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ABSTRACT
This thesis proposes algorithms for the deployment of multiple autonomous agents for
persistent surveillance missions requiring repeated, periodic visits to regions of interest.
Such problems arise in a variety of domains, such as monitoring ocean conditions like
temperature and algae content, performing crowd security during public events, tracking
wildlife in remote or dangerous areas, or watching traffic patterns and road conditions.
Using robots for surveillance is an attractive solution to scenarios in which fixed sensors
are not sufficient to maintain situational awareness. Multi-agent solutions are particularly
promising, because they allow for improved spatial and temporal resolution of sensor in-
formation.
In this work, we consider persistent monitoring by teams of agents that are tasked with
satisfying missions specified using temporal logic formulas. Such formulas allow rich,
complex tasks to be specified, such as “visit regions A and B infinitely often, and if region
vi
C is visited then go to region D, and always avoid obstacles.” The agents must determine
how to satisfy such missions according to fuel, communication, and other constraints. Such
problems are inherently difficult due to the typically infinite horizon, state space explosion
from planning for multiple agents, communication constraints, and other issues. Therefore,
computing an optimal solution to these problems is often infeasible. Instead, a balance must
be struck between computational complexity and optimality.
This thesis describes solution methods for two main classes of multi-agent persistent
surveillance problems. First, it considers the class of problems in which persistent surveil-
lance goals are captured entirely by TL constraints. Such problems require agents to re-
peatedly visit a set of surveillance regions in order to satisfy their mission. We present
results for agents solving such missions with charging constraints, with noisy observations,
and in the presence of adversaries. The second class of problems include an additional
optimality criterion, such as minimizing uncertainty about the location of a target or max-
imizing sensor information among the team of agents. We present solution methods and
results for such missions with a variety of optimality criteria based on information metrics.
For both classes of problems, the proposed algorithms are implemented and evaluated via
simulation, experiments with robots in a motion capture environment, or both.
vii
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Chapter 1
Introduction
This thesis considers the implementation of persistent, high-level behaviors in multi-agent
autonomous systems. Traditional robotics motion planning research has focused on the
reach-avoid problem [LaValle, 2006], that is, how to move a robot from an initial con-
figuration to a final configuration while avoiding obstacles. Tools developed for solving
this problem are insufficient for enforcing more complex, high-level missions. As a mo-
tivating example of the type of mission we consider in this thesis, we propose a team of
agents tasked with monitoring wildlife in a protected environment. Different regions in the
environment may be of interest for different reasons, such as areas where animals to be
studied are known to congregate and photographs should be taken, no-fly zones that should
be avoided, and base stations where data can be uploaded and batteries can be recharged.
Then the agents must satisfy a mission such as “take photos of regions containing wildlife
infinitely often and if all regions have been photographed, upload photos, and always avoid
no-fly zones.” The agents must determine how to satisfy this mission while taking into
account any other constraints, such as fuel, communication, or sensor reliability.
Temporal logics (TL), such as Linear Temporal Logic (LTL), are able to capture com-
plex mission constraints like those in the wildlife example above. Robotic motion plan-
ning subject to TL formulas has been well-studied in the literature (e.g., [Ding et al.,
2014, Guo et al., 2013, Karaman and Frazzoli, 2011a, Kress-Gazit et al., 2009, Lahijanian
et al., 2015, Smith et al., 2011, Ulusoy et al., 2013, Wongpiromsarn et al., 2012]). Con-
trol synthesis using TL involves abstracting the motion capabilities of the robot, usually as
1
2a graph, and composing that abstraction with an automaton that captures the mission re-
quirements. Then model checking algorithms [Baier and Katoen, 2008] are able to search
for high-level motion plans, which are implemented by a low-level controller. Searching
for solutions in this manner increases the dimensionality of the problem. This increased
dimensionality can render such solutions intractable for multi-agent systems, which are
inherently high-dimensional.
Planning for multiple agents is an intrinsically more difficult problem than planning for
a single agent. As the number of agents increases, the number of potential actions and ob-
servations that a planner must consider grows exponentially. Likewise, the information that
agents use in decision making also grows exponentially with the number of agents. The
literature in multi-agent planning and control has focused on finding solutions that mitigate
this complexity. Well-studied problems include formation control [Ji et al., 2006], cover-
age [Cortes et al., 2002], information gathering [Julian et al., 2012], consensus [Jadbabaie
et al., 2003, Olfati-Saber and Murray, 2004] and many others. An example of a popular
approach in this literature is the use of nearest neighbor rules, which rely only on commu-
nication among agents in a small neighborhood. Such an approach allows global informa-
tion to propagate through the network, while allowing decisions to be made based only on
local information, thereby easing the complexity of the decision process. Unfortunately,
much like single agent techniques for solving the reach-avoid problem, these multi-agent
control techniques are ill-suited for planning for high-level missions such as those that can
be specified with TL formulas. Solving high-level missions requires a higher degree of
coordination, so stronger guarantees on the global behavior of the team are necessary.
The goal of this work is to present tools for solving high-level missions in multi-agent
systems while remaining tractable. This thesis describes solution methods for two main
classes of multi-agent persistent surveillance problems: those whose goals are captured
entirely by correctness constraints specified by TL formulas, and those with correctness
3constraints and an additional optimality criterion. For both classes of problems, the pro-
posed algorithms are implemented and evaluated via simulation, experiments with robots in
a motion capture environment, or both. The related work and specific contributions of this
thesis for each of these problem classes are presented in Sec 1.1 and Sec. 1.2, respectively.
1.1 Persistent Surveillance with Correctness Constraints
First, we consider the class of problems in which persistent surveillance goals are captured
entirely by TL constraints. Such problems require agents to repeatedly visit a set of surveil-
lance regions in order to satisfy their mission. We present results for agents solving such
missions with charging constraints for vehicles whose mission horizon exceeds their energy
supply (Chapter 3, see Sec. 1.1.1), with noisy observations and cooperative heterogeneous
teams (Chapter 4, see Sec. 1.1.2), and in the presence of adversaries with unknown motion
capabilities (Chapter 5, see Sec. 1.1.3).
1.1.1 Persistent Surveillance under Charging Constraints
In Chapter 3, we consider the following problem: given an environment and a temporal
logic mission specification with time deadlines that needs to be satisfied infinitely often,
generate control policies for a team of quadrotors to complete the mission, while ensur-
ing vehicles remain charged and collisions are avoided. This scenario corresponds to a
monitoring situation in which agents are given deadlines on monitoring regions in the en-
vironment. Such deadlines might correspond to when animals are known to be active in
the area, such as monitoring the habitats of crepuscular animals who are only active dur-
ing certain time windows. The planning for such surveillance problems involves explicitly
modeling the charging and discharging of quadrotor batteries, in order to ensure they have
enough resources to complete their surveillance mission at the specified time. The solution
to this problem requires the use of several sophisticated systems, whose interaction both at
4a theoretical level and an experimental level produces many unique challenges.
Our approach is related to the Vehicle Routing Problem (VRP) [Dantzig and Ramser,
1959], which can be summarized as: given a number of identical vehicles at a depot and
the distances among all sites and the depot, find a minimum distance tour for each vehicle
such that it begins and ends at the depot and visits each site at least once. With time
bounds on when each site must be visited, the VRP becomes a problem known as the Time
Window VRP (VRPTW) [Toth and Vigo, 2001]. Multi-agent control for the VRPTW has
also been considered without temporal logic constraints in [Michael et al., 2011, Stump
and Michael, 2011]. Our work uses temporal logic constraints for the VRPTW with richer
specifications, providing a framework for automatic satisfaction of complex, persistent,
multi-agent routing problems.
The most closely related recent work is [Karaman and Frazzoli, 2008] in which the
authors propose a fragment of metric temporal logic, which restricts temporal operators to
atomic propositions and their negation. In that work, each site may be visited only once,
and bounds on transition duration are not allowed. Additionally, their work does not take
into account resource constraints, and optimizes a weighted sum of distance traveled over
a finite horizon. Our approach allows for a vehicle to visit a site multiple times during
a tour if it is required, capturing resource constraints, and allowing bounds on transition
durations.
Temporal logic and formal methods [Baier and Katoen, 2008] have been used for robot
motion planning and control in persistent surveillance in [Smith et al., 2011, Ulusoy et al.,
2013]. These works, while considering optimal persistent surveillance with temporal logic
constraints, do not consider battery constraints. These works also do not consider time
windows, which we use in this work. Temporal logic has been used to consider resource
constraints in [Ozay et al., 2011], in which the authors consider constraints on peak power
consumption. Our work does not take into account peak power consumption, but instead
5considers resource constraints in the form of total energy available for flight.
Resource constraints have been modeled in the routing problem for one vehicle without
temporal logic constraints in [Sundar and Rathinam, 2014]. Resource constraints have also
been modeled for persistent monitoring in [Mulgaonkar and Kumar, 2014], in which the
authors present a platform for autonomous charging of unmanned aerial vehicles (UAVs),
including an algorithm for persistent surveillance for multiple vehicles without temporal
logic constraints. Our work allows for richer mission specifications while still modeling
resource constraints.
We presented results from this topic in [Leahy et al., 2016b, Leahy et al., 2014]. Our
main contributions are as follows:
• We presented a solution for the VRPTW problem using BLTL for a multi-agent sys-
tem with resource constraints for mission horizons longer than individual vehicle
energy budgets.
• We guaranteed satisfaction of mission deadlines by using a vector field following
controller for quadrotors.
• We demonstrated a complete end-to-end experimental system for the deployment
of such a solution, including persistent implementations with automatic charging
stations.
1.1.2 Persistent Surveillance with Belief Space Control
In Chapter 4, we propose a solution to the following problem: localize and control a ground
robot under TL specifications in an environment with no global positioning infrastructure,
using a team with heterogeneous sensing and motion capabilities. Robots operating in the
real world typically require accurate pose estimates to compute effective control actions,
but in many cases, such as dense urban environments [Hsieh et al., 2007], global position
6systems (GPS) may be unavailable or unreliable. Furthermore, it is advantageous to con-
sider an aerial robot for on-the-fly tracking of the ground robot because it can aid in local-
ization as well as obstacle avoidance, leaving the ground robot dedicated to other tasks. In
this work, we present a vision-based, GPS-denied solution to this problem and demonstrate
it experimentally with a sensor-deprived ground robot that performs a persistent monitor-
ing task specified by TL, while being localized by a camera-equipped autonomous aerial
vehicle (quadrotor). The solution is split into three major components: map building in
unknown environments, control synthesis under TL constraints, and localization during the
mission. We use vision-based formation control to build the map from multiple aerial ve-
hicles because we obtain a high fidelity mosaic map image without requiring simultaneous
localization and mapping (SLAM) or other complex mapping algorithms. Our algorithm
synthesizes the ground robot’s control policy based on a labeled version of the map and a
TL specification. Finally, the ground robot executes the control policy while an aerial robot
provides pose measurements.
While synthesizing control policies to enforce temporal logic properties under dynam-
ics noise has been extensively considered in the literature [Zamani et al., 2014], observation
noise has only recently been considered [Maly et al., 2013,Jones et al., 2013a,Leahy et al.,
2015, Svorenova et al., 2013, Ayala et al., 2014]. One of the technical challenges of in-
corporating observation noise into formal synthesis is that satisfaction of temporal logic
properties is in general defined with respect to the state trajectory of the system rather than
the evolution of the belief (as measured by a posterior probability distribution) about this
state. We introduce the paradigm of Gaussian distribution temporal logic (GDTL) which
allows us to specify properties involving the uncertainty in the state of the system, e.g.
“Ensure that the uncertainty (measured by variance) of the robot’s x position is always
below 0.1 m2”. GDTL formulae can be translated to Rabin automata using off-the-shelf
tools [Jones et al., 2013a].
7The problem of synthesizing controllers to enforce a GDTL specification is in general
a discrete time, continuous space partially observable Markov decision process (POMDP).
Our approach approximates the optimal solution with a computationally feasible hierarchi-
cal sampling-based control synthesis algorithm. Most existing sampling-based algorithms
sample points directly in belief space [Patil et al., 2015, Burns and Brock, 2007, Bry and
Roy, 2011,Prentice and Roy, 2009], which requires synthesizing distribution-to-distribution
controllers. Such synthesis problems are computationally difficult and may require signif-
icant modeling on the part of a control designer. To circumvent these challenges, we base
the core of our algorithm on feedback information roadmaps (FIRMs). The FIRM motion
planner extends probabilistic roadmaps (PRMs) [Thrun et al., 2005], to handle observation
noise. In FIRM, points are sampled directly in the state space (rather than in belief space)
and feedback control policies, e.g. linear quadratic Gaussian (LQG) controllers, stabilize
the system about nodes along paths in the roadmap. The behavior of the closed-loop sys-
tem is then used to predict how the state estimate evolves. The associated trajectories of
the estimate induce a roadmap in the belief space.
Given a Rabin automaton constructed from a GDTL formula and a FIRM, we construct
a graph product between the two, called the GDTL-FIRM, to check if the state space has
been sampled sufficiently to synthesize a switched controller satisfying the specification
with positive probability. We use techniques similar to those in sampling-based formal
synthesis work [Agha-mohammadi et al., 2014,Karaman and Frazzoli, 2009,Karaman and
Frazzoli, 2012, Vasile and Belta, 2013a, Vasile and Belta, 2014b] to construct the GDTL-
FIRM incrementally until we find a policy with sufficiently high satisfaction probability.
This work also considers the cooperation between ground and air vehicles and leverages
their heterogeneous capabilities to jointly carry out a mission. While other research exists
for cooperation among mixed teams of ground and air vehicles, existing research assumes
the presence of GPS on either the ground vehicles [Vaughan et al., 2000] or on the aerial
8vehicles [Hsieh et al., 2007, Grocholsky et al., 2006]. We, on the other hand, assume the
robots are working in an environment with no external positioning framework whatsoever.
Other work that has focused on planning without GPS, such as [Forster et al., 2013], uses
the visual capabilites of an aerial vehicle to enhance a map built by a ground vehicle. In
this work, we assume the map is built by a team of aerial vehicles using their high vantage
point so that the ground vehicle can perform a specific task based on the resulting map.
Further, unlike these works, in our work, the mission to be carried out is specified using
GDTL, allowing for the encoding of much more complex missions, including specifying
the uncertainty of the ground vehicle’s localization.
Map building and localization in unknown environments could be formulated as in
SLAM [Thrun and Leonard, 2008], where a robot uses its onboard sensor data—perhaps
only vision [Newcombe et al., 2011]—to refine an estimation of its pose while building
a map of the environment. Unfortunately, these algorithms are typically computationally
demanding and require one or more sensing technologies which may not be feasible to
include on a ground robot due to cost, weight, or hardware limitations. Using vision-based
solutions from aerial cameras, on the other hand, allows for accurate pose estimation in
complicated environments while only employing cheap, readily-available RGB cameras.
For example, homography-based visual servoing methods provide accurate localization
with only the use of camera data [Benhimane and Malis, 2006]. In this work, we make
use of homography-based consensus control methods [Montijano et al., 2016] for the aerial
vehicles to build a mosaic map, and monitor the ground robot with a Position-Based Visual
Servoing (PBVS) control method designed to keep the robot in the field of view at all times
while guaranteeing sufficient overlap with the map.
Results for this work were presented in [Cristofalo et al., 2016,Vasile et al., 2016]. Our
main contributions are as follows:
• We introduced GDTL, a specification language for formal synthesis in belief space.
9This language allows us to incorporate position uncertainty into a formal methods
framework.
• We presented a solution to the curse of history for belief space planning in automata-
based formal methods.
• We demonstrated an experimental framework for cooperative satisfaction of a GDTL
mission for heterogeneous teams, without an external positioning system.
1.1.3 Deterministic Inference for Control under Uncertainty
In Chapter 5, we consider the problem of avoiding a moving adversary. This scenario
could correspond to the team monitoring a fixed set of regions but avoiding a moving herd
of protected animals, so as not to endanger or frighten them. Specifically, we consider an
agent competing against an adversary with unknown dynamics but some a priori knowledge
of the appropriate model space with which the adversarial dynamics can be modeled.1
The agent is tasked with satisfying a mission specified as a linear temporal logic (LTL)
formula while avoiding being captured by the adversary. To correctly satisfy the mission
specification, the agent must learn the unknown dynamics of its adversary. Our method
allows the agent to infer the model of its adversary’s motion and incrementally update
its strategy according to new information. Thus, although we still pose the problem in a
game-theoretic framework, we (a) resolve uncertainty in a non-probabilistic manner, and
(b) perform control synthesis using mainstream model checking methods.
The closest existing work that is related to this work is that of Chen et al. [Chen et al.,
2013] and Fu et al. [Fu et al., 2015]. Fu et al. [Fu et al., 2015] develop a game-theoretic
approach to finding winning strategies when interacting with an unknown adversary, for
cases of reachability [Chandlee et al., 2012] as well as for temporal logic [Fu et al., 2015]
1If there is zero a priori knowledge then “no free lunch” theorems show that learning is not feasible
[Wolpert, 1996, Wolpert and Macready, 1997, de la Higuera, 2010].
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specifications. Chen et al. [Chen et al., 2013], on the other hand, consider an agent that
has to learn the dynamics of a stochastic environment in order to satisfy an LTL mission
specification. The authors of that work model the motion of the adversary as a Markov
chain, using stochastic languages and probabilistic priors. Given some information about
the structure of the adversary’s model, Chen et al. [Chen et al., 2013] incrementally identi-
fies the transition probabilities.
The main difference of this work with respect to the approach of Chen et al. [Chen et al.,
2013] is that here the adversary is modeled as an unknown non-probabilistic transition sys-
tem. In some sense, this approach meets the challenge of interacting with an unknown
adversary at an earlier step compared to the formulation of Chen et al. [Chen et al., 2013],
by identifying the structure itself using observations of the adversary’s behavior. The prob-
ability of the adversary taking any specific action is ignored. This is intuitively the reason
why non-probabilistic policies, when available, work both with and without stochasticity.
They are designed to perform even for the worst case, and thus, rather than ensuring win-
ning with probability one, they can actually offer absolute performance guarantees. The
difference of the present work compared to that of Fu et al. [Fu et al., 2015] is that here the
synthesis of policies is done using standard model checking tools.
This work has been presented in [Leahy et al., 2016a]. The main contributions are:
• We proposed a deterministic framework for learning the behavior of a fully observ-
able agent with an unknown motion model.
• We synthesized a control policy that is agnostic to the probability of the agent’s
actions.
• We presented a method for decoupling learning and control synthesis.
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1.2 Optimal Persistent Surveillance with Correctness Constraints
In addition to TL correctness constraints, the second class of problems considered in this
thesis includes an optimality criterion, such as minimizing uncertainty about the location
of a target or maximizing sensor information among the team of agents. We present so-
lution methods and results for such missions with a variety of optimality criteria based on
information metrics. Within this class, we consider two main types of optimality criteria.
First, information gathering in the presence of a moving target or changing environment.
This type of optimality criterion involves optimizing over a belief that changes after each
measurement, in a closed-loop fashion. Specifically, we present solutions for tracking a
target moving as a Markov Chain (Chapter 6, see Sec. 1.2.1) and index-based policies for
tracking a target (Chapter 7, see Sec. 1.2.2). The second type of optimality criterion we
consider is a function over a set of nodes that does not change in time, such as minimizing
time between visits to a region (Chapter 8, see Sec. 1.2.3) and maximizing a submodular
function over a set of regions (Chapter 9, see Sec. 1.2.4). These problems entail making a
motion plan a priori, and adapting it periodically, if at all.
1.2.1 Distributed Information Gathering
Chapter 6 poses the problem of tracking a target while carrying out a persistent surveil-
lance specification as an information gathering problem. That is, a team of agents must
carry out a surveillance mission by following the trajectory that is maximally informative
with respect to the movement of a target in their environment. In our wildlife example,
this could correspond to monitoring a set of fixed regions while maintaining the best pos-
sible estimate of the location of a moving herd of animals. We use tools from distributed
formal methods to distribute the TL formula among sub-teams of the agents such that if
each sub-team satisfies its individual formula, the global constraints are satisfied. Once a
sub-team has been assigned an individual mission, it executes a computationally efficient
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receding horizon planner that locally maximizes the amount of information gained and is
guaranteed to satisfy the individual mission. An implementation of our procedure is ap-
plied to a surveillance case study. Results from Monte Carlo simulations demonstrate that
our approach outperforms a random walk constrained to satisfy the given specification.
Maximally gathering information in a distributed manner is an example of a decentral-
ized partially observable markov decision process (DEC-POMDP), whose optimal solution
has been proven to be NEXP-complete (and therefore infeasible to calculate) in the worse
case [Bernstein et al., 2002]. Common methods used in this domain include one-step-look-
ahead [Schwager et al., 2011], receding horizon [Binney et al., 2010,Gan et al., 2014], and
off-line planning [Meliou et al., 2007, Singh et al., 2009]. Recent work has also included
sampling trajectories [Charrow et al., 2014] and methods using rapidly-exploring random
trees and graphs [Hollinger and Sukhatme, 2014]. Our work incorporates TL constraints
into the path planning problem. These constraints permit richer, more realistic constraints
on the motion of the agents than have previously been addressed for multi-agent systems.
The receding horizon algorithm used for local information gathering is based on the single
agent method proposed in [Jones et al., 2013c], which maximizes information gathered by
a single agent subject to TL constraints.
In [Chen et al., 2012], the authors provided a method for distributing a global task given
as a regular expression to tasks for individual robots using methods from concurrency
theory [Mazurkiewicz, 1995] and distributed formal methods [Kloetzer and Belta, 2010,
Mukund, 2002]. In that work, agents are given a pre-computed path to follow through the
environment, and may be required to wait to communicate with other agents before com-
pleting their task. The authors provide a broad framework in which sub-teams of agents can
act independently to ensure that global, cooperative behaviors are produced. In this work,
we extend this framework to include more typical—and more restrictive—communication
constraints based on agents’ distance from each other in the environment. Our method
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also allows the agents to act according to reactive control policies rather than follow pre-
specified paths, giving the agents a greater degree of flexibility in conducting their mission.
Further, we show how to distribute specifications among sub-teams of agents rather than
among individual agents.
This work was presented in [Leahy et al., 2015] and makes the following main contri-
butions:
• We presented a method for extending rich constraints to the multi-agent information
gathering problem.
• We used recent advances in distributed formal methods to include the minimally
required communication among agents.
• We proposed a flexible framework for distributing tasks among sub-teams, allowing
strict communication constraints to be enforced.
1.2.2 Target Tracking in Discrete Belief Space
Chapter 7 focuses on finding a search strategy that provides the best estimate of the location
of a target that evolves as a stochastic process in a discrete environment. This work is
inspired by [Castanon, 1995], which proved that the strategy of searching for a stationary
target in the first or second most likely locations is optimal in the sense of maximizing the
most likely location. Our result shows that under similar assumptions, a group ofm sensors
always searching the m most likely locations is the optimal one-step policy in expectation.
Further, our results suggest ways to minimize the variance of the estimate of a target’s
location for risk-aware search strategies.
As a motivating example, consider the search for an endangered animal that has previ-
ously been tagged with a radio tracking device. The animal moves about its environment,
and it is known which areas it frequents (e.g. shady areas and waterholes) and how often
it tends to move from area to area. A UAV is deployed, attempting to locate the animal
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via its tag, but given the animal’s propensity for moving about and radio interference, it is
difficult to be certain about where the animal is located. With all of this knowledge, which
locations in the environment should be checked to maximize your knowledge about the
animal’s current location?
Problems similar to the one we examine arise in a variety of domains, whenever sensing
resources are limited and the motion of a phenomenon to be sensed is probabilistic. Such
target tracking problems are of considerable interest to the robotics community, and have
been well-studied recently, including gathering information about the environment, locat-
ing survivors at sea, general pursuit-evasion and search problems [Chung et al., 2011], and
even object recognition and detection [Atanasov et al., 2014].There is also a strong interest
for the purpose of target localization with radar [Abdel-Samad et al., 1999] or sensor net-
work management [Aeron et al., 2006]. Even anomaly detection in cyberphysical systems
has been approached as a problem of this form [Cohen and Zhao, 2014]. For many of these
applications, sensing resources are limited, and the computational complexity of optimal
policies presents a significant barrier to practical implementation of such solutions. Our
method is simple and efficient to implement, and provides a high degree of confidence in
such scenarios.
We aim to track a target that is moving among a finite set of states as a Markov Chain
(MC). At each time instant, we may search one state for the target. It is known that search-
ing either of the most likely locations for the target is optimal in expectation [Castanon,
1995]. However, extending these results to a moving target to find an optimal solution ap-
pears intractable. By examining a one-step optimization, we find a strategy for maximizing
our estimate of the target’s location by simply looking in the most likely locations. This
policy results in a consistently good estimate of the target location. We demonstrate our
strategy via simulation, which suggests it performs well over arbitrary horizons. Our re-
sults also demonstrate how to minimize variance for a single agent, in order to provide a
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more confident estimate of the target’s location. Simulation results in the multi-agent case
are consistent with this single agent result.
This problem falls generally within the class of problems known as M-ary Hypothesis
Testing, in which a series of observations is used to decide which of M possible statistical
situations give rise to those observations. These problems were first studied in the binary
(M = 2) case in [Wald and Wolfowitz, 1948]. M-ary Hypothesis Testing problems origi-
nated in the study of stationary targets, and therefore a decision could be made about the
true hypothesis upon receipt of an entire set of observations. On the other hand, the pres-
ence of a moving target means our problem is a special case of M-ary Hypothesis Testing
known as Sequential Hypothesis Testing. In the sequential problem, observations arrive
one at a time, with an action performed after each observation to maximize the discrimi-
natory power of the next observation. Early work for detecting moving targets in such se-
quential problems was performed in the Operations Research community, for both Marko-
vian [Brown, 1980, Washburn, 1983] and non-Markovian targets [Stone, 1979, Stromquist
and Stone, 1981]. In these problem, over a finite horizon, the probability of detecting a
target before the time horizon is maximized, using an exponential detection function.
Our work focuses instead on infinite horizon search problems, in which we attempt
to maximize localization information about a target using binary detection. Many of the
results from this area focus on an optimal strategy consisting of a finite sequence of search
locations determined a priori, based on a prior distribution over possible target locations,
such as [Kadane, 1971] and [Assaf and Zamir, 1985]. In our work, however, we seek to
evaluate the performance of a reactive strategy that can be used efficiently online that is
based only on sorting the belief.
It is the closed-loop structure of the policy we find, as well as the generality of the
problem formulation that make it most closely related to [Castanon, 1995], although that
work considers a stationary target rather than a moving one. Other work has considered
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index-based policies in this problem domain [Cohen et al., 2014], but not for closed-loop
policies or a moving target. Our reactive strategy provides a simple, computationally effi-
cient feedback policy for searching for a target that can be extended to an inifinite horizon,
without requiring any recursion.
Some recent work has focused on problems similar to the one in this work. Most
closely related is [Noori et al., 2016], which studies the case of a target moving on a
one-dimensional graph, subject to time and energy constraints on the searcher. This work
studies the more general case of arbitrary state spaces without constraints on the searcher,
instead focusing on simple, efficient policies based on properties of the evolution of the be-
lief about a target’s location. Other work includes [Hespanha et al., 1999] and [Hespanha
et al., 2000], both of which focus on probabilistic game theoretic approaches to pursuit eva-
sion games with greedy policies. The policy in this work is also greedy, and can be viewed
as a pursuit evasion problem, but is not based on a game theoretic approach. Rather, we
prove the one-step optimality of a greedy index-based approach, which is generally more
computationally efficient than approaches rooted in game theory.
A version of this work, consisting of the special case for one sensor, was presented
in [Leahy and Schwager, 2016]. The main contributions are:
• We proposed a simple, one-step optimal, closed-loop, index-based policy for belief
space planning that performs well over arbitrary horizons.
• We proved the one-step optimality of a strategy for minimizing variance for a single
agent.
• We provided simulation results demonstrating minimum variance results hold for
multiple agents.
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1.2.3 Minimum Latency Surveillance
Another challenging objective in persistent surveillance is to find optimal trajectories that
minimize time between visits to a set of regions to be monitored. In Chapter 8, we imagine
the team tasked with photographing specific regions of interest, while gathering data on
the density of animal herds over the rest of the environment as a whole. Thus, the surveil-
lance mission is given as a TL specification over a set of specific regions, while the rest
of the environment should be visited as frequently as possible, while ensuring that the TL
specification is not violated.
In the literature, various strategies are used to solve such problems. For instance, virtual
pheromones are used in [Fu and Ang, 2009], where agents are probabilistically guided to-
wards the areas that have not been visited for a long time. A vehicle routing problem, [Bert-
simas and Van Ryzin, 1991], is solved to minimize the age of a particular point in [Stump
and Michael, 2011]. An optimal control problem is formulated in [Cassandras et al., 2013],
where a metric of uncertainty growing due to uncovered areas is minimized. Alternatively,
some auction algorithms are used in [Nigam and Kroo, 2008] to achieve region assign-
ment among the agents to minimize the maximum age in the environment. Moreover, the
authors of [Elmaliach et al., 2009] find a minimal Hamiltonian cyclic path and locate the
robots properly on the path to obtain uniform frequency of visiting the viewpoints.
In this work, we study a multi-agent persistent surveillance problem, where each agent
has limited energy and limited communication capability. Moreover, each agent has an
individual LTL specification that not only expresses an order of visiting certain sites but
also enforces periodic visits to the base for refueling. The main objective of the team is
to minimize the summation of the ages of all regions (i.e. to maximize situational aware-
ness) while satisfying their individual specifications. However, finding the optimal joint
trajectories (without any specifications) is known to be NP-hard [Pasqualetti et al., 2012].
Therefore, we formulate a distributed optimization problem, where each agent computes its
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individual trajectory by minimizing the sum of age estimates while satisfying its own spec-
ification. Here, the age estimate refers to an agent’s local estimation about the ages of each
region, and we allow agents to exchange their age estimates based on their communication
capabilities.
This work is closely related to [Ding et al., 2014] and [Guo and Dimarogonas, 2015].
Creating progress constraints based on an energy function defined over a product automaton
was introduced in [Ding et al., 2014]. We use this idea in a distributed setting, where each
agent has a local objective and an individual specification. Such a setting for the cooperative
motion and task planning under local LTL specifications was also studied in [Guo and
Dimarogonas, 2015]. However, our work is different from [Guo and Dimarogonas, 2015]
in two aspects: 1) we do not allow any relaxation of an LTL specification, and 2) we
specifically focus on a persistent surveillance scenario, where energy-limited vehicles aim
to minimize the sum of the ages of each region in a distributed fashion.
This work has appeared in [Aksaray et al., 2015] and has the following contributions:
• We proposed a distributed framework for information gathering subject to TL con-
straints.
• We provided simple communication rules for improving performance while remain-
ing computationally tractable.
1.2.4 Submodularity in Information Gathering
In Chapter 9, we study how to maximize a submodular set function in a persistent surveil-
lance mission with TL correctness constraints. A major goal in many persistent surveillance
missions is to plan the optimal path of the agent with respect to a performance metric. For
example, mutual information or entropy are some commonly used metrics in surveillance
scenarios (e.g., [Binney et al., 2010,Bourgault et al., 2002,Charrow et al., 2014,Gan et al.,
2014, Hollinger and Sukhatme, 2014, Schwager et al., 2011]), and these functions exhibit
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a property called submodularity. Intuitively, submodular functions exhibit the property of
diminishing returns (i.e., adding a new observation increases the function’s value more if
a few observations are made so far than if many observations have already been made).
Further, greedy algorithms have proven performance bounds for the maximization of sub-
modular functions [Nemhauser et al., 1978], making such algorithms an attractive and con-
venient tool when sensing goals are expressed as submodular functions.
Recently, there has been an increased interest in developing efficient algorithms that
optimize submodular objective functions (e.g., [Krause and Guestrin, 2011, Meliou et al.,
2007, Singh et al., 2009]). For example, the authors in [Chekuri and Pal, 2005] addressed
the problem of finding an optimal path for a single agent maximizing a submodular func-
tion (over the visited regions) and developed a recursive-greedy algorithm with theoretical
approximation guarantees. This recursive-greedy approach was extended to multi-agent
scenarios with resource constraints [Singh et al., 2009] and single-agent scenarios with
multiple tours [Meliou et al., 2007]. Moreover, a recent study [Zhang and Vorobeychik,
2016] proposed a cost-benefit algorithm that optimizes submodular functions while con-
sidering the cost incurred due to path planning (e.g., coverage cost, visit cost).
Recent work using TL planning for information gathering includes [Jones et al., 2013b,
Jones et al., 2015, Leahy et al., 2015]. These works in general do not produce an optimal
solution due to the limited lookahead horizons. Specifically, they use closed-loop planning
in the belief space online, but provide no performance guarantees. In this work, we compute
the entire path offline and provide an approximate solution with performance guarantees.
The problem we consider in this work is to satisfy a surveillance mission in a dis-
cretized environment while maximizing a submodular set function. The surveillance mis-
sion is specified using TL constraints, and we seek a principled manner of searching over
only those paths which satisfy the specification. By optimizing submodular functions, our
solution is applicable to a broad class of sensing and information gathering scenarios. Fur-
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thermore, by considering TL constraints, the proposed method can deal with numerous rich
and complex mission specifications. Overall, this method mitigates the complexity of such
problems and has a guaranteed optimality bound on the performance.
This works also appears in [Leahy et al., 2017], and its main contributions are as fol-
lows:
• We proposed the first framework for finding a path to maximize a submodular func-
tion subject to TL constraints.
• We provided an approximation bound on the solution’s optimality.
• We demonstrated a tractable solution for information gathering that builds on existing
recursive greedy methods .
Organization
The remainder of this thesis is organized as follows. In Chapter 2, we introduce notation
and define common terms that will be used throughout this thesis. Chapter 3 presents the
problem of persistent monitoring under resource constraints. Next, we study persistent
surveillance without a global positioning system in Chapter 4. Chapter 5 deals with per-
sistent surveillance in the presence of a moving adversary whose motion model is a priori
unknown. Tracking a target with a known motion model, but that is only partially observ-
able is studied in Chapter 6. A related problem—one-step optimal target tracking—follows
in Chapter 7. We present a minimum latency surveillance algorithm in Chapter 8. Chap-
ter 9 gives results for maximizing a submodular objective function. Finally, conclusions
and future work are given in Chapter 10.
Chapter 2
Preliminaries
In this chapter, we present common notation and definitions that is used throughout the
remainder of the text. Additional definitions and notation is introduced in the individual
chapters that follow. In Sec. 2.1 we present notation that we use throughout this thesis.
Sec. 2.1.1 introduces graphs and other discrete models. Finally, Sec. 2.1.2 defines the
temporal logics and automata that are used in the remainder of this thesis.
2.1 Notation
For a set Σ, we denote the cardinality and power set as |Σ| and 2Σ, respectively. Σ∗ denotes
the set of all finite words, and Σω the set of all infinite words that can be constructed from
Σ. Similarly, we write Σk and Σ≤k to denote sequences of symbols from Σ with length
equal to k and length up to k.
For two sets, A and B, A×B indicates their Cartesian product, and An = A× . . .×A,
the product of A with itself taken n times. We denote the set difference operation as A\B.
For a collection of sets {Σi}i∈I where I is an index set, we use
∏
i∈I Σi to denote the
Cartesian product of all the sets in the collection. We denote the empty string with .
E[·] is the expectation operator.
2.1.1 Discrete Models
In this work, we consider discrete environments modeled as graphs, G = (V,E), where
V is a set of vertices and E ⊆ V × V is a set of edges. Such a discrete graph may be
21
22
constructed as the quotient graph of a partitioned continuous environment. For two nodes
v1, v2 ∈ V , let d (v1, v2) be the graph distance between those nodes, which is defined as the
shortest path between them We define a labeling function L : V → 2AP that maps regions
in the environment to a set of atomic propositions which may be satisfied by visiting those
regions.
For any set of the nodes, X ⊂ V , GX refers to the subgraph induced by the nodes in X
(i.e., GX consists of all nodes in X and all the edges between those nodes). In a graph, a k-
length path is a sequence of nodes q = (v0, v1, ..., vk) such that the edge between any vi and
vi+1 belongs to E, and its length is denoted by |q|= k. An undirected graph is connected
if there exists a path between any two nodes of the graph. The connected components of a
graph are the set of largest subgraphs of the graph that are each connected.
Let vj and vk be any two nodes in G. The distance between vj and vk is denoted as
d(vj, vk), and it is equal to the length of the shortest path between them. The neighbor
set of node vi, Nvi , is the set including all adjacent nodes that are connected to vi (i.e.
Nvi = {vj | (vi, vj) ∈ E}).
We model robot motion in a graph environment using deterministic transition systems.
Definition 2.1.1 (Transition System). A deterministic transition system (TS) is a tuple T =
(Q, q0, Act, T rans,AP, |=), where Q ⊆ V is a set of states, q0 ∈ Q is the initial state, Act
is a set of actions, Trans ⊆ Q × Act × Q is a deterministic transition relation, AP is a
set of atomic propositions, and |=⊆ Q× 2AP is a satisfaction relation, such that (q, p) ∈|=
if and only if p ∈ L (q). A finite run of a TS is a sequence of states q0q1 . . . ∈ Q∗ such that
∃ai ∈ Act such that (qi, ai, qi+1) ∈ Trans ∀i = 0, 1, . . .. An output trace of a run is a
word w = w0w1 . . . where wi = {p|(qi, p) ∈|=}.
Definition 2.1.2 (Markov Chain). A discrete time Markov Chain (MC) is a tuple MC =
(S, s0, P ), with a set of states S, an initial state s0, and a probabilistic transition relation
P : S × S → [0, 1] such that the probability of transitioning from state s to s′ is P (s, s′).
Definition 2.1.3 (Markov Decision Process). A discrete time Markov Decision Process
(MDP) is a tuple MDP = (S, s0, P, Act), where S and s0 are defined as for an MC, Act is
a set of actions, and P : S×Act×S → [0, 1] is a probabilistic transition relation with the
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probability of transitioning from state s to state s′ under action a given by P (s, a, s′). The
set of actions a available at state s is Act(s) ⊆ Act such that ∃s′ ∈ S with P (s, a, s′) > 0.
A sequence of states s0s1 . . . sl with P (si, a, si+1) > 0 for a ∈ Act (si) ∀i = 0, . . . , l − 1
is called a sample path.
2.1.2 Temporal Logics and Automata
The focus of the work presented herein is persistent surveillance under temporal logic (TL)
constraints. Such constraints provide a framework for the describing and reasoning about
the order or timing of a sequence of events. We will work with three types of such logic:
linear temporal logic (LTL), syntactically co-safe LTL (scLTL), and bounded LTL (BLTL).
Given a set of atomic propositions AP , LTL formulas are defined recursively as
φ = p|¬φ|φ1 ∨ φ2|φ1 ∧ φ2|♦φ|φ|φ1Uφ2|©φ ,
where p ∈ AP is an atomic proposition, and φ, φ1, and φ2 are LTL formulas. LTL combines
the Boolean operators ¬ (negation), ∨ (disjunction), and ∧ (conjunction) with the temporal
operators ♦ (eventually),  (always), U (until), and © (next). The semantics of LTL are
given over infinite words from the set 2AP . By combining operators from LTL, complex
specifications can be created. A complete description of the syntax and semantics of LTL
is beyond the scope of this work and can be found in Baier and Katoen [Baier and Katoen,
2008].
Given a set of atomic propositions AP , scLTL formulas are inductively defined as
[Kupferman and Vardi, 2001]:
φ = p|¬φ|φ1 ∨ φ2|φ1 ∧ φ2|♦φ|φ|φ1Uφ2|©φ ,
where p ∈ AP is an atomic proposition, and φ, φ1, and φ2 are scLTL formulas. Briefly,
scLTL formulas are defined in the same way as LTL formulas, but without allowing the 
operator. The omission of this operator means that the satisfaction of an scLTL formula
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can be checked in finite time, and all LTL formulas that can be checked in finite time can
be expressed as an scLTL formula. The interested reader is referred to [Kupferman and
Vardi, 2001] for a full description of the syntax and semantics of this logic. Given an
scLTL formula φ, we can convert it to a finite state automaton (FSA) using off-the-shelf
tools [Latvala, 2003].
Similarly, BLTL is formulas are of the same form as LTL formulas, except with time
bounds placed on the temporal operators [Jha et al., 2009]. By using explicit time bounds,
BLTL allows the expression not just of the ordering of events, but actually the precise
timing of events as well.
For a formula φ in any of the aforementioned logics, we denote the set of all words that
satisfy φ as the language of φ, denoted L(φ) [Kupferman and Vardi, 2001].
Definition 2.1.4 (Finite State Automaton). A finite state automaton (FSA) is a tuple A =
(SA, s
0
A,Π,FA,→A), where SA is a set of states, Π is an input alphabet, s0A ∈ SA is an
initial state, FA ⊆ SA is a set of final (accepting) states, and →A⊆ SA × Π × SA is a
deterministic transition relation.
A run of an FSA for an input word pi0, pi1, . . . , pin−1 ∈ Πn is a sequence of states
s0, s1, . . . sn ∈ Sn+1A , where (si, pii, si+1) ∈→A for all i < n in the run. An FSA accepts
an input word of length n if and only if the final state of the run is in its set of accepting
states, i.e., sn ∈ FA. The set of all words accepted by an automaton A is called the
language of the automaton and is denoted by L(A). Given an automaton A, we use ¬A
to denote the automaton such that L(¬A) = Σ∗ \ L(A). ¬A can be constructed from
A by replacing all accepting states with non-accepting states and all non-accepting states
with accepting states. Given an scLTL formula φ, there exist off-the-shelf tools such as
scheck [Latvala, 2003] which can construct an automaton Aφ with input language 2Π such
that L(φ) = L(Aφ).
Definition 2.1.5 (Bu¨chi Automaton). A Bu¨chi automaton is a tupleB = (SB, s0B,Π,FB,→B),
where SB is a finite set of states, Π is an input alphabet, s0B ∈ SB is a set of initial states,
FB is a set of accepting states, and→B⊆ SB × Π× 2SB is a transition relation.
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A run of an Bu¨chi automaton for an input word pi0, pi1, . . . ∈ Πω is a sequence of states
s0, s1, . . . ∈ SωA, where (si, pii, si+1) ∈→B for all i in the run. A Bu¨chi automaton accepts
an infinite word over Π if there exists at least one corresponding run in B that intersects
with FB infinitely many times. There exist off-the-shelf tools such as LTL2BA [Gastin and
Oddoux, 2001] which allow efficient construction of Bu¨chi automata from LTL formulas.
Definition 2.1.6 (Synchronous Product). The synchronous product of a set of automata
Ai =
(
SAi , s
0
Ai
,Πi,FAi ,→Ai
)
for i in index set I is the automaton Ap = ‖i∈IAi =
(SAp , s
0
Ap
,Πp,FAp ,→Ap) where SAp =
∏
i∈I SAi , Πp =
⋃
i∈I Πi, s
0
Ap
= (s0Ai)i∈I , and
FAp =
∏
i∈I FAi . The transition relation →Ap⊆ SAp × Πp × SAp is defined such that
((si)i∈I , pi, (s′i)i∈I) ∈→Ap⇔ ∀j ∈ I such that pi ∈ Πj, (sj, pi, s′j) ∈→Aj and ∀k such that
pi 6∈ Πk, sk = s′k.
Definition 2.1.7 (Product Automaton). A product automaton between a transition system
T = (Q, q0, Act, T rans,AP, |=) and an FSA A = (SA, s0A,Π,FA,→A) is an FSA P =
T × A = (SP, s0P,Π,FP,→P). SP ⊆ Q × SA is the state space of P, s0P = (q0, s0A) is the
initial state, and FP ⊆ Q × FA is the set of accepting states. The transition relation is
defined as→P= {(q, s) , p, (q′, s′) |(q, p, q′) ∈ Trans, (s, APq, s′) ∈→A}.
The state of P at time k is (qk, sk) with qk ∈ Q and sk ∈ SA, which we denote as
sk ∈ SP for brevity. If s0:` is an accepting run on P, then the associated run q0:` satisfies φ.
Finally, we employ the notion of distance to acceptance V (s) for an automaton, where
s is a state of the automaton as introduced in [Ding et al., 2014] to enforce satisfaction
of a TL formula. This distance encapsulates the minimum number of transitions required
to travel from state s in an automaton to an accepting state in that automaton. If s is an
accepting state, then V (s) = 0, and if an accepting state is not reachable, V (s) = ∞.
The precise manner of calculating this distance varies depending on the problem under
consideration, and will be explained in more detail where relevant.
Chapter 3
Persistent Surveillance under Charging
Constraints
In this chapter, we consider persistent monitoring subject to charging constraints. The
goal of this particular formulation is to automate surveillance that is actually persistent.
That is, we wish to have surveillance over an infinite horizon, taking into account the
fact that vehicle battery life is limited and charging batteries requires a long time relative
to the amount of flight time each battery provides. Our framework accounts for flight
and charging capabilities to automate persistent surveillance from high-level specifications
through actual vehicle deployment and recharging.
3.1 Problem Formulation and Approach
3.1.1 Environment and Vehicle Models
The environment shown in Fig. 3·1 is presented as a motivating example, consisting of
three charging stations, three regions of interest, and two aerial vehicles. Vehicle battery
life is 40 time units, and charging takes 120 time units,where time units are a generic unit
that can be instantiated based on a particular implementation. Given this environment and
these battery and charging constraints, the vehicles must perform a persistent surveillance
mission defined by a rich linear temporal logic formula which imposes time bounds on
each loop of the vehicles’ (infinite) runs. Thus, the specification is given as a bounded time
formula which needs to be satisfied infinitely often. An example of such a mission spec-
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Figure 3·1: (a) Partitioned environment viewed from above and (b) tran-
sition system. Green squares are charging stations, while blue squares are
regions of interest. States in the transition system are charging stations and
regions of interest. Weights on transitions are based on analytically calcu-
lated time bounds.
ification to be satisfied infinitely often by the multi-robot system is: “within 16 time units
observe Region R3 for at least 3 time units; within 28 time units, observe Region R1 for at
least 2 time units; and within 46 time units, observe Region R2 for at least 2 time units then
within 8 time units observe Region R1 or Region R3 for at least 2 time units.” We seek a
method to generate a control policy ensuring that vehicles can be automatically deployed
to successfully complete this mission in the specified environment. Our solution is a gen-
eral method for solving problems of this type, with complex missions to be automatically
satisfied by a team of robots subject to charging constraints.
Generating a control policy for our persistent surveillance problem first requires cre-
ating an abstraction of the environment and quadrotor behavior, including a model of the
quadrotor battery charging and discharging. By specifying the mission using a temporal
logic formula, we are able to use automata theoretic techniques in conjunction with these
abstractions to synthesize a control policy.
We consider a team made ofN identical quadrotors. A finite abstraction of the environ-
ment is given as a graph G = (V = S∪C,E, w), where S is the set of sites and C is the set of
charging stations or depots. An edge e ∈ E ⊆ V ×V denotes that travel is possible between
the source and destination of the edge. Edges represent the fact that a vector field can be
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constructed to fly a quadrotor between the regions labeled by those two nodes.Quadrotors
can deterministically choose to traverse the edges of G, stay at a site for service, or stay
docked in a charging station. A duration is associated with each edge, which represents the
flight time and includes docking or undocking, if applicable, and is given by w : E→ Z≥1.
We assume that the team has a mutually exclusive operation mode, i.e. at any mo-
ment in time at most one quadrotor is flying, and thus collision avoidance is conservatively
guaranteed. Mutually exclusive operation is useful for experimentally demonstrating our
method, including the ability to charge vehicles to prolong mission horizon. Because fully
concurrent operation limits mission horizon in the absence of more vehicles and charging
stations, we only consider mutually exclusive operation. However it should be noted that
our method may be extended to fully concurrent operation, as presented in [Vasile and
Belta, 2014a].
Each vehicle has a limited amount of battery life, specified as an integer value, and
must regularly return to a charging station. The maximum operation time starting with a
fully charged battery is denoted by top, while the maximum charging time starting with an
empty battery is denoted by tch. The charge-discharge ratio, which denotes the amount of
time required to charge the battery vs. how long the vehicle may fly on a fully-charged
battery, is γ = d tch
top
e ≥ 1. Using the ceiling operator provides a conservative ratio that only
takes integer values. For simplicity, we assume that time is discretized, and all durations
(e.g., w(e), top, tch) are expressed as an integer multiple of a time interval ∆t.
A battery is abstracted by a discrete battery state bt(i) ∈ {0, . . . , tch}, corresponding to
quadrotor i at time t ∈ Z≥0, and an update rule, which specifies the change of charge after
d time units:
bt+d(i) =

min{bt(i) + d, tch} vehicle i is docked
bt(i)− γd otherwise
(3.1)
It is assumed that the quadrotors are equipped with identical batteries. The batteries may
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be charged at any of the unoccupied charging stations C. Charging may start and stop at
any battery state. Once a quadrotor is fully charged, it will remain fully charged until it
leaves the charging station. We assume that at the start of the mission all quadrotors are
fully charged and docked at charging stations.
We will say that a quadrotor is active if it is flying, i.e. moving between sites and
charging stations or servicing a request. A request at a site is said to be serviced if a
quadrotor hovers above it. The time bounds in (3.2) represent the duration for which each
site is to be serviced. A time interval in which all vehicles are docked and none are charging
is called idle time. Note that idle time is therefore a property of the multi-robot system and
not a property of any particular vehicle.
3.1.2 Routing Policy
For q ∈ V , we use q to denote that a quadrotor is flying towards q. LetV = {q | q ∈ V }. A
control policy for the team of quadrotors is a sequence v = v1v2 . . . where vt ∈ (V ∪V)N
specifies at each time t ∈ Z≥0 and for each quadrotor i ∈ {1, . . . , N} if quadrotor i is at a
site or charging station or if it is moving. We say that v is feasible if at each moment in time
all N quadrotors have non-negative battery states, i.e., bt(i) ≥ 0 for all i ∈ {1, . . . , N} and
t ∈ Z≥0.
3.1.3 Bounded Linear Temporal Logic
The mission specification presented in Sec. 3.1.1 can be expressed as Gφ1, where φ1 is
given in (3.2) as a BLTL formula and the G operator indicates that φ should be satisfied
infinitely often.
φ = ♦163R3 ∧ ♦282R1 ∧ ♦46(2R2 ∧ ♦102(R1 ∨R3)) (3.2)
The fragment we consider consists of BLTL formulas in positive normal form [Baier and
Katoen, 2008] and using only the ♦ and  temporal operators. This fragment allows ex-
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pression of missions with deadlines on performing tasks as well as lower bounds on dwell
time. Each Ri is a request associated with region i. A control policy is said to satisfy a
persistent surveillance specification Gφ, where φ is a BLTL formula, if the generated out-
put word satisfies the BLTL formula φ infinitely often and there is no idle time between
any two consecutive satisfactions of φ. Note that, between successive satisfactions of φ,
the quadrotors may recharge their batteries, i.e. at least one may not be active, because it
charges its battery, without the entire system being idle.
3.1.4 Problem Formulation
The problem informally stated above is formulated in Prob. 3.1.1:
Problem 3.1.1. Given an environment G = (V = S ∪ C,E, w), N quadrotors with opera-
tion time top and charging time tch, and a BLTL formula φ over S, find a feasible control
policy that satisfies Gφ if one exists, and design a controller to automatically deploy the
quadrotors to carry out the control policy. If such a control policy does not exist, report
failure.
3.2 Technical Approach
There are three main components in our system: control policy generation, vector field
construction, and differential flatness-based flight control, each corresponding to a different
subsystem. These interacting subsystems are shown in Fig. 3·2. There are two steps in the
solution, an offline planning stage and the online execution of the system, shown in the
figure in the red and blue boxes. The solution is outlined as follows: first, a vector field
is constructed offline for navigating the quadrotors, from which a finite representation in
the form of a transition system is abstracted . Next, motion plans are generated offline to
satisfy the mission specification using timing information and the transition system from
the vector field subsystem. Finally, during execution, a differential flatness-based approach
is used to control the vehicles through the previously constructed vector field.
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Figure 3·2: A diagram of the online and offline components of the system.
The red rectangle indicates the components involved in the offline planning
stage, and the blue rectangle indicates those which are used during execution
of the flight mission.
3.2.1 Control Policy Generation
The proposed approach to Prob. 3.1.1 is based on automata techniques [Baier and Katoen,
2008]. The motion model of the quadrotor team is represented as a product transition
system between N copies of G which is pruned of any states and transitions which violate
the mutually exclusive operation mode. The product transition system is then composed
with a finite state automaton which captures the charging constraints. The resulting product
model is then composed with another finite state automaton which accepts the satisfying
language corresponding to the given BLTL formula φ. The finite state automaton encoding
φ is obtained by first translating it [Tkachev and Abate, 2013] to a syntactically co-safe
Linear Temporal Logic formula [Kupferman and Vardi, 2001] and then to an automaton
using the scheck tool [Latvala, 2003].
Let v be a feasible control policy satisfying Gφ. We define a loop as a finite sub-
sequence of v starting with the satisfaction of the formula φ and ending before the next
satisfaction of φ. The satisfiability problem (Prob. 3.1.1) is solved on the resulting product
automaton by considering all possible states of the team at the start of a loop and paths
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between these states obtained with Dijkstra’s algorithm. For more details about the pro-
cedure, including fully concurrent flight, see [Vasile and Belta, 2014a], where the authors
prove the completeness of the proposed approach for TWTL. Although this work considers
BLTL instead of TWTL, the expressiveness of the two logics is identical, and therefore the
results of [Vasile and Belta, 2014a] apply to this work as well.
The worst case computational complexity for generating the control policy is
O
(
2N +Nk+12N
)
, where N is the number of vehicles and k is the difference between
the number of vehicles and depots (charging stations). This process is performed offline,
before deploying the vehicles. Implementing the control policy using a vector field is com-
putationally efficient and can be performed in real-time.
3.2.2 Vector Field and Transition System Weights
We use a vector field for the implementation of the control policies, because it allows for
the discrete environment model to be combined with the continuous dynamics necessary
for vehicle navigation. Additionally, once the vector field has been created, upper limits
on travel times through the vector field provide the weights w for the environment graph G
such that a control policy can be synthesized.
Partition
To generate the vector field, we first partition the environment into cubes. Each cube is
defined by two vectors, a = (a1, a2, a3) and b = (b1, b2, b3) where ai < bi for all i =
1, 2, 3. These vectors represent the corners of the cube closest and farthest from the origin,
respectively. Thus, each cube may be written as
C (a, b) =
{
x ∈ R3|∀i ∈ {1, 2, 3} : ai ≤ xi ≤ bi
}
. (3.3)
Paths made by edges in the environment are found as sequences of these cubes. The paths
are constrained such that quadrotors fly to a fixed height from the charging stations and
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perform all observations from that fixed altitude. From these paths, we generate vector
fields to ensure each sequence of cubes is followed.
Vector Field Construction
A vector field everywhere inside a given cube can be created as a convex combination of a
set of vectors at its vertices [Belta and Habets, 2006], expressed as
h (x1, x2, x3) =
∑
v∈V(a,b)
3∏
i=1
(
xi − ai
bi − ai
)ξi(vi)(bi − xi
bi − ai
)1−ξi(vi)
h (v) , (3.4)
where xi is the coordinate in the ith dimension of a point in the cube, V (a, b) are the
vertices of cube C (a, b), h (v) are the vectors at each vertex v ∈ V (a, b), and ξi (vi) is an
indicator function such that ξi (ai) = 0 and ξi (bi) = 1. Such a vector field can be used to
keep the vehicle from leaving the cube (stay-in-cell) or to force it to leave through a given
facet (control-to-facet), as displayed in Fig. 3·3. Constructing the vector field of the form
(3.4) serves several purposes. First, it allows for calculation of upper bounds on exit time,
which allows for control policy generation. Second, it permits analytical calculation of the
vector field and its derivatives at any point in the vector field. Finally, such a vector field
can be designed to be continuous, allowing for smooth flight during experiments.
For each cube in any given path, we create a control-to-facet vector field to lead to the
next cube in the path. Because discontinuities in the vector field could result in undesirable
behavior of the quadrotors, we must ensure that velocity is continuous from one cube to
the next. We ensure continuity by examining vectors at the facet where cubes meet. For
each corner of such a facet, the vectors from the two cubes are compared to each other.
Only the vector components that the two vectors have in common are kept. This process is
illustrated in Fig. 3·4. In the figure, cells A, B, and C are joined together, and B then shares
a facet with A and C. The vectors for cell B and C on their shared facet are identical, and
continuity is ensured. But the vectors on A’s shared facet with B are different (Fig. 3·4b).
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Figure 3·3: Vector field detail and quadrotor flight data. The cube at the
top left shows a control-to-facet vector field, and the cube at the bottom left
shows a stay-in-cell vector field. One of these two kinds of fields is given
to the quadrotor in each cell along its path to guide it through the desired
trajectory.
Thus the vertical components of these vectors are discarded, but the horizontal components,
which are identical, are kept (Fig. 3·4c). Because of this process, there are limitations to
the types of arrangements of cubes that can be constructed, because they would result in a
vector of zero magnitude (see Fig. 3·5b), but in practical examples, such arrangements are
unlikely to be desirable and can be avoided by using a finer partition of the environment
if necessary. It should be noted that discontinuities are inevitable when the vehicle stops
and starts again in a given region. Such discontinuities are less problematic than those that
arise between cubes, because the vector field can be designed with arbitrarily small initial
velocity within a cube, whereas the discontinuity between two cubes may be unpredictable.
Another consideration when creating the environment partition is the size of the cubes
relative to the localization capabilities of the vehicles for which the vector field is being
designed. As the size of the cubes approaches the localization resolution of the vehicles,
the more likely the vehicle is to suffer from incorrect velocity input from the vector field.
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(a) (b) (c)
Figure 3·4: Two-dimensional example of combining vectors. (a) Control-
to-facet vector field from A to B and B to C, and stay-in-cell vector field
for cell C. (b) Vector conflict where A, B and C meet. (c) Final vector field,
keeping only non-conflicting vector components.
Weights
Because satisfaction of a BLTL formula depends on the time to travel among the regions
of the environment, these times must be known. We can calculate the upper bound on the
travel time between any two regions, which are captured as weights on the transition system
as shown in Fig. 3·1. This section presents the method for computing those weights. We
model hovering over a region or charging as self-loop transitions of weight 1. Calculating
the upper time bound for leaving a cube depends on the vectors at the vertices. If none of
these vectors has a component of magnitude zero, we calculate the time bound for exiting
the cube through facet F as
T F = ln
(
sF
sF¯
)
bi − ai
sF − sF¯
, (3.5)
where F¯ is the facet opposite to F , and sF , sF¯ are the minimum vector components in the
ith direction on facet F and F¯ , respectively. Note that F¯ need not be the facet through
which the cube is entered. Because F¯ is opposite the exit facet, considering the vectors at
the corners of F and F¯ accounts for all 8 corners of a given cube, and hence includes all of
the vectors that contribute to the vector field in a given cell. A complete derivation of this
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bound can be found in [Aydin Gol and Belta, 2013]. In the event that sF approaches sF¯ ,
T F approaches (bi − ai) /sF¯ .
Because of the continuity requirements on the vector field, it is possible to have a vector
with a component of magnitude zero. In this case, as long as there remains a non-zero
component in another direction, there is a guaranteed upper bound on the time to leave the
cell. This time bound, in the case of a zero-magnitude component in the ith direction and a
non-zero component in the jth direction, while exiting in the ith direction through the facet
containing the zero-magnitude component, can be expressed as
T F = T Fi + T
F
j
=
(
bi − ai
sF
(
M
2
− 1)
)
ln
(
M
2
)
+
(
bj − aj
−2sF¯
)
ln (1−M) , (3.6)
where 0 < M < 1 is a parameter that affects the tightness of the bound, due to the
asymptotic nature of the solution approaching the zero-magnitude component in the ith
direction. Although analytical calculation a value of M that results in the tightest bound is
difficult, it can be found numerically by solving
2 ln
(
M
2
)
AM2 +BM3 − (A+ 4)M2 + 3 (A+ 1)M − 2A = 0 (3.7)
for M , where A =
(
bi−ai
sF
)
and B =
(
bj−aj
2sF¯
)
. Derivation of these time bounds and the
optimal value of M are presented below.
Derivation of Time Bounds
The derivation for (3.6) follows the same structure as that of (3.5), which can be found
in [Aydin Gol and Belta, 2013]. That derivation involves finding the minimum velocity
vector towards the exit facet, and solving a linear system to find the time taken to exit
at that velocity. In our work, however, the minimum velocity towards the exit facet may
be zero, and so an alternate method must be used to compute the time bound. For this
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(a) (b)
Figure 3·5: Two-dimensional example of vector field configurations from
A to B. (a) Allowable configuration results in vectors with some zero-
magnitude components, while resulting in no vectors with zero-magnitude.
(b) Not allowable configuration with an occurence of zero-magnitude for all
components (circled).
derivation, we assume that positive x is the direction of the desired exit facet, as displayed
in Fig. 3·6. In the event that the minimum magnitude of velocity towards the exit facet is
zero, we restrict velocity in one of the other coordinates to be non-zero away from the other
facets, which in this figure is the y direction, but holds also for the z direction. Following
from (3.4),
x˙ =
bi − x
bi − ai sF¯ +
(
1− bi − x
bi − ai
)
sF , (3.8)
Where sF and sF¯ are the vectors in the x direction away from the exit facet F and the
opposite facet F¯ . But the magnitude of x˙ depends on the y position through sF and sF¯ .
We separate the x and y directions in order to bound the time to exit the cube without
needing to solve the coupled nonlinear equations of the vector field. First, we note that in
(3.8),
sF =
(
1− bj − y
bj − aj
)
h , (3.9)
where h is the magnitude of the vector at the corner of the cube in the y direction. We write
the dynamics for the y direction as
y˙ =
bj − y
bj − aj h+
(
1− bi − y
bj − aj
)
(−h) , (3.10)
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which rearranges to
y˙ = − 2h
bj − aj y + h . (3.11)
This equation asymptotically approaches equilibrium at
y =
bj − aj
2
(3.12)
which means that getting a finite solution for time to equilibrium is not possible. However,
we can solve for the time to some fraction of its equilibrium, y∗ = M bj−aj
2
, where 0 <
M < 1. The linear system in (3.11) can be solved explicitly for the time to reach y∗ as
ty =
bj − aj
−2h ln (1−M) . (3.13)
Then, we can substitute M bj−aj
2
for y in (3.9) to get
x˙ =
M
2
− 1
bi − aihx+ h , (3.14)
which can be solved explicity for the time to reach x = bi, yielding
tx =
bi − ai
h
(
M
2
− 1) ln
(
M
2
)
. (3.15)
Adding (3.13) and (3.15) yields the time bound in (3.6).
To solve for the value of M that gives the tightest bound, we must take the derivative
of (3.13) and (3.15). Starting with (3.13), we find
dty
dM
=
(
bj − aj
−2sF¯
)(
1
M − 1
)
. (3.16)
Similarly, taking the derivative of (3.15) yields
dtx
dM
=
1
M
(
bi − ai
sF
(
M
2
− 1)
)
− 2 ln
(
M
2
)(
bi − ai
sF
)
1
(M − 2)2 . (3.17)
The quantities bi − ai, bj − aj , sF , and sF¯ are all non-negative, and hence we can replace
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Figure 3·6: Vector field with zero-magnitude component for deriving time
bounds
(
bi−ai
sF
)
with A and
(
bj−aj
2sF¯
)
with B and rearrange to get (3.7). Since (3.6) is convex, the
solution to (3.7) corresponds to a value of M such that the time bound given by (3.6) is
minimized.
3.2.3 Vector Field Following
Motion planning often involves the use of vector fields to be followed by a robot. This
is easily accomplished with most ground robots as well as slow aerial robots. In our ex-
periments however, we use quadrotors, which cannot easily follow a vector field because
of their high dimensional, nonlinear dynamics. Thus, we exploit the differential flatness
of quadrotor dynamics to design a controller which will allow the quadrotor to follow the
vector field, compensating for the quadrotor’s nonlinear dynamics [Zhou and Schwager,
2014].
Vector Field Derivatives
The inputs necessary to follow the vector field require knowledge of velocity, accelera-
tion, jerk, and snap, which we compute by taking spatial derivatives of the vector field.
The velocity is obtained directly from the vector field described by (3.4), from which the
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derivatives required for the differential flatness controller can be derived analytically. First
(3.4) is rewritten in matrix form as
h(p1, . . . , p3) = [c1, . . . , c8]

h1p1 h1p2 h1p3
...
...
...
h8p1 h8p2 h8p3
 . (3.18)
In this form, the coefficients c are functions of position, but the values of h are fixed for
any given cube. This form is therefore convenient for computation of the acceleration and
other vector field derivatives. The acceleration at p is given by
a(p) = J(v(p), p)v(p) , (3.19)
where J(f(p), p) denotes the Jacobian matrix of the function f(p), which is a 3× 3 matrix
with entries
Jij =
∂vi
∂pj
= h1pi
∂c1
∂pj
+ . . .+ h8pi
∂c8
∂pj
. (3.20)
Through straightforward calculation, acceleration is therefore given by
ai =
3∑
j=1
(
8∑
k=1
hkpi
∂ck
∂pj
)
vj . (3.21)
As with calculation of acceleration in (3.19), jerk j can be computed by applying the
Jacobian to the acceleration as
j = a˙ (v (p (t)) , p (t)) =
∂a
∂p
dp
dt
=

∂a1
∂p1
∂a1
∂p2
∂a1
∂p3
...
...
...
∂a3
∂p1
∂a3
∂p2
∂a3
∂p3

v1v2
v3
 . (3.22)
The partial derivatives of acceleration can be solved by differentiating the terms for accel-
eration to get
∂ai
∂pj
=
[
∂Ji1
∂pj
∂Ji2
∂pj
∂Ji3
∂pj
]v1v2
v3
+ [Ji1 Ji2 Ji3]
J1jJ2j
J3j
 , (3.23)
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where Jij is the Jacobian as defined in (3.20). These partial derivatives can be solved as
∂Jij
∂pk
=
[
∂2c1
∂pj∂pk
. . . ∂
2c8
∂pj∂pk
]h1i...
h8i
 . (3.24)
In this equation, hij is the pthj component of the vector at the i
th vertex, and the ci’s are the
coefficients calculated in (3.18).
The same process is used to calculate snap:
∂j
∂p
dp
dt
=

∂j1
∂p1
∂j1
∂p2
∂j1
∂p3
...
...
...
∂j3
∂p1
∂j3
∂p2
∂j3
∂p3

v1v2
v3
 (3.25)
∂ji
∂pj
=
[
∂2ai
∂p1∂pj
∂2ai
∂p2∂pj
∂2ai
∂p3∂pj
]v1v2
v3
+ [ ∂ai∂p1 ∂ai∂p2 ∂ai∂p3]
J1jJ2j
J3j
 (3.26)
All of the terms in (3.26) have been calculated previously in (3.4), (3.20), and (3.23), except
the second partial derivatives of acceleration, which can be expressed as
∂2ai
∂pj∂pk
=
[
∂2Ji1
∂pj∂pk
∂2Ji2
∂pj∂pk
∂2Ji3
∂pj∂pk
]v1v2
v3

+
[
∂Ji1
∂pj∂pk
∂Ji2
∂pj∂pk
∂Ji3
∂pj∂pk
]J1jJ2j
J3j

+
[
∂Ji1
∂pk
∂Ji2
∂pk
∂Ji3
∂pk
]J1jJ2j
J3j

+
[
Ji1 Ji2 Ji3
] 
∂J1j
∂pk
∂J2j
∂pk
∂J3j
∂pk
 . (3.27)
Again, each of these terms is known except the second partial derivatives of the elements
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of the Jacobian matrix, which are written as
∂2Jij
∂pk∂pl
=
[
∂2c1
∂pj∂pk∂pl
. . . ∂
2c8
∂pj∂pk∂pl
]h1i...
h8i
 . (3.28)
Thus all elements are known, and acceleration, jerk and snap can be expressed as functions
of position, velocity, and partial derivatives of the coefficients calculated in (3.18). Analyt-
ical computation in these forms allows for efficient online computation of the parameters
needed for the vector field based controller used in the experiments. It should be noted that
the vector fields for acceleration, jerk, and snap are continuous everywhere within a given
cube but may be discontinuous at the facets between cubes.
3.3 Results and Experiments
The partitioned environment (Figs. 3·1 & 3·9) consists of 385 cubes each with edge length
0.36m. Control policies for Gφ1–where φ1 is given as (3.2)–were calculated over the tran-
sition system displayed in Fig. 3·1. The computation time, excluding encoding of (3.2),
was 301.7 seconds on a Linux system with a 2.1 GHz processor and 32 GB memory, and
the final product automaton had 579,514 nodes and 2,079,208 edges. No solutions were
found for quadrotors starting on Chargers C2 and C3, but all other combinations of start-
ing positions yielded solutions. The parameters tch and top were 120 and 40 time units,
respectively.
Control policies were also computed for Gφ2, where φ2 is given as
φ2 = ♦7(2R2 ∧ ♦74R1) ∧ ♦45(2R2 ∧ ♦142R3) . (3.29)
This new specification can be understood as “within 7 seconds observe Region R2 for at
least 2 seconds then within 5 seconds observe Region R1 for at least 4 seconds and within
45 seconds observe Region R2 for at least 2 seconds then within 12 seconds observe Region
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(a) (b)
Figure 3·7: (a) Quadrotor resting on charging station. (b) Graphical user
interface for charging stations. Interface displays graphs of battery voltage,
battery current, percent of full charge, and individual cell voltages vs. time.
It also displays other battery information on the right hand side.
R3 for at least 2 seconds.” The transition system, tch, and top were the same as forGφ1. The
final product automaton had 284,550 nodes and 998,574 edges, and reguired 180 seconds
to compute, excluding encoding of (3.29).
Two sets of experiments were performed. In the first, a shorter version of the persistent
surveillance mission was run 50 times each for Gφ1 and Gφ2 to validate the satisfaction
of the mission specifications, specifically with respect to time bounds. The second set of
experiments consisted of running the system for Gφ1 until loss of battery power in order to
demonstrate the persistent abilities afforded the team by the charging stations.
3.3.1 Short Horizon Experiments
Figures 3·8a and 3·8b show the results of a flight by two quadrotors for Gφ1 and Gφ2,
respectively. Seconds were used as the time units for these experiments so flights could be
rapidly performed and analyzed.
For Gφ1, the quadrotors, shown in red (Quad 1) and blue (Quad 2) in Fig. 3·9, start
fully charged from the charging stations C1 and C2, respectively.
Under the computed control strategy, in the first loop Quadrotor 1 (red) takes off first
and services sites R1 and R3 and Quadrotor 2 (blue) completes the loop by servicing sites
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R2 and R1. In all subsequent loops, Quadrotor 2 (blue) takes-off first and services sites R1
and R3 and Quadrotor 1 completes the loop by servicing sites R2 and R1. After the first
loop, Quadrotors 1 and 2 always return to C3 and C1, respectively.
The flights presented in the experiments consist of the first two loops each satisfying φ1.
Any subsequent loop would be identical to the second loop. Since φ1 can be satisfied
repeatedly, these flights can satisfy the mission specification, Gφ1.
Figure 3·8a shows that the specification was satisfied for both loops in the flight. Region
R1 was visited in 5.76 seconds in Loop 1 and 7.48 seconds in Loop 2, ahead of the 28
second deadline. Likewise, Region R3 was visited in 12.44 and 12.64 seconds ahead of the
16 second deadline. In the second portion of each loop, Region R2 was visited in 34.00
and 30.27 seconds with a deadline of 46 seconds, and Region R1 was visited within the 8
second deadline after each visit to Region R2.
Under the control policy, Quadrotor 1 starts on Charger C3 and takes off first, servicing
Regions R2 and R1, and then landing on Charger C1. Next, Quadrotor 2, starting on
Charger C2, takes off and services Regions R2 and R3, before landing on Charger C3. For
the second loop, Quadrotor 2 begins, servicing Regions R2 and R1, followed by Quadrotor
1 servicing regions R2 and R3. After the second loop, the quadrotors are in their initial
configuration. Any subsequent two-loop flight would be identical to this sequence of two
loops.
Figure 3·8b shows the satisfaction of the specification for both flight loops. Region R2
was serviced in 6.05 seconds and 4.59 seconds in Loop 1 and Loop 2, respectively, ahead
of the 7 second deadline. Region R1 was visited in 11.75 and 10.85 seconds for Loops 1
and 2, with a deadline of 14 seconds. For the second portion of Loops 1 and 2, Region
R2 was visited in 36.24 and 39.84 seconds, ahead of the deadline of 45 seconds. Finally,
Region R3 was visited in 48.90 and 48.76 seconds, with a deadline of 59 seconds.
The two-loop flights described above was performed 50 times for each specification,
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Figure 3·8: Timeline of quadrotor flights for two loops for φ1 (a) and φ2
(b). The first two rows display the first loop, with Quadrotor 1 flying before
Quadrotor 2. The next two rows show the second loop, with Quadrotor 2
flying first.
and both quadrotors were consistent in their flight times. The standard deviation in the
length of each portion of the flight time was on the order of 0.1s for both specifications.
Despite this consistency, the time bound on flying from Charger C1 to Region R1 was vio-
lated by the second quadrotor in each flight, while not being violated by the first quadrotor
for specification φ1. While the vehicles were nominally identical, small physical differ-
ences between them required the controllers to be tuned using different values. Because
both quadrotors followed the same vector field using the same controller, this time bound
violation suggests some potential for better tuning of the controllers. No such inconsistency
occurred for specification φ2.
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Figure 3·9: Screencaps of the first flight loop for Gφ1.
3.3.2 Long Horizon Experiments
The missions we consider in this work require that a BLTL formula φ be satisfied infinitely
often. For two vehicles to satisfy this specification perpetually, there must be a period
in which both vehicles are charging and neither is flying. This requirement follows from
the fact that the time required to fully charge a battery is in general about three times
longer than the flight time for a fully charged battery. Therefore, if we wish to have at
least one vehicle airborne at any given time (i.e., constant surveillance), two vehicles are
insufficient to perpetually satisfy φ. The charging stations should nonetheless extend the
feasible mission horizon when at least one vehicle is airborne at all times, despite the fact
that loss of battery power is inevitable with constant flight for only two vehicles.
Two experiments were performed to test the extra endurance afforded by the use of
charging stations: one with new batteries, and one with batteries that have been used on the
quadrotors previously, both for specificationGφ1. In both experiments, the batteries started
fully charged. Performing experiments with two sets of batteries allows us to control for
effects due to the age of the batteries. With each set of batteries, the system was tested until
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Batteries Init. Flight Time w/o Flight Time w/ PercentVoltage (V) Charging (min:sec) Charging (min:sec) Increase
Old 12.5, 12.6 19:09 24:22 27
New 12.5, 12.5 22:53 34:36 51
Table 3.1: Results of long horizon experiments
failure occurred—that is, until a quadrotor ran out of charge—using the charging stations
to recharge the batteries during mission execution and without using the charging stations.
Results from these experiments are displayed in Table 3.1. With both the new and old
batteries, charging increased mission horizon substantially, with greater increase in flight
time with new batteries ( 51% vs. 27%).
Chapter 4
Persistent Surveillance with Belief Space Control
In this chapter, we consider a heterogeneous team tasked with a persistent surveillance
mission in an unknown environment. Specifically, we consider a specialized,two-wheeled
ground robot tasked with a TL surveillance mission that is unable to localize itself. A
quadrotor is used to localize the ground robot, without relying on GPS. This localization is
noisy, and requires new techniques to successfully synthesize a control policy to satisfy the
TL mission.
We propose an end-to-end framework (see Fig. 4·1) for the ground robot and a team
of aerial robots, i.e., N quadrotors, each equipped with a downward facing camera and an
altimeter. The team of quadrotors are first responsible for building the map of the unknown
environment using their onboard camera images. Then the ground robot operates under the
computed optimal control policy with the measurements provided by a single quadrotor
tracking it from above. The entire framework is divided into three sequential phases that
include the following:
1. Generate a mosaic map image of the unknown environment using purely vision and
homography-based formation control [Montijano et al., 2016] with multiple quadro-
tors.
2. Label the generated map and define the mission specification (to be completed
by human operator) and then automatically synthesize a satisfying control pol-
icy for ground robot using GDTL-Feedback Information RoadMaps, or GDTL-
FIRM [Vasile et al., 2016].
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N Quadrotors	 Ground Robot	
1 Quadrotor	
Figure 4·1: The proposed framework includes three major components:
1) mapping in unknown environments, 2) control synthesis, and 3) online
tracking and localization of a ground robot.
3. Simultaneously track and localize the ground robot with a single aerial vehicle us-
ing a homography-based pose estimation and position-based visual servoing control
method.
4.1 Problem Formulation
In this section, we define the problem of controlling a system to satisfy a given DTL for-
mula with maximum probability.
Notation: For A ⊆ Rn and B ⊆ Rm, n,m ≥ 0, we denote by M(A,B) the set of
functions with domain A and co-domain B, where A has positive measure with respect to
the Lebesgue measure of Rn. The set of all positive semi-definite matrices of size n × n,
n ≥ 1, is denoted by Sn. The m× n zero matrix and the n× n identity matrix are denoted
by 0m,n and In, respectively. The supremum and Euclidean norms are denoted by ‖·‖∞ and
‖·‖2, respectively.
4.1.1 Motion and Observation Model
In this work, we consider an agent traveling in an environment according to dynamics
xk+1 = f (xk, uk, wk) , (4.1)
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where xk is the state of the agent at time k, uk is the input at time k, and wk is the process
noise at time k. The function f (·) is a locally Lipschitz continuous function representing
the system dynamics. The state and control space of the agent are given by X ∈ Rn and
U ∈ Rp, respectively. For the moment, we place no assumptions on the distribution of the
process noise wk.
Noisy observations of the agent are given by the function
yk = h (xk, vk) , (4.2)
where yk is the observation at time k, vk is the observation noise at time k, and h (·) is
a locally Lipschitz continuous observation function. The observation space is Y ∈ Rm.
Again, we place no assumptions on the distribution of the process noise vk.
The state of the system is estimated recursively with Bayesian filter
bk+1 = τ
(
bk, uk, yk+1
)
, (4.3)
where bk ∈ B is a probability measure over the state space X at time k, representing the
belief of the true state of the system and B is the space of all such probability distributions.
The function τ (·) is the update function for the filter. The prior belief at time 0 is given
by b0. The sequence of beliefs over time b0b1b2 . . . is denoted b, and the suffix sequence
bibi+1bi+2 . . . is given by bi, i ≥ 0.
4.1.2 Distribution Temporal Logic
Distribution Temporal Logic (DTL) was first defined in [Jones et al., 2013a]. It is defined
over two kinds of predicates: those over states, and those over beliefs. For a set of states
S, with predicates s ∈ A, where A ∈ 2S and a set of belief predicates f < 0 with f ∈ FS :
{f : B→ R}, the syntax of DTL can be defined inductively as follows.
Definition 4.1.1 (DTL Syntax [Jones et al., 2013a]). The syntax of DTL is inductively
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defined as
φ := >|A|¬A|f |¬f |φ1 ∧ φ2|φ1Uφ2 , (4.4)
where A ∈ 2S is a set of states; f ∈ FS is a belief predicate; φ, φ1, and φ2 are DTL
formulas; and >, ¬, ∧, and U are defined in Def. 4.1.2.
Definition 4.1.2 (DTL Semantics [Jones et al., 2013a]). Let b = b0b1 . . . be an infinite
sequence of belief states. The semantics of DTL is defined recursively as
bi |= >
bi |= f ≤ 0 ⇔ f(bi) ≤ 0
bi |= ¬φ ⇔ ¬(bi |= φ)
bi |= φ1 ∧ φ2 ⇔ (bi |= φ1) ∧ (bi |= φ2)
bi |= φ1Uφ2 ⇔ ∃j ≥ i s.t. (bj |= φ2)
∧ (bk |= φ1,∀k ∈ {i, . . . j − 1})
The word b satisfies φ, denoted b |= φ, if and only if b0 |= φ.
Additional Boolean and temporal operators can be defined using these operators, as
demonstrated in Sec. 4.3.3. We omit them here, since our solution relies on a fragment of
DTL, which has its own syntax and semantics.
4.1.3 Problem definition
Definition 4.1.3 (Policy). A control policy for the system is a feedback function from the
belief space B to the control space, e.g., µ : B → U. Denote the space of all policies by
M = M(B,U).
We now introduce the main problem under consideration in this work:
Problem 4.1.1 (DTL Maximum Probability Problem). Let φ be a given DTL formula and
let the system evolve according to dynamics (4.1), with observation dynamics (4.2), and
using a Bayesian filter defined by (4.3). Find a policy µ∗ such that
µ∗ = arg max
µ∈M
Pr[b |= φ]
subject to (4.2), (4.1), (4.3).
(4.5)
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4.2 Map building
Solving Problem 4.1.1 requires knowledge of the operating environment for the ground
robot. The environment must therefore be mapped so the ground robot can satisfy its
mission. This section serves to explain the process of building a map of the environment
with a team of quadrotors equipped with cameras.
4.2.1 Inter-Image Homography
Map building and ground robot pose estimation rely on the inter-image homography, Hij ∈
R3×3, which defines the linear transformation between co-planar three-dimensional (3D)
points described in two different coordinate frames, i.e., Pi = HijPj , where Pi ∈ R3
and Pj ∈ R3. The perspective projection of these 3D points yields the measured image
features, pi ∈ R2 and pj ∈ R2, that are given by the cameras i and j, respectively. These
two image features are related by the following homography, pi = H˜ijpj , where H˜ij =
KHijK
−1 is estimated using standard least squares estimation [Ma et al., 2004] with at
least four matched image feature points, and K is the known calibration matrix of the
identical cameras. In this work, we assume that all quadrotors are flying at a sufficiently
high altitude to justify the co-planar requirements of points on the ground. Further, we
assume that the cameras are always parallel to the ground – as with a hovering quadrotor.
In this case, the rectified homography describes the transformation between two parallel,
calibrated camera poses,
Hrij =
 cos(ψij) − sin(ψij) −
xij
zj
sin(ψij) cos(ψij) −yijzj
0 0 1− zij
zj
 , (4.6)
where [xij, yij, zij, ψij]T ∈ R4 is the estimated parallel pose of camera j in the frame
of camera i. In practice, we guarantee the parallel camera assumption by removing the
roll and pitch effect of a translating quadrotor from the acquired image, i.e., Hrij =
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RθiRφiK
−1H˜ijKRTφjR
T
θj
, given the roll, φ, and pitch, θ, of each quadrotor. We extract
the relative position from the last column of Hrij , given the altitude of the cameras provided
by the altimeter, and the relative orientation from the upper 2×2 block of Hrij .
4.2.2 Homography-based Formation Control
Homography-based formation control [Montijano et al., 2016] drives the team of quadro-
tors that generates the high fidelity mosaic map image, which is a composite image of the
quadrotors’ onboard images while in formation. The consensus-based kinematic control
laws that drive the formation of quadrotors to their desired relative pose, [x∗i,j, y
∗
i,j, ψ
∗
i,j]
T ,
are functions of the computed rectified homography from equation (4.6), i.e.,
wzi = Kw
∑
j∈Ni
(
arctan
[
[Hrij]21
[Hrij]11
]
− ψ∗i,j
)
, (4.7)
[
vxi
vyi
]
= Kv
∑
j∈Ni
([ [
Hrij
]
13[
Hrij
]
23
]
−
[
x∗i,j
y∗i,j
])
, (4.8)
vzi = Kv
∑
j∈Ni
(
1− [Hrij]33
)
, (4.9)
where [vxi , vyi , vzi ]
T is the translational velocity control and wzi is the rotational velocity
control about the z-axis of the quadrotor, i.e., its yaw. Note that the element in row a and
column b of Hrij is denoted by [H
r
ij]ab. The relative yaw does not affect zij , therefore,
the relative altitude can be controlled towards zero using [Hrij]33. The team produces the
mosiac map of the environment when the quadrotors reach the chosen formation that yields
sufficient image overlap for accurate pose estimation and large enough field of view to
cover the region of interest in the environment. It is worth noting that this component of
our solution framework could be omitted if given a high resolution map, such as a satellite
image.
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4.3 Control policy synthesis
With the map constructed in Sec. 4.2.2, it is possible to synthesize a control policy that sat-
isfies a GDTL mission specification over the regions in the map. In this work, we assume
that these regions are either remotely labeled by a human operator or that semantic segmen-
tation of the map allows the agents themselves to recognize relevant regions of interest in
the map. Incorporating these elements into our framework are an interesting direction for
future work, but are outside the scope of this work, as semantic segmentation and labeling
have their own robust literature [Simonyan and Zisserman, 2014,Russakovsky et al., 2015].
To design our control policy, we use sampling-based techniques to generate paths
throughout the state space. Local controllers drive the systems along these paths and stabi-
lize at key points. The closed-loop behavior of the system induces paths in the belief space.
The FIRM describes the stochastic process that generates these paths. We build an MDP by
combing the FIRM with a Rabin automaton which then allows us to check if sample paths
satisfy a GDTL formula. We compute transition probabilities and intersection probabilities
(probability of intersecting a good or bad set from the Rabin automaton’s acceptance con-
dition) for each edge in this structure. We use dynamic programming to find the policy in
this structure that maximizes the probability of satisfying the formula. The resulting policy
can then be translated to a non-stationary switched local controller that approximates the
solution to Pb. 4.1.1. An important property of the proposed solution is that all operations
are incremental with respect to the size of the FIRM. Note that the proposed solution may
be applied to nonlinear systems whose linearizations around random samples in the state
space satisfy the assumptions in Sec. 4.3.1. The details of our solution Alg. 1 are presented
below.
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4.3.1 Motion model
We assume the system has noisy linear time invariant (LTI) dynamics given by
xk+1 = Axk +Buk + wk, (4.10)
where xk ∈ X is the state of the system, X ⊆ Rn is the state space, A ∈ Rn×n is the
dynamics matrix, B ∈ Rn×p is the control matrix, uk ∈ U is a control signal, U ⊆ Rp
is the control space, and wk is a zero-mean Gaussian process with covariance Q ∈ Rn×n.
The example below demonstrates how this model can be applied even to non-linear robot
models in order to fit our solution framework.
Example 4.3.1. We now present an example with a unicycle robot moving in a bounded
planar environment (Fig. 4·3a). This robot model is non-linear, but we can approximate the
robot’s dynamics using LTI systems with Gaussian noise around samples in the workspace.
This heuristic is very common, since the non-linear and non-Gaussian cases yield recursive
filters that do not in general admit finite parametrization. We first discretize the system
dynamics using Euler’s approximation. The motion model becomes:
xk+1 = f(xk, uk, wk) = xk +
[
cos(θk) 0
sin(θk) 0
0 1
]
· uk + wk (4.11)
where xk = [pxk p
y
k θk]
T , pxk, p
y
k and θk are the position and orientation of the robot in a
global reference frame, uk = [v′k ω
′
k]
T = ∆t [vk ωk]
T , vk and ωk are the linear and rota-
tion velocities of the robot, ∆t is the discretization step, and wk is a zero-mean Gaussian
process with covariance matrix Q ∈ R3×3. Next, we linearize the system around a nominal
operating point (xd, ud) without noise,
xk+1 = f(x
d, ud, 0) + A (xk − xd) +B (uk − ud) + wk, (4.12)
where A = ∂f
∂xk
(xd, ud, 0) and B = ∂f
∂uk
(xd, ud, 0) are the process and control Jacobians,
xd = [px d py d θd]
T , and ud = [v′dk ω
′d
k ]
T .
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4.3.2 Observation model
The state is observed indirectly according to the linear observation model
yk = Cxk + vk, (4.13)
where yk ∈ Y is a measurement, Y ⊆ Rm is the observation space, C ∈ Rm×n is the
observation matrix and vk is a zero-mean Gaussian process with covariance R ∈ Rm×m.
We assume the LTI system (4.10), (4.13) is controllable and observable, i.e., (A,B) is a
controllable pair and (A,C) is an observable pair. Moreover, we assume that C is full
rank. These assumptions apply to many systems, including nonlinear systems that can be
linearized to satisfy the assumptions, as shown in Example 4.3.1 above.
The belief state at each time step is characterized by the a posteriori state and error
covariance estimates, xˆk and Pk, i.e., bk = (xˆk, Pk). The belief state is maintained via a
Kalman filter [Bertsekas, 2012], which we denote compactly as
bk+1 = τ(bk, uk, yk+1), b
0 = (xˆ0, P0) , (4.14)
where b0 is the known initial belief about the system’s state centered at xˆ0 with covariance
P0. For a belief state (x, P ) ∈ G we denote by Nδ(x, P ) = {b ∈ G | ‖b− (x, P )‖G ≤ δ}
the uncertainty ball of radius δ in the belief space centered at (x, P ), where ‖·‖G over G is
a suitable norm in G.
The robot model together with the Kalman filter may be interpreted as a POMDP [Kael-
bling et al., 1998, Puterman, 2014, Pineau et al., 2003].
Example 4.3.1 (Continued). Continuing our example, we show how the linear observation
model can be achieved, localizing the robot with a multiple camera network. This reflects
the real world constraints of sensor networks, e.g. finite coverage, finite resolution, and
improved accuracy with the addition of more sensors. The network was implemented using
four TRENDnet Internet Protocol (IP) cameras with known pose with respect to the global
coordinate frame of the experimental space. Each 640 × 400 RGB image is acquired and
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segmented, yielding multiple pixel locations that correspond to a known pattern on the
robot. The estimation of the planar position and orientation of the robot in the global
frame is formulated as a least squares problem (structure from motion) [Ma et al., 2004].
The measurement, yk ∈ Y, is given by the discrete observation model: yk = Cxk + vk. The
measurement error covariance matrix is defined as R = diag(rx, ry, rθ), where the value
of each scalar is inversely proportional to the number of cameras used in the estimation,
i.e. the number of camera views that identify the robot. These values are generated from a
camera coverage map (Fig. 4·3b) of the experimental space.
While Problem 4.1.1 is quite general, synthesizing control policies for DTL is still a
difficult open problem. Therefore, we introduce simplifying assumptions that recast the
problem in terms of Gaussian distributions, allowing us to make the problem tractable.
Although these assumptions may appear restrictive, our experimental results demonstrate
empirically that general, non-linear systems can be made to work within our solution frame-
work.
4.3.3 Gaussian Distribution Temporal Logic
In this section, we define Gaussian Distribution Temporal Logic (GDTL), a predicate tem-
poral logic defined over the space of Gaussian distributions with fixed dimension.
Let G denote the Gaussian belief space of dimension n, i.e. the space of Gaussian
probability measures over Rn. For brevity, we identify the Gaussian measures with their
finite parametrization, mean and covariance matrix. Thus, G = Rn × Sn.
Definition 4.3.1 (GDTL Syntax). The syntax of Gaussian Distribution Temporal Logic is
defined as
φ := > | f ≤ 0 | ¬φ | φ1 ∧ φ2 | φ1Uφ2,
where> is the Boolean constant “True”, f ≤ 0 is a predicate overG, where f ∈M(G,R),
¬ is negation (“Not”), ∧ is conjunction (“And”), and U is “Until”.
For convenience, we define the additional operators: φ1 ∨ φ2 ≡ ¬(¬φ1 ∧¬φ2), ♦ φ ≡
>Uφ, and  φ ≡ ¬ ♦ ¬φ, where ≡ denotes semantic equivalence.
58
Definition 4.3.2 (GDTL Semantics). Let b = b0b1 . . . ∈ Gω be an infinite sequence of
belief states. The semantics of GDTL is defined recursively as
bi |= >
bi |= f ≤ 0 ⇔ f(bi) ≤ 0
bi |= ¬φ ⇔ ¬(bi |= φ)
bi |= φ1 ∧ φ2 ⇔ (bi |= φ1) ∧ (bi |= φ2)
bi |= φ1 ∨ φ2 ⇔ (bi |= φ1) ∨ (bi |= φ2)
bi |= φ1Uφ2 ⇔ ∃j ≥ i s.t. (bj |= φ2)
∧ (bk |= φ1,∀k ∈ {i, . . . j − 1})
bi |= ♦ φ ⇔ ∃j ≥ i s.t. bj |= φ
bi |=  φ ⇔ ∀j ≥ i s.t. bj |= φ
The word b satisfies φ, denoted b |= φ, if and only if b0 |= φ.
By allowing the definition of the atomic predicates used in GDTL to be quite general,
we can potentially enforce interesting and relevant properties on the evolution of a system
through belief space. Some of these properties include
• Bounds on determinant of covariance matrix det(P ). This is used when we want to
bound the overall uncertainty about the system’s state.
• Bounds on trace of covariance matrix Tr(P ). This is used when we want to bound
the uncertainty about the system’s state in any direction.
• Bounds on state mean xˆ. This is used when we want to specify where in state space
the system should be.
GDTL is a fragment of DTL, with the restriction that the distributions be Gaussian.
Additionally, there are no state predicates in this logic, since we are interested in the belief
about a robot’s location, which is captured by the mean in belief space. This formulation
allows us to synthesize control policies using FIRM, which is an improvement over the
tools that exist for full DTL, which at this point are only useful for verification.
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Example 4.3.2. Let R be a system evolving along a straight line with state denoted by
x ∈ R. The belief space for this particular robot is thus (xˆ, P ) ∈ R × [0,∞), where xˆ
and P are its state estimate and covariance obtained from its sensors. The system is tasked
with going back and forth between two goal regions (denoted as pig,1 and pig,2 in the top of
Fig. 4·2). It also must ensure that it never overshoots the goal regions or lands in obstacle
regions pio,1 and pio,2. The system must also maintain a covariance P of less than 0.5 m2 at
all times and less than 0.3 m2 when in one of the goal regions. These requirements can be
described by the GDTL formula
φ1d = φavoid ∧ φreach ∧ φu,1 ∧ φu,2 , where
φavoid =  ¬((box(xˆ,−4, 0.35) ≤ 1)
∨(box(xˆ, 4, 0.35) ≤ 1))
φreach =  ♦ (box(xˆ,−2, 0.35) ≤ 1)
∧  ♦ (box(xˆ, 2, 0.35) ≤ 1)
φu,1 =  (P < 0.5)
φu,2 =  ((box(xˆ,−2, 0.35) ≤ 1)
∧(box(xˆ, 2, 0.35) ≤ 1))⇒ (P < 0.3) ,
(4.15)
where box (xˆ, xc, a) =
∥∥aT (xˆ− xc)∥∥∞ is a function bounding xˆ inside an interval of size
2|a| centered at xc. Subformula φavoid encodes keeping the system away from the obstacle
regions. Subformula φreach encodes periodically visiting the goal regions. Subformula φu,1
encodes maintaining the uncertainty below 0.5 m2 globally and subformula φu,2 encodes
maintaining the uncertainty below 0.3 m2 in the goal regions.
The belief space associated with this problem is shown in the bottom of Fig. 4·2. The
vertical lines in the figure correspond to the borders between the satisfaction and violation
of predicates in (4.15), e.g. the level sets that are induced by the predicates when inequali-
ties are replaced with equality. In the figure, + denotes that the predicate is satisfied in that
region and - indicates that it is not. An example trajectory that satisfies (4.15) is shown
with black dots1. Notethat every point in this belief trajectory has covariance P less than
0.5, which satisfies φu,1. Further, the forbidden regions in φavoid (marked with red stripes)
are always avoided while each of the goal regions in φreach (marked with green stars) are
each visited. Further, whenever the belief is in a goal region, it has covariance P less than
0.3, which means φu,2 is satisfied.
1Note that we consider a discrete time system in this example, and therefore the trajectory consists of
a sequence of points in the state space. The black lines connecting those points only serve to clarify the
sequence in which those states are visited.
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Figure 4·2: (Top) The state space of a system evolving along one dimension
and (Bottom) the predicates from (4.15) as functions of the belief of the
system from Ex. 4.3.2.
Problem definition
We now re-state the Prob. 4.1.1 in terms of GDTL. This specific framing of the problem
allows us to perform control syntesis.
Problem 4.3.1 (GDTL Maximum Probability Problem). Let φ be a given GDTL formula
and let the system evolve according to dynamics (4.10), with observation dynamics (4.13),
and using a Kalman filter defined by (4.14). Find a policy µ∗ such that
µ∗ = arg max
µ∈M(G,U)
Pr[b |= φ]
subject to (4.10), (4.13), (4.14).
(4.16)
Example 4.3.1 (Continued). We continue our running example to demonstrate a realistic
GDTL specification. The specification is given over belief states associated with the mea-
surement y of the robot as follows: “Visit regions A and B infinitely many times. If region
A is visited, then only corridor D1 may be used to cross to the right side of the environ-
ment. Similarly, if region B is visited, then only corridor D2 may be used to cross to the
left side of the environment. The obstacle Obs in the center must always be avoided. The
uncertainty must always be less than 0.9. When passing through the corridors D1 and D2
the uncertainty must be at most 0.6.” Labeled regions are depicted in Fig. 4·3a
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The corresponding GDTL formula is:
φ1 = φavoid ∧ φreach ∧ φu,1 ∧ φu,2 ∧ φbounds (4.17)
φavoid =  ¬φObs
φreach =  ( ♦ (φA ∧ ¬φD2UφB) ♦ (φB ∧ ¬φD1UφA))
φu,1 =  (tr(P ) ≤ 0.9)
φu,2 =  ((φD1 ∨ φD2)⇒ (tr(P ) ≤ 0.6))
φbounds =  (box(xˆ, xc, a) ≤ 1),
where (xˆ, P ) is a belief state associated with y, a =
[
2
l
2
w
0
]
so that xˆ must remain
within a rectangular l × w region with center xc =
[
l
2
w
2
0
]
, l = 4.13m and w =
3.54m. The 5 regions in the environment are defined by GDTL predicate formulae φReg =
(box(xˆ, xReg, rReg) ≤ 1), where xReg and rReg are the center and the dimensions of region
Reg ∈ {A,B,D1, D2, Obs}, respectively.
4.3.4 Sampling-based algorithm
We propose a sampling-based algorithm to solve Pb. 4.3.1 that overcomes the curse of di-
mensionality and history generally associated with POMDPs. In short, a sampling-based
algorithm iteratively grows a graph T in the state space, where nodes are individual states,
and edges correspond to motion primitives that drive the system from state to state [LaValle,
2006]. The extension procedure is biased towards exploration of uncovered regions of the
state space. Similar to [Agha-mohammadi et al., 2014], we adapt sampling-based methods
to produce finite abstractions (e.g., graphs) of the belief space. Alg. 1 incrementally con-
structs a transition system T = (BT, B0,∆T,CT), where the state spaceBT is composed of
belief nodes, i.e., bounded hyper-balls in G, ∆T is the set of transitions, and CT is a set of
controllers associated with edges. The center of a belief node is a belief state b = (x, P∞),
where the mean x is obtained through random sampling of the system’s state space, and
P∞ is the stationary covariance. The initial belief node is denoted by B0.
Sampling-based algorithms are built using a set of primitive functions that are assumed
to be available:
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(a) Environment (b) Camera coverage map
(c) Pose estimation (d) Transition system
Figure 4·3: Fig. a shows an environment with two regions A and B, two
corridors D1 and D2 and an obstacle Obs. Fig. b shows the coverage of the
cameras. Fig. c shows the pose of the robot computed from the images taken
by the 4 cameras. Fig. d shows the transition system computed by Alg. 1.
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• sample(X) generates random states from a distribution over the state space X,
• nearest(xr,T) = arg minxu{‖xr − xu‖2 | ∃P u ∧ Nδ(xu, P u) ∈ BT} returns the
mean xu of a belief node’s center in T such that xu is closest to the state xr using the
metric defined on X,
• near(Bn,BT, γ) returns the closest γ belief nodes in BT to Bn with respect to the
distance between their centers induced by ‖·‖G, and
• steer(xi, xt) returns a state obtained by attempting to drive the system from xi to-
wards xt.
Using these primitive functions, an extension procedure extend(X,T) of the transition sys-
tem T can be defined as:
1. generate a new sample xr ← sample(X),
2. find nearest state xu ← nearest(xr,T), and
3. drive the system towards the random sample xn ← steer(xu, xr).
For more details about sampling-based algorithms, primitive functions and their implemen-
tations see [LaValle, 2006, Karaman and Frazzoli, 2011b, Vasile and Belta, 2013a].
Transitions are enforced using local controllers which are stored in CT. i.e., we assign to
each edge e ∈ ∆T a local controller ece ∈ CT. Under the assumptions of our model [Agha-
mohammadi et al., 2014], the local controllers are guaranteed to stabilize the system to
belief nodes along a path in finite time. Thus we abstract the roadmap to a deterministic
system. In Alg. 1, local controllers are generated using the method localController(). The
design of the node controllers is presented in the following example.
Example 4.3.1 (Continued). Our running example continues, demonstrating the design of
the node controllers. We used the following simple switching controller to drive the robot
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towards belief nodes:
uk+1 =

[
kD
∥∥αT (xg − xˆk)∥∥2 kθ(θlosk − θˆk)]T if |θlosk − θˆk| < pi12[
0 kθ(θ
los
k − θˆk)
]T
, otherwise
,
where kD > 0 and kθ > 0 are proportional scalar gains, xg is the goal position, θlosk
is the line-of-sight angle and α = [1 1 0]T . We assume, as in [Agha-mohammadi et al.,
2014], that the controller is able to stabilize the system state and uncertainty around the
goal belief state (xg, P∞), where P∞ is the stationary covariance matrix.
The algorithm checks for the presence of a satisfying path using a deterministic Rabin
automaton (DRA) R that is computed from the GDTL specification using an intermediate
linear temporal logic (LTL) construction [Jones et al., 2013a]. There exist efficient algo-
rithms that translate LTL formulae into Rabin automata [Klein and Baier, 2006]. We denote
the set of predicates in GDTL formula φ as Fφ.
Definition 4.3.3 (Rabin Automaton). A (deterministic) Rabin automaton is a tuple R =
(SR, s
R
0 ,Σ, δ,ΩR), where SR is a finite set of states, s
R
0 ∈ SR is the initial state, Σ ⊆ 2Fφ is
the input alphabet, δ : SR × Σ → SR is the transition function, and ΩR is a set of tuples
(Fi,Bi) of disjoint subsets of SR which correspond to good (Fi) and bad (Bi) states.
A transition s′ = δ(s, σ) is also denoted by s σ→R s′. A trajectory of the Rabin automa-
ton s = s0s1 . . . is generated by an infinite sequence of symbols σ = σ0σ1 . . . if s0 = sR0
is the initial state of R and sk
σk→R sk+1 for all k ≥ 0. Given a state trajectory s we define
ϑ∞(s) ⊆ SR as the set of states which appear infinitely many times in s. An infinite in-
put sequence over Σ is said to be accepted by a Rabin automaton R if there exists a tuple
(Fi,Bi) ∈ ΩR of good and bad states such that the state trajectory s of R generated by σ
intersects the set Fi infinitely many times and the setBi only finitely many times. Formally,
this means that ϑ∞(s) ∩ Fi 6= ∅ and ϑ∞(s) ∩Bi = ∅.
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Algorithm 1 ConstructTS(x0, φ, ε)
Require: initial state x0, GDTL specification φ, and lower bound ε
Ensure: belief transition system T, product MDP P, and satisfying policy µ∗
convert GDTL formula φ to LTL formula ϕ over the set of atomic propositions
AP = Fφ compute DRA R = (SR, sR0 , 2
AP , δ,ΩR) from ϕ
ec0, P
∞
0 ← localController(x0)
B0 ← Nδ(x0, P∞0 )
e0 = (B0, B0)
piSR0 , pi
ΩR
0 ← computeProb(e0, s0, ec0,R)
initialize belief TS T = (BT = {B0}, B0,∆T = {e0},CT = {(e0, ec0)})
construct product MDP P = T × R = (SP = BT × SR, (B0, s0), Act = BT, δP =
{piSR0 },ΩP = {piΩR0 })
for index = 1 to N do
xn ← extend(X,T)
ecn, P
∞
n ← localController(xn)
Bn ← Nδ(xn, P∞n )
Nn ← near(Bn,BT, γ)
∆n ← {(Bi, Bn)|xn = steer(xi, xn), Bi ∈ Nn}
∪ {(Bn, Bi)|xi = steer(xn, xi), Bi ∈ Nn}
BT ← BT ∪ {Bn}, ∆T ← ∆T ∪∆n
SP ← SP ∪ ({Bn} × SR)
for all e = (Bu, Bv) ∈ ∆n do
CT ← CT ∪ {(e, ecv)}
for all su ∈ SR s.t. (Bu, su) ∈ SP do
piSRe , pi
ΩR
e ← computeProb(e, su, ecv,R)
δP ← δP ∪ {piSRe }
ΩP ← ΩP ∪ {piΩRe }
∆nP = {(p, p′) ∈ ∆P | (p, p′)T ∈ ∆n}
for all (Fi,Bi) ∈ ΩR do
Γi = {(p, p′) ∈ ∆nP |piΩR(e,Fi) = 0
∧ piΩR(e,Bi) > 0, e = (p, p′)T}
ci.update(∆
n
P \ Γi)
if existsSatPolicy(P) then
solve DP (4.19) and compute policy µ∗ with probability of satisfaction p
if p ≥ ε thenreturn (T,P, µ∗)
return (T,P, ∅)
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4.3.5 Computing transition and intersection probability
Given a transition e = (Bu, Bv) and its associated local controller ece, Alg. 2 computes
the transition distribution from an initial DRA state su to a some random DRA state, and a
set of intersection distributions associated with each pair (Fi,Bi) of the acceptance set of
R. These distributions are hard to compute analytically. Therefore, we estimate them from
sample trajectories of the closed-loop system enforcing edge e. The number of samples
required may vary depending on the system. In our application, only a small number (15)
were required for reliable performance. Determining the required number of samples in a
systematic way is left as future work. In Alg. 2, the function sampleBeliefSet(S) returns
a random sample from a uniform distribution over the belief set S.
Algorithm 2 computeProb(e = (Bu, Bv), su, ece,R)
Require: transition between belief nodes e = (Bu, Bv), starting DRA state su, controller
enforcing e ece, and deterministic Rabin automaton R
Ensure: transition distribution piSR , and intersection distribution piΩR
t← 0|SR|,1 rai ← 03,1, ∀(Fi,Bi) ∈ ΩR
for p = 1 : NP do
bu ← sampleBeliefSet(Bu)
b0:T ← ece(bu)
for k = 0 to T − 1 do
σk ← {f | f(bk) ≤ 0,∀f ∈ Fφ}
s = s0:T ← (su σ0:T−1→ sT )
t[sT ]← t[sT ] + 1
for (Fi,Bi) ∈ |ΩR| do
if Fi ∩ s 6= ∅ thenrai[1]← rai[1] + 1
if Bi ∩ s 6= ∅ thenrai[2]← rai[2] + 1
if (Fi ∪Bi) ∩ s = ∅ thenrai[3]← rai[3] + 1
return
(
piSR = t
NP
, piΩR =
{
rai
NP
| 1 ≤ i ≤ |ΩR|
})
The distribution piSR captures the probability that sv is the state of R at the end of
closed-loop trajectory generated by controller ece to steer the system from belief node Bu
and DRA state su to belief node Bv: piSR = Pr[sv | e, su, ece], where sv ∈ SR, su σ0:T−1→ sv,
b0:T = ece(bu), bu ∈ Bu, and σk ← {f | f(bk) ≤ 0, ∀f ∈ Fφ}.
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Each intersection distribution represents the probability that edge e intersects Fi, Bi or
neither, where (Fi,Bi) ∈ ΩR, and the controller ece was used to drive the system along the
edge e starting from the DRA state su:
piΩR =

Pr[s ∩ Fi | e, su, ece]
Pr[s ∩Bi | e, su, ece]
Pr[s ∩ (Fi ∪Bi) | e, su, ece]
∣∣∣∣∣∣∣∣ ∀(Fi,Bi) ∈ ΩR
 (4.18)
For convenience, we use the following notation piΩR(e,X) = Pr[s ∩X | e, su, ece], where
X ∈ {Fi,Bi,Fi ∪Bi}.
4.3.6 GDTL-FIRM Product MDP
In this section, we define a construction procedure of the product MDP between the (belief)
TS T and the specification DRA R.
Definition 4.3.4 (GDTL-FIRM MDP). Given a DTS T = (BT, B0,∆T,CT), a Rabin au-
tomaton R = (SR, sR0 ,Σ = 2
AP , δ,ΩR), and the transition and intersection probabilities
piSR , piΩR , their product MDP, denoted by P = T × R, is a tuple P = (SP, sP0 , Act, δP,ΩP)
where sP0 = (B0, s
R
0 ) is the initial state; SP ⊆ BT × SR is a finite set of states which are
reachable from the initial state by run of positive probability (see below); Act = BT is
the set of actions available at each state; δP : SP × Act × SP → [0, 1] is the transition
probability defined by δP((Bi, si), Bj, (Bj, sj)) = piSR(sj; eij, si,CT(eij)), eij = (Bi, Bj);
and ΩP is the set of tuples of good and bad transitions in the product automaton.
Denote the set of edges of positive probability by ∆P =
{((Bi, si), (Bj, sj)) | δP((Bi, si), Bj, (Bj, sj)) > 0}. A transition in P is also denoted
by pi →P pj if (pi, pj) ∈ ∆P. A trajectory (or run) of positive probability of P is an infinite
sequence p = p0p1 . . ., where p0 = sP0 and pk →P pk+1 for all k ≥ 0.
The acceptance condition for a trajectory of P is encoded in ΩP, and is induced by the
acceptance condition of R. Formally, ΩP is a set of pairs (FPi ,B
P
i ), where F
P
i = {e ∈
∆P |piΩR(e,Fi) > 0}, BPi = {e ∈ ∆P | piΩR(e,Bi) > 0}, and (Fi,Bi) ∈ ΩR.
A trajectory ofP = T×R is said to be accepting if and only if there is a tuple (FPi ,BPi ) ∈
ΩP such that the trajectory intersects the sets FPi and B
P
i infinitely and finitely many times,
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respectively. It follows by construction that a trajectory p = (B0, s0)(B1, s1) . . . of P is
accepting if and only if the trajectory s00:T0−1s
1
0:T1−1 . . . is accepting in R, where s
i
0:Ti
is
the random trajectory of R obtained by traversing the transition e = (Bi, Bi+1) using the
controller CT(e) and si0 = si for all i ≥ 0. Note that siTi = si+10 . As a result, a trajectory of
T obtained from an accepting trajectory of P satisfies the given specification encoded by R
with positive probability. We denote the projection of a trajectory p = (B0, s0)(B1, s1) . . .
onto T by pT = B0B1 . . .. A similar notation is used for projections of finite trajectories.
Remark 1. Note that the product MDP in Def. 4.3.4 is defined to be amenable to incre-
mental operations with respect to the growth of the DTS, i.e., updating and checking for
a solution of positive probability. This property is achieved by requiring the states of P
to be reachable by transitions in ∆P. The incremental update can be performed using a
recursive procedure similar to the one described in [Vasile and Belta, 2013a].
Remark 2. The acceptance condition for P is defined by its transitions and not in the usual
way in terms of its states, due to the stochastic nature of transitions between belief nodes
in T. We only record the initial and end DRA states of the DRA trajectories induced by the
sample paths obtained using the local controllers.
4.3.7 Finding satisfying policies
The existence of a satisfying policy with positive probability can be checked efficiently
on the product MDP P by maintaining end components EC2 for induced subgraphs of
P determined by the pairs in the acceptance condition ΩP. For each pair FPi ,B
P
i , let ci
denote the ECs associated with the graphs GPi = (SP,∆P \ Γi), where Γi = {(p, p′) ∈
∆P |piΩR(e,Fi) = 0 ∧ piΩR(e,Bi) > 0, e = (p, p′)T}. Given ci, checking for a satisfying
trajectory in procedure existsSatPolicy(P) becomes trivial. We test if there exists an EC
that contains a transition (p, p′) such that piΩR(e,Fi) > 0, where e = (p, p′)T. Note that we
do not need to maintain ΩP explicitly, we only need to maintain the ci. Efficient incremental
algorithms to maintain these ECs were proposed in [Haeupler et al., 2012].
2An EC of an MDP is a sub-MDP such that there exists a policy such that each node in the EC can be
reached from each other node in the EC with positive probability.
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4.3.8 Dynamic program for Maximum Probability Policy
Given a GDTL-FIRM MDP, we can compute the optimal switching policy to maximize
the probability that the given formula φ is satisfied. In other words, we find a policy that
maximizes the probability of visiting the states in Fi infinitely often and avoiding Bi. To
find this policy, we first decompose P into a set of end components and find the accepting
components. Since any sample path that satisfies φ must end in an accepting component,
maximizing the probability of satisfying φ is equivalent to maximizing the probability of
reaching such a component. The optimal policy is thus given by the relationship
J∞(s) =
{
1, if s ∈ ci
max
a∈Act(s)
∑
s′ δ(s, a, s
′)J∞(s′) otherwise
m(s) = arg max
a∈Act(s)
∑
s′ δ(s, a, s
′)J∞(s′)
(4.19)
This can be solved by a variety of methods, including approximate value iteration and linear
programming [Bertsekas, 2012].
4.3.9 Complexity
The overall complexity of maintaining the ECs used for checking for satisfying runs in P is
O(|ΩR| |SP|
3
2 ). The complexity bound is obtained using the algorithm described in [Hae-
upler et al., 2012] and is better by a polynomial factor |SP|
1
2 than computing the ECs at
each step using a linear algorithm. Thus, checking for the existence of a satisfying run of
positive probability can be done in O(|ΩR|) time. The dynamic programming algorithm is
polynomial in |SP| [Papadimitriou and Tsitsiklis, 1987].
4.4 Robot Tracking and Localization
The example presented in Example 4.3.2 assumes a camera network to localize the ground
robot, to illustrate how our algorithm performs. Such a camera network acts somewhat like
a noisy GPS, and therefore doesn’t reflect the overall problem setup we consider in this
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work. This section explains our localization framework, which consists of an aerial vehicle
tracking the ground vehicle and estimating its location in reference to the map that was
built in Sec. 4.2.2.
The ground robot executes its mission in the environment by traversing the transition
system generated in the previous phase while employing an Extended Kalman Filter (EKF)
to estimate its position with measurements provided by the dedicated aerial vehicle. A lo-
calization marker on the ground robot includes two distinctly colored patches that aid in
estimating its planar position and orientation in the environment frame. During localiza-
tion, the quadrotor first localizes the centroid of each patch in the quadrotor’s image frame
as two image features, (pq1,p
q
2). The quadrotor simultaneously calculates the rectified ho-
mography between the quadrotor’s image frame (q) and the mosaic map image frame (m),
i.e., Hrqm, to estimate the relative pose between the quadrotor and the map. The quadro-
tor projects the robot’s pose in the image frame (pq1,p
q
2) to the map frame (p
m
1 ,p
m
2 ) using
Hrqm. The quadrotor finally computes the ground robot’s final pose in the environment
frame (e), given by (x, y, θ), by linearly interpolating (pm1 ,p
m
2 ) with the dimensions of the
map image – in pixels – and the known dimensions of the environment – measured in me-
ters. The centroid of the projected features yields the position, (x, y), while the orientation,
θ, is calculated using the line that connects the two projected features.
Meanwhile, a 2D kinematic PBVS controller maneuvers the aerial robot to track the
ground robot while simultaneously keeping sufficient overlap with the mosaic map im-
age for an accurate homography estimation. Recall that the field-of-view of the indi-
vidual cameras is not sufficient to view the entire environment, hence the requirement
for the composite map image. Homography-based control drives the quadrotor into a
desired position above the environment that is defined by the estimated position of the
ground robot, (x, y). The quadrotor’s position is further constrained to a rectangle,
R = [xmin, xmax] × [ymin, ymax], where the boundaries of R affect the amount of desired
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overlap with the mosaic image. For example, setting the boundaries equal to the dimensions
of the environment will drive the quadrotor directly over the ground robot, thus degrading
the homography estimate when hovering near the environment’s edges. Conversely, setting
the boundaries equal to zero would keep the quadrotor coincident with the mosaic image
frame and will lose coverage when the ground robot is near the edge of the environment.
The ideal boundary values for a downward facing camera allows the camera to move just
far enough to see the entire environment, i.e.,[
xmin
ymin
]
= −
[
xmax
ymax
]
=
[ we−ewq
2
he−ehq
2
]
, (4.20)
where (we, he) are the width and height of the environment in meters, (ewq, ehq) are the
dimensions of the quadrotor’s image frame, (wq, hq), after being projected into the envi-
ronment frame. This projection is computed as, ewqehq
A
 = AK−1
 wqhq
1
 , (4.21)
given the camera’s altitude, A, and camera calibration matrix, K. The ideal rectangle size
for our camera (640×360) at the desired experiment altitude of 1.8 meters is approximately
0.85×1.45 meters. Unfortunately, our camera is not downward-facing, therefore we expand
R to 0.85× 2.0 meters to ensure proper coverage. Finally, we introduce an optional offset,
xoffset, that measures the center of mosaic map image’s virtual position in space with
respect to the quadrotor’s frame. We use an offset 0.75 meters in the positive x-direction
of the local quadrotor frame (see Fig. 4·4) to account for the forward-facing camera.
The final controller is similar to the homography-based formation controller in Sec-
tion 4.2.2. In fact, the yaw controller of equation (4.7) and the altitude controller of equa-
tion (4.9) remain the same with a desired relative pose equal to zero. The planar control
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Figure 4·4: Coordinate frame definitions for the PBVS controller from
equation (4.22) include the: environment frame, mosaic map image frame,
quadrotor image frame, mosaic map frame center, and quadrotor frame. The
quadrotor estimates the ground robot’s pose (x, y, θ) by transforming the
pose in the quadrotor image frame to the environment frame. The quadrotor
manuevers within R based on the ground robots’s pose in the environment
frame. The quadrotor local frame and mosaic map frame center are defined
with the same orientation as the environment frame.
vector is calculated as the following,[
vx
vy
]
= Kv
([ [
Hrqm
]
13[
Hrqm
]
23
]
−
[
linint(x, (0, we), (xmin, xmax))− xoffset
linint(y, (0, he), (ymin, ymax))− yoffset
])
, (4.22)
where linint(·) is the linear interpolation function that transforms the ground robot’s envi-
ronmental position into the quadrotor’s desired position within R.
4.5 Experimental Results
In this section, we first present the results of our running example, and then we validate
all three phases of this framework by executing a complete mission experiment with a
heterogeneous team of autonomous robots. The phases are completed in the order specified
in Sections 4.2-4.4 due to the dependence on the results from previous phases. We first
detail our map building results with a mosaic map that is generated using the homography-
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based formation control and two quadrotors with cameras that do not have access to GPS.
GDTL-FIRM synthesizes the control policy for a ground robot with nonlinear unicycle
dynamics in the environment for a GDTL specification over belief states associated with the
measurement of the robot’s position. Finally, a quadrotor successfully tracks and localizes
the ground robot while it completes the previously defined mission.
4.5.1 Experimental Setup
We perform experiments in the Boston University Robotics Laboratory. We use a map of
Boston University’s campus, located in Boston, MA, USA, that includes parts of Charles
River, Massachusetts Turnpile, Fenway Stadium, and BU Central campus. We utilize the
real landmarks in this map to formulate our specification. This map is chosen because it has
sufficient detail and texture to allow for adequate feature matching (e.g., white buildings
at the bottom of the map) as well other minimal feature regions (e.g., the Charles River).
The physical map is printed on a 12×16 ft2 vinyl banner. We utilize an Optitrack motion
capture system 3 for obtaining ground truth measurements.
The ground robot is a two-wheeled DrRobot X80Pro 4 with no onboard sensing. We fit
the ground robot with an identifying marker composed of two uniquely colored patches in
the YUV color space for planar position and orientation localization (see Fig. 4·8). Parrot
Bebop quadrotors 5 are the aerial vehicles used for map building, and later, tracking. The
Bebop is an off-the-shelf quadrotor platform with a suite of sensors that include an Inertial
Measurement Unit (IMU), a downward-facing pinhole camera for optical flow stabiliza-
tion, an ultrasonic sensor for altitude measurements, and a 180◦ wide-angle 14 megapixel
forward-facing camera. The large forward-facing camera produces a 640 × 360 pixel sta-
bilized video feed that can be ‘steered’ within the field-of-view of the wide-angle lens to
produce a ‘virtual camera’ video feed. We position the virtual camera at the maximum an-
3Natural Point Optitrack: https://www.optitrack.com
4DrRobot X80Pro: http://www.drrobot.com/products item.asp?itemNumber=x80pro
5Parrot Bebop: http://www.parrot.com/products/bebop-drone/
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gle of θbebop measured about the y-axis of the quadrotor (see Fig. 4·6a), where θbebop ≈ 50◦,
and rectify the image for this angle.
The Robot Operating System (ROS) [Quigley et al., 2009] handles all communication
on a local area network via Wi-Fi. We control the quadrotors from a base station com-
puter running the ROS Bebop Autonomy package [Monajjemi, 2015] which incorporates
Parrot’s open-source SDK. The computer also acquires and processes image frames from
the quadrotors’ real-time video stream via the OpenCV libraries [Bradski et al., 2000].
Independent ROS nodes handle the individual quadrotors for the formation flight, demon-
strating the distributed control. Independent ROS nodes also handle the quadrotor and
ground robot control during the tracking phase. In this phase, separate quadrotor nodes
handle the image processing for robot localization, pose estimation via homography, and
the control. The ground robot node executes the local control and EKF estimation of the
ground robot given its pose estimate and nonlinear dynamics. All computations are per-
formed on an Ubuntu 14.04 machine with an Intel Core i7 CPU at 2.4 GHz and 8GB RAM.
The algorithms in this work were implemented in Python2.7 using LOMAP [Ulusoy et al.,
2013] and networkx [Hagberg et al., 2008] libraries. The ltl2star tool [Klein and Baier,
2006] was used to convert the LTL specification into a Rabin automaton.
4.5.2 Case Study
In this section, we present results from our running example (Example 4.3.2) to illustrate
our algorithm. It is a simplified example that illustrates how the algorithm performs, and the
type of specifications for which it is useful. As the size of the GDTL-FIRM increases, we
expect the algorithm to return a policy, if one exists, with increasing satisfaction probability.
Since it is very difficult to obtain analytical bounds on the satisfaction probability, we
demonstrate the performance of our solution in experimental trials.
A switched feedback policy was computed for the ground robot described by (4.11)
operating in the environment shown in Fig. 4·3a with mission specification (4.17) using
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Figure 4·5: The figure shows the trajectory of the robot over 10 surveillance
cycles. At each time step, the pose of the robot is marked by an arrow. The
true trajectory of the robot is shown in green. The trajectory obtained from
the camera network is shown in yellow, while the trajectory estimated by
the Kalman filter is shown in black.
Alg. 1. The overall computation time to generate the policy was 32.739 seconds and gen-
erated a transition system and product MDP of sizes (23, 90) and (144, 538), respectively.
The Rabin automaton obtained from the GDTL formula has 7 states and 23 transitions op-
erating over a set of atomic propositions of size 8. The most computationally intensive
operation in Alg. 1 is the computation of the transition and intersection probabilities. To
speed up the execution, we generated trajectories for each transition of the TS and reused
them whenever Alg. 2 is called for a transition of the product MDP. The mean execution
time for the probability computation was 0.389 seconds for each transition of T.
We executed the computed policy on the ground vehicle over 9 experimental trials for
a total of 24 surveillance cycles. The specification was met in all of surveillance cycles. A
trajectory of the ground robot over 10 surveillance cycles (continuous operation) is shown
in Fig. 4·5.
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Figure 4·6: Final mosaic map result using the homography-based formation
control method. Note that quadrotor and camera coordinate systems are
only labeled once in Fig. 4·6a for clarity.
4.5.3 Formation Control and Map Generation
We utilize a team of two quadrotors to reach a desired formation where, y∗1,2 = −y∗2,1 = 1.2
m, and all other desired relative poses are set to zero (see Fig. 4·6a). This formation is
carefully chosen because it ensures the pair of aerial cameras have enough overlap for
accurate relative pose estimation while guaranteeing a complete view of the environment.
All quadrotors are flown to a desired height of 1.8 meters. The quadrotors reach the desired
formation (Fig. 4·6c) from the initial conditions (Fig. 4·6b) in approximately 15 seconds.
From this point, the user has the ability to control one vehicle in the formation to fine tune
the result of the online mosaic map, which is displayed at approximately 2.5Hz. In this
experiment, the operator maneuvers quadrotor 1 until the left edge of the map is completely
visible and then releases it to autonomous control again. Meanwhile, the formation control
law in Section 4.2.2 controls quadrotor 2. The onboard images at the final desired formation
(Figs. 4·6d- 4·6e) were used to generate the final mosaic map image shown in Fig. 4·6f.
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4.5.4 GDTL-FIRM
The specification for the ground robot is encoded with GDTL and is given as the following:
“Always avoid all obstacles, i.e., Charles river and Massachusetts Turnpike. Always even-
tually visit Kenmore Square, Marsh Plaza, Audubon Circle, and Fenway Stadium. From
Kenmore Square or Marsh Plaza, Bridge2 (St Mary’s St) can not be used to visit Audubon
Circle or Fenway Stadium. From Audubon Circle or Fenway Stadium, Bridge1 (Beacon
Ave or Brookline Ave) can not be used to visit Kenmore Square or Marsh Plaza. Always
keep uncertainty about the robot’s pose below 0.9 m2, and on bridges, the uncertainty must
be below 0.6 m2, where uncertainty is measured as the trace of the estimation pose covari-
ance matrix.” Fig. 4·7a shows the resulting transition system and control policy, computed
by the algorithm from [Vasile et al., 2016]. The transition system has 35 nodes and 226
edges while the product automaton has 316 nodes and 3274 edges. The algorithm executed
in approximately 62.24 seconds.
4.5.5 Pose Estimation and Mission Execution
The ground robot executes the mission using the previous control policy and quadrotor for
localization. Initially, the quadrotor takes off from a position where the camera’s field of
view is facing towards the ground robot. The homography-based localization and quadrotor
control (Section 4.4) begin once the ground robot’s marker has been detected. The ground
robot localization estimates update at approximately 3.5Hz. We show an example of the
robot tracking and pose estimation for three time steps in Fig. 4·8. It is clear that the control
method tracks the ground robot during its route with enough image resolution to detect the
robot’s patches and also maintains the required overlap with the mosaic map image.
Fig. 4·8 also illustrates the final pose estimation in the mosaic map frame. It is important
to note that the ground robot sits 0.2 meters above the map, therefore projecting the image
features of the ground robot’s marker directly into the map frame would add significant
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Figure 4·7: FIRM-GDTL results plotted over the ground truth environment
image. Fig. 4·7a shows the transition system in white and the policy in or-
ange. Fig. 4·7b shows the ground truth in green, the measurement in yellow,
the estimated pose in red, and the covariance ellipses in blue. Fig. 4·7c
shows the ground truth in green for all runs. Fig. 4·7d shows the covariance
for all runs. The spikes in covariance indicate the beginning of a new run
after a quadrotor battery had been replaced. We initialize the covariance to
an arbitrarily large value at time step 0 that drastically decreases with the
first pose measurement from the quadrotor at time step 1.
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error to the final estimation. The image features are instead offset to the map plane before
projecting the features to the mosaic map to satisfy the homography’s planar assumption.
We determine this offset by measuring the pose estimation error at the extremes of the map
and interpolating for the correction as a function of the estimated pose.
We ran the mission five times due to the limitations of the quadrotor battery, yielding
ten complete laps of the environment and four partial laps, all of which satisfied the GDTL
specification. We show an example run of 2.5 laps in Fig. 4·7b that displays the ground
robot’s ground truth pose, estimated pose, measured pose, and uncertainty. We check for
satisfaction by inspecting the ground truth of all experimental runs to ensure the robot
has reached each region appropriately while avoiding obstacles (Fig. 4·7c). Moreover, the
covariance of the robot’s estimate for all experimental runs is safely below the minimum
0.6 requirement, thus satisfying the specification (Fig. 4·7d).
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(a) Pose estimate at time = 814 seconds
Quadrotor	
Ground Robot	
(b) Top view
(c) Pose estimate at time = 892 seconds
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(d) Top view
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(f) Top view
Figure 4·8: Pose estimation results of live tracking and localization are
shown in Figs. 5(a,c,e) with onboard images (left) and the mosaic map im-
age (right). The corresponding top views of the experiment are shown in
Figs. 5(b,d,f), respectively. The image matches and pose estimations are
drawn for visualization purposes.
Chapter 5
Deterministic Inference for Control under
Uncertainty
An interesting subclass of persistent surveillance problems consists of those problems in
which the environment is dynamic. In this chapter, we consider a dynamic environment
that is fully observable, but whose motion model is unknown. Specifically, we propose a
solution to the problem of evading an adversary in absence of a model for how the adversary
chooses its actions. We assume that the formal grammar which describes the motion of the
adversary belongs to a class of languages known as strictly k-piecewise languages and
that the set of possible actions is known, but not the probability of choosing an action
or the subset of available actions at each time step. This problem is therefore solved not
using probabilistic methods, but rather using a conservative game- and automata-theoretic
framework.
5.1 Models and Problem Formulation
5.1.1 Agent Dynamics
In this section, we consider a team of N agents operating in a graph environ-
ment G = (V,E), with the transition system for agent agi given as Ti =
(Qi, q
0
i , Acti, T ransi, APi, |=i), where Qi ⊆ V . Similarly, we model the motion of
the adversary as a transition system T0 = (Q0, q0, Act0, T rans0, AP0, |=0). Unlike the
agents, there is only one adversary present in the game.
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It is important to note that for an agent or the adversary, (q, σ, q′) ∈ Trans does not
mean that (q, q′) ∈ E, which is to say that in general, when either an agent or the adversary
chooses an action σ, the resulting move may be across several edges in the graph environ-
ment. Thus, even though Ti and T0 are deterministic, inputs Acti and Act0 are required
to indicate that both an agent and the adversary may move across multiple regions in the
environment.
5.1.2 Agent Interaction
The agents and the adversary play a turn-based game in the environment. The order in
which they play their moves is predetermined and does not change during the game. For
simplicity, we assume that the adversary plays first followed by agent ag1, agent ag2, . . .,
agent agN (in the order specified), then the turn returns to the adversary and the cycle
continues. An agent or the adversary chooses a transition from q ∈ Qi to some q′ ∈ Qi
such that (q, q′) ∈ Transi, followed by the other player making its own choice of transition.
The mechanics of this behavior of playing in turns are captured by the turn-based product,
which is adapted here to apply to transition systems.
For two players T0 = (Q0, q00, Act0, T rans0, AP0, |=0) and T1 =
(Q1, q
0
1, Act1, T rans1, AP1, |=1), their turn-based product is another transition system
T = (Q, q0, Act, T rans,AP, |=) , where Q = Q0 × Q1 × {0,1}, q = q00 × q01 ,
Act = Act0 ∪ Act1, Trans ⊆ Q × AP × Q, and AP = AP0 ∪ AP1. Let
t ∈ {0,1} mark whose turn it is: 0 for player 0 and 1 for player 1. Then Trans
is defined as ((q0, q1,0), σ0, (q′0, q1,1)) ∈ Trans if (q0, σ0, q′1) ∈ Trans0, and
((q0, q1,1), σ1, (q0, q
′
1,0)) ∈ Trans if (q1, σ1, q′1) ∈ Trans1. Satisfaction is defined
(q0, q1, t) |= p ∈ AP , for (q0, q1, t) ∈ Q0 × Q1 × {1,0}, if either p ∈ AP0 and q0 |=0 p,
or p ∈ AP1 and q1 |=1 p.
This definition can be easily extended to any number of players. In this problem formu-
lation, we have N + 1 players (N agents and 1 adversary). Implicit in this definition is the
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assumption that one player does not directly interfere with the behavior of the other, (e.g.,
blocking some of its transitions). Resolution of this type of interference, when present,
takes place at the level of synthesis.
We assume that all agents have complete knowledge of their own transition system, the
action set of the adversary and the vertices in the environment where the other agents and
adversary might be located but no knowledge adversary’s transition relation. That is, an
agent has knowledge of Q0 and Act0 but no knowledge of Trans0. The agents also have
some apriori knowledge about the class of formal languages to which the adversary’s be-
havior belongs. Many standard robotics planners, such as feedback controllers for driving
an agent in a Delaunay triangulation graph, can be modeled using the class of formal lan-
guages studied in this work. We also assume that all agent can observe the location of the
adversary at all times, regardless of their relative position with respect to any player in the
environment. With these assumptions, the agents are naive about the possible behavior of
the adversary, but observe all behavior of the adversary when it moves in the environment.
5.1.3 Temporal Logic Mission Specification
We consider missions specified as LTL formulas over the set of atomic propositions AP ,
such that AP =
⋃N
i=1 APi. These formulas can be used to specify persistent tasks φpers
over AP for the agents such as
φpers = ♦pi1 ∧♦pi2 ∧¬piobs ,
which can be expressed in English as “visit regions pi1 and pi2 infinitely often and never
visit region piobs.”
Similarly, winning conditions of the game for the agent can be given as an LTL specifi-
cation φgame overAP . For simplicity of presentation, we consider a setAPG ⊆ 2AP , where
atomic propositions piG ∈ APG label winning or losing states of the turn-based product1. If
1In general, it is possible to specify such conditions as formulas overAP , but such specifications are more
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for example we define picapture ∈ APG as the proposition used to label states in which the
agent and the adversary occupy the same region of the environment—that is, picapture is the
set of all pi1 ∈ AP and pi2 ∈ AP such that pi1 ∧ pi2 implies the agent and adversary occupy
the same region—then an example of a game formula is
φgame = ¬picapture ,
which is expressed in English as “never occupy the same state as the adversary.” Other
winning conditions can also be expressed in this manner, such as “occupy the same state as
the adversary infinitely often.” Then, with φpers and φgame thus defined, we can define the
class of all formulas we consider as
φ = φpers ∧ φgame .
These formulas then capture both the persistent tasks for the agent with respect to the re-
gions of the environment and the restrictions on its movement with respect to the adversary.
5.1.4 Problem Formulation and Solution Outline
We have now presented the necessary preliminaries to formally state the problem under
consideration:
Problem 5.1.1. Given an agent modeled as transition system T1 and an adversary modeled
as transition system T0 with unknown dynamics whose interactions are modeled with a
turn-based product T, and a mission specification φ, synthesize a control policy such that
the agent satisfies φ in the limit if such a policy exists.
The solution can be summarized as follows. First, at each time step, we infer a grammar
based on any newly observed behavior of the adversary. Given an inferred model for the
behavior of the adversary, we construct a control policy for the agent to satisfy the specifi-
difficult to interpret. Hence, our definition of APG to aid the reader.
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cation. When the grammar describing the behavior of the adversary is updated, the control
policy for the agent gets updated accordingly.
5.2 Problem Solution
5.2.1 Learning Agent Interaction
We will now present the method for learning the structure of T0. There are many types of
a priori knowledge that can be assumed about the behavior of the adversary that lead to
successful learning [Heinz, 2010]. To be concrete, we assume that the adversary exhibits a
behavior that can be expressed by a k-Piecewise formal language. Informally, a language
L ⊆ Σ∗ is Strictly k-Piecewise if each word w’s membership in L can be determined
by checking each subsequence of length k of w. A subsequence of w of length k is any
sequence of k symbols which appears in w (not necessarily contiguously). For details on
the formal definition of such languages, see [Leahy et al., 2016a].
We will assume here that k = 2. We thus can discover how each single action of T0 may
constrain its future actions. To put things in perspective, if k > 2, we can discover how
each (non-contiguous) sequence of k− 1 actions may constrain T0’s next move. Increasing
k allows for encoding complex constraints and specifications, which is in principle possible
but will not be attempted here for simplicity of exposition.
In the case of Strictly k-Piecewise languages, one learner takes a very simple and in-
tuitive form [Heinz, 2010]. The grammar is initalized to the empty set, and each new
k-long subsequences is added to the grammar as it is observed (see [Leahy et al., 2016a]
for details). In other words, grammars can be thought of as well-formed subsequences of
length k and learning proceeds by collecting observations of these k-long subsequences.
Such strictly k-Piecewise languages are identifiable in the limit from positive presentation
in time O(nk), where n is the sum of lengths of all the strings in the presentation [Heinz,
2010].
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Table 5.1: Example of simple grammatical inference.
(N, n) [∀(x, y), (x, y + n) ∈ Q0; ((x, y), (x, y + n)) ∈ Trans0]
(S, n) [∀(x, y), (x, y − n) ∈ Q0; ((x, y), (x, y − n)) ∈ Trans0]
(E, n) [∀(x, y), (x+ n, y) ∈ Q0; ((x, y), (x+ n, y)) ∈ Trans0]
(W, n) [∀(x, y), (x− n, y) ∈ Q0; ((x, y), (x− n, y)) ∈ Trans0]
Example 1. To illustrate how a learner operates, we present the following example. First,
we assume the adversary moves on a grid environment andAct0 are the inputs which would
allow it to transition from one cell in this environment to an adjacent one along any one of
the four compass directions. No diagonal cell transitions allowed, but it may be possible to
transition over several cells in one move along a given compass direction. How many cells
it can move along a given direction is not known a priori. In fact, with the exception of the
impossibility of diagonal motion, and of the inclusion of the language of T0 into the class of
Strictly 2-Piecewise languages, no other prior knowledge about the adversary is assumed.
The learner’s initial hypothesis about the language of the adversary is that its language
L = ∅, essentially implying that it does not move. As the adversary starts moving, the
learner’s hypothesis will be updated and refined based on the observations of transitions
between adjacent cells. These transitions are associated with elements in Act0.
We will denote the set of compass directions C = {N, S,E,W}, and let Act0 = C ×
N, with the second element expressing the number of cells that the agent moved in the
particular compass direction. As the learner φ observes a sequence w ∈ Act∗0, it outputs
grammars as follows. For example, say that (E, 4)(E, 4) is not present in the grammar of the
adversary. This means that once it moves four cells to the east once, it cannot do so again,
as this 2-subsequence is not allowed by its grammar. The learner will never observe the
subsequence (E, 4)(E, 4) in the sequence of actions by the adversary, and thus its grammar
will never be updated to contain this subsequence.
Table 5.1 below shows how the presence of a symbol in Act0 in an element of the
grammar is interpreted in terms of the transition system of the agent. In other words, in the
table, if you observe the transition in the left column, this implies the logical proposition in
the right column.
Although our example illustrates the case in which the adversary can move in the four
compass directions, this method of learning applies equally well to other types of move-
ment, such as diagonal moves, or even moves that a knight in chess can make.
87
5.2.2 Control Policy Synthesis
After observing the behavior of the adversary and inferring a model for its behavior, we
must synthesize a control policy for the agent. To find behaviors satisfying an LTL speci-
fication φ, we construct a Bu¨chi automaton B that accepts only those words which satisfy
φ.
Given a turn-based product T = (Q, q0, Act, T rans, |=) and a Bu¨chi automaton
B = (SB, s
0
B,Π,FB,→B), we capture how the behavior of the game may satisfy the specifi-
cation φ by constructing a product automaton P = (SP, s0P,Π,FP,→P). Using the product
automaton, it is possible to find the winning strategy, if one exists.
In order to find the winning strategy, we employ the distance to acceptance V (s) for
the states s ∈ SP in P. Typically, the distance between a state s in the product automaton
and a state s′ ∈ FP is computed as the shortest path on the automaton using Dijkstra’s algo-
rithm or another similar algorithm. Because we are considering a game transition system,
Dijkstra’s algorithm is insufficient, since it does not account for the antagonistic behavior
of the adversary. We use a backward induction algorithm (Algorithm 3) that incorporates
elements of minimax [Cormen, 2009], in which the agent chooses the neighboring node
that results in the shortest path—as in the usual algorithm—while the adversary chooses
the neighboring node that results in the longest path. Such an algorithm captures the com-
peting behavior of the agent and the adversary in the worst case for the agent.
For a set X ⊆ SP, we say that X is self-reachable if all states in X can reach a state
in X . That is ∀x ∈ X , d (x,X) 6= ∞. We denote the largest self-reachable subset of
FP as FP∗. Function V (s) = d (s,FP∗) is the distance to acceptance from state s ∈ SP
in the product automaton. Thus, V captures the minimum number of transitions to reach
a self-reachable accepting state. By considering only paths to self-reachable accepting
states, we ensure that we do not consider accepting states from which repeated satisfaction
is impossible.
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Algorithm 3 Backward Induction Algorithm
Require:Product automaton P, Set of final states FP
1: for s ∈ SP do
2: d (s,FP)←−∞
3: for s ∈ FP do
4: d (s,FP)←− 0
5: Q←− SP
6: while Q 6= ∅ do
7: q ←− arg mins∈Q d (s,FP)
8: Q←− Q\{q}
9: if Adversary move then
10: d (q,FP)←− max{q′|(q,pi,q′)∈→P} d (q′,FP) + 1
11: else
12: if d (q,FP) > min{q′|(q,pi,q′)∈→P} d (q′,FP) + 1 then
13: d (q,FP)← min{q′|(q,pi,q′)∈→P} d (q′,FP) + 1
return Distance d to final set
This policy is constructed by simply choosing the transition from the current state s ∈
SP that leads to a state s′ ∈ SP with the lowest value of V (s′). For efficiency during
execution of the control policy, the agent utilizes a control policy µT : Q→ Q. This policy
is obtained from µ by considering only those (q, sB) such that sB is the current Bu¨chi state.
When a transition is enabled to a state s′B in the Bu¨chi automaton, the agent is given the
policy for the new Bu¨chi state. The control policy synthesis is summarized in Algorithm 4.
5.2.3 Control Policy Update
The product automaton P is guaranteed to accept strings that satisfy the specification φpers.
However, until the learner converges to the grammar that exactly describes the behavior
of the adversary, strategies may not satisfy φgame. This is because there may exist actions
of this adversary that have not been observed yet, and hence the available model T0 may
not be complete. The adversary may thus be in position to utilize one of these actions to
block the run prescribed by the strategy. What can therefore be said about the outcome
of the control synthesis process that takes place while the learner continues to identify
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Algorithm 4 Control Policy Synthesis
Require:Turn-based product T , Bu¨chi automaton B
1: Construct P from T and B
2: Compute d (s,FP) for all s in SP
3: FP∗ ←− FP
4: for s ∈ FP∗ do
5: if min{s′|(s,pi,s′)∈→P} d (s′,FP) =∞ then
6: FP∗ ←− FP∗/s
7: Compute d (s,FP∗) for all s in SP
8: for s ∈ SP do
9: if V (s) <∞ then
10: µ (s) = arg min{s′|(s,pi,s′)∈→P} V (s
′)
11: else
12: µ (s) is undefined
13: for s = (q, sB) ∈ SP do
14: if sB ∈ SB is current Bu¨chi state then
15: µT (q) = {q′ | µ (s) = (q′, sB)}
return Product automaton P, control policy µ
the dynamics of the adversary, is that whenever feasible the control strategies will always
satisfy the specification. The learning module, on its side, can guarantee that the model it
provides for synthesis is the most complete one based on the history of observations of the
adversary’s behavior.
Once the learner converges to the true model T0 of the adversary (which is guaranteed in
the limit), we know that all accepting runs in P are also feasible. At this time, the synthesis
algorithm becomes complete. The control synthesis essentially functions as it would if the
dynamics of the adversary were known a priori. Until this stage is reached, the control
synthesis module operates based on the best available model for the adversary. Whenever
this model is refined by the learner as a result of some new capability of the adversary
being observed, then the control synthesis module must update the control strategy. This
process can, in general, be computationally intense; fortunately, for the classes of systems
considered in this paper it can be performed incrementally, and thus faster.
To incrementally update the product automaton, we use an algorithm first presented in
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Vasile and Belta [Vasile and Belta, 2013b]. For each new transition (q, q′) that φ adds to
Trans0, the algorithm considers all q ∈ Q0 from which such a transition may be made.
For each of those states, a set of states in the product containing that state is maintained.
Further, a set of transitions in→P from those states to states containing q′ is created. From
these two sets, the product automaton can be efficiently updated. For complete details of
the algorithm, the reader is directed to Vasile and Belta [Vasile and Belta, 2013b].
5.3 Simulations and Results
To test our algorithm, a game simulation with two agents and adversary operating in a grid
environment2 was developed (Fig. 5·1a). The agents (shown as red and blue circles) must
carry out the specification
φ = ♦pi1 ∧♦pi2 ∧¬picapture , (5.1)
which translates into English as “visit regions pi1 (shown in violet) and pi2 (shown in yellow)
infinitely often and always avoid capture by the adversary (shown in green).” The agents’
motion primitives
Act1 = Act2 (5.2)
= {(N, 1), (S, 1), (E, 1), (W, 1), (NE, 1), (NW, 1), (SE, 1), (SW, 1), (O, 0)}
(5.3)
allow them to transition one grid square in north, south, east, west, north-east, north-west,
south-east, and south-west directions or just continue to stay in place respectively. In this
example, the adversary’s has same motion primitives as the agents, Act0 = Act1 = Act2.
The difference between the agent and the adversary here is that the sequence of moves
played by the adversary during the game belongs to a class of Strictly 2-Piecewise lan-
2The grid structure is adopted here for illustration purposes only. The method is applicable to workspaces
with arbitrary graph structures.
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Figure 5·1: (a) Image of the 5× 5 grid simulation game showing the agent
(red circle), adversary (green circle) and the regions pi1 and pi2 shown labeled
by violet and yellow circles, respectively. (b) Convergence of the control
policy. The curves in color denote the evolution of Dpd w.r.t. the number of
moves, for different game trial runs. The solid thick black curve represents
the average of Dpd over all trials.
guages where the adversary is forbidden to move along the four compass directions
more than once. In other words, the adversary’s actions cannot have 2-subsequences
(N, 1)(N, 1), (S, 1)(S, 1), (E, 1)(E, 1) or (W, 1)(W, 1). The Strictly 2-Piecewise gram-
mar G of the adversary’s language L(G) is then
G = (Σ0 × Σ0)\Gf . (5.4a)
Gf = {(N, 1)(N, 1), (S, 1)(S, 1), (E, 1)(E, 1), (W, 1)(W, 1)} (5.4b)
However there are no restrictions on the stay in place or diagonal moves for the ad-
versary. Initially, the agents only knows that the adversary’s language belongs to a class
of Strictly 2-Piecewise languages but have no knowledge of the adversary’s transition re-
lation Trans0 or the forbidden subsequences in the grammar of the adversary’s language.
By observing the actions of the adversary, the agents incrementally build a model of the
adversary and devise a strategy to satisfy their specification.
During the game, adversary and agents take turns to play. Each move comprises an
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adversary’s turn followed by turn of agent ag1 and then turn of agent ag2. We assume that
at each move, the agents are able to observe the action of the adversary. After observing the
adversary’s action, the agents update a single centralized policy µT . During their respective
turns, the agents then use the updated policy to determine a target state q′ to transition to
from the current state q, where µT (q) = q′ and q, q′ ∈ Q. If no winning policy exists from
the current state, the agents continue to stay in place by executing the action (O, 0). During
each move, the adversary’s action is uniformly sampled from a subset of motion primitives
allowed by its grammar.
To validate our methodology, we run a series of 10 trials. Multiple runs of the game
are required per trial as a single game can only produce a small subset of the possible
subsequences of the adversary’s grammar.It was often observed that after a large number
of moves (move number > 15) in a game run, all future moves for the adversary led to the
learner acquiring minimal or no new knowledge about the adversary. Hence length of a
game was fixed as 15 and 20 game runs were included in each trial.
We define Dpd, a numerical distance measure that captures the difference between the
current policy µT and the policy if the entire grammar were known µ¯T :
Dpd(µT i, µ¯T ) = Σq∈Qdq (5.5a)
dq =

1, if µT (q) 6= µ¯T (q)
0, otherwise
(5.5b)
During each move of a game trial Dpd is computed. Curves of color in Figure 5·1b show
the variation in Dpd with number of moves seen by the learner (cumulatively added across
multiple game runs) in a trial. The mean of Dpd over all trials, shown as a thick black line,
demonstrates the convergence of Dpd to 0 as number of moves increases. The initial value
of Dpd was 77 in this scenario, compared to over 45,000 states in Q.
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From game simulations results (shown in Fig. 5·1b), we can see that the policy µT
incrementally learned by the agent through observations of adversary actions eventually
converges to policy µ¯T , the policy that would be computed if full knowledge of the adver-
sary is available to the agent. Thus the control policy learned here would correspond to
a strategy that would enable the agent to satisfy the game specification, provided such a
strategy exists.
The particular implementation shown for this example is developed in Python. In this
form, it can interface directly with physical hardware (e.g., quadrotors) in the same way as
in Ulusoy and Belta [Ulusoy and Belta, 2014].
Chapter 6
Distributed Information Gathering
In this chapter, we again consider a team of agents in a dynamic environment. Rather than
learning the dynamics of the environment, as in Chapter 5, we assume some knowledge
about the location of the target, but can only partially observe its location. The target is
modeled as a Markov Chain whose a priori location is unknown. The team of agents is
tasked with a mission given as a TL specification and must choose a trajectory that satisfies
the specification while maximizing the information gathered about the target’s location.
6.1 Problem Formulation
6.1.1 Motion and Service Model
We consider a team of agents with heterogeneous motion capabilities operating in a shared
environment. The team of m agents is indexed by the set I . The motion of a single robot
i ∈ I is modeled by a TS Ti = (Qi, q0i , Acti, T ransi,Σi, |=i), where Qi ⊆ V are the set
of states that Ti can occupy, q0i ∈ Qi is the initial state, Acti is the set of actions the robots
can take, Σi ⊆ AP ∪ {} are the robot’s service capabilities, and |=i⊆ Qi × Σi captures
how atomic propositions may be satisfied by agent i at the states, where (q, ) ∈|=i for all
q ∈ Qi and (q, σ) ∈|=i, σ ∈ Σi, if and only if σ ∈ L (q). The model uses a discrete clock
k which is initialized to zero and increments by 1 every time Ti takes an action. The state
of Ti at time k is qki , and the action executed at time k is a
k
i . We write a
k to represent the
vector of actions taken by the team at time k. Similarly, the state of the team at time k is
written as qk. Two or more agents may occupy the same state, and we assume agents act
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synchronously.
Communication among agents is based on proximity to other agents. A parameter,
CommDist, captures the maximum distance over which two agents may communicate
directly. For robots communicating wirelessly, the threshold represents the maximum dis-
tance over which wireless communication has a high probability of success. For two agents
i and l, QComm ⊆ Qi × Ql is the set of states where communication is possible. That is,
QComm = {(q1, q2) |d(q1, q2) ≤ CommDist}. The agents therefore form a mobile ad hoc
network, and we assume the use of a protocol for efficient communication over such a
network, given changing topology [Tardioli, 2014].
We use the notion of a distribution ∆ to capture the service capabilities of a team of
agents. For a set Σ, we call the set of subsets {Σi ⊆ Σ, i ∈ I}, a distribution1 ∆ of Σ if
∪i∈IΣi = Σ, where I is an index set. The capabilities of agent i are given by Σi ∈ ∆. For
a request σ ∈ Σi, agent i is said to “own” the request, and that agent is the only agent that
can service that request. If more than one agent owns the request, that is, if σ appears in
more than one set Σi, it must be serviced by all of the agents that own it simultaneously in
order to be satisfied.
Example 6.1.1. Three agents must perform a surveillance mission in the environment pic-
tured in Fig. 6·2. This environment is modeled as a graph with 64 nodes, which are in-
herited by the transition systems {Ti}i=1,2,3. Agents must survey regions of interest la-
beled pii, i = 1, . . . , 4 while avoiding obstacles and tracking a target whose position is
a priori unknown. Each agent begins in a region labeled piH and has motion primitives
{N,S,E,W}, corresponding to each of the four directions on the grid. Obstacles in the
environment are labeled piO. The distribution ∆ of agent capabilities is Σ1 = {pi1, pi4},
Σ2 = {pi2, pi3}, and Σ3 = {pi2, pi3}.
The team of robots is tasked with estimating a feature (or target) in the environment
that evolves stochastically over time that is modeled as a Markov Chain Targ = (S, s0, P )
which evolves synchronously with Ti. The state of Targ at time k is denoted as sk. The
1The use of the term distribution should not be confused with the notion of a probability distribution. We
use this term to remain consistent with the related literature.
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initial state of Targ, s0, is a priori unknown. When Ti moves to state qki at time k it
measures sk using noisy sensors, resulting in measurement yki ∈ RY . The vector of the
measurements of all agents at time k is written yk. Each measurement is a realization of a
discrete random variable, Y ki . The distribution of Y
k
i depends on the true underlying state
of the feature sk, the position of the robot taking measurement qki , and the statistics of the
sensor. We capture this with measurement likelihood function
h (y, s, q) = Pr[ measurement is y|Targ in state s,T in state q]. (6.1)
Each robot maintains an individual estimate of sk given its own measurements bki (s) =
Pr[sk = s|y1:ki , q0:ki ]. Each belief state bi is initialized as an identical pmf b0 which reflects
any initial information about the state of s0. For a sub-team of agents who are able to
communicate, we denote the belief of the jth sub-team, which is identical among the agents
in the team, as bkj . As agents take measurements, they share those measurements with the
team, and the team belief is updated as
bkj (s) = ηPr
(
ykj |s, qkj
)∑
s′∈S
P (s′, s) bk−1j (s
′) (6.2)
where η is the appropriate normalization factor, ykj is the collection of measurements taken
by the sub-team, and qkj describes the positions of all of the agents in the sub-teams. We
assume that the measurements of the agents are conditionally independent. The conditional
distribution of the measurements ykj is
Pr
(
yk1 , . . . y
k
m
∣∣ s, qk1 , . . . qkm) = ∏
i∈I
h
(
yki , s, q
k
i
)
. (6.3)
Each sub-team belief bkj evolves according to an MDP Estj = (B, b
0, Pest, Qj). B is
the set of all possible beliefs that can be outputs of the Bayes filter given initial belief b0.
Pest is a probabilistic transition relation such that if b′j is the result of applying (6.2) after
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measuring ykj in states q
k
j , then Pest
(
bj, q
k
j , b
′
j
)
is the total probability of observing ykj ,
i.e.
Pest
(
bj, q
k
j , b
′
j
)
=
∑
s1,s2∈S
∏
i∈I
h
(
yki , s, q
k
i
)
P (s1, s2) bj (s1) . (6.4)
Example 6.1.2. In our example, each agent may detect the presence of the target, e.g. a
vehicle of interest in an urban environment, in its neighborhood, Ni. In other words, each
agent can detect the target in its own location on the transition system or in adjacent states
on the transition system. Detection is binary, with a 1 indicating that the target is detected
in Ni and 0 otherwise.
6.1.2 Problem Definition
Here we formulate the problem of multi-agent information gathering under temporal logic
constraints. We assume that the team of agents must satisfy its mission constraints φ before
a deadline T . This deadline can be used to enforce energy constraints (limit the number
of actions the robots take) or timeliness constraints (make sure information is shared in a
timely manner). Our goal in this problem is to select the set of actions for the team a0:T−1
that minimizes the uncertainty in the estimate of the state of Targ while satisfying the
mission constraints in time. In other words,
Problem 6.1.1 (scLTL-constrained information gathering). Given a team of m agents each
with model, a feature Targ, an scLTL formula φ over AP, and a deadline T , solve
min
a0:T−1
EY 0:T
[
H
(
bT |b0,Y 0:T , q0:T )]
subject to φ is satisfied,
(6.5)
where H (·) is Shannon entropy [Cover and Thomas, 2012].
Example 6.1.3. In our example, the 3 agents are required to satisfy the following mission
specification
φ = ♦pi1 ∧ ♦pi2 ∧ ♦pi3 ∧ ♦pi4 ∧ (¬pi3Upi2) . (6.6)
Specification φ is interpreted as “eventually service regions 1 through 4, and service region
2 before servicing region 3.” The deadline imposed on satisfaction is T = 20.
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6.2 Solution
The solution to Problem 6.1.1 is summarized in Alg. 5. First, the team of agents splits
into sub-teams according to their capabilities. Next, the specification is checked for dis-
tributability among the sub-teams. The specification is distributable if it may be separated
into multiple local specifications such that if each sub-team satisfies its local specification,
the global specification is satisfied. The sub-teams then independently execute a receding
horizon algorithm to gather information and satisfy their local specifications. Finally, they
return to a starting region and share their measurements. Distributing the specification may
be implemented offline pre-deployment, while sub-teams perform the receding horizon al-
gorithm online during mission execution.
Algorithm 5 Solution Outline
Require:An scLTL formula φ over Σ, a distribution ∆ = {Σi ⊆ Σ, i ∈ I} of Σ, a set of
TS, Ti, i ∈ I , a deadline T , a lookahead horizon h, and an action horizon n
1: Build sub-teams C, distribution ∆C, and {Tci}i∈IC
2: wi ∀i ∈ IC = GETLOCALWORDS (φ,∆C,Tci ∀i ∈ IC)
3: for ci ∈ C do
4: Construct automata Aloci accepting wi
5: Construct product Pi
6: RECEDINGHORIZONDP(Pi, s0Pi , b
0, h, n, T )
7: Share measurements with other sub-teams
8: Calculate bT
6.2.1 Sub-teams
As noted previously, if a request σ appears in the capabilities of more than one agent,
according to the semantics of scLTL, those agents who own the request must service it
simultaneously in order for it to be satisfied. Therefore, we break up the team of m agents
into subsets called sub-teams according to the distribution of their capabilities. These sub-
teams are the smallest groups of agents who must cooperate to satisfy the TL specification.
Each sub-team may operate independently to satisfy a portion of the mission specification
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below. The team is split into a set of sub-teams C = {c1, . . . , cn}, where each sub-team ci
is made up of one or more agents from I and n ≤ m. An agent may not be in more than
one sub-team.
Example 6.2.1. Given the distribution Σ1 = {pi1, pi4}, Σ2 = {pi2, pi3}, and Σ3 = {pi2, pi3},
we construct the set C = {c1, c2}, where c1 contains agent 1, and c2 contains agents 2 and
3. As such, Σc1 = {pi1, pi4} and Σc2 = {pi2, pi3}, since agent 1 has capabilities pi1 and pi4
and agents 2 and 3 have capabilities pi2 and pi3, and each of these propositions appears in
φ as given by Equation 6.6.
For each sub-team ci ∈ C, we construct a product transition system Tci =(
Qci , q
0
ci
, Actci , T ransci ,Σci , |=ci
)
, consisting of |ci| copies of T, where Qci ⊆
∏
i∈ci Qi,
q0ci = (q
0
i )i∈ci , Σci =
⋃|ci|
i=1 Σi, and |=ci=
⋃|ci|
i=1 |=i. The set of transitions at state
qkci is defined as Transci ⊆ Qci × Actci × Qci such that ∀qki ∈ qkci , ∃q′i, ai such that(
qki , ai, q
′
i
) ∈ Transi and ∃j ∈ ci, j 6= i such that (qj, qi) ∈ QComm. Thus, the transition
system includes only actions that do not disconnect the group communication graph.
6.2.2 Task Distribution
This section deals with determining if the mission specification may be distributed among
the sub-teams. If distribution is possible, we present a method for finding a local task for
each sub-team which guarantees satisfaction of the specification. This process is summa-
rized in Algorithm 6. Algorithm 6 is inspired by [Chen et al., 2012], with modifications to
permit a more restrictive communication model as well as accommodating online motion
planning. Correctness of the algorithm is based on the same concepts as [Chen et al., 2012],
and as such details and proofs are omitted here.
We first define some notation to aid in the explanation of task distribution. Given a
distribution {Σi}i∈I of Σ and ω, ω′ ∈ Σ∗, ω′ is trace-equivalent to ω (ω′ ∼ ω), iff ω Σi=
ω′ Σi for i ∈ I . The trace-equivalence class of ω for the distribution is [ω] = {ω′ ∈
Σ∗|ω′ Σi= ω Σi ∀i ∈ I}. A trace-closed language over the distribution is a language L
such that [ω] ⊆ L, ∀ω ∈ L.
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For a word ω ∈ Σ∗ and a subset Σi ⊆ Σ, the projection of ω onto Σi, written ω Σi ,
is obtained by removing all symbols in ω that are not in Σi. For a language L ⊆ Σ∗ and a
subset Σi ⊆ Σ, the projection of L onto Σi, L Σi is the set {ω Σi |ω ∈ L}.
To distribute the task, the specification φ is converted to an FSA Aφ. Sub-team-specific
FSAs, Ai ∀i ∈ IC, are created by projecting Aφ onto the capabilities of each sub-team,
such that L(Ai) = L(Aφ) Σci . Next, we add the empty string,  and self transitions to
Ai to create Aˆi. For each sub-team, a product FSA Pi is constructed from each Aˆi and its
corresponding product transition system, Tci . The product FSAs capture the behavior of
each sub-team and its ability to satisfy requests from φ while remaining in communication.
Once the sub-team capabilities are captured in their corresponding product FSAs Pi,
they are converted to minimal, deterministic representations Ai using the subset construc-
tion algorithm outlined in [Hopcroft and Ullman, 2008]. This means that Ai captures all
possible words that the behavior of sub-team i can produce. Taking the product of these
FSAs, ‖i∈ICAi , captures the possible interleaving behavior of the sub-teams.
If the language of the original FSA, Aφ, is trace closed and the language of the
product of Aφ with the product of all of the Ai , ‖i∈ICAi is non-empty, a satisfying
word can be found using backwards reachability [LaValle, 2006]. This word is pro-
jected onto the sub-teams’ capabilities to find local words for each sub-team. These
words are guaranteed to satisfy φ when executed by the sub-teams. The complexity
of checking for trace-closedness of Aφ is bounded by O (|SA|·|Σ|), construction of Ai
by O (|Transci |·|Q|) + O (|Transci |log|Transci |), and construction of ‖i ∈ ICAi by
O
((∏
i∈IC|Transci|
)2 · |Σ|). Details on the proof of correctness and complexity can be
found in [Chen et al., 2012].
6.2.3 Dynamic Programming
Once a local word wi has been found for each sub-team ci ∈ C, the agents are deployed
in the environment. At this point, each sub-team separately executes a receding horizon
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Algorithm 6 Find local words from a global specification
1: function GETLOCALWORDS(φ,∆C,Tci ∀i ∈ IC)
2: Construct Aφ and {Ai = Aφ Σci , i ∈ IC}
3: Construct Aˆi from Ai∀i ∈ IC by adding 
4: Construct product FSA Pi = Aˆi × Tci ∀i ∈ IC
5: Construct Ai via subset construction algorithm
6: Construct ‖i∈ICAi and verify L(‖i∈ICAi) 6= ∅
7: if L(Aφ) is trace closed then
8: AG = Aφ × ‖i∈ICAi
9: else
10: AG = ¬ (‖i∈IC((‖i∈ICAi × (¬Aφ)) Σi))× ‖i∈ICAi
11: if L(AG) = ∅ then
12: return No solution
13: else
14: Find satisfying word wg ∈ L(AG)
15: Find local words wi = wg Σci , ∀i ∈ IC
16: return wi ∀i ∈ IC
planner that locally maximizes information gathering while guaranteeing the satisfaction
for their assigned local word (if the local word is satisfiable). Two agents may occupy
the same region without collision and members of each sub-team share observations in
real-time during execution.
To initialize the planner, each sub-team constructs an automatonAloci which accepts the
local word wi. We add the constraint that agents must return to the starting region (piH),
as well as obstacle avoidance constraints. In general, the constraint on obstacle avoidance
does not distribute across the entire team, but including this constraint for each sub-team
after distributing the formula ensures that all agents successfully avoid obstacles. Return-
ing to the starting region permits sub-teams to share measurements after all planners have
completed. Further, returning to a starting region allows for the team to redistribute it-
self according to a new specification. That is, the specifications considered in this paper
are “stepping-stones” to missions over long horizons in which agents periodically meet to
share measurements. A transition is added from the set of final states in Aloci to a new final
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state, so that the mission terminates only if the agents have returned to the starting region.
Next, a product automaton Pi is constructed from Aloci and Tci .
The receding horizon algorithm (Alg. 7) uses Pi, the initial belief b0, a lookahead hori-
zon h, an action horizon n, and a deadline T to plan the motion of each sub-team on-line.
The algorithm first finds the set of states that are reachable in the time left before the dead-
line (line 4). This produces h sets of states autStates[i] such that each state χ ∈ autStates[i]
is reachable in i steps from the current state of the automaton and can reach an accepting
state within the remaining budget T − k − i. Next, this set of states is used to construct a
finite MDP in the belief space. This algorithm combines the motion and budget constraints
and applies the Bayes filter for each possible sequence of h actions and h observations
that can be realized from the current state. Finally, a policy µ is generated using Bellman
iteration to minimize expected entropy over the horizon h (line 6). This policy is followed
for the duration of the action horizon, n, at which point the planning process is repeated.
The algorithm terminates when a final state is reached. The time complexity of this algo-
rithm is O
(|Actci |h|RY |h|ci||S|dTn e). Details of this algorithm, including a proof that it is
guaranteed to satisfy the given scLTL specification, are available in [Jones et al., 2013c].
Algorithm 7 Receding horizon DP algorithm
1: function RECEDINGHORIZONDP(Pi,s0Pi ,b
0,h,n,T )
2: χ = s0Pi ; b = b
0; k = 0
3: while χ /∈ FPi do
4: autStates = REACHABLE (Pi, χ, h, T − k)
5: MDP = BUILDMDP (Pi, χ, b, autStates)
6: µ = BELLMANITERATION (MDP)
7: if k ≥ T − h then
8: n = T − k
9: for i = 1 to n do
10: (χ, b) = result from applying µ (i, (χ, b))
11: k + +
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Figure 6·1: Histogram of entropy results for 100 simulations for (a) reced-
ing horizon and (b) random walk approaches.
6.3 Simulation and Results
We simulated our running example on a PC with a 1.9 GHz processor and 8 GB of memory.
We ran 100 simulations each using our receding horizon algorithm implementation and us-
ing a random walk on paths guaranteed to satisfy the specification. For both the receding
horizon and the random walk simulations, the target was initialized randomly. The total
time to run 100 receding horizon simulations was 2057 seconds, or about 21 seconds per
simulation. The product automata for all agents were computed before running the sim-
ulations. The product automaton for agent 1 had 320 nodes and 1008 edges and took 20
seconds to compute. The product for agents 2 and 3 had 1800 nodes and 14,422 edges and
required 3485 seconds to compute. Simulation results are summarized in Fig. 6·1. Fig. 6·1a
shows results for the receding horizon approach, having average entropy of 2.71 bits. The
random walk results are in Fig. 6·1b, with average entropy of 3.17 bits. The difference in
mean entropy was statistically significant, with a Student’s t-test with 198 degrees of free-
dom yielding a p-value of 0.004 (t(198) = −2.90, p = 0.004). Thus the receding horizon
algorithm shows better performance on accepting runs on the product automaton than the
random walk approach.
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(a) t = 9 (b) t = 12 (c) t = 13 (d) t = 14 (e) t = 20
Figure 6·2: Sample run from t = 0 to t = 20. Pink circle is agent 1, blue
circles are agents 2 and 3, and black circle is target.
Chapter 7
Target Tracking in Discrete Belief Space
This chapter extends the work of Chapter 6 for a team of agents in a dynamic environment.
Again, we focus on tracking a target whose location is unknown and that is only partially
observable. We present a policy for tracking a target that is more computationally efficient
than that in the previous chapter, and could be implemented by such a team under TL
constraints.
The problem considered in this chapter is similar to many Partially Observable Markov
Decision Process (POMDP) models. In contrast to solving Markov Decision Processes
(MDP), which involves optimizing with respect to a cost function J (x) over a set of states
x ∈ {1, . . . , N}, solving POMDPs involves optimizing with respect to the expectation of
a cost function over a belief. That is, for a belief b (s) over a set of states, S, optimize
Eb [J (s)] =
∑
s J (s) b (s). Note that this cost function is linear in the belief, b. Small-
wood and Sondik [Smallwood and Sondik, 1973] showed that optimal solutions can be
computed for such problems by repeatedly partitioning the belief space with hyperplanes,
and performing a recursive dynamic program. This recursion leverages the fact that the
cost is linear in b. Even despite this linearity, in many problems, computational complexity
renders such an approach intractable. In contrast, in our problem both the main objective
function J(bk) from (7.8) and the variance in the single agent case are non-linear in b, and
hence they do not fit in to the typical POMDP problem setup. Therefore known solution
techniques for POMDPs involving recursive linear partitioning of the belief space do not
apply in our case.
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Instead, this work focuses on finding policies that optimize a non-linear cost function
with respect to belief, rather than a linear cost function over states. While finding an op-
timal policy in such a problem appears to be impossible in our case, we present results
showing that a simple index based approach has predictable and desirable results, even
over an infinite horizon. Moreover, the nature of an index based policy allows for rapid
implementation, due to the simple nature of the decision rule. This decision rule is only
limited by a sort operation, which can be performed in O (|S|log|S|) time [Cormen, 2009].
7.1 Problem Formulation
7.1.1 Preliminaries
In this section, we introduce notation and definitions that will be used throughout the text.
For a set Σ, the cardinality and power set are written |Σ| and 2Σ, respectively.
Definition 7.1.1. Partial Order [Davey and Priestley, 2002] For a set Σ, an order, some-
times called a partial order, on Σ is a binary relation ≤ on Σ such that ∀x, y, z ∈ Σ:
• x ≤ x,
• x ≤ y and y ≤ x =⇒ x = y, and
• x ≤ y and y ≤ z =⇒ x ≤ z.
Definition 7.1.2. Total Order [Davey and Priestley, 2002] Let Σ be an ordered set. Then
Σ is a totally ordered set if ∀x, y ∈ Σ, either x ≤ y or y ≤ x.
Definition 7.1.3. Join and Meet [Davey and Priestley, 2002] For a subset S of a partially
ordered set 〈Σ,≤〉, for any x, y ∈ S, z is the meet (or greatest lower bound) of x, y if:
• z ≤ x and z ≤ y, and
• ∀w such that w ≤ x and w ≤ y, w ≤ z.
The meet of x, y is written x ∧ y. Similarly, for any x, y ∈ S, z is the join (or least upper
bound) of x, y if:
• x ≤ z and y ≤ z, and
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• ∀w such that x ≤ w and y ≤ w, z ≤ w.
We denote the join of x, y as x ∨ y.
Definition 7.1.4. Lattice [Davey and Priestley, 2002] A non-empty ordered set Σ is a lattice
if x ∧ y and x ∨ y exist for all x, y ∈ Σ.
Definition 7.1.5. Fence [Davey and Priestley, 2002] A fence is a partially ordered set
Σ = {σ1, σ2, . . . , σn} such that σ1 > σ2 < σ3 > . . . σn or σ1 < σ2 > σ3 < . . . σn with no
other comparabilites between elements in the set. Elements σ1 and σn are called endpoints
of the fence.
7.1.2 Target Model
For this problem, we consider a discrete environment consisting of a set of states S. There
is a target moving in this environment whose location at time k is denoted as sk, where
sk ∈ S. The target evolves as a discrete time MC whose transition probabilities are known
a priori. We denote the probability of the target moving from a state s1 to a state s2 as
P (s1, s2).
7.1.3 Sensing Model
Our goal is to track the target as it moves about the environment. We do so by choosing
a set of locations qk ⊂ S in which to take an observation yk at each time step k. We
let m = |qk|≤ |S| be the number of locations that may be searched at each time step.
The number of locations does not change over time (i.e. m is a fixed value). We assume
no restrictions on the motion of our sensors, although this is an interesting direction for
future work. At each time instant qk may be chosen to be any subset of S, regardless of
the value of qk−1. The measurement model is binary, with measurements yk ∈ Y , where
Y = {0, 1}m.
The set of locations being searched at each time are indexed {1, . . . , i, . . . ,m}. The
ith location being searched at time k is denoted qki , and its corresponding measurement is
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denoted yki . The measurement y
k
i takes values in {0, 1}. The measurement probabilities
are:
P
(
yki = 1 | qki , sk
)
=

1− β if qki = sk
α otherwise
P
(
yki = 0 | qki , sk
)
=

β if qki = s
k
1− α otherwise
,
where β is the probability of missed detection and α is the probability of false alarm.
We assume α = β < 0.5. Such an assumption is reasonable in many cases, such as
obtaining a binary sensor from continuous measurements with additive Gaussian noise (or
other symmetric noise) by using a threshold. We further assume the measurements of yki
are conditionally independent for all i ∈ qk, i.e.,
(
yki ⊥⊥ ykj
) |sk , (7.1)
for all i, j ∈ qk.
7.1.4 Belief Model
The location of the target at time 0 is unknown, but we assume a prior belief at time 0,
given as b0. The prior belief for a specific state s ∈ S is written b0 (s). This belief evolves
over time, and we denote the belief about state s at time k as bk (s). We update the belief
after taking each measurement according to Bayes rule:
bk (s) = ηP
(
yk | s, qk)∑
s′∈S
P (s′, s) bk−1 (s′) , (7.2)
where η is the appropriate normalization factor and P (s′, s) is the probability of the target
transitioning from state s′ to state s as describe in Sec. 7.1.2.
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Note that (7.2) can be written in matrix form as
bk = ηP
(
yk = y|qk, s)Γbk−1, (7.3)
where Γ is a column stochastic matrix, whose i, jth entry represents the probability of
transitioning to state i from state j, bk is a vector of length |S| representing the belief from
states 1 to |S|, and P (yk = y|qk, s) is a matrix representing the measurement likelihood.
Because of conditional independence, we may write
P
(
yk = y|qk, s) = m∏
i=1
P
(
yki = y|qki , s
)
, (7.4)
where P
(
yki = 1|qki
)
and P
(
yki = 0|qki
)
are diagonal matrices of the form
P
(
yki = 1|qki
)
=

β
. . . 0
β
1− β
β
0 . . .
β

(7.5)
P
(
yki = 0|qki
)
=

1− β
. . . 0
1− β
β
1− β
0 . . .
1− β

, (7.6)
which we call observation matrices. These matrices, which we will henceforth identify
with the shorthand P1i and P0i, sum to identity. Each matrix has a single entry that differs
from the others, for the choice of qki . Then the matrix representing P
(
yk = y|qk, s) is
simply the product of the matrices of P
(
yki = yi|qki , s
)
.
It is worth noting that our problem can be seen as choosing the observation matrices at
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each time step that results in a long product of matrices with the initial belief of the form
ηP
(
yk|qk)ΓP (yk−1|qk−1)Γ . . . P (y1|q1)Γb0 . (7.7)
In general, these matrices do not commute. If Γ is the identity matrix, the problem is
reduced to the problem of locating a stationary target, which has been well studied in the
literature [Castanon, 1995, Stone, 1976].
The search policy we propose in this work is index-based. This means we focus on
the relative magnitude of the belief at each location at each time step. Such a focus allows
us to avoid partitioning the belief space beyond a simple ordering, resulting in a highly
computationally efficient policy. To formalize our argument, we will now introduce some
notation about the sorted belief. We denote the sorted belief about the target location over
the |S| states as pi. The belief with respect to an individual state s ∈ S is given by pi (s),
giving the probability of the target’s being located in state s. Without loss of generality, we
denote at any time the largest element of the belief as pi1. That is,
pi1 = max
s∈S
pi (s) .
Similarly, the next biggest element of the belief is denoted pi2, and so forth, with the small-
est element being pi|S|. This notation allows us to think of the belief as though it were
sorted each time it is updated, with pii being the ith biggest element of pi at any given time
step, so that pi1 ≥ pi2 ≥ . . . ≥ pi|S|. We will call the location of pii location i, so that
i = {s|pi (s) = pii}. That way, we can conveniently refer to states in S according to the
relative magnitude of their belief.
7.1.5 Problem Statement
Given the above target, sensor, and belief models, we can formally state our objective. We
seek a policy for determining where to look at each time step as a function of the current
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belief in order to maximize the next step probability of finding the target.
Problem 7.1.1. Given a target modeled as a MC as described in Sec. 7.1.2 and a sensor
modeled as described in Sec. 7.1.3, find a policy µ : b → S to maximize the function
J
(
bk
)
= maxs∈S bk (s) = pik1 :
qk∗ = arg max
qk
Eyk [J(bk)|bk−1, qk] . (7.8)
To simplify our notation, we will henceforth omit the notation indicating that expecta-
tion of bk and J
(
bk
)
is given bk−1 and qk, but the reader is advised to keep in mind that all
expectation is conditional on bk−1 and the choice of sensor location qk. Further, we wish to
note that the belief at time k − 1 is equivalent to knowing y1:k−1. In other words, bk−1 is a
sufficient statistice for y1:k−1.
Remark 3. We are restricting our focus to one-step optimal policies in this work, rather
than using another approach such as dynamic programming solutions. Using such tools
for a nonlinear objective function such as (7.8) is often intractable due to the nature of the
evolution of belief. Our focus is on an efficient, tractable, one-step optimal approach.
Remark 4. The cost function we consider is the same cost function studied in [Castanon,
1995] for a single static target and a single sensor. Other common choices in the related
literature include entropy, mutual information, and time to detection. We focus on the
probability of the target location because it permits an efficient solution.
7.2 Solution
We wish to find a solution for choosing qk ⊂ S at each time to maximize (7.8). To ac-
complish this, we investigate the expectation of bk and the expectation of max bk, both with
respect to yk. We start with analyzing the expectation of bk and its relationship to the choice
of sensing locations.
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7.2.1 Expectation of Belief
Starting from (7.3), the expectation of bk is written
Eyk
[
bk
]
=
∑
y∈Y k
P
(
yk = y|y1:k−1) ηP (yk|qk)Γbk−1 . (7.9)
We note that in this expression, the total probability of observing yk = y, denoted by
P
(
yk = y|y1:k−1), is equal to 1/η. This fact implies that each observation carries equal
weight in expectation and lets us write (7.9) as
Eyk
[
bk
]
=
∑
y∈Y k
P
(
yk|qk)Γbk−1 . (7.10)
Henceforth, we will denote Γbk−1 as bˆk, the prior for bk based on the transition probability
for the target and the belief at time k − 1. Then, our final expression for (7.9) becomes
Eyk
[
bk
]
=
∑
y∈yk
P
(
yk|qk) bˆk . (7.11)
Because of conditional independence, we can write this as
Eyk
[
bk
]
=
(
m∏
i=1
(P1i + P0i)
)
bˆk . (7.12)
Recalling from Sec. 7.1.4 that P1i and P0i sum to identity (see Sec. 7.1.4), the expectation of
bk is simply bˆk. This rearrangement of (7.9) will be useful when we examine the expectation
of the maximum next step probability of finding the target.
As mentioned in Sec. 7.1.4, P1i and P0i are diagonal matrices with β and 1− β on the
diagonal and zeros elsewhere. Therefore expanding the product in (7.12) means that each
element in bˆk is multiplied by each element in the sum
m∑
n=0
(
m
n
)
βm−n (1− β)n (7.13)
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which is the binomial formula for (β + (1− β))m. This result intuitively makes sense,
givenm conditionally independent sensors that each behave as a Bernoulli random variable
with success probability 1− β. We illustrate this property in Example 7.2.1 below.
Example 7.2.1. As an example, we consider |S|= 3, m = 2, and qk = {1, 2}, with qk1 = 1
and qk2 = 2. Then
P
(
yk1 = 1|qk1
)
=
[
(1− β) 0 0
0 β 0
0 0 β
]
(7.14)
and
P
(
yk1 = 0|qk1
)
=
[
β 0 0
0 (1− β) 0
0 0 (1− β)
]
. (7.15)
The corresponding matrices for qk2 would be the same as those for q
k
1 , except the first and
second diagonal elements would be switched. Equation 7.12 can then be written as
Eyk
[
bk
]
=
[
β (1− β) 0 0
0 β (1− β) 0
0 0 β2
]
bˆk
+
[
(1− β)2 0 0
0 β2 0
0 0 β (1− β)
]
bˆk
+
[
β2 0 0
0 (1− β)2 0
0 0 β (1− β)
]
bˆk
+
[
β (1− β) 0 0
0 β (1− β) 0
0 0 (1− β)2
]
bˆk
(7.16)
Then, reading across a given row in the four matrices, it is clear that the four non-zero
elements compose
2∑
n=0
(
2
n
)
β2−n (1− β)n , (7.17)
but they are permuted differently depending on which locations are being searched. There-
fore, although there are 2m possible observations (because yk ∈ {0, 1}m), there are only
m + 1 distinct values that might multiply each entry in bˆk. In this example, since m = 2,
there are 4 possible observations ({1, 1}, {1, 0}, {0, 1}, and {0, 0}), but m + 1 = 3 dis-
tinct multipliers ((1− β)2, (1− β) β, and β2). Written in that order, these multipliers have
multiplicity 1, 2, and 1, corresponding to
(
m
0
)
,
(
m
1
)
, and
(
m
2
)
=
(
m
m
)
.
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The example above illustrates that each element in bˆk gets multiplied by every term in
the sum in (7.13), whose values range from a maximum of (1− β)m to a minimum of βm.
Let us denote, for each of the observations yk ∈ {0, 1}m, the set of m+ 1 multipliers C =
{c1, c2, . . . , ci, . . . , cm+1}. Without loss of generality, we will assume these multipliers are
ordered such that c1 ≥ c2 ≥ . . . ≥ cm+1.
For m sensors, let n be the number of sensors measuring 1 at a given time step. Then
we can say that there are
(
m
n
)
ways of getting n measurements of 1. Likewise there
(
m
m−n
)
different ways to receive m− n measurements of 0. When computing the expectation, the
n locations where sensors measure 1 are multiplied by
cy=1 = (1− β)m−n+1 βn−1 , (7.18)
while the m− n locations where sensors measure 0 are multiplied by
cy=0 = (1− β)m−n−1 βn+1 . (7.19)
For locations where sensors measure 1, the exponent m− n+ 1 corresponds to the m− n
sensors measuring 0, plus an additional (1− β) term for the measurement at that location,
while the exponent n − 1 corresponds to the other n − 1 locations that measure 1. The
reverse logic holds for the exponents m− n− 1 and n+ 1 for those locations where a 0 is
measured. Finally, the |S|−m locations where no measurement is made are each multiplied
by
cother = (1− β)m−n βn . (7.20)
These three equations—(7.18), (7.19), and (7.20)—give analytical expressions for the mul-
tipliers for any given measurement outcome. Further, they show that for any number of
sensors and any outcome, there are only 3 multipliers. This fact will be useful in comput-
ing the expectation of the maximum of our belief. We will refer to the generic multiplier ci
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# comb. cy=1 multiplicity cother multiplicity cy=0 multiplicity(
m
m
)
cm m cm+1 |S|−m – 0(
m
m−1
)
cm−1 m− 1 cm |S|−m cm+1 1
...
...
...
...
...
...
...(
m
1
)
c1 1 c2 |S|−m c3 m− 1(
m
0
)
– 0 c1 |S|−m c2 m
Table 7.1: Analytical comparison of multipliers for m sensors. # comb.
indicates how many different observations account for that arrangement of
multiplier. cy=1 is the multiplier for pii getting a measurement of 1, and
multiplicity is the number of such locations. The same applies for cother—
the unobserved locations—and cy=0 for locations where 0 is measured.
# comb. obs cy=1 multiplicity cother multiplicity cy=0 multiplicity
1 (1, 1, 1) (1− β) β2 3 β3 |S|−m – –
3 (0, 1, 1); (1, 0, 1); (1, 1, 0) (1− β)2 β 2 (1− β) β2 |S|−m β3 1
3 (0, 0, 1); (0, 1, 0); (1, 0, 0) (1− β)3 1 (1− β)2 β |S|−m (1− β) β2 2
1 (0, 0, 0) – – (1− β)3 |S|−m (1− β)2 β 3(
m
n
) {1}n {0}m−n (1− β)m−n+1 βn−1 n (1− β)m−n βn |S|−m (1− β)m−n−1 βn+1 m− n
Table 7.2: Concrete example of multipliers for m = 3 sensors. # comb.
indicates how many different observations account for that arrangement of
multiplier, and obs is a list of those observations. cy=1 is the multiplier
for pii getting a measurement of 1, and multiplicity is the number of such
locations. The same applies for cother—the unobserved locations—and cy=0
for locations where 0 is measured.
with the following form
ci = (1− β)m+1−i βi−1 , (7.21)
which is valid for i ∈ {1, 2, . . . ,m+ 1}. The relationship among these multipliers and the
number and location of different measurements, is summarized in Table 7.1, and a concrete
example for the case of m = 3 sensors is given in Table 7.2.
We summarize the above with a proposition.
Proposition 1. For any measurement realization in {0, 1}m, there are three multipliers in
C that multiply the entries in pi, cy=1 for entries with a measurement of 1, cy=0 for entries
with a measurement of 0, and cother for the remaining entries. The exact values cy=1, cy=0,
and cother depend on the value of m and the number of sensors with a measurement of 1 in
a given measurement realization.
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7.2.2 Expectation of Maximum
To compute the expectation of max bk, it is necessary to expand the product in (7.12) and
use the max function on each of the terms in the resulting sum. Therefore we write (7.12)
as
Eyk
[
bk
]
=
m∏
i=1
(
1∑
l=0
P l1iP
1−l
0i
)
bˆk , (7.22)
where we denote P 0ji = I, the appropriately dimensioned identity matrix. Then, we can
swap the sum and product to yield the nested sum
Eyk
[
bk
]
=
1∑
l1=0
(
1∑
l2=0
(
· · ·
(
1∑
lm=0
(
m∏
i=1
P li1iP
1−li
0i
)
bˆk
)
· · ·
))
. (7.23)
Finally, we may write the expectation of the maximum belief as
Eyk
[
max
s∈S
bk (s)
]
=
1∑
l1=0
(
1∑
l2=0
(
· · ·
(
1∑
lm=0
max
s∈S
((
m∏
i=1
P li1iP
1−li
0i
)
bˆk (s)
))
· · ·
))
,
(7.24)
where each index i refers to a different sensor, and each index li refers to the set of possible
outcomes for that sensor.
Viewed differently, (7.24) can be thought of as a sum over all possible observations in
{0, 1}m, written as
Eyk
[
max
s∈S
bk (s)
]
=
∑
yk∈{0,1}m
max
s∈S
P
(
Y k = yk|qk) bˆk , (7.25)
where P
(
Y k = yk|qk) is the product of them corresponding matrices P1i and P0i, for each
observation and location in yk and qk. The matrix P
(
Y k = yk|qk) is a diagonal matrix,
as are each of the P1i and P0i matrices. We continue Example 7.2.1 below to make (7.24)
clearer.
Example 7.2.2. We consider the same setup as Example 7.2.1. Now, the expectation of the
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maximum of the belief as given by (7.24) is written as
Eyk
[
max
s∈S
bk (s)
]
= max
s∈S
([
β (1− β) 0 0
0 β (1− β) 0
0 0 β2
]
bˆk
)
+ max
s∈S
 (1− β)2 0 00 β2 0
0 0 β (1− β)
 bˆk

+ max
s∈S
 β2 0 00 (1− β)2 0
0 0 β (1− β)
 bˆk

+ max
s∈S
([
β (1− β) 0 0
0 β (1− β) 0
0 0 (1− β)2
]
bˆk
)
.
(7.26)
This expression is simply (7.16) with the max operator in front of each term in the sum.
Written with the P1i and P0i notation, this equation becomes
Eyk
[
maxs∈S bk (s)
]
= maxs∈S
(
P11P12bˆ
k
)
+ maxs∈S
(
P11P02bˆ
k
)
+ maxs∈S
(
P01P12bˆ
k
)
+ maxs∈S
(
P01P02bˆ
k
)
,
(7.27)
with each term in the sum corresponding to the measurement realizations (1, 1), (1, 0),
(0, 1), and (0, 0), respectively. So although (7.24) looks complex, it is straightforward to
compute for a given instantiation of this problem. Each sum over li accounts for yki = 0 and
yki = 1, and the product is taken over the m agents, and therefore formula (7.24) accounts
for all possible combinations of measurements.
It is worth noting that (7.8) is monotonic with respect to the number of sensors, regard-
less of their location. We formalize this notion with Theorem 1 below.
Theorem 1. For any qk and
{
i|i /∈ qk}, (7.8) evaluated for qk ∪ i is greater than or equal
to (7.8) evaluated for qk.
Proof. This theorem is best understood if we consider (7.8) in the form (7.24). For m− 1
sensors, this equation is
Eyk
[
max
s∈S
bk (s)
]
=
1∑
l1=0
 1∑
l2=0
· · ·
 1∑
lm−1=0
max
s∈S
((
m−1∏
i=1
P li1iP
1−li
0i
)
bˆk (s)
) · · ·
 .
(7.28)
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Adding an mth sensor results in the equation becoming
Eyk
[
max
s∈S
bk (s)
]
=
1∑
l1=0
 1∑
l2=0
· · ·
 1∑
lm−1=0
max
s∈S
((
P1m
m−1∏
i=1
P li1iP
1−li
0i
)
bˆk (s)
) · · ·

+
1∑
l1=0
 1∑
l2=0
· · ·
 1∑
lm−1=0
max
s∈S
((
P0m
m−1∏
i=1
P li1iP
1−li
0i
)
bˆk (s)
) · · ·
 , (7.29)
with the first term in the sum corresponding to those measurement realizations for which the
mth sensor measures 1, and the second term in the sum corresponding to the measurement
realizations for which it measures 0. Since P1m and P0m sum to identity, any item that
is multiplied by β in P1m in the first term is multiplied by 1 − β by P0m in the second
term. Then any contributions of the first term in (7.29) are at least equal to result of (7.28)
multiplied by β or 1 − β, while any contributions of the second term are at least equal to
the same result of (7.28) multiplied by 1− β or β. The total contributions from each term
in (7.29) then sum to at least those of (7.28). Therefore the evaluation of (7.29) is at least
as much as (7.28).
Each max term in the sum in (7.25) is taking the maximum of a combination of cipij
for i ∈ {1, . . . ,m+ 1} and j ∈ {1, . . . , |S|}. Then, when we consider what entry is the
maximum, we can reason using only the indices i and j to draw some conclusions. Simply
put, comparing cipij to ckpil, if i ≤ k and j ≤ l, we know that cipij ≥ ckpil, since we assumed
the indices on each c and pi are ordered by their magnitude. But in the case where i ≥ k
and j ≤ l, or vice versa, our power to draw conclusions about the outcome is weakened,
and we can only limit the set of possible maxima to some subset of entries in bk. Despite
the fact that both 〈pi,≥〉 and 〈C,≥〉 are totally ordered sets (see Def. 7.1.2), this ambiguity
arises because of the nature of their product. The terms in (7.25) are from the product of
pi and C, so we must determine the nature of to Cartesian product of these two sets, which
form a lattice (Def. 7.1.4).
Before introducing and proving our main theorem (Theorem 4), we will now introduce
119
two lemmas that aid in its proof. For these results we will use the following notation.
Among those states s ∈ S \ qk, i.e., locations without a sensor at time k, let o denote the
location with the highest probability pio.
Lemma 2. For any arrangement ofm sensors, it is suboptimal to place any sensors beyond
pim+1.
Proof. From Prop. 1, each measurement outcome results in three distinct multipliers from
C that multiply the entries in pi: cy=1 for those entries s ∈ qk with yk = 1, cy=0 for
entries s ∈ qk with yk = 0, and cother for each of the entries where no measurement is
taken. Our objective function (7.25) sums over each of the 2m possible outcomes, taking the
maximum of
{
cy=1pii|yki = 1
}
,
{
cy=0pij|ykj = 0
}
, and
{
cotherpil|l /∈ qk
}
for each of those
measurements.
Assume that two entries in pi, i and j, with i < j < m + 1, are not in the set qk, such
that
pii > pij . (7.30)
Then
qk = {1, 2, . . . , i− 1, i+ 1, . . . , j − 1, j + 1, . . . ,m+ 1,m+ 2} , (7.31)
the set 1, . . . ,m+2, excluding i and j. Since there is no sensor at i or j, both pii and pij will
be multiplied by cother for all measurement realizations. Following from (7.30) we know
that
cotherpii > cotherpij , (7.32)
so the sensor at location j never contributes to the sum in (7.25).
The sensor atm+2 is multiplied by c1 or c0, depending on the measurement realization.
Moving this sensor from location m + 2 to location j can only improve the sum in (7.25),
because c1pij > c1pim+2 and c0pij > c0pim+2.
Lemma 3. For a partially ordered set Σ forming a fence, the two maximum elements may
be any two elements σi ∈ Σ such that σi−1 < σi and σi > σi+1 or one such σi and its
adjacent endpoint.
Proof. We first begin by ruling out any σi ∈ Σ such that σi−1 > σi and σi < σi+1.
Clearly, such an element is smaller than both σi−1 and σi+1 and so cannot be among the
two maximum elements, as shown in Fig. 7·1a. This leaves the set σi−k and σi+k, where k
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(a)
(b) (c)
Figure 7·1: Portions of fences. The middle portion of a fence is shown
in Fig. 7·1a, demonstrating the σi cannot be among the two maximum ele-
ments. Endpoint σ1 in Fig. 7·1b may be among the two maximum elements.
Endpoint σn in Fig. 7·1c may also be among the two maximum elements.
is odd, as well as the endpoints as candidate maximum elements. If endpoint σ1 > σ2, then
it belongs to the set σi−k, and is a candidate maximum element. Likewise, if σn−1 < σn,
then σn belongs to the set σi+k. In the event that either of these endpoints is not greater than
its single neighbor, it is possible that either {σ1, σ2} (Fig. 7·1b) or {σn−1, σn} (Fig. 7·1c)
are the two maximum elements.
We are now ready to state and prove our main theorem.
Theorem 4. For m ≥ 2 identical, non-overlapping sensors with α = β, the one-step
optimal strategy with respect to (7.8) is to place sensors at qk = {1, 2, . . . ,m}.
Proof. From Lemma 2, it is clear that the m sensors should be placed among the m + 1
first entries in pi. Viewed differently, there is a choice of which of the first m+ 1 locations
should not be searched. We will assume first that qk = {1, 2, . . . ,m}, with o = m + 1,
and show that any other configuration results in lower expectation. For any location i ∈ qk
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such that i < o with measurement yki = 1,
cy=1pii ≥ cotherpio , (7.33)
which means only i will appear in our sum. Therefore for any configuration, we need only
be concerned with those measurements yki = 1 for locations i such that i < o. For our
initial configuration with o = m+ 1, the only such measurement is when all measurements
are 0, i.e., when the overall measurement is {0}m.
Next, we consider changing the choice of o such that o = m. Now the ambiguous
outcomes are those for which all measurements at locations i > o are 0. Denote the
number of locations i such that i > o as l. Then there are 2l such outcomes that need to
be considered. We break these 2l outcomes into two groups, each with 2l−1 outcomes: one
for which yki = 1 and one for which y
k
i = 0. Since there are l − 1 other indices, there
are 2l−1 outcomes in each of these groups. When considering switching o from i + 1 to
i, we must determine which outcomes are affected by this change. These measurement
outcomes are those in which pii potentially contributes to (7.25). Because we know that
all sensors at indices prior to i must return a 0, we know we are considering at least those
outcomes belonging to the group for which yki = 1. For l−1 other sensors, let p denote the
number also measuring 1. Then we know the contribution from location i is cp+1pii. Then
the contribution from o = i + 1 is cppii+2, and finally the contribution from those sensors
measuring 0 is cp+3pi1. We get one term in our objective function from these three items,
namely
max {cp+1pii, cp+2pii+1, cp+3pi1} . (7.34)
For the same pmeasurements from the remaining l−1 sensors, when yki = 0, the analagous
term is
max {cppii+2, cp+1pii+1, cp+2pi1} . (7.35)
Changing o from i+ 1 to i changes these terms to
max {cp+1pii+1, cp+2pii, cp+3pi1} (7.36)
and
max {cppii+2, cp+1pii, cp+2pi1} , (7.37)
respectively.
We note that there are four coefficients from C appearing in these max terms:
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cp, cp+1, cp+2, cp+3, which form a total order with ≥. Likewise, there are four elements of
pi in these max terms: pi1, pii, pii+1, pii+2, also forming a total order with ≥. The ambiguity
of the sensor outcomes is reflected in the fact that the Cartesian product of these elements
forms a lattice, as shown in Fig. 7·2. Embedded in this lattice are seven points which are
candidates for the terms that contribute to this sum, as displayed in Fig. 7·2 in bold. One
of these point, cp+2pii+1 is dominated by cp+1pii in (7.34), so we need not consider it. The
choice of o = i + 1 vs. o = i determines which subset of the remaining six points con-
tributes to our sum. Figure 7·3 color codes how each choice of o might contribute, with
Fig. 7·3a showing the results for o = i+ 1 and Fig. 7·3b showing the results for o = i. For
each scenario, the largest red point and the largest green point are added to our sum.
Lemma 3 helps us see that of the five points making a fence, there are three possible
sets that might be the two maximum points: {cp+3pi1, cp+2pi1}, {cp+1pii, cp+1pii+1}, and
{cp+2pi1, cp+1pii}. The first two results are an endpoint and one maximal element, while
the third is the two maximal elements. Figure 7·3a, corresponding to o = i + 1, shows
that any of these three possibilities is realizable, since each involves one red and one green
point. For o = i, however, the two maximal points are not realizable, meaning that if they
were to have the highest sum, they could not both contribute to the objective function, as
shown in Fig. 7·3b. Therefore in the event that these two points have the highest value,
o = i + 1 is a better choice than o = i. Finally, we consider if cppii+2, which is not part
of the fence, is among the two highest valued points. In that case, Fig. 7·3b shows that the
remaining choices (in red) to add to the objective function are each dominated by another
unrealizable option (in green). For o = i + 1, as shown in Fig. 7·3a, there is a red option
that is not dominated by another point cp+1pii. The only other realizable result is cp+3pi1,
which is realizable for both o = i + 1 and o = i. Therefore, again o = i + 1 results in a
higher valued objective function than o = i.
We have now shown that the optimal one-step strategy is to put m sensors in the first m
locations. Further, we have shown that the result cannot improve, but can only get worse
by changing the choice of locations without a sensor.
Theorem 4 shows the optimal strategy for any number of sensors in expectation. The
expectation cannot increase with any other choice of sensor locations. We present, however,
a special case for one sensor in which there is a second optimal choice.
Corollary 1. If m = 1, choosing either qk = 1 or qk = 2 maximizes (7.8).
Proof. This result follows directly from Proposition 8 in [Castanon, 1995].
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cppi1
cp+1pi1 cppii
cp+2pi1 cp+1pii cppii+1
cp+3pi1 cp+2pii cp+1pii+1 cppii+2
cp+3pii cp+2pii+1 cp+1pii+2
cp+3pii+1 cp+2pii+2
cp+3pii+2
Figure 7·2: Lattice of outcomes switching from o = i + 1 to o = i. Out-
comes appearing in (7.34)-(7.37) are indicated in bold. Lines between pairs
of outcomes indicate the ordering relationship, with the upper member of
each pair having a greater value. The maximum element in this lattice is
cppi1 and the minium element is cp+3pii+2.
cp+2pi1 cp+1pii
cp+3pi1 cp+2pii cp+1pii+1 cppii+2
(a)
cp+2pi1 cp+1pii
cp+3pi1 cp+2pii cp+1pii+1 cppii+2
(b)
Figure 7·3: Relevant outcomes for pio = i+1 (a) with outcomes from (7.34)
in red, while those from (7.35) are in green, and relevant outcomes for pio =
i (b) with outcomes from (7.36) displayed in red, and those from (7.37) in
green. The highest valued red and green point in each scenario contribute to
the objective function.
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Having two choices that lead to an optimal result with respect to (7.8) leads to the
natural question of whether there is a principled manner to distinguish between the two.
This is resolved in Corollary 5 below.
Theorem 5. For m = 1, among policies that maximize Eyk
[
maxs∈S bk (s)
]
, the policy
qk = 2 minimizes the variance var
(
maxs∈S bk (s)
)
.
Proof. Choosing qk = 2 has the same expectation as qk = 1, and both have higher expecta-
tion than any other choice for qk. Further, the variance of the estimate of the target location
for qk = 2 is always less than or equal to the variance when qk = 1. To prove this, we write
the variance
var
(
max
s∈S
bk (s)
)
= E
[(
max
s∈S
bk (s)
)2]
−
(
E
[
max
s∈S
bk (s)
])2
. (7.38)
We have already computed E
[
max bk (s)
]
, and hence we know the second term in the
variance equation, which is the same for both strategies. What remains is to compute the
first term,
(7.39)
E
[(
max bk (s)
)2]
= P
(
Y k = 1
)
max
s∈S
(
ηP
(
Y k = 1|qk, s)bˆk)2
+ P
(
Y k = 0
)
max
s∈S
(
ηP
(
Y k = 0|qk, s)bˆk)2 .
By noticing that 1
η
is P
(
Y k = y
)
, we can write
(7.40)
E
[(
max bk (s)
)2]
=
1
P (Y k = 1)
max
s∈S
(
P
(
Y k = 1|qk, s)bˆk)2
+
1
P (Y k = 0)
max
s∈S
(
P
(
Y k = 0|qk, s)bˆk)2 .
Then, since P
(
Y k = 1
)
= (1− β) bˆk (qk) + β (1− bˆk (qk)) and P (Y k = 0) =
βbˆk
(
qk
)
+ (1− β)
(
1− bˆk (qk)) we can evaluate the variance for a given choice of qk.
There are two cases for which we need to prove the theorem: (1− β)pi2 > βpi1 and
βpi1 ≥ (1− β) pi2.
Case Study 1. (1− β) pi2 > βpi1
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For strategy qk = 1, (7.40) evaluates to
E
[(
max bk (s)
)2 |qk = 1] =
(1− β)2 pi21
(1− β) pi1 + β (1− pi1) +
(1− β)2 pi22
βpi1 + (1− β) (1− pi1) , (7.41)
while for strategy qk = 2, it evaluates to
E
[(
max bk (s)
)2 |qk = 2] =
(1− β)2 pi22
(1− β) pi2 + β (1− pi2) +
(1− β)2 pi21
βpi2 + (1− β) (1− pi2) . (7.42)
Case Study 2. βpi1 ≥ (1− β) pi2
For strategy qk = 1, (7.40) evaluates to
E
[(
max bk (s)
)2 |qk = 1] =
(1− β)2 pi21
(1− β) pi1 + β (1− pi1) +
β2pi21
βpi1 + (1− β) (1− pi1) , (7.43)
while for strategy qk = 2, it evaluates to
E
[(
max bk (s)
)2 |qk = 2] =
β2pi21
(1− β) pi2 + β (1− pi2) +
(1− β)2 pi21
βpi2 + (1− β) (1− pi2) . (7.44)
The strategy that minimizes variance can be found by determining which is smaller
(7.41) or (7.42) for Case 1, and (7.43) or (7.44) for Case 2. For simplicity of notation, we
will replace (1− β) pi1 + β (1− pi1) with Ppi1 and (1− β) pi2 + β (1− pi2) with Ppi2 .
For Case 1, we will demonstrate that choosing qk = 2 is the optimal choice by showing
that
pi21
Ppi1
+
pi22
1− Ppi1
≥ pi
2
2
Ppi2
+
pi21
1− Ppi2
. (7.45)
Denote pi2
pi1
with γ, so 0 ≤ γ ≤ 1 covers all valid pi1, pi2 pairs. The domain of valid pi1,
γ pairs is shown in Fig. 7·4. We will begin by demonstrating that
Ppi2 (1− Ppi1)− γ2Ppi1 (1− Ppi2) ≥ 0 , (7.46)
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which is a simple rearrangement of the inequality in (7.45). Expanding this inequality and
replacing pi2 with γpi1 yields
pi1γ (1− 2β) + β − (pi1 (1− 2β) + β) (pi1γ (1− 2β) + β)
− γ2pi1 (1− 2β) + β − (pi1 (1− 2β) + β) (pi1γ (1− 2β) + β)
≥ 0 . (7.47)
We will call the left-hand expression of (7.47) f (pi1, γ). The domain of this function is
displayed in Fig. 7·4. Then, the inequality in (7.47) will be demonstrated by showing that
f (pi1, γ) is non-negative along the boundaries of its domain and concave in pi1 thus proving
its overall non-negativity, which proves the inequality in (7.45).
Starting with the boundary for pi1 = pi2, (i.e. γ = 1), clearly, f (pi1, γ) evaluates to 0.
This further implies that the variance for choosing pi1 and pi2 is the same when pi1 = pi2.
We also wish to check the behavior at the other boundaries. Next, we examine the
boundary pi1 + pi2 = 1 for 0.5 ≤ pi1 ≤ 1. Then, pi2 = 1− pi1, which means 0 ≤ pi2 ≤ 0.5.
We note that for pi1 ≥ 0.5, pi1 ≥ Ppi1 . Thus we may write
pi21 (1− 2Ppi1) ≥ P 2pi1 (1− 2pi1) , (7.48)
which we rearrange as follows:
pi21 (1− 2Ppi1) + pi21P 2pi1 ≥ P 2pi1 (1− 2pi1) + pi21P 2pi1 (7.49)
pi21 (1− Ppi1)2 ≥ P 2pi1 (1− pi1)2 (7.50)
(1− Ppi1)2
P 2pi1
≥ (1− pi1)
2
pi21
. (7.51)
By noting that 1 − pi2 = pi1 implies Ppi2 = 1 − Ppi1 , we may then further rearrange the
expression to
Ppi2 (1− Ppi1)
Ppi1 (1− Ppi2)
− pi
2
2
pi21
≥ 0 , (7.52)
and finally
Ppi2 (1− Ppi1)−
pi22
pi21
Ppi1 (1− Ppi2) ≥ 0 , (7.53)
which is (7.46). Hence we have demonstrated the non-negativity of f (pi1, γ) along the
boundary pi1 + pi2 = 1.
Finally, we must check the behavior along the boundary where pi2 = 1−pi1|S|−1 . We observe
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the following relationships: (
pi21 − pi22
) ≥ 0 (7.54)
Ppi2 (1− Ppi2) ≥ 0 , (7.55)
which therefore imply (
pi21 − pi22
)
Ppi2 (1− Ppi2) ≥ 0 . (7.56)
We also note that since β ≤ 0.5, then 1− 2β ≥ 0. Then we may also write that
pi21Ppi2 (1− |S|pi2) (1− 2β) ≥ 0 (7.57)
and
pi22 (1− Ppi2) (1− |S|pi2) (1− 2β) ≥ 0 , (7.58)
since each of the terms in these two expressions is non-negative. The fact that 1− |S|pi2 is
non-negative follows from the fact that this boundary represents a regime in which pi2 is no
bigger than 1|S| . The sum is of the previous inequalities is similarly non-negative:
pi21Ppi2 (1− |S|pi2) (1− 2β) + pi22 (1− Ppi2) (1− |S|pi2) (1− 2β) ≥ 0 , (7.59)
and negating that expression flips the inequality to
− pi21Ppi2 (1− |S|pi2) (1− 2β)− pi22 (1− Ppi2) (1− |S|pi2) (1− 2β) ≤ 0 . (7.60)
Combining (7.56) and (7.60), we find
(
pi21 − pi22
)
Ppi2 (1− Ppi2)
≥ −pi21Ppi2 (1− |S|pi2) (1− 2β)
− pi22 (1− Ppi2) (1− |S|pi2) (1− 2β) . (7.61)
Now we rearrange this expression as follows:
pi21Ppi2 (1− Ppi2) + pi21Ppi2 (1− |S|pi2) (1− 2β)
≥ pi22Ppi2 (1− Ppi2)− pi22 (1− Ppi2) (1− |S|pi2) (1− 2β) (7.62)
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|S| 0.5 1
1
|S|
0.5
γ = 1
γ
=
1−
pi
1
pi
1
γ = 1−pi1pi1 (|S|−1)
pi1
γ
Figure 7·4: Colored region marks the pi1, γ pairs constituting the domain of
f (pi1, γ). Corresponding constraints on pi1 and γ are labeled for the borders
of the region.
pi21Ppi2 (1− Ppi2 + (1− |S|pi2) (1− 2β))
≥ pi22 (Ppi2 − (1− |S|pi2) (1− 2β)) (1− Ppi2) (7.63)
Ppi2 (1− Ppi2 + (1− |S|pi2) (1− 2β))
(Ppi2 − (1− |S|pi2) (1− 2β)) (1− Ppi2)
− pi
2
2
pi21
≥ 0 . (7.64)
By noting that pi2 = 1−pi1|S|−1 implies Ppi1 = Ppi2 − (1− |S|pi2) (1− 2β) and pi1 = 1 −
(|S|−1) pi2, we finally write (7.64) as
Ppi2 (1− Ppi1)
Ppi1 (1− Ppi2)
− pi
2
2
pi21
≥ 0 (7.65)
and then
Ppi2 (1− Ppi1)−
pi22
pi21
Ppi1 (1− Ppi2) ≥ 0 (7.66)
which is again (7.46). We note that the term Ppi1 (1− Ppi2) is always positive, hence the
direction of the inequality in (7.64) is always correct. This demonstrates the non-negativity
of f (pi1, γ) along the boundary pi2 = 1−pi1|S|−1 .
To complete our proof, we show the concavity of f (pi1, γ) with respect to pi1. Taking
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|S| 0.5 1
1
|S|
0.5
γ = 1
γ
=
1−
pi
1
pi
1
γ = 1−pi1pi1 (|S|−1)
β
1−β = 0.75
pi1
γ
Figure 7·5: Red region marks the pi1, γ pairs constituting the domain of
g (pi1, γ, β) for a given value of β. We include the boundary for β = 0.75
as an example. Corresponding constraints on pi1 and γ are labeled for the
borders of the region.
the second derivative of f (pi1, γ) yields
∂2f (pi1, γ)
∂pi21
= 2γ
(
γ2 − 1) (1− 2β)2 . (7.67)
It is clear that the term (1− 2β)2 and 2γ are non-negative. Since 0 ≤ γ ≤ 1, then
(γ2 − 1) ≤ 0. Hence, the second derivative of our function is non-positive and therefore
the function is concave with respect to pi1.
Now, we have demonstrated the function is equal to zero for pi1 = pi2, and non-negative
along the rest of the boundaries. Further, by demonstrating that the function is concave
in pi1, we know the values of the function between these boundaries must also be non-
negative. Hence, the function is greater than or equal to zero for the entire feasible set of
values of pi1, pi2, and β.
For Case 2, to show that the optimal choice of qk is 2, we must show that
(1− β)2 pi21
Ppi1
+
β2pi21
1− Ppi1
≥ β
2pi21
Ppi2
+
(1− β)2 pi21
1− Ppi2
. (7.68)
We will follow the same process that was followed in Case 1 to prove this inequality.
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We begin by rearranging the inequality to
(1− β)2
Ppi1
+
β2
1− Ppi1
≥ β
2
Ppi2
+
(1− β)2
1− Ppi2
. (7.69)
Now we make common denominators:
(1− Ppi2) (1− β)2
Ppi1 (1− Ppi2)
+
Ppi2β
2
Ppi2 (1− Ppi1)
≥ (1− Ppi1) β
2
Ppi2 (1− Ppi1)
+
Ppi1 (1− β)2
Ppi1 (1− Ppi2)
. (7.70)
We can group terms to get
(1− Ppi1 − Ppi2) (1− β)2
Ppi1 (1− Ppi2)
≥ (1− Ppi1 − Ppi2) β
2
Ppi2 (1− Ppi1)
. (7.71)
For the boundary where 1 = pi1 + pi2, we note that
1 = Ppi1 + Ppi2 , (7.72)
which implies that both sides of (7.71) evaluate to 0. To evaluate along the other two
boundaries, we note that elsewhere, 1− Ppi1 − Ppi2 > 0 and we continue simplifying to get
Ppi2 (1− Ppi1)
Ppi1 (1− Ppi2)
≥ β
2
(1− β)2 , (7.73)
and finally rearranging to get
Ppi2 (1− Ppi1)−
β2
(1− β)2Ppi1 (1− Ppi2) ≥ 0 . (7.74)
We will call the left-hand side of (7.74) g (pi1, γ, β). We will demonstrate that g (pi1, γ, β)
is non-negative for the remaining two boundaries, thus proving the inequality in (7.68).
We note that we have shown the non-negativity of f (pi1, γ) over its entire domain in
Case 1. Then the boundary of g (pi1, γ, β) where β1−β = γ is f (pi1, γ) with β =
γ
1+γ
.
This boundary has therefore already been shown to be non-negative, since it is contained
in Case 1.
Therefore, we must only check the behavior along the boundary where pi2 = 1−pi1|S|−1 . As
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in Case 1, we observe: (
(1− β)2 − β2) ≥ 0 (7.75)
Ppi2 (1− Ppi2) ≥ 0 , (7.76)
which therefore imply (
(1− β)2 − β2)Ppi2 (1− Ppi2) ≥ 0 . (7.77)
We also note that since β ≤ 0.5, then 1− 2β ≥ 0. Then we may also write that
(1− β)2 Ppi2 (1− |S|pi2) (1− 2β) ≥ 0 (7.78)
and
β2 (1− Ppi2) (1− |S|pi2) (1− 2β) ≥ 0 , (7.79)
since each of the terms in these two expressions is non-negative. As before, the fact that
1 − |S|pi2 is non-negative follows from the fact that this boundary represents a regime in
which pi2 is no bigger than 1|S| . The sum is of the previous inequalities is similarly non-
negative:
(1− β)2 Ppi2 (1− |S|pi2) (1− 2β) + β2 (1− Ppi2) (1− |S|pi2) (1− 2β) ≥ 0 , (7.80)
and negating that expression flips the inequality to
− (1− β)2 Ppi2 (1− |S|pi2) (1− 2β)− β2 (1− Ppi2) (1− |S|pi2) (1− 2β) ≤ 0 . (7.81)
Combining (7.77) and (7.81), we find
(
(1− β)2 − β2)Ppi2 (1− Ppi2)
≥ − (1− β)2 Ppi2 (1− |S|pi2) (1− 2β)
− β2 (1− Ppi2) (1− |S|pi2) (1− 2β) . (7.82)
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Now we rearrange this expression as follows:
(1− β)2 Ppi2 (1− Ppi2) + (1− β)2 Ppi2 (1− |S|pi2) (1− 2β)
≥ β2Ppi2 (1− Ppi2)−
β2 (1− Ppi2) (1− |S|pi2) (1− 2β) (7.83)
(1− β)2 Ppi2 (1− Ppi2 + (1− |S|pi2) (1− 2β))
≥ β2 (Ppi2 − (1− |S|pi2) (1− 2β)) (1− Ppi2) (7.84)
Ppi2 (1− Ppi2 + (1− |S|pi2) (1− 2β))
(Ppi2 − (1− |S|pi2) (1− 2β)) (1− Ppi2)
− β
2
(1− β)2 ≥ 0 . (7.85)
By noting that pi2 = 1−pi1|S|−1 implies Ppi1 = Ppi2 − (1− |S|pi2) (1− 2β) and pi1 = 1 −
(|S|−1) pi2, we finally write (7.85) as
Ppi2 (1− Ppi1)
Ppi1 (1− Ppi2)
− β
2
(1− β)2 ≥ 0 (7.86)
and then
Ppi2 (1− Ppi1)−
β2
(1− β)2Ppi1 (1− Ppi2) ≥ 0 (7.87)
which is again (7.74). We note that the term Ppi1 (1− Ppi2) is always positive, hence the
direction of the inequality in (7.85) is always correct. This demonstrates the non-negativity
of g (pi1, γ, β) along the boundary pi2 = 1−pi1|S|−1 .
Finally, we compute the second derivative of g (pi1, γ, β)
∂2g (pi1, γ, β)
∂pi21
=
2γ (2β − 1)3
(1− β)2 . (7.88)
We know that γ ≥ 0 and (1− β)2 > 0. Further, (2β − 1) < 0, since β < 0.5, hence (7.88)
is negative, and g (pi1, γ, β) is concave in pi1. We have then demonstrated that g (pi1, γ, β)
is non-negative along its boundaries and concave in pi1, and is therefore non-negative over
its entire domain.
The proofs for Case 1 and Case 2 together show that choosing qk = 2 is always optimal
for a one-step optimization.
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Figure 7·6: Environment used in the case study. Green indicates grass-
land, blue indicates water sources, red indicates predator habitat, and brown
indicates plains.
7.3 Simulation and Results
7.3.1 Multi-Agent
To demonstrate our results from Sec. 7.2, we simulate the wildlife tracking problem intro-
duced in Chapt. 1. The environment we consider is a discrete 8× 8 grid, consisting of four
types of cells: grassland, water sources, predator habitat, and plains. The probability of the
animal staying in each of these types of cells is 0.9, 0.75, 0.1 and 0.4, respectively. That
is, the animal prefers to hide in grassland and spend time near water, while spending less
time in open areas and predator territory. If the animal does not stay in its current cell, it is
equally likely to move to any of its neighboring cells.
To validate Theorem 4 from Sec. 7.2.2, we present simulation results for m = 3 agents.
Two strategies were compared: always choose qk = {1, 2, 3} and always choose qk =
{2, 3, 4}. For each strategy, 1000 simulations were performed, with a horizon of 100 time
steps. The value of α and β was set to 0.05 for each simulation. The target location
was initialized randomly based on the steady state distribution for the target MC for each
simulation, and the initial belief was set to the steady state distribution.
Figure 7·7 shows the results comparing the two strategies, including the mean and stan-
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Figure 7·7: Multi-agent simulation results showing mean and standard er-
ror results for maximum belief from 1000 simulations with time horizon
100. Strategy qk = {1, 2, 3} (7·7a) has a higher value and higher variance
than strategy qk = {2, 3, 4} (7·7b), consistent with Theorem 4, and sug-
gesting the variance result from Theorem 5 extends to the multiple agent
case.
dard error for maxs∈S bk (s). The mean for qk = {1, 2, 3} was 0.64 compared to a mean
of 0.53 for qk = {2, 3, 4}. Although we have not proved it, omitting location 1 from qk
appears to reduce the variance in the multi-agent case. But unlike the single agent case, the
mean performance is worse when location 1 is not in qk. Nonetheless, these results suggest
that the single agent results in Theorem 5 for obtaining a lower variance estimate hold in
the multi-agent setting as well.
7.3.2 Single Agent
To validate our single agent results, simulations were performed to compare three strate-
gies: always choose qk = 1, and always choose qk = 2, and minimize the expected one-
step entropy. We include the expected one-step entropy minimization to demonstrate the
efficacy of both strategies with respect to a different choice of simple one-step strategy.
The environment and simulation parameters were the same as those presented in the single
agent case (Sec. 7.3.2).
Figure 7·8 shows the mean and standard error for maxs∈Sbk (s) for each of the three
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Figure 7·8: Single agent simulation results showing mean and standard
error results for maximum belief from 1000 simulations with time horizon
100. Strategies qk = 1 and qk = 2 perform comparably in expectation
(Figs. 7·8a&7·8b), with the latter demonstrating lower variance, consistent
with Theorem 5. Both are more computationally simple than minimizing
entropy (Fig. 7·8c).
strategies. In the mean, the performance of all three scenarios is comparable. Any small
differences in the mean performance of the qk = 1 and qk = 2 strategies are due to random
variations in the Monte Carlo simulations. However qk = 2 performs much better than qk =
1 in terms of variance, as is expected. These results suggest a much more confident estimate
of target location for strategies that result in minimum variance. Figure 7·8 suggests that
although our policy is based on a one-step optimization, it performs well over arbitrary
horizons. The mean for all three strategies was lower than the mean for any of the multi-
agent simulations. This result follows from the monotonicity of adding additional sensors
(see Theorem 1).
Chapter 8
Minimum Latency Surveillance
In this chapter, we propose a decentralized solution to minimize the time between visits to
any given region in an environment by a team of agents. We consider a team of agents each
under the same simple policy for satisfying their own TL surveillance constraints designed
to minimize time between visits to regions. The agents maintain a belief about how recently
each region has been visited, and communicate this belief to other agents they encounter in
order to improve coverage of the surveillance regions. As with many multi-agent problems,
an optimal solution to this problem appears infeasible. However, in this setting, the simple
decentralized policy is computationally efficient, while still satisfying the TL constraints.
8.1 Problem Formulation
8.1.1 Surveillance Fragment of LTL
For this problem, we use a fragment of LTL, which we call the surveillance fragment of
the following form
♦β
∧
p∈Φ♦
♦p
∧
p∈Φ♦

(
β ⇒ (βU (¬βUp)) ∧ ψO ∧ ψS ∧ ψR
)
, (8.1)
where β ∈ 2AP is a task to be performed infinitely often (e.g., visiting a base to refuel), and
Φ♦ ⊆ AP is a set of atomic propositions (or surveillance tasks) to be performed infinitely
often. The term β ⇒ (βU (¬βUp)) requires that an agent satisfying β must then satsify
each p ∈ Φ♦ before satisfying β again. The terms ψO,ψS , and ψR enforce ordering, safety,
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and reactivity constraints on Φ♦, respectively. For more details on this fragment of LTL,
the reader is directed to [Chen et al., 2012].
8.1.2 Environment Model
Suppose that a set of m agents operate in an environment that contains multiple obstacles,
a base, and multiple regions of interest. We abstract such an environment as an undirected
graph, Genv = (V,E), where V is the set of nodes representing n regions of interest as well
as the base, while E is the set of edges representing the feasible travel in one time step. An
agent on v1 ∈ V at time t can reach v2 ∈ V at t + 1, only if (v1, v2) ∈ E. Let vB denote
the base, and let vi for i = 1, . . . , n represent each of the n nodes. Fig. 8·1(a) illustrates an
example of an abstracted environment.
In this setting, each node in the graph has a time-varying value, i.e. age, which denotes
the duration of time a node is not visited by an agent. As such, the age of node vi at time t,
αti, has the following dynamics:
αti =

0 if ∃j s.t. qtj = vi,
αt−1i + 1 otherwise,
(8.2)
where qtj ∈ V is the position of agent j on the graph. Moreover, the overall situational
awareness of the environment at time t can be quantified by the summation of the node
ages
∑n
i=1 α
t
i, whose smaller values indicate more situational awareness.
8.1.3 Agent Model
Each agent j is modeled by a transition system Tj . Moreover, the agents move syn-
chronously on the graph so that any state transition occurs at the same time. The control
policy of agent j is denoted by µj , which is a sequence of states over Tj . Accordingly, if
agent j occupies the node qtj at time t, µj = (q
t+1
j , q
t+2
j . . . ) determines the target nodes
agent j needs to be in the future time steps.
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Figure 8·1: (a) The abstraction of a surveillance area as a graph Genv (the
obstacles are illustrated by the gray areas). (b) Six agents are located on the
nodes of Genv.
Each agent has a limited energy capacity, and we use τ ∗j to denote the maximum op-
eration time of agent j after it is refueled. Assuming that the travel time between any two
adjacent nodes is 1, τ ∗j ∈ N corresponds to the number of edges agent j may travel before
returning to the base for refueling. Let τ tj be the remaining travel capacity of agent j at
time t. Then, τ tj has the following dynamics:
τ tj =

τ ∗j if q
t
j = vB,
τ t−1j − 1 otherwise,
(8.3)
where vB denotes the base. In addition to limited energy, each agent has a limited com-
munication capability. We assume that an agent occupying node vi can only communicate
with another agent occupying node vj if vj ∈ Nvi . Based on the preceding assumptions,
the communication graph of the agents becomes a subgraph of Genv.
For example, six agents are located on the nodes Y = {v2, v3, v4, v8, v10, v12} of the
graph Genv in Fig. 8·1(b), where the communication graph of the agents is a subgraph of
Genv that is induced by the nodes in Y and their adjacent edges. In this setting, we assume
that agents can instantaneously share information in the connected component they belong
to. For example, the communication graph in Fig. 8·1(b) has three connected components,
i.e. {1, 2, 3}, {4}, {5, 6}.
Instead of keeping track of the true age of each node through a central authority or a
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complete communication graph, each agent maintains a local knowledge about the age of
each node based on their visits and communication with other agents. Let αtij be the age of
node i at time t according to agent j, which we call the age estimate. Then, the dynamics
of αtij is as follows:
αtij =

0 if qtj = vi,
αt−1ij + 1 otherwise.
(8.4)
αtij = min
k∈Ctj
αtik, (8.5)
where Ctj = Nqtj ∪ j is the communication set of agent j. Note that if |Ctj|≥ 2, agent j
updates its age estimates via exchanging information in its neighborhood.
Fact 1. Let αti be the true age of vi, and let αtij be the age estimate of vi according to an
arbitrary agent j. Let α0i = α
0
ij = 0 for all i, j. Then, α
t
i ≤ αtij .
8.1.4 Problem Definition
We first introduce the global optimization problem for a general multi-agent persistent
surveillance scenario.
Problem 8.1.1. (Minimize True Age) Let pi = (µ1, ..., µm) be the joint control policy for
m agents. Given a graph environment Genv with n nodes, m transition systems T1, ...,Tm,
m local LTL specifications (φj for each agent j), and a discount factor γ ∈ (0, 1), find a
control policy
pi∗ = arg min
pi
∞∑
t=1
γt
n∑
i=1
αti (8.6)
such that each φj is satisfied infinitely often.
Solving Problem 8.1.1 requires the aggregate states of each agent to calculate αti. Note
that such a solution is not scalable and practical due to the dependence on global informa-
tion and coordination. Based on Fact 1, we propose a distributed solution to Problem 8.1.1
by considering each agent’s policy independently. Accordingly, we aim to solve the fol-
lowing distributed optimization problem:
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Problem 8.1.2. (Minimize Age Estimate) Let µj be a control policy for agent j. Given a
graph environment Genv with n nodes, a transition system Tj , an LTL specification φj , and
a discount factor γ ∈ (0, 1), find a control policy
µ∗j = arg min
µ
∞∑
t=1
γt
n∑
i=1
αtij ∀j (8.7)
such that φj is satisfied infinitely often.
Note that the problem of minimizing the sum of the true ages via a team of robots
without any LTL constraints has already been considered in the literature, e.g., [Pasqualetti
et al., 2012]. In this paper, we define a notion called age estimate and use it to formulate
a distributed optimization problem. Accordingly, solving (8.7) is an approximate, but a
scalable, approach such that each agent computes its trajectory independently based on
minimizing the sum of the age estimates and satisfying its own LTL specification.
8.2 Distributed Control Synthesis under LTL Constraints
8.2.1 Design of a Receding Horizon Controller
This section presents the design of a state-feedback controller for each agent that solves
(8.7). We introduce Alg. 8 as the receding horizon controller of agent j. Alg. 8 starts
with creating a Buchi automaton Bj from the agent’s specification φj . Then, a product
automaton Pj is constructed fromBj and Tj . Each state in the product automaton sPj ∈ SPj
is labeled with its distance to acceptance, V(SPj). Moreover, we construct FP∗ ⊆ FP, which
contains the accepting states that are self-reachable through a τ ∗j -length path. Note that τ
∗
j
is the maximum movement capacity of agent j. Given the initial automaton state s0Pj , if
V(s0Pj) > τ
∗
j , then it is not possible to find a trajectory originating from s
0
Pj
and satisfying
φj in τ ∗j transitions. Thus, the algorithm returns no solution. Otherwise, at each time
t, agent j updates its age estimates via (8.5). Then, it computes the set of all feasible N -
length paths from its current state stj , which we denote ψj
(
stj, N
)
. For any qj ∈ ψj
(
stj, N
)
,
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the feasibility implies that each state in qj = (st+1j , . . . , s
t+N
j ) does not violate the energy
constraint that
V(st
′
j )) ≤ τ t
′
j . (8.8)
That is, the agent must be able to reach the base before running out of fuel. If multiple
agents plan to travel to the same node vk, the agent whose path has the lowest cost, trav-
els to vk. Then, the other agents filter the paths starting with vk from their feasible path
sets, i.e. ψj
(
stj, N
)
, and select a path with the next lowest cost by sequentially modify-
ing ψj
(
stj, N
)
. Finally, when the agent finds qj∗ = (st+1j , . . . , s
t+N
j ), it implements the
transition from stj to s
t+1
j and repeats the algorithm.
Algorithm 8 Receding Horizon Controller for Agent j
Require:A transition system Tj , specification φj , maximum operation time τ ∗j , and looka-
head horizon N
1: Construct Buchi automaton Bj from φj
2: Take product Pj of Bj and Tj
3: Compute V(sPj) for all sPj ∈ SPj
4: if V(s0Pj) > τ
∗
j then return no solution
5: else
6: α0ij ← 0 for all i = 1, . . . , n
7: for t← 0 to∞ do
8: Update αtij according to (8.4) and (8.5)
9: Compute the set of feasible paths, ψj
(
stj, N
)
10: Compute the cost of each path σ(qj) ∀qj ∈ ψj
(
stj, N
)
11: Find qj∗ via Auction(σ(qj), Ctj)
12: Implement the transition from stj to s
t+1
j on Pj and the corresponding transition
on Tj
13: Update τ tj based on (8.3)
14: t← t+ 1
In the following theorem, we present a sufficient condition that ensures the infinitely
often satisfaction of a given LTL specification. To this end, we present an upper bound for
the energy of the initial product automaton state with respect to the vehicle capacity.
Theorem 6. Given an LTL formula φj as (8.1), Alg. 8 produces an infinite trajectory satis-
fying φj if V(s0Pj) ≤ τ ∗j .
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Proof. If V(s0Pj) ≤ τ ∗j , then there exists a path (of at most τ ∗j -length) from s0Pj to the set of
self-reachable accepting states FP∗ . Moreover, the path originated from s0Pj only contains
states satisfying V(stj) ≤ τ tj ≤ τ ∗j for all t > 0 because only the paths with feasible states
are taken into account (line 10). Now, we will show that V(stj) goes to zero infinitely
often. Since τ tj is a decreasing function, (8.3), while the agent is not at the base, V(s
t
j)
will eventually go to zero in at most τ tj time steps. In particular, if the agent is patrolling
in the environment at t = t′ ≥ 0, then there always exists ki such that t′ + τ t′j ≥ ki > t′
and V(skij ) = 0 (i.e., s
ki
j ∈ FP∗). Note that ki is finite, thus the time sequence (k1, k2, . . . )
is infinite in the repeated run of Alg. 8. Hence, Alg. 8 produces an infinite trajectory
(s0Pj , s
1
j , . . . ) such that V(s
t
j) ≤ τ tj for all t ≥ 0 and V (skij ) = 0 for an infinite sequence
(k1, k2, . . . ), where ki > 0. Consequently, the resulting infinite trajectory satisfies φj .
8.2.2 Complexity
The offline computations in Alg. 8 are constructing the Buchi automaton (B) from an LTL
formula φ, generating the product automaton (T × B), and computing the energy of each
product automaton state (lines 1-3). The complexity of the offline part greatly depends on
the length of the LTL formula, i.e. |φ|, since the size of the product automaton is bounded
by |Q|×|φ|×2|φ| [Ding et al., 2014], where |Q| is the number of states in T, and |φ|×2|φ|
is the maximum number of states in B created from φ. Note that the offline part of Alg. 8
may have arbitrarily high computation cost, but it is executed only once.
Theorem 7. Given an LTL formula φj as (8.1), the number of online operations to be per-
formed by each agent via Alg. 8 scales withO(∆P(sj)N+|Cj|), where ∆P(sj) is the number
of transitions that can be taken at sj , N is the horizon length, and Cj is the communication
set.
Proof. At each time step, each agent j computes the N -length feasible paths (with the
corresponding costs) from its current product automaton state sj (lines 10-11). This process
is similar to a depth-first search so the maximum number of operations is bounded by
∆P(sj)
N . Moreover, the optimal path is found by an auction-based selection in a sequential
way so that the maximum number of decision-making amongCj is at most |Cj|. Hence, the
overall online operations performed by agent j is in the order of O(∆P(sj)N + |Cj|).
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Figure 8·2: The sum of true ages is shown in blue, while the sum of age
estimates are shown in red and yellow. The straight line indicates the steady-
state average sum of true ages. N = 3 and γ = 0.8. (a) Joint planner (true
age and age estimate overlap); (b) Planner with communication (Alg. 8); (c)
Planner without communication.
8.3 Case Study
Consider two agents that move on the graph displayed in Fig. 8·1. The agents are deployed
simultaneously from the base. The first agent must satisfy the specification
φ1 = ♦vb ∧♦v2 ∧♦v10 ∧
(
vb ⇒ vbU (¬vbUv2) ∧ (¬vbUv10)
)
, (8.9)
while the second agent must satisfy the specification
φ2 = ♦vb ∧♦v3 ∧♦v8 ∧
(
vb ⇒ vbU (¬vbUv3) ∧ (¬vbUv8)
)
. (8.10)
Note that φ1 expresses “visit the base, node 2, and node 10 infinitely often, and never return
to the base before visiting nodes 2 and 10”. φ2 has the similar structure as φ1, but the second
agent must visit nodes 3 and 8 instead of nodes 2 and 10. The maximum operation time
of both agents is 20, i.e., τ ∗1 = τ
∗
2 = 20, the planning horizon is 3, i.e., N = 3 , and the
discount factor is 0.8, i.e., γ = 0.8. The simulations were implemented in MATLAB by
using a laptop with a 2.6 GHz processor and 8 GB memory.
In order to evaluate the performance of the proposed algorithm, we compare it with
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respect to two other strategies. The first one is a joint planner that computes the feasible
paths for the two agents jointly based on the true age. This planner can also be thought of as
a centralized planner that decides on actions for both agents to globally minimize the sum
of the ages in the given horizon. The second strategy allows the agents to act independently
without any communication. In other words, this strategy is similar to Alg. 8; however, the
agents are not able to communicate with each other, i.e. Ctj = {j}, ∀j, t. In the results, we
refer to these planners as Communication (Alg. 8), Joint, and No Communication.
The instantaneous sums of the node ages for three strategies are illustrated in Fig. 8·2.
In Fig. 8·2(a), the results of the Joint planner are presented, where the true age and the age
estimates are exactly the same. In Figures 8·2(b) and (c), the results of the Communication
and No Communication strategies are presented, where the blue line corresponds to the true
age whereas the yellow and the red lines illustrate the age estimates of both agents. Also,
the straight line in all figures shows the steady-state average sum of the true ages, which can
represent the average situational awareness of the mission. In all figures, first a transient
behavior is observed, then all ages settle into a periodic steady state behavior. The results
indicate that the age estimates are closer to the true age with communication than without
communication. In Fig. 8·3(a), the discounted sum of the true ages is shown for three
strategies. As expected, the Joint planner has the lowest age sum (the highest situational
awareness); however, it has a significantly higher computational cost than the other two
strategies. Specifically, the discounted age sum via the Communication strategy is only 4%
higher than the Joint planner, but its computation time is less than half of the joint planner
as seen from Tab. 8.1. Moreover, if N is increased from 3 to 5, the computation complexity
of the Joint planner dramatically increases. Based on the results, the Alg. 8 exhibits a
sufficiently good performance with a much lower complexity as shown in Tab. 8.1. Finally,
Fig. 8·3(b) illustrates the energy function that goes to zero periodically for both agents.
This implies that agents periodically satisfy their LTL specifications. Note that the energy
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Figure 8·3: (a) The discounted sum of the true ages, N = 3 and γ = 0.8.
(b) Energy function, V(sj), of 2 agents.
functions are not strictly decreasing. The small jumps in Fig. 8·3(b) indicate that the agents
may jump the higher energy states (getting further away from the satisfaction) to minimize
the ages as long as their capacity allows it (i.e. V(stj) ≤ τ tj ).
Table 8.1: The results for 500 steps with γ = 0.8.
Planner Horizon (N) = 3 Horizon (N)= 5Comp. Time (sec) Cost Comp. Time (sec) Cost
Joint 29.07 49842 1951.08 42605
w/Comm. 13.68 51935 50.87 48331
No Comm. 8.94 54799 42.76 55502
Chapter 9
Submodularity in Information Gathering
In this chapter, we examine the problem of maximizing a submodular set function. Sub-
modular set functions comprise entropy, mutual information, and many others that are used
as objective functions in informative path planning. We propose an algorithm for finding
a path to maximize a submodular set function subject to TL constraints. Our algorithm
is based on a recursive greedy algorithm proposed in [Chekuri and Pal, 2005]. The direct
application of the algorithm proposed in that work is intractable for many problems due to
its computational complexity. Here, we present a solution that has lower complexity than
the original, while still providing an approximation guarantee. The proposed algorithm is
evaluated using time since last visit, the objective function in Chapter 8, since it is mod-
ular. Although the solution we present is for a single agent, it can be incorporated into a
multi-agent system as the receding horizon planner in Chapter 8.
Notation: Given a set A, for v ∈ A and t ∈ N, v0:t is a sequence of length t + 1 from
At+1. For two sequences χ1 ∈ At1 and χ2 ∈ At2 , we denote their concatenation as χ1∪χ2.
We denote the concatenation of k > 2 such sequences as χ1:k.
9.1 Submodular functions
In this work, we consider a global reward function f (·) : 2V → R that an agent is trying
to optimize with respect to a set V , such as mutual information, entropy, or duration of
time since last visit [Krause and Guestrin, 2012]. Such reward functions exhibit a property
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called submodularity, i.e., ∀A ⊆ B ⊆ V and v ∈ V \B:
f (A ∪ {v})− f (A) ≥ f (B ∪ {v})− f (B) . (9.1)
This property can be understood intuitively as a type of diminishing returns. More impor-
tantly, these functions have provable optimality bounds for greedy approaches [Krause and
Guestrin, 2011]. To evaluate the incremental benefit of adding some element v to a set R,
we define the residual reward function, fR (·), where
fR (v) = f (R ∪ {v})− f (R) . (9.2)
9.2 Problem Formulation
9.2.1 Agent motion model
For our problem, we consider an environment modeled as a graph G = (V,E), with V
representing a set of regions of interest and E representing the feasible travel between those
regions. The agent’s objective is to maximize a submodular reward function while moving
through its environment, without violating its TL constraints.
The motion of the agent is modeled using a deterministic transition T system whose
states are the nodes in the environment graph. At each time step, the agent selects an
action and moves in the environment. For simplicity, we assume that each action takes
one time step to complete. The methods presented in this work also extend to the case in
which the transition system is weighted, with the weights representing the relative travel
time or cost for the different transitions. Such weights are omitted in order to keep the
exposition and notation as simple as possible. Thus, the agent’s movement through the
environment via a set of actions a1, a2 . . . an ∈ Actn corresponds to a sequence of states
v0, v1, v2, . . . vn ∈ V n+1.
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9.2.2 Problem statement
For a specificaton φ over V , we assume a deadline on satisfaction B, which corresponds to
an energy budget for the agent’s motion. That is, the agent may take B transitions to satisfy
φ1. The specification is given over the set of nodes in the environment V , including the
base vb ∈ V , at which the agent starts and finishes each tour of the environment. Thus, the
specification enforces an ordering over a subset of nodes in V , while the agent is permitted
to visit the other nodes regardless of order.
Problem 9.2.1. Given an environment graph G = (V,E), an agent operating in G and
modeled as a transition system T = (V, v0, Act,∆), a specification φ over V , a budget B
on satisfaction of φ, and a submodular reward function f : 2V → R, find a sequence of
agent states v0:B that solves the following optimization problem:
max
v0:B
f
(
v0:B
)
(9.3)
and satisfies specification φ.
Example 9.2.1. Consider the environment in Fig. 9·1, which is abstracted as a graph. An
agent begins at a base located at vb and must visit nodes v3 and v4 before returning to the
base. Then its specification φ is written
♦v3 ∧ ♦v4 ∧ ♦vb ∧ (vb =⇒ vbU (¬vbUv3)) ∧ (vb =⇒ vbU (¬vbUv4)) . (9.4)
If its budget B were 8 time units, the agent can take 8 transitions while trying to ensure that
φ is satisfied and f
(
v0:B
)
is maximized. One f (·) of interest could be time since last visit,
which is a modular function2. The time since the agent’s last visit to node i as of time t is
written αti, and it evolves according to (8.2). The objective function then becomes
f
(
v0:B
)
= −
B∑
t=1
|V |∑
i=1
αti , (9.5)
a modular function that we wish to maximize. The residual reward with respect to no
1For a weighted transition system, this requirement corresponds to the sum of the weights of a path being
less than or equal to B.
2This function can be formulated as a linear function over a set of states (see [Aksaray et al., 2015]),
which is type of modular function [Krause and Golovin, 2014]
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Figure 9·1: Example environment abstracted as a graph. Obstacles are
indicated in gray.
surveillance is
fR
(
v0:B
)
= f
(∅ ∪ v0:B)− f (∅) , (9.6)
where f (·) is given by (9.5). It is (9.6) that our algorithm will use in its maximization.
This function quantifies the improvement in (9.5) that a path yields in comparison to no
surveillance.
9.3 Solution
9.3.1 Solution overview
The solution we propose is inspired by the algorithm in Meliou et al. [Meliou et al., 2007],
which builds on work by Chekuri and Pal [Chekuri and Pal, 2005]. In general, planning
under TL constraints uses graph algorithms on the product of the automaton A and the
transition system T, which has |Q||SA| nodes. Rather than planning over a product of A
and T, we plan over a subset of T by looking at the appropriate edges in A, reducing the
complexity of our proposed solution. In [Meliou et al., 2007], the authors presented a
nonmyopic solution to a persistent mission on an environment graph. They searched for a
solution over multiple tours on an environment graph, thereby creating a larger graph out
of multiple copies of the environment graph. We use a similar approach, but rather than
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copying the environment graph, we examine reachable states in T in a product automaton
that corresponds to the same state in the FSA A. Thus, rather than searching over multiple
tours, we search over the edges of A.
Assumption 1. We assume the following about the FSA A:
• A is deterministic;
• A is acyclic (except for self-loops for individual states);
• transitions between states in A have only one label from Σ.
Planning over the edges of A is possible because of Assumption 1, because it allows us
to enforce forward progress in A, as we explain below. Since our TL formula is given over
the nodes in the environment graph, and because the edges in A are labeled with precisely
one node in the environment graph, we know that the transitions in A are uniquely defined
by a node in T (Sec. 9.2.1). This allows us to consider a subgraph of T located at each node
in A, with transitions to other nodes in A occurring for visiting specific nodes in T. Our
planning takes place in these subgraphs of T, using the algorithm from [Chekuri and Pal,
2005].
Our solution also makes use of the fact that greedy approximations have provable
bounds to allow us to perform a forward search type of dynamic program along the edges of
A. This approach allow us to calculate a theoretical bound for our solution (see Sec. 9.3.6).
We provide a simple example below to illustrate the main idea of our algorithm.
Example 9.3.1. Consider an agent operating on the graph environment in Fig. 9·2b. Let
the agent’s specification be
♦a ∧ ♦b , (9.7)
which corresponds to “visit nodes a and b.” The specification is encoded in the FSA A
(Fig. 9·2a). For example, traversing the edge shown in blue in Fig. 9·2a corresponds to
traveling from vb to the node labeled a and hence, planning on the subset of T shown in
Fig. 9·2c. Likewise, traversing the red edge in Fig. 9·2a corresponds to finding a path from
vb to the node labeled b in Fig. 9·2d. In this way, we can repeatedly call the recursive
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(a) (b)
(c) (d)
Figure 9·2: 9·2a FSA A encoding ♦a∧♦b; 9·2b simple labeled TS T; 9·2c
subset of T corresponding to taking edge with label a (in blue) from the in
state in A; 9·2d subset of T corrseponding to taking edge with label b (in
red) from the in state in A. Each time the recursive greedy algorithm is
called, it operates a subset of T such as those in 9·2c or 9·2d.
planner of Chekuri and Pal [Chekuri and Pal, 2005] on the subsets of T, like those in
Figs. 9·2c and 9·2d, instead of using it on the product of A and T.
9.3.2 Construction of product automaton
Although we plan over the subsets of T, the first step in our solution is the construction
of a product automaton for the agent. This allows us to determine which subsets of T are
relevant for each edge in the FSA A. Given a specification φ, we construct an FSA A, and
construct its product P with the TS T.
After constructing the product automaton, we compute the distance to satisfaction
V (s) [Ding et al., 2014] for all nodes s ∈ SP. This distance is equal to the shortest path
d (s, s′) for s′ ∈ FP through the product automaton. Computing V (·) for all nodes allows
us to keep track of the necessary budget to complete the mission specified by φ.
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9.3.3 Main algorithm
We now introduce the main algorithm for optimizing a submodular reward function
(Alg. 9), which we call the Single Agent Constrained Path Planner (SACPP). This algo-
rithm proceeds from the initial node of the FSA and uses the recursive greedy algorithm of
Chekuri and Pal [Chekuri and Pal, 2005] to traverse each edge in the FSA, checking among
feasible budgets. When two or more paths converge, the path with higher reward per unit
budget expended is chosen.
In lines 1-11, the algorithm is initialized. During those steps, the product automaton is
constructed and pruned, and the distance to acceptance is computed for each state in the
product. If the distance to acceptance from the initial state is greater than the allotted budget
B, there is no solution. Otherwise, a copy of the states in A is created, called ToCheck,
that keeps track of states in the FSA that have not been checked. Likewise, a set called
Next is initialized to contain node s0A, the initial FSA state. Finally, three sets are built,
B (s), fR (s), and R (s). For each node s ∈ SA, these sets store information for each node
in the FSA that the algorithm visits, namely the budget expended to reach that node, the
reward collected to reach it, and the path taken to get there, respectively.
The main while loop (lines 12-45) executes until entries inB (s), fR (s), andR (s) have
been computed for all s ∈ SA, at which point, the path with maximum reward among all
paths reaching an accepting state is returned. The loop executes by creating the set of nodes
current from the previously constructed set Next, and removing those same nodes added
to current from the set to be checked (lines 13-15). For each node in s ∈ current, all
possible transitions are checked by iterating over all symbols in Σ (line 16). If a transition
to a state s′ is possible, since transitions in the FSA correspond to visiting one and only one
state in T, the corresponding product states sP and s′P are known (17-20). The minimum
feasible budget bMin is V (sP) − V (s′P) while the maximum feasible budget bMax is
the difference between the total budget B and B (s) (the budget expended to reach s and
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therefore to reach sP) and V (s′P) (lines 21-22).
For each edge in the automaton A, we find the range of feasible budgets
b ∈ [bMin, bMax] that can be subtracted from the overall budget B in order to traverse
that edge. Each call to the recursive planner builds a listM of paths for each corresponding
feasible budget b. The parameter corresponding to the depth of the recursion, iter, is set to
d1 + log be (line 24) to maintain our performance guarantee (see Sec. 9.3.6). If s′ is not an
accepting state (i.e., q /∈ FA), the path that has the maximum ratio of reward to budget is
chosen (line 29). The path yielding the maximum reward is not chosen because the reward
functions under consideration are monotonic, so the maximum reward path would almost
certainly expend the entire feasible budget, potentially yielding less optimal results for the
other edges to be checked3. If, however, s′ ∈ FA, the path with maximum reward is chosen,
since there are no further edges in the FSA to check (line 27)4.
If q′ has not already been visited by the algorithm, then the budget, reward and path
chosen in line 27 or 29 is added to B (s′), fR (s′), and R (s′), respectively (lines 30-32). If
s′ has already been visited, then the path with higher value of fR (s′) is chosen if s′ ∈ FA
(lines 33-35), otherwise the path with the higher value of fR(s
′)
B(s′) is chosen (lines 37-38).
Finally, if all incoming edges to s′ have been checked, it is added to Next, the set of nodes
to check for the next iteration of the while loop.
9.3.4 Recursive Planner
The recursive planner is presented in Alg. 10. It is based on the recursive greedy algorithm
in [Chekuri and Pal, 2005]. For considerations of length, we curtail our discussion of this
algorithm to the difference from their algorithm. The original paper [Chekuri and Pal,
2005] should be consulted for further details. The main difference is that we prune the set
of states we are considering as candidates for our path. The set cands (line 6 in Alg. 10)
3The choice to use the path with the best ratio instead of best absolute cost is not necessary for our
algorithm’s theoretical performance, but improves results in practice.
4Note that the path χ is a sequence of b+ 1 states using budget b.
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Algorithm 9 Single Agent Constrained Path Planner.
1: function SAPP
Require: T, A, B
2: Construct product automaton P = T × A, compute distance to acceptance
V (s)∀s ∈ SP, and prune unreachable states from P;
3: if D (s0) > B then return no solution;
4: ToCheck ← Q;
5: Next← s0A;
6: B (s0A)← 0; . used budget
7: stateV (s0A)← v0; . initial state
8: fR (s
0
A)← 0; . collected reward
9: R (s0A)← ∅; . for residual reward calculation
10: while ToCheck is not empty do
11: current← Next;
12: ToCheck ← ToCheck \Next;
13: Next← ∅;
14: for s, σ ∈ current× Σ do
15: s′ ← ∆A (s, σ);
16: sP ← {(s, stateV (s))};
17: stateV (s′)← σ;
18: s′P ← {(s′, stateV (s′))};
19: bMin← V (sP)− V (s′P);
20: bMax←≤ B−B (s)− V (s′P);
21: for bMin ≤ b ≤ bMax do
22: iter = d1 + log be;
23: M (s′, b)← RP (sP, s′P, b,R (s) , iter,P);
24: if s′ ∈ FA then
25: χ← arg max {fR (m) |m ∈M};
26: else
27: χ← arg max {fR (m) /b (m) |m ∈M};
28: if B (s′) is empty then
29: Update B (s′), fR (s′), R (s′);
30: else if s′ ∈ FA then
31: if fR (s′) < fR (R (s) ∪ χ) then
32: Update B (s′), fR (s′), R (s′);
33: else if fR(s
′)
B(s′) <
fR(R(s)∪χ)
B(s)∪c(χ) then
34: Update B (s′), fR (s′), R (sq′);
35: if All incoming edges for s′ have been checked then
36: Next← Next ∪ s′;
return arg maxq∈FA fR (R (s));
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contains our initial and final nodes siP and s
j
P, as well as any nodes that share the same
automaton state as siP. Intuitively, this is the subgraph of P corresponding to one state in
FSA A. Note that it is, at largest, a copy of the entire graph of T. Thus, our planning is at
most carried out over T, rather than over the entire product automaton.
Algorithm 10 Single Agent Recursive Planner. Used for planning portion of Alg. 9.
Adapted from Chekuri and Pal [Chekuri and Pal, 2005].
1: function RP
Require: siP, s
j
P, b, R, iter, P
Ensure: path
2: if d
(
siP, s
j
P
)
> b then return no solution;
3: path← greedyPath (siP, sjP);
4: Base case: iter = 0 return path;
5: cands← {{siP, sjP} ∪ {skP = (vk, sk)} |sk = si};
6: for skP ∈ cands do
7: for 1 ≤ b1 ≤ b do
8: path1 ← RR
(
siP, s
k
P, b1,R, iter − 1
)
;
9: b2 ← b− b1;
10: R2 ← R ∪ path1;
11: path2 ← RR
(
skP, s
j
P, b2,R2, iter − 1
)
;
12: if fR (path1 ∪ path2) > fR (path) then
13: path← path1 ∪ path2;
return path
9.3.5 Complexity
The initial solution in [Chekuri and Pal, 2005], a recursive greedy algorithm we will re-
fer to as RG, had a complexity of O
(
(nB)logn
)
, and the nonmyopic solution presented
in [Meliou et al., 2007] had complexity of O
(
B2T (nB)logn
)
, where n is the number of
nodes in the environment graph, T is the number of tours (i.e., copies of the environment
graph), and B is the overall budget for the set of tours. Our proposed solution has com-
plexity of O
(
B|Σ||SA|(|V |B)log|V |
)
, where Σ is the input to the FSA and SA are the states
of the FSA. To compare this complexity with that of [Chekuri and Pal, 2005] and [Meliou
et al., 2007], it should be noted that |V |= n. In our algorithm, the RG algorithm is called
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at most for each element of SA, each element of Σ, and a budget from 1 to B, hence our
complexity is the complexity of RG multiplied by B|Σ||SA|. If we were to use RG over
the entire product automaton, the complexity would instead be O
(
(B|V ||SA|)(log|V ||SA|)
)
.
Thus, the exponent in our complexity is reduced by a factor of log|SA|.
9.3.6 Optimality
To present the theoretical bound of our approach with respect to the optimal solution, we
must first introduce Lemma 8, which gives us an approximation guarantee on Alg. 10.
Lemma 8. [Chekuri and Pal, 2005] Given a pair of initial and final nodes (s0, sf ) in a
graph, a search depth iter, a set R for computing the residual reward, and a budget B,
let χ∗ be the optimal path between s0 and sf with a length of at most B. Let χ be a B-
length path between s0 and sf returned by Alg. 10. If iter ≥ d1 + logBe, then fR (χ) ≥
1
d1+logBefR (χ∗).
Lemma 8 follows directly from Lemma 3.2 in [Chekuri and Pal, 2005]. This lemma
will allow us to prove our result below in Theorem 9, since we call Alg. 10 in Alg. 9 to
compute our overall solution.
Theorem 9. Let χ1:k be a path consisting of sub-paths χ1, . . . , χk returned by Alg. 9, con-
sisting of k edges inA, and returning reward fR (χ1:k). Let fR (χ∗1:k) be the optimal reward
for traversing the same k edges. Denote the depth of the recursion for the kth call to Alg. 10
as iterk. Then if iterk ≥ d1 + logBke,
fR (χ1:k) ≥ d1 + logBked2 + logBke min
(
β1:k−1,
1
d1 + logBke
)
fR (χ
∗
1:k) , (9.8)
where β1:k−1 is the approximation guarantee for the first k − 1 edges in A and Bk is the
budget allocated for traversing the kth edge.
Proof. Given a budget B1, let χ1 be the path returned by Alg. 9. Assume that iter1 ≥
d1 + B1e. In light of Lemma 8,
fR (χ1) ≥ 1d1 + logB1efR (χ
∗
1) , (9.9)
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where χ∗1 is the optimal path for the same starting and ending nodes as χ1. Likewise, we
can say that
fR′ (χ2) ≥ 1d1 + logB2efR
′ (χ∗2) , (9.10)
where R′ = R ∪ χ1, and χ∗2 is the optimal path for the same starting and ending nodes as
χ2, if iter2 > d1 + logB2e.
The remainder of our proof follows the same structure as the proof Lemma 3.2
in [Chekuri and Pal, 2005]. We will denote χ1 ∪ χ2 as χ1:2 and χ∗1 ∪ χ∗2 as χ∗1:2. Start-
ing from (9.10), we write
fR′ (χ2) ≥ 1d1 + logB2e (fR (χ
∗
2 ∪ χ1)− fR (χ1)) (9.11)
≥ 1d1 + logB2e (fR (χ
∗
2)− fR (χ1 ∪ χ2)) , (9.12)
where the first inequality follows from the definition of fR′ (χ∗2), and the second inequality
follows from monotonicity of f . Then we can add (9.9) and (9.12) to get
fR (χ1:2) ≥ 1d1 + logB1efR (χ
∗
1)
+
1
d1 + logB2e (fR (χ
∗
2)− fR (χ1:2)) ,
(9.13)
which, by rearranging terms, becomes
fR (χ1:2) ≥
d1 + logB2e
d2 + logB2e
(
1
d1 + logB1efR (χ
∗
1) +
1
d1 + logB2efR (χ
∗
2)
)
.
(9.14)
Finally, if we let 1
α12
denote min
(
1
d1+logB1e ,
1
d1+logB2e
)
we get the result
fR (χ1:2) ≥ d1 + logB2ed2 + logB2e
(
1
α12
fR (χ
∗
1:2)
)
. (9.15)
Following this same process recursively, for k copies of the recursive greedy algorithm,
we find the bound
fR (χ1:k) ≥ d1 + logBked2 + logBke min
(
β1:k−1,
1
d1 + logBke
)
fR (χ
∗
1:k) , (9.16)
158
where χ1:k is the path from the initial to the kth node in the FSA, χ∗1:k is the optimal such
path, and β1:k−1 is the optimality bound at iteration k − 1.
Theorem 9 provides a lower bound on the performance of Alg. 9. More specifically,
it gives a guarantee on the performance for choosing the same path through A, using the
same budget allocation for each segment of the path. Note, this guarantee is not relative to
the global optimal, but the optimal for the same choice of edges and budgets for travers-
ing FSA A. This is because we concatenate sequences that are themselves approximate
optimal solutions between two nodes. The concatenation of these sequences introduces an
additional sub-optimality that we quantify with Theorem 9.
Remark 5. The approximation guarantee in Theorem 9 depends on the fact that for the kth
call to Alg. 10, iterk ≥ d1 + Bke. In Alg. 9, iter is specified in line 24 as exactly d1 + B1e.
This flexible assignment of iter results in a significant speed-up of the algorithm, without
sacrificing the performance bound. Alternately, the user could specify a fixed value of iter
to be used at every call to Alg. 10, which could be used to improve performance, at the cost
of of computational speed.
9.4 Simulation and Results
To investigate the efficacy of our results, we ran simulations for minimizing the duration
of time since last visit, given by (9.5). We considered a transition system T consisting of 9
nodes (Fig. 9·3). The agent began at the base vb with a budget B = 8. The mission φ was
specified by (9.4), which is “eventually visit nodes v3, v4, and vb, and don’t return to vb until
visiting v3 and v4”. The FSA encoding (9.4) contained 5 nodes. After pruning unreachable
states, the resulting product automaton consisted of 33 nodes.
The results of two case studies are summarized in Table 9.1. In the first case study,
we considered the problem with the TL constraints mentioned above. We used Alg. 9,
which terminated in about 30 seconds and returned a total residual reward of 88. Recall
that the residual reward (9.6) is the improvement in the reward function (9.5) with respect
to evaluating it for the empty set.
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Figure 9·3: TS used for simulation.
The budget B was split into three budgets B1, B2, and B3 since two intermediate nodes
v3 and v4 need to be visited before visiting vb. For example, one way of splitting the budget
is allocating B1 for the sub-path from vb to v3, B2 for the sub-path from v3 to v4, and B3 for
v4 to vb. This case study results in a performance guarantee of fR (χ1:3) ≥ 14fR (χ∗1:3).
In the second case study, we considered the problem without the TL constraints. In
other words, we considered the same transition system for the agent, and only required it
to start at the base and return to the base. Note that this case is expected to result in a
better reward than the previous case with TL constraints (since Alg. 9 conducts a seach
over a restricted set of paths, which may eliminate the ones with higher rewards). We ran
the RG algorithm [Chekuri and Pal, 2005], which terminated in approximately 42 minutes
and returned a total residual reward of 92. In this case, the approximation guarantee was
obtained as fR (χ) ≥ 14fR (χ∗).
Further, running the RG algorithm on the complete product automaton would be com-
putationally prohibitive, hence our comparison of the RG algorithm in the absence of TL
constraints.
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Alg. 9 (with TL constraint) RG [Chekuri and Pal, 2005]
(without TL constraint)
Run time (s) ∼30 ∼2500
Residual reward fR 88 92
Fraction of optimal 1
4
1
4
Table 9.1: Summary of simulation results.
Chapter 10
Conclusion
In this thesis, we presented techniques for implementing persistent, high-level behaviors in
multi-agent autonomous systems. These systems present numerous technical challenges,
but chief among them is tractability. The complexity of finding solutions that satisfy high-
level missions specified using LTL formulas is augmented by the exponential increase in
state, action, and observation spaces that results with each additional agent. There were two
main problem classes in this thesis. First, we considered the class of problems in which
correctness constraints were present as TL formulas, including missions with resource con-
straints, noisy localization, and an adversary with unknown dynamics. The second class
of problems we considered included correctness constraints as well as optimality criteria
in the form of information gathering tasks. The specific problems addressed in this sec-
ond class were target tracking, optimal search in discrete belief space, minimum latency
surveillance, and submodular function maximization.
In Chapter 3 we presented a method for automatic control policy synthesis and vehicle
deployment for a persistent surveillance mission for agents with charging constraints. The
implementation of the persistent surveillance framework required three systems to be inte-
grated together: a BLTL control synthesis algorithm, a vector field generation algorithm,
and a quadrotor differential flatness controller. Because a conservative approach was used,
such as using upper bounds on travel time rather than expected travel time, the system met
the specifications reliably and predictably.
Our method easily and effectively accommodates rapid experimentation for different
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mission specifications, environments, or numbers of vehicles. By using the environment
partition and transition system generation with time bounds, minimal human input is re-
quired to execute such missions. That is, if the user specifies a surveillance mission as
well as the locations of regions of interest, charging stations, and vehicles, execution of the
mission requires no further human intervention. Further, the inclusion of charging stations,
whose performance can be modeled using automata, allows us to extend the feasible hori-
zon of such missions. With an appropriate number of vehicles, the charging stations should
also accommodate perpetual surveillance missions.
These experiments establish a framework that can be extended to a variety of future
work. Our deterministic model of battery life is limited and one future research direction
involves robust mission planning with a stochastic battery model. We are particularly in-
terested in conducting experiments involving missions that require multiple vehicles to be
airborne simultaneously. Such missions would involve more complex distributed tasks,
such as simultaneously servicing several sites, or distributing tasks among subgroups of
agents. Along those lines, we are also interested in extending this work to longer mis-
sion horizons with the use more vehicles, especially perpetual flight with at least one agent
airborne at all times.
In Chapter 4 we presented a sampling-based algorithm that generates feedback policies
for stochastic systems with temporal and uncertainty constraints. The desired behavior of
the system is specified using Gaussian Distribution Temporal Logic such that the generated
policy satisfies the task specification with maximum probability. The proposed algorithm
generates a transition system in the belief space of the system. A key step towards the
scalability of the automata-based methods employed in the solution was breaking the curse
of history for POMDPs. Local feedback controllers that drive the system within belief sets
were employed to achieve history independence for paths in the transition system. Also
contributing to the scalability of our solution is a construction procedure for an annotated
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product Markov Decision Process called GDTL-FIRM, where each transition is associated
with a “failure probability”. GDTL-FIRM captures both satisfaction and the stochastic
behavior of the system. Switching feedback policies were computed over the product MDP.
Lastly, we showed the performance of the computed policies in experimental trials with a
ground robot tracked via camera network. The case study shows that properties specifying
the temporal and stochastic behavior of systems can be expressed using GDTL and our
algorithm is able to compute control policies that satisfy the specification with a given
probability.
The main experimental insight gained from this work is how to feasibly break the de-
pendence on external positioning information while controlling robots under TL specifica-
tions. Specifically, we are interested in studying the satisfaction of GDTL specifications by
(ground) robots operating under uncertainty. Encoding specifications with GDTL is advan-
tageous because it defines performance goals for the uncertainty of the system, allowing
us to complete high-level missions under noisy measurements. This work also gives in-
sight into the formulation of a mobile vision-based sensing method for control under TL
specifications.
Another technical insight stems from the effects of using off-the-shelf equipment in this
framework since airborne cameras are a cheap, light weight sensor solution that allow for
high fidelity 3D pose estimation. We show that inexpensive and widely available ground
and aerial robots can be used to perform complex missions with TL and uncertainty con-
straints, therefore adding flexibility in future applications. Moreover, we consider a simple
dynamic sensor that is far more reconfigurable than a fixed-camera network alternative.
The experimental setup for vision-based control with aerial vehicles also provided valu-
able experimental insight. The lighting conditions of the flying space proved to be critical
and had to be carefully modified to reduce glare from the reflective vinyl banner material.
The oblique angle of the quadrotor’s onboard camera also complicated the control strate-
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gies since we could not rely on the standard down-ward facing camera assumptions. Lastly,
this vision-based technique does encounter pose estimation innacuracies when the quadro-
tor cameras have very poor resolution compared to the map. Further, the entire pipeline
depends on the success of feature matching that encounters problems at drastic resolution
differences. However, these experiments show that our framework is well suited for remote
outdoor scenarios where aerial vehicles or satellite imagery could serve as the map and
only camera-outfitted aerial vehicles are required for localization.
In Chapter 5 we demonstrated that provably correct symbolic control synthesis can
be feasible even in cases where a system interacts with an unknown, but rule-governed
adversary. We model the system and adversary as deterministic transition systems, and
incrementally construct a model for the unknown adversary dynamics by observing its
motion. Standard model checking tools are used for control synthesis, based on an evolving
hypothesis about the adversary’s dynamics—the best hypothesis that can be formulated
based on specific prior knowledge about the class of models the adversary model can belong
to, and available data. The model converges to the true dynamics in the limit, once enough
adversary behavior has been observed, in which case control policies become as effective
as those constructed with full knowledge of the adversary dynamics. We demonstrate this
idea with a small-scale example in which the adversary dynamics are captured by Strictly
k-Piecewise languages. This class of languages is merely one of a very rich family of
formal (subregular) language classes that can be treated within this framework [Rogers
et al., 2013]. Additional learning results along these lines are available in the context of
grammatical inference [de la Higuera, 2010].
The work presented in Chapter 6 expanded on previous work in single agent informa-
tive path planning for target tracking under temporal logic constraints. We presented a
novel method for distributing tasks among groups of agents with a restrictive communica-
tion model and gave a framework for incorporating these methods into a single, flexible
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algorithm. While connectivity is not necessarily maintained during the entire mission, our
formulation permits some global coordination by dividing the team into sub-teams that act
independently. We consider a team of heterogeneous agents with homogeneous sensing,
but heterogeneous sensing capabilities easily fit into our methodology. We plan to extend
this work to a persistent monitoring setting, in which team behavior can be optimized over
an infinite horizon. Other future areas for future work are methods of data fusion without
requiring sharing of individual measurements and operation in unknown topology.
Chapter 7 was concerned with optimal one-step policies for tracking a target with a
noisy binary sensor. It might seem counter-intuitive that it is best to look in the second most
likely place for a single agent, but this is indeed the best strategy, as is clearly demonstrated
in our simulation results. This result stems from the fact that a negative measurement for
the target in the second most likely location makes the most likely location more likely,
while a positive measurement in that location results in most of the mass of the belief
pmf being moved to that location. In contrast, looking in the most likely location and
getting a negative measurement results in a more uniform belief pmf, while a positive
measurement produces largely the same result as it would when looking in the second most
likely location.
The results of this work demonstrate that we have found an effective, computationally
efficient method for tracking a moving target with high confidence. There is great opportu-
nity for future work in this area. For example, considering scenarios with multiple targets as
well as motion constraints on the searcher are natural extensions of this problem. Further,
looking at variations in false alarm and missed detection rates may yield different poli-
cies. Likewise, restrictions on the types of target motion and environment topology may
allow even simpler policies to be found, as in the special case for searching on a grid. The
great variety of potential applications for such work suggests that pursuing these research
avenues will prove worthwhile.
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We considered a multi-agent persistent surveillance problem, where agents walk on a
graph to minimize the sum of the node ages while satisfying their own LTL specifications
in Chapter 8. Instead of planing the joint team trajectories by minimizing the sum of the
true ages, we defined an objective function based on the age estimates, which enabled to
design a receding horizon controller to plan each agent’s trajectory independently by using
only local information. We used an automata-theoretic approach to show that any trajectory
resulting from the proposed controller satisfies the corresponding LTL specification. We
also showed by simulations that the proposed controller performs sufficiently good with a
low computational complexity.
In Chapter 9 we considered an agent moving in a discretized environment to maximize
a submodular reward function while satisfying temporal logic constraints. The main con-
tribution of this paper was extending the recursive-greedy algorithm proposed in [Chekuri
and Pal, 2005] for cases involving complex mission specifications expressed as tempo-
ral logics. Typically, the problems containing temporal logics are tackled by constructing
the product automaton, which is the product of the transition system (i.e., motion model)
and the automaton corresponding to the desired specification. Using existing methods for
maximizing submodular functions in conjunction with planning on the product automaton
would be computationally infeasible. As opposed to adopting the standard approach of
solving over the entire product automaton, we proposed a solution that is conducted over
a portion of the transition system with the relevant edges in the automaton. The proposed
approach exhibits a significantly lower complexity than a solution obtained by considering
the overall product automaton. We also presented a theoerical bound regarding the perfor-
mance of the algorithm and illustrated the proposed approach via simulations. As future
work, we plan to extend these results for multi-agent systems and to relax the requirements
of Assumption 1.
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