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Abstract 
Tip60 is a histone acetyltransferase that has recently been shown to play a significant 
role in various neuronal functions of Drosophila, including synaptic plasticity and 
axonogenesis, as well as the pathophysiology of Alzheimer’s disease (AD) in the fly 
brain. However, the mechanisms by which Tip60 affects these processes remain poorly 
understood. Due to a lack of a DNA-binding motif in the Tip60 protein structure, it is 
hypothesized that Tip60 is recruited to particular neuronal genes by one or more putative 
DNA-binding proteins, and consequently acetylates nearby histone tails to facilitate 
transcription of those genes. In order to identify these potential binding partners of 
Tip60, an in-depth bioinformatic analysis was performed using data from Drosophila 
Tip60 ChIP-Seq experiment, which provides a genome-wide occupancy profile for 
Tip60. Tip60-target regions were analyzed for the presence of genes, DNA-binding 
motifs and other structural features, in order to shed light on the mechanism of Tip60-
dependent regulation of neuronal gene expression in the fly. Results show that Tip60-
target genes are enriched for neuronal functions, and several candidate transcription 
factors, identified by various methods, represent possible binding-partners for Tip60 in a 
neuronal functional context. This project will allow for a better understanding of the 
cellular mechanisms of epigenetic regulations as a whole, as well as the mechanisms of 
action of various cognitive and neurodegenerative diseases such as AD. 
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1. Introduction 
Although the evolutionary divergence between flies and humans occurred 
approximately 700 million years ago [1], the major molecular pathways governing the 
development of a complex animal have been highly conserved in these two species, and 
include pathways involved in cell proliferation and differentiation, organogenesis and 
neural development [2]. The fact that disruption in these pathways in either vertebrates or 
invertebrates often leads to similar observed defects, has allowed D. melanogaster to be 
used as a model organism in the study of numerous human pathologies [3,4], and the 
molecular pathways underlying normal biological processes [5]. D. melanogaster as a 
model organism, has been particularly useful in studying neurological pathways and 
disorders [2,5]. For example, a Drosophila model developed for Alzheimer’s disease 
(AD) shows the same phenotypic effects observed in human patients, such as 
accumulation of β-amyloid (Aβ) plaques in the brain and decreased cognitive functions 
related to learning and memory [6]. 
Recently, the molecular pathways underlying cognitive processes and their 
regulation have been investigated using the paradigm of epigenetics - the mechanism for 
maintaining and regulating gene expression via physical modifications to DNA or its 
associated proteins [7]. Consequently, several epigenetic processes have been shown to 
play key roles in processes related to cognitive function such as memory formation, 
synaptic plasticity, and circadian rhythm [7, 8]. Furthermore, several aspects of cognitive 
dysfunction accompanying many neurodegenerative disorders appear to result from 
disruption of epigenetic mechanisms in the central nervous system (CNS) that are 
required for normal cognition [7, 8]. The histone acetyltransferase (HAT) Tip60 protein 
is thought to epigenetically regulate genes enriched for neuronal function and was 
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recently implicated in AD through its interaction with the amyloid precursor protein 
(APP) [6]. Thus, understanding the molecular mechanisms of Tip60 activity in the CNS 
would promote a better understanding of the epigenetic processes involved in normal 
human cognitive processes, as well as in those underlying cognitive disorders and 
neurodegenerative diseases.  
2. Background 
2.1 Epigenetics and the Histone Code 
Within the cell, DNA is packaged into a structure known as chromatin. The basic 
chromatin unit is the nucleosome, comprising an octamer of four core histones (H3, H4, 
H2A, and H2B), around which are wrapped 147 base pairs of DNA [9, 10]. The core 
histones have a globular structure with their N-terminal ‘‘tails” unstructured [2,4,5,10].   
Histone-tail amino-acid residues can be modified in a variety of ways which have 
significant effects on the functional properties of the histones [9,11]. Most importantly, 
these modifications affect the accessibility of transcriptional machinery to nearby regions 
of the DNA. The best studied forms of histone tail modifications include small covalent 
modifications such as acetylation, methylation, and phosphorylation.  
Early research relied on the assumption that these modifications were stable and 
irreversible [11,12]. Under this model, a methylated residue on a particular histone for 
example, would unequivocally cause transcriptional repression of the coding regions 
around that point. However, the increasing interest in- and implication of epigenetic 
mechanisms as the cause of various diseases, has led to a better understanding of these 
mechanisms, and the development of the much more dynamic view of histone 
modification processes [13]. Using the previous example under the prism of currently 
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accepted dynamic theories, a methylated residue of a particular histone could mean either 
transcriptional repression or activation, depending on a vast array of factors such as the 
cellular context (cell type, cell-cycle stage, etc.) and the other modifications that may or 
may not be present on the same histone tail and/or on proximal histone tails within the 
same nucleosome.  
Thus, current theories suggest that: 
1. Distinct modifications of histone-tail residues would produce different affinities 
for interaction with various chromatin-associated proteins. 
2. Modifications of residues on the same histone or on different histone tails within a 
nucleosome may be interdependent and produce functionally distinct combinations or 
patterns [13]. 
This combinatorial nature of histone N-terminal modifications is what constitutes 
the concept of the "histone code", developed by Jenuwein and Allis [11], which states 
that different histone modification patterns lead to distinct outcomes, and based on the 
manner in which the histone code is read, may, for example, lead to gene expression or to 
gene silencing [11]. 
2.1.2 Writing and Reading the Histone Code 
The dynamic properties of the histone code were demonstrated by the discovery 
of various enzymes capable of imparting and deleting various amino-terminal 
modifications [11]. These enzymes are highly specific for certain amino acid positions, 
and can be grouped into two broad categories of “writers” and “deleters”, with several 
sub-categories for each type of modification (i.e. methylation, acetylation, 
phosphorylation, etc.) [11]. For example, among the “writers” are those enzymes that 
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acetylate specific lysine residues, such as HAT1 and Tip60, while among the “deleters” 
are such enzymes as the SIRT1/2 histone deacetylase (HDAC) and the JMJD family of 
histone demethylases, that remove acetylation and methylation marks, respectively 
[9,11,14].   
In addition, a separate (though somewhat overlapping) group of cellular proteins, 
dubbed “readers”, includes those that recognize and bind to the different modified 
residues [9,11]. For example, acetylated residues are recognized by bromodomains (i.e. 
proteins of the bromodomain family), while methylated residues are recognized by 
chromo-like domains of the Royal family (Chromo, Tudor, MBT) [9,13,14]. These 
“reader” proteins are also highly specific for particular modified residues, and are thought 
to mediate in large part the cellular changes resulting from the different histone 
modification patterns [9,13,14]. 
Two main mechanisms regarding the translation of the histone code have been 
proposed: (i) disruption of contacts between nucleosomes (via electrochemical changes in 
charge, polarity, etc.) allowing transcriptional machinery access, and (ii) recruitment of 
non-histone effector proteins that mediate cell signaling events [9,13-16]. The second 
mechanism has been the most characterized to date due to the discovery of numerous 
proteins capable of both recognizing modified histone residues, and of recruiting different 
proteins [9,10,13-15].  
Translating the histone code is complicated by the fact that it is often a 
combination of modifications, rather than a single modified residue, that confers the 
change in transcriptional activity [11, 13, 17-21]. Furthermore, modifications on the same 
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or on different histone tails may be inter-dependent, such that certain modifications of 
one residue may influence those of others around [22, 23]. 
2.2 Tip60 is a histone acetyltransferase (HAT) with many cellular functions 
One group of Lysine (K) acetyltransferases is the MYST family, whose members 
function in many biological processes such as regulation of gene expression and dosage 
compensation, DNA damage repair and tumorigenesis [16, 24]. One of the best 
characterized HATs in the MYST family is the 60kDa Tip60 protein, isolated from HIV 
and named as a HIV-1 Tat-interacting protein [25]. Alternative splicing produces three 
known isoforms: Tip60 isoforms 1, 2 (Tip60a) and 3 (Tip60b, PLIP). The best 
characterized isoform is Tip60a, which contains a chromodomain at its N-terminus and a 
conserved MYST domain at its C-terminus [25]. Since Tip60a appears in most published 
data, Tip60 will denote Tip60a hereinafter. 
Tip60 acetylates core histones H2A (K5), H3 (K14) and H4 (K5, K8, K12 and 
K16) [26, 27]. Additional proteins acetylated by Tip60 include transcription factors such 
as androgen receptor (AR), upstream binding transcription factor (UBF), 
myelocytomatosis oncogene c (c-Myc) and the kinase Ataxia Telangiectasia mutated 
(ATM) [16]. Although Tip60 may form different complexes with different binding 
partners depending on the cellular context, most often Tip60 is found as part of a stable 
nuclear complex of at least 18 known components that performs most of the functions 
attributed to Tip60 relating to DNA damage repair [16]. Additionally, Tip60 was found to 
be involved in nuclear hormone receptor signaling, by acting as a co-regulator [16,28,29].  
Other Tip60 functions include: acting as cofactor for Myc transcription factors 
[16,30,31], co-activation of NF-kB-regulated genes, dsDNA break repair, and regulation 
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of cell-cycle progression-related transcription through E2F interactions [16,32,33]. 
Finally, one multi-protein complex containing Tip60 also includes APP intracellular 
domain (AICD) and Fe65, and has been consistently implicated in AD [34,35,36]. This 
complex promotes histone acetylation and co-activates gene promoters associated with 
apoptosis and neurotoxicity [37,38]. 
2.2.1 Role of Tip60 in Drosophila Neuronal Function and Disease 
Tip60 has recently been shown to play a significant role in various neuronal 
functions of Drosophila, such as neurotoxicity, neuronal gene expression [39], synaptic 
plasticity [40], sleep and apoptosis in the fly CNS [41,42]. For example, a recent study 
shows that the HAT activity of Tip60 regulates axonogenesis of the Drosophila sLNvs 
(small ventrolateral neurons), and the production of the neuropeptide pigment-dispersing 
factor (PDF) by these sLNvs, promoting circadian-rhythm stabilization in Drosophila 
[41]. Furthermore, overexpression of Tip60 in the presence of APP, rescued the sleep–
wake disturbances seen in Tip60 mutant flies [41]. Another Drosophila study shows that 
Tip60 plays a causative role in controlling synaptic plasticity that is achieved partly by 
direct acetylation of microtubules in the neuromuscular junction synapses, and partly by 
epigenetic regulation of synaptic remodeling and structure [40]. The authors suggest that 
these findings implicate Tip60, through a HAT-dependent epigenetic mechanism, in 
cellular processes involved in cognition [40]. 
In addition, it was shown that loss of Tip60 HAT activity caused axonopathy in 
the Drosophila CNS, which was associated with epigenetic misregulation of genes 
related to axonal transport and known to be direct target genes of Tip60 [43]. The 
axonopathy was demonstrated by the reduced locomotive activity of Drosophila larvae 
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mutant for Tip60, and these phenotypes were later rescued with certain histone 
deacetylase (HDAC) inhibitors, demonstrating that an epigenetic mechanism is 
responsible, at least in part, for the mutant phenotype [43]. 
Amyloid-precursor protein (APP) is a ubiquitous trans-membrane protein 
implicated in Alzheimer’s disease (AD) [44]. APP is proteolytically cleaved into peptides 
that aggregate and form plaques in the brains of patients with AD, along with small 
cytoplasmic peptides, such as the APP intracellular domain (AICD), which regulates 
transcription [16,45]. Thus, the interaction of Tip60 with AICD has implicated Tip60 in 
this neurodegenerative disorder. Accordingly, the interaction between Tip60 and APP 
was shown to play a functional role in mediating nervous system development and 
neuronal apoptosis in the brain and central nervous system of a fly model for AD in vivo. 
Notably, overexpression of Tip60 was able to diminish the AD-related phenotypic effects 
otherwise seen in this model [42]. 
2.3 Chromatin Immunoprecipitation and sequencing (ChIP-Seq)  
The primary data source used in this work is ChIP-Seq data provided by Dr. 
Felice Elefant and produced, as described in Methods, using the Illumina Genome 
Analyzer platform. For this reason, as well as the fact that currently, Illumina dominates 
the global next-generation sequencing (NGS) market with over 60% of the market share 
[46], the following description of ChIP-Seq technology and analysis will pertain 
primarily to the methods used in this work using the Illumina system, although several 
other sequencing and analysis platforms are also available. 
Chromatin Immunoprecipitation coupled with high-throughput sequencing (ChIP-
Seq) is a powerful tool for studying protein-DNA interactions on a genome-wide scale 
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[47,48]. The experimental procedure for this method is comprised of several steps, as 
depicted in figure 1. First, cells are crosslinked by chemical means (e.g. with 
formaldehyde) to preserve DNA-protein interactions. Chromatin is then fragmented, 
either by sonication or mechanical methods, to produce small fragments of similar size 
[48]. Next, Immunoprecipitation is carried out using an antibody against a protein of 
interest, separating out chromatin fragments complexed with the protein of interest for 
further analysis. In the final steps, crosslinks are reversed for the antibody-bound 
fragments, releasing the chromatin of all bound proteins, and the purified chromatin 
fragments are then sequenced on a high-throughput sequencing platform, such as the 
Illumina Genome Analyzer [49]. 
 
 
Figure 1 – Workflow of ChIP-Seq. Adapted from Farnham, 2009 [49]. 
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2.3.1 Library Generation  
In order to allow massively parallel sequencing, ChIP samples are first converted 
into a library of amplified templates to be used in sequencing-by-synthesis [50,51]. The 
library generation process involves end-repairing of the ChIP DNA fragments to facilitate 
ligation to oligonucleotide sequencing adapters [52]. Fragments are subsequently 
annealed and ligated to the double stranded adapter sequence, and a short PCR with 
primers for the adapter sequence is performed to generate the library of adapter-ChIP 
fragments [51,52].  
The adapter sequences added to each ChIP fragment contain universal priming 
sites and thus allow different and complex genomes to be amplified using the same 
common primers [51]. Sample DNA fragments are then denatured to produce single-
strands and hybridized to oligonucleotide sequences, complementary to their adapter 
sequences, which are immobilized on the surface of a flow cell, as seen in figure 2A [53]. 
A new strand is then synthesized based on the original sample strand, which is 
subsequently removed. Next, the adapter sequence of the newly-copied strand is 
hybridized to an adjacent surface-bound primer sequence (figure 2D), forming a bridge, 
and producing a new site for synthesis of a complementary strand. As depicted in figure 
3, multiple cycles of this process result in the generation of clusters of clonally amplified 
templates [51,53]. 
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Figure 2 – Library generation by bridge amplification.  (A) A single-stranded sample 
fragment is hybridized to an oligo- primer (red) immobilized on the surface of the flow cell 
(black). (B-C) A new strand (dashed line) is synthesized from the original template, which is then 
removed. (D) The 3’ adapter sequence of the copied strand (blue) is hybridized to an adjacent, 
surface-bound primer (blue), forming a bridge and producing a new site for (E) synthesis of a 
new copy strand. The bridge is then cleaved at one of the adapter sequences to produce clusters 
of single strand templates for sequencing (not shown). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3 – Cluster growth. Multiple cycles of hybridization, extension and denaturation as 
depicted in figure 2 results in the generation of clusters containing millions of copies of the 
sample DNA strand to be sequenced, and each cluster is about 1µm in diameter. Adapted from 
Metzker, 2010 [51]. 
 
 
2.3.2 Sequencing-by-synthesis 
The concept of DNA sequencing by synthesis was first published in 1988 by 
Hyman, who attempted to sequence DNA by detecting the pyrophosphate group 
generated during nucleotide incorporation by DNA Polymerase [54]. Since then, many 
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advances have been made in automating and improving this method, producing several 
variations such as pyrosequencing, real-time sequencing, sequencing by hybridization, 
sequencing by ligation and nanopore sequencing [50,55]. However, as mentioned above, 
the sequencing-by-synthesis method as applied through Illumina’s Genome Analyzer 
system remains the most widely-used platform for next generation sequencing [46]. 
The sequencing by-synthesis approach utilized by the Illumina system is depicted 
in figure 4 and involves the following steps: First, four proprietary nucleotide analogues 
are added simultaneously to the flow cell channels, along with DNA Polymerase, for 
incorporation into the oligo-primed cluster fragments [56,57]. These modified 
nucleotides include one of four unique fluorescent labels and a reversible terminator 
group at the 3’-OH, allowing only a single nucleotide to be incorporated into the nascent 
chain until the terminator group is removed. Subsequently, DNA Polymerase binds to the 
primed template and incorporates exactly one modified nucleotide that is complementary 
to the template base [51]. Following the single-base incorporation step, the remaining 
unincorporated nucleotides are removed in a washing step, and a four-color image of the 
flow cell is taken by the instrument optics hardware at a cluster density per tile of 30,000 
[57]. The four colors are detected by total internal reflection fluorescence (TIRF) imaging 
using two lasers [51].The slide is divided into eight channels, allowing multiple 
independent samples to be sequenced in parallel [51]. After the imaging step, the 3’ 
terminator group is chemically removed along with the fluorescent label, to prepare for 
the next base addition and imaging cycle [56,57]. 
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Figure 4 – Sequencing by synthesis using the Illumina HiSeq platform. 
Adapted from Mardis, 2008 [57]. 
 
 
 
 
2.4 Primary Analysis of ChIP-Seq Data   
ChIP-Seq datasets can be exceedingly large and complex. As such, their analysis 
requires various advanced statistical methods, computational algorithms, and specialized 
software for processing and visualization [58]. Sufficient coverage by sequence reads 
(sequencing depth) is needed for efficient analysis of ChIP-Seq datasets [59] and this 
depth depends mainly on the organism’s genome size and the number and size of the 
binding sites of the protein of interest. For fly TFs, about 4 million reads are adequate 
[60]. A general workflow of ChIP-Seq data analysis is depicted in figure 5.  
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Figure 5 - ChIP-Seq data analysis pipeline. Adapted from Park, 2009 [48]. 
 
2.4.1 Alignment 
Aligning sequencing reads to a reference genome is the first step in the analysis of 
ChIP-Seq data. As such, many different alignment programs have been developed 
specifically for the purpose of aligning short sequencing reads from ChIP-Seq [61]. Most 
of these aligners use a genome index to facilitate rapid and efficient searching [62], 
which is particularly suited for alignment of ChIP-Seq reads, since these often contain 
duplicates and are highly unlikely to contain every possible combination of nucleotides 
[62].  
Index-based alignment proceeds by searching for all possible combinations of 
sub-strings of the query string that occur in the reference string, subject to an alignment 
policy that includes mismatch penalties [63]. Since this search space can be very large, 
different pruning strategies can be used to restrict it to a more feasible size, for example 
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using double indexing and bidirectional Burrows-Wheeler transform (BWT) methods 
[64]. In the BWT method for example, the sequence order of the reference genome is 
modified prior to indexing such that redundant sequences that appear multiple times are 
placed together in the data structure [62]. The final index is then created and used for 
rapid read placement on the reference genome [62]. 
Regardless of the specific indexing methodology, all index-assisted algorithms 
used for alignment of ChIP-Seq data generally follow the ‘seed-and-extend’ heuristic 
method, by which they rapidly find similarities between the query and the reference 
sequences by matching short subsequences known as seeds [61]. These seeds are then 
used as starting points for the time-consuming step of alignment extensions which often 
involves a local alignment algorithm and dynamic programming for gapped alignments 
[65]. 
A ‘hash table’ is another common data structure that is used to index complex and 
noncontiguous data to facilitate rapid and efficient searching [62]. Hash-based alignment 
algorithms may utilize either the set of input reads or the reference genome to build a 
hash table [61], as there are advantages and disadvantages associated with each method; 
hash tables of the reference genome may have larger memory requirements, while hash 
tables based on the set of input reads may require more processing time to scan the entire 
reference genome when the input set is relatively small [62]. Commonly used algorithms 
that hash a reference genome include SOAP, BFAST and MOSAIK, while those that 
hash the input read sequences include MAQ, ELAND, ZOOM and SHRiMP [61,64]. 
Bowtie2 is one of the most widely used programs for short-read alignment. This 
alignment program uses a Burrows-Wheeler transform and the full-text minute-space 
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index (FM-index) to generate alignment of short sequencing reads at a rate that is more 
than 30 times faster than spaced-seed aligners such as Maq and more than 300 times 
faster than hash-based algorithms such as SOAP [63,66]. BWT-based and FM index-
based methods are generally considered superior to other index-based methods due to the 
higher speed with which the alignment is carried out and the minimal memory footprint 
required for the operation [61]. 
For each short read (also known as ‘tag’), Bowtie2 performs the alignment in four 
steps, as depicted in figure 6, adapted from Langmead & Salzberg [63]. In step 1, 'seed' 
substrings are extracted from the read and its reverse complement. In step 2, the extracted 
substrings are aligned to the reference in an ungapped fashion based on the full-text 
minute index, yielding Burrows-Wheeler (BW) ranges. The third step involves 
prioritizing seed alignments such that rows with smaller ranges have higher priority, and 
calculating their positions in the reference genome from the index. In the final step, seed 
alignments are extended into full gapped alignments by using single-instruction multiple-
data (SIMD)-accelerated dynamic programming [63].  
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Figure 6 – Workflow of Bowtie2 alignment. Adapted from Langmead and 
Salzberg, 2012 [63]. 
 
2.4.2 Peak-calling 
Peak-calling refers to the process of identifying the genomic regions enriched in 
the ChIP sample relative to the control, as determined based on the higher tag count at 
those positions [67]. Significant peaks represent the genomic positions occupied by the 
protein of interest used in the ChIP-Seq experiment. Therefore, this part of the analysis is 
most critical for producing meaningful biological inferences from ChIP-Seq data [68].  
Early peak-calling algorithms assumed a uniform background distribution of tags 
when assessing the significance of peaks, such that only peaks having a tag count above a 
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certain threshold value were considered significant [58]. This threshold value was either 
arbitrarily chosen as a genome-wide, background signal intensity value, or alternatively, 
as in later versions of the algorithm, calculated from the tag distribution of a control 
sample when available [58]. However, the distribution of tags is often far from uniform 
and may have considerable local variability at different genomic regions due to the 
effects of local factors such as GC content, chromatin structure, amplification bias and 
copy number variation [48].  
More recent peak-callers try to account for this variability by building a statistical 
model of the background tag distribution and identifying local deviations from this 
distribution in the data set [68]. Thus, current peak-calling algorithms rely on the use of 
control samples such as ChIP without antibody or using a non-specific antibody [68]. 
Statistical models used for modeling background tag distributions include the Poisson 
distribution, negative and conditional Binomial distributions and Hidden Markov Models 
[69].  
Additionally, since ChIP fragments are sequenced from the 5′ end, two related 
distributions of reads are expected to be observed along the reference genome, one from 
the positive strand fragments and the other from the negative strand ones, with a 
consistent average distance between the peaks of the distributions [48]. Thus, in recent 
and most accurate peak-calling methods, a smoothed profile is constructed separately for 
each strand, and the final profile is produced by shifting each distribution peak towards 
the center by one half of the average sequence read length, d/2 [48, 70]. This allows for a 
better resolution of true positive signals and removal of various artifacts that may 
contribute to background ‘noise’ levels, such as peaks showing single-strand bias or 
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peaks formed by multiple identical fragments stacked together, as seen in figure 7 
(bottom right). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7 – ChIP-Seq peak-calling process. Adapted from Pepke et al. 2009 [70]. 
 
The peak-calling algorithm MACS (Model-based Analysis of ChIP-Seq) is one of 
the most popular peak-callers currently used in ChIP-Seq experiments [71]. After shifting 
every tag by d/2 as described above, MACS uses 2d windows to scan the dataset for 
candidate peaks significantly enriched for sequence tags relative to background signal, 
using a user-defined cutoff p-value or the default value of 10-5 [72]. MACS uses a 
Poisson distribution with dynamic parameters (local lambda) to model the number of 
reads from a genomic region, allowing the parameter value to vary at different locations 
rather than using a global constant, which accounts for local variability in read 
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distribution and thus improves the overall accuracy of the analysis [71, 73]. The ratio 
between the ChIP-Seq tag count and local lambda is reported as the fold-enrichment [72]. 
Additionally, MACS empirically estimates the false discovery rate (FDR) for each 
detected peak by sample swapping, whereby peaks are called using the same procedure 
and parameters as before, except that peaks are now called in the control sample and the 
ChIP sample is used as control, producing an empirical FDR for each p-value, defined as 
the number of control peaks called divided by the number of ChIP peaks called [72, 73]. 
The final output from this step is a set of genomic intervals assumed to represent binding 
locations for the protein of interest. If the protein of interest is not thought to bind DNA, 
as is the case in the present work, these regions may represent sites to which it is 
recruited through interaction with a DNA-binding protein. In this case, ChIP-Seq peaks 
may represent binding sites for proteins other than the protein of interest, which in turn 
may provide clues regarding a potential interaction between the protein of interest and a 
putative DNA-binding protein. 
The genomic regions may be specified in browser extensible data (BED) format 
which is a tab-separated text file with rows representing genomic regions, each described 
by several columns. The first three columns specify the chromosome, the start position in 
base-pairs, and the end position in base-pairs, with additional optional columns for 
various associated features or properties describing the region [74]. An example of a 
BED entry for the genomic region of the gene ftz-f1 may be: 
“chr3L  18743706 18794409 ftz-f1” 
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2.5. Downstream Analyses and Applications of ChIP-Seq 
2.5.1 Structural Annotation of ChIP-Seq Peaks 
Following determination of the genomic locations associated with the protein of 
interest, the next step in the analysis depends on the research hypothesis, but generally 
involves annotation of the ChIP-Seq peaks for various features that may be found within- 
or in close proximity to peaks. Such features may include genes, exons, introns, 
transcription start/end sites, single nucleotide polymorphisms (SNP), CpG islands as well 
as intersecting peaks from other ChIP-Seq experiments. 
For gene annotation of ChIP-Seq peaks, a full genome annotation is required for 
the reference genome, specifying the genomic coordinates of genes along the genome. 
For the fly, a full genome annotation is available from the Berkley Drosophila Genome 
Project (BDGP) through related online databases such as FlyBase or UCSC. Another 
annotation of the fly genome is provided by The National Human Genome Research 
Institute model organism Encyclopedia of DNA Elements, known as the modENCODE 
project. The goal of this consortium is to “provide the biological research community 
with a comprehensive encyclopedia of genomic functional elements in the model 
organisms C. elegans and D. melanogaster” [75]. The features annotated by this research 
network include “gene structure, mRNA and ncRNA expression profiling, transcription 
factor binding sites, histone modifications and replacement, chromatin structure, DNA 
replication initiation and timing, and copy number variation” [75]. A follow-up analysis 
to the gene annotation of ChIP-Seq peaks may involve a functional annotation analysis of 
the overlapping-gene list, along with an enrichment or clustering analysis, in order to 
determine whether a particular associated function may be over-represented in the list of 
genes occupied by the protein of interest. Web-based functional analysis tools such as 
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DAVID (Database for Annotation, Visualization and Integrated Discovery) are 
commonly used for this purpose. If the analysis suggests an enrichment for genes 
associated with a particular function, a potential regulatory function of such genes may be 
attributed to the protein of interest, which can be further validated by expression profiling 
and correlations with particular chromatin states [76]. 
2.5.2 Motif Discovery Analysis of ChIP-Seq Peaks 
2.5.2.1 DNA Binding Motifs 
ChIP-Seq experiments are most commonly used to identify and characterize the 
binding sites of DNA-binding proteins such as a transcription factors (TFs) and 
epigenetic markers such as modified histones to investigate the regulatory mechanisms of 
gene expression [77]. Often, a TF will show a clear preference for particular DNA 
sequences that can be described in the form of a ‘motif’, commonly represented as a 
position weight matrix (PWM) or a position frequency matrix (PFM), describing the 
nucleotide preferences of the TF at each position in a binding site [78]. Nucleotide 
preferences in turn can be quantified in different ways.  Most commonly, a multiple 
alignment is performed on a set of binding sites and used to determine the probability or 
frequency of each possible base at each position along the binding site sequence, in order 
to generate a position frequency matrix (PFM) [79].  
Schneider et al. [80] used information theory to formulate a graphical 
representation of TF motifs in which a score is given to each possible base at each 
position along the binding site based on a log-odds ratio (logarithm of the ratio of 
frequency in the set of binding sites to the expected background frequency). These scores 
represent the information content (IC), measured in bits, for each base-position 
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combination [79]. Summing or averaging the scores of all bases in a given sequence 
produces a total score for that sequence, allowing all possible sequences (for example, 
new candidate sequences) to be scored in order to evaluate the relative affinity of the TF 
for different sequences [81]. An illustration of motif logo generation is given in figure 8.  
 
 
 
 
 
 
 
 
 
 
Figure 8 – Motif Logo Generation. Individual base heights are 
proportional to their frequencies. Adapted from Stormo, 2013 [79]. 
 
2.5.2.2 Motif Discovery and Enrichment Analysis 
Many tools are currently available for motif discovery analysis using many 
different statistical approaches. However, the general idea behind such an analysis can be 
described to proceed in two discrete steps. First, the set of sequences associated with 
ChIP-Seq peaks is scanned using an unsupervised-learning algorithm for pattern-
recognition to perform de novo motif discovery (sometimes also called ab initio motif 
discovery). In the second step, the set of motifs identified in step 1 is compared against a 
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database (or several) of known TF motifs in order to associate the pattern found with 
candidate TFs likely to bind to it. 
The various algorithms currently available for de novo motif discovery are most 
commonly based on methods of ungapped local multiple alignment and expectation-
maximizing (EM) algorithms [82]. One widely-used algorithm for motif discovery is the 
unsupervised learning algorithm MEME (Multiple EM for Motif Elicitation). MEME 
uses a heuristic modification of the EM algorithm incorporating Gibbs sampling that was 
developed by Lawrence et al. [83] for multiple sequence alignment [82, 84]. Recently, a 
MEME pipeline specific for analysis of ChIP-Seq data was developed [85]. This web-
based tool uses the MEME algorithm for de novo motif discovery and then attempts to 
identify the motifs found by MEME by comparing them against databases of known TF 
motifs using the TOMTOM algorithm [86]. Such motif databases include JASPAR, 
TRANSFAC and species-specific databases like FlyFactorSurvey.  
2.5.2.3 Motif Analysis Applications  
Motif discovery and enrichment analysis can thus serve three main purposes, 
depending on the protein of interest used to generate ChIP-Seq peaks. First, if the protein 
of interest is a newly discovered TF, motif discovery and enrichment algorithms can be 
used to determine whether a consistent motif appears in a significant portion of all ChIP-
Seq peaks associated with the TF, or in other words, whether the set of ChIP-Seq peaks is 
enriched for a consistent motif.  
Second, if the protein of interest is a transcription factor with a known motif, 
finding enrichment for the associated motif within the set of ChIP-Seq peaks using motif 
discovery algorithms may serve to confirm and support the validity of peaks as 
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representative of the true locations of the TF’s binding sites as well as its affinity for the 
particular motif with which it has been associated. Additionally, when the motif is 
known, the faster and simpler pattern-matching algorithms may be used by specifying the 
motif as a regular expression and simply scanning the sequences for its presence.  
Finally, when the protein of interest is not thought to bind DNA directly, but 
rather indirectly through interaction with a DNA-binding protein, finding enrichment for 
a particular known motif may implicate the TF associated with that motif in mediating 
the DNA interaction of the protein of interest. A putative binding partner identified in this 
way may then be investigated by co-immunoprecipitation (Co-IP), yeast two hybrid 
assay, and various other assays for identifying protein-protein interactions.  
3. Significance and Justification 
 
As mentioned above, Tip60 has recently been shown to play a significant role in 
various neuronal functions of Drosophila, including numerous neuronal processes 
associated with cognitive function [39-43]. However, it remains to be determined 
precisely how Tip60 acetylation of histones – a genome-wide phenomenon - leads to the 
specific cellular changes observed. Tip60 is not known to contain a DNA-binding 
domain, and therefore it is assumed that other proteins associated with Tip60, either in a 
complex, or by sequential recruitment, are responsible for mediating the effects of Tip60 
histone acetylation events (figure 9). Various binding partners of Tip60 have been 
identified, and their identity varies depending on the cellular activity being investigated. 
However, a Tip60 binding partner that is specifically and consistently associated with 
regulation of neuronal or cognitive processes has yet to be identified.  
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Figure 9 – Putative model of Tip60 recruitment to particular genomic 
regions. Acetylation of histone tails by Tip60 (orange). Tip60 may be 
recruited to certain regions of the genome by a putative binding partner 
(blue) containing a DNA-binding motif. 
 
Furthermore, the pattern of histone acetylation that is relevant to neuronal and 
cognitive processes has not been investigated, so that for example it is not yet known 
whether Tip60 confers its neuronal regulation effects via one consistent pattern or 
through different patterns of acetylation. For instance, it is possible that Tip60 histone 
acetylation in neurons may show a distinct pattern, distinguishing it from patterns seen in 
other cell types. Therefore, understanding the mechanism of signal transduction from 
histone acetylation to global cellular changes would help not only to understand the 
cellular mechanisms of epigenetic regulations as a whole, but also to understanding the 
mechanisms of action of various cognitive and neurodegenerative diseases such as 
Alzheimer’s disease, Spinocerebellar Ataxia, and many others.  
3.1 Research Question 
 Does Tip60 regulate the expression of genes related to neuronal plasticity in D. 
melanogaster through a physical interaction with a specific DNA-binding protein? If so, 
can this putative protein be identified by bioinformatic analysis of ChIP-Seq data? 
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4. Specific Aims 
 
1. Identify neuronal genes located within- or in close proximity to Tip60-associated 
genomic regions in the Drosophila genome. 
2.  Identify putative DNA-binding proteins that may interact with Tip60 in a neuronal 
functional context 
3.  Identify distinct patterns of histone modifications in and around Tip60-associated 
genes. 
4.1 Rationale and Experimental Design  
 
Specific Aim 1: Identify neuronal genes located within- or in close proximity to Tip60-
associated genomic regions in the Drosophila genome. 
Rationale: 
In order to assess whether Tip60 regulates the expression of genes related to 
neuronal function and/or cognition in the fly, the genomic regions in which it is found to 
localize will be identified and analyzed for the presence of such genes. 
 
Experimental Plan: 
The analysis will be performed using ChIP-Seq data in the form of a BED file 
listing all genomic intervals of the Drosophila genome in which Tip60 was found to be 
localized. These intervals will be compared with the fully-sequenced and annotated 
Drosophila genome, producing a list of genes whose sequences overlap with those 
associated with Tip60. This will be accomplished using the web-based tool Galaxy, 
(available at https://usegalaxy.org/root) and the UCSC table browser module. A 
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functional analysis of the gene list will then be performed using gene ontology (GO) data 
through the web-based tools GeneCodis3 and DAVID, and the clustering analysis therein 
will allow to identify a subset of the total gene list enriched for neuronal/cognitive 
functions.  
 
Specific Aim 2: Identify putative DNA-binding proteins that may interact with Tip60 in 
a neuronal functional context, by sequence analysis of Tip60 peak regions. 
Rationale: 
Since Tip60 does not contain any known DNA-binding motif, it is hypothesized 
to be recruited to specific genomic regions through interacting with a putative DNA-
binding protein. Therefore, in order to identify this DNA-binding protein, Tip60-
associated genomic regions may be analyzed for the presence of particular cis-acting 
elements or sequence patterns known to facilitate DNA-binding. 
Experimental Plan: 
Tip60-associated genomic regions will be used to query databases such as 
modENCODE and FlyFactorSurvey, which curate a large data set of known transcription 
factor binding sites and other genomic motifs associated with DNA-binding in the fly 
genome. The most significant motifs/elements and their associated DNA-binding proteins 
will be investigated in the literature for their possible involvement in neuronal and 
cognitive processes.  
 
Specific Aim 3: Identify distinct patterns of histone modifications and DNA-binding 
sites in and around Tip60-target genes. 
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Rationale: 
 Since Tip60 HAT activity has been shown to regulate neuronal gene expression in 
the fly [42], it is expected that Tip60-associated regions will contain specific histone 
modification patterns which facilitate or inhibit transcription in downstream regions. 
Therefore, by identifying specific histone modification patterns in Tip60-associated 
regions, as well as DNA-binding sites for particular factors associated with 
transcriptional activation, it may be possible to infer a possible mechanism for Tip60-
dependent regulation of particular gene expression profiles.  
Experimental Plan: 
Programming tools (MATLAB) for database mining (modENCODE) will be used 
in order to identify histone modification patterns that may lead to 
upregulation/downregulation of genes related to cognitive and neuronal functions.Tip60 
peak regions will be intersected with all sets of intervals in the modENCODE database 
for which the distribution of histone modifications is known. Similarly, Tip60 peak 
regions may be used to query other databases curating DNA-binding sites previously 
identified by ChIP-Seq or other methods, such as NCBI GEO database.  
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5. Methods 
5.1 ChIP-Seq Data 
The primary data source for this work was provided by Dr. Felice Elefant. The 
ChIP-Seq experiment, up to and including next-generation sequencing, was carried out as 
described in section 5.1. The current work consists primarily of a bioinformatic analysis 
of these data, the methods for which are described in section 5.2. 
5.1.1 Cell culture 
Drosophila S2 cells (Invitrogen, Carlsbad, CA) were grown at 22°C in 
Schneider's Drosophila Medium (Invitrogen, Carlsbad, CA) supplemented with 10% heat 
inactivated Fetal Bovine serum (SAFC Biosciences, Lenexa, KS) and Penicillin-
Streptomycin (Invitrogen, Carlsbad, CA).  
5.1.2 Chromatin Immunoprecipitation  
Chromatin precipitation assays were performed using ChIP-IT Express Kit 
(Active Motif, Carlsbad, CA), following the manufacturer’s protocol. Briefly, protein 
from 1-5 x 107 cells was cross-linked to DNA using 1% formaldehyde for 10 minutes at 
room temperature. Cross-linking was quenched by adding 2.5M glycine to a final 
concentration of 0.125M. Quenching was performed at room temperature for 10 minutes 
with constant agitation. The cells were the pelleted by centrifugation for 10 minutes at 
2500 rpm at 4°C. The cells were washed with 1 mL of 1X PBS, pelleted by 
centrifugation for 10 minutes at 2500 rpm at 4°C. The pellet was then resuspended in 
1mL of cell lysis buffer supplemented with 5uL each of protease inhibitor cocktail (PIC) 
and PMSF. The cells were transferred to an ice cold douncer and dounced on ice to aid in 
release of nuclei. Lysed cells were transferred to a 1.7ml centrifuge tube and centrifuged 
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for 10 min at 5000 rpm at 4°C to pellet the nuclei. The supernatant was removed and the 
pelleted nuclei were resuspended in 350µl of shearing Buffer supplemented with 1.75µl 
each of PIC and PMSF. The nuclei were sonicated at 30% output using sonic 
dismembrator (Fischer Scientific, Pittsburg, PA) on ice for 40 seconds. Sonication was 
carried out for a total of 3 times with 2 min intervals on ice. The sheared chromatin was 
centrifuged at 15000 rpm for 10 minutes at 4°C. The supernatant containing the sheared 
chromatin was transferred to a fresh 1.7µl centrifuge tube.  In order to check the shearing 
efficiency, a 50µl aliquot of the sheared chromatin was reverse cross-linked by 
incubating at 65°C overnight. Thereafter, the sheared chromatin sample was treated with 
10µl of proteinase K by incubating at 37°C for 15 minutes and DNA was precipitated 
using phenol-chloroform. 10µl of the sheared chromatin was loaded on a 1% agarose gel 
and electrophoresed at 100V for 45 minutes. Optimal sonication shearing resulted in a 
150 bp – 1500 bp smear.   
Chromatin immunoprecipitation (ChIP) was carried out with 50ug of sheared 
chromatin using three different antibodies: A) 10µg of RNA Pol II antibody (Abcam, 
Cambridge, MA); B) 10µg of Tip60 antibody that targets residues 450-513 in the C-
terminus of Tip60 (Abcam, Cambridge, MA); C) 10µg of Tip60 antibody that targets 
residues 500-513 in the C-terminus of Tip60 (Thermo Fisher Scientific, Huntsville, AL). 
Each ChIP reaction was set up in 1.7µl centrifuge tubes by adding 25µl of protein G 
magnetic beads, 20µl ChIP buffer I, 2µl of PIC to 50µg of chromatin and 10µg of the 
respective antibody in a total reaction volume of 200µl. A mock reaction containing all 
reagents except the antibody was also set up as a control. The tubes were incubated at 
4°C overnight on end-to-end rotator. Following this incubation, the beads were washed 
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once with ChIP buffer I and twice with ChIP buffer II. The washed beads were then 
resuspended in 50µl elution buffer AM2 and incubated at room temperature on an end-to-
end rotator. 50µl of Reverse Cross-linking Buffer was added to the eluted chromatin and 
mixed by pipetting up and down. The beads were then allowed to pellet and the 
supernatant containing precipitated DNA (ChIP’d) was transferred to a fresh centrifuge 
tube. A small aliquot (usually 10µl) of the sheared chromatin was also processed to serve 
as “Input” DNA. To 10µl of the Input DNA sample, 88µl of ChIP Buffer II and 2µl of 
5M NaCl were added. The ChIP’d DNA and Input DNA samples were incubated at 95°C 
for 15 minutes to reverse cross-linking and the treated with 2µl proteinase K by 
incubating at 37°C for 1.5 hrs. Proteinase K digestion was stopped by adding 2µl of stop 
buffer at room temperature.  
5.1.3 Quantitative PCR analysis 
Following the final elution, cross-link reversal and proteinase K digestion of the 
immunoprecipitated chromatin, the ChIP’d DNA and Input DNA samples were analyzed 
by quantitative PCR analysis. Prior to PCR, the input DNA was diluted a 100 fold in TE. 
PCR reactions were carried out in triplicate in 20µl reaction volumes containing 10µl of 
SYBR green PCR master mix (Applied Bioystems, Poster City, CA, USA), 2µl of DNA 
template and 1.5µM each of forward and reverse primer. Quantitative PCR was 
performed on an ABI 7500 Real Time PCR System (Applied Biosystems, Poster City, 
CA, USA). PCR was carried out by 40 cycles at 95°C for 45 sec, 55°C for 45 sec, and 
72°C for 1 minute with plate readings recorded after each cycle. Drosophila primer sets 
that amplify each of the following genes were used for the PCR analysis: GAPDH1 
(Active Motif, Carlsbad, CA), Tip60 (--) and LRP1 (--). For each primer, fold enrichment 
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was calculated using the slope of a standard curve generated from serial 10 fold dilutions 
of the Input DNA. First, the Ct values were used to estimate DNA quantity of the ChIP 
and No antibody control samples. Fold enrichment was then calculated as a ratio of the 
DNA quantity in the ChIP and No antibody control. 
5.1.4 Primary analysis 
Next generation sequencing (of ChIP-Seq data) was carried out by Jefferson 
University’s Kimmel Cancer Center (KCC) which services Drexel and successfully 
carried out previous Tip60 ChIP-Seq analysis. Briefly, the ChIP-Seq analysis was carried 
out using barcoded Illumina libraries prepared from ChIP DNA from three biological 
replicates and sequenced using Genome Analyzer II. Following sequencing on the 
Illumina HiSeq2000 platform, Illumina Analysis Pipeline was used for primary data 
acquisition, base calling and confidence score determination from the fluorescent signals 
of the Genome Analyzer II. Reads (sequence tags) that are 35 bases long and have less 
than 5 ambiguous bases were collected along with their corresponding quality tracks from 
the “Bustard” base calling module of Illumina Analysis Pipeline. The reads were then 
transformed into FASTQ format. Input reads were iteratively mapped to the Drosophila 
melanogaster genome (BDGP Release 5.5) using Bowtie alignment program with default 
mismatches and indels allowance settings.  
5.2 Bioinformatic Analysis 
5.2.1 Peak-calling 
MACS v1.4 peak-calling algorithm was used to find over-represented sequence 
regions (peaks) representing likely in vivo binding sites for Tip60, and the final set of 
significant peaks was produced in interval (BED) format. Prior to peak calling, BAM 
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(binary alignment map) files of biological replicates for each antibody or input were 
merged together. Peak calling with MACS was done using the online Galaxy platform 
with the following parameters: mfold=5, tag size=35nt, p-value cutoff=1e-05, genome 
size=130e+06, FutureFDR=true.  
5.2.2 Gene annotation of ChIP-Seq peaks  
ChIP-Seq peaks in the form of genomic intervals (BED file) were intersected with 
genomic coordinates of genes in the D. melanogaster genome annotation release R5.56 
(ftp://ftp.flybase.net/releases/FB2014_02/) using the Galaxy platform 
(https://usegalaxy.org/) and gene identifiers were confirmed and converted where 
necessary for further analysis using MATLAB and the UCSC table browser 
(http://genome.ucsc.edu/).  
5.2.3 Functional annotation and cluster enrichment  
Functional annotation and enrichment cluster analysis of Tip60-associated gene 
list was performed using The Database for Annotation, Visualization and Integrated 
Discovery (DAVID ) v6.7, and Gene Annotation Co-occurrence Discovery (GeneCodis) 
v3 (http://genecodis.cnb.csic.es/). In Genecodis, p-values for significant enrichment are 
obtained with a hypergeometric test and corrected for multiple comparisons by FDR. In 
DAVID, significance is determined using EASE, a modified exact fisher test [87]. 
5.2.4 Tissue-specific expression profiles 
Tissue-specific expression data for Tip60-associated genes were obtained from 
FlyAtlas [88] using the FlyMine integrated genomics database [89].  
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5.2.5 TF motif enrichment 
TF motif enrichment analysis was performed on Tip60-associated neuronal genes 
using the MEME-ChIP suite [85], RSAT [90, 91] and Motif Enrichment Tool 
(http://veda.cs.uiuc.edu/MET). Peaks were converted to sequence format (FASTA) where 
necessary using the fetch sequences function in RSAT.  
5.2.6 Analysis of DNA-binding sites and histone modifications 
Programming tools (MATLAB) for database mining (modENCODE) were used 
in order to identify DNA-binding sites and histone modification patterns in Tip60-
associated regions that may lead to upregulation/downregulation of genes related to 
cognitive and neuronal functions. Tip60 target-gene regions were intersected with all sets 
of intervals in the modENCODE database for which the genomic distribution of DNA-
binding sites and histone modifications is known. Significance of co-occurrence in 
Tip60-associated intervals was determined by hypergeometric test and p-values were 
FDR corrected for multiple comparisons. Additionally, DNA-binding sites located up to 
1KB upstream of Tip60-target genes were identified using Motif Enrichment Tool and 
selecting experimental TF binding profile collections. Model-based predictions of 
chromatin states for Tip60-target intervals were obtained by intersecting Tip60 intervals 
with the model annotations of the fly genome, available from modENCODE and NCBI 
GSE22069 for the Roy et al. and Filion et al. models, respectively. 
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6. Results and Discussion 
 
  6.1 Tip60-associated genes are enriched for neuronal functions 
 Gene annotation of ChIP-Seq peaks was performed using the D. melanogaster 
annotation database R5.56 as described in methods, producing a list of 321 genes for 
Tip60 (supplementary table 1 in Appendix A) and 2210 genes for RNA Pol II. Of the 321 
genes found in Tip60-associated intervals, 223 genes showed co-occurrence of RNA Pol 
II, suggesting that the majority of Tip60-target genes are actively transcribed. A 
hypergeometric test for the significance of this co-occurrence produced a p-value of 1.3e-
123, suggesting a highly significant result.  
Functional annotation clustering analysis was performed on the list of Tip60-
associated genes using both DAVID and GeneCodis3 [92]. Figure 10 depicts significantly 
(FDR-corrected P<0.05) enriched functional clusters (only significant clusters containing 
more than two genes are depicted), indicating numerous neuronal functions, (e.g. axon and 
synapse organization and structure) and cognitive processes (e.g. learning and memory) 
highlighted in yellow. The list of 46 Tip60-target genes in all neuronal and cognitive 
clusters is presented in supplementary table 2 in Appendix A. These results are in 
agreement with previously published microarray data from Tip60 K/O flies, showing 
significant misregulation of neuronal genes [39]. Additionally, several KEGG and 
Reactome pathways were found to be enriched for Tip60-target genes, which, apart from 
the more general pathways such as “Signaling by GPCR” and “Neuronal System”, 
includes more specific pathways such as “Activation of NMDA receptor upon glutamate 
binding and postsynaptic events” and “NGF signalling via TRKA from the plasma 
membrane”, which may help shed light on the exact cellular and molecular processes 
36 
 
   
involved in producing the cognitive and neuronal impairment evident in Tip60 K/O flies 
[40-43]. Select examples of pathways enriched for Tip60-target genes is presented in table 
1. The full list of enriched pathways is given in supplementary table 3 in Appendix A. 
 
 
Table 1 – Reactome pathway enrichment for Tip60-target genes 
 
 
 
 
 
Pathway Name P-value Gene Count
Signaling Pathways 0.033862 20
Signaling by GPCR 0.000155 13
GPCR downstream signaling 0.00767 9
Integration of energy metabolism 0.018144 9
Neuronal System 0.025936 9
Signaling by NGF 0.028872 9
Axon guidance 0.022689 8
NGF signalling via TRKA from the plasma membrane 0.02838 8
G alpha (s) signalling events 0.024443 5
Activation of NMDA receptor upon glutamate binding 
and postsynaptic events
0.029943 4
PKA activation 0.039547 4
Ca-dependent events 0.039547 4
Calmodulin induced events 0.039547 4
CaM pathway 0.039547 4
37 
 
   
Figure 10 - Functional annotation clustering of Tip60 associated genes using 
GeneCodis3. Only clusters containing more than two genes and having significant enrichment 
(P<0.05) are shown. Neuronal functions are highlighted in yellow in the histogram 
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Next, tissue-specific expression data for the 321 Tip60-associated genes were 
obtained through FlyAtlas [88]. Figure 11 shows the percentage of Tip60-associated genes 
that are up-regulated or down-regulated in the various fly tissue types. Importantly, these 
data show that in neuronal tissues/tissues with neuronal function (brain, head, larval CNS 
and thoracicoabdominal ganglion), approximately 60-65% of Tip60 target genes are 
upregulated, while in other tissue types, the majority of Tip60 target genes are down-
regulated. 
 
 
 
 
 
 
 
 
 
Figure 11 - Tissue-specific expression profiles for Tip60-associated genes.  
Expression profiles were obtained through FlyAtlas.  The figure shows that the majority 
of Tip60-associated genes are upregulated specifically in tissues with neuronal function. 
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Based on these data, a second list of ‘neuronal genes’ was produced, containing 
171 genes that are upregulated in neuronal tissues relative to whole fly, as determined by 
FlyAtlas’ AffyCall [88] for the list of 321 Tip60-target genes.  
The reason for generating a second list of ‘neuronal genes’ based on expression 
data is that the list of genes classified as ‘neuronal’ based on GO annotation may not be 
sufficiently comprehensive since it is limited by what has been investigated and published 
in the literature. Many genes are associated with only one or two GO terms that are based 
on highly specific investigations done by researchers in a particular context, while other 
genes are not annotated at all. Still others are annotated based on sequence ontology alone 
or by the highly error-prone electronic annotation method, used in 95% of all annotations 
[93]. The process of assigning GO terms to genes is hardly systematic or comprehensive 
and can even be highly misleading. Indeed, a recent study estimates “that 64% of the 
UniProtKB proteins are incompletely annotated, and that inconsistent annotations affect 
83% of the protein functions” [94]. On the other hand, genes that are shown to be 
consistently and significantly upregulated in neuronal tissues such as the fly brain and 
larval CNS, are likely to play a functional role in those tissues and thus may represent a 
more comprehensive list of genes involved in neuronal processes. Indeed, expression 
profiling has been extensively used to identify novel functions of otherwise fairly well-
characterized genes as well as newly discovered ones [95-98]. 
To generate a final comprehensive list of neuronal genes associated with Tip60, 
the functional- and expression-based neuronal gene lists were joined, producing a list of 
178 unique genes (131 of which are human orthologues), hereinafter referred to as Tip60-
associated neuronal genes (or simply neuronal genes), presented in supplementary table 4 
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in Appendix A. Of the list of 178 neuronal genes, 132 genes (highlighted in 
supplementary table 4) were also present in the RNA Pol II-target gene list, as depicted in 
figure 12, suggesting that they are actively transcribed. A hypergeometric test was done to 
determine the significance of this co-occurrence, producing a p-value of 8.4e-79, which 
suggests a highly significant co-occurrence of Tip60 and RNA Pol II in or near neuronal 
genes. This supports previous reports implicating Tip60 in regulation of neuronal gene 
expression in the fly [39-43]. Finally, 102 out of the 132 Tip60-target neuronal genes that 
are actively transcribed, have human orthologues, further validating the significance of the 
current investigation and supporting the role of D. melanogaster as a model organism for 
studying human neurodegenerative diseases and neuronal processes. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 12 – Proportions of different gene categories in Tip60-target genes. Genes 
showing RNA Pol II binding may be considered actively transcribed or primed for 
transcription upon induction of appropriate stimuli (see discussion below).  
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When attempting to make meaningful biological inferences based on these data, it 
is important to keep in mind the tissue-specific context. This ChIP-Seq experiment was 
carried out in S2 cells – a D. melanogaster cell line derived from late stage (20–24 hours) 
embryos [99]. Therefore, the data about the genomic locations of Tip60 obtained through 
this experiment do not allow any definitive conclusions to be made regarding the in-vivo 
effects of Tip60 in the vicinity of the genes described above.  
Although a significant proportion of all Tip60-target genes identified in this work 
are associated with neuronal function, it is highly unlikely that these neuronal genes are 
expressed in this non-neuronal cell line in the same manner (if at all), as they are in-vivo, 
in the central and peripheral nervous systems. As mentioned above, Tip60 has been shown 
to function in both facilitating- and suppressing gene expression, depending, among other 
factors, on the cellular context. For example, it was recently shown that in human CD4+ 
T-cells, Tip60 acts as a co-suppressor of ThPOK-target genes [100], while in the mouse 
retina, Tip60 acetylation of histones H3 and H4 is required for transcription of 
rhodopsin and Ppp2r5c [101]. Thus, Tip60 binding to a given location in S2 cells provides 
little information regarding the effects of this binding event on the expression of nearby 
genes in relevant tissues in-vivo.  
Additionally, when considering the co-localization of Tip60 and RNA Pol II, 
caution must be taken when making conclusions about the effects on gene expression, 
since it is not known whether RNA Pol II binding represents a true transcriptional 
elongation event or simply a stalling at promoter regions due to repression of elongation 
[102]. However, RNA Pol II stalling - a common, genome-wide phenomenon - is thought 
to facilitate rapid response to stimuli by producing a stalling ‘checkpoint’ to poise genes 
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for rapid expression upon induction of the appropriate signal [102]. Furthermore, it was 
shown that RNA Pol II stalling is associated with histone-modification marks generally 
linked with transcriptional activation, including H3K4me3, H3K9ac, and H3K14ac [103]. 
As Tip60 is known to acetylate H3K14 [13,104,105], co-localization with RNA Pol II in 
S2 cells suggests at the very least, the potential for transcriptional activation upon 
induction of the appropriate stimuli, which may or may not be encountered in this cell 
line, but can nonetheless be encountered in the relevant tissue. Indeed, recent reports show 
that in mouse and human embryonic cells, inactive genes having significant H3K14 
acetylation belong to response pathways induced by various stimuli such as sensory 
perception, olfaction and chemosensory perception [106]. Thus, Tip60 may act to prime 
inactive genes by H3K14 acetylation for stimulus-dependent expression.  
6.2 Motif enrichment in Tip60-associated genomic regions 
A motif enrichment analysis was performed using the MEME-ChIP suite as well 
as RSAT and Motif Enrichment Tool (MET), in order to identify any enrichment of 
known transcription factor (TF) DNA-binding motifs within Tip60-target-gene intervals. 
MEME-ChIP and RSAT both take as input a set of DNA sequences (FASTA format) for 
motif discovery and alignment as described in the background section, while MET takes 
as input a list of gene identifiers and performs an analysis of the frequency at which a 
given TF motif appears in regions 1kb or 5kb upstream of the gene’s TSS, as well as in 
insulator sequences flanking the gene. Therefore, in order to maximize the comparability 
of the results produced by the three tools, only Tip60 intervals associated with the 321 
genes described in section 6.1 were used as input sequences for the MEME-ChIP and 
RSAT analyses.  
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Figure 13 shows select examples of conserved TF motifs enriched within Tip60-
associated intervals and their alignment with motifs of known TFs involved in various 
neuronal functions. Table 2 lists the significance values for each discovered motif, 
represented as the E-value (false discovery rate for each pattern search), and the matching 
factors shown in figure 13 along with the significance values for the match. The full list of 
significantly matching transcription factors related to neuronal functions is presented in 
supplementary table 5 in Appendix A.  
 
 
Figure 13 - Select examples of TF motifs significantly enriched in gene regions 
associated with Tip60. 
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Table 2 – Significance of discovered motifs and database matches depicted 
in figure 13. 
 
 
 
 
 
 
 
In order to identify promising candidate factors that may interact with Tip60 in 
regulating neuronal gene expression, several factors were considered in narrowing down 
the total list of matching TFs. First, some matching motifs were very short, or had low 
information content in the majority of positions along the motifs, essentially producing a 
poor overall match despite having passed the significance threshold for their similarity to 
discovered motifs, and therefore were disregarded. Second, as each tool used in the 
analysis (RSAT, MEME-ChIP, MET) employs a different algorithm, TFs identified by 
more than one tool were considered more significant than those identified by only one of 
the tools but not the others. Finally, TFs previously linked to neuronal functions by direct 
assay and/or mutant phenotype were considered more significant than those having no 
such association or those having only indirect evidence as the basis for their association 
with neuronal functions (i.e. electronic annotation or sequence similarity). Thus, each TF 
match was investigated and consequently ranked based on all the above factors, rather 
than the significance of the association of their motifs alone.  
Finally, the same analysis was performed on the subset of Tip60-target intervals, 
associated with neuronal genes, the results of which are presented in table 3. 
Motif # E-value
Matching TF 
(symbol)
Match Significance 
(Pearson correlation)
1 3.5E-19 bab1 0.774
2 4.89E-06 run_Bgb (complex) 0.753
3 0.00148 svp 0.882
4 0.03 Exex 0.757
5 0.14 hkb 0.858
6 8.13E-12 hb 0.796
7 0.00724 vnd 0.868
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Table 3 – Database matches for motifs enriched in 
Tip60-target intervals associated with neuronal genes. 
 
 
 
 
 
 
 
6.3 Structural Annotation and DNA-binding sites in Tip60-target regions 
To validate the above findings, database ChIP-Seq intervals of various protein 
factors were compared with Tip60 intervals from the current experiment. One source of 
ChIP-Seq data is the NCBI gene expression omnibus (GEO) data repository, a database 
that archives original microarray and next-generation sequencing datasets submitted by 
the scientific community. If a protein-protein interaction is hypothesized, a good 
indication in support of the hypothesis would be a significant overlap in the ChIP-Seq 
intervals of the two proteins. The modENCODE database curates a large collection of 
genome-wide occupancy and binding site identification data produced by ChIP-Seq, 
ChIP-ChIP and other methods, for various transcription factors, chromosomal proteins 
and modified histone variants. Although the factors represented in the modENCODE 
database hardly make up a comprehensive list of all possible DNA-binding proteins in D. 
melanogaster, the database is nonetheless the largest collection of both in-vitro and in-
vivo DNA-binding sites, conveniently provided in various formats such as TAB, CSV, 
TF symbol FBgn ID p-value Tools 
hth FBgn0001235 0.0005 MEME,MET
vnd FBgn0261930 0.00097 MEME
kr FBgn0001325 0.0015 MEME,MET
jim FBgn0027339 0.0025 MEME,RSAT,MET
ttk FBgn0003870 0.00369 RSAT,MET
exd FBgn0000611 0.006 MEME,RSAT,MET
CG16899 FBgn0037735 0.00925 RSAT,MET
so FBgn0003460 0.0215 RSAT,MET
pho FBgn0002521 0.0345 RSAT,MET
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GFF3 and others, and as such provides a good starting point for bioinformatic 
investigations such as that presented in the current work.  
Additionally, with “more than 700 data sets of profile transcripts, histone 
modifications and physical nucleosome properties, general and specific transcription 
factors (TFs), and replication programs in cell lines, isolated tissues, and whole 
organisms across several developmental stages” [76], the modENCODE consortium has 
also generated, among other things, a model-based, genome-wide map of nine chromatin 
states, defined by the combinatorial patterns of 18 different histone marks that are 
associated with distinct functions [76]. Similarly, Filion et al. [107], developed a five-
color model to similarly classify chromatin into five states, based on the prevalence of 53 
different non-histone chromosomal proteins as well as transcriptional activity levels. The 
general 9-state and 5-state models are depicted in figure 14 (for a detailed explanation of 
the models, see [76] and [107], for the 9-state and 5-state models, respectively). 
 
 
Figure 14 – HMM models of distinct chromatin states in the fly. Left: modENCODE 
9-state model based on the combinatorial pattern of 18 histone modifications, adapted 
from Roy et al., 2010 [76]. Right: 5-state model based on the composition and distribution 
of non-histone chromatin-binding proteins, adapted from Filion et al., 2010 [107]. 
47 
 
   
Figure 15A shows the distribution of Tip60 intervals among five predicted 
chromatin states based on the model of Filion et al. [107], which classifies different 
chromatin states based on the composition of 53 non-histone chromosomal proteins and 
the level of transcriptional activity. Figure 15B shows the distribution of Tip60 target 
locations among the various chromatin states, as predicted by the ‘9-state’ unsupervised 
multivariate Hidden-Markov Model (HMM) of the modENCODE consortium. 
Importantly, Tip60 intervals were compared with modENCODE data produced 
specifically using S2 cells, in order to optimize the comparison. The color scheme used 
for the nine chromatin states is based on an approximate correspondence with the five-
color-based model of Filion et al. for ease of comparison. Furthermore, in order to 
compare the relative abundance of chromatin types among Tip60 interval, the data were 
normalized based on the total genome distribution of each chromatin type.  
Although the correspondence between the nine- and five-state models is 
somewhat subjective, both models predict that the majority of Tip60 intervals 
(approximately two thirds) are found within heterochromatin, Polycomb, or 
silenced/suppressed chromatin, while about 30% of Tip60 intervals are predicted to be 
found in transcriptionally active euchromatin. This is consistent with previous findings 
regarding Tip60’s ability to either activate or suppress transcription [16, 100, and 101].  
 
 
 
 
48 
 
   
Figure 15 – Model-based predictions of the distribution of different chromatin 
states for Tip60-associated genomic intervals. (A) modENCODE 9-state model 
predictions. (B) Filion et al. 5-state model predictions.  
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Additionally, an analysis of Tip60 intervals with other ChIP-Seq data from the 
modENCODE database shows that several factors have significant overlap with Tip60 
intervals and that these factors are largely associated with heterochromatin/Polycomb, or 
silenced states. Table 4 lists the overlapping factors and the associated significance of the 
overlap determined by hypergeometric test, with factors identified in previous analyses 
highlighted in yellow. 
 
Table 4 – Factors significantly occurring in Tip60-associated intervals. 
Significance was derived using a cumulative distribution hypergeometric test. 
 
 
 
 
 
 
As the distribution of the histone marks H3K9/27me3 was used in generating the 
modENCODE 9-state chromatin model, it is not surprising that they appear in Tip60-
associated intervals. However, HP1 and HP4 are both heterochromatin-associated 
proteins, and were not used in generating the 9-state model, and thus provide support to 
model predictions regarding the prevalence of Tip60 in heterochromatin/silenced regions 
in S2 cells. Additionally, the histone mark H3K27me3, which was not used in generating 
the 5-state chromatin model [107], is recognized by Pho-Pc, a Polycomb protein complex 
shown to be essential for neuronal remodeling, particularly during steroid hormone 
signaling [108], while Hr39, which also appears in table 4, belongs to the nuclear 
hormone receptor family NR5, and was recently shown to be involved in mushroom body 
Factor Overlapping intervals All intervals for factor P-value
H3K9me3 119 828 7.73E-66
Hr39 70 1216 1.56E-15
H3K27me3 49 1090 7.40E-08
HP1 118 3680 1.67E-07
HP4 33 630 2.51E-07
exd 250 13483 8.02E-07
Nejire 132 6254 1.32E-05
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neuron remodeling in the fly [109, 110]. Nejire - also known as p300 - is a histone 
acetyltransferase involved in many neuronal and cognitive functions such as synapse 
assembly, locomotor rhythm and neurotransmitter secretion (Flybase.org). Interestingly, a 
very recent report finds that p300 and Tip60 physically interact in a dynamic manner and 
together promote FOXP3 acetylation for transcriptional activation in mouse thymus [111, 
in press]. Finally, exd is a transcription factor involved in brain, eye and peripheral 
nervous system development (Flybase.org). Notably, this factor was also identified as a 
match to discovered motifs in Tip60-target peaks associated with neuronal genes, 
presented in table 3. 
It is important to keep in mind that unlike the co-occurrence of RNA Pol II and 
Tip60, which was inferred based on the overlap between both sets of ChIP-Seq intervals 
produced in the same experiment (i.e. both spatial and temporal overlap), the co-
occurrence depicted in table 4 does not imply a simultaneous overlap between Tip60 and 
the factors listed, but rather can be interpreted in several ways. For example, it is possible 
that this overlap reflects a competitive or antagonistic relationship, wherein DNA binding 
to a given location is mutually exclusive between Tip60 and another factor, and that only 
one of the factors may bind there at a given time, depending on the tissue or cellular 
context. A similar interpretation may be applied to the presence of a particular TF motif 
in Tip60-associated intervals, as no temporal correspondence can be determined solely 
based on motif enrichment analysis.  
Finally, it is important to keep in mind that identification of a particular factor 
through both sequence analysis (section 6.2) and binding-site overlap (current section) 
does not necessarily reflect two independent sources of evidence, as it is possible that the 
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binding-site data used in this analysis may have contributed to the generation of the motif 
that was used in the previous analysis.  
When the same model-based predictions were applied to the 132 neuronal genes 
co-bound by RNA Pol II, the distribution became significantly different, with the 
majority of the intervals occurring in active chromatin in the 5-state model, and a much 
larger percentage of active/open euchromatin in the 9-state model, as seen in figure 16.  
 
Figure 16 - Model-based predictions of the distribution of different chromatin states for 
Tip60-target neuronal genes. (Right) modENCODE 9-state model predictions. (Left) Filion et 
al. 5-state model predictions. 
 
 
 
This is consistent with the hypothesis that Tip60 activity either facilitates or 
directly promotes neuronal gene transcription by RNA Pol II.  
Although several of the TFs identified by motif enrichment analysis have ChIP-
Seq datasets in the modENCODE database, no significant overlap with Tip60 intervals 
was found. However, this can be due to the fact that the majority of ChIP-Seq data in 
modENCODE was produced using whole fly embryos or larvae at different 
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developmental stages, rather than cultured cell lines such as S2 cells. Thus, a potential 
interaction between Tip60 and any of the TFs identified by motif enrichment analysis, 
should not be ruled out, since an interaction may occur only under particular conditions 
and in particular tissues. Furthermore, several of the TFs identified by motif enrichment 
have no comparable ChIP-Seq data in modENCODE, and therefore are not expected to 
show significant overlap.  
The Motif Enrichment Tool (MET) described above, apart from performing motif 
enrichment analysis based on the presence of a motif, has an additional functionality for 
analyzing occurrence of TF binding-sites in a user-supplied set of genes based on 
experimentally identified binding-site collections. For an input set of gene identifiers, this 
analysis compares the curated binding-site collections with the regions 1kb and/or 5kb 
upstream of the specified genes. Analysis of the 321 Tip60-associated genes using this 
additional functionality of MET (hereinafter referred to as MET-ChIP), produced several 
factors with significant overlap with Tip60-target regions. Most notably, several of the 
factors identified by motif sequence analysis were also identified in this analysis. Table 5 
lists factors associated with neuronal functions with significant binding locations 
overlapping Tip60-target gene regions, with factors identified in previous sections (table 
2 and/or supplementary table 5) highlighted in yellow. 
 
Table 5 – TFs with binding-sites significantly occurring proximal to Tip60-target 
genes, as determined using the MET-ChIP functionality. 
 
 
Factor Intersection Significance Factor Intersection Significance
med 113 1.41E-46 run 105 6.66E-40
ttk 111 7.18E-45 dll 104 4.25E-39
bab1 110 5.01E-44 ftz-f1 104 4.25E-39
kr 108 2.34E-42 hb 42 4.72E-03
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Finally, the same analysis was applied separately to the list of 178 Tip60 neuronal 
gene targets. Table 6 lists particularly relevant TF candidates involved in various neuronal 
functions that have binding-sites overlapping significantly with Tip60-target neuronal 
genes, including several factors that did not show significance in previous analyses of the 
full list of Tip60 target genes (highlighted in yellow). 
 
 
Table 6 - TFs with binding-sites significantly occurring proximal to Tip60 neuronal target 
genes. Neuronal functions listed are based on GO term associations inferred from direct assays 
or mutant phenotype. 
 
 
7. Conclusions and Future Directions 
 
Since the completion of the Human Genome Project, scientists and engineers 
worldwide have made enormous strides in developing and applying creative, novel 
methods for analyzing otherwise inconceivably complex data. The use of massively 
parallel, next-generation whole-genome sequencing technologies has been increasing 
Factor Intersection Significance Neuronal functions
hb 26 1.85E-10 Generation of neurons, Neuroblast fate determination
en 21 4.46E-07 Axon guidance, Neuroblast fate determination
med 23 2.30E-08
Positive regulation of synaptic growth at neuromuscular 
junction, Neuron development
shn 21 4.46E-07
Learning or memory, Olfactory learning, Dendrite 
morphogenesis
tll 20 1.82E-06 Mushroom body development, Neuroblast division
ttk 26 1.85E-10
Brain morphogenesis, Dendrite morphogenesis, 
Locomotion involved in locomotory behavior, Neuron 
development, R1/R6/R7 cell development
kni 22 1.04E-07 Dendrite morphogenesis
kr 24 4.83E-09 Axon guidance, Neuroblast fate determination
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exponentially in recent years, and the increased access to consistent, user-submitted data 
repositories such as NCBI and ENCODE has produced a collaborative network of 
biologists, computer scientists and mathematicians that are constantly developing new 
tools for data analysis, most of them freely available through web-based applications or 
source code package distributions.  
The current work demonstrates only a fraction of the complex analyses that can 
be produced for a single ChIP-Seq experiment and the significant amount of biologically 
relevant data that can be extracted using nothing more than freely available data and 
tools. However, one of the important limitations highlighted in the current work is the 
need for biologically relevant data for making meaningful conclusions. For example, an 
important limitation repeatedly emphasized in the current work is the fact that the 
experiment was carried out in a cultured cell line that, while a convenient and valuable 
tool for cost-effective, high-throughput data generation, cannot accurately represent the 
complex in vivo environment, particularly when attempting to investigate processes as 
complex as those involved in nervous system function. Additionally, in order to elucidate 
the effects of any identified binding event on gene expression, and thereby promote a 
better understanding of regulatory mechanisms, it is important to integrate different types 
of data generated using otherwise identical biological samples. For example, integrating 
ChIP-Seq data with microarray or other high-throughput gene expression data, would 
allow the researcher to determine whether a particular binding event might be repressive 
or conducive for transcription, and consequently to identify differentiating characteristics 
between repressive or conducive DNA-binding events.  
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To follow up and confirm the preliminary findings of the current work, 
several experiments are suggested. First, repeating the experiment using Drosophila 
brain tissue would allow for a more direct investigation of neuronal gene expression 
and the regulatory mechanisms thereof. Second, a complementary microarray 
experiment in Tip60 knock-out fly brain tissue may be compared with 
corresponding ChIP-Seq results to identify which genes may be activated or 
repressed by Tip60 binding. Finally, candidate DNA-binding partners that may 
interact with Tip60 in regulating gene expression may be tested in a protein-protein 
interaction assay, such as co-immunoprecipitation.  
Additionally, several of the factors identified in table 6 (Shn, kr, kni) and in 
supplementary table 5 (Lola, bab1) have binding-sites overlapping flanking regions 
of the Tip60 target gene Appl, the fly homolog of the human β-Amyloid Precursor 
Protein (APP), which has been causatively linked to Alzheimer’s disease (AD) and 
other cognitive and neuronal functions [44]. As overexpression of Tip60 was shown 
to protect against AD-related neuro-degeneration [42], these TFs may be of 
particular interest for investigations of the molecular pathology of AD. Ideally, both 
‘wet-lab’ experiments and bioinformatic analysis should be combined to produce 
meaningful results. 
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Appendix A – Supplementary Tables 
 
 Supplementary table 1 – 321 genes found in Tip60 ChIP-Seq peaks. 
 
 
 
 
 
Gene Symbol FlyBase ID Gene Symbol FlyBase ID Gene Symbol FlyBase ID Gene Symbol FlyBase ID Gene Symbol FlyBase ID Gene Symbol FlyBase ID
2mit FBgn0260793 CG10910 FBgn0034289 CG17514 FBgn0039959 CG33158 FBgn0053158 CG40378 FBgn0058378 CR40741 FBgn0085771
4EHP FBgn0053100 CG10947 FBgn0032857 CG17839 FBgn0036454 CG33170 FBgn0053170 CG40467 FBgn0069977 CR40743 FBgn0085772
5.8SrRNA:CR40454 FBgn0250731 CG11360 FBgn0039920 CG2121 FBgn0033289 CG33267 FBgn0053267 CG40470 FBgn0058470 CR40766 FBgn0085773
Ac78C FBgn0024150 CG11873 FBgn0039633 CG30069 FBgn0050069 CG33988 FBgn0053988 CG40813 FBgn0085521 CR40779 FBgn0085774
AGO3 FBgn0250816 CG12061 FBgn0040031 CG30116 FBgn0028496 CG34031 FBgn0054031 CG40968 FBgn0085546 CR40959 FBgn0085777
alpha4GT2 FBgn0039378 CG12502 FBgn0035171 CG30389 FBgn0050389 CG34104 FBgn0083940 CG41343 FBgn0085625 CR40963 FBgn0085779
alpha-Man-I FBgn0259170 CG12535 FBgn0029657 CG30438 FBgn0050438 CG34106 FBgn0083942 CG41378 FBgn0085638 CR40976 FBgn0085780
Appl FBgn0000108 CG12541 FBgn0029930 CG31038 FBgn0051038 CG34347 FBgn0085376 CG41520 FBgn0087011 CR41535 FBgn0085795
atms FBgn0010750 CG12885 FBgn0039523 CG31221 FBgn0051221 CG34353 FBgn0085382 CG41527 FBgn0085670 CR41539 FBgn0085796
bab1 FBgn0004870 CG13300 FBgn0035699 CG31324 FBgn0051324 CG34355 FBgn0085384 CG41562 FBgn0085693 CR41540 FBgn0085797
bab2 FBgn0025525 CG13541 FBgn0034841 CG31619 FBgn0051619 CG34356 FBgn0085385 CG42238 FBgn0250867 CR41544 FBgn0085799
bbg FBgn0087007 CG13954 FBgn0033405 CG31702 FBgn0051702 CG34376 FBgn0085405 CG42249 FBgn0259101 CR41548 FBgn0085802
beat-IV FBgn0039089 CG14190 FBgn0030979 CG32373 FBgn0052373 CG34417 FBgn0085446 CG42329 FBgn0259229 CR41550 FBgn0085803
beat-Vb FBgn0038092 CG14431 FBgn0029922 CG32406 FBgn0052406 CG3544 FBgn0031279 CG42395 FBgn0259741 CR41571 FBgn0085804
bol FBgn0011206 CG14459 FBgn0037171 CG32486 FBgn0052486 CG3726 FBgn0029824 CG42402 FBgn0259821 CR41583 FBgn0085805
bs FBgn0004101 CG14636 FBgn0037217 CG32699 FBgn0052699 CG3777 FBgn0024989 CG42534 FBgn0260487 CR41590 FBgn0085807
bxd FBgn0020556 CG15465 FBgn0029746 CG32700 FBgn0052700 CG40006 FBgn0058006 CG42618 FBgn0261281 CR41591 FBgn0085808
Cap-G FBgn0259876 CG15831 FBgn0040034 CG32816 FBgn0052816 CG40155 FBgn0058155 CG42637 FBgn0261360 CR41602 FBgn0085813
Ccn FBgn0052183 CG16781 FBgn0029661 CG32850 FBgn0052850 CG40160 FBgn0058160 CG4587 FBgn0028863 CR41604 FBgn0085814
Cda4 FBgn0052499 CG17018 FBgn0039972 CG32944 FBgn0052944 CG40178 FBgn0058178 CG5004 FBgn0260748 CR41605 FBgn0085815
CR40571 FBgn0085746 CG5036 FBgn0028743 ken FBgn0011236 heph FBgn0011224 Dop2R FBgn0053517 CR41606 FBgn0085816
CR40572 FBgn0085747 CG6051 FBgn0039492 kirre FBgn0028369 His1:CG31617 FBgn0051617 dpr6 FBgn0040823 CR41607 FBgn0085817
CR40573 FBgn0085748 CG7369 FBgn0037188 kl-2 FBgn0001313 His1:CG33801 FBgn0053801 dpr8 FBgn0052600 CR41608 FBgn0085818
CR40574 FBgn0085749 CG7564 FBgn0036734 kl-3 FBgn0001314 His2A:CG31618 FBgn0051618 Drip FBgn0015872 CR41609 FBgn0085819
CR40581 FBgn0085750 CG8861 FBgn0037676 kl-5 FBgn0001315 His2B:CG33908 FBgn0053908 ec FBgn0000542 CR41613 FBgn0085822
CR40582 FBgn0085751 CG9766 FBgn0037229 laccase2 FBgn0259247 His3:CG33866 FBgn0053866 ed FBgn0000547 CR41617 FBgn0085823
CR40594 FBgn0085752 CHKov1 FBgn0045761 Lar FBgn0000464 His-Psi:CR31616 FBgn0051616 Eip63E FBgn0005640 CR41618 FBgn0085824
CR40597 FBgn0085754 chn FBgn0015371 Lasp FBgn0063485 His-Psi:CR31754 FBgn0051754 Eip75B FBgn0000568 CR41619 FBgn0085825
CR40611 FBgn0085755 Con FBgn0005775 lilli FBgn0041111 His-Psi:CR33802 FBgn0053802 fd102C FBgn0039937 CR41620 FBgn0085826
CR40613 FBgn0085756 CR32010 FBgn0052010 Liprin-gamma FBgn0034720 His-Psi:CR33805 FBgn0053805 fne FBgn0086675 CR41621 FBgn0085827
CR40621 FBgn0085757 CR33496 FBgn0053496 LpR2 FBgn0051092 hoe1 FBgn0041150 for FBgn0000721 CR42195 FBgn0085828
CR40629 FBgn0085505 CR40461 FBgn0058461 luna FBgn0040765 InR FBgn0013984 Fs FBgn0259878 Cyp309a2 FBgn0041337
CR40640 FBgn0085759 CR40502 FBgn0085737 MESR3 FBgn0032694 Ir40a FBgn0259683 ftz-f1 FBgn0001078 d4 FBgn0033015
CR40642 FBgn0085761 CR40503 FBgn0085738 MFS17 FBgn0058263 Ir41a FBgn0040849 Fur1 FBgn0004509 Dbp80 FBgn0024804
CR40668 FBgn0085764 CR40508 FBgn0085740 MRP FBgn0032456 Ir93a FBgn0259215 gammaTry FBgn0010359 Dgk FBgn0085390
CR40677 FBgn0085765 CR40528 FBgn0085741 mtd FBgn0013576 JIL-1 FBgn0020412 Gas8 FBgn0029667 Dh44-R2 FBgn0033744
CR40679 FBgn0085766 CR40546 FBgn0085742 Muc26B FBgn0040950 jim FBgn0027339 GEFmeso FBgn0050115 dnc FBgn0000479
CR40712 FBgn0085768 CR40560 FBgn0085743 Muc30E FBgn0053300 KCNQ FBgn0033494 Gprk1 FBgn0260798 dnr1 FBgn0260866
CR40728 FBgn0085769 CR40561 FBgn0085744 Muc68Ca FBgn0036181 kek2 FBgn0015400 GS FBgn0030882 dnt FBgn0024245
CR40734 FBgn0085770 CR40565 FBgn0085745 Muc68E FBgn0053265 kek5 FBgn0031016 Haspin FBgn0046706 Dop1R1 FBgn0011582
su(w[a]) FBgn0003638 SMSr FBgn0052380 Ppr-Y FBgn0046697 Muc96D FBgn0051439 Shawl FBgn0085395 Pka-C3 FBgn0000489
sxc FBgn0261403 Snap25 FBgn0011288 pros FBgn0004595 Nipped-A FBgn0053554 SK FBgn0029761 Pka-R1 FBgn0259243
Syn1 FBgn0037130 Sox100B FBgn0024288 Prosap FBgn0040752 Nlg2 FBgn0031866 skd FBgn0003415 plexB FBgn0025740
Syt1 FBgn0004242 SPoCk FBgn0052451 Ptp99A FBgn0004369 nmo FBgn0011817 Su(Ste):CR42443 FBgn0259874 sky FBgn0032901
tai FBgn0041092 spok FBgn0086917 px FBgn0003175 nvd FBgn0259697 Pp1-Y2 FBgn0046698 SKIP FBgn0051163
Tequila FBgn0023479 Ste:CG33240 FBgn0053240 raw FBgn0003209 OdsH FBgn0026058 unc-5 FBgn0034013 Su(Ste):CR42435 FBgn0259866
Tg FBgn0031975 Ste:CG33241 FBgn0053241 Rbp6 FBgn0260943 Ory FBgn0046323 vtd FBgn0260987 Su(Ste):CR42436 FBgn0259867
timeout FBgn0038118 Ste:CG33242 FBgn0053242 rl FBgn0003256 Papss FBgn0020389 X11Lbeta FBgn0052677 Su(Ste):CR42439 FBgn0259870
TM4SF FBgn0020372 SteXh:CG42398 FBgn0259817 roX1 FBgn0019661 Parp FBgn0010247 plum FBgn0039431 Su(Ste):CR42442 FBgn0259873
toc FBgn0015600 stnA FBgn0016976 rut FBgn0003301 pb FBgn0051481 Pp1-Y1 FBgn0261399 sls FBgn0086906
tok FBgn0004885 Su(Ste):CR42405 FBgn0259836 RYa-R FBgn0004842 Pc FBgn0003042 Ubi-p63E FBgn0003943 Su(Ste):CR42420 FBgn0259851
Trim9 FBgn0051721 Su(Ste):CR42407 FBgn0259838 sca FBgn0003326 PH4alphaEFB FBgn0039776 uif FBgn0031879 Su(Ste):CR42425 FBgn0259856
twin FBgn0011725 Su(Ste):CR42418 FBgn0259849 Sdic2 FBgn0053497 phl FBgn0003079 Sema-1a FBgn0011259 pigs FBgn0029881
Su(Ste):CR42440 FBgn0259871 Sgs1 FBgn0003372 pk FBgn0003090 - - - - -
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Supplementary Table 2 – Tip60 neuronal gene targets based on 
gene ontology data. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gene  Symbol FlyBase ID Gene  Symbol FlyBase ID
Appl FBgn0000108 ed FBgn0000547
Con FBgn0005775 for FBgn0000721
Dop1R1 FBgn0011582 ftz-f1 FBgn0001078
Gas8 FBgn0029667 heph FBgn0011224
InR FBgn0013984 ken FBgn0011236
Lar FBgn0000464 lilli FBgn0041111
Nipped-A FBgn0053554 nmo FBgn0011817
Pc FBgn0003042 pb FBgn0051481
Pka-C3 FBgn0000489 phl FBgn0003079
Pka-R1 FBgn0259243 pk FBgn0003090
Ptp99A FBgn0004369 plexB FBgn0025740
Sema-1a FBgn0011259 pros FBgn0004595
Snap25 FBgn0011288 px FBgn0003175
Syt1 FBgn0004242 raw FBgn0003209
Tequila FBgn0023479 rl FBgn0003256
Ubi-p63E FBgn0003943 rut FBgn0003301
bab1 FBgn0004870 sca FBgn0003326
bs FBgn0004101 skd FBgn0003415
chn FBgn0015371 sls FBgn0086906
d4 FBgn0033015 stnA FBgn0016976
dnc FBgn0000479 tai FBgn0041092
dnt FBgn0024245 tok FBgn0004885
ec FBgn0000542 unc-5 FBgn0034013
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Supplementary table 3 – Pathway enrichment for Tip60-target genes. 
 
 
 
 
 
 
 
 
Pathway Name P-value Gene Count
Signaling Pathways 0.03386166 20
Signaling by GPCR 0.000155431 13
GPCR downstream signaling 0.007669627 9
Integration of energy metabolism 0.018144348 9
Neuronal System 0.025935649 9
Signaling by NGF 0.028872074 9
Signaling by ERBB2 0.021552849 8
Signaling by FGFR 0.02217032 8
Axon guidance 0.022689058 8
Signaling by EGFR in Cancer 0.022754819 8
Downstream signaling of activated FGFR 0.022791229 8
Signaling by EGFR 0.023618274 8
Signaling by PDGF 0.027926025 8
DAP12 interactions 0.027926025 8
DAP12 signaling 0.027926025 8
Downstream signal transduction 0.027926025 8
NGF signalling via TRKA from the plasma membrane 0.028380447 8
Signaling by FGFR in disease 0.029182685 8
Gastrin-CREB signalling pathway via PKC and MAPK 0.021258215 5
PKA activation in glucagon signalling 0.021639123 5
Aquaporin-mediated transport 0.022092919 5
G alpha (s) signalling events 0.024442758 5
Glucagon signaling in metabolic regulation 0.024442758 5
Regulation of Water Balance by Renal Aquaporins 0.024442758 5
Post NMDA receptor activation events 0.024226943 4
Activation of NMDA receptor upon glutamate binding and postsynaptic events 0.029942781 4
PKA activation 0.039547116 4
PKA-mediated phosphorylation of CREB 0.039547116 4
Ca-dependent events 0.039547116 4
Calmodulin induced events 0.039547116 4
CaM pathway 0.039547116 4
Spry regulation of FGF signaling 0.033623664 3
RAF activation 0.033623664 3
MEK activation 0.033623664 3
RAF phosphorylates MEK 0.033623664 3
Oncogene Induced Senescence 0.036486167 2
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Supplementary table 4 – 178 Tip60 neuronal gene targets. Based on FlyAtlas tissue-specific 
expression data and gene ontology data. Genes co-bound by RNA Pol II are highlighted in 
yellow. 
 
 
 
 
 
 
 
Gene Symbol FlyBase ID Gene Symbol FlyBase ID Gene Symbol FlyBase ID Gene Symbol FlyBase ID Gene Symbol FlyBase ID
2mit FBgn0260793 CG32486 FBgn0052486 d4 FBgn0033015 kek2 FBgn0015400 RYa-R FBgn0004842
Ac78C FBgn0024150 CG32700 FBgn0052700 Dbp80 FBgn0024804 kek5 FBgn0031016 sca FBgn0003326
alpha-Man-I FBgn0259170 CG32816 FBgn0052816 Dgk FBgn0085390 ken FBgn0011236 Sdic2 FBgn0053497
Appl FBgn0000108 CG32850 FBgn0052850 Dh44-R2 FBgn0033744 kirre FBgn0028369 Sema-1a FBgn0011259
atms FBgn0010750 CG32944 FBgn0052944 dnc FBgn0000479 kl-2 FBgn0001313 Shawl FBgn0085395
bab1 FBgn0004870 CG33158 FBgn0053158 dnr1 FBgn0260866 laccase2 FBgn0259247 SK FBgn0029761
bab2 FBgn0025525 CG33170 FBgn0053170 dnt FBgn0024245 Lar FBgn0000464 skd FBgn0003415
bbg FBgn0087007 CG33988 FBgn0053988 Dop1R1 FBgn0011582 lilli FBgn0041111 SKIP FBgn0051163
beat-IV FBgn0039089 CG34104 FBgn0083940 Dop2R FBgn0053517 Liprin-gamma FBgn0034720 sky FBgn0032901
beat-Vb FBgn0038092 CG34106 FBgn0083942 dpr6 FBgn0040823 luna FBgn0040765 sls FBgn0086906
bol FBgn0011206 CG34347 FBgn0085376 dpr8 FBgn0052600 MFS17 FBgn0058263 SMSr FBgn0052380
bs FBgn0004101 CG34353 FBgn0085382 Drip FBgn0015872 mtd FBgn0013576 Snap25 FBgn0011288
Cap-G FBgn0259876 CG34355 FBgn0085384 ec FBgn0000542 Muc96D FBgn0051439 SPoCk FBgn0052451
Ccn FBgn0052183 CG34356 FBgn0085385 ed FBgn0000547 Nipped-A FBgn0053554 spok FBgn0086917
Cda4 FBgn0052499 CG34376 FBgn0085405 Eip63E FBgn0005640 Nlg2 FBgn0031866 Ste:CG33240 FBgn0053240
CG11360 FBgn0039920 CG34417 FBgn0085446 Eip75B FBgn0000568 nmo FBgn0011817 Ste:CG33241 FBgn0053241
CG12502 FBgn0035171 CG3726 FBgn0029824 fd102C FBgn0039937 Papss FBgn0020389 Ste:CG33242 FBgn0053242
CG12541 FBgn0029930 CG40006 FBgn0058006 fne FBgn0086675 Parp FBgn0010247 stnA FBgn0016976
CG12885 FBgn0039523 CG40155 FBgn0058155 for FBgn0000721 pb FBgn0051481 su(w[a]) FBgn0003638
CG13300 FBgn0035699 CG40160 FBgn0058160 Fs FBgn0259878 Pc FBgn0003042 sxc FBgn0261403
CG14431 FBgn0029922 CG40178 FBgn0058178 ftz-f1 FBgn0001078 PH4alphaEFB FBgn0039776 Syn1 FBgn0037130
CG14459 FBgn0037171 CG40378 FBgn0058378 Fur1 FBgn0004509 phl FBgn0003079 Syt1 FBgn0004242
CG14636 FBgn0037217 CG40467 FBgn0069977 Gas8 FBgn0029667 pigs FBgn0029881 tai FBgn0041092
CG15465 FBgn0029746 CG40470 FBgn0058470 GEFmeso FBgn0050115 pk FBgn0003090 Tequila FBgn0023479
CG15831 FBgn0040034 CG41520 FBgn0087011 Gprk1 FBgn0260798 Pka-C3 FBgn0000489 Tg FBgn0031975
CG17514 FBgn0039959 CG42329 FBgn0259229 GS FBgn0030882 Pka-R1 FBgn0259243 TM4SF FBgn0020372
CG17839 FBgn0036454 CG4587 FBgn0028863 Haspin FBgn0046706 plexB FBgn0025740 toc FBgn0015600
CG2121 FBgn0033289 CG5036 FBgn0028743 heph FBgn0011224 plum FBgn0039431 tok FBgn0004885
CG30069 FBgn0050069 CG8861 FBgn0037676 His3:CG33866 FBgn0053866 pros FBgn0004595 Trim9 FBgn0051721
CG30116 FBgn0028496 CG9766 FBgn0037229 His-Psi:CR31754 FBgn0051754 Prosap FBgn0040752 Ubi-p63E FBgn0003943
CG30389 FBgn0050389 CHKov1 FBgn0045761 hoe1 FBgn0041150 Ptp99A FBgn0004369 uif FBgn0031879
CG31038 FBgn0051038 chn FBgn0015371 InR FBgn0013984 px FBgn0003175 unc-5 FBgn0034013
CG31221 FBgn0051221 Con FBgn0005775 Ir41a FBgn0040849 raw FBgn0003209 vtd FBgn0260987
CG31324 FBgn0051324 CR32010 FBgn0052010 JIL-1 FBgn0020412 Rbp6 FBgn0260943 X11Lbeta FBgn0052677
CG31619 FBgn0051619 CR41604 FBgn0085814 jim FBgn0027339 rl FBgn0003256 - -
CG32406 FBgn0052406 Cyp309a2 FBgn0041337 KCNQ FBgn0033494 rut FBgn0003301 - -
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Supplementary table 5 – TFs involved in neuronal processes, that match motifs 
significantly enriched in gene regions associated with Tip60. 
 
 
 
 
 
 
 
 
 
 
 
TF symbol FlyBase ID Match Significance (p-value) Tools 
hb FBgn0001180 0.000000538 RSAT,MET
bab1 FBgn0004870 0.00000884 RSAT,MET
Lola FBgn0261283 0.0000598 MEME,RSAT,MET
CG10267 FBgn0037446 0.000461 MEME,MET
Disco FBgn0042650 0.000545 MEME,MET
CG11617 FBgn0031232 0.00063 MEME,MET
Tll FBgn0003720 0.001 MEME,MET
br FBgn0000210 0.0018 MEME,RSAT,MET
Exex FBgn0041156 0.00613 RSAT,MET
oc FBgn0004102 0.01 MEME,RSAT
Med FBgn0011655 0.01 MEME,MET
CG12361 FBgn0261723 0.01 MEME,RSAT,MET
svp FBgn0003651 0.0106 RSAT,MET
run_Bgb (complex) FBgn0013753 0.0271 RSAT,MET
hkb FBgn0001204 0.858 (Pearson Correlation) RSAT,MET
vnd FBgn0003986 0.868 (Pearson Correlation) RSAT
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