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THREEFIELD IDENTITIES AND SIMULTANEOUS REPRESENTATIONS
OF PRIMES BY BINARY QUADRATIC FORMS
ERIC MORTENSON
Abstract. Kaplansky [2003] proved a theorem on the simultaneous representation of a
prime p by two different principal binary quadratic forms. Later, Brink found five more like
theorems and claimed that there were no others. By putting Kaplansky-like theorems into
the context of threefield identities after Andrews, Dyson, and Hickerson, we find that there
are at least two similar results not on Brink’s list. We also show how such theorems are
related to results of Muskat on binary quadratic forms.
1. Notation
Let q be a complex number with 0 < |q| < 1. We recall some basics:
(x)∞ = (x; q)∞ :=
∏
i≥0
(1− qix), (1.1)
and j(x; q) := (x)∞(q/x)∞(q)∞ =
∑
n
(−1)nq(n2)xn, (1.2)
where in the last line the equivalence of product and sum follows from Jacobi’s triple product
identity. We keep in mind the easily deduced fact that j(qn, q) = 0 for n ∈ Z. The following
are special cases of the above definition. Let a and m are integers with m positive. Define
Ja,m := j(q
a; qm), Ja,m := j(−qa; qm), and Jm := Jm,3m =
∏
i≥1
(1− qmi). (1.3)
2. Introduction
Let ∆ be a negative integer with ∆ ≡ 0 (mod 4) (resp. ∆ ≡ 1 (mod 4) ). Recall that
the principal binary quadratic form F (x, y) of discriminant ∆ is defined to be x2 − ∆
4
y2
(resp. x2 + xy + 1−∆
4
y2). Kaplansky [12] proved the following theorem on the simultaneous
representation of a prime p by two different principal binary quadratic forms:
Theorem 2.1. [12] A prime p, where p ≡ 1 (mod 16), is representable by both or none of the
quadratic forms x2+32y2 and x2+64y2. A prime p, where p ≡ 9 (mod 16), is representable
by exactly one of the quadratic forms.
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Kaplansky proved his theorem using two well-known results: 2 is a 4th power modulo a
prime p if and only if p is represented by x2 + 64y2 (Gauss [7, p. 530]) and −4 is an 8th
power modulo a prime p if and only if p is represented by x2 + 32y2 (Barrucand and Cohn
[3]). Using class field theory, Brink [4] was able to prove five more theorems similar to that
of Kaplansky. Three of which are
Theorem 2.2. [4, Theorem 1] A prime p ≡ 1 (mod 20) is representable by both or none of
x2 + 20y2 and x2 + 100y2, whereas a prime p ≡ 9 (mod 20) is representable by exactly one
of these forms.
Theorem 2.3. [4, Theorem 4] A prime p ≡ 1, 65, 81 (mod 112) is representable by both or
none of x2 + 14y2 and x2 + 448y2, whereas a prime p ≡ 9, 25, 57 (mod 112) is representable
by exactly one of these forms.
Theorem 2.4. [4, Theorem 5] A prime p ≡ 1, 169 (mod 240) is representable by both or
none of x2 + 150y2 and x2 + 960y2, whereas a prime p ≡ 49, 121 (mod 240) is representable
by exactly one of these forms.
In [4], Brink claims that these are the only results of their kind and gives a heuristic argument
as support. As an example, Brink shows that there is no similar result for primes represented
by x2 + 128y2 and x2 + 256y2. In [5], Brink gives elementary proofs of Theorems 2.1 and
2.2 and also shows that Theorem 2.1 is equivalent to a result of Glaisher [8]: Let p be an
odd prime and let h and h′ be the class numbers corresponding to the discriminants −4p and
−8p respectively. If p ≡ 1 (mod 16), then either both or none of h and h′ are divisible by 8;
if p ≡ 9 (mod 16), then exactly one of these class numbers is divisible by 8.
It turns out that there are at least two pairs of discriminants for Kaplansky-like theorems
on principal binary quadratic forms that are not on Brink’s list. Our two new results read
Theorem 2.5. A prime p ≡ 1 (mod 48), is representable by both or none of x2 + 64y2 and
x2+288y2, whereas a prime p ≡ 25 (mod 48), is representable by exactly one of the quadratic
forms.
Theorem 2.6. A prime p ≡ 1, 65, 81 (mod 112) is representable by both or none of x2+56y2
and x2 + 448y2, whereas a prime p ≡ 9, 25, 57 (mod 112) is representable by exactly one of
these forms.
Prior to the work of Kaplansky and Brink, Muskat [14] used Dirichlet’s method of proof of
the above mentioned theorem of Gauss to prove results on the simultaneous representations
of primes by binary quadratic forms, with several of Muskat’s results being related to Brink’s
five theorems. Indeed, Williams [17] pointed out that Brink’s results follow from Muskat’s.
In particular, Williams showed that [14, Theorem 1] implies [4, Theorem 1]. Among the
corollaries to Muskat’s general results, we find the following:
Theorem 2.7. [14, Theorem 1] Let p ≡ 1 or 9 (mod 20) be a prime; then we may write
p = M2 + N2 with N even and M ≡ 1 (mod 4), and p = A2 + 5B2. Noting that either M
or N is divisible by 5, we conclude that:
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(a) if p ≡ 1 (mod 20), then A is even if and only if 5|M ,
(b) if p ≡ 9 (mod 20), then A is even if and only if 5|N .
Theorem 2.8. [14, Theorem 3] Let p = M2 + 7N2 be a prime ≡ ±1 (mod 8) with M or
N ≡ 1 (mod 4). Then
(a) p = A2 + 14B2 is solvable if and only if 2p+M +N ≡ 3 (mod 8),
(b) p = 7C2 + 2D2 is solvable if and only if 2p+M +N ≡ 7 (mod 8).
In this paper, we will prove our results by putting them into the context of threefield
identities as found in Andrews, Dyson, and Hickerson [2] and Cohen [6]. We quickly review
the two types of threefield identities found in [2]. Let D and E be distinct squarefree integers
not equal to 1, and let F be the squarefree part of DE. There is then an identity between
representations of odd integers n, for which the Jacobi symbols (D/n), (E/n), and (F/n)
are equal to 1, by quadratic forms associated with the fields Q(
√
D), Q(
√
E), and Q(
√
F ).
The first type of identity comes from the case in which D, E, and F are all positive, and
the second type of identity comes from the case in which two of the integers, say D and E,
are negative and one, say F , is positive. For the second case, the generating functions turn
out to be theta functions, and the identity equates two theta functions, expressed in terms
of J ’s, and a Hecke-type sum whose weight system depends on which of the two angular
regions of the plane is being summed over. Examples of the second type will be the subject
of this paper. The generating functions for the first case are not theta functions; the identity
equates three Hecke-type sums, whose weight systems do not depend on the angular regions.
An example of the second type would be the three ways of writing the function σ(q) of
[2]. Cohen [6] reinterpreted the results of [2] in terms of a q-identity for a certain Maass
waveform.
We cover preliminaries on theta functions, Appell-Lerch sums, and Hecke-type double
sums in Section 3. In Section 4, we give a new proof of Kaplansky’s Theorem 2.1 using the
identity
J1,4J2,4 = J1,2J1,4 =
1
2
( ∑
r−2s≥0
r+2s≥0
−
∑
r−2s<0
r+2s<0
)
(−1)r+sq[(2r+1)2−2(2s)2−1]/8.
Although we only need the first equality, the entire threefield identity is included so that the
interested reader can see how it underlies the main result of Barrucand and Cohn [3]. For
the remainder of our results, we will omit discussion of the Hecke-type sums. In Section 5
we prove Brink’s Theorem 2.2 and Muskat’s Theorem 2.7 using
J1,5J2,5 = J1J5.
In Section 6, we prove the new Kaplansky-like Theorem 2.5 using the identity
J1,3j(q;−q3) = J6,12J2,6.
In Section 7, we prove the new Kaplansky-like Theorem 2.6 using
qJ2,8j(q
7;−q7) + J1,4J7,14 = J1,4J14,28
and prove Muskat’s Theorem 2.8 using the above identity and three identities similar to it.
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3. Preliminaries
We will frequently use the following identities without mention. They easily follow from
the definitions.
J0,1 = 2J1,4 =
2J22
J1
, J1,2 =
J52
J21J
2
4
, J1,2 =
J21
J2
, J1,3 =
J2J
2
3
J1J6
, J1,4 =
J1J4
J2
,
J1,6 =
J1J
2
6
J2J3
, J1,6 =
J22J3J12
J1J4J6
.
Also following from the definitions are the following general identities [11]:
j(qnx; q) = (−1)nq−(n2)x−nj(x; q), n ∈ Z, (3.2a)
j(x; q) = j(q/x; q) = −xj(x−1; q), (3.2b)
j(−x; q) = J1,2j(x2; q2)/j(x; q) if x is not an integral power of q, (3.2c)
j(x; q) = J1j(x; q
n)j(qx; qn) · · · j(qn−1x; qn)/Jnn if n ≥ 1, (3.2d)
j(x;−q) = j(x; q2)j(−qx; q2)/J1,4, (3.2e)
j(xn; qn) = Jnj(x; q)j(ζnx; q) · · · j(ζn−1n x; qn)/Jn1 if n ≥ 1, ζn n-th primitive root, (3.2f)
j(z; q) =
m−1∑
k=0
(−1)kq(k2)zkj((−1)m+1q(m2 )+mkzm; qm2), (3.2g)
where z is not an integral power of q.
More useful theta functions identities are, see for example [11]:
Proposition 3.1. For generic x, y, z ∈ C∗
j(qx3; q3) + xj(q2x3; q3) = j(−x; q)j(qx2; q2)/J2 = J1j(x2; q)/j(x; q), (3.3a)
j(x; q)j(y; q) = j(−xy; q2)j(−qx−1y; q2)− xj(−qxy; q2)j(−x−1y; q2), (3.3b)
j(−x; q)j(y; q)− j(x; q)j(−y; q) = 2xj(x−1y; q2)j(qxy; q2), (3.3c)
j(−x; q)j(y; q) + j(x; q)j(−y; q) = 2j(xy; q2)j(qx−1y; q2), (3.3d)
j(x; q)j(y; qn) =
n∑
k=0
(−1)kq(k2)xkj((−1)nq(n2)+knxny; qn(n+1))j(− q1−kx−1y; qn+1). (3.3e)
Identity (3.3a) is the quintuple product identity.
We will use the following definition of an Appell-Lerch sum.
Definition 3.2. Let x, z ∈ C− 0 with neither z nor xz an integral power of q. Then
m(x, q, z) :=
1
j(z; q)
∑
r
(−1)rq(r2)zr
1− qr−1xz . (3.4)
These sums were first studied by Appell [1] and then by Lerch [13]. We will use the following
definition of the building block of Hecke-type double sums and its basic properies [11]:
SIMULTANEOUS REPRESENTATIONS OF PRIMES BY BINARY QUADRATIC FORMS 5
Definition 3.3. Let x, y ∈ C − {0} and define sg(r) := 1 for r ≥ 0 and sg(r) := −1 for
r < 0. Then
fa,b,c(x, y, q) :=
∑
sg(r)=sg(s)
sg(r)(−1)r+sxrysqa(r2)+brs+c(s2).
Proposition 3.4. For x, y ∈ C− {0}
fa,b,c(x, y, q) = fa,b,c(−x2qa,−y2qc, q4)− xfa,b,c(−x2q3a,−y2qc+2b, q4) (3.5)
− yfa,b,c(−x2qa+2b,−y2q3c, q4) + xyqbfa,b,c(−x2q3a+2b,−y2q3c+2b, q4).
fa,b,c(x, y, q) = −q
a+b+c
xy
fa,b,c(q
2a+b/x, q2c+b/y, q). (3.6)
To relate Hecke-type double sums to Appell-Lerch sums and theta functions, we use the
n = 1 specialization of Theorem 0.9 of [HM]:
Proposition 3.5. For generic x, y ∈ C− {0}
f1,3,1(x, y, q) = j(y; q)m(−q5x/y3, q8, y/x) + j(x; q)m(−q5y/x3, q8, x/y) (3.7)
− qxyJ2,4J8,16j(q
3xy; q8)j(q14x2y2; q16)
j(−q3x2; q8)j(−q3y2; q8) .
Theorem 3.6. Suppose that x, q, A, and B are nonzero complex numbers with |q| < 1, that
r, t, m, n, a, and b are integers with m and n positive and ra + tb = 1, and that M is a
positive integer divisible by (mt2 + nr2)/gcd(mt, nr). Then
j(Axr, qm)j(Bxt, qn) =
M−1∑
i=0
xi(−A)ai(−B)biqm(ai2 )+n(bi2) (3.8)
· j(−(−A)t(−B)−rqm(t2)+n(r+12 )+(mat−nbr)i; qmt2+nr2)
· j(−(−A) nrMmt2+nr2 (−B) mtMmt2+nr2 xMq
mn(2i+M−r−t)M
2(mt2+nr2) ; q
mnM2
mt2+nr2 ).
Proof of Theorem 3.6. Denote by f(x) the left-hand side of (3.8). We assume that gcd(r, t) =
1, if not, we can substitute x→ xgcd(r,t) into the left-hand side of (3.8). Let a and b be integers
such that
ra+ tb = 1. (3.9)
First we determine the coefficient of xi in f(x) for all i. We have
f(x) =
∑
k
(−Axr)kqm(k2)
∑
ℓ
(−Bxt)ℓqn(ℓ2) (3.10)
=
∑
k,ℓ
(−A)k(−B)ℓxrk+tℓqm(k2)+n(ℓ2).
To find the coefficient of xi, we need to consider representations of i in the form rk+ tℓ. One
such representation is i = r(ai) + t(bi); all others are obtained by adding a multiple of t to
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ai and subtracting the corresponding multiple of r from bi. I.e. we must have k = ai + pt
and ℓ = bi− pr for some integer p. So
coefficient of xi in f(x) =
∑
p
(−A)ai+pt(−B)bi−prqm(ai+pt2 )+n(bi−pr2 ) (3.11)
= (−A)ai(−B)biqm(ai2 )+n(bi2)j(−(−A)t(−B)−rqm(t2)+n(r+12 )+(mat−nbr)i; qmt2+nr2)
Summing over i, we have
f(x) =
∑
i
xi(−A)ai(−B)biqm(ai2 )+n(bi2)j(−(−A)t(−B)−rqm(t2)+n(r+12 )+(mat−nbr)i; qmt2+nr2)
=
∑
i
T (i), (3.12)
say. Next we combine terms in this sum for which the j’s are related in the way that j(x, q)
and j(qkx, q) are related. Changing i by M changes the exponent of q in the first parameter
of j in (3.12) by (mat−nbr)M . We need this change to be a multiple of mt2+nr2. In other
words, M should be divisible by
(mt2 + nr2)/gcd(mt2 + nr2, mat− nbr). (3.13)
We can rewrite this without the a and b : since gcd(rmt) = 1,
gcd(mt2 + nr2, mat− nbr) (3.14)
= gcd(mt2 + nr2, r(mat− nbr), t(mat− nbr))
= gcd(mt2 + nr2, r(mat− nbr) + b(mt2 + nr2), t(mat− nbr)− a(mt2 + nr2))
= gcd(mt2 + nr2, mart+mbt2,−(nbrt + nar2))
= gcd(mt2 + nr2, mt(ar + bt),−nr(bt + ar))
= gcd(mt2 + nr2, mt, nr)
= gcd(mt, nr).
So we need:
M is divisible by (mt2 + nr2)/gcd(mt, nr). (3.15)
Then, for any integer k,
T (i+ kM)/T (i) = (−A) knrMmt2+nr2 (−B) kmtMmt2+nr2 xkMq
kmn(2i+kM−r−t)M
2(mt2+nr2) . (3.16)
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Now we can rewrite the index i in (3.12) as i + kM , where i ranges through a complete
residue system mod M and k ranges over all integers:
f(x) =
M−1∑
i=0
∑
k
T (i+ kM) (3.17)
=
M−1∑
i=0
T (i)
∑
k
(−A) knrMmt2+nr2 (−B) kmtMmt2+nr2 xkMq
kmn(2i+kM−r−t)M
2(mt2+nr2)
=
M−1∑
i=0
T (i)j(−(−A) nrMmt2+nr2 (−B) mtMmt2+nr2 xMq
mn(2i+M−r−t)M
2(mt2+nr2) ; q
mnM2
mt2+nr2 ).
Finally, we substitute T (i) from (3.12) into (3.17). 
Proposition 3.7. We have
j(x; q)j(x; q7) = − q
x
j(x; q2)j(x3; q14)− x
q
j(qx; q2)j(q7x3; q14) +
x
q
J1,2j(q
7x4; q14). (3.18)
Proof of Proposition 3.7. Four applications of Theorem 3.6 change (3.18) into a sum of 52
terms of the form
qaxbj(±qc; qd)j(−q14ex16; q224),
for various integers a, b, c, d, and e. We can apply (3.2a) to reduce all of the e’s to the range
[0, 15]. Then, for each e, the coefficient of
j(−q14ex16; q224)
is a sum of terms of the form
qaxbj(±qc; qd),
and we can prove that it equals zero by some application of (3.2g). For example, the
coefficient of
j(−q14x16; q224)
is
q21x−6
[
j(−q; q8)− qj(−q6; q32)− j(−q22; q32)
]
,
which by (3.2g) with q → q8,x = −q, and n = 2 equals zero. 
Corollary 3.8. The following identities are true:
qJ2,8j(q
7;−q7) + J1,4J7,14 = J1,4J14,28, (3.19)
J2,8j(q
5;−q7) + qJ1,4J1,14 = J1,4J10,28, (3.20)
J2,8j(q
3;−q7)− J1,4J5,14 = qJ1,4J6,28, (3.21)
J2,8j(q;−q7)− J1,4J3,14 = q2J1,4J2,28. (3.22)
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Proof of Corollary 3.8. We first replace q by q2 and x by −qk in (3.18):
Jk,2Jk,14 = q
2−kJk,4J3k,28 + q
k−2Jk+2,4J3k+14,28 − qk−2J2,4J4k+14,28. (3.23)
When k is odd,
Jk,4 = q
−(k−1)(k−3)/8J1,4. (3.24)
We can apply this to the first two terms of the right side of (3.23) and then combine them
using (3.2g) with m = 2 to obtain
Jk,2Jk,14 = q
−1J1,4J2k,7 − qk−2J2,4J4k+14,28. (3.25)
Now replace q by −q:
Jk,2Jk,14 = −q−1J1,4j(−q2k;−q7) + qk−2J2,4J4k+14,28. (3.26)
When k = 1, this becomes
J1,2J1,14 = −q−1J1,4j(−q2;−q7) + q−1J2,4J18,28. (3.27)
Multiply by J1,4/J1,2 = J2,8/J1,4 = J1,4/J2,4 and rearrange terms to get (3.20). Similarly,
letting k = 3 in (3.26) gives (3.22), k = 5 gives (3.21), and k = 7 gives (3.19). 
4. Proof of Theorem 2.1.
For this threefield identity, we have D=-1, E=-2, F=2. We first claim the following for
any given k ≥ 0. The excess of the number of inequivalent solutions of 8k + 1 = x2 + y2
(x > 0 odd) in which
x ≡ ±1 (mod 8), y ≡ 0 (mod 8), or x ≡ ±3 (mod 8), y ≡ 4 (mod 8),
over those in which
x ≡ ±3 (mod 8), y ≡ 0 (mod 8), or x ≡ ±1 (mod 8), y ≡ 4 (mod 8),
equals the excess of the number of inequivalent solutions of 8k+1 = x2+2y2 (x > 0 odd) in
which y ≡ 0 (mod 4) over those in which y ≡ 2 (mod 4) equals the excess of the number of
inequivalent solutions of 8k + 1 = x2 − 2y2 (x > 0 odd, −2x/4 ≤ y < 2x/4, see [2, Lemma
3] with fundamental unit 3 + 2
√
2) in which
x ≡ 1 (mod 4), y ≡ 0 (mod 4), or x ≡ 3 (mod 4), y ≡ 2 (mod 4),
over those in which
x ≡ 1 (mod 4), y ≡ 2 (mod 4), or x ≡ 3 (mod 4), y ≡ 0 (mod 4).
We show that in terms of generating functions, this is equivalent to
J1,4J2,4 = J1,2J1,4 = f1,3,1(q
3/4,−q3/4,−q1/2). (4.1)
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The weighted set of solutions for 8k + 1 = x2 + y2 yields J1,4J2,4. We immediately have
∑
r,s
q
(
(8r+1)2+(8s)2−1
)
/8 +
∑
r,s
q
(
(8r+5)2+(8s+4)2−1
)
/8 −
∑
r,s
q
(
(8r+5)2+(8s)2−1
)
/8
−
∑
r,s
q
(
(8r+1)2+(8s+4)2−1
)
/8
=
∑
r,s
(−1)sq
(
(8r+1)2+(4s)2−1
)
/8 −
∑
r,s
(−1)sq
(
(8r+5)2+(4s)2−1
)
/8
=
∑
r,s
(−1)r+sq
(
(4r+1)2+(4s)2−1
)
/8
=
∑
r
(−1)rq4(r2)+3r
∑
s
(−1)sq4(s2)+2s = J1,4J2,4. (by (1.2))
The weighted set of solutions for 8k + 1 = x2 + 2y2 yields J1,2J1,4. We have
1
2
∑
r,s
q
(
(2r+1)2+2(4s)2−1
)
/8 − 1
2
∑
r,s
q
(
(2r+1)2+2(4s+2)2−1
)
/8
=
1
2
∑
r,s
(−1)sq
(
(2r+1)2+2(2s)2−1
)
/8
=
1
2
∑
r
q(
r
2)+r
∑
s
(−1)sq2(s2)+s = 1
2
J0,1J1,2 = J1,4J1,2. (by (1.2))
The weighted set of solutions for 8k + 1 = x2 − 2y2 yields
∑
r≥0
−(4r+1)≤2·4s<4r+1
q[(4r+1)
2−2(4s)2−1]/8 +
∑
r≥0
−(4r+3)≤2·(4s+2)<4r+3
q[(4r+3)
2−2(4s+2)2−1]/8
−
∑
r≥0
−(4r+1)≤2·(4s+2)<4r+1
q[(4r+1)
2−2(4s+2)2−1]/8 −
∑
r≥0
−(4r+3)≤2·4s<4r+3
q[(4r+3)
2−2(4s)2−1]/8
=
∑
r≥0
−(2r+1)≤2·4s<2r+1
(−1)rq[(2r+1)2−2(4s)2−1]/8 −
∑
r≥0
−(2r+1)≤2·(4s+2)<2r+1
(−1)rq[(2r+1)2−2(4s+2)2−1]/8
=
∑
r≥0
−(2r+1)≤2·2s<2r+1
(−1)r+sq[(2r+1)2−2(2s)2−1]/8. (4.2)
10 ERIC MORTENSON
Using the substitution r = −1 − r, we rewrite (4.2):
1
2
∑
r≥0
−(2r+1)≤2·2s<2r+1
(−1)r+sq[(2r+1)2−2(2s)2−1]/8 − 1
2
∑
r<0
(2r+1)≤2·2s<−2r−1
(−1)r+sq[(2r+1)2−2(2s)2−1]/8
=
1
2
( ∑
2r−4s+1>0
2r+4s+1≥0
−
∑
2r−4s+1≤0
2r+4s+1<0
)
(−1)r+sq[(2r+1)2−2(2s)2−1]/8
=
1
2
( ∑
r−2s≥0
r+2s≥0
−
∑
r−2s<0
r+2s<0
)
(−1)r+sq[(2r+1)2−2(2s)2−1]/8. (4.3)
If we let u = r + 2s and v = r − 2s and sum over (u, v), we must have that r = (u + v)/2
and s = (u− v)/4 where u ≡ v (mod 4). So we can write (4.3) as
1
2
(
f1,3,1(q
2, q2, q2)− qf1,3,1(q4, q4, q2) + q3f1,3,1(q6, q6, q2)− q6f1,3,1(q8, q8, q2)
)
(4.4)
= f1,3,1(q
2, q2, q2) + q3f1,3,1(q
6, q6, q2) (by (3.6))
= f1,3,1(q
3/4,−q3/4,−q1/2). (by (3.5))
The first equality of (4.1) follows from a simple product rearrangement. For the second
equality of (4.1), use Proposition 3.5 to see that (4.4) can be evaluated as
f1,3,1(q
3/4,−q3/4,−q1/2) =
[
j(−q3/4;−q1/2) + j(q3/4;−q1/2)
]
m(−q, q4,−1)
− q
2J1,2J4,8J3,4J10,8
J23,4
.
Using (3.2g), we note that j(x; q) = j(−qx2; q4)−xj(−q3x2; q4). It follows that the bracketed
expression vanishes yielding
f1,3,1(q
3/4,−q3/4,−q1/2) = −q
2J1,2J4,8J3,4J10,8
J23,4
= J1,2J1,4. (4.5)
Proof of Theorem 2.1. With a simple change of variables, we can rewrite the weights of
solutions of 8k + 1 = x2 + y2 and 8k + 1 = x2 + 2y2 in terms of the weights of solutions of
8k + 1 = x2 + 16y2 and 8k + 1 = x2 + 8y2. We then have that the excess of the number of
solutions of 8k + 1 = x2 + 16y2 (x > 0) with
x ≡ ±1 (mod 8), y even, or x ≡ ±3 (mod 8), y odd
over the number with
x ≡ ±3 (mod 8), y even, or x ≡ ±1 (mod 8), y odd
equals the number of excess of solutions of 8k + 1 = x2 + 8y2 (x > 0) with y even over the
number with y odd.
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If 8k + 1 is prime, then there are exactly two representations by each of these quadratic
forms, with one obtained from the other by negating y. So if p ≡ 1 (mod 8) is prime, the
p’s unique representation of the form x2 + 16y2 (x > 0, y > 0) has
x ≡ ±1 (mod 8), y even, or x ≡ ±3 (mod 8), y odd
if and only if p’s unique representation of the form x2 + 8y2 (x > 0, y > 0) has y even, i.e.,
iff p has a representation of the form x2 + 32y2.
We now consider the two possibilities for p mod 16:
If p ≡ 1 (mod 16), then, in the representation p = x2 + 16y2, we must have that x ≡ ±1
(mod 8). Thus, p’s representation in this form has y even iff p has a representation of the
form x2 + 32y2. In other words, p has a representation of the form x2 + 64y2 iff p has a
representation of the form x2 + 32y2.
If p ≡ 9 (mod 16), then, in the representation p = x2 + 16y2, we must have that x ≡ ±3
(mod 8). Thus, p’s representation in this form has y odd iff p has a representation of the
form x2 + 32y2. In other words, p does not have a representation of the form x2 + 64y2 iff p
has a representation of the form x2 + 32y2. 
5. Proofs of Theorems 2.2 and 2.7
For this threefield identity, we have D = −1, E = −5, F = 5; however, we will omit the
Hecke-type sum. We claim the following for any given k ≥ 0. The excess of the number of
inequivalent solutions of 4k + 1 = x2 + y2 (x > 0 odd) in which
x ≡ ±1 (mod 10), y ≡ 0 (mod 10), or x ≡ 5 (mod 10), y ≡ ±2 (mod 10),
or x ≡ 3 (mod 10), y ≡ 2, 6 (mod 10), or x ≡ 7 (mod 10), y ≡ 4, 8 (mod 10),
or x ≡ 1 (mod 10), y ≡ 6 (mod 10), or x ≡ 9 (mod 10), y ≡ 4 (mod 10),
over those in which
x ≡ ±3 (mod 10), y ≡ 0 (mod 10), or x ≡ 5 (mod 10), y ≡ ±4 (mod 10),
or x ≡ 1 (mod 10), y ≡ 2, 4 (mod 10), or x ≡ 9 (mod 10), y ≡ 6, 8 (mod 10),
or x ≡ 3 (mod 10), y ≡ 8 (mod 10), or x ≡ 7 (mod 10), y ≡ 2 (mod 10),
equals the excess of the number of inequivalent solutions of 4k + 1 = x2 + 5y2 (x ≥ 0) in
which x is odd and y is even over those in which x is even and y is odd. For 4k+1 = x2+ y2
(x > 0 odd), we ignore solutions with
x ≡ 1 (mod 10), y ≡ 8 (mod 10), or x ≡ 9 (mod 10), y ≡ 2 (mod 10),
or x ≡ 3 (mod 10), y ≡ 4 (mod 10), or x ≡ 7 (mod 10), y ≡ 6 (mod 10),
or x ≡ 5 (mod 10), y ≡ 0 (mod 10).
We show that in terms of generating functions, that this is equivalent to
J1,5J2,5 = J1J5. (5.1)
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We rewrite the system of weights for 4k+1 = x2+y2 as the excess of the number inequivalent
solutions in which x+3y ≡ ±1 (mod 5) over those in which x+3y ≡ ±2 (mod 5).We ignore
solutions with x + 3y ≡ 0 (mod 5). It is then straightforward to show that the generating
function is
J3,10J6,10 − qJ2,10J1,10 = J1,5J2,5. (by (3.3b))
For the weighted set of solutions to 4k+1 = x2 +5y2, it is straightforward to show that the
generating function is
1
2
(
J0,2J5,10 − qJ1,2J0,10
)
=
1
2
[
2J25,60J7,12 + 2q
2J15,60J3,12 + 2q
6J5,60J1,12
]
− q
2
[
2J25,60J1,12 + 2qJ15,60J3,12 + 2q
4J5,60J5,12
]
= J25,60J1,3 − q5J5,60J1,3
= J5J1,
where the first equality follows from (3.3e) with q → q2, n = 5, x = −1, y = −q5 for the
first bracketed expression and q → q2, n = 5, x = −q, y = −1 for the second bracketed
expression. The last two equalities follow from (3.2g). Equality in (5.1) follows from a simple
product rearrangement.
Proof of Theorem 2.2. If 4k+1 is prime, then there are exactly two representations by each
of the quadratic forms x2 + y2 (x > 0 odd) and x2 + 5y2 (x ≥ 0), with one obtained from
the other by negating y. We now consider the two possibilities for p (mod 20):
If p ≡ 1 (mod 20), then in the representation p = x2 + y2 we must have
x ≡ ±1 (mod 10), y ≡ 0 (mod 10), or x ≡ 5 (mod 10), y ≡ ±4 (mod 10).
The p’s representation in this form has y ≡ 0 (mod 10) iff p has a representation of the form
x2 + 20y2.
If p ≡ 9 (mod 20), then in the representation p = x2 + y2 we must have
x ≡ 5 (mod 10), y ≡ ±2 (mod 10), or x ≡ ±3 (mod 10), y ≡ 0 (mod 10).
The p’s representation in this form has y ≡ 0 (mod 10) iff p does not have a representation
of the form x2 + 20y2. 
Proof of Theorem 2.7. If p ≡ 1 (mod 20), then in the representation p = x2 + y2 we must
have
x ≡ ±1 (mod 10), y ≡ 0 (mod 10), or x ≡ 5 (mod 10), y ≡ ±4 (mod 10).
Thus A is even iff x ≡ 5 (mod 10), y ≡ ±4 (mod 10), i.e. 5|M . If p ≡ 9 (mod 20), then in
the representation p = x2 + y2 we must have
x ≡ 5 (mod 10), y ≡ ±2 (mod 10), or x ≡ ±3 (mod 10), y ≡ 0 (mod 10).
Thus A is even iff x ≡ ±3 (mod 10), y ≡ 0 (mod 10), i.e. 5|N . 
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6. Proof of Theorem 2.5
For this threefield identity we use D = −1, E = −2, F = 2 but again omit the Hecke-
type sum. We claim the following. The excess of the number of inequivalent solutions of
12k + 1 = x2 + y2 (x > 0 odd) in which
x ≡ ±1,±7 (mod 24), y ≡ 0 (mod 24); x ≡ ±5,±11 (mod 24), y ≡ 12 (mod 24);
x ≡ ±3 (mod 24), y ≡ ±4 (mod 24); or x ≡ ±9 (mod 24), y ≡ ±8 (mod 24),
over those in which
x ≡ ±5,±11 (mod 24), y ≡ 0 (mod 24); x ≡ ±1,±7 (mod 24), y ≡ 12 (mod 24);
x ≡ ±9 (mod 24), y ≡ ±4 (mod 24); or x ≡ ±3 (mod 24), y ≡ ±8 (mod 24),
equals the excess of the number of inequivalent solutions of 12k + 1 = x2 + 2y2 (x > 0) in
which x ≡ ±1 (mod 6) and y ≡ 0 (mod 12) over those in which x ≡ ±1 (mod 6) and y ≡ 6
(mod 12). We ignore solutions in the first weight system in which x ≡ 2 (mod 4), for these
give the coefficents of qn, where n is odd.
In terms of generating functions, this is equivalent to
J1,3j(q;−q3) = J6,12J2,6, (6.1)
which itself holds by a simple product rearrangement. A straight forward argument shows
that the first weight system yields
J12,24j(q
2;−q6) + q2J20,24j(−1;−q6)
=
J6,12J6,12
J12,24
· j(q2;−q6) + q2 · J10,12J10,12
J12,24
· j(−1;−q6) (by (3.2f))
=
J6,12J6,12
J12,24
· J2,12J8,12
J6,24
+ q2 · J10,12J10,12
J12,24
· J0,12J6,12
J6,24
(by (3.2e))
=
J6,12J2,12
J12,24J6,24
·
(
J6,12J8,12 + q
2J10,12J0,12
)
=
J6,12J2,12
J12,24J6,24
·
(
J
2
2,6
)
(by (3.3b))
= J1,3j(q;−q3),
and that the second weight system yields J6,12J2,6.
Proof of Theorem 2.5. If p ≡ 1 (mod 48) then in the representation p = x2 + y2 we have
x ≡ ±1,±7 (mod 24), y ≡ 0 (mod 24), or x ≡ ±9 (mod 24), y ≡ ±8 (mod 24),
x ≡ ±1,±7 (mod 24), y ≡ 12 (mod 24), or x ≡ ±9 (mod 24), y ≡ ±4 (mod 24).
Then p′s representation in this form has y ≡ 0 (mod 8) iff p = x2 + 288y2.
14 ERIC MORTENSON
If p ≡ 25 (mod 48) then in the representation p = x2 + y2 we have
x ≡ ±5,±11 (mod 24), y ≡ 12 (mod 24), or x ≡ ±3 (mod 24), y ≡ ±4 (mod 24),
x ≡ ±5,±11 (mod 24), y ≡ 0 (mod 24), or x ≡ ±3 (mod 24), y ≡ ±8 (mod 24).
Then p′s representation in this form has y ≡ 0 (mod 8) iff p is not of the form x2+288y2. 
Remark. We could also prove Theorem 2.5 using Kaplansky’s theorem on quadratic forms;
however, the focus of this paper is to use threefield identities.
7. Proofs of Theorems 2.6 and 2.8
Theorems 2.6 and 2.8 follow from identities (3.19)-(3.22), which here are (7.2)-(7.5). We
state the quadratic forms and their weighted solution sets which have identities (3.19)-(3.22)
as their generating functions. Obtaining the generating functions is easy, so it will be omitted.
We then prove the two theorems.
Theorem 2.6 and the case p ≡ 1 (mod 8) of Theorem 2.8 follow from the identity:
J1,4J7,14 + qJ7,28J0,2 = J1,4J14,28 (7.1)
or equivalently
qJ2,8j(q
7;−q7) + J1,4J7,14 = J1,4J14,28 (7.2)
For the left-hand side of (7.1) we have two parts: J1,4J7,14 is the generating function for
the following weighted set of solutions to 8k+1 = x2 +14y2, k ≥ 0. Here x > 0. This is the
excess of the number of inequivalent solutions with
x ≡ ±1 (mod 8), y ≡ 0 (mod 4), or x ≡ ±3 (mod 8), y ≡ 2 (mod 4),
over the number with
x ≡ ±3 (mod 8), y ≡ 0 (mod 4), or x ≡ ±1 (mod 8), y ≡ 2 (mod 4).
qJ7,28J0,2 corresponds to the following weighted set of solutions to 8k+ 1 = 7x
2 + 2y2. Here
x > 0 and y is odd. This is the excess of the number of inequivalent solutions with x ≡ ±1
(mod 8), over the number with x ≡ ±3 (mod 8). For the right-hand side of (7.1), we consider
the following weighted set of solutions to 8k + 1 = x2 + 7y2. Here x > 0 is odd and y ≡ 0
(mod 4). This is the excess of the number of inequivalent solutions with y ≡ 0 (mod 8),
over the number with y ≡ 4 (mod 8).
The case p ≡ 7 (mod 8) of Theorem 2.8 follows from the following three identities:
J2,8j(q
5;−q7) + qJ1,4J1,14 = J1,4J10,28, (7.3)
J2,8j(q
3;−q7)− J1,4J5,14 = qJ1,4J6,28, (7.4)
J2,8j(q;−q7)− J1,4J3,14 = q2J1,4J2,28. (7.5)
For the upcoming quadratic forms, we combine the inequivalent classes
{(x, y), (x,−y)} and {(−x,−y), (−x, y)},
into a single group and call it a solution set.
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We discuss identity (7.3). For the left-hand side of (7.3), we first consider 56k + 23 =
x2+14y2. It is straightforward to show that J2,8j(q
5,−q7) is the generating function for the
excess of the number of solution sets with
x ≡ ±3 (mod 56), y odd, or x ≡ ±11 (mod 56), y odd
over the number with
x ≡ ±17 (mod 56), y odd, or x ≡ ±25 (mod 56), y odd.
We now consider 56k + 23 = 7x2 + 2y2. Here, qJ1,4J1,14 is the generating function for the
excess of the number of solution sets with
x ≡ ±1 (mod 8), y ≡ ±6 (mod 28), or x ≡ ±3 (mod 8), y ≡ ±8 (mod 28)
over the number with
x ≡ ±1 (mod 8), y ≡ ±8 (mod 28), or x ≡ ±3 (mod 8), y ≡ ±6 (mod 28).
For the right-hand side of (7.3), we consider 56k+23 = x2+7y2. Here, J1,4J10,28 is the gen-
erating function for the excess of the number of solution sets with x ≡ ±4 (mod 56), y odd
over the number with x ≡ ±24 (mod 56), y odd.
We discuss identity (7.4). For the left-hand side, we first consider 56k + 71 = x2 + 14y2.
It is straightforward to show that q−1J2,8j(q
3,−q7) is the generating function for the excess
of the number of solution sets with
x ≡ ±1 (mod 56), y odd, or x ≡ ±15 (mod 56), y odd
over the number with
x ≡ ±13 (mod 56), y odd, or x ≡ ±27 (mod 56), y odd.
We now consider 56k + 71 = 7x2 + 2y2. Here, −q−1J1,4J5,14 is the generating function for
the excess of the number of solution sets with
x ≡ ±1 (mod 8), y ≡ ±12 (mod 28), or x ≡ ±3 (mod 8), y ≡ ±2 (mod 28)
over the number with
x ≡ ±1 (mod 8), y ≡ ±2 (mod 28), or x ≡ ±3 (mod 8), y ≡ ±12 (mod 28).
For the right-hand side of (7.4), we consider 56k + 71 = x2 + 7y2. Here, J1,4J6,28 is the gen-
erating function for the excess of the number of solution sets with x ≡ ±8 (mod 56), y odd
over the number with x ≡ ±20 (mod 56), y odd.
We discuss identity (7.5). For the left-hand side, we first consider 56k + 151 = x2 + 14y2.
It is straightforward to show that q−2J2,8j(q,−q7) is the generating function for the excess
of the number of solution sets with
x ≡ ±5 (mod 56), y odd, or x ≡ ±19 (mod 56), y odd
over the number with
x ≡ ±9 (mod 56), y odd, or x ≡ ±23 (mod 56), y odd.
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We now consider 56k + 151 = 7x2 + 2y2. Here, −q−2J1,4J3,14 is the generating function for
the excess of the number of solution sets with
x ≡ ±1 (mod 8), y ≡ ±10 (mod 28), or x ≡ ±3 (mod 8), y ≡ ±4 (mod 28)
over the number with
x ≡ ±1 (mod 8), y ≡ ±4 (mod 28), or x ≡ ±3 (mod 8), y ≡ ±10 (mod 28).
For the right-hand side of (7.5), we consider 56k+151 = x2+7y2. Here, J1,4J2,28 is the gen-
erating function for the excess of the number of solution sets with x ≡ ±12 (mod 56), y odd
over the number with x ≡ ±16 (mod 56), y odd.
Proof of Theorem 2.6. We first note that for a prime p
p = x2 + 7y2 ⇐⇒ p ≡ 1, 9, 11, 15, 23, 25 (mod 28).
So if p ≡ 1, 9, 25, 57, 65, 81 (mod 112) is prime then are exactly two representations by x2 +
7y2 (x > 0) with one obtained from the other by negating y. By congruence considerations:
• if p = x2 + 14y2 has a solution with positive weight then p ≡ 1, 65, 81 (mod 112),
• if p = x2 + 14y2 has a solution with negative weight then p ≡ 9, 25, 57 (mod 112),
• if p = 7x2 + 2y2 has a solution with positive weight then p ≡ 9, 25, 57 (mod 112),
• if p = 7x2 + 2y2 has a solution with negative weight then p ≡ 1, 65, 81 (mod 112).
If p ≡ 1, 65, 81 (mod 112), the p’s unique representation of the form x2 + 7y2 (x > 0,
y > 0) has y ≡ 0 (mod 8) iff p has a representation of the form x2 + 14y2 in which case y
even, i.e., iff p has a representation of the form x2 + 56y2.
If p ≡ 9, 25, 57 (mod 112), the p’s unique representation of the form x2 + 7y2 (x > 0,
y > 0) has y ≡ 0 (mod 8) iff p has a representation of the form 7x2 +2y2, i.e., iff p does not
have representation of the form x2 + 56y2. 
Proof of Theorem 2.8. We only prove p ≡ 1 (mod 8); the case p ≡ 7 (mod 8) is similar
and will also be omitted. We have two cases. For the first case, we suppose p ≡ 1, 65, 81
(mod 112). Thus p = A2 + 14B2 is solvable iff p = M2 + 7N2 has a solution with M ≡ 1
(mod 8) and N ≡ 0 (mod 8), i.e., iff 2p + M + N ≡ 3 (mod 8). For the second case, we
suppose p ≡ 9, 25, 57 (mod 112). Thus p = A2 + 14B2 is solvable iff p = M2 + 7N2 has a
solution with M ≡ 5 (mod 8) and N ≡ 4 (mod 8), i.e., iff 2p +M + N ≡ 3 (mod 8). The
argument for p = 7C2 + 2D2 is similar. 
8. Conclusion
Putting Kaplansky-like theorems into the context of threefield identities enabled us to
give new proofs of old theorems as well as to find theorems that were not on Brink’s list.
Moreover, we see the shadow of the threefield identity from the new proof of Kaplansky’s
Theorem 2.1 in results of Barrucand and Cohn [3] and Williams [16].
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