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Introduction
Plant scientists are becoming increasingly aware of the need for careful statistical analysis when the data collected represent a series of measurements over time or space on. each experimental unit. Evidence of this growing interest in the analysis of repeated measures data is provided by a number of recent articles, e.g., Johnson, Chaudhuri, and Kanemasu (1983) , Eskridge and Stevens (1987) , Moser, Saxton and Pezeshki (1990) , and Meredith and Stehman (1991) . The papers by Moser et ale (1990) and Meredith and Stehman (1991) Two issues do not seem to have been adequately addressed in any of these articles. First, the appropriate models and methods of analysis have not been explicitly described for experiments where some factors are random, such as randomized block designs where blocks are considered to be random replication. This seems a serious omission since a substantial proportion of field and greenhouse trials in forestry and agriculture utilize a blocked design such as a randomized complete block d~ign (RCBD) or a split plot design. Second, there is some confusion concerning the labeling of analyses as either "analysis of coefficients" (equivalently, analysis of contrasts) or as MANOVA. Accordingly, in this article we have two objectives. We describe appropriate models and analyses for repeated measures data for randomized complete block and split plot designs.
Also we try to reconcile the different recommendations concerning analysis of contrasts and MANOVA by showing that the former can be thought of as part of a MANOVA approach.
Randomized complete block design with repeated measures Experimental situation and data
We focus on experiments laid out according to a randomized complete block design with b M.L. blocks and t treatments, where in each of the bt experimental units, a measurement is recorded at each of p points in time, or at each of p locations. The times or locations of the p repeated measures must be consistent across the experimental units, and we refer to the times or locations as levels of the repeated measures factor. AJJ in Meredith and Stehman (1991) , we limit consideration to studies where the repeated measures factor is a systematic factor such as time, distance, or soil depth, with levels that cannot be assigned at random. For convenience we will often refer to the repeated measures factor as "time".
The systematic nature of the repeated measures factor has important consequences for data analysis and interpretation of results. One consequence relates to the effect on the correlation structure of the data and appropriate statistical tests. A second consequence (which is. often overlooked) is the potential for confounding between effects of the repeated measures factor and concomitant environmental effects over which the researcher has no control. For example, if biweekly measurements are taken on plant height and there is a sudden warm wet spell, age and environmental effects will both contribute to the shape of the growth curve and there may be no way to separate the two. Similarly, distance from an irrigation source could be confounded with underlying patterns in the soil variation. The possibility that effects attributed to a repeated measures factor could be due in part to unknown environmental variation should always be kept in mind when analyzing repeated measures data. Johnson et al. (1983) give an example where the repeated measures factor is distance from an irrigation source. We consider an example where the repeated measures factor is time. This example is' taken from a study of the effects pf mid-rotation nitrogen (N) and phosphorus (P) fertilization on loblolly pine (Pinus taeda L.) stands at several sites across the southeastern United
States that was carried out by the North Carolina State Forest Nutrition Cooperative (Valentine and Allen 1990). We selected one site to illustrate repeated measures analysis for the effects of N and P on tree volume over time. Plots were arranged in a randomized block design with 12 plots ..
per block. The twelve treatments were factorial combinations of four levels of N and three levels of P. Diameter and height of all trees in the plot were measured at two, four, and six years after the fertilizer application to estimate tree volume per8fr.e. Thus the repeated measures factor, time, has p=3 levels (2, 4, and 6 years post-application), and for each plot there is an estimate of tree volume at each of the 3 times (see Table 1 ).
Model, assumptions, and notation Rowell and Walters (1976) and Moser et al. (1990) , have explained why the systematic nature of the repeated measures factor invalidates the traditional univari~te analyses for repeated measures data. We extend these discussions to include consideration of the correlation structure of the data when random block effects are present.
The traditional univariate analysis for repeated measures data treats the repeated measurements as though they were subplots in a split plot design. It assumes that observations within a whole plot unit are equicorrelated. In a true split plot design it might seem that the correlation between two observations should depend on the distance between the subplots, but the random assignment of treatments to subplots provides justification for the assumption of equal correlations (e.g., Kempthorne, 1952, Chapters 7-9) . Briefly, this can be seen by calculating the correlation between values for any two treatments within a whole plot, under the null hypothesis of no treatment effects, and with respect to all equally likely assignments of treatments to subplots within a plot. For repeated measures data, it is not possible to appeal to a randomization argument to justify the "equal correlations" assumption for observations on the same plot, because levels of the within-plot factor (location or time) cannot be assigned randomly. In fact the systematic nature of the repeated measures factor often results in stronger correlations between adjacent observations than between o~rvations that are well separated, either in space or time.
As noted by Moser et al., this failure of the "equal correlations" assumption for observations within a plot invalidates a split plot or split block analysis.
When plots are arranged in blocks, systematic allocation of levels of the repeated measures M.L. factor can also induce correlations between the random block x time (or block x location) interaction effects. That is, the effect. of the 1 h block at a particular time is correlated with its effect at any other time. Looked at another way, the effect is modified by each block and the magnitudes of these random block x time "errors" are correlated across measurement times. Thus, instead of the more common assumption of independent block x t~me effects, we must allow for (possibly different) correlations between these interaction effects within the same block. Having allowed for correlations to differ between pairs of times, it is natural to allow variances to change across time also. This is particularly realistic in studies where plants are measured at different stages of growth.
The resulting multivariate repeated measures model is between-plot within-plot CI P CI P P with the usual restrictions: ,E A,. = E T. =, E E (AT)". =. E (!JT)i. = O. The "between-, =1 • =1 , =1. =1 • =1 plot" or "between-subject" part of the model consists of an overall mean, p, a random block effect, Pi' a fixed treatment effect, Ai' and random plot to plot variation, fii' This part of the model is just the traditional model for a randomized block experiment. The block effects are assumed to , have variance O'~and to be uncorrelated with each other and the plot errors are uncorrelated from plot to plot with variance O'~. These assumptions imply that observations on two plots in the same block are correlated but that two plots in separate blocks are uncorrelated with each other.
The "time", "repeated measures", or "within-plot" part C!f the model consists of T k' a time effect, (AT)i.' a time x treatment interaction, ({3T)i/,' a random interaction of block and time, and 0iik' a random effect for observations on the same plot. In this repeated measures model we assume that the within-plot effects, 0iik' are correlated, with variance at time k denoted Var(oiik) =0'6kk and covariance between time k and time k* denoted COV(Oiik,oiik*) =0'6kk*' Within each block the block x time interactions are also correlated and the correla.tion may be different between times 1 and 2, for instance, than between times 1 and 3. This is denoted by Cov(PTii' PTii"') =f T/JT1c'.... For purposes of testing hypotheses and constructing confidence intervals, all random effects are assumed to be normally distributed. Results for the between-and within-plot analyses are presented in Table 2 for the fertilizer example (SAS® code is in Appendix I). The fertilizer effects are partitioned into N, P and N x P effects reflecting the factorial treatment structure. The between-plot analysis indicates that, averaged over 2, 4, and 6 years post-application there is a strong main effect of N on tree volume.
Trends over the 6 year period are examined in the within-plot analysis. (Table 2 ). In addition, the single degree of freedom time contrasts are combined into composite multivariate tests for the time main effect and time x fertilizer interactions. These multivariate tests for the time main effect and the time x fertilizer interactions jQintly examine hypotheses relating to all of the p-l contrasts on time. In the fertilizer example, the test for the time main effect puts the linear and quadratic time effects together into one hypothesis.
In order to see exactly what hypotheses are usually tested in a repeated measures analysis we put all of the parameters of the model into one matrix, J! ' with 17 rows (one for the mean, four for block effects and 12 for fertilizer effects) and 3 columns, one for each time.
p+T 1 p+T 2 p+T s mean
.... 
Sum of squares and crOss product matrices are constructed for each of the terms in the model [2] in a similar fashion. For the randomized block design with one between-plot factor there are four such matrices (Table 3 ).
The within-plot covariance matrix,~E , is estimated by the Block x A SSCP matrix divided by its degrees of freedom. The matrix~1 SS,9P(Block)y estimates a linear combination of the block and within-plot covariance matrices, a'~~+~~This is a direct generalization of expected mean squares in the univariate analysis of variance with random block effects, and the univariate expected mean squares can be used as a guide to determine the proper error matrix for a particular test.
The multivariate tests can be constructed directly from the matrices in Table 3 (see e.g. Johnson et. al. 1983 The hypothesis of no time main effect is rejected if A is small; i.e., if the block-to-block variation in time effects is small relative to mean differences in tree volume among times.
In general, Wilks' lambda compares an error matrix C!) to a hypothesis matrix O! ), which indicates which of the "between-plot" factors are being tested. In a univariate analysis of variance for a randomized block design, the fIXed treatment factors are tested against the mean square,for interaction with blocks. Similarly, in the repeated measures case, the error matrix for testing a "between-plot" factor is the block x "between-plot" factor SSCP matrix. The general form of .... 
] 4500
The linear and quadratic effects of time (averaged over fertilizer levels) from Table 2 are tested simultaneously by the Wilks' A test for time main effects. There are significant changes in tree volume over time (Wilks' lambda for time main effect, p:.002), and the interaction tests indicate that the change over time depends on both the N and P fertilization rates (Wilks' lambda, p=.OOOl for N x time interaction and p=.015 for P x time interaction). From the analysis of contrasts in Table 2 we see that the rate of increase of tree volume depends on N (F-test for N x time linear effect, p=.OOOl). It also appears that the increase in volume with time is not linear and the amount of curvature depends on the level of P (F-test for P x time quadratic effect, p=.039). In Volume at time zero can be incorporated into the repeated measures analysis as a "between-plot" covariate. In this particular data set inclusion of the covariate has the effect of substantially decreasing both the unexplained variation among blocks and the residual error and of drawing out a significant P main effect. We omit the covariate here simply to demonstrate the repeated measures method of analysis. In this data set the variance increases with time, which usually is an indication that~a log transformation should be used to stabilize the variances; however in the repeated meaSures analysis there is no requirement that variances be constant across time, so the analysis can be performed in the original scale, making interpretation and presentation of results simpler.
Estimation of contrasts or polynomial coefficients
In addition to testing hypotheses, estimation of the treatment means of the variables ZijO' ..., Zijp -1 is also important (see also Meredith and Stehman 1991 Table 4 .
The intercept and slope in the quadratic regression equation relating tree volume and time both increased as N increased. The effect of phosphorus on intercept and slope was not linear.
Mean tree volume and the rate of increase oNree volume were greatest at 28 kg Pjha. The fitted curve for the treatment corresponding to the highest level of N and the middle level of P (the 11th fertilizer level), which gave the maximum response was: 
Formulas for orthogonal polynomials for equally spaced times are given in Draper and Smith (1981) . If the levels of the repeated factor are not equally spaced, the conversion to orthogonal polynomials and back can be done using a Gram-Schmidt orthogonalization program, such as the GSORTH function in SAS@ PROC IML. Alternatively, the whole analysis could be done using ordinary polynomials rather than orthogonal polynomials. In this case, the variables ZijO,,,,Zijp_1
would be the regression coefficients for the i.l h plot obtained by fitting a separat~polynomial in time for each plot. For a high order polynomial, rounding errors may be a problem and it may not be computationally feasible to fit an ordinary polynomial. In such a case orthogonal polynomials must be used.
The procedure of computing separate regression coefficients for each plot which are then subjected to further analysis produces efficient estimates of the coefficients if there are a total of p independent z Variables; i.e., if.the model for the repeated factor is saturated. For the case of a polynomial of order less than p-1, no single estimator is most efficient and several different estimaton have been proposed (Timm 1980). The procedure just described has the advantage that its exact distribution is known, so that the significance levels of hypothesis tests are exact, the parameter estimates are unbiased, and the standard erron given above are exact. It has the additional advantage that the procedure is relatively simple to implement.
Split plot design with repeated measures
Experimental situation
Here we consider the standard split plot design with main plots in complete blocks. Levels of the main plot factor A are assigned randomly to main plots within blocks, and levels of the subplot factor B are assigned randomly to subplots within each main plot, (i.e., there is no "stripping" of levels of either A or B). In every subplot, measurements are taken at each of p times (or at each of p locations). In contrast to the levels of facton A and B, levels of the repeated measures factor, time or location, are not allocated randomly.
A study on the effects of ozone concentration and pH of rain on the growth of seedlings of three half-sib families of loblolly pine provides an example of a split plot with repeated measures across time (Kress et al. 1988 ). For illustration, we have utilized a subset of the treatments corresponding to a complete factorial set. Main plots were large open top chambers arranged in 2 complete blocks, 10 chambers per block. The main plot treatments had a factorial structure corresponding to the 10 combinations of 5 ozone (03) levels (CF=charcoal filtered air, NF=non-filtered, 1.5x=1.5 times NF cone., 2.25x, and 3.0x) and "rain" at 2 pH levels (pH 3.5 and 5.2).
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Family (Fam), with 3 levels, was the subplot factor B, and within each chamber each family was assigned randomly to one of 3 sectors. There were 5 plants per family in each sector or subplot (300 plants in all). Measurements of various aspects of growth were taken on each plant on 12 occasions during the second year after plots were established. For illustration, we will analyze the increase in total height (relative to height before 03 exposures began) determined on 6 pccasions about a month apart and averaged over the 5 plants in a subplot. Thus for each subplot there are 6 growth measurements, and the repeated measures factor is date, with levels corresponding to 29, 57,85, 113, 156 and 183 days after 3.25.87. For space reasons, the complete data set is not presented.
Assumptions and model
We assume that the main and subplot factors represent fiXed effects, but block effects are random. Time main effects are fiXed but time x block interaction effects are of course random.
Again the systematic nature of the repeated measures factor, time, makes it necessary to allow for possibly different conelations between measurements over time within the same subplot.
Similarly, the "equal correlations" assumption may be incorrect for observations across time within the same main plot, or within the same block. Measurements in different blocks are uncorrelated.
The resulting model is presented in detail for completeness, but the detail could be skipped at first reading.
Without using vector notation, the linear model is imply a "homogeneity of variance" assumption in that l;{J' l;( and l;s are each constant across "treatments" (i.e., the same for all' combinations of levels of A and B).
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Analysis: hypothesis and test procedures Except for the need to earry out additional tests for effects involving the subplot factor, the analysis for the split plot design with repeated measures is analogous to that described for the randomized complete block design. We therefore omit most of the detail and illustrate the main features of the analysis using the Os -acid rain study as an example.
Again it is useful to think of the analysis as consisting of two parts, a between-plot analysis and a within-plot analysis. The between-plot analysis is a split plot analysis applied to the subplot means computed by averaging over all 6 levels of the repeated measures factor, date. In the between-plot analysis, MANOVA and the "analysis of contrasts" yield identical tests, and all tests rel~te to effects of the main plot and subplot factors averaged over dates. The within-plot analysis provides tests for all effects involving the repeated measures factor, date. Omnibus multivariate tests are carried out, as well as tests aimed a~more specific aspects of the repeated measures factor.
These latter tests are usually based on using orthogonal contrasts to partition the effect of the repeated measures factor, resulting in a series of p -1 separate split plot analyses, each on a different contrast. Interpretation of the omnibus multivariate tests and the contrast -based tests· is given below.
Plotting growth against date for the various Os-acid rain treatments ( Fig. 1) suggested that a simple polynomial equation would describe the response curve, and so orthogonal polynomial contrasts were used to partition the date effect. Results for the between-plot analysis (on the means over dates) and sums of squares for the p -1 =5 polynomial contrasts are presented in Table 5 . Note that for simplicity the factorial structure of the main plot treatments has been suppressed, the main plot factor being denoted "Trt", the subplot factor being "Fam".
All tests in the between-plot analysis relate to effects that are averaged over dates. Thus the test for Trt tests the null hypothesis that mean growth (averaging over the 6 dates and over the 3 families) is the same for each of the 10 Os X pH combinations. For studies like the present example, where growth is measured over weeks or months, it will usually be obvious that there is a time main effect, and an omnibus test for such an effect seems supertluous'. Certainly for our example, demonstrating a date main effect statistically se.ems unimportant as there is no doubt that the plants have grown during the six month period of observation. Of greater interest is describing the growth curve and how this curve is affected by the main and subplot factors. As can be seen from the sums of squares in Table 5 , the linear and quadratic components of the regression of height on date explain most of the variation due to date.
The effects of the treatments on growth can therefore be examined by focusing on the interactions between the linear and quadratic polynomial contrasts and the main and subplot factors. This is consistent with our recommendation to limit attention to only a few contrasts when the number of blocks is leu than the number of levels of the repeated measures factor.
Results for the tests carried out in the within-plot analysis are presented in Table 6 for the linear and quadratic contrasts. The p-values for the omnibus MANOVA tests (excepting, of course, the test for a date main effect) are also given in Table 6 . Note that the factorial structure of the main plot treatments is recognized in Table 6 and the effects for Trt partitioned into pH, 03' and pH x 03 components. Also indicated in Table 6 are the error terms for each of the F tests iI:l the analysis of each contrast, and the analogous error matrix used in the corresponding MANOVA test.
As noted above, F tests for each contrast are conducted as for a split plot design with main plots in blocks, blocks assumed random, and with a test for the grand mean being zero included. of Trt, the regression of growth on date has the same slope for each of the 3 families. The
Date*pH*Fam interaction tests whether (averaging over Os levels) the difference between slopes for the two pH levels is the same for each of the 3 families.
Interpretation of the tests for the quadratic contraSt is the same except that "quadratic component" is substituted for "slope" or "linear component". There appear to be differences in the linear components of the regressions for families and these difierences depend on pH (p =.050 and p =.046 for the Fam and pH x Fam effects, respectively). A slightly stronger effect is that the curvature of the regressions for the 2 pH levels seems to be different (p = .001 for pH in the analysis of the quadratic contrast). Plotting mean growth for the 6 pH x Fam combinations against date shows that growth appears to be slightly greater for rain~t pH 5.2 than for pH 3.5 in families 2,and 3, but the opposite is true in the last two months for family 1. As noted in Kress, et al. (1988) , data from subsequent years should help to determine whether this represents a real , effect of the rain acidity or not.
Neither the linear nor the quadratic contrast on date indicates a significant effect of Os concentration on growth, although Kress et al. (1988) note that growth was suppressed at the two highest Os levels. The Os interaction effects could be examined more closely by partitioning them into appropriate contrasts in Table 6 , but we have chosen instead to keep the analysis as simple as possible.
Finally, we comment on an approach that is often incorrectly used. for the analysis of data such as the Os-acid rain growth data. This approach is to carry out a split-split-plot analysis, treating the repeated measures factor date as a sub-sub-plot factor, and results for effects involving date from the sub-sub-plot part of this analysis are given in Table 6 for comparison with the MANOVA and analysis of contrasts. Validity of these sub-sub-plot tests requires homogeneity of variances and covariances across dates, an assumption that often fails for repeated measurements on height, not only because of the systematic nature of the factor time or date, but also because variance tends to increase as mean height increases. Evidence that the variance-covariance structure is not independent of date is seen in the error sums of squares (i.e. Date x Bl x Fam(Trt» for the polynomial contrasts in Table 5 . These sums of squares should be of about the same magnitude under homogeneity of variances and covariances, but are seen to differ by up to 2 orders of magnitude. For repeated measqres data, dependence on time of the variance-covariance structure will tend to result in liberal tests, that is, tests which produce too many significant outcomes (e.g. Meredith and Stehman, 1991) . From Table 6 , we see that the agreement between p-values produced by the split-split-plot tests and those produced by the MANOVA tests is poor, even though the hypotheses examined are equivalent. The tests hUed on the linear and quadratic contrasts examine more specific hypotheses and so p-values need not agree even qualitatively with those from the split-split-plot analysis or MANOVA. Generally, however, there is a tendency for the split-split-plot tests to suggest the presence of stronger treatment and family effects on growth than either the MANOVA or analysis of contrasts. As plots do not indicate strong effects on growth (see Figure 1) this illustrates that the split-split-plot p-values can be misleading.
Discussion and condusioDS
For experiments with treatments in a blocked design and repeated measures over time or location, all of the main effects and interactions can be tested in a multivariate analysis of variance framework. In addition to these omnibus tests for the repeated factor and its interactions, it is usually of interest to study specific contrasts of the repeated factor. Commonly used contrasts include the differences between adjacent times, the difference between each time and the initial time, polynomial contrasts, and comparison of each time to the average of the remaining times to determine when a plateau has been reached. The multivariate analysis provides nonspecific tests concerning the presence of treatment or time effects, while the analysis of contrasts allows more detailed exploration of the nature of the response over time and how this is affected by the treatments. The analysis of contrasts is more flexible than the multivariate analysis, so sometimes only part of the full analysis can be completed. For example, in randomized block designs it often happens that there are more levels of the repeated factor than there are blocks. In this case it is not possible to compute the multivariate test statistic for the repeated factor main effect. It is, however, still possible to test the individual contrasts of the repeated factor. Even when there are only a few levels of the repeated factor, if there are only three or four blocks the multivariate test may tend to lack power (Davidson 1972) . When the number of blocks is small, the analysis of contrasts may prove more informative than the multivariate tests. In standard software such as the SAS PROC GLM "REPEATED" statement the multivariate tests require a complete set of observations for every plot. If a few data points are missing from one or more plots, it is still possible to do the analysis of contrasts, using PROC GLM without the "REPEATED" statement.
There are some situations for which the methods of this paper are not adequate. If more than a few data points are missing or if the levels of the repeated factor are different for different plots then the multivariate analysis is impossible and the analysis of contrasts may be less efficient than methods such as estimated generalized least squares. Covariates that vary from plot to plot can be incorporated into the analyses presented in this paper, but covariates that vary over time, such as rainfall between measurement times at different sites, cannot. In these circumstances more sophisticated methods such as estimated generalized least squares or restricted maximum likelihood should be used rather than the repeated measures analysis presented here (Schaalje et al. 1991 , McLean et al. 1991 . Growth~urves are usually s-shaped, with growth approaching an asymptote, and are not fit very well by polynomials. If the aim is to describe and predict growth by fitting a mathematical model, then a nonlinear model with an appropriate covariance structure accounting for correlations over time should be used (Lindstrom and Bates 1990, Vonesh and Carter 1991) .
The models we have discussed are appropriate for the most commonly' used agricultural experimental designs which, in our experience, are factorials in randomized complete blocks and split plots or split-split plots. Taking several observations on each experimental unit is an efficient way to obtain more information from a flXed amount of experimental material. When planning a repeated measures experiment, the number of blocks should exceed the number of contrasts needed to describe the effect of the repeated factor. In order to compute all of the multivariate test statistics at least as many blocks are required as there are levels of the repeated factor. It is reasonable to require more experimental units in a repeated measures design because each experimental unit provides information on a possibly complex time (or location) effect. Muller and Peterson (1984) give methods for computing the power of multivariate tests which can be used in planning sample sizes.
Some texts recommend randomizing the order of treatments on each experimental unit (e.g. Johnson and Wichern 1988) . In forestry the most commonly used repeated measures factors, such as time, depth, and distance from the row, cannot be randomly allocated. If the experimental unit is the tree and different treatments are applied to different leaves or branches of each tree, the treatments should be randomly allocated. Cases where different treatments are assigned to each experimental unit at different times are more complicated. Examples include crop rotation studies and studies involving human subjects. For instance, in a study of the eftlcacy of three different remedies for chronic pain, each patient might receive all three drugs given in random order, spaced out at suitable time intervals. In this type of design there are possible complications of order effects and carry-over effects from one time period to the next and there is the additional problem that it is difficult to know whether correlation patterns should be caused by the passage of time or by the individual's type of response to different types of treatments. That is, should the repeated factor be "drug" or should it be "time" for purposes of estimating the covariance matrices?
We have demonstrated repeated measures analysis for a randomized complete block design and for a split plot experiment in which the repeated factor is time and all plots are measured at the same times. The methods described in this paper can be extended to other balanced designs with random effects that incorporate repeated measures. Factors that often are considered to be random include sites and families. The analysis for an experiment with one random effect and one families of loblolly pine exposed to "rain" at pH 5.2 or at pH 3.5. Shaded symbols (0, 0, and b.)
represent means for families 1,2, and 3 respectively, for rain at pH 3.5, and open symbols (0, 0, and A) represent means for families 1,2, and 3, respectively, for rain at pH 5.2. 
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To describe the effect of the repeated factor using a polynomial model, express fJ 
