Wind and wave loads on offshore structures show nonlinear effects, which require nonGaussian statistical models. Here we critically review the behavior of various nonGaussian models. We first survey moment-based models; in particular, the four-moment "Hermite" model, a cubic transformation often used in wind and wave applications. We then derive an "L-Hermite" model, an alternative cubic transformation calibrated by the response "L-moments" rather than its ordinary statistical moments. These L-moments have recently found increasing use, in part because they show less sensitivity to distribution tails than ordinary moments. We find here, however, that these L-moments may not convey sufficient information to accurately estimate extreme response statistics. Finally, we show that four-moment maximum entropy models, also applied in the literature, may be inappropriate to model broader-than-Gaussian cases (e.g., responses to wind and wave loads).
Introduction
Nonlinear effects beset virtually all aspects of offshore structural loading and response. These nonlinearities cause nonGaussian statistical effects, which are often most consequential in the extreme events-e.g., 100-to 10,000-year conditions-that govern structural reliability. Thus there is engineering interest in forming accurate non-Gaussian models of time-varying loads and responses, and calibrating them from the limited data at hand.
Our goal here is to critically assess the accuracy of different non-Gaussian models. In particular, two comparisons are considered:
1. Models based on moments versus L-moments. 2. Moment-based models based on (Hermite) transformations versus maximum entropy.
Comparison 1 is motivated by the increasing use of L-moments [1] in offshore engineering; e.g., for wave runup [2] and Morison drag [3] . This comparison is made with "Hermite" models, which assume the non-Gaussian response xðtÞ is a cubic (Hermite) transformation, either to or from a Gaussian process uðtÞ [4, 5] . While Hermite models based on traditional moments are well-known, those based on L-moments are newly derived here. It is shown here, however, that these L-moments may not convey sufficient information to accurately estimate extreme response statistics.
Comparison 2 considers how moments-which are found superior to L-moments in the information they convey about extremes-are optimally used. Specifically, Hermite models are compared with four-moment maximum entropy models, also widely applied in the literature (e.g., [6, 7] ). While based on the same moment information, these models may show quite different tail behavior. In particular, it is found that maximum entropy may be inappropriate to model broader-than-Gaussian cases (e.g., responses to wind and wave loads).
Finally, note that many of our results-e.g., Figs. 2-9-use examples that are largely academic (though the polynomial model in Figs. 2-5 may represent a quadratic or higher-order drag effect). This is to permit comparison with exact results, and thus promote critical understanding of the accuracy of the different methods. The last example ( Fig. 10 ) is an actual wind loading example, often studied in the probabilistic mechanics community (e.g., [8, 9] ). Note too that we have found similar conclusions when comparing these models to field measurements of North Sea current speeds [10] .
General Results for L-Moments
Due to their relative novelty, the properties of L-moments are first surveyed. This section closely follows the work of Hosking [1] , where much additional information can be found. Perhaps the simplest way to view L-moments is in terms of an ordered sample of size n (X 1:n X 2:n Á Á Á X n:n ) drawn from the distribution of X. The nth L-moment k n is then defined as a linear combination of the order statistics E½X i:n . In particular, the first four L-moments are
Clearly k 1 and k 2 are measures of central trend and dispersion. Higher L-moments reflect different aspects of distribution shape. In terms of the CDF of X, FðxÞ ¼ P½X x, or its inverse xðFÞ, k 3 and k 4 reflect the second and third derivatives of these functions (in a finite difference sense). If X is uniformly distributed on [0,1], these functions are linear, E½X i:n ¼ i=ðn þ 1Þ, and hence k n ¼ 0 for n ! 3. Nonzero k 3 , k 4 ; … reflect deviations of the distribution of X from a uniform density: k 3 and k 4 reflect asymmetric and symmetric deviations, respectively. Thus, the unitless quantities s 3 ¼ k 3 =k 2 and s 4 ¼ k 4 =k 2 have come to be known, respectively, as the L-skewness and L-kurtosis.
From the distribution theory of the order statistics X i:n , Eqs. (1)-(4) can be rewritten in terms of either FðxÞ or xðFÞ:
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in which f ðxÞ ¼ dF=dx is the probability density of X. The weight functions here (w n ) are polynomial functions of F. In particular, the first four L-moments use the following weight functions:
To estimate L-moments from a data set of size N, it is convenient to first sort the data into an ordered array x 1 x 2 Á Á Á x N . The nth L-moment can then be estimated aŝ
HereF i is the estimated CDF value associated with x i ; e.g.,
One may instead use other "plotting point" locations of the general 
Because w 1 ðuÞ and w 3 ðuÞ are even functions of u, uw 1 ðuÞ and uw 3 ðuÞ are odd so that k 1 ¼ k 3 ¼ 0 in Eq. (11) . The nonzero Lmoments k 2 and k 4 are evaluated to be
The corresponding L-skewness and L-kurtosis, s 3 ¼ k 3 =k 2 and s 4 ¼ k 4 =k 2 , are then
From Eq. (11) note that k n ¼ E½Uw n ðUðUÞÞ, the expected product of U and the weight function w n ðUðUÞÞ. Figure 1 shows the behavior of this product L n ðuÞ ¼ uw n ðUðuÞÞ for n ¼ 3 and 4. It is clear that L n ðuÞ, and hence k n , gives much less weight to tail values than u 3 and u 4 , the weighting functions for standard moments of orders 3 and 4.
In particular, in the tails the weight functions in Eqs. (6)-(9) approach 1 in absolute value, so that extreme outcomes are weighed roughly linearly by the L-moments, rather than to the third and fourth powers by skewness and kurtosis. {This is sensible in that L-moments are linear combinations of order statistics-hence their name-and, unlike l n ¼ E½ðX À m X Þ n , all L-moments retain the units of X.} This tail insensitivity of Lmoments will be shown below to be a drawback when one fits models to these moments to estimate extremes.
Transformation Models 1: Hermite Models
Hermite models are transformations of the form X ¼ gðUÞ, in which g is a cubic function rearranged in terms of the Hermite polynomials He 2 ðUÞ ¼ U 2 À 1 and He 3 ðUÞ ¼ U 3 À 3U:
in which U is standard normal, and m X and r 2 X are the mean and variance of X. We consider here only "softening" cases, whose kurtosis a 4 exceeds 3, the value in the Gaussian case. (For "hardening" cases in which a 4 < 3, the roles of X and U are interchanged, using the cubic transformation to expand the tails of X to achieve Gaussianity. We believe this use of dual models greatly enhances modeling flexibility.)
By using Hermite polynomials in Eq. (14), the quantity in square brackets has zero mean and uncorrelated terms. Its variance is then 1 þ c (14) to have consistent variance requires
It remains to select the constants c 3 and c 4 to be consistent with the skewness a 3 and kurtosis a 4 of X. This is the topic of the remainder of this section.
Consider first the case in which c 3 ¼ 0, so that X is symmetrically distributed about its mean. Its kurtosis in this case is
Equation (16) gives an implicit result for c 4 , the cubic coefficient required to match the kurtosis a 4 found from a given model or data set. For small deviations from Gaussianity, c 4 will be small and explicit approximations for c 4 are possible. The simplest, "first-order" result retains only linear terms in c 4 from Eq. (16):
The more standard, "second-order" Hermite model more accurately captures kurtosis by also retaining quadratic terms in c 4 (in both numerator and denominator of Eq. (16)):
The effect of skewness is reflected in Eq. (14) through nonzero c 3 value. The (second-order) Hermite model uses the c 3 value Fig. 1 Weight functions L n ðuÞ contributing to the L-moment k n 5 E½L n ðUÞ for a standard normal variable U . Note lesser weight to extreme outcomes (large juj) for k n than for ordinary moment E½U n .
Equations (18) and (19), together with Eqs. (14) and (15), form the basis of the standard, second-order Hermite model.
Most recently, numerical routines are used (e.g., [11] ) to obtain "exact" c 3 and c 4 values from constrained optimization, minimizing errors in matching moments while requiring that the Hermite transformation remains monotonic. (Newton-Raphson techniques have also been suggested [12] to estimate c 3 and c 4 .) Commonly these routines yield the specified moments to the tolerance requested. These are the source of the Hermite results shown here. Note too (e.g., for spreadsheets) that polynomials have recently been fit [13] to these exact c 3 , c 4 values:
(20) 
Transformation Models 2: L-Hermite Models
We now seek to derive new models, again adopting a cubic Hermite transformation (Eq. (14)) now calibrated by L-moments. To calculate L-moments of Eq. (14), it is first useful to rearrange terms. Regrouping U þ c 4 ðU 3 À 3UÞ as ð1 À 3c 4 ÞU þ c 4 U 3 and dividing by ð1 À 3c 4 Þ, one finds the equivalent representation
The benefit here is that the highest-order term is simplified to U 3 . To preserve the variance r 2 X , the scaling factor K now becomes
In terms of the original coefficients c 3 and c 4 , the new coefficients are b ¼ c 3 =ð1 À 3c 4 Þ and c ¼ c 4 =ð1 À 3c 4 Þ. Our goal now is to calibrate Eq. (22); i.e., choose b and c that yield a specified set of (s 3 , s 4 ) values. Appendix 1 of [14] shows that this leads to the results b ¼ 9:21s 3 11:68 À 2:5c
in which s 4;Gauss ¼ 0.1226 (Eq. (13)).
Equations (22) [14] .
Our main goal here is to represent any symmetric nonlinear system by either its kurtosis a 4 or its L-kurtosis s 4 . It is thus useful to compare different models, calibrated to have the same fourth moment or L-moment, to see what variability remains. We hope this remaining variability to be small; that is, that the fourth moment goes a long way toward "explaining" the tail behavior of a nonlinear system, regardless of the precise form of its nonlinearity. Figures 2 and 3 show that for kurtosis-based models, this is generally the case. These show the mean upcrossing rate of XðtÞ, ðxÞ, for the various transformed Gaussian models in Eq. (25) with m ¼ 2 through 5 (denoted "quadratic" through "quintic"). In general, for any transformed Gaussian process XðtÞ ¼ gðUðtÞÞ we find
Here 0 is the upcrossing rate of the median of XðtÞ, and F is the CDF of XðtÞ. All models in these figures have been calibratedthat is, their c values chosen-to have a specific kurtosis value: a 4 ¼ 5 in Fig. 2 and a 4 ¼ 7 in Fig. 3 . (Numerical results in these figures use Eq. (26), and normalize x by its standard deviation r X . Note also that the cubic model coincides here, by definition, with the Hermite model.) As may be expected, these models eventually diverge, and models of higher order (larger m) have PDFs with broader tails, and hence higher rates of upcrossings. Nonetheless, by preserving the fourth moment, the models cluster notably, yielding similar results to rates of about ðxÞ= 0 ¼ 10 À3 . This is particularly significant because there are on the order of 1000 cycles in a typical stationary, 3-hour seastate (number of 10-s waves in 3 hours ¼ 1080). Thus, four-moment models appear here to describe the tails sufficiently for practical purposes of extreme value analysis of marine structures.
In contrast, models fit here to L-moments do not define the response tails with comparable accuracy. Most notably, different models with the same s 4 yield markedly different tail behavior, exhibited here at crossing rates of about ðxÞ= 0 ¼ 10 À2 . Thus, the benefit of L-moments-their tail insensitivity-is also their weakness: model uncertainty here begins to arise an order of magnitude more frequently-at levels crossed every 100 cycles rather than 1000-compared to four-moment Hermite models.
In concluding this example, we consider the expected fatigue damage E½D produced by these nonlinear loads. Because E½D is an integrated property, one may imagine that L-moment models can yield greater accuracy in these applications. As shown in the Appendix, however, L-moment models show similar inconsistencies in fatigue predictions (Figs. 13 and 14 versus Figs. 11 and 12) , again due to their relative tail insensitivity.
Example 2: Lognormal Models
To test asymmetric cases we consider the lognormal process XðtÞ for which
in which x :50 and V X are the median and COV (coefficient of variation) of XðtÞ. 
Maximum Entropy Models
Finally, we consider another model suggested for non-Gaussian processes: the "maximum entropy" model [6] . The resulting probability density of XðtÞ, assuming four moments are known, is of the form The coefficients k 1 ; :::; k 4 are chosen to preserve (or minimize error in) the four moments. Unit area is achieved through k 0 . Most critically, the behavior of Eq. (28) for large x is asymptotically given by its highest-order term. Thus, f ðxÞ will ultimately decay like expðÀk 4 x 4 Þ as jxj ! 1. This implies that 1. k 4 ! 0 so that f ðxÞ converges as jxj ! 1, and 2. Because k 4 ! 0, f ðxÞ will ultimately decay at least as fast as the Gaussian density.
This makes the model of questionable use for "softening cases" (a 4 > 3), the most common practical case of interest.
Example 1 Revisited. We first revisit example 1, for which we require that f X ðxÞ be symmetric, hence k 1 ¼ k 3 ¼ 0. Because k 4 ! 0, Eq. (28) must lead here to a "hardening" non-Gaussian model (with kurtosis a 4 3). In fact, in this case Eq. (28) coincides with the exact result for a "Duffing oscillator," which includes a cubic hardening spring. Because our example 1 cases require a 4 > 3, there is no maximum entropy solution in these cases. (Of course, a "softening" model with k 4 < 0 can be forced if Eq. (28) is truncated at a finite upper-bound x max . However, all results will then depend upon the user-defined value of x max , required to reconcile the inappropriate functional form-hardening in Eq. (28)-with the actual softening behavior.) Example 2 Revisited. We now revisit the lognormal cases in example 2. In contrast to example 1, the positive skewness values here yield negative k 3 in Eq. (28), which expands the right tail of f X ðxÞ from the Gaussian model and hence can also give a 4 > 3. However, as noted above we still require positive k 4 , so that these cases (and many others) yield ðk 3 ; k 4 Þ values of opposing signs. These opposing effects-and the resulting bimodal PDFs-are clearly shown in Figs. 8 and 9 . PDF results begin to diverge from exact values when f X ðxÞ= max½f X ðxÞ has fallen off to about 10 À2 . Because f X ðxÞ and ðxÞ are roughly proportional-the proportionality is exact if X and _ X are independent-this suggests that maximum entropy fails at a level similar to that of L-moment models. These failures, of course, have completely different causes: maximum entropy fails due to an inappropriate functional form, while L-moment models fail because their parameters are insufficiently tail sensitive.
Example 3. Because of its wide study in the literature (e.g., [8, 9] ), we consider a final case in which wind loads are applied to a 1DOF structure. The structural motion XðtÞ satisfies
in which YðtÞ is a normalized wind velocity process, assumed here to be a Gaussian process. Following the cited references, we assume here that x n ¼ 1.26 rad/s, f ¼ 0.30 (including viscous drag), and the covariance between YðtÞ and Yðt þ sÞ is expðÀ0:12jsjÞ. The response moments are then a 3 ¼ 2.7 and a 4 ¼ 14.3, suggesting notable non-Gaussian behavior. Figure 10 shows the distribution of X, estimated by simulation, on normal probability scale. Also shown is a two-moment Gaussian fit, which, as may be expected, dramatically underestimates upper response fractiles of practical interest. The Hermite model (with exact four moments) is a marked improvement, showing good agreement far into the response tails. In contrast, the maximum entropy model is found inconsistent, due to its ultimate hardening nature noted above. It thus underestimates response fractiles 
Summary
A range of non-Gaussian models have been surveyed. We first compare Hermite transformation models based on moments versus L-moments. While moment-based Hermite models are wellknown, those based on L-moments are newly derived here.
Traditional four-moment models are shown to accurately estimate the response upcrossing rate ðxÞ to levels of about ðxÞ/ 0 ¼ 10 À3 . (Here 0 is an "average" cycle rate; strictly, the upcrossing rate of the median of XðtÞ.) In contrast, models fit to four L-moments are not found to define the response tails with comparable accuracy. Different models with the same (s 3 , s 4 ) are found to begin to diverge at around ðxÞ= 0 ¼ 10 À2 . The benefit of L-moments-their tail insensitivity-is also their weakness: model uncertainty here begins to arise an order of magnitude more frequently-at levels crossed every 100 cycles rather than 1000. Thus, in replacing moments by L-moments in the fitting, one trades statistical uncertainty (in moments) to model uncertainty (in the model's tails given its relatively well-predicted L-moments). Because model uncertainty is relatively more difficult to quantify, this use of L-moments may not be beneficial.
Four-moment fits based on maximum entropy have also been considered (Eq. (28)). It is shown that the resulting functional form is generally inappropriate for softening (a 4 > 3) cases, the situations of most common practical interest. This is because the maximum entropy functional form yields narrower-than-Gaussian tails in the upper limit. This mismatch is shown for a wind response example (Fig. 10) , in which maximum entropy models underpredict exact results beyond about the p ¼ 0.999 response fractile. Table 2 
Appendix: Fatigue Applications
For completeness we compare here fatigue damage estimates from moment and L-moment models. If Miner's rule holds and xðtÞ is narrow band, the expected damage E½D is proportional to E½R b , the expected bth moment of the stress range R. (Here b is a material property, which may be on the order of 2 b 5 for welded steels and somewhat higher for some composite components. In particular, two-slope S-N curves, with b ¼ 3 and 5, are often used for steel offshore structures.)
If xðtÞ is a standard narrow-band Gaussian process, R has Rayleigh distribution with moments
If b is not an even integer, ðb=2Þ! should be interpreted as Cð1 þ 0:5bÞ. We now consider non-Gaussian transformations, in which xðtÞ ¼ g½uðtÞ in terms of a standard Gaussian process uðtÞ. Again assuming narrow-band behavior, the symmetric peaks of uðtÞ at S ¼ R=2 and ÀS ¼ ÀR=2 are similarly transformed to yield a stress range R NG ¼ gðSÞ À gðÀSÞ (A2) Fig. 11 Mean damage rates for various transformed Gaussian models, all calibrated to have kurtosis a 4 5 5 Table 2 Estimated 3-h extreme x 3h from different methods divided by exact value. All results assume mðx 3h Þ/m 0 5 10 À3 . Maximum entropy results also assume that mðx Þ and f ðx Þ are proportional. As may be expected from our previous findings, the momentbased results (Figs. 11 and 12) show little variability across models, particularly in the range 2 b 4. In contrast, knowledge of L-moment values (Figs. 13 and 14) is not generally sufficient to accurately predict fatigue in these cases. 
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