Because they adopt a somewhat triumphalistic tone, they do not really put their findings in context. This is a statistical approach, not the Philosopher's Stone for risk prediction.
REPORTING & ETHICS
I do not believe that there are issues; however, he Rothman Index is offered commercially to hospitals (see: https://rothmanhealthcare.com/rhr/pct/). The authors should delineate the nature of their relationship with the entity that offers this commercially available product.
GENERAL COMMENTS
Developing prognostic and predictive models for hospital mortality is important to medicine. Such models are important for risk adjustment and the development of treatment protocols. More recently, as "high end," comprehensive electronic medical records have become widely available, the provision of mortality and morbidity estimates in real time is becoming more widespread and clearly holds substantial promise.
Given the clear utility of such models, it is reasonable to propose testing "different ways to skin the cat." Most of the models in common use are based on regression modeling. In this report, the authors report on an alternative approach, using summation of excess risk from bivariate risk functions.
I think that the authors' basic case -that using these summated risks can yield credible estimates -is supported by the data they provide. However, there are a number of issues that are problematic.
1. When results of other predictive models are presented, the current "state of the art" is to provide more supportive evidence for not just bivariate relationships, but for various model characteristics (e.g., discrimination, calibration, explanatory power, relative contribution of predictors) as well as some justification for predictors employed (i.e., justification of lack of parsimony). Further, because of the danger of over-specifying a model, it is customary to employ (at the very least) split validation to demonstrate the validity of the modeling approach. These metrics and approaches are independent of the modeling approach. None are provided in this paper.
2. The authors tend to make sweeping, almost triumphal pronouncements -a little humility would not hurt. For example, in the introduction, they state that "However, there has been no previous system created to score the over-all condition of a hospital's general ward in-patient based upon empirical evidence." That statement is simply untrue, as there are several risk-adjustment models that do this specifically, and all of these could be implemented within modern EMRs. Further, at least one study has assigned the ICU score, APACHE, to ward patients.
Similarly, their blanket assertion that "For laboratory tests, risk is usually based upon the norm of a "healthy" population [23] with the notion that if a measurement is within the reference range (mean +/-2 standard deviations), there is no risk. Unfortunately this lab method has no direct link to risk, for example: average cholesterol for the adult population is 200 mg/dL, [24] which is now understood to be "borderline high" even though at the population norm.
[25]" is also wrong, in that most of the existing severity scores (the ones cited above, plus the APACHE, SAPS, PSI, SMART-COP, etc.) do, in fact, base themselves on empirical relationships between laboratory results and actual mortality risk. Further, the regressionbased methods do not base their risk estimates for a laboratory test on population norms; rather, they assign weights based on empirically derived coefficients. Moreover, cholesterol is a poor example for this setting, in that severity of illness scores, which focus on acute physiologic decompensation, consistently show direct correlations between laboratory tests and mortality (indeed, all of the severity scores use heart rate). After all, people are not hospitalized for lowering cholesterol -rather, they are hospitalized because of the consequences of chronically elevated cholesterol, which lead to acute physiologic derangements that often do have a one to one correspondence between laboratory tests and mortality.
3. Lastly, when they state "We introduce a different method to determine a patient's risk, which does not rely or require expert opinion, nor a regression model, nor a population norm, but rather is completely empirical and evidence-based," they imply that (somehow) using a regression approach is similar to using expert opinion, which is not the case (intriguingly, though they do not seem to like expert opinion, they elect to compare their results to one score -MEWS -that is based on expert opinion when they should have used one of the more rigorous scores, such as the APACHE, SAPS, or LAPS). 
VERSION 1 -AUTHOR RESPONSE

Methods
Use of ANOVA and Tukey -it may be useful to see the table of average risk scores for the discharge categories but I do not think it is appropriate to carry out a test of significance here. Considering that the risk function used here was calculated using last values before discharge and post-discharge mortality, it seems to be a circular argument to show that discharge categories differ significantly in their average risk scores.
> The reviewer is correct that the risk functions are computed using the final value prior to discharge and 1-year post discharge mortality. However, what we establish are separate risk functions showing, for example the relationship between risk and a particular value of serum creatinine. There is no consideration of the discharge disposition for a given patient in the creation of that function, therefore the ANOVA and associated Tukey's calculation, in showing that the summed risk score effectively separates patients by discharge disposition, does provide new information that validates the score. We correctly rank the 6 categories by their assumed acuity level. The point we are making is that our risk scores agree with the doctors' assessments (e.g., as represented by their decision to discharge to home rather than a nursing home). Since these are independent ways of ranking severity of illness at discharge, it is appropriate and valid to investigate the significance of the correlation.
Results
In comparing the post discharge and in-hospital scores, I think it would be useful to have some explanation as to why the post discharge risk scores are about 3 times as high as the in-hospital scores.
> For this dataset, in-hospital mortality was approximately 2.9%. One-year mortality was approximately 10%. We would assume this relationship is not unusual and is simply a function of the time post-discharge. We have added a note of this in the manuscript: "Note in Figures 1-3 that the "excess risk" curves are very similar for in-hospital and post-discharge (part "a" versus part "b"), though the actual mortality rates are lower in-hospital as one would expect for the shorter period of a hospital stay. Demonstrating that these are highly correlated implies the possibility of model construction from any hospital's EHR (matched with a death record), since the average hospital stay of 3.5 days makes achieving data significance difficult."
and also some comment on the non-linear relationship between the two as seen in the plots for creatinine and heart rate.
> The Pearson correlation coefficients between risk as computed by in-hospital mortality and postdischarge mortality are quite high for both heart rate and serum creatinine, 0.92, which indicates a significant linear relationship.
As already stated, I think it would be better to omit the ANOVA results.
> As stated, we assert that the ANOVA and Tukey's HSD calculation are independent and both contribute to a meaningful validation of the summed score. It is important to our demonstration that a novel score, which quantifies patient health risk independent of diagnosis and history, also ranks patients discharge health conditions similarly to the doctors' own independent assessments. In a future study, in preparation, we establish other ways to verify correspondence of score with health condition, which require more extensive data than available and appropriate for this article.
Discussion
Creatinine results: What is meant by "has a P<0.010 for most values of post-discharge risks"? Have tests been carried out at every level of risk? How many tests? What about considerations of multiple testing?
> We have amended the language by including the following sentence to make this point clearer: "We are comparing our "excess risk" function for Creatinine to the usual laboratory test results of "higher than," "lower than," or "within" the normal reference interval. To do this, we calculate mortality rates for members of the cohort with test results in a small interval about each value. Using a standard statistical method for calculating the power associated with utilizing samples to calculate a mortality rate for a population, P < 0.01 except at the very extremes of the data range, where the data is sparse."
> The issue is whether we have calculated the risks associated with all the test result values, not whether tests have been carried out for every conceivable value of risk. Our study associates risk with one and only one test for each patient: for post-discharge risk, it is the last test while the patient was in the hospital. For in-hospital risk, it is the first test after admission. Both these conditions are stated explicitly in our methods section. While multiple testing may have occurred, we only utilized one test per patient in calculating the risks.
Comparison of in-hospital and post-discharge risks for nursing assessments: "Food" is commented on as an outlier, but "psychiatric" and "genitourinary" also have similarly large residuals.
> The reviewer is correct, however our goal was only to assert the strong relationship between inhospital and 1-year post-discharge mortality for the set of nursing assessments. Once this relationship is established, then it becomes reasonable to use the more robust 1-year functions to imply inhospital risk, and these functions are then useful in the construction of a continually recomputed inhospital risk score.
> As we state in out manuscript, "food" is called an outlier not just because of its large residual (which only puts it among those mentioned by Dr. Cheek), it also is the single condition which can be addressed in hospital simply -by insertion of a feeding tube or intravenously -and not easily after discharge. So an exit "food" failure is different from an entry food failure in a fundamental way. This is not true for the "psychiatric" and "genitourinary" assessments, for which we can make no compelling argument to account for large residuals nor any reason not to count them in the correlation calculation. We have amended the MS to make this point clearer:
> "When comparing all nursing assessment in-hospital risks versus post-discharge risks, we found the "food" assessment (indicating a difficulty with chewing or swallowing or appetite) was an outlier, as are the "psychiatric" and "genitourinary" assessments, the post-discharge risk being proportionately much greater. For "food" this may be because in-patients who are not able to eat can be given their nutrition intravenously or with feeding tubes, while for discharged patients, this is rarely available. This is not true for the "psychiatric" and "genitourinary" assessments which also have large residuals, and for which we can make no compelling argument not to count them in the correlation calculation. This is a good paper that could be made stronger in a number of ways:
1. Address the issue of how to use the method to assess hospital performance.
The empirical setting of the paper is a single hospital. Expanding the data base to include a broad cross-section of hospitals would make it possible to calibrate the model to create norms that would allow analysts to assess whether a particular set of patients in a given hospital has an excessive mortality rate (in hospital and post discharge).
> The reviewer makes an excellent point. It is important, especially in light of the economic challenges faced by healthcare today, to be able to fairly compare hospitals. We do believe that our methodology can be used to aid in this task, however the score presented in this paper was only developed for the purpose of demonstrating the approach. In a forthcoming paper, we detail the creation of a score that is more sophisticated and generally applicable, and in which we propose and validate a complete model of patient condition. We would hope that model could serve to help with inter-hospital risk adjustment. Table 1 that lists each of the 12 nursing assessment, defining them (even though they are in the authors' previous paper [26] ), and showing the percent "not within normal limits" for the one-hospital sample of 43,302 inpatients (or is it 42,302? -see abstract). These are very interesting indicators, indeed.
Provide a table similar to
> We have added the table as suggested. And corrected the typo: our study used 42302 inpatients. Table 2 that breaks out how much each of the 14 risk factors contributes to the average risk score by discharge disposition. That is a good way to illustrate how the aggregate score is computed.
Provide a companion table to
> This information is available in our paper by looking at the excess risks associated with each measure. This subject will be discussed in detail in the complete patient condition model to which we refer above. Note also that we have included a new table showing the pairwise Pearson correlations; all are very low, implying that each variable may have independent information to contribute to the score.
4. The authors acknowledge that they did not attempt to control for confounding, which must surely be great. At the very least some Pearson correlations should be presented; if not for all 14 measures, at least for creatinine against heart rate.
> The Pearson correlation coefficient for final creatinine vs. final heart rate is -0.043 (i.e., these are uncorrelated). As mentioned above, our new table provides this information for all pairs of the nursing assessments. In response to a reviewer's comment, we also added Age to the matrix, showing it has no correlation with any of our variables. We tried using Age to predict the discharge dispositions and found that no discrimination was possible -the Pearson correlation between Age and discharge dispositions had a coefficient of 0.078 (virtually no correlation).
5. The overlap among these indicators call into question the wisdom of just "adding them up" to create a total risk score for any patient. Using "excess risk" helps, but does not completely solve this problem. In principle that sum could exceed 100%, especially if you add more risk factors such as blood pressure and pulse-ox, as the authors suggest. Adding up in this way is a kind of double counting. What you want is not the average association of each risk factor with mortality, but rather the marginal association, given other factors.
> Dr. Kroch is correct, and this is the subject of our next study, in which we actually create a model. Here, we are merely laying the foundational concepts. We have considered 2nd order effects in the complete model, that is for example the relationship of BUN and creatinine to 1-year mortality. Generally we have found the 2nd order effects are small. Our goal in building a model is to create an approximation of patient condition that could show trends for individual patients -in time for earlier treatment, possibly to avert a medical crisis.
6. Note the term "association," since there is no attempt to show causation, which is okay, as long as you are content to predict and not explain. The only hazard there is that over time the association may change, requiring fresh recalibration from time to time.
> We agree, and expect that further improvement in treatments and the system of administering medical care may change the risk associated with values of an analyte (e.g., serum Creatinine). This paper is intended to illustrate our methodology. When we create a model using more clinical variables, and a more extensive validation suite, we do intend to periodically revise the underlying excess risk functions. We speculate that a physician's new knowledge of the excess risk (as shown here) could lessen an actual patient's risk.
7. To assess the value of their approach the authors should compare the predictive power of these combined measures to just using the age of the patient. How much do you gain from using EHR information?
> We agree and have included such a comparison: "It had been suggested that patients' age might be used to separate discharge disposition categories (we do not include age in our variables). However, none of the pairwise comparisons of average age by discharge disposition were different at the 95% confidence level, and the Pearson correlation between age and discharge group has a coefficient of 0.078 (virtually no relationship). It is not age itself, but age-related illness that we capture in each patient's clinical variables, and it is each patient's combined risk score that correlates with discharge disposition." In general our work has shown that "age" is not an independent risk factor, when you have included variables that show age-related physiological impact.
8. Why 1-year mortality? If you are trying to assess hospital performance, the further out you go, the harder to attribute variation in mortality to quality of care. Still, the high correlation between in-hospital mortality and 1-year mortality makes this issue moot.
> Going out one year post-discharge provides a robust relationship between the variable and mortality, with a roughly 10% mortality rate. As the reviewer notes, we have established the relationship between in-hospital and 1-year post-discharge mortality.
This study is worth revising as indicated by these points.
This paper has great potential. I do not have any competing interests. I am developing an alternative, regression-based approach to estimating in-hospital risk; however, this is going to be published entirely in the public domain and will not be commercialized.
> The reviewer's statement does reveal a conflict of interest.
Methods are not adequately defined (see my comment #1, below) > Our reply is after comment#1.
Limitations are not addressed (see my comment #1, below) > Limitations were in the BMJ Open required format, but we have now added these to the manuscript: "Limitations of this study are that no multivariate analysis was performed on the example variables, making the associations found subject to possible unknown confounders. Also the work has been done at a single site with a population skewed older than the general population."
References are not up to date and are not always relevant.
> Addressed below.
I think these results are important, in that they represent a reasonable but different way of estimating risk. However, because these authors do not provide metrics commonly provided by other methods (e.g., measures of discrimination, explanatory power, calibration), and because they do not address the problem of over-fitting (e.g., by using pre-specified cross-validation), their findings are not as credible.
> We have several comments on the reviewer's statement: 1. This is not a final model to predict mortality or transfer to the ICU or the presence of any specific condition. Our goal is simply to demonstrate the utility of a new methodology to estimate risk for patients in a hospital on a continual basis. 2. As we are not predicting mortality, it is not appropriate to compute, for example, the c statistic, which might be evaluated in discriminating between patients who live for the next 12 hours from those who will not.
