We study the problem of encoding signals for the transmission via limited capacity digital communication channels. We suggest an encoding algorithm for transmission of a currently observed continuous time signal via a binary channel that is capable of sending a single binary signal only for each measurement of the underlying process.
Introduction
We study the problem of transmission of a currently observed continuous time signal via a noiseless binary channel. The evolution law for the underlying continuous time signal is not supposed to be known; only some mild conditions on the signal regularity are imposed. In particular, the signal is not necessarily continuous, and unexpected jumps may occur. We consider the situation where the channel capacity is insufficient to send sufficiently accurate approximations of the current measurements in real time. Therefore, the observed measurements have to be encoded, transmitted in the encoded form, and decoded. This problem may arise, for example, for remote control of underwater vehicles, since communication is severely limited underwater (see Stitwell and Bishop [1] ).
We consider an extreme case of a binary channel, i.e., one-bit capacity channel that can transmit a single binary signal for a single measurement of the underlying process. This channel connects two subsystems of a dynamical system. The first subsystem, that is called Encoder, receives the real-valued measurements and converts them into a binary symbolic sequence which is sent over the communication channel. For each measurement, only one single bit signal can be sent. The second subsystem (Decoder) receives this symbolic sequence and converts it into a real-valued state estimate.
The system described in the present papers represents a modification of the systems from Wong and Brockett [2] , Nair and Evans [3] , and Dokuchaev and Savkin [4] , where limited capacity digital channels were studied in stochastic setting. In Wong and Brockett [2] , a related filtering problem was considered for the case of bounded random disturbances. A case of decreasing Gaussian disturbances was studied by Nair and Evans [3] for a scalar system. In Dokuchaev and Savkin [4] , a filtering problem was studied for the case of nondecreasing Gaussian disturbances for vector processes. In the present paper, we suggest a encoding algorithm for a binary channel that allows to track a continuous time signal using just one bit for very measurement. The algorithm does not depend on the parameters or the evolution law and the distributions of the underlying process. We investigate the dependence on the frequency of the boundary of the error in the noiseless setting.
Problem statement and the result
Let x(t) be a continuous time state process observed at times t k = kδ, k = 0, 1, 2, ..., where δ > 0 is given.
Suppose estimates of the current state x(t) are required at a distant location, and are to be transmitted via a digital communication channel such that only one bit of data may be sent at each time t k , i.e., a binary channel. For this task, we consider a system which consists of the encoder, the transmission channel, and the decoder. Foe each observation x(t k ), the encoder produces a one-bit symbol h k which is transmitted via the channel and then received by the decoder; the decoder produces an estimate y(t)| [0,t k ] which depends only on h 1 , ...., h k .
In other words, the process x(t) is supposed to be sampled at times t k , encoded, transmitted via the channel and then decoded. We assume that the transmission is noiseless.
It is important that, for each sample for each sampling point t k , only one bit of information can be transmitted. The corresponding algorithm is suggested below.
Let numbers y 0 , M 0 > 0,M > 0, and a ∈ (1, 2] be given parameters that are built in the encoder and decoder. The algorithm can be described as follows. 
where
and where T = {k ≥ 1 :
3. The binary symbol h t is transmitted via the channel.
4. The decoder computes the same sequence {(y k , M k )} k≥1 ⊂ R 2 using the received values {h k } by the same rule as the encoder.
5. Finally, the decoder computes estimate y(t) of the process x(t) as
We provide below an estimate of the performance for this algorithm. Let τ (0) = inf{m ∈ T }. Further, for s ≥ 0, set
In this case,
In addition,
The proof of the theorem is given in Appendix.
Illustrative examples
We illustrate applications of the algorithm described above with some numerical examples with a = 1.6, t ∈ [0, 2], δ = t k+1 − t k = 0.04 and δ = t k+1 − t k = 0.02. With these parameters, transmission of the encoded signals requires to transmit 50 bits only for δ = 0.04 and 100
bits only for δ = 0.02.
According to Theorem 1, the algorithm produces an estimate y(t) approximating x(t)
The first steps k = 0, 1, ..., η are used to bring the value y(t) to a close proximity of x(t). The error on the time interval [0, t η ] can be significant, if the distance |y 0 − x(0)| is large.
Further, for a piecewise smooth processes with jumps, the algorithm requires certain number of steps to restore this proximity after a jump. If the underlying process x(t) has a jump at time t = T , i.e., |x(T − δ) − x(T )| > D, then the properties of the estimate y(t) will be such as described in Theorem 1, for the time interval [T,
T 1 is the first jump after T . This means that there are some time periods of increased error after the jumps of x(t). This situation is illustrated in Figure 1 . This figure shows a example of a discontinuous piecewise continuous process x(t) and the corresponding processes y(t) approximating x(t) for the case of δ = 0.04 and δ = 0.02 respectively, in the situation where y(0) = 3.3 and x(0) = 3.5, withM = 4D = 4δ. Figure 2 illustrates the impact of selecting too smallM . By Theorem 1, the process y(t) reconstructed by the decoder oscillates about the underlying process, ifM ≥ 2D, i.e., ifM is selected to be large enough. In this case, the error have the orderM and does not vanish even for constant x(t). IfM is selected to be small, then the error at time t m will be also small for constant or very smooth processes x(t) such that |x( We used MATLAB for these examples.
4 Discussion and future developments 1. The estimates in Theorem 1 represent the upper bounds for the worst case scenario; in practice, one should expect a better performance. A more informative estimate of the algorithm performance could be obtained in the stochastic setting, such as the mean square error given certain probabilistic characteristics of the input. In this setting, optimal selection of the parameter a could be investigated.
2. The suggested algorithm is robust with respect to the errors caused by missed or misread signals h k for the models where either the decoder is always aware that a signal was missed or misread, i.e., for the case of the so-called binary erasure channel. Obviously, there are models of channels with noise where these conditions are not satisfied. It could be interesting to find a way to modify an algorithm such that it will be robust with respect to the transmission errors for these models.
3. For the case of vector process x(t) = (x 1 (t), ..., x n (t)), the method described above can be modified as the following. The signal {h i } has to be formed as a sequence This may provide a representation that requires less bits than a representation via truncated Fourier series or splines. We leave it for the future research.
Appendix: Proof of Theorem 1
To prove statement (i), it suffices to observe that
Let us prove statement (ii). Let us prove first that, for any s ∈ T ,
For certainty, we assume that h s−1 = −1. Since s ∈ T , it follows that h s = 1 and x(t s−1 ) ∈ [y s , y s−1 ]. If s + 1 ∈ T or s + 2 ∈ T then (4.1) holds. Suppose that s + 1 / ∈ T , s + 2 / ∈ T , and
Since s + 1 / ∈ T and s + 2 / ∈ T , it follows that x(t s+3 ) ∈ [y s−1 , y s−1 + 4Dδ). On the other hand,
It follows that {s + 1, s + 2, s + 3} ∩ T = ∅ and (4.1) holds.
Let us prove (4.2). We have to consider the cases where τ (s) = s+1, s+2, s+3 separately.
Let us assume again that h s−1 = −1 and h s = 1.
We have that M s−1 ≥ 2aD and
Let us assume that τ (s) = s + 1. In this case,
Hence(4.2) holds for the case where τ (s) = s + 1.
Let us assume that τ (s) = s + 2. In this case,
and
Hence(4.2) holds for the case where τ (s) = s + 2.
Let us assume that τ (s) = s + 3. In this case, x(t s+3 ) ≤ y s+3 , x(t s+2 ) > y s+2 , x(t s+1 ) > y s+1 , and
, and
Hence(4.2) holds for the case where τ (s) = s + 3.
Let us prove that
We found above that ρ = τ (s) ≤ s+3. By the definitions,
similarly to the previous case.
Then (4.3) follows. • Assume that h m+1 = −1. It follows that M m+1 =M and m + 1 ∈ T .
Let us prove statement (ii). Let us define
• Assume that (h m+1 , h m+2 ) = (1, −1). It follows that (M m+1 , M m+2 ) = (M ,M ) and m + 2 ∈ T .
8
• Assume that (h m+1 , h m+2 ) = (1, 1). It follows from (4.4) that h m+3 = −1. Hence (M m+1 , M m+2 , M m+3 ) = (M , aM ,M ) and m + 3 ∈ T .
In addition, (4.2) holds for (θ, τ ) replaced by (m, m 0 ). By induction, the proof of (ii) follows.
This completes the proof of Theorem 1. 
