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1. Введение
Системы дифференциальных уравнений являются достаточно попу-
лярной темой для исследований. В ряде случаев даже незначительное из-
менение коэффициентов системы приводит к изменению каких-либо клю-
чевых свойств системы. Таким образом, рассмотрение возмущенных систем
становится актуальной проблемой.
Одним из основных методов в исследовании систем дифференциаль-
ных уравнений с запаздывающими аргументами является метод функцио-
налов Ляпунова-Красовского. Целью данной работы является нахождение
допустимых ограничений, при которых семейство возмущенных систем с
запаздываниями удовлетворяет условию Ляпунова.
Основное содержание работы включает четыре раздела.
В разделе 3 содержится описание системы с запаздыванием и необхо-
димые обозначения. В нем определяется понятие экспоненциальной устой-
чивости и рассматривается теорема Н. Н. Красовского, адаптированная
для линейных систем. Она дает достаточные условия экспоненциальной
устойчивости. В данном разделе вводится определение матрицы Ляпунова,
приводится способ ее построения. Дается определение условия Ляпунова,
а также теорема о необходимых и достаточных условиях его выполнения.
В 4 разделе приводится постановка задачи. Вводится семейство воз-
мущенных систем с запаздывающими аргументами и матрицы, которые
определяют возмущение системы.
В разделе 5 приведена оценка допустимых возмущений. Введены
вспомогательные леммы. Получена оценка разности матричных экспонент.
Найдено неравенство, определяющее выполнение условия Ляпунова. Дока-
зана теорема, дающая ограничения на допустимые возмущения системы.
В 6 разделе рассмотрены примеры. Для уравнения и системы с двумя
запаздываниями найдены ограничения на допустимые возмущения.
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2. Обзор литературы
Системы дифференциальных уравнений с запаздывающими аргумен-
тами со второй половины прошлого века были описаны во многих работах
[6, 7, 10, 13]. Актуальность их рассмотрения связана с тем, что они нашли
свое приложение во многих задачах: биологических, экономических и тех-
нических. Одним из основных методов в исследовании систем с запазды-
ванием является метод функционалов Ляпунова-Красовского. Он впервые
был предложен в работах [7, 11]. Позднее появилось множество статей, по-
священных данной теме [1, 4, 5]. В работе [2] сформулировано определение
матрицы Ляпунова. Следующий вопрос, который возник после введения в
рассмотрения определения, - это вопрос существования. Для его решения в
работе [4] было введено условие Ляпунова. В работе [3] был затронут вопрос
о нахождении матрицы Ляпунова, как решения специальной граничной за-
дачи без запаздывания. Доказана теорема о необходимых и достаточных
условиях выполнения условия Ляпунова.
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3. Описание системы
Рассмотрим систему дифференциальных уравнений с запаздываю-
щим аргументом
𝑑𝑥(𝑡)
𝑑𝑡
=
𝑚∑︁
𝑘=0
𝐴𝑘𝑥(𝑡− 𝑘ℎ), 𝑡 > 0, (3.1)
где 𝐴𝑘, 𝑘 = 0,𝑚 — вещественные матрицы размерности 𝑛× 𝑛, ℎ > 0.
Пусть ℎ = 𝑚 · ℎ. Тогда 𝜙 : [−ℎ; 0] → 𝑅𝑛 — начальная функция. Бу-
дем считать, что начальная функция принадлежит пространству кусочно-
непрерывных функций, определенных на сегменте [−ℎ; 0]: 𝑃𝐶([−ℎ; 0], 𝑅𝑛).
𝑥(𝑡, 𝜙) — решение системы (3.1) при начальном условии 𝑥(𝜃, 𝜙) = 𝜙(𝜃),
𝜃 ∈ [−ℎ; 0]. 𝑥𝑡(𝜙) — функция сужения решения системы (3.1) на сегмент
[𝑡− ℎ; 𝑡]:
𝑥𝑡(𝜙) : 𝜃 → 𝑥(𝑡+ 𝜃, 𝜙), 𝜃 ∈ [−ℎ; 0].
В работе для векторов будем использовать норму Евклида. Если
𝑥 = (𝑥1, . . . , 𝑥𝑛)
𝑇 , вектор с вещественными компонентами, тогда
||𝑥|| =
⎯⎸⎸⎷ 𝑛∑︁
𝑗=1
𝑥2𝑗 ,
соответствующая норма матрицы, которая имеет вещественные коэффи-
циенты
||𝐴|| = sup
||𝑥||=1
||𝐴𝑥|| = 𝜎,
где 𝜎 > 0 — максимальное сингулярное число матрицы 𝐴. Для элементов
пространства 𝑃𝐶([−ℎ; 0], 𝑅𝑛) будем использовать равномерную норму:
||𝜙||ℎ = sup
𝜃∈[−ℎ;0]
||𝜙(𝜃)||.
Опредление 1. Система (3.1) экспоненциально устойчива, если суще-
ствуют 𝛾 > 1 и 𝜎 > 0 такие, что
||𝑥(𝑡, 𝜙)|| 6 𝛾𝑒−𝜎𝑡||𝜙||ℎ.
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Следующая теорема является адаптированной для линейных систем
теоремой Н. Н. Красовского. Она дает достаточные условия экспоненци-
альной устойчивости системы (3.1).
Теорема 1. [3] Система (3.1) экспоненциально устойчива, если суще-
ствует функционал 𝑣: 𝑃𝐶([−ℎ; 0], 𝑅𝑛)→ 𝑅𝑛 такой, что
1. найдутся 𝛼1 > 0 и 𝛼2 > 0 такие, что
𝛼1||𝜙(0)||2 6 𝑣(𝜙) 6 𝛼2||𝜙||2ℎ, 𝜙 ∈ 𝑃𝐶([−ℎ; 0], 𝑅𝑛),
2. для некоторого 𝛽 > 0 на решениях системы (3.1) выполняется усло-
вие
𝑑𝑣(𝑥𝑡)
𝑑𝑡
6 −𝛽||𝑥(𝑡)||2, 𝑡 > 0.
В работе [3] показано, что функционал
𝑣(𝜙) = 𝜙𝑇 (0)𝑈(0)𝜙(0) + 2𝜙𝑇 (0)
𝑚∑︁
𝑖=1
∫︁ 0
ℎ𝑖
𝑈(−ℎ𝑖 − 𝜃)𝐴𝑖𝜙(𝜃)𝑑𝜃
+
𝑚∑︁
𝑖=1
𝑚∑︁
𝑗=1
∫︁ 0
ℎ𝑖
𝜙𝑇 (𝜃1)𝐴
𝑇
𝑖
[︃∫︁ 0
ℎ𝑗
𝑈(𝜃1 + ℎ𝑖 − 𝜃2 − ℎ𝑗)𝐴𝑗𝜙(𝜃2)𝑑𝜃2
]︃
𝑑𝜃1
удовлетворяет условиям Теоремы 1. Матрица 𝑈(𝜏), определяющая этот
функционал, является матрицей Ляпунова.
Опредление 2. Матрица 𝑈(𝜏) называется матрицей Ляпунова, ассо-
циированной с симметрическая матрицей 𝑊 , если она удовлетворяет
свойствам:
1. Динамическому:
𝑑
𝑑𝜏
𝑈(𝜏) =
𝑚∑︁
𝑘=0
𝑈(𝜏 − 𝑘ℎ)𝐴𝑘, 𝜏 > 0,
2. Алгебраическому:
𝑚∑︁
𝑘=0
[𝑈(−𝑘ℎ)𝐴𝑘 + 𝐴𝑇𝑘𝑈(𝑘ℎ)] = −𝑊,
где 𝑊 — положительно определенная матрица,
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3. Симметрическому:
𝑈𝑇 (𝜏) = 𝑈(−𝜏), 𝜏 > 0.
В работе [3] показано, что для построения матрицы Ляпунова может
быть использована вспомогательная система матричных дифференциаль-
ных уравнений. Для записи этой системы введем в рассмотрение вспомо-
гательные матрицы{︃
𝑍𝑗(𝜏) = 𝑈(𝜏 + (𝑚− 𝑗)ℎ), 𝑗 = 1, 2𝑚,
𝜏 ∈ [0;ℎ].
Лемма 1. [3] Пусть 𝑈(𝜏) — матрица Ляпунова, ассоциированная с сим-
метрической матрицей 𝑊 , тогда матрицы 𝑍𝑗(𝜏), 𝑗 = 1, 2𝑚 удовлетво-
ряют системе уравнений без запаздывания:⎧⎪⎨⎪⎩
𝑑𝑍𝑗(𝜏)
𝑑𝜏 =
∑︀𝑚
𝑖=0 𝑍𝑗+𝑖(𝜏)𝐴𝑖, 𝑗 = 1,𝑚,
𝑑𝑍𝑚+𝑗(𝜏)
𝑑𝜏 = −
∑︀𝑚
𝑖=0𝐴
𝑇
𝑖 𝑍𝑚+𝑗−𝑖(𝜏), 𝑗 = 1,𝑚.
и краевым условиям⎧⎪⎨⎪⎩𝑍𝑗(0)− 𝑍𝑗+1(ℎ) = 0, 𝑗 = 1, 2𝑚− 1,∑︀𝑚
𝑖=1𝐴
𝑇
𝑚−𝑖𝑍𝑖(0) +
∑︀𝑚
𝑖=0 𝑍𝑚+𝑖(0)𝐴𝑖 + 𝐴
𝑇
𝑚𝑍1(ℎ) = −𝑊.
Представим эту систему в нормальной форме. Для это воспользуемся
операцией векторизации [8].
𝑣𝑒𝑐(𝑄) =
⎛⎜⎜⎝
𝑞1
...
𝑞𝑛
⎞⎟⎟⎠ = 𝑞,
где 𝑄 — матрица размерности 𝑛 × 𝑛, 𝑞𝑗, 𝑗 = 1, 𝑛 — столбцы матрицы
𝑄, а 𝑞 — вектор размерности 𝑛2.Для операции векторизации справедливо
следующее свойство
𝑣𝑒𝑐(𝑃𝑋𝑄) = (𝑃 ×𝑄)𝑣𝑒𝑐(𝑋),
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где 𝑃 , 𝑋, 𝑄— матрицы размерности 𝑛×𝑛, а 𝑃×𝑄— прямое произведение
матриц, которое вычисляется следующим образом [8]:
𝑃 ×𝑄 =
⎛⎜⎜⎝
𝑞11𝑃 . . . 𝑞𝑛1𝑃
... ...
𝑞1𝑛𝑃 . . . 𝑞𝑛𝑛𝑃
⎞⎟⎟⎠ .
Обозначим через 𝑂 нулевую матрицу размерности 𝑛×𝑛. Тогда в нормаль-
ной форме система примет вид:
𝑑𝑧(𝜏)
𝑑𝜏
= 𝐿𝑧(𝜏),
с краевыми условиями
𝑀𝑧(0) +𝑁𝑧(ℎ) = −𝑤,
где
𝑧(𝜏) =
⎛⎜⎜⎝
𝑣𝑒𝑐(𝑍1(𝜏))
...
𝑣𝑒𝑐(𝑍2𝑚(𝜏))
⎞⎟⎟⎠ , 𝑤 =
(︃
𝑣𝑒𝑐(𝑂)
𝑣𝑒𝑐(𝑊 )
)︃
,
𝐿 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝐸 × 𝐴0 . . . 𝐸 × 𝐴𝑚−1 𝐸 × 𝐴𝑚 . . . 𝑂 ×𝑂
... . . . ... ... . . . ...
𝑂 ×𝑂 . . . 𝐸 × 𝐴0 𝐸 × 𝐴1 . . . 𝐸 × 𝐴𝑚
−𝐴𝑇𝑚 × 𝐸 . . . −𝐴𝑇1 × 𝐸 −𝐴𝑇0 × 𝐸 . . . 𝑂 ×𝑂
... . . . ... ... . . . ...
𝑂 ×𝑂 . . . −𝐴𝑇𝑚 × 𝐸 −𝐴𝑇𝑚−1 × 𝐸 . . . −𝐴𝑇0 × 𝐸
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (3.2)
𝑀 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝐸 × 𝐸 . . . 𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ... . . . ...
𝑂 ×𝑂 . . . 𝐸 × 𝐸 . . . 𝑂 ×𝑂
... . . . ... . . . ...
𝐴𝑇𝑚−1 × 𝐸 . . . 𝐴𝑇0 × 𝐸 + 𝐸 × 𝐴0 . . . 𝐸 × 𝐴𝑚
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (3.3)
𝑁 =
⎛⎜⎜⎜⎜⎜⎝
𝑂 ×𝑂 −𝐸 × 𝐸 . . . 𝑂 ×𝑂
... ... . . . ...
𝑂 ×𝑂 𝑂 ×𝑂 . . . −𝐸 × 𝐸
𝐴𝑇𝑚 × 𝐸 𝑂 ×𝑂 . . . 𝑂 ×𝑂
⎞⎟⎟⎟⎟⎟⎠ . (3.4)
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Перейдем теперь к вопросу существования матрицы Ляпунова, для
этого введем следующее определение.
Опредление 3. Система (3.1) удовлетворяет условию Ляпунова, если
её спектр:
Λ = {𝑠| det
(︃
𝑠𝐸 −
𝑚∑︁
𝑘=0
𝑒−𝑘ℎ𝑠𝐴𝑘
)︃
= 0}
не содержит точку 𝑠0 такую, что точка −𝑠0 также содержится в мно-
жестве Λ.
В работе [3] доказана теорема, которая дает необходимые и достаточ-
ные условия выполнения условия Ляпунова для системы (3.1).
Теорема 2. [3] Система (3.1) удовлетворяет условию Ляпунова тогда и
только тогда, когда определитель матрицы 𝑀 +𝑁𝑒𝐿ℎ отличен от нуля
det(𝑀 +𝑁𝑒𝐿ℎ) ̸= 0. (3.5)
В дальнейшем будем предполагать, что для системы (3.1) условие
Ляпунова выполнено.
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4. Постановка задачи
Введем семейство возмущенных систем с запаздыванием
𝑑𝑦(𝑡)
𝑑𝑡
=
𝑚∑︁
𝑘=0
[𝐴𝑘 +∆𝑘]𝑦(𝑡− 𝑘ℎ), 𝑡 > 0, (4.1)
где ∆𝑘 — постоянные матрицы, удовлетворяющие ограничениям
||∆𝑘|| 6 𝑝𝑘, 𝑝𝑘 > 0, 𝑘 = 0,𝑚. (4.2)
Вспомогательные матрицы 𝐿, 𝑀 , 𝑁 , которые имеют структуру (3.2)–(3.4)
для семейства (4.1), (4.2) имеют вид
𝐿1 = 𝐿+∆𝐿, 𝑀1 =𝑀 +∆𝑀 , 𝑁1 = 𝑁 +∆𝑁 ,
где
∆𝐿 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝐸 ×∆0 . . . 𝐸 ×∆𝑚−1 𝐸 ×∆𝑚 . . . 𝑂 ×𝑂
... . . . ... ... . . . ...
𝑂 ×𝑂 . . . 𝐸 ×∆0 𝐸 ×∆1 . . . 𝐸 ×∆𝑚
−∆𝑇𝑚 × 𝐸 . . . −∆𝑇1 × 𝐸 −∆𝑇0 × 𝐸 . . . 𝑂 ×𝑂
... . . . ... ... . . . ...
𝑂 ×𝑂 . . . −∆𝑇𝑚 × 𝐸 −∆𝑇𝑚−1 × 𝐸 . . . −∆𝑇0 × 𝐸
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
∆𝑀 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑂 ×𝑂 . . . 𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ... . . . ...
𝑂 ×𝑂 . . . 𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ... . . . ...
∆𝑇𝑚−1 × 𝐸 . . . ∆𝑇0 × 𝐸 + 𝐸 ×∆0 . . . 𝐸 ×∆𝑚
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
∆𝑁 =
⎛⎜⎜⎝
𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ...
∆𝑇𝑚 × 𝐸 . . . 𝑂 ×𝑂
⎞⎟⎟⎠ .
Целью данной работы является нахождение 𝑝𝑘, 𝑘 = 0,𝑚, при кото-
рых условие Ляпунова выполняется для всех систем семейства (4.1), (4.2).
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5. Оценка допустимых возмущений
Для оценки допустимых возмущений докажем вспомогательные лем-
мы.
Лемма 2. Норма матрицы удовлетворяет условию
||(𝐿+∆𝐿)𝑛 − 𝐿𝑛|| 6 (||𝐿||+ ||∆𝐿||)𝑛 − ||𝐿||𝑛.
Доказательство: Проведем доказательство методом индукции. База ин-
дукции при 𝑛 = 1
||(𝐿+∆𝐿)− 𝐿|| = ||∆𝐿|| = (||∆𝐿||+ ||𝐿||)− ||𝐿||.
При 𝑛 = 2
||(𝐿+∆𝐿)2 − 𝐿2|| = ||𝐿∆𝐿 +∆𝐿𝐿+∆2𝐿|| 6 2||∆𝐿|| · ||𝐿||+ ||∆𝐿||2
= ||𝐿||2 + 2||∆𝐿|| · ||𝐿||+ ||∆𝐿||2 − ||𝐿||2 = (||𝐿||+ ||∆𝐿||)2 − ||𝐿||2.
База индукции выполняется. Перейдем к индукционному предположению.
Пусть для 𝑛− 1 выполняется
||(𝐿+∆𝐿)𝑛−1 − 𝐿𝑛−1|| 6 (||𝐿||+ ||∆𝐿||)𝑛−1 − ||𝐿||𝑛−1.
Докажем для 𝑛:
||(𝐿+∆𝐿)𝑛 − 𝐿𝑛|| = ||(𝐿+∆𝐿)(𝐿+∆𝐿)𝑛−1 − 𝐿 · 𝐿𝑛−1||
= ||(𝐿+∆𝐿)(𝐿+∆𝐿)𝑛−1 − (𝐿+∆𝐿) · 𝐿𝑛−1 +∆𝐿𝐿𝑛−1||
6 ||(𝐿+∆𝐿)
[︀
(𝐿+∆𝐿)
𝑛−1 − 𝐿𝑛−1]︀ ||+ ||∆𝐿|| · ||𝐿||𝑛−1
6 (||𝐿||+ ||∆𝐿||)
[︀
(||𝐿||+ ||∆𝐿||)𝑛−1 − ||𝐿||𝑛−1
]︀
+ ||∆𝐿|| · ||𝐿||𝑛−1
= (||𝐿||+ ||∆𝐿||)𝑛 − (||𝐿|+ ||∆𝐿||) · ||𝐿||𝑛−1 + ||∆𝐿|| · ||𝐿||𝑛−1
= (||𝐿||+ ||∆𝐿||)𝑛 − ||𝐿| · ||𝐿||𝑛−1 − ||∆𝐿|| · ||𝐿||𝑛−1 + ||∆𝐿|| · ||𝐿||𝑛−1
= (||𝐿||+ ||∆𝐿||)𝑛 − ||𝐿||𝑛.
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Таким образом
||(𝐿+∆𝐿)𝑛 − 𝐿𝑛|| 6 (||𝐿||+ ||∆𝐿||)𝑛 − ||𝐿||𝑛.
Перейдем теперь к оценке разности матричных экспонент.
Лемма 3. Норма матрицы ∆ = 𝑒(𝐿+Δ𝐿)ℎ − 𝑒𝐿ℎ допускает оценку
||∆|| 6 𝑒||𝐿||ℎ(𝑒||Δ𝐿||ℎ − 1). (5.1)
Доказательство:
||∆|| =
⃒⃒⃒⃒⃒⃒
𝑒(𝐿+Δ𝐿)ℎ − 𝑒𝐿ℎ
⃒⃒⃒⃒⃒⃒
=
⃒⃒⃒⃒
⃒
⃒⃒⃒⃒
⃒
∞∑︁
𝑛=0
(𝐿+∆𝐿)
𝑛ℎ𝑛
𝑛!
−
∞∑︁
𝑛=0
𝐿𝑛ℎ𝑛
𝑛!
⃒⃒⃒⃒
⃒
⃒⃒⃒⃒
⃒
=
⃒⃒⃒⃒
⃒
⃒⃒⃒⃒
⃒
∞∑︁
𝑛=0
ℎ𝑛
𝑛!
[(𝐿+∆𝐿)
𝑛 − 𝐿𝑛]
⃒⃒⃒⃒
⃒
⃒⃒⃒⃒
⃒ 6
∞∑︁
𝑛=0
ℎ𝑛
𝑛!
||(𝐿+∆𝐿)𝑛 − 𝐿𝑛||.
Используя Лемму 2, получаем
||∆|| 6
∞∑︁
𝑛=0
ℎ𝑛
𝑛!
[(||𝐿||+ ||∆𝐿||)𝑛 − ||𝐿||𝑛]
=
∞∑︁
𝑛=0
ℎ𝑛
𝑛!
(||𝐿||+ ||∆𝐿||)𝑛 −
∞∑︁
𝑛=0
ℎ𝑛
𝑛!
||𝐿||𝑛 = 𝑒(||𝐿||+||Δ𝐿||)ℎ − 𝑒||𝐿||ℎ.
В итоге получаем
||∆|| 6 𝑒||𝐿||ℎ(𝑒||Δ𝐿||ℎ − 1)
Следующая лемма дает условия, при которых для системы (4.1) вы-
полняется условие (3.5).
Лемма 4. Определитель матрицы 𝑀1 +𝑁1𝑒𝐿1ℎ отличен от нуля, если
||̃︀∆|| < 1||(𝑀 +𝑁𝑒𝐿ℎ)−1|| ,
где ̃︀∆ = [︀𝑀1 +𝑁1𝑒𝐿1ℎ]︀− [︀𝑀 +𝑁𝑒𝐿ℎ]︀ .
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Доказательство:
det(𝑀1 +𝑁1𝑒
𝐿1ℎ) = det(𝑀 +𝑁𝑒𝐿ℎ + ̃︀∆)
= det((𝑀 +𝑁𝑒𝐿ℎ)(𝐸 + (𝑀 +𝑁𝑒𝐿ℎ)−1̃︀∆))
= det(𝑀 +𝑁𝑒𝐿ℎ) det(𝐸 + (𝑀 +𝑁𝑒𝐿ℎ)−1̃︀∆).
Так как для системы (3.1) условие Ляпунова выполнено, следовательно
det(𝑀 +𝑁𝑒𝐿ℎ) ̸= 0. Поэтому для того, чтобы система (4.1) удовлетворяла
условию (3.5), необходимо и достаточно, чтобы определитель
det(𝐸 + (𝑀 +𝑁𝑒𝐿ℎ)−1̃︀∆)
был отличен от нуля. Он является ненулевым, если
||(𝑀 +𝑁𝑒𝐿ℎ)−1̃︀∆|| < 1.
Для этого достаточно, чтобы ||(𝑀 +𝑁𝑒𝐿ℎ)−1|| · ||∆˜|| < 1, или
||∆˜|| < 1/||(𝑀 +𝑁𝑒𝐿ℎ)−1||.
Лемма 5. Нормы матриц ∆𝑀 , ∆𝐿, ∆𝑁 удовлетворяют оценкам
||∆𝑀 || 6 2
𝑚−1∑︁
𝑖=0
𝑝𝑖 + 𝑝𝑚, ||∆𝑁 || 6 𝑝𝑚, ||∆𝐿|| 6
𝑚∑︁
𝑖=0
𝑝𝑖
Доказательство: Для нормы произведения Кронекера верно следующее
равенство:
||𝐴×𝐵|| = ||𝐴|| · ||𝐵||,
где 𝐴 и 𝐵 — матрицы размерности 𝑛× 𝑛.
Для начала оценим норму следующей матрицы
𝑅 =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑂 ×𝑂 . . . 𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ... . . . ...
𝑂 ×𝑂 . . . 𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ... . . . ...
𝑂 ×𝑂 . . . 𝑅𝑘 × 𝐸 . . . 𝑂 ×𝑂
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
= 𝜎𝑘,
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где матрица 𝑅𝑘×𝐸 стоит на 𝑘- том месте, 𝜎1 — сингулярное число матрицы
𝑅, следовательно 𝜎21 — наибольшее собственное число матрицы 𝑅
𝑇 ·𝑅.⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑂 ×𝑂 . . . 𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ... . . . ...
𝑂 ×𝑂 . . . 𝑂 ×𝑂 . . . 𝐸 ×𝑅𝑇𝑘
... . . . ... . . . ...
𝑂 ×𝑂 . . . 𝑂 ×𝑂 . . . 𝑂 ×𝑂
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
·
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑂 ×𝑂 . . . 𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ... . . . ...
𝑂 ×𝑂 . . . 𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ... . . . ...
𝑂 ×𝑂 . . . 𝑅𝑘 × 𝐸 . . . 𝑂 ×𝑂
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑂 ×𝑂 . . . 𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ... . . . ...
𝑂 ×𝑂 . . . 𝑅𝑘 ×𝑅𝑇𝑘 . . . 𝑂 ×𝑂
... . . . ... . . . ...
𝑂 ×𝑂 . . . 𝑂 ×𝑂 . . . 𝑂 ×𝑂
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
Собственные числа матрицы 𝑅𝑇 · 𝑅 совпадет с собственными числами ее
ненулевого диагонального элемента 𝑅𝑘×𝑅𝑇𝑘 . Наибольшее собственное чис-
ло матрицы не превосходит ее нормы, следовательно
𝜎2𝑘 = ||𝑅𝑘 ×𝑅𝑇𝑘 || = ||𝑅𝑘||2.
Откуда получаем 𝜎𝑘 = ||𝑅𝑘||, следовательно
𝑅 =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑂 ×𝑂 . . . 𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ... . . . ...
𝑂 ×𝑂 . . . 𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ... . . . ...
𝑂 ×𝑂 . . . 𝑅𝑘 × 𝐸 . . . 𝑂 ×𝑂
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
= ||𝑅𝑘||.
Принимая во внимание полученную оценку, оценим норму матрицы ∆𝑁 .
||∆𝑁 || =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⎛⎜⎜⎝
𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ...
∆𝑇𝑚 × 𝐸 . . . 𝑂 ×𝑂
⎞⎟⎟⎠
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒ = ||∆𝑚|| 6 𝑝𝑚.
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Перейдем теперь к оценке нормы матрицы ∆𝑀 .
∆𝑀 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑂 ×𝑂 . . . 𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ... . . . ...
𝑂 ×𝑂 . . . 𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ... . . . ...
∆𝑇𝑚−1 × 𝐸 . . . ∆𝑇0 × 𝐸 + 𝐸 ×∆0 . . . 𝐸 ×∆𝑚
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎝
𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ...
∆𝑇𝑚−1 × 𝐸 . . . 𝑂 ×𝑂
⎞⎟⎟⎠+ · · ·+
⎛⎜⎜⎝
𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ...
𝑂 ×𝑂 . . . 𝐸 ×∆𝑚
⎞⎟⎟⎠
Норма каждой из матриц не превосходит нормы матрицы ∆𝑖, где 𝑖 = 0,𝑚.
Откуда получаем, что
||∆𝑀 || 6 2
𝑚−1∑︁
𝑖=0
||∆𝑖||+ ||∆𝑚||
С учетом ограничений (4.2)
||∆𝑀 || 6 2
𝑚−1∑︁
𝑖=0
𝑝𝑖 + 𝑝𝑚.
Рассмотрим теперь матрицу ∆𝐿.
∆𝐿 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝐸 ×∆0 . . . 𝐸 ×∆𝑚−1 𝐸 ×∆𝑚 . . . 𝑂 ×𝑂
... . . . ... ... . . . ...
𝑂 ×𝑂 . . . 𝐸 ×∆0 𝐸 ×∆1 . . . 𝐸 ×∆𝑚
−∆𝑇𝑚 × 𝐸 . . . −∆𝑇1 × 𝐸 −∆𝑇0 × 𝐸 . . . 𝑂 ×𝑂
... . . . ... ... . . . ...
𝑂 ×𝑂 . . . −∆𝑇𝑚 × 𝐸 −∆𝑇𝑚−1 × 𝐸 . . . −∆𝑇0 × 𝐸
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝐸 ×∆0 . . . 𝑂 ×𝑂 𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ... ... . . . ...
𝑂 ×𝑂 . . . 𝐸 ×∆0 𝑂 ×𝑂 . . . 𝑂 ×𝑂
𝑂 ×𝑂 . . . 𝑂 ×𝑂 −∆𝑇0 × 𝐸 . . . 𝑂 ×𝑂
... . . . ... ... . . . ...
𝑂 ×𝑂 . . . 𝑂 ×𝑂 𝑂 ×𝑂 . . . −∆𝑇0 × 𝐸
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
+ . . .
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· · ·+
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑂 ×𝑂 . . . 𝑂 ×𝑂 𝐸 ×∆𝑚 . . . 𝑂 ×𝑂
... . . . ... ... . . . ...
𝑂 ×𝑂 . . . 𝑂 ×𝑂 𝑂 ×𝑂 . . . 𝐸 ×∆𝑚
−∆𝑇𝑚 × 𝐸 . . . 𝑂 ×𝑂 𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ... ... . . . ...
𝑂 ×𝑂 . . . −∆𝑇𝑚 × 𝐸 𝑂 ×𝑂 . . . 𝑂 ×𝑂
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Оценим норму первой матрицы, для это найдем оценку собственных чисел
следующей матрицы⎛⎜⎜⎝
∆𝑇0 × 𝐸 . . . 𝑂 ×𝑂
... . . . ...
𝑂 ×𝑂 . . . −𝐸 ×∆0
⎞⎟⎟⎠ ·
⎛⎜⎜⎝
𝐸 ×∆0 . . . 𝑂 ×𝑂
... . . . ...
𝑂 ×𝑂 . . . −∆𝑇0 × 𝐸
⎞⎟⎟⎠
=
⎛⎜⎜⎝
∆𝑇0 ×∆0 . . . 𝑂 ×𝑂
... . . . ...
𝑂 ×𝑂 . . . ∆𝑇0 ×∆0
⎞⎟⎟⎠
Собственные числа полученной матрицы совпадают с собственными чис-
лами диагонального блока ∆𝑇0 ×∆0, и они не превосходят нормы этой мат-
рицы. Пусть 𝜎20 — наибольшее собственное число матрицы ∆𝑇0 ×∆0, тогда
𝜎20 = ||∆𝑇0 ×∆0|| = ||∆0||2.
Следовательно ⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⎛⎜⎜⎝
𝐸 ×∆0 . . . 𝑂 ×𝑂
... . . . ...
𝑂 ×𝑂 . . . −∆𝑇0 × 𝐸
⎞⎟⎟⎠
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒ = ||∆0|| 6 𝑝0
Оценим норму следующей матрицы⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑂 ×𝑂 . . . 𝑂 ×𝑂 𝐸 ×∆𝑚 . . . 𝑂 ×𝑂
... . . . ... ... . . . ...
𝑂 ×𝑂 . . . 𝑂 ×𝑂 𝑂 ×𝑂 . . . 𝐸 ×∆𝑚
−∆𝑇𝑚 × 𝐸 . . . 𝑂 ×𝑂 𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ... ... . . . ...
𝑂 ×𝑂 . . . −∆𝑇𝑚 × 𝐸 𝑂 ×𝑂 . . . 𝑂 ×𝑂
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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При умножении транспонированной матрицы на её саму получаем⎛⎜⎜⎝
∆𝑇𝑚 ×∆𝑚 . . . 𝑂 ×𝑂
... . . . ...
𝑂 ×𝑂 . . . ∆𝑇𝑚 ×∆𝑚
⎞⎟⎟⎠
Наибольшее собственное число 𝜎2𝑚 такой матрицы совпадает с наибольшим
собственным числом матрицы ∆𝑇𝑚 ×∆𝑚 и допускает оценку сверху
𝜎2𝑚 = ||∆𝑇𝑚 ×∆𝑚|| = ||∆𝑚||2.
Откуда получаем⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑂 ×𝑂 . . . 𝑂 ×𝑂 𝐸 ×∆𝑚 . . . 𝑂 ×𝑂
... . . . ... ... . . . ...
𝑂 ×𝑂 . . . 𝑂 ×𝑂 𝑂 ×𝑂 . . . 𝐸 ×∆𝑚
−∆𝑇𝑚 × 𝐸 . . . 𝑂 ×𝑂 𝑂 ×𝑂 . . . 𝑂 ×𝑂
... . . . ... ... . . . ...
𝑂 ×𝑂 . . . −∆𝑇𝑚 × 𝐸 𝑂 ×𝑂 . . . 𝑂 ×𝑂
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
= ||∆𝑚|| 6 𝑝𝑚.
Другие матрицы, входящие в матрицу ∆𝐿, имеют похожую структуру, по-
этому умножение транспонированной матрицы на неё саму дает в результа-
те блочно-диагональную матрицу, на диагонали которой стоят блоки вида
∆𝑇𝑖 ×∆𝑖, 𝑖 = 1,𝑚− 1. Наибольшее собственное число 𝜎2𝑖 такой матрицы
совпадает с наибольшим собственным числом матрицы, стоящей на диаго-
нали ∆𝑇𝑖 ×∆𝑖 и допускает оценку сверху
𝜎2𝑖 = ||∆𝑇𝑖 ×∆𝑖|| = ||∆𝑖||2.
где 𝑖 = 1,𝑚− 1. Откуда получаем
||∆𝐿|| 6
𝑚∑︁
𝑖=0
∆𝑖 6
𝑚∑︁
𝑖=0
𝑝𝑖
С учетом оценок норм матриц ∆𝑀 , ∆𝑁 , ∆𝐿, полученных в Лемме
5, можно сделать следующий вывод.
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Теорема 3. Семейство (4.1), (4.2) удовлетворяет условию Ляпунова, ес-
ли 𝑝𝑘, 𝑘 = 0,𝑚, удовлетворяют неравенству
2
𝑚−1∑︁
𝑖=0
𝑝𝑖+𝑝𝑚+𝑒
||𝐿||ℎ||𝑁 ||(𝑒
∑︀𝑚
𝑖=0 𝑝𝑖ℎ−1)+𝑝𝑚𝑒(||𝐿||+
∑︀𝑚
𝑖=0 𝑝𝑖)ℎ 6 1||(𝑀 +𝑁𝑒𝐿ℎ)−1|| .
(5.2)
Доказательство:
||̃︀∆|| = || [︀𝑀1 +𝑁1𝑒𝐿1ℎ]︀− [︀𝑀 +𝑁𝑒𝐿ℎ]︀ ||
= ||∆𝑀 + (𝑁 +∆𝑁)(𝑒𝐿ℎ +∆)−𝑁𝑒𝐿ℎ)||
= ||∆𝑀 +𝑁∆+∆𝑁(𝑒𝐿ℎ +∆)||
6 ||∆𝑀 ||+ ||𝑁 || · ||∆||+ ||∆𝑁 ||
(︀||𝑒𝐿ℎ||+ ||∆||)︀
6 ||∆𝑀 ||+ ||∆|| (||𝑁 ||+ ||∆𝑁 ||) + ||∆𝑁 ||𝑒||𝐿||ℎ.
Используя Лемму 3, Леммы 4 и Лемму 5 получаем
||̃︀∆|| 6 2𝑚−1∑︁
𝑖=0
𝑝𝑖 + 𝑝𝑚 + 𝑒
||𝐿||ℎ(𝑒||Δ𝐿||ℎ − 1) (||𝑁 ||+ 𝑝𝑚) + 𝑝𝑚𝑒||𝐿||ℎ
6 2
𝑚−1∑︁
𝑖=0
𝑝𝑖 + 𝑝𝑚 + 𝑒
||𝐿||ℎ||𝑁 ||(𝑒||Δ𝐿||ℎ − 1) + 𝑝𝑚𝑒(||𝐿||+||Δ𝐿||)ℎ.
6 2
𝑚−1∑︁
𝑖=0
𝑝𝑖 + 𝑝𝑚 + 𝑒
||𝐿||ℎ||𝑁 ||(𝑒
∑︀𝑚
𝑖=0 𝑝𝑖ℎ − 1) + 𝑝𝑚𝑒(||𝐿||+
∑︀𝑚
𝑖=0 𝑝𝑖)ℎ.
Принимая во внимание ограничения из Леммы 4, получаем искомое нера-
венство.
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6. Примеры
6.1. Пример 1
В качестве примера рассмотрим уравнение с двумя запаздываниями
𝑑𝑥(𝑡)
𝑑𝑡
= −𝑥(𝑡− 1)− 𝑥(𝑡− 2), 𝑡 > 0.
Для данного уравнения матрицы (3.2) – (3.4) будут иметь вид
𝐿 =
⎛⎜⎜⎜⎜⎜⎝
0 −1 −1 0
0 0 −1 −1
1 1 0 0
0 1 1 0
⎞⎟⎟⎟⎟⎟⎠ , 𝑀 =
⎛⎜⎜⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 1 0
−1 0 −1 −1
⎞⎟⎟⎟⎟⎟⎠
𝑁 =
⎛⎜⎜⎜⎜⎜⎝
0 −1 0 0
0 0 −1 0
0 0 0 −1
−1 0 0 0
⎞⎟⎟⎟⎟⎟⎠
Вычислим матрицу 𝑀 +𝑁𝑒𝐿ℎ.
𝑀 +𝑁𝑒𝐿ℎ =
⎛⎜⎜⎜⎜⎜⎝
0,50 −0,81 −0,54 0,27
0,81 0,50 −0,27 0,54
0,81 0,81 0,77 0,27
−0,50 0,81 0,04 −0,77
⎞⎟⎟⎟⎟⎟⎠
Определитель
𝑑𝑒𝑡[𝑀 +𝑁𝑒𝐿ℎ] = −1,804
отличен от нуля, следовательно данная система удовлетворяет условию Ля-
пунова. Перейдем теперь к рассмотрению возмущенного уравнения
𝑑𝑦(𝑡)
𝑑𝑡
= ∆0𝑦(𝑡) + (∆1 − 1)𝑦(𝑡− 1) + (∆2 − 1)𝑦(𝑡− 2).
где |∆𝑘| 6 𝑝𝑘, 𝑘 = 0, 2.
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Используя неравенство (5.2) оценим допустимые возмущения. Вычис-
лим значение нормы матрицы, стоящей в правой стороне данного неравен-
ства.
||(𝑀 +𝑁𝑒𝐿)−1|| = 1,677
Оценим ̃︀∆ согласно неравенству (5.2). Для этого воспользуемся Лем-
мой 5 для оценки норм матриц ∆𝐿, ∆𝑀 , и ∆𝑁 .
||∆𝑀 || 6 2𝑝0 + 2𝑝1 + 𝑝2, ||∆𝑁 || 6 𝑝2, ||∆𝐿|| 6 𝑝0 + 𝑝1 + 𝑝2,
Вычислим нормы матриц 𝑁 и 𝐿.
||𝑁 || = 1, ||𝐿|| = 2,288.
Из Леммы 4 имеем
||̃︀∆|| < 0,596.
Согласно Теореме 3 получаем ограничение на 𝑝𝑘, 𝑘 = 0, 1, 2.
2𝑝0 + 2𝑝1 + 𝑝2 + 𝑒
2,288(𝑒𝑝0+𝑝1+𝑝2 − 1) + 𝑒2,288+𝑝0+𝑝1+𝑝2𝑝2 < 0,596.
Пусть 𝑝0 = 𝑝1 = 𝑝2 = 𝑝, тогда
5𝑝+ 9,855(𝑒3𝑝 − 1) + 9,855𝑝𝑒3𝑝 < 0,596.
Получаем, что
𝑝 < 0,0131.
Пусть 𝑝0 = 𝑝1 = 𝑝, 𝑝2 = 0 тогда
4𝑝+ 9,855(𝑒2𝑝 − 1) < 0,596.
Получаем
𝑝 < 0,0246.
Случаи 𝑝0 = 𝑝2 = 𝑝, 𝑝1 = 0 и 𝑝1 = 𝑝2 = 𝑝, 𝑝0 = 0 совпадают
3𝑝+ 9,855(𝑒2𝑝 − 1) + 9,855𝑝𝑒2𝑝 < 0,596.
Получаем
𝑝 < 0,0179.
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6.2. Пример 2
в качестве другого примера рассмотрим систему:
𝑑𝑥(𝑡)
𝑑𝑡
=
(︃
−1 0
0 −2
)︃
𝑥(𝑡) +
(︃
0 0,7
0,7 0
)︃
𝑥(𝑡− 1)+
+
(︃
−0,49 0
0 −0,49
)︃
𝑥(𝑡− 2),
описанную в работе [12]. В данной работе показано, что система является
экспоненциально устойчивой. Матрицы (3.2) – (3.4) имеют вид
𝐿 =
⎛⎜⎜⎜⎜⎜⎝
𝐿1 𝐿2 𝐿3 𝐿4
𝐿4 𝐿1 𝐿2 𝐿3
−𝐿3 𝐿5 𝐿6 𝐿4
𝐿4 −𝐿3 𝐿5 𝐿6
⎞⎟⎟⎟⎟⎟⎠ ,
где
𝐿1 =
⎛⎜⎜⎜⎜⎜⎝
−1 0 0 0
0 −1 0 0
0 0 −2 0
0 0 0 −2
⎞⎟⎟⎟⎟⎟⎠ , 𝐿2 =
⎛⎜⎜⎜⎜⎜⎝
0 0 0,7 0
0 0 0 0,7
0,7 0 0 0
0 0,7 0 0
⎞⎟⎟⎟⎟⎟⎠ ,
𝐿3 =
⎛⎜⎜⎜⎜⎜⎝
−0,49 0 0 0
0 −0,49 0 0
0 0 −0,49 0
0 0 0 −0,49
⎞⎟⎟⎟⎟⎟⎠ , 𝐿4 =
⎛⎜⎜⎜⎜⎜⎝
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
⎞⎟⎟⎟⎟⎟⎠ ,
𝐿5 =
⎛⎜⎜⎜⎜⎜⎝
0 −0,7 0 0
−0,7 0 0 0
0 0 0 −0,7
0 0 −0,7 0
⎞⎟⎟⎟⎟⎟⎠ , 𝐿6 =
⎛⎜⎜⎜⎜⎜⎝
1 0 0 0
0 2 0 0
0 0 1 0
0 0 0 2
⎞⎟⎟⎟⎟⎟⎠ .
𝑀 =
⎛⎜⎜⎜⎜⎜⎝
𝑀1 𝐿4 𝐿4 𝐿4
𝐿4 𝑀1 𝐿4 𝐿4
𝐿4 𝐿4 𝑀1 𝐿4
−𝐿5 𝑀2 𝐿2 𝐿3
⎞⎟⎟⎟⎟⎟⎠ ,
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где
𝑀1 =
⎛⎜⎜⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎞⎟⎟⎟⎟⎟⎠ , 𝑀2 =
⎛⎜⎜⎜⎜⎜⎝
−2 0 0 0
0 −3 0 0
0 0 −3 0
0 0 0 −4
⎞⎟⎟⎟⎟⎟⎠ .
𝑁 =
⎛⎜⎜⎜⎜⎜⎝
𝐿4 −𝑀1 𝐿4 𝐿4
𝐿4 𝐿4 −𝑀1 𝐿4
𝐿4 𝐿4 𝐿4 −𝑀1
𝐿3 𝐿4 𝐿4 𝐿4
⎞⎟⎟⎟⎟⎟⎠ .
Определитель
𝑑𝑒𝑡[𝑀 +𝑁𝑒𝐿ℎ] = 7,5 · 106
отличен от нуля, следовательно, система удовлетворяет условию Ляпунова.
Перейдем теперь к рассмотрению возмущенной системы.
𝑑𝑦(𝑡)
𝑑𝑡
= (𝐴0 +∆0)𝑦(𝑡) + (𝐴1 +∆1)𝑦(𝑡− 1) + (𝐴2 +∆2)𝑦(𝑡− 2).
где ||∆𝑘|| 6 𝑝𝑘, 𝑘 = 0, 1, 2. Для того, чтобы данная система удовлетворя-
ла условию Ляпунова должно выполняться неравенство (5.2). Вычислим
значение нормы матрицы, стоящей в правой стороне данного неравенства.
||(𝑀 +𝑁𝑒𝐿)−1|| = 1,2663.
Оценим ̃︀∆ согласно (5.2). Для этого воспользуемся Леммой 5.
||∆𝑀 || 6 2𝑝0 + 2𝑝1 + 𝑝2, ||∆𝑁 || 6 𝑝2, ||∆𝐿|| 6 𝑝0 + 𝑝1 + 𝑝2.
Вычислим значение нормы матриц 𝑁 и 𝐿.
||𝑁 || = 1, ||𝐿|| = 2,968.
Из Леммы 4 получаем
||̃︀∆|| < 0,79.
Согласно Теореме 3 получаем ограничение на 𝑝𝑘, 𝑘 = 0, 1, 2.
2𝑝0 + 2𝑝1 + 𝑝2 + 𝑒
2,968(𝑒𝑝0+𝑝1+𝑝2 − 1) + 𝑒2,968+𝑝0+𝑝1+𝑝2𝑝2 < 0,79.
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Пусть 𝑝0 = 𝑝1 = 𝑝2 = 𝑝, тогда
5𝑝+ 19,453(𝑒3𝑝 − 1) + 19,453𝑝𝑒3𝑝 < 0,79.
Получаем, что
𝑝 < 0,00938.
Пусть 𝑝0 = 𝑝1 = 𝑝, 𝑝2 = 0 тогда
4𝑝+ 19,453(𝑒2𝑝 − 1) < 0,79.
Получаем
𝑝 < 0,0181.
Случаи 𝑝0 = 𝑝2 = 𝑝, 𝑝1 = 0 и 𝑝1 = 𝑝2 = 𝑝, 𝑝0 = 0 совпадают
3𝑝+ 19,453(𝑒2𝑝 − 1) + 19,453𝑝𝑒2𝑝 < 0,79.
Получаем
𝑝 < 0,0126.
Для данного примера полученные ограничения на 𝑝 показывают, при каких
отклонениях система будет оставаться экспоненциально устойчивой.
Все вычисление для примеров были выполнены с помощью матема-
тических пакетов Matlab и Maple.
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7. Выводы
В работе были получены оценки допустимых возмущений для систем
с запаздыванием. Предложенный в работе метод позволяет получить оцен-
ки допустимых возмущений, которые обеспечивают сохранение выполне-
ния условия Ляпунова для возмущенных систем. Он позволяет говорить
о робастности системы. То есть, если изначально система была экспонен-
циально устойчива, то с помощью неравенства, полученного в Теореме 3,
можно оценить при каких значениях возмущения система будет сохранять
это свойство.
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8. Заключение
Целью данной работы было получение условий, при которых воз-
мущенная система удовлетворяет условию Ляпунова. В ходе исследования
ограничения были получены. Также были рассмотрены примеры, для кото-
рых, используя полученные условия, были найдены допустимые значения
изменения возмущений. Результаты данной работы были представлены на
международной научной конференции аспирантов и студентов «Процессы
управления и устойчивость»[9].
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