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ANGLE DISTRIBUTION OF TWO RANDOM CHORDS
IN THE DISC: A SINE LAW
JESUS IGOR HEBERTO BARAHONA TORRES, PAULO CESAR MANRIQUE-MIRO´N,
AND ERICK TREVIN˜O-AGUILAR
Abstract. Motivated by models in engineering and also biology we determine
in closed form the probability density function of the angle shaped by two
random chords in a fixed disc. Our main result focus on the event in which
the intersection locates inside the fixed disc and establishes a sine law.
1. Introduction
The beginning of Geometric Probability can be traced back at least to Buffon’s
needle problem posed by Georges–Louis Leclerc, Comte de Buffon [8, 12, 13]. This
problem asks for the probability that a needle of length l dropped at random in-
tersects a set of parallel lines distributed uniformly at a fixed distance d from each
other. The solution depends on d and l and in the special case d > l the probability
is given by 2lpid . Although this was not the original motivation, the solution has
been used since then as physical mechanism to approximate pi’s value.
Recent developments on computer science and wireless communications have
opened a new niche for studies related to Geometric Probability with applications
in several fields such as biology, engineering, and transportation; see e.g., [6, 7, 11].
In particular, the so–called random waypoint model commonly appears in wireless
communication networks studies; see e.g., [4]. The analysis of this random model
usually has been done by simulations since closed formulas for probability densi-
ties are usually unavailable, and some papers investigate the performance of such
numerical approach. Thus, models in which closed formulas are obtained for prob-
ability densities are interesting. We give a few examples where such formulas exist,
before presenting the main contribution of the paper.
A core object analyzed in Geometric Probability is the random angle between
different random objects as in Morton’s generalization of Buffon’s needle problem
[3, 5, 9, 10]. Here, sets of parallel lines are generalized to random sets of rectifiable
curves in the plane. Under some mild assumptions, Morton obtained (for details
see [13]) a sine law and showed that the density of the intersection angle between
the tangents of any curve is
1
2
sin (θ)1[0,pi](θ).
Cai et al. [2] studied the asymptotic behavior of pairwise angles among n random
and uniformly distributed unit vectors in Rp when n goes to infinity and the dimen-
sion p is either fixed or growing with n. They showed that the empirical distribution
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of the angles among the n unit vectors converges weakly to the distribution with
density
1√
pi
Γ
(
p
2
)
Γ
(
p−1
2
) (sin(θ))p−2 1[0,pi](θ),
with probability one when p is fixed.
Barton et al. [1] studied chromosome interactions in human cells. In their model
cell’s nucleus is represented as a circle and chromosomes as points randomly dropped
inside that circle; see also Solomon [13]. Interactions between chromosomes are
determined by intersections of random chords and the angles at which they intersect.
The density in such models is always an expression involving the trigonometric sine
function.
Now we explain the main goal and contribution of the paper. Our starting
motivation is the afore mentioned model for wireless networks, for which explicit
formulas for densities are non available, as we mentioned before. We propose a sim-
ple model in analogy with the random mechanism in the wireless network model
and for which we are able to give a closed form for the density function of a random
angle. In this goal, we obtain a sine law identical to that of Morton’s model. In-
deed, in spite of being different models for different purposes they intersect in their
main object: a random angle. Our result contributes to Geometric Probability and
its applications, and provides also another way to estimate pi’s value.
After this introduction, the paper is organized as follows. In Section 2, we
present our model and main Theorem 2.1. Section 3 is dedicated to Theorem 2.1’s
proof. The proof itself is given in Subsection 3.3, with the lengthy computation of
a definite integral deferred to Appendix A. The previous two subsections 3.1 and
3.2 introduce necessary elements and formulas used in the proof of Theorem 2.1.
However, the propositions there are not directly linked. Section 4 concludes with a
problem for future work.
2. Main result
We denote by ‖ ·‖ the usual Euclidean norm in R2. Let D = {x ∈ R2 | ‖x‖ ≤ 1}.
We start by introducing the model for a random angle between two chords in the
unitary disc. The model consists of the following objects:
• A chord s1 := AB determined by two independent points A and B with
uniform distribution on the disc.
• An horizontal chord s2 with random height Y of uniform distribution on
[−1, 1]. We take s1 independent from s2.
• z is the intersecting point of the lines determined by s1 and s2. Special
interest is on the event where the intersection lies inside the disc:
(1) C := {z ∈ D}.
• Θ is the angle between the lines determined by s1 and s2 measured coun-
terclockwise.
The next theorem is the main result of the paper. Here the exact density of Θ
conditioned on C is determined.
Igor Barahona, Paulo Manrique, Erick Trevin˜o 3
Theorem 2.1. The conditional density of the angle Θ conditional on C is given
by
1
2
sin (θ)1[0,pi](θ).
In particular, P (C ) = 25645pi2 .
The proof of Theorem 2.1 is organized in Section 3. The proof itself is given in
Subsection 3.3, with the computation of a crucial integral deferred to Appendix A.
The previous two subsections 3.1 and 3.2 are preliminary and introduce necessary
elements and formulas used in the proof. The propositions in this section, being
interesting in their own are not directly linked.
3. Proof of Theorem 2.1
3.1. The angle determined by s1. Let Θ1 be the angle between the chord s1 and
the x-axis. In this subsection we will determine Θ1’s distribution. Here, and only
in this subsection, we are interested in the whole distribution of Θ1, without any
conditioning. Let ξ be a random variable with uniform distribution on D. Observe
that ξ can be parameterized as
(2) ξ = (R cos(T ), R sin(T )),
where R and T are independent random variables with densities respectively given
by
f(r) = 2r1r∈[0,1],
g(β) =
1
2pi
1β∈[0,2pi].(3)
Proposition 3.1. The distribution of Θ1 is uniform on [0, pi].
Proof. We will also use the alternative notation ∠AB for the angle Θ1 in order to
emphasize the role of the points A and B, since we will fix one of them and let the
other to be variable. Take θ ∈ [0, pi] and let ∆θ be a small non negative number.
Using conditional probability and the independency between R and T , we have
P (∠AB ∈ [θ, θ + ∆θ]) =
∫
P (∠AB ∈ [θ, θ + ∆θ] |A = a) dµA(a)
=
∫
P (∠aB ∈ [θ, θ + ∆θ]) dµA(a),(4)
where µA denotes the distribution associated to A; see (2) and (3). Note that when
∆θ → 0 we have
(5)
1
∆θ
P (∠aB ∈ [θ, θ + ∆θ])→ desired density.
Up to a first order error we have (see Figure 1)
(6) P (∠aB ∈ [θ, θ + ∆θ]) = dist (a, V )2 + dist (a,W )2
where V,W ∈ R2 are the solutions of the following system:
x2 + y2 = 1
y = m(x− a1) + a2,(7)
m = tan(θ)
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Figure 1. Points B in the shadowed region determine Θ1 ∈ [θ, θ + ∆θ].
with a = (a1, a2). Explicit solutions are
V1 =
m2a1 −ma2 −
√
1 +m2 − (ma1 − a2)2
1 +m2
,
V2 = −ma1 + a2 + m
3a1
1 +m2
− m
2a2
1 +m2
−
m
√
1 +m2 − (ma1 − a2)2
1 +m2
,
W1 =
m2a1 −ma2 +
√
1 +m2 − (ma1 − a2)2
1 +m2
,
W2 = −ma1 + a2 + m
3a1
1 +m2
− m
2a2
1 +m2
+
m
√
1 +m2 − (ma1 − a2)2
1 +m2
.
Also, by the system (7), we observe
dist (a, V )
2
= (a1 − V1)2 + (a2 − V2)2
= (a1 − V1)2 + (a2 − (m(V1 − a1) + a2))2
=
(
1 +m2
)
(a1 − V1)2.
Similarly, dist (a,W )
2
=
(
1 +m2
)
(a1 −W1)2. Thus,
dist (a, V )
2
+ dist (a,W )
2
=
(
1 +m2
) (
(a1 − V1)2 + (a1 −W1)2
)
= 2
1 +m2 +
(
1−m2) (a21 − a22)+ 4ma1a2
1 +m2
.
The point a is taken according to the law of ξ so recalling the parameterization (2),
we set a = (rA cos(βA), rA sin(βA)) and m = tan(θ). Then
dist (a, V )
2
+ dist (a,W )
2
= 2
(
1 + r2A cos (2 (θ − βA))
)
.(8)
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From (4), (5) and (8), we have∫
P (∠aB ∈ [θ, θ + ∆θ]) dµA(a) =
∫
∆θ
2pi
(
dist (a, V )
2
+ dist (a,W )
2
)
dµA(a)
=
∆θ
pi
∫ (
1 + r2A cos (2 (θ − βA))
)
dµA(a)
=
∆θ
pi
∫ 2pi
0
∫ 1
0
(
1 + r2A cos (2 (θ − βA))
) · 1
2pi
· 2rAdrAdβA
=
∆θ
pi
.
Thus, the distribution of the angle Θ1 is uniform on [0, pi] as claimed. 
3.2. The angle of s1 conditional on C1. In this part the setting is similar to that
of Subsection 3.1, but here we are interested in the distribution of Θ1 conditional
to the event C1 in which the intersection point z of s1 with the horizontal diameter
on the x-axis lies inside of the disc D. Thus, here we are interested in the following
conditional probability
(9) P (Θ1 ∈ [θ, θ + ∆θ] |C1) .
0.5 1.0 1.5 2.0 2.5 3.0
0.1
0.2
0.3
0.4
Figure 2. The density g(·) of Θ1 conditional on C1.
In the next result, the conditional probability (9) is completely characterized
through a density function g determined in closed form. The density function is
illustrated in Figure 2.
Proposition 3.2. Let d(θ) = 8 sin(2θ) + sin(4θ), a = 16 + 3pi2 and
(10) g(θ) =
{
1
a12θ +
1
ad(θ) if θ ∈ [0, pi/2]
1
a12(pi − θ)− 1ad(θ) if θ ∈ [pi/2, pi]
.
Then, we have
(11) P (Θ1 ∈ [θ, θ + ∆θ] |C1) =
∫ θ+∆θ
θ
g(t)dt.
In particular P (C1) = 16+3pi
2
6pi2 .
Proof. By the definition of conditional probability, we have
P (Θ1 ∈ [θ, θ + ∆θ] |C1) = P ({Θ1 ∈ [θ, θ + ∆θ]} ∩ C1)P (C1) .
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We will focus on calculating
P (Θ1 ∈ [θ, θ + ∆θ],C1) := P ({Θ1 ∈ [θ, θ + ∆θ]} ∩ C1) ,
and then, P (C1) will be determined together with the desired conditional proba-
bility and its density. Note that (8) is equal to 2
(
1 + r2A − 2r2A sin2 (θ − βA)
)
. The
same logic as in (4), (5), and (8) yields
P (Θ1 ∈ [θ, θ + ∆θ],C1) =
∫
P
(
ΘA1 ∈ [θ, θ + ∆θ],C1 |A = a) dµA(a)
=
∫
P (Θa1 ∈ [θ, θ + ∆θ],C1) dµA(a)
=
∫
∆θ
2pi
(
dist (a, V )
2
+ dist (a,W )
2
)
1C1dµA(a)
=
∆θ
pi
∫ (
1 + r2A − 2r2A sin2 (θ − βA)
)
1C1dµA(a).
(12)
Note that z is the solution of the following system
y = 0
y = m(x− a1) + a2(13)
m = tan(θ).
The unique solution is given by z =
(
a1 − a2m , 0
)
. Using again the parameterization
a = (rA cos(βA), rA sin(βA)) we get
(14) ‖z‖2 =
(
rA cos(βA)− rA sin(βA)
tan(θ)
)2
=
r2A sin
2 (θ − βA)
sin2 (θ)
.
Using the linearity of integral, we see that the last integral in (12) can be calculated
in three parts as follows:∫ (
1 + r2A − 2r2A sin2 (θ − βA)
)
1{‖za‖2≤1}dµA(a) =
=
∫
1{‖za‖2≤1}dµA(a) +
∫
r2A1{‖za‖2≤1}dµA(a)
−2
∫
r2A sin
2 (θ − βA)1{‖za‖2≤1}dµA(a).(15)
For the first integral in the right hand side of (15), using the expression (14) we
have ∫
1{‖za‖2≤1}dµA(a) =
∫
1{|t|≤sin(θ)}dµη(t),
where µη is the distribution associated to the random variable
(16) η := R sin (θ − T ) .
Hence, if we calculate the law of η, the previous integral is straightforward. It is
well known that if T is uniform on [0, 2pi], then the density of sin (θ − T ) is the arc
sine law for all θ, i.e., its density is
h(t) =
1
pi
√
1− t21{|t|<1}.
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Note that R and sin(θ − T ) are independent random variables. Thus, the density
of η can be calculated using the convolution formula
fη(t) =
∫ ∞
−∞
f(u)h
(
t
u
)
1
|u|du.
In our case,we obtain
(17) fη(t) =
2
pi
√
1− t21{|t|<1}.
Thus,
∫
1{|t|≤sin(θ)}dµη(t) =
∫ sin(θ)
− sin(θ)
2
pi
√
1− t2dt
=
2
pi
(
arcsin(sin(θ)) + sin(θ)
√
1− sin2(θ)
)
.(18)
For the second integral in the right hand side of (15), we consider two parts. For
the first, take θ ∈ [0, pi/2]. We make use of the elementary inequalities:
|sin(x)| ≥ |sin(θ)| for x ∈ [−pi + θ,−θ] ∪ [θ, pi − θ] ∪ [pi + θ, 2pi − θ]
|sin(x)| ≤ |sin(θ)| for x ∈ [−pi,−pi + θ] ∪ [−θ, θ] ∪ [pi − θ, pi + θ].(19)
Writting r2A = γ we have∫
r2A1{‖za‖2≤1}dµA(a) =
∫ ∫
r2A1{r2A sin2(θ−βA)≤sin2(θ)}dµRA(rA)dµT (βA)
=
∫ 2pi
0
∫ 1
0
γ1{γ sin2(θ−βA)≤sin2(θ)}
1
2pi
dγdβA
=
∫ 2θ
0
[∫ 1
0
γ
2pi
dγ
]
dβA +
∫ pi
2θ
∫ sin2(θ)sin2(θ−βA)
0
γ
2pi
dγ
 dβA
+
∫ 2θ+pi
pi
[∫ 1
0
γ
2pi
dγ
]
dβA +
∫ 2pi
2θ+pi
∫ sin2(θ)sin2(θ−βA)
0
γ
2pi
dγ
 dβA
=
θ
pi
+
(2− cos(2θ)) sin(2θ)
6pi
.
For the second, take θ ∈ [pi/2, pi]. The analogous inequalities to (19) in the new
region are
|sin(x)| ≥ |sin(θ)| for x ∈ [−θ,−pi + θ] ∪ [pi − θ, θ] ∪ [2pi − θ, pi + θ],
|sin(x)| ≤ |sin(θ)| for x ∈ [−pi,−θ] ∪ [−pi + θ, pi − θ] ∪ [θ, 2pi − θ] ∪ [pi + θ, 2pi].
(20)
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Now we have∫
r2A1{‖za‖2≤1}dµA(a) =
∫ 2pi
0
∫ 1
0
γ1{γ sin2(θ−βA)≤sin2(θ)}
1
2pi
dγdβA
=
∫ 2θ−pi
0
∫ sin2(θ)sin2(θ−βA)
0
γ
2pi
dγ
 dβA + ∫ pi
2θ−pi
[∫ 1
0
γ
2pi
dγ
]
dβA
+
∫ 2θ
pi
∫ sin2(θ)sin2(θ−βA)
0
γ
2pi
dγ
 dβA + ∫ 2pi
2θ
[∫ 1
0
γ
2pi
dγ
]
dβA
=
pi − θ
pi
− (2− cos(2θ)) sin(2θ)
6pi
.
Thus,
∫
r2A1{‖za‖2≤1}dµA(a) = H(θ), where H(θ) is
H(θ) =
{
θ
pi +
(2−cos(2θ)) sin(2θ)
6pi if θ ∈ [0, pi/2]
pi−θ
pi − (2−cos(2θ)) sin(2θ)6pi if θ ∈ [pi/2, pi]
.
Taking η = rA sin(θ − βA). From (17), we obtain for the third integral in the right
hand side of (15) that
−2
∫
r2A sin
2 (θ − βA)1{‖za‖2≤1}dµA(a) = −2
∫
t21{|t|≤sin(θ)}dµη(t)
= − 4
pi
∫ sin(θ)
− sin(θ)
t2
√
1− t2dt = − 8
pi
∫ sin(θ)
0
t2
√
1− t2dt
= − 1
pi
(arcsin(sin(θ))− |cos(θ)| cos(2θ) sin(θ)) .
Now equation (11) follows from an easy normalization. 
3.3. Horizontal chord with random height. In this section we conclude the
proof of the main Theorem 2.1. We will make use of some formulas of previous
subsections, although not directly the propositions there.
Recall Y is a random variable with uniform distribution on [−1, 1] representing
the height of s2 and independent of s1. The random variable Y can be expressed
as Y = sin(G), where G is a random variable with distribution, resp., density
(21) µG(dρ) = fG(ρ)dρ =
1
2
cos(ρ)1[−pi2 ,pi2 ](ρ)dρ.
Recall that our goal is to explicitly calculate the density of the angle Θ between
s1 and s2 conditional to the event in which the intersecting point z lies inside of D:
P (Θ ∈ [θ, θ + ∆θ] |C ) .
Similar to previous subsections, it will be sufficient to focus on
P (Θ ∈ [θ, θ + ∆θ],C ) := P ({Θ ∈ [θ, θ + ∆θ]} ∩ C ) .
We continue denoting by V and W the solutions of the system (7). The coor-
dinates of the intersection point z is a solution to the following system (compare
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with (13))
y = sin(ρ)
y = m(x− a1) + a2(22)
m = tan(θ).
The point z is then parameterized by θ, ρ and a. The point a is parameterized
by (rA cos(βA), rA sin(βA)), see (2) and (3), so will be z. Hence, the norm of z (as
a random variable) is explicitely given by
‖z‖2 = sin2(G) + (cos(θ) sin(G) +R sin(θ − T ))
2
sin2(θ)
.(23)
Note that Θ is analogously parameterized and then
P (Θ ∈ [θ, θ + ∆θ],C )
=
∫ ∫
P (Θρ,a ∈ [θ, θ + ∆θ]) dµA(a)dµG(ρ)
=
∆θ
pi
[∫ ∫
1{zρ,a∈D}dµA(a)dµG(ρ) +
∫ ∫
r2A1{zρ,a∈D}dµA(a)dµG(ρ)
−
∫ ∫
2r2A sin
2 (θ − βA)1{zρ,a∈D}dµA(a)dµG(ρ)
]
.(24)
Remark 3.3. Now the proof of Theorem 2.1 will be established after we compute
explicitly each integral in the last equality in (24). The first and third are simple.
Quite surprisingly, the second integral collapses to a very simple expression after a
lengthy and complex computation resulting from the extremely complicated structure
of the integration domain determined by the event C .
Remark 3.4. Note that each integral in the expression (24) is as a function of θ
symmetric at pi/2. Hence, it is sufficient to determinate the density function for
θ ∈ [0, pi/2].
In the setting of the present subsection, after (23) and (16), the set C takes the
form
(25) C = {− sin(θ + ρ) ≤ η ≤ sin(θ − ρ)} ,
with η a random variable with density (17). Note that (25) must be a subset of
{(θ, ρ) ∈ [0, pi]× [−pi/2, pi/2] | − sin(θ + ρ) ≤ sin(θ − ρ)}
= {(θ, ρ) | sin(θ) cos(ρ) ≥ 0} = [0, pi]× [−pi/2, pi/2].
3.3.1. First integral.
Lemma 3.5. We have∫ ∫
1{‖zρ,a‖22≤1}dµA(a)dµG(ρ) =
8 sin(θ)
3pi
.
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Proof. Using the expressions (17), (21), and (25), the first integral of the right hand
side of (24) when θ ∈ [0, pi/4] is∫ ∫
1{‖zρ,a‖22≤1}dµA(a)dµG(ρ) =
∫ pi/2
−pi/2
[∫ sin(θ−ρ)
− sin(θ+ρ)
2
pi
√
1− t2dt
]
1
2
cos(ρ)dρ
=
1
2pi
∫ −pi/2+θ
−pi/2
[
−1
2
sin(2(θ − ρ)) + 1
2
sin(2(θ + ρ)) + pi + 2ρ
]
cos(ρ)dρ
+
1
2pi
∫ pi/2−θ
−pi/2+θ
[
1
2
sin(2(θ − ρ)) + 1
2
sin(2(θ + ρ)) + 2θ
]
cos(ρ)dρ
+
1
2pi
∫ pi/2
pi/2−θ
[
1
2
sin(2(θ − ρ))− 1
2
sin(2(θ + ρ)) + pi − 2ρ
]
cos(ρ)dρ
=
8 sin(θ)
3pi
.
When θ ∈ [pi/4, pi/2], we have∫ ∫
1{‖zρ,a‖22≤1}dµA(a)dµG(ρ) =
∫ pi/2
−pi/2
[∫ sin(θ−ρ)
− sin(θ+ρ)
2
pi
√
1− t2dt
]
1
2
cos(ρ)dρ
=
1
2pi
∫ θ−pi/2
−pi/2
[
−1
2
sin(2(θ − ρ)) + 1
2
sin(2(θ + ρ)) + pi + 2ρ
]
cos(ρ)dρ
+
1
2pi
∫ pi/2−θ
θ−pi/2
[
1
2
sin(2(θ − ρ)) + 1
2
sin(2(θ + ρ)) + 2θ
]
cos(ρ)dρ
+
1
2pi
∫ pi/2
pi/2−θ
[
1
2
sin(2(θ − ρ))− 1
2
sin(2(θ + ρ)) + pi − 2ρ
]
cos(ρ)dρ
=
8 sin(θ)
3pi
.
Thus, for all θ ∈ [0, pi]
(26)
∫ ∫
1{‖zρ,a‖22≤1}dµA(a)dµG(ρ) =
8 sin(θ)
3pi
.

3.3.2. Third integral.
Lemma 3.6. For θ ∈ [0, pi] we have
(27) 2
∫ ∫
r2A sin
2 (θ − βA)1CdµA(a)dµG(ρ) = 16 sin(θ)
15pi
.
Proof. Note that
2
∫ ∫
r2A sin
2 (θ − βA)1CdµA(a)dµG(ρ) = 2
∫ pi/2
−pi/2
[∫ sin(θ−ρ)
− sin(θ+ρ)
2
pi
t2
√
1− t2dt
]
1
2
cos(ρ)dρ.
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When θ ∈ [0, pi/4], we have
2
pi
∫ pi/2
−pi/2
[∫ sin(θ−ρ)
− sin(θ+ρ)
t2
√
1− t2dt
]
cos(ρ)dρ
=
1
4pi
∫ −pi/2+θ
−pi/2
[
1
4
sin(4(θ − ρ))− 1
4
sin(4(θ + ρ)) + pi + 2ρ
]
cos(ρ)dρ
+
1
4pi
∫ pi/2−θ
−pi/2+θ
[
−1
4
sin(4(θ − ρ))− 1
4
sin(4(θ + ρ)) + 2θ
]
cos(ρ)dρ
+
1
4pi
∫ pi/2
pi/2−θ
[
−1
4
sin(4(θ − ρ)) + 1
4
sin(4(θ + ρ)) + pi − 2ρ
]
cos(ρ)dρ
=
16 sin(θ)
15pi
.
When θ ∈ [pi/4, pi/2], we have
2
pi
∫ pi/2
−pi/2
[∫ sin(θ−ρ)
− sin(θ+ρ)
t2
√
1− t2dt
]
cos(ρ)dρ
=
1
4pi
∫ θ−pi/2
−pi/2
[
1
4
sin(4(θ − ρ))− 1
4
sin(4(θ + ρ)) + pi + 2ρ
]
cos(ρ)dρ
+
1
4pi
∫ pi/2−θ
θ−pi/2
[
−1
4
sin(4(θ − ρ))− 1
4
sin(4(θ + ρ)) + 2θ
]
cos(ρ)dρ
+
1
4pi
∫ pi/2
pi/2−θ
[
−1
4
sin(4(θ − ρ)) + 1
4
sin(4(θ + ρ)) + pi − 2ρ
]
cos(ρ)dρ
=
16 sin(θ)
15pi
.
Thus, for all θ ∈ [0, pi]
(28) 2
∫ ∫
r2A sin
2 (θ − βA)1{‖zρ,a‖22≤1}dµA(a)dµG(ρ) =
16 sin(θ)
15pi
.

3.3.3. Second integral. The second integral is the most complicated of the integrals
to be calculated. The difficulty comes from the structure of the event C , see (25).
It is necessary to distinguish for every θ ∈ [0, pi/2], every ρ ∈ [−pi/2, pi/2], and
every β ∈ [0, 2pi] the interval where r has a meaning. Thus, a careful analysis
of integration intervals is required. This is done in Appendix A and as a clear
consequence we obtain for the second integral:∫ ∫
r2A1{‖zρ,a‖22≤1}dµA(a)dµG(ρ)
=
1
2pi
∫ pi/2
−pi/2
[∫ 2pi
0
∫ 1
0
r3A1CdrAdβA
]
cos(ρ)dρ
=
56
45pi
sin(θ).(29)
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4. Future work
A natural extension to the present work is to consider segments instead of chords.
It is interesting from the pure mathematical point of view and well motivated by
engineering applications.
In this concluding section, we characterize the distribution of the angle with this
random mechanism through the convolution of two more simple distributions. As
the reader will witness, it is unclear if this technique will lead to an explicit formula
for the law, similar to the statement in Theorem 2.1. Hence, we let for future work
the study of a geometric approach for this model.
Consider points A,B,C andD independent and uniformly distributed on the disc
D. Let φA, φC be the random angles of the equivalent vectors of the points A,C,
which are measured from the positive x-axis in counterclockwise direction. Note
that φA, φC are independent random variables with the same continuous uniform
distribution on [0, 2pi].
Let γA be the random angle between the vector induced by the point A and the
segment s1, which is measured from the vector A to the segment s1 in counter-
clockwise direction. Similarly, we define γC for the point C and segment s2; see
Figure 3. We emphasize that the angle γC is measured from the vector C to the
segment s2 in counterclockwise direction. Note that γA and γC are iid random vari-
ables whith distribution supported in [0, 2pi]. The random variables φA, φC , γA, γC
are independent and have different distributions. One might guess a continuous
uniform distribution for γA, but this is not the case. The density fγA of γA is
fγA(x) =
1
4pi
∣∣sin3 x∣∣ [|sinx| (−2 cos4 x− 2 cos3 x |cosx|
+ cos2 x+ cosx |cosx|+ 1)+ arcsin (|sinx|) cosx] .(30)
For details of deduction of fγA see section 5 in [4].
We introduce the following notation. For a, b ∈ R we write a ≡ b mod pi if there
exists k ∈ Z such that a− b = kpi.
Proposition 4.1. The random angle between segments in the circle has the same
law as the random variable
(31) (φA − φC) + (γA − γC) mod pi.
Proof. Let z be the intersection point determined by s1 and s2. Let O be the origin
in R2. Consider the quadrilateral Q induced by the points O,A,B, z. The inner
angle in the vertex O of Q is the difference between φA and φC . Then,
∠O = φA − φC + k1pi,
where k1 ∈ Z is a random variable which depends on φA, φC . Moreover, φA − φC
is a symmetric random variable, i.e., φA − φC D= φC − φA, where D= means “equal
in distribution”.
If the quadrilateral Q is simple (see Figure 3, panel (a)), by our convention on
the direction of γA and γC , the sum of inner angle in the vertices A,C is
∠A+ ∠C = γA − γC + k2pi,
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where k2 ∈ Z is a random variable which depends on γA, γC . Note that γA − γC is
also a symmetric random variable. Hence, the inner angle in the vertex z of Q is
∠z = 2pi − ∠O − ∠A− ∠C
= (φA − φC) + (γA − γC) + k3pi,(32)
where k3 ∈ Z is a random variable which depends on φA, φC , γA, γC .
Figure 3. (a) A simple quadrilateral (b) A complex quadrilateral.
In the case of a complex quadrilateral (see Figure 3, panel (b)), we obtain a
similar expression as in (32). Hence,
∠z ≡ (φA − φC) + (γA − γC) mod pi.
Note that Θ ≡ ∠z mod pi. Thus, (31) follows as claimed. 
Appendix A. Partition of Second Integral
We use the notation sθ−ρ := sin(θ − ρ), sθ+ρ := sin(θ + ρ), and sθ−βA :=
sin(θ − βA). For the second integral in the right hand side of (24). As mentioned
in Remark 3.4 it is sufficient to take θ ∈ [0, pi/2]. We have
∫ pi/2
−pi/2
[∫ 2pi
0
∫ 1
0
r3A1CdrAdβA
]
cos(ρ)dρ =

M1 +M2 +M3 +M4 θ ∈ [0, pi/6]
I1 + I2 + I3 + I4 θ ∈ [pi/6, pi/4]
J1 + J2 + J3 + J4 θ ∈ [pi/4, pi/3]
L1 + L2 + L3 + L4 θ ∈ [pi/3, pi/2]
,
where:
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For θ ∈ [0, pi/6]
M1 =
∫ θ
0
[∫ ρ
0
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA +
∫ 2θ+ρ
ρ
∫ 1
0
r3AdrAdβA
+
∫ pi−ρ
2θ+ρ
∫ − sθ+ρsθ−βA
0
r3AdrAdβA +
∫ pi+2θ−ρ
pi−ρ
∫ 1
0
r3AdrAdβA
+
∫ 2pi
pi+2θ−ρ
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA
]
cos(ρ)dρ
+
∫ 0
−θ
[∫ 2θ+ρ
0
∫ 1
0
r3AdrAdβA +
∫ pi−ρ
2θ+ρ
∫ − sθ+ρsθ−βA
0
r3AdrAdβA
∫ pi+2θ−ρ
pi−ρ
∫ 1
0
r3AdrAdβA +
∫ 2pi+ρ
pi+2θ−ρ
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA∫ 2pi
2pi+ρ
∫ 1
0
r3AdrAdβA
]
cos(ρ)dρ.
(33)
M2 =
∫ 2θ
θ
∫ 2θ+ρ
ρ
∫ 1
sθ−ρ
sθ−βA
r3AdrAdβA +
∫ pi−ρ
2θ+ρ
∫ − sθ+ρsθ−βA
sθ−ρ
sθ−βA
r3AdrAdβA
+
∫ pi−ρ+2θ
pi−ρ
∫ 1
sθ−ρ
sθ−βA
r3AdrAdβA
 cos(ρ)
+
∫ −θ
−2θ
∫ 2θ+ρ
0
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA +
∫ pi−ρ+2θ
pi−ρ
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA
+
∫ 2pi+ρ
pi−ρ+2θ
∫ sθ−ρ
sθ−βA
− sθ+ρsθ−βA
r3AdrAdβA +
∫ 2pi
2pi+ρ
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA
 cos(ρ)dρ.
(34)
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M3 =
∫ pi/2−θ
2θ
∫ 2θ+ρ
ρ
∫ 1
sθ−ρ
sθ−βA
r3AdrAdβA +
∫ pi−ρ
2θ+ρ
∫ − sθ+ρsθ−βA
sθ−ρ
sθ−βA
r3AdrAdβA
+
∫ pi+2θ−ρ
pi−ρ
∫ 1
sθ−ρ
sθ−βA
r3AdrAdβA
 cos(ρ)dρ
+
∫ −2θ
−pi/2+θ
∫ pi+2θ−ρ
pi−ρ
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA +
∫ 2pi+ρ
pi+2θ−ρ
∫ sθ−ρ
sθ−βA
− sθ+ρsθ−βA
r3AdrAdβA
+
∫ 2pi+2θ+ρ
2pi+ρ
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA
 cos(ρ)dρ.
(35)
M4 =
∫ pi/2
pi/2−θ
∫ pi−ρ
ρ
∫ 1
sθ−ρ
sθ−βA
r3AdrAdβA +
∫ 2θ+ρ
pi−ρ
∫ − sθ+ρsθ−βA
sθ−ρ
sθ−βA
r3AdrAdβA
+
∫ pi+2θ−ρ
2θ+ρ
∫ 1
sθ−ρ
sθ−βA
r3AdrAdβA
 cos(ρ)dρ
+
∫ −pi/2+θ
−pi/2
∫ 2pi+ρ
pi−ρ
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA +
∫ pi+2θ−ρ
2pi+ρ
∫ sθ−ρ
sθ−βA
− sθ+ρsθ−βA
r3AdrAdβA
+
∫ 2pi+2θ+ρ
pi+2θ−ρ
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA
 cos(ρ)dρ.
(36)
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For θ ∈ [pi/6, pi/4]
I1 =
∫ θ
0
[∫ ρ
0
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA +
∫ 2θ+ρ
ρ
∫ 1
0
r3AdrAdβA
+
∫ pi−ρ
2θ+ρ
∫ − sθ+ρsθ−βA
0
r3AdrAdβA +
∫ pi+2θ−ρ
pi−ρ
∫ 1
0
r3AdrAdβA
+
∫ 2pi
pi+2θ−ρ
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA
]
cos(ρ)dρ
+
∫ 0
−θ
[∫ 2θ+ρ
0
∫ 1
0
r3AdrAdβA +
∫ pi−ρ
2θ+ρ
∫ − sθ+ρsθ−βA
0
r3AdrAdβA
+
∫ pi+2θ−ρ
pi−ρ
∫ 1
0
r3AdrAdβA +
∫ 2pi+ρ
pi+2θ−ρ
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA
+
∫ 2pi
2pi+ρ
∫ 1
0
r3AdrAdβA
]
cos(ρ)dρ.
(37)
I2 =
∫ pi/2−θ
θ
∫ ρ+2θ
ρ
∫ 1
sθ−ρ
sθ−βA
r3AdrAdβA +
∫ pi−ρ
ρ+2θ
∫ − sθ+ρsθ−βA
sθ−ρ
sθ−βA
r3AdrAdβA
+
∫ pi+2θ−ρ
pi−ρ
∫ 1
sθ−ρ
sθ−βA
r3AdrAdβA
 cos(ρ)dρ
+
∫ −θ
−pi/2+θ
∫ 2θ+ρ
0
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA +
∫ pi+2θ−ρ
pi−ρ
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA
+
∫ 2pi+ρ
pi+2θ−ρ
∫ sθ−ρ
sθ−βA
− sθ+ρsθ−βA
r3AdrAdβA +
∫ 2pi
2pi+ρ
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA
 cos(ρ)dρ.
(38)
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I3 =
∫ 2θ
pi/2−θ
∫ pi−ρ
ρ
∫ 1
sθ−ρ
sθ−βA
r3AdrAdβA +
∫ 2θ+ρ
pi−ρ
∫ − sθ+ρsθ−βA
sθ−ρ
sθ−βA
r3AdrAdβA dρ
+
∫ pi+2θ−ρ
2θ+ρ
∫ 1
sθ−ρ
sθ−βA
r3AdrAdβA
 cos(ρ)dρ
+
∫ −pi/2+θ
−2θ
∫ 2θ+ρ
0
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA +
∫ 2pi+ρ
pi−ρ
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA
+
∫ pi+2θ−ρ
2pi+ρ
∫ sθ−ρ
sθ−βA
− sθ+ρsθ−βA
r3AdrAdβA +
∫ 2pi
pi+2θ−ρ
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA
 cos(ρ)dρ.
(39)
I4 =
∫ pi/2
2θ
∫ pi−ρ
ρ
∫ 1
sθ−ρ
sθ−βA
r3AdrAdβA +
∫ 2θ+ρ
pi−ρ
∫ − sθ+ρsθ−βA
sθ−ρ
sθ−βA
r3AdrAdβA
+
∫ 2θ+pi−ρ
2θ+ρ
∫ 1
sθ−ρ
sθ−βA
r3AdrAdβA
 cos(ρ)dρ
+
∫ −2θ
−pi/2
∫ 2pi+ρ
pi−ρ
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA +
∫ pi+2θ−ρ
2pi+ρ
∫ sθ−ρ
sθ−βA
− sθ+ρsθ−βA
r3AdrAdβA
+
∫ 2pi+2θ+ρ
pi+2θ−ρ
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA
 cos(ρ)dρ.
(40)
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For θ ∈ [pi/4, pi/3],
J1 =
∫ pi/2−θ
0
[∫ ρ
0
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA +
∫ 2θ+ρ
ρ
∫ 1
0
r3AdrAdβA dρ
+
∫ pi−ρ
2θ+ρ
∫ − sθ+ρsθ−βA
0
r3AdrAdβA +
∫ pi+2θ−ρ
pi−ρ
∫ 1
0
r3AdrAdβA
+
∫ 2pi
pi+2θ−ρ
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA
]
cos(ρ)dρ
+
∫ 0
θ−pi/2
[∫ 2θ+ρ
0
∫ 1
0
r3AdrAdβA +
∫ pi−ρ
2θ+ρ
∫ − sθ+ρsθ−βA
0
r3AdrAdβA dρ
+
∫ pi+2θ−ρ
pi−ρ
∫ 1
0
r3AdrAdβA +
∫ 2pi+ρ
pi+2θ−ρ
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA
+
∫ 2pi
2pi+ρ
∫ 1
0
r3AdrAdβA
]
cos(ρ)dρ.
(41)
J2 =
∫ θ
pi/2−θ
[∫ ρ
0
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA +
∫ pi−ρ
ρ
∫ 1
0
r3AdrAdβA
+
∫ 2θ+ρ
pi−ρ
∫ − sθ+ρsθ−βA
0
r3AdrAdβA +
∫ pi+2θ−ρ
2θ+ρ
∫ 1
0
r3AdrAdβA
+
∫ 2pi
pi+2θ−ρ
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA
]
cos(ρ)dρ
+
∫ θ−pi/2
−θ
[∫ 2θ+ρ
0
∫ 1
0
r3AdrAdβA +
∫ pi−ρ
θ+ρ
∫ − sθ+ρsθ−βA
0
r3AdrAdβA
+
∫ 2pi+ρ
pi−ρ
∫ 1
0
r3AdrAdβA +
∫ pi+2θ−ρ
2pi+ρ
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA
+
∫ 2pi
pi+2θ−ρ
∫ 1
0
r3AdrAdβA ] cos(ρ)dρ.(42)
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J3 =
∫ pi−2θ
θ
∫ pi−ρ
ρ
∫ 1
sθ−ρ
sθ−βA
r3AdrAdβA +
∫ 2θ+ρ
pi−ρ
∫ − sθ+ρsθ−βA
sθ−ρ
sθ−βA
r3AdrAdβA
+
∫ pi+2θ−ρ
2θ+ρ
∫ 1
sθ−ρ
sθ−βA
r3AdrAdβA
 cos(ρ)dρ
+
∫ −θ
2θ−pi
∫ 2θ+ρ
0
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA +
∫ 2pi+ρ
pi−ρ
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA
+
∫ pi+2θ−ρ
2pi+ρ
∫ sθ−ρ
sθ−βA
− sθ+ρsθ−βA
r3AdrAdβA +
∫ 2pi
pi+2θ−ρ
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA
 cos(ρ)dρ.
(43)
J4 =
∫ pi/2
pi−2θ
∫ pi−ρ
ρ
∫ 1
sθ−ρ
sθ−βA
r3AdrAdβA +
∫ 2θ+ρ
pi−ρ
∫ − sθ+ρsθ−βA
sθ−ρ
sθ−βA
r3AdrAdβA
+
∫ pi+2θ−ρ
2θ+ρ
∫ 1
sθ−ρ
sθ−βA
r3AdrAdβA
 cos(θ)dρ
+
∫ 2θ−pi
−pi/2
∫ 2θ−ρ−pi
0
∫ sθ−ρ
sθ−βA
− sθ+ρsθ−βA
r3AdrAdβA +
∫ 2θ+ρ
2θ−ρ−pi
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA
+
∫ 2pi+ρ
pi−ρ
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA +
∫ 2pi
2pi+ρ
∫ sθ−ρ
sθ−βA
− sθ+ρsθ−βA
r3AdrAdβA
 cos(ρ)dρ.
(44)
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For θ ∈ [pi/3, pi/2]
L1 =
∫ pi/2−θ
0
[∫ ρ
0
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA +
∫ 2θ+ρ
ρ
∫ 1
0
r3AdrAdβA
+
∫ pi−ρ
2θ+ρ
∫ − sθ+ρsθ−βA
0
r3AdrAdβA +
∫ pi+2θ−ρ
pi−ρ
∫ 1
0
r3AdrAdβA
+
∫ 2pi
pi+2θ−ρ
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA
]
cos(ρ)dρ
+
∫ 0
θ−pi/2
[∫ 2θ+ρ
0
∫ 1
0
r3AdrAdβA +
∫ pi−ρ
2θ+ρ
∫ − sθ+ρsθ−βA
0
r3AdrAdβA
+
∫ pi+2θ−ρ
pi−ρ
∫ 1
0
r3AdrAdβA +
∫ 2pi+ρ
pi+2θ−ρ
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA
+
∫ 2pi
2pi+ρ
∫ 1
0
r3AdrAdβA
]
cos(ρ)dρ.
(45)
L2 =
∫ pi−2θ
pi/2−θ
[∫ ρ
0
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA +
∫ pi−ρ
ρ
∫ 1
0
r3AdrAdβA
+
∫ 2θ−ρ
pi−ρ
∫ − sθ+ρsθ−βA
0
r3AdrAdβA +
∫ pi+2θ−ρ
2θ+ρ
∫ 1
0
r3AdrAdβA
+
∫ 2pi
pi+2θ−ρ
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA
]
cos(ρ)dρ
+
∫ θ−pi/2
2θ−pi
[∫ 2θ+ρ
0
∫ 1
0
r3AdrAdβA +
∫ pi−ρ
2θ+ρ
∫ − sθ+ρsθ−βA
0
r3AdrAdβA
∫ 2pi+ρ
pi−ρ
∫ 1
0
r3AdrAdβA +
∫ pi+2θ−ρ
2pi+ρ
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA
+
∫ 2pi
pi+2θ−ρ
∫ 1
0
r3AdrAdβA
]
cos(ρ)dρ.
(46)
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L3 =
∫ θ
pi−2θ
[∫ ρ
0
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA +
∫ pi−ρ
ρ
∫ 1
0
r3AdrAdβA
+
∫ 2θ+ρ
pi−ρ
∫ − sθ+ρsθ−βA
0
r3AdrAdβA +
∫ pi+2θ−ρ
2θ+ρ
∫ 1
0
r3AdrAdβA
+
∫ 2pi
pi+2θ−ρ
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA
]
cos(ρ)dρ
+
∫ 2θ−pi
−θ
[∫ 2θ−pi−ρ
0
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA +
∫ 2θ+ρ
2θ−pi−ρ
∫ 1
0
r3AdrAdβA
+
∫ pi−ρ
2θ+ρ
∫ − sθ+ρsθ−βA
0
r3AdrAdβA +
∫ 2pi+ρ
pi−ρ
∫ 1
0
r3AdrAdβA
+
∫ 2pi
2pi+ρ
∫ sθ−ρ
sθ−βA
0
r3AdrAdβA
]
cos(ρ)dρ.
(47)
L4 =
∫ pi/2
θ
∫ pi−ρ
ρ
∫ 1
sθ−ρ
sθ−βA
r3AdrAdβA +
∫ 2θ+ρ
pi−ρ
∫ − sθ+ρsθ−βA
sθ−ρ
sθ−βA
r3AdrAdβA
+
∫ pi+2θ−ρ
2θ+ρ
∫ 1
sθ−ρ
sθ−βA
r3AdrAdβA
 cos(ρ)dρ
+
∫ −θ
−pi/2
∫ 2θ−pi−ρ
0
∫ sθ−ρ
sθ−βA
− sθ+ρsθ−βA
r3AdrAdβA +
∫ 2θ+ρ
2θ−pi−ρ
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA
+
∫ 2pi+ρ
pi−ρ
∫ 1
− sθ+ρsθ−βA
r3AdrAdβA +
∫ 2pi
2pi+ρ
∫ sθ−ρ
sθ−βA
− sθ+ρsθ−βA
r3AdrAdβA
 cos(ρ)dρ.
(48)
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