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Abstract
We introduce a notion of a non-Abelian loop gauge field defined on points in loop
space. For this purpose we first find an infinite-dimensional tensor product representa-
tion of the Lie algebra which is particularly suited for fields on loop space. We define
the non-Abelian Wilson surface as a ‘time’ ordered exponential in terms of this loop
gauge field and show that it is reparametrization invariant.
1a.r.gustavsson@swipnet.se
1 Introduction
It has long ago [1] been appreciated that, from a geometrical point of view, the
natural habitat for rank 2 tensor gauge fields is the loop space. (The gener-
alization to higher ranks should be straightforward.) But only Abelian tensor
gauge fields were considered there. It was later proved [2] that tensor gauge
fields of rank > 1 necessarily must be Abelian, as a consequence of the lack of
surface ordering that has an invariant significance under reparametrizations of
the surface [3], [4].
In this Letter we will present a way to obtain a reparametrization invariant
surface ordering, despite the result in [2]. Our approach has been inspired by
ideas of [11] and [12]. These papers were based on ideas from lattice gauge
theory [13]. However in the references [11] interactions could not be seen, which
suggests that spacetime fields are not the natural thing to consider. To see the
interactions, we should consider fields defined not on points, but on loops, since
points can not be ordered on a surface while loops can.
The conventional approach to obtain a surface ordering is to introduce a
local one-form connection on space-time, in addition to a local two-form gauge
connection, as was done in [5]. A more recent paper is [6].
In this Letter we introduce a non-Abelian connection one-form directly in
loop space, without making any reference whatsoever to local connections in
space-time. We have not seen that this loop gauge field has appeared in the
literature before, though a corresponding loop space field was discussed in a
lattice formulation framework in [12].
Our ultimate goal is to find a way to define interacting six-dimensional the-
ories with (2, 0) supersymmetry [7]. This amount of supersymmetry in any
non-gravitional theory can be realized on a tensor multiplet which does not
contain a space-time one-form gauge field.
2 A tensor product representation
Our main idea is to consider an infinite-dimensional representation of the Lie
algebra, and associate the continuous representation indices of the Lie algebra
generators with the parameter s say, that parametrizes a corresponding loop
C : s 7→ Cµ(s) in spacetime. We will assume a topologically trivial spacetime.
We thus consider an infinite-dimensional tensor product representation
ta(C) =
∫
dsλa(s, C) (1)
where
[λa(s, C), λb(t, C)] = Cab
cδ(s− t)λc(s, C). (2)
We notice that λa(s, C) may be viewed as generators of an infinite-dimensional
Lie algebra, provided Cab
c are structure constants of a finite-dimensional Lie
algebra.
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The generators ta(C) should not depend on the way we parametrize the
loop C. Thus if C(s) = C′(s′) are two different parametrizations of the same
geometrical loop, then we should have dsλa(s, C) = ds
′λa(s
′, C′). It is easy to
see that the algebra is invariant under this reparametrization if one notices that
dsδ(s− s′) is invariant.
We define λa(s, C1) for any loop which is homotopic to C by first finding
a homotopy map t 7→ Ct(s) such that Ct=0 = C and Ct=1 = C1. We then
define λa(s, C1) = λa(s, C). The λa(s, C1) will then be well-defined only up to
an arbitrary reparametrization. But that will not affect the ta(C), which are
reparametrization invariant. We may thus write ta(C) = ta, and it is easy to
see that
[ta, tb] = Cab
ctc (3)
This explains why we said that Eq. (1) is a representation of the Lie algebra,
corresponding to the gauge group. In the particular application to (2, 0) super-
symmetric theories, these Lie algebras must belong to the A−D−E series [7],
[8].
3 Gauge covariance
We will now show what led us to introduce this infinite-dimensional tensor
product representation, and how it is to be associated with the non-Abelian
loop gauge field. We start by recalling how the gauge symmetry is implemented
in Yang-Mills theory, and then generalize this to the rank 2 tensor gauge field
in a natural way.
In Yang-Mills theory we have the path-ordered exponent
U(C; y, x)ij =
(
Pe
∫
C
A
)
ij
(4)
associated with a curve C embedded in spacetime, to which we have assigned
the indices i and j at its two end-points x and y respectively. We can expand
the path ordered exponent as a Dyson series. But what we really have here is
an infinite product of matrices
Uij(x) =
(
eAµ(x)δx
µ
)
ij
(5)
which are to be glued together (by the usual matrix multiplication) along a
discretized curve that approximates C. We then take the limit that the lengths
of each line segment tend to zero. The path ordered exponent is thus really an
infinite product of operators Uij ordered along a curve C.
The path ordered exponent satisfies the differential equation
C˙µ(s)DAµU(C;x, 0) = 0 (6)
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where Cµ(s) = x (and where the dot denotes d/ds), and where the covariant
derivative is compatible with gauge transformations
DA
g
µ g = gD
A
µ (7)
where g(x)ij =
(
eΛ(x)
)
ij
is a gauge group element, Λ is an element in the
corresponding Lie algebra, and Ag is the gauge transformed gauge potential.
As a consequence the path ordered exponent transforms as
U(y, x)ij → U
g(y, x)ij = g(y)ii′U(y, x)i′j′g
†(x)j′j (8)
because this transformed object satisfies the gauge transformed differential equa-
tion
C˙µ(s)DA
g
yµ U
g(y, x) = C˙µ(s)g(y)DyµU(y, x)g
†(x) = 0 (9)
as well as the boundary condition
Ug(x, x) = U(x, x) = 1. (10)
Finally let us examine the compatibility condition (7). Let us make the
ansatz
Dµ = ∂µ +Aµ. (11)
Then the compatibility condition reads
Agµ = gAµg
−1 − (∂µg)g
−1. (12)
We now generalize all this to surfaces. Following [11] we define a surface
ordered exponent (Wilson surface)
U(S;CI , CJ , ...)IJKL... (13)
associated with a surface S which we have assumed have a disjoint set of bound-
ary loops CI , CJ , ... . To each boundary loop CI , having an orientation that is
induced from the orientation of the surface, we associate a continuous index I.
We would now like to think of this Wilson surface as a path ordered exponent
obtained by gluing matrices
UIJ(C) (14)
associated with loops that slices up the surface, this being the natural general-
ization of the path ordered Wilson loop.
We postulate the surface exponent to transform under a gauge transforma-
tion as
U(S,CI , CJ , ...)IJ... → gII′(CI)gJJ′(CJ )...U(S;CI , CJ , ...)I′J′... (15)
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where the gauge transformation is generated by group-elements gIJ(C) defined
on closed loops, which should have the property
g†(C) = g(C˜) (16)
where C˜ is the same loop as C but with its orientation being reversed. A group
element should be represented as an infinite tensor product
g(C)IJ =
⊗
s∈C
g(s, C)isjs (17)
where each element in the product is of the form
g(s, C)isjs =
(
eΛ(s,C)
)
isjs
(18)
and where s parametrizes the loopC as well as elements in the infinite-dimensional
multi-index I = (is).
The group element can thus be written as the exponent of a Lie algebra
element that takes values in an infinite-dimensional tensor representation,
g(C)IJ =
(
eΛ(C)
)
IJ
(19)
where, schematically,
Λ(C) =
∑
s∈C
Λa(s, C)1 ⊗ · · · ⊗ ta ⊗ · · · ⊗ 1 (20)
where the generator ta is placed at position s. Covariance suggests that the
continuum limit of 1⊗· · ·⊗ta⊗· · ·⊗1 should equal λa(s, C) which was introduced
in section 2. Thus, in the continuum limit we have
Λ(C) =
∫
dsΛa(s, C)λa(s, C). (21)
In order for Λ(C) to be reparametrization invariant we must require Λa(s, C)
to be invariant (since λa(s, C)ds are invariant). We also notice that there is no
need to path order the exponent eΛ(C) since [λa(s, C), λb(s
′, C)] = 0 if s 6= s′.
The covariant derivative should likewise be defined on loops, and obey a
compatibility condition
DA
g
µ (C)g(C) = g(C)D
A
µ (C). (22)
Making the ansatz
Dµ(C) =
∫
C
ds
(
δ
δCµ(s)
+Aµ(s, C)
)
(23)
we find from the compatibility condition that
Agµ(C) = g(C)Aµ(C)g
−1(C) + g(C)∂µ(C)g(C)
−1. (24)
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where we have introduced
∂µ(C) ≡
∫
ds
δ
δCµ(s)
(25)
and
Aµ(s, C) = A
a
µ(s, C)λa(s, C)
Aµ(C) =
∫
dsAµ(s, C) (26)
is a gauge potential defined on loops rather than at points, in the same fashion
as the gauge parameter Λ(C) was defined in Eq. (21). Just like the group
elements g(C) should not not depend on the parametrization of the loop, the
gauge potential Aµ(C) should not either. Thus if C(s) = C
′(s′) are two different
parametrizations, then we should have dsAµ(s, C) = ds
′Aµ(s
′, C′).
4 Surface ordering
We now define the Wilson surface (or surface holonomy or surface ordered ex-
ponent) as
U(S;C1, C2, ...) = Pt exp
∫
dt
∫
ds
∂Cµt (s)
∂t
Aaµ(s, Ct)λa(s) (27)
where Pt orders with respect to the parameter t. In the Abelian case the ordering
operator is of course superfluous, and if we introduce the constraint Aµ(s, C) =
Bµν(C(s))C˙
ν (s) we see that our definition reduces to the usual Abelian Wilson
surface for what will turn out to be the usual local two-form gauge field Bµν ,
U(S;C1, C2, ...) = exp
∫
dt
∫
ds
∂Cνt
∂t
∂Cµt
∂s
Bµν(Ct(s)). (28)
which clearly is reparametrization invariant.2
Now let us turn to the non-Abelian case, and let us think of the parameter
t as time. The philosphy to show reparametrization invariance is now to show
that the Wilson surface does not depend on the particular way we happen to
choose the time slicing. That is, we show that we may deform the constant
2In the Abelian case dsAµ(s, C) = dsBµν(C(s))C˙ν (s) is reparametrization invariant.
Thinking of the Abelian Lie algebra as being generated by the reparametrization invari-
ant element 1, it seems natural to try to generalize this situation to the non-Abelian by
taking invariant generators ta(s,C) = λa(s,C)ds/ds¯ where s¯ is some fixed but arbitrary
parametrization, and assuming that dsAaµ(s,C) is invariant, to make Aµ(C) invariant under
reparametrizations. But it seems strange that the Wilson surface would depend on such an
arbitrary parametrization s¯. We could try to fix this arbitrary parametrization by taking it
to be the proper distance along the loop. But that just makes things worse. It would make
the generators, and consequently the Wilson surface, metric dependent, which we certainly
should not have as the Wilson surface is a topological quantity. I would like to thank Urs
Schreiber for making me aware of these things.
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time loops Ct. We will refer to this property as ‘path independence’, using
the terminology of [2]. Here we mean by a loop the geometrical loop plus its
parametrization. Thus a deformation of a loop need not necessarily involve a
geometrical deformation – it may also be a reparametrization of the loop.
Viewing t as time, the path ordered exponent is precisely the time evolution
operator, which satisfies the Schroedinger equation,3
dU(t)
dt
= H(t)U(t) (31)
with Hamiltonian
H(t) =
∫
ds
∂Cµt (s)
∂t
Aµ(s, Ct) (32)
Here U(t) := U(S;Ct, ...). Identifying this Hamiltonian with
H(t) =
∫
ds
(
∂C⊥t (s)
∂t
H⊥ +
∂Cst (s)
∂t
Hs
)
(33)
where
δC⊥ ≡ δCµnµ
δCs ≡ δCµ∂sCµ(s) (34)
with nµ = nµ(s) denoting the unit normal vector to the time slice lying in the
surface S; nµ∂sCµ(s) = 0, n
µnµ = 1, one finds
H⊥ = n
µAµ
Hs = 0. (35)
The condition of ’path independence’ in the sense that different time slicings
yield the same result, amounts in this special situation to the single condition
[2],
[H⊥(t, s),H⊥(t, s
′)] = 0. (36)
which obviously is satisfied by
H⊥(s, t) = n
µAaµ(s, Ct)λa(s, Ct) (37)
3The surface holonomy can be seen as a Wilson line in loop space with metric Aµ(C) ·
Bµ(C) =
∫
dsgµν(C(s))Aµ(s, C)Bν(s,C), where g is the space-time metric. We thus write
the surface holonomy as
U(S;C1, C2, ...) = Pt exp
∫
dt
dCµ
t
dt
·Aµ(Ct). (29)
The surface holonomy obeys
dCtµ
dt
·Dµ(Ct)U(S;Ct, ...) = 0 (30)
i.e. it is covariantly constant along a loop in loop space (which means a surface in space-time).
This condition can be recast in the form of a Schroedinger equation.
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if and only if
[λa(s, Ct), λb(s
′, Ct)] = 0 whenever s 6= s
′ (38)
If on the other hand s = s′, then we have a commutator between two quanti-
ties H⊥(t, s) that are equal. So the commatator vanishes identically with this
construction.
One should also notice that this condition of path independence would not
be satisfied if we would take
H⊥(s, t) = n
µAaµ(s, Ct)ta (39)
with ta being Lie algebra generators, unless that Lie group is Abelian [2].
5 A dynamical theory in loop space
We now proceed to find the gauge field strength. There are several ways to
obtain this. The easiest way is probably to compute the commutator
[Dµ(C), Dν(C)] = Fµν(C). (40)
Another way is to compute the variation of the Wilson surface and define the
loop gauge field strength by
δU(S)
δCµt (s)
=
∫
ds′U(0, t)Fµs,νs′ (Ct)
∂Ct
ν(s′)
∂t
U(t, 1) (41)
where obviously U(0, t) denotes the Wilson surface ordered in time where we in-
tegrate it up to time t (and similarly for U(t, 1), so that in particular U(0, t)U(t, 1) =
U(S).) Either way we get the non-Abelian loop field strength as
Fµν(C) = ∂µ(C)Aν (C)− ∂ν(C)Aµ(C) + [Aµ(C), Aν (C)] (42)
which we may write as
Fµν(C) =
∫
ds
∫
dtFµs,νt(C) (43)
where
Fµs,νt(C) =
δAν(t, C)
δCµ(s)
−
δAµ(s, C)
δCν(t)
+ [Aµ(s, C), Aν(t, C)]. (44)
The equation of motion must be gauge covariant. If we require it to involve
at most two derivatives there is only one such equation that we can write down,
namely4
Dµ(C)F
µν (C) = 0 (45)
4Here we take the point of view that Eq. (2) defines an infinite-dimensional Lie algebra.
The adjoint representation of this Lie algebra in which the gauge field tke its values is given
by the commutator [ta(s, C), ·].
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Spelling it out, we have
∂µ(C)F
µν(C) + [Aµ(C), F
µν (C)] = 0. (46)
It might be possible to realize (2, 0) supersymmetry on non-Abelian loop
fields in loop space. In the Abelian case this is quite obviously the case. Here
the (space-time) tensor multiplet fields (on which (2, 0) SUSY is realized) are
a self-dual two-form gauge connection Bµν(x), five scalar fields φ
A(x) and a
symplectic Majorana-Weyl spinor ψ(x). Linear self-duality is implemented on
the field strength H = dB as Hµνρ(x) =
1
6ǫµνρκτσH
κτσ(x). We can define
corresponding Abelian tensor multiplet loop fields as
Aµ(C) =
∫
dsC˙ν(s)Bµν(C(s))
φµ(C) =
∫
dsC˙µ(s)φ(C(s))
ψµ(C) =
∫
dsC˙µ(s)ψ(C(s)) (47)
in terms of which the self-duality constraint becomes Fµν(C) =
1
6ǫµνρκτσF
ρκτσ(C),
where we define
Fµν(C) =
∫
ds
∫
dtFµs,νt(C)
=
∫
dsHµνρ(C(s))C˙
ρ(s)
Fµνρσ(C) =
∫
dsH[µνρ(C(s))C˙σ](s). (48)
It should be noticed that these loop fields are in one-to-one correspondence
with the local fields. From any of these Abelian loop fields, we can get back the
corresponding local field by computing a functional integral. For instance, for
the scalar field, we have
φ(x)gµν (x) ∼ lim
ǫ→0
∫
L(C)≤ǫ
DxCφ
µ(C)Cν(s) (49)
Here gµν(x) is the space-time metric tensor, and the functional integral is over
all loops C of some length scale L(C) less than ǫ, and which are ‘close to’ x in
a suitable sense [1] (for instance those which goes through x). To see this, one
uses [1]
∫
DxCC˙
µ(s)C˙ν(s′) ∼ δ(s− s′)gµν(x). (50)
Once supersymmetry has been reformulated in terms of these Abelian loop
fields, the generalization to the non-Abelian case should be obtained by re-
placing the Abelian loop fields with non-Abelian loop fields, and ordinary loop
derivatives with covariant loop derivatives. To check the closure, one also has
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to figure out how to implement the self-duality constraint on the non-Abelian
loop gauge field. We will return to this point in a future paper.
As guidance one also has that the non-Abelian supersymmetry variations
should be such that, upon dimensional reduction in one dimension, one gets
the supersymmetry variations of d = 5 super Yang-Mills with 16 supercharges.
Under such a dimensional reduction the loop space fields and the gauge covari-
ant derivative reduce to ordinary local space-time fields and gauge covariant
derivative. Compactifying the x5 dimension on a circle and taking the loops to
be straight lines in the x5-direction, and defining (for m = 0, 1, ..., 4)
Am(x) =
∫
dsAam(s, Cx)λa(s, Cx) (51)
where Cx denotes the loop along the x
5 axis whose transverse coordinates are x,
we find in the compactification limit where the Kaluza-Klein modes become in-
finitely heavy, that Am(x) = A
a
m(x)ta will be the gauge field in five dimensional
Yang-Mills theory. Notice that for a straight loop (a loop obtained by identify-
ing two end-points of a straight line) we need just associate one index. So the
matrices ta may be in the fundamental representation of the gauge group, or
in any other representation. Thus they need not be in the infinite-dimensional
tensor product representation that we would get from a smoothly curved loop.
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