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Abstract 
This paper aims to present some of the most popular multi-temporal differential interferometry (DInSAR) techniques that are 
used for monitoring surface deformations in different types of areas. We focus on the urban area of Bucharest, where we applied 
the PS (Persistent Scatterers) and SBAS (Small BAseline Subset) techniques. The PS approach analyzes interferograms 
generated with a common master image, looking at point targets that remain stable over time, generating signal that remains 
coherent from an acquisition to another. The SBAS approach relies on small baseline interferograms that maximize the spatial 
and temporal coherence. In this paper we compare these techniques by applying them to the urban area of Bucharest using TSX 
data. . Both PS and SBAS methods generate millimetre ground displacement rates. The PS subsidence values range from -22 
mm/yr to 22 mm/yr while the SBAS value rates are lower, from -10  mm/yr to 10 mm/yr. The subsidence rate maps are compared 
from a quantitative and qualitative point of view, taking into account also the type of movements that the techniques can derive. 
The current paper is mainly methodological oriented, aiming to present the PS and SBAS techniques in a comparative way. Less 
emphasis is put on the initial results, which are presented briefly in order to give an insight about further study directions.  
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1. Introduction 
Due to its capacity to provide extensive and up-to-date geospatial information, remote sensing becoming an 
important technology for natural hazards management. Data fusions between optical, radar and thermal imagery can 
play a role in each of the four phases of disaster management cycle (mitigation, preparedness, response and 
recovery) [1] for hazards like earthquakes, volcanic eruptions, flooding or landslides. Optical, thermal and 
microwave data have been used for detection of earthquakes and faulting, [2, 3, 4], volcanic activity [5, 6, 7, 8, 9], 
landslides [10, 11, 12, 13] and flooding [14, 15, 16].  
Ground subsidence represents another type of hazard that is evolving during a large time scale, being 
characterized by smaller but consistent changes. Ground subsidence manifests more frequently in urban and peri-
urban areas, being triggered various causes such as water exploitation or mining [17]. The subsidence rate in urban 
areas can influence the flooding risk and cause infrastructure damages through ground fractures [18]. Therefore, we 
consider that subsidence is a phenomenon that should receive the same importance as the other mentioned hazards. 
Most important application of remote sensing for urban environments is assessing the extent of damages suffered by 
an area affected by hazards, and monitoring its recovery. In urban areas the damage assessment is done by 
interpreting the degree of building damage, flood levels or ground movements in case of earthquakes and landslides. 
The downside of using optical imagery for damage assessment in urban zones is that the affected areas are identified 
mainly through manual interpretation [19, 20]. This type of application depends on user’s experience and can be 
subject of interpretation errors. 
 A faster and more accurate detection of the affected infrastructure or ground motions due to hazards would 
require a change in spectral reflectance that can be depicted automatically. But in most cases, changes that affect the 
buildings structure cannot be identified by means of spectral information. Better results were obtained by Stramondo 
et al., (2006)3 through image differencing of multi-date spectral ratios of multi-temporal optical and Synthetic 
Aperture Radar (SAR) imagery to detect building debris after earthquakes in Iran and Turkey. SAR data can be used 
to measure changes in topography and building damages through multi-temporal analysis of pre and post disaster 
imagery [21]. However this technique is limited by the significant variance of the backscatter intensity of different 
areas and dependence on incidence angle [1].   
When it comes to mapping ground deformations, Differential SAR interferometry is considered one of the best 
available techniques. DInSAR calculates the phase difference between images acquired at different times, before 
and after an event [22, 23]. Phase difference is an indicator of the degree of change suffered by an area between two 
acquisitions. Phase decorrelation can be caused by different surface condition between two acquisitions, different 
atmospheric conditions or large spatial baselines. The accuracy of this technique depends therefore on many 
parameters, like ground and atmospheric conditions, wave-band and backscatter intensity. With an accuracy better 
than a quarter of SAR wavelength, the techniques is suitable for mapping ground deformations caused by moderate 
earthquakes and landslides, or  identifying building debris and large displacements through decorrelation between 
acquisitions.  
Considering all possible parameters that can influence phase changes between acquisitions, and the small order 
of magnitude for displacement values, the aim of this paper is to investigate how two different multi-temporal 
DInSAR techniques can emphasize complementary data about Bucharest study area. The two techniques that we 
apply are Permanent Scatterer and Small BAseline Subset interferomtery.  
The test area is Bucharest, the capital of Romania and the largest city from the country with a population of 
approximately 2 million inhabitants. Bucharest is found in the South-Eastern part of the country, the Bucharest area 
is located in the Romanian Plain between the Carpathian Mountains in the North and the Danube River in the 
South, on the foreland basin of the Carpathian Mountains. The near-surface geology is represented by up to 300 m 
thick layering of Quaternary poorly-consolidated fluvial and lacustrine deposits. The plain landscape was shaped 
through fluvial processes determined by two small rivers: the Dâmboviţa, and its left side affluent, Colentina. 
 Main hazards affecting Bucharest’s area are earthquakes and subsidence. Ground subsidence values are not 
critical, but they may influence the seismic response of the urban area. Bucharest’s area is also characterized by a 
weak intensity of signal backscatter, indicating low rates of displacements.  
In the following sections we present a comparison between the mentioned techniques regarding principles and 
data processing steps, and a short insight on our initial results obtained for a dataset of TSX images covering 
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Bucharest area. In the end we discuss and conclude regarding the importance of using different InSAR methods, 
based on the characteristics of the study area. 
1. Differential InSAR multi-temporal techniques 
Differential Synthetic Aperture Radar interferometry, or DInSAR, represents a microwave remote sensing 
technique that can be used to determine surface deformations in the line of sight (LOS) direction of a sensor, by 
pairing SAR images of the same scene acquired at different times. The image pairs are named interferograms [24]. 
The first studies using differential interferometry were analyzing single pairs to determine changes that occurred in 
an area between two acquisition dates [25, 26]. Later, the technique was adapted to a multi-temporal approach that 
allows monitoring surface deformations in time, by exploiting sets of interferograms obtained from large sequences 
of SAR images of the study area [8, 27, 28, 29]. The most widely used methods are the Permanent Scatterer and 
Small BAseline Subset which we describe and compare in the following sections. 
1.1. The Persistent Scatterer technique 
The interferometric phase is influenced by a series of signals like the satellite-target relative position, temporal 
changes in the scene or atmospheric fluctuations. The Persistent Scatterer Technique was first proposed by Ferretti 
et al. (2001)[29] to overcome the limitations of SAR interferometry, often affected by temporal, atmospheric or 
geometrical decorrelation in surface monitoring related applications. The method is based on identifying stable 
reflectors in the multi-temporal interferometric SAR scenes. The stable reflectors have been named Permanent (or 
persistent) scatterers and are exploited for obtaining millimetre crust deformations and improved DEM accuracies 
(submeter level). Ferretti et al., (2000)[27] and Ferretti et al., (2001)[29] proposed an amplitude dispersion index for 
identifying these PS candidates. Because this index can be applied only for large data stacks, Berardino et al., 
(2002)[8] proposed using a coherence stability indicator. The persistent scatterers are natural or man-made objects 
that present a stable signal phase from an acquisition to another, displaying a high coherence over a SAR data stack.  
1.2. The Small BAseline Subset technique 
The basic principle of this technique consists in a suitable combination of multiple interferograms with 
corresponding small baselines. The resulted small baseline interferograms are implemented in a linear model where 
the combination of small baseline depends on the vector containing values of the unwrapped differential 
interferometric phase [30]. By solving the linear model, the sampling rate of the method is increased, while phase 
noise is reduced and backscatter preserved by choosing a coherence threshold. Like in the case of the PS method, 
only coherent pixels are exploited, but in the SBAS technique the values of the coherent pixels are interpolated over 
larger areas using Delaunay triangulation as described by Rosen and Costantini, (1999)[31].  
1.3. Comparison between the PS and SBAS algorithms 
In this paper we present a summary of the PS and SBAS techniques steps with the corresponding algorithm in 
order to emphasize the differences between the methods that make the subject of this paper. In general we tried to 
keep the notations from the original literature, but for the purpose of comparing the two methods we also adapted 
notations where needed. However, the technique steps described below are based on the initial PS presented by 
Ferretti et al., (2000)[27] and on the description of the SBAS algorithm given by Berardino et al., (2002)[8] and 
Lanari et al., (2004)[28]. 
x Full-resolution interferogram formation: Both PS and SBAS algorithms consider a set of N+1 SAR images 
of the same scene consecutively (t0, .., tN). In the case of PS, from the N+1 SAR images a number of N 
interferograms are obtained by pairing each slave image, IS, with a reference master image, IE. The 
expression of the phase difference between a slave image and the master image for a pixel ܠ of a generic 
focused SAR image: 
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By applying the SBAS algorithm, from N+1 SAR images are generated M interferograms that respect the 
constraints referring to the maximum temporal and spatial baselines mentioned above. Because more than 
one master image is used, we define two index vectors related to the master and slave time acquisitions: 
 ൌ ሾଵǡ Ǥ Ǥ ǡ ୑ሿǢ  ൌ ሾ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The phase expression for a pixel in an interferogram becomes in this case: 
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x  Interferometric process: 
a) Co-registration is the process of superimposing more SAR images with the same acquisition geometry 
specific to the PS technique. During this process it is possible for the images with different pixel size to 
require resampling. All images are coregistered to the geometry of the master  image; 
b) Differential interferograms formation and flattening. The difference in distance from a point on the Earth 
and sensor that occurs between two acquisitions can be determined by the phase difference between two 
complex SAR images.  In both techniques, differential interferograms are obtained by using a reference 
digital elevation model (DEM) that can be either generated from tandem SAR image pairs or come from 
an external source. The DEM helps remove the topographic phase from the initial interferograms. The 
best elevation accuracy can be obtained a combination between a multi-interferogram DEM and one 
obtained with different accurate techniques (stereomodel obtained from SPOT imagery) [32]; 
c) Filtering and coherence generation: Specific to the SBAS technique, it generates an interferogram with 
reduced phase noise. By filtering it is obtained also the interferometric coherence, which indicates the 
phase quality. In literature have been used mainly three filtering techniques: the Adaptive, Boxcar and 
Goldstein filters [33, 34];  
d) Phase unwrapping is the process that resolves the phase ambiguity which appears when applying the 
SBAS technique, each time the phase difference of an interferogram becomes larger than 2π. The phase 
ambiguity occurs because the phase difference of an interferogram can only hav a value that is modulo 2π  
[35]; 
 
Between the interferometric process and the first inversion step that is specific to both techniques, the SBAS 
technique also effectuates an orbital refinement and a re-flattening on all flattened interferometric pairs obtained at 
the preceding point.  
 
x First Inversion: this step implies deriving the residual height and the displacement velocity. For the PS 
technique it is identified a number of “coherent radar signal reflectors” (Persistent Scatterers). Once these 
targets are identified, their phase history is analyzed and good PS candidates are selected. Usually good 
PS candidates are the majority of man-made structures or natural rock formations. These candidates need 
to be stable in time and oriented conveniently in the SAR sensor’s direction. By using the identified 
scatterers, the PS technique removes the influences of the atmosphere. In the SBAS algorithm, the first 
inversion consists in flattening the complex interfergrams, repeating the phase unwrapping and the 
orbital refinement with the goal of improving the quality of the obtained products. The PS technique uses 
only a linear model in the first inversion, while the SBAS technique gives the possibility of using also 
quadratic and cubic models to generate acceleration and acceleration variation besides height and 
displacement velocity [8].  
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x Second Inversion: This step uses the products obtained in the first inversion to estimate the components 
of the atmospheric influence. In the case of the PS, the products from the previous step are the ones 
obtained from applying the linear model. For the SBAS technique, these products are represented by 
unwrapped products. The second inversion derives the displacement time series from which the 
atmospheric influence is removed. The displacement model that is fitted in the end after removing the 
phase components is again a linear model in the case of PS and a linear, a quadratic or a cubic model in 
the SBAS algorithm.  For both techniques the influence of the atmosphere is corrected by using a low 
pass and a high pass filter. The low pass component of the atmosphere accounts for the spatial 
distribution of the variations while the high pass component is represented by the temporal distributions. 
 
2. Data processing and results 
In this section we describe a few steps and parameters that we used to apply PS and SBAS algorithms to obtain 
deformation time-series resulted from processing 27 SAR acquisitions over Bucharest. The data has been acquired 
between March 2011 and December 2014 in ascending and descending passes of TerraSAR-X satellite. All data was 
processed using Sarmap’s software, Sarscape.   
The InSAR pairs selected for the PS algorithm were referenced to a master acquisition from 26th of June, 2012. 
For the SBAS algorithm, the pairs had a perpendicular base of less than 500 m and a temporal baseline of less than 2 
years. With these considerations we obtained a number of 26 interferograms for the PS algorithm and 178 for the 
SBAS algorithm. The influence of topography was removed by using an external DEM, SRTM-X, available from 
DLR [36]. The processing steps, the results and their interpretation will be presented in detail in a further paper.  
 
Fig. 1. (A) Map representing the average velocity obtained from PS processing of SAR images between 2011 and 2014 in the centre of 
Bucharest. (B) Extent of the area that was processed using the PS and SBAS techniques. (C) Map representing the average velocity obtained from 
SBAS processing of SAR images between 2011 and 2014 in the centre of Bucharest. The red and the blue extents delimitate an uplifting and a 
subsiding area respectively. 
 
The velocity of the surface movement determined from PS InSAR measurements varies from approimately -22 
mm/yr to 22, while the velocity shown by the SBAS results is lower, ranging from around -10 to 10 mm/yr . In both 
cases, there are few to no points in vegetated areas like parks. For the same area of the city centre, the PS method 
returned considerably less points than the SBAS processing, although urban areas are usually known to contain a 
large number of PS points. Regarding the movement patterns, we can identify both uplifting and subsidence trends 
throughout the city, with movements that differentiate the limits of Dâmboviţa’s riverbed, and other areas that are 
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believed to be affected by geological processes that need to be further investigated.  
The deformations depicted for the city centre (Fig. 2 (B)) by the two methods indicate the same pattern of 
displacements (with subsiding and uplifting areas) (Fig. 2 (A), (C)). Although the pattern of displacement indicated 
by the two sets of results is similar, the average velocity values calculated with PS tend to be higher than the ones 
obtained when applying the SBAS technique.  When we select pixels from uplifting areas (Fig. 2.) and subsiding 
areas (Fig.3.) and represent their behaviour in time through displacement time series, we can observe that the SBAS 
results show a clearer tendency curve than the PS. This type of results indicates that the PS results are more affected 
by noise while the SBAS is able to mitigate it by imposing spatial and temporal constraints on the selection of the 
interferograms.  
 
Fig. 2. Displacement time series depicted for an uplifting area (red circle in Fig.1.) 
 
Fig.3. Displacement time series depicted for a subsiding area (blue circle in Fig 1.) 
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3. Discussion 
The main difference between the two techniques is the method of selecting radar targets with reliable phase 
measurements. The PS technique uses a master image to which all the other acquisitions are referenced, while the 
SBAS technique selects convenient master-slave pairs with temporal and geometric baselines that maximize the 
coherence. The PS interferograms are analyzed at single look resolution in order to identify dominant scatterers 
within cells. The resolution cells that contain a dominant scatterer will display an increased signal to noise ratio. 
Instead of looking at single cells, the SBAS method looks for the highly correlated areas. Usually in this case multi-
looked interferograms are preferred, since they improve the phase estimates and reduce the speckle while also 
reducing the data volume. Since PS looks at point data and SBAS identifies coherent areas, it can be said that the 
SBAS method cannot “see” small radar targets as the PS does, while the PS is more likely to be affected by noise 
over large areas. The differences that characterize the algorithms can be identified in the obtained results. By 
applying both techniques, we obtained the same coherent areas and same displacement patterns, with slightly 
different velocity values for individual points.  
The findings of Lauknes et al., (2006)[30], who compared subsidence values in Oslo by applying PS and SBAS 
methods using ERS 1/2 data, agree with our results regarding more noise affecting PS results, but similar pattern 
areas and subsidence tendency. The average velocity values resulted from the SBAS analysis in this study is of 5 
mm/yr, which is slightly larger than the average velocity we determined for Bucharest. There are also other studies, 
like the one of Rao et al., (2012)[37], who focused on landslides in Himalayan regions using both InSAR methods, 
but found considerably differences between the SBAS and PS results, especially for the ascending pass of the 
ENVISAT ASAR satellite. While the first study shows low average velocity values that are comparable to the ones 
we depicted, the study of Rao et al., (2012)[37] shows a larger velocity value interval, from -38 mm/yr to 38 mm/yr. 
Another difference between our results and this study is represented by the number of coherent points that are 
determined using each method. Unlike our results, where PS points are considerably less than SBAS points, in the 
case of landslide studies the authors found less SBAS points because of using coherent areas  in a highly dynamic 
area. When applying PS and SBAS techniques to studying subsidence in urban area, other studies, like those of 
Lauknes et al., (2006)[30] and Yan et al., (2012)[38], describe obtaining considerably more coherent points in the 
case of SBAS than of PS.  
The differences that exist between the methods make them applicable in various types of applications. For 
example, the PS is more suitable for studying infrastructure behavior. Because the radar targets are discrete objects 
we can analyze them at an individual level. The SBAS, on the other side, can be used in geological studies interested 
in long time behavior of the earth surface. Another aspect that recommends the SBAS method for geological studies 
is that the algorithm can depict nonlinear movement due to the modeling that it applies in the inversion steps. The 
PS only applies a linear model to determine the velocity and displacement values over time.  
 
4. Conclusion 
 
In the current paper we compared two algorithms from a theoretical point of view and presented an initial set of 
results that emphasizes the differences between them. With an average velocity of -2 mm/yr to 2 mm/yr for PS and -
1.6 to 1.6 for SBAS analysis, these values do not indicate an extreme case of subsidence in Bucharest, but a further 
study will analyze the movement patterns and velocity trends from a geological point of view. We already 
mentioned that we would consider the SBAS analysis more suitable for a geological study, due to maximized 
coherence over large areas and noise mitigation. Also the possibility of depicting non-linear movements that usually 
characterize long-term geological patterns makes it a more suitable technique for the purpose of this type of studies. 
Regardless the object of a further study, the possibility of processing the same dataset with two different methods 
and obtaining two complementary result datasets makes SAR images a valuable material basis that can be exploited. 
Thus, by improving the understanding and application of PS-SBAS techniques, we will better quantification human-
environment interactions, land resource utilization and resource conflicts between urbanization and ecosystem 
services, physical processes associated with natural hazards like earthquakes, landslides, etc., as well as the 
relationship between the deep Earth interior and shallow geodynamic processes.  
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