Interconnection between multiple data link systems is an urgent problem for wireless control systems. Its difficulty lies in the fact that data link messages are multi-source heterogeneous, By analyzing its sub-domain characteristics, we constructs the data message domain ontology and establishes a data link message ontology model based on Bayesian network(DLMOBN). It includes the study of nodes, directed edges and node similarity probability distribution and so on, convert multi-source heterogeneous messages into mathematical models. We propose a data link message ontology mapping algorithm, the OWL syntax is used to formally describe the acquired domain ontology, extract useful information such as concepts, attributes, and instances, and then store the information in a preset data structure, k-means algorithm is used to cluster them to form ''cluster'', which is used as a classification index to classify the similarity pair as a node in the Bayesian network, and pass the concept of the lower layer between nodes to the prior concept of the upper layer. The semantic distance, the attribute, the feature and other factors of the similar pair are used to calculate the semantic similarity. Finally, the final semantic similarity value is obtained by weighting. It is verified by experiments that the method improves the recall rate and precision, reduces the time complexity.
I. INTRODUCTION
The research of data link began in the 1950s and 1960s. As the core of the information network, it can distribute the information obtained from various sensors distributed in sea, land, air and sky to the sports platforms in real time and accurately. The accusation facility effectively implements the transition of communication from line of sight to over-thehorizon. With the rapid development of data link technology, various types of data links have emerged. Because of its different functions and occasions, the old and new data links are developed vertically. At the same time, the top-level design and unified planning are generally lacking in the construction of data link systems in various countries. There is no unified message standard, so that different data links cannot be directly interconnected [1] . In order to eliminate communication barriers and solve the problem of non-uniform message format in multiple data links, a series of message processing systems have been developed in recent years, The associate editor coordinating the review of this manuscript and approving it for publication was Wajahat Ali Khan . such as C2P(Command and Control Processor), MTP(Multi-TADIL Processor)and CLIP(Common Link Integration Processor) [2] . These processors solve the problem of multi-data link intercommunication by transforming messages. However, with the emergence of new data links, traditional data link integration systems cannot solve the problem of information fusion and interaction. Developing different integrated systems for different data chains wastes time and resources. Therefore, it is urgent to find a universal, scalable, and lowcost integration method to build an integrated data link system. Fig. 1 is a multi-data link system integration diagram, messages from different platforms can be transmitted to each other for maximum resource sharing.
In general, data integration methods can be summarized into three types: grammar-based integration, pattern-based integration, and semantic-based integration [3] . Grammarbased integration can mainly solve heterogeneous problems such as data source development language, transmission network structure and communication protocol. Pattern-based integration can mainly solve heterogeneous problems such as data source storage form and type. In recent years with the rise of the Semantic Web, data integration has increasingly focused on semantic-based approaches [4] . The algorithm is based on semantics and ontology. It unifies the heterogeneous forms into semantic specifications that can be understood by the machine, and realizes the automation of data integration. Compared with the former two methods, the algorithm has higher recall and precision. Therefore, it is feasible to solve the problem of message interoperability at the semantic level by using semantic-based data integration method to integrate multi-source heterogeneous messages in data links. This paper proposes a method of transforming data chain message into mathematical model by applying ontology technology and Bayesian network theory, based on the solution of semantic layer data chain interoperability.
The rest of the paper is organized as follows. Related work and background are discussed in section II. We present the main algorithm in section III and report experimental results in section IV, Conclusion is put in section V.
II. RELATED WORK AND BACKGROUND
The purpose of building ontology is to describe the global concept of sharing concepts and concept relationships in data source message sources, that is, to form machineunderstandable semantics, to achieve semantic level integration of data link messages, and to improve knowledge fusion efficiency [5] . Due to the rapid development of the data link, more and more data sources need to be integrated, and the description range and method of the corresponding message are also different. According to the characteristics of the data link message, the shared data set is added when constructing the data link message ontology, that is, the domain ontology. The common concepts in each data source message are extracted and classified into multiple domains. The interaction between the ontology is realized through the mapping between the source ontology and the domain of each data link.
A. ONTOLOGY TECHNOLOGY
Ontology technology originated in the field of philosophy and was originally defined as ''a systematic description of the objective existence of the world'', In the 1990s, the ontology was applied as a hot research topic in many fields such as artificial intelligence, library information, and knowledge engineering, etc [6] . Artificial intelligence and information technology define their derivatives as ''conceptualized normative descriptions'' [7] . Semantics is the core of ontology technology, embodied in a series of terms, relationships between terms and inference rules on a topic, with welldefined terms, the relationship between terms including the relationship between instances and classes, inference rules support new knowledge that is hidden or not explicitly expressed from existing facts [8] . In recent years, more and more experts and scholars have devoted themselves to the research of ontology technology, and its application fields have gradually expanded.
(1) In information retrieval. IBM Research Institute [9] , University of Maryland and other ontology-based logical reasoning ability, proposed information retrieval method based on semantic level. Sy et al. [10] applying the ontology to life science knowledge retrieval, developed a visual query system. Yang et al. [11] and others use ontology technology to optimize the integrated search algorithm, which greatly improves the accuracy of information query.
(2) In terms of semantic interoperability. As a normative conceptual model, ontology can describe various data and information resources as machine-understandable semantics, and promote mutual understanding and interoperability of computers. Jiang and Tan [12] built a user learning ontology to meet the individual needs of users. Pulido et al. [13] the SOM method and ontology technology are used to implement the knowledge map and serve the dynamic operation of the Web. Zhou [14] used ontology technology to construct the IoT heterogeneous information fusion model.
(3) In terms of semantic integration. As a formal specification of the shared concept model, ontology can effectively solve the problem of data fusion and integration. Zhao and Ryutam [15] builds a semi-automatic system based on ontology integration framework, which provides query methods based on ontology concepts and attributes. Cinzia et al. [16] proposes an ontology-based database management method to solve the integration problem of heterogeneous data sources through database storage and invocation.
(4) In other subject areas. In addition to the above fields, ontology is also widely used in various professional fields that require information fusion and knowledge sharing. 
B. DATA LINK MESSAGE ONTOLOGY
The data link system consists of three basic elements: the transmission channel, the communication protocol, and the standard formatted message [19] . Among them, the formatted message is the key to realize the ''machine-to-machine'' transmission of data link information, sharing the battlefield situation [20] , [21] . Fig. 2 is a data chain message heterogeneity composition diagram. It can be seen from Fig. 2 that the heterogeneity of data link messages is mainly reflected in four aspects. System heterogeneity refers to the difference between each data link message standard analyzed from the data link system level. That are different reasons will cause differences in data elements, such as the difference in the coverage of the information, and the difference in the number of types.
Syntactic heterogeneity mainly refers to the difference in the processing of messages, because of the development of the language or the use of different message description formats. The grammatical heterogeneity problem between data link message standards is not generated by the message standard itself, but is indirectly generated by the combat application system using the data link message.
Structural heterogeneity mainly refers to the difference of the data link message standard in the message format and the internal field structure of the message. The main manifestation of structural heterogeneity is the inconsistency in length, which will result in the incompatibility between messages, which means that messages between different message standards are not directly versatile.
Semantic heterogeneity mainly means that different data link message standards have different names or forms when they express the same information. For example, for the concept of location, some messages are represented by actual ''longitude'' and ''latitude'', some use the ''longitude difference'' and ''latitude difference'' relative to a selected reference point, some use the ''distance'' and ''direction'' in a Cartesian coordinate system relative to a selected reference point.
This paper refers to the ontology model defined by Gomez Perez [22] , and formalizes the data link message ontology model as follows:
Definition 1 (Data Link Message Ontology): The ontology is represented as a five-element array, LO (C, R, P, A, I) [23] ., C means class. It is mainly a conceptual description with examples, including the logical structure of data elements in data link messages and their interrelationships.
R means the relationship, which is the relationship between different concepts in the domain. Specific to the data link message, there are three basic relationships: equivalent-to, subclass-of, disjoint-with. P means attribute. Attributes are used to describe the characteristics of a concept. It mainly includes data type attributes and object attributes.
A means the rules. Rules represent the relationship between data, which can be defined and explained in the inference engine.
I means instance, the specific entity described by the data chain message concept class:
The data link message has obvious sub-domain characteristics. The data elements in the different domain messages are obviously different. The data elements are the basic units of each data constituting the data link message. We can analyze the meaning of the data elements in the message with the help of domain experts, summarize and classify each message, complete the domain division. For example, the message can be divided into a target monitoring field, a location identification field, a command and control field, an electronic warfare field, a network configuration field, and so on. After constructing each data link message ontology and the domain ontology contained in the message, the ontology mapping algorithm is used to match the messages transmitted in the data link system. The ontology mapping algorithm finds the concept pairs with the same or similar degree between different ontology. Solve the heterogeneous problem by establishing a mapping relationship. Fig. 3 is the message conversion flow chart, the A message bit stream is decoded according to the message type rule, the local ontology is generated, the domain ontology library and the corresponding rules are read, the mapping algorithm is integrated, the B message local ontology is output, and the message type is encoded to generate the message bit stream. Transfer in a B-type data link system.
For the construction of a local ontology of a single type of data chain message, this paper describes the message as an XML document with the reference [24] , extracts the schema information XML Schema through the transformation rules, and then automatically converts the computer into OWL ontology. The following is a brief introduction to a certain air track message:
The partial ontology OWL part of the document is as follows:
<owl: [25] , [26] . Each method has its own applicable field. In fact, ontology construction is very demanding on application requirements. Different requirements require different construction methods. For data link message domain ontology construction, it can be based on command application system and data link system. The characteristics of the construction method, the method can be adaptively improved, or two or more of them can be combined. Based on several construction methods and the characteristics of data link messages, this paper gives a general construction process of the data link message domain ontology, as shown in Fig. 4 .
Step 1 (Domain Analysis): Analyze the scope of each message standard based on application needs, then clear the meaning of the data elements in each message, refer to the categories of these messages, classify the messages, and complete the division of the domain. The principle of domain partitioning is to group messages with roughly the same data elements into one domain to ensure that domain ontology can support the integration and sharing of messages [27] .
Step 2 (Analyzes the Data Elements in the Domain): In the previous step, the data elements of the various message standards in the field have been classified, then the data elements belonging to the same domain are extracted and integrated, and the meaningless fields are deleted, the data elements in the field can be obtained.
Step 3 (Reuse of the Ontology): In the construction process of the data link message domain ontology, the weight includes two parts: (1) Consider the reusability of the local ontology of each data chain message, such as some concepts and attributes, which can avoid unnecessary ontology heterogeneity. (2) Reuse between the ontology of each data chain message domain to ensure the conceptual consistency of the same class.
Step 4 (Defines the Class and Its Constraints): Since most of the data elements extracted in the second step belong to the underlying concept, this paper uses the bottom-up method to construct the data chain domain ontology. Define concepts for data elements, extract appropriate concepts as classes, and use Protégé tools to design classes and their hierarchical relationships. Protégé has the advantages of open source and good scalability. The latest version is the 5.5.0 version released in June 2019.
Step 5 (Defines the Attributes and Their Constraints): When defining the class in the previous step, you have defined the concepts for the data elements. Next, define the properties for these classes, mainly Object Property and Datatype Property. The constraints of the properties mainly refer to the relationship between the property values and the classes.
Step 6 (Creates Instances): Finally, instantiate the class, giving the class a specific value and adding the property.
The data link message ontology built by Protégé can be stored in a file format with the file extension OWL, which is easy to copy, edit, and facilitate computer recognition. OWL is an ontology format language, and the ontology machine Jena can parse files in OWL language format [28] . Fig. 5 is an information management domain ontology constructed according to the above steps, extracting data elements of several types of main message standards, and summarizing the information management domain ontology formed after classification.
III. THE ONTOLOGY MAPPING ALGORITHM
Ontology enables interoperability and integration between different systems by translating and mapping between different modeling methods, paradigms, languages, and software tools [29] . Data link message ontology mapping is the process of obtaining the ontology mapping from the data link message sources that need to be integrated. It needs to establish a standardized domain ontology to achieve the integration of heterogeneous message sources across multiple chains. Through the integration of information from multiple data sources, the sharing of situational levels is achieved, and the overall decision of the command platform is supported. This section mainly introduces the data link message ontology model based on Bayesian network proposed in this paper, and the ontology mapping algorithm based on this.
A. DATA LINK MESSAGE ONTOLOGY BAYESIAN MODEL
The ontology mapping algorithm must ensure sufficient recall and precision, but this often leads to shortcomings such as large computer resources and high algorithm complexity, especially the data link system or the time-critical communication system, Moreover, for the integrated command platform or the receiving end, the data link message it receives has multiple sources and uncertainties, which also brings some difficulties to the calculation. Bayesian network can effectively process uncertain heterogeneous information. Therefore, this paper transforms ontology into Bayesian network, and utilizes the characteristics of Bayesian network probabilistic reasoning to reduce the complexity of the algorithm and improve the operation effectiveness.
Bayesian Network (BN) is a typical directed acyclic probability graph model [30] , which is mainly composed of nodes, connecting lines and node probability tables. Information is passed between nodes connected by a connection line. Fig. 6 depicts a Bayesian network. Node x and Node y are directly connected, and information can be directly transmitted. Node { and Node x are indirectly connected through Node z, and information can be transmitted, there is no connection channel between node { and node |, and no information transmission is possible.
Whether a random variable node in a Bayesian network model is connected to its neighbors is determined by its causal probability. Therefore, the basic elements of the Bayesian network model include nodes, connecting lines, and conditional probability sets. Therefore, the formal definition of the data link message ontology model transformed into the Bayesian network model is as follows:
Definition 2 (Data Link Message Ontology Bayesian Model(DLMOBN)): DLMOBN = (N, E, PN, AN, IN) , N represents a collection of nodes, mainly refers to the collection of conceptual classes in the ontology model. All concepts in the conversion function Q, C can be converted into nodes, Q(C)=N.
E means the set of connection lines, mainly referring to the relationship between concepts in the ontology model. All the relationships between the concepts in the conversion function Q, R can be converted into connecting lines, Q(P)=E. P N means the attribute set of the node, mainly referring to the information implied by the concept in the ontology model. Information contained in all concepts in the conversion functions Q, P can be converted into attribute sets, Q(P) = P N .
A N means the rule set of the model, mainly referring to the inference rules in the ontology model. All inference rules in the conversion function Q, Acan be converted into a rule set of the model (A) = A N . In most cases, A N is a set of similarity thresholds, generally given by domain experts.
I N means an instance collection of nodes, mainly referring to the examples described in the ontology model. Instances described by all the concepts in the conversion functions Q, I can be converted into instance collections of nodes, Q(I) = I N .
We define the transformation function Q(N ) as the concept of a random node, defining the mapping of domain vector values to [0, 1], When any value is given for N, P(Q N = |Q N ) is the probability. In the Bayesian network with K nodes, the joint probability distribution of random nodes is:
where M k represents the set of parent nodes of N k . The Bayesian network is a probability graph model. By analyzing the correlation between two nodes by prior probability, we propose to determine the prior probability by calculating the Euclidean distance between concept names, that is, by k-means clustering algorithm [31] , the similarity matrix is obtained by the clustering algorithm, calculate the similarity of the nodes. If the similarity is greater than the threshold δ, the two nodes have similarity, they are in an adjacent position in the Bayesian network, for the two nodes  N 1 and N 2 , sim(N 1 , N 2 ) > δ, then map(N 1 ) = N 2 , Map represents the mapping of N 1 to N 2 map.
The input data of the model is assumed to be an I-type data chain message ontology, and the input random node set is N I = (N I 1 , N I 2 , . . . , N Ix ) T , The Euclidean distance is selected as the similarity index, and the goal of the cluster is to minimize the sum of the squares of the clusters, u k indicates the kth center.
The realization idea of the clustering algorithm is to randomly extract k sample points from the node set as the center of the initial cluster, and divide each node into the cluster represented by the nearest center point; change the cluster center point by iteration until the center point is unchanged, and we also get a certain number of clusters, which correspond to the Bayesian network, and nodes in each cluster have similarities. When semantically consistent class in the ontology model is transformed into the Bayesian network model, the similarity of the concept nodes connects the nodes into a directed acyclic graph. We can also formulate various inference rules according to the characteristics of the ontology model.
B. RESEARCH ON ONTOLOGY MAPPING ALGORITHM
Ontology mapping is the process of taking two or more different ontology as input, and then establishing the corresponding semantic relationship for the elements (concepts, attributes, instances) in these ontologies according to the semantic association relationship [32] , it is the rule of mutual conversion between the source ontology and the target ontology [33] . Most of the existing ontology mapping methods are based on the similarity of elements for computational analysis. The similarity calculation is performed from three aspects: concept semantic definition, concept attribute and concept instance, then weighted each similarity value to get the comprehensive similarity value. This paper uses Jean. API to extract the concept names, attributes, and instances of classes in the OWL ontology file and store them in a specific data structure, M con ={C 1 (a 1 , a 2 , . . . , a m ), . . . , C i (b 1 , b 2 , . . . , b m ) ,. . . , C n (c 1 , c 2 , . . . , c m ); M att ={ A 1 (a 1 , a 2 , . . . , a m 
. . . , A n (c 1 , c 2 , . . . , c m ); M ins ={I 1 (a 1 , a 2 , . . . , a m ), . . . , I i (b 1 , b 2 , . . . , b m ), . . . , I n (c 1 , c 2 , . . . , c m ), n, m∈ N ,
. . , b m ) indicates the concept C i , the attribute A i , and the instance I i to which the individual belongs.
Let A and B be the set of elements of the local ontology O A and the domain ontology O B respectively. If the similarity sim (A, B)>δ, then A and B are similar, and map(A) [34] proposes the WordNet-based Wupalmer concept semantic similarity algorithm. Referring to the depth constraint concept defined by the length algorithm, transformed into the DLMOBN which proposed in this paper. The network nodes have similarity propagation, and the similarity of the upper nodes combined with the prior probability P(N ) can be used to derive the similarity of the nodes in the next level. Define the similarity probability function as follows:
The max (A, B) is the longest edit distance value of A and B, min (A, B) is the shortest edit distance value of A and B, and d (A, B) is obtained by the upper K-means algorithm, Euclidean distance between A and B.
1) CONCEPT SIMILARITY CALCULATION BASED ON SEMANTIC DEFINITION
The grammatical similarity between concept names in ontology can also reflect the similarity between concepts to some extent, and the grammatical similarity between concept names can be obtained by a method similar to editing distance. Calculated as follows:
A w and B w representing concepts A and B to define information sets, |A w ∩ B w | indicates the number of elements of the intersection of A w and B w , A w B w indicates the number of elements in A w that do not belong to B w , B w A w indicates the number of elements in B w that do not belong to A w . In this paper, the traditional concept similarity algorithm is improved by introducing the probability similarity function Sim dist , and the depth is calculated by the semantic distance. In the data chain ontology model, there are mainly three relationships: same, is-a, part-of [35] . They are transformed into arcs between Bayesian model nodes. We use the probability similarity function to describe the mathematics, taking full account of the semantic factors between concepts.
2) ATTRIBUTE-BASED CONCEPTUAL SIMILARITY CALCULATION
In the ontology, the attributes of the class are also a concept. For the data link message ontology, the attributes of the class include Object Properties and Data Properties.
Object Properties is used to connect two individuals and describe the internal structure between the classes, such as the rate of change ''V Y '' of the class ''Y_Position'', can be connected by defining an Object Properties ''change'', Data Properties can connect elements of the data type, such as the track number of the track is 234. Each class has different attributes, and each attribute has different degrees of description and effect on the class. If all of them are considered, the amount of calculation will increase. Therefore, we only consider the attribute with large information gain to calculate the similarity. The formula is as follows:
Sim p (P 1 , P 2 ) represents the similarity between the attribute A 1 of the concept A in the ontology O A and the attribute B 2 of the concept B in the ontology O B , Sim dis (A 1 , A 2 ) indicates the similarity between the attributes A 1 and A 2 names, the calculation formula is Sim dis (A 1 , A 2 ) = |A w ∩ B w | / |A w ∪ B w |, A w and B w represent the name sets of the attribute A 1 and the attribute A 2 , respectively, Sim t (A 1 , A 2 ) represents the similarity between the data types of the attributes, the values of which are given by the domain expert. For example, the similarity between the string and the string is 1, between the string and the date is 0.6, between the string and the real data is 0.4, α and β are both real numbers in the interval [0, 1], and α + β=1.
3) INSTANCE-BASED CONCEPTUAL SIMILARITY CALCULATION
The case-based concept similarity calculation is based on the following: if the concepts have the same instances, the two concepts are the same; if the concepts have the same proportion of the same instance, the two concepts are similar; if the concepts do not have the same instance, then the two concept independent. The similarity calculation formula based on the concept instance given in the reference [36] , combined with the characteristics of the data link message ontology, we define as follows:
, it indicates the probability that an instance belongs to A and belongs to B, P 2 = P instance (A), instance (B) , it represents the proportion of all instances belonging to B but not belonging to A in the instance set,P 3 = P instance (A) , instance (B) , it represents the proportion of all instances belonging to A but not B to the instance set, instance(A) and instance(B) represent the set of instances owned by A and the set of instances owned by B. The smaller the difference between the two concepts in the Bayesian network, the higher the similarity. For the influence of the level of nodes on the semantic similarity between concepts, we introduce the prior probability P(N ), two concepts. The greater the difference in the number of instances owned, the smaller the similarity. (A, B) represents the instance-based similarity of concept A, B, 0 ≤ ω 1 ≤ 1, 0 ≤ ω 2 ≤ 1, 0 ≤ ω 3 ≤ 1 and ω 1 + ω 2 + ω 3 = 1, Their specific values are given by domain experts.
IV. EXPERIMENTS
Taking the local ontology of the air track message and the domain ontology of the information management mentioned in the above section as an example, the similarity between the air track message class and the track management information class is calculated by the algorithm proposed in this paper. The air track message class includes five concepts, they are target identification number, target attribute, mandatory notification, track quality, and altitude, the track management information class includes target information and track report. Fig. 7 is the Bayesian ontology model we derived from the transformation, First, feature extraction of concepts and attributes, and then search for similar pairs through clustering algorithm to determine prior probability. The prior probability between nodes is as Through the above calculations, we can get the concept, attribute and instance similarity between the nodes,as shown in Table 2 .
We conclude that the similarity between the air track message class and the information management class.
Sim(Track_management_information, Airtrackmessage)
= ω 1 (0. Given threshold δ = 0.5, 0.76>0.5, From this we conclude that the class of the air track message and the class of the information management are similar.
In order to further verify the validity and applicability of the algorithm, we use the ontology in the public test dataset benchmarks provided by OAEI to test. #101 is the reference ontology. We select the ontology with similar structure to the reference ontology for testing, #301-#304 is not related to the reference ontology, so it is not within the scope of this paper. The test results are shown in Fig. 8 . There are two main performance evaluation indicators for ontology mapping [37] : precision and recall. Recall examines the coverage of the mapping results, while the precision examines the correctness of the mapping results. The two complement each other and reflect the algorithm indicators comprehensively from two different aspects. Calculated as follows:
where R is the reference result and I is the result of the calculation. It can be seen from the test results that #103, #104, #206 are based on the change of the conceptual expression level, the precision and the recall are both 100%, #102 describes another ontology that is completely unrelated to the reference ontology. the precision and the recall are both 0, the precision and the recall of the remaining samples are both above 80%. For a single sample, the recall is a few percentage points lower than the precision, this is because in order to reduce the complexity of the algorithm, we introduce the prior probability into the uncertain similar pair search, use the k-means algorithm to cluster the similar pairs into ''cluster'', and then accurately search to ensure the precision, but the coarsegrain calculation of k-means caused some similar pairs to be undetected, the recall still needs to be improved.
V. CONCLUSION
The advantages and disadvantages of multi-chain integration are determined whether it can achieve a significant increase in the combat effectiveness of data chains or not. Good multichain integration can achieve the system advantage about ''one plus one greater than two'', realize the complementarity of multi-chain functions and performance, and highlight the information advantage of stable, accurate, and fast. However, the heterogeneity of data chain messages hinders multi-chain integration and knowledge sharing. Building a data chain message ontology and integrating at the semantic level is an effective way to solve this problem. Considering the ontology mapping is uncertain, complex, and occupies many resources. This paper proposes a data link message ontology mapping algorithm based on the Bayesian network model. Bayesian network is a probability graph model that can solve uncertainty reasoning problem, then in order to solve the complex problem of the algorithm, we added the K-Means clustering algorithm to the node similarity matrix of the calculation model. By clustering the similarity of the mapping pairs, a large number of low-matching mapping pairs are eliminated, which greatly reduces the workload of the mapping method and improves the work efficiency. Experimental verification shows that the algorithm proposed in this paper has a good precision and a relatively good recall. In the next step, we will develop a mapping rule, use the ontology reasoning mechanism, and study the message integration strategy algorithm to improve the recall on the premise of ensuring the accuracy rate.
