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Introduction
In this paper we study the approximation of multivariate integrals of smooth functions defined over the s-dimensional unit cube [0, 1] s , f (x n ).
I(f ) =
While Monte Carlo methods choose the point set randomly, quasi-Monte Carlo (QMC) methods aim at choosing the quadrature points in a deterministic manner such that they are distributed as uniformly as possible. The Koksma-Hlawka inequality guarantees that such well-distributed point sets yield a small integration error bound, typically of order N −1+δ for any δ > 0, for any function which has bounded variation on [0, 1] s in the sense of Hardy and Krause, see for instance [19, Chapter 2, Section 5] . Digital constructions have been recognized as a powerful means of generating QMC point sets [14, 23] . These include well-known constructions for digital sequences by Sobol' [36] , Faure [16] , Niederreiter [22] , Niederreiter and Xing [25] as well as others, see [14, Chapter 8] for more information. Polynomial lattice point sets, first proposed in [24] , are a special construction for digital nets and have been studied in many papers, see for example [11, 12, 18, 20, 21] . Polynomial lattice rules are QMC rules using a polynomial lattice point set as quadrature points. The major advantage of polynomial lattice rules lies in its flexibility, that is, we can design a suitable rule for the problem at hand.
In this paper we study randomized QMC rules, that is, the deterministic quadrature points are randomized such that their essential structure is retained. Owen's scrambling algorithm can be used to randomize digital nets and sequences while maintaining their equidistribution properties [31, 32, 33] . This not only yields a simple error estimation but also achieves a convergence of the root mean square error (RMSE) of order N −3/2+δ , for functions of bounded generalized variation. Since the estimator is unbiased, this can also be stated in another way, namely that the variance of the estimator decays at a rate of N −3+δ . It is shown in [2] that the variance of the estimator based on a scrambled polynomial lattice rule constructed component-by-component (CBC) decays at a rate of N −(2α+1)+δ , for functions which have bounded generalized variation of order α for some 0 < α ≤ 1.
Here we consider higher smoothness, namely α ≥ 1 for which we can improve the rate of convergence of the variance of the integration error further. The initial ideas for our approach stems from the papers [6, 7, 8] . Therein higher order digital constructions of deterministic point sets and sequences were introduced whose corresponding QMC rules achieve an integration error of order N −α+δ for functions with square integrable partial mixed derivatives of order α ≥ 1 in each variable. An explicit construction of suitable point sets and sequences is the following interlacing algorithm. Let d ≥ 1 and b ≥ 2 be integers and z ∈ [0, 1) ds with components z j = z j,1 b −1 + z j,2 b −2 + · · · for 1 ≤ j ≤ ds. Then let a point x = (x 1 , . . . , x s ) ∈ [0, 1) s be given by
for 1 ≤ j ≤ s. Thus, every d components of z are interlaced to produce one component of x. To obtain a higher order digital net or sequence, one applies the interlacing algorithm to one of the above-mentioned digital constructions. Furthermore, as shown in [9] , Owen's scrambling algorithm can be used to achieve a convergence of the variance of the estimator of order N
for α ≥ 1. For d ≥ α, this decay rate is the best possible. For the algorithm in [9] it is important to note that one first applies Owen's scrambling to a point z of the digital net (or sequence) in dimension ds and then interlaces the resulting point according to (1) to obtain x ∈ [0, 1] s . We call this method Owen's scrambling of order d, or order-d scrambling for short here. In the proof of the convergence rate, it was assumed in [9] that the underlying point set is explicitly given by some digital (t, m, ds)-net or (t, ds)-sequence. The tvalue of digital (t, ds)-sequences, however, grows at least linearly with s, and consequently, it becomes hard to obtain a bound of the variance independent of the dimension.
In this paper, we study order-d scrambled polynomial lattice point sets for numerical integration. Our strategy is to construct classical polynomial lattice rules in dimension ds using a suitable quality criterion, then apply Owen's scrambling to the quadrature points of the polynomial lattice rule and finally to apply the interlacing algorithm of order d to obtain a randomized quadrature rule for the domain [0, 1] s . We refer to such quadrature rules by interlaced scrambled polynomial lattice rules. The major contributions of our study are to derive a computable upper bound on the variance of the estimator for higher order scrambled digital nets, which is an extension of the study in [9] , and by employing our obtained bound as a quality criterion, to prove that the CBC construction can be used to obtain good polynomial lattice rules. Through our argument we need to overcome several non-trivial technical difficulties specific to the interlacing algorithm. The resulting advantage compared to the results in [9] is the weaker dependence on the dimension and the possibility to construct the rules for a given set of weights when the integrand has finite weighted bounded variation, see Subsection 3.3. As in [35] , the weights model the dependence of the integrand on certain projections. With our approach, we are able to obtain tractability results under certain conditions on the weights.
In the next section we describe the necessary background and notation, namely polynomial lattice rules, Owen's scrambling, and higher order digital constructions. We also describe the main results of the paper. Namely we introduce a component-by-component algorithm, state a result on the convergence behaviour of the interlaced scrambled polynomial lattice rule and discuss tractability. In Section 3 we derive an upper bound on the variance of the estimator in the weighted function space with general weights where a function has square integrable partial mixed derivatives of order α ≥ 1 in each variable. Using this bound we show how the quality criterion for the construction of interlaced scrambled polynomial lattice rules is derived. In Section 4 we prove that interlaced scrambled polynomial lattice rules constructed using the CBC algorithm can achieve a convergence of the variance of the estimator of order N −(2 min(α,d)+1)+δ . Thereafter we assume product weights for simplicity of exposition and describe the fast CBC construction by using the fast Fourier transform as introduced in [26, 27] . We show that the interlaced scrambled polynomial lattice rules in base b can be constructed in order O(dsmb m ) operations using order O(b m ) memory, where b m is the number of points in [0, 1] s . This is a significant reduction in the construction cost to previously obtained component-by-component algorithms for higher order polynomial lattice rules [4] . We conclude this paper with numerical experiments in Section 5.
Background, notation and results
In this section, as necessary tools for our study, we introduce polynomial lattice rules, Owen's scrambling algorithm, and higher order digital net constructions. Thereafter, we describe the main results of the paper.
Let N denote the set of natural numbers and N 0 denote the set of nonnegative integers. For i, j ∈ N such that i ≤ j, we denote by {i : j} the index set {i, i + 1, . . . , j − 1, j}. For a prime b, let F b be the finite field containing b elements {0, . . . , b − 1}.
Polynomial lattice rules
We introduce some notation first. For a prime b, we denote by F b ((x −1 )) the field of formal Laurent series over
where w is an arbitrary integer and all t l ∈ F b . Further, we denote by 
We often identify k ∈ N 0 , whose b-adic expansion is given by
s , we define the 'inner product' as
and we write
The definition of a polynomial lattice rule is given as follows. 
s . Now we construct a point set consisting of b m points in [0, 1) s in the following way: For 0 ≤ n < b m , identify each n with a polynomial n(x) ∈ F b [x] of deg(n(x)) < m. Then the n-th point is obtained by setting
The point set {x 0 , . . . , x b m −1 } is called a polynomial lattice point set and a QMC rule using this point set is called a polynomial lattice rule with generating vector q and modulus p.
We add one more notation and introduce the concept of the so-called dual polynomial lattice of a polynomial lattice point set. 
where the inner product is in the sense of (2).
Owen's scrambling
We now introduce Owen's scrambling algorithm. This procedure is best explained by using only one point x. We denote the point obtained after scrambling x by y. For x = (x 1 , . . . , x s ) ∈ [0, 1) s , we denote the b-adic expansion by
s be the scrambled point whose b-adic expansion is represented by
Each coordinate y j is obtained by applying permutations to each digit of x j . Here the permutation applied to x j,k depends on x j,l for 1 ≤ l ≤ k−1.
In particular, y j,1 = π j (x j,1 ), y j,2 = π j,xj,1 (x j,2 ), y j,3 = π j,xj,1,xj,2 (x j,3 ), and in general
where π j,xj,1,...,x j,k−1 is a random permutation of {0, . . . , b − 1}. We choose permutations with different indices mutually independent from each other where each permutation is chosen uniformly distributed. Then, as shown in [31, Proposition 2], the scrambled point y is uniformly distributed in [0, 1) s . In order to simplify the notation, we denote by Π ′ j the set of permutations associated to x j , that is,
We simply write y = Π(x) when y is obtained by applying Owen's scrambling to x using the permutations in Π ′ .
Higher order digital nets
Quasi-Monte Carlo rules based on higher order digital nets exploit the smoothness of an integrand so that they can achieve the optimal order of convergence of the integration error for functions with smoothness α ∈ N. The result is based on a bound on the decay of the Walsh coefficients of smooth functions [7] . We refer readers to [8] for a brief introduction of the central ideas. Explicit constructions of higher order digital nets and sequences were given in [7] . There is also a component-by-component construction algorithm of higher order polynomial lattice rules [3] . Higher order polynomial lattice rules can be obtained in the following way. In Definition 1, we set p with deg(p) = n > m and replace v m with v n for the mapping function. Then a higher order polynomial lattice point set consists of the first b m points of a classical polynomial lattice point set with b n points (where n = αm for integrands of smoothness α). The existence of higher order polynomial lattice rules achieving the optimal order of convergence was established in [13] and the CBC construction was proved to achieve the optimal order of convergence in [3] . However, we have no generalization of the scrambling algorithm to higher order polynomial lattice rules which preserves the higher order structure. To work around this problem we use a different approach in this paper. Namely, we use the approach from [6, 7] based on the interlacing of digital nets or sequences.
We describe the interlacing algorithm in more detail in the following. Since the interlacing is applied to each point separately, we use just one point to describe the procedure. Let z ∈ [0, 1) ds , with z = (z 1 , . . . , z ds ) and consider the b-adic expansion of each coordinate
unique in the sense that infinitely many digits are different from b − 1. We obtain a point x ∈ [0, 1) s by interlacing the digits of d components of z in the following way: Let x = (x 1 , . . . , x s ), where
and we simply write 
Hence, as stated in the previous section, we first apply Owen's scrambling to z ∈ [0, 1) ds and then interlace the digits of the resulting point to obtain the point y. Again, we choose permutations with different indices mutually independent from each other where each permutation is chosen with the same probability. Then, as shown in [9, Proposition 5] , the order-d scrambled point y is uniformly distributed in [0, 1) s . In this paper, we are interested in the use of polynomial lattice rules to generate a point set in [0, 1) ds . For clarity, we give the definition of interlaced scrambled polynomial lattice rules below. 
ds . Now we construct a point set consisting of b m points in [0, 1) s . For 0 ≤ n < b m , the n-th point is obtained by setting
Then let
where the permutations are chosen independently and uniformly distributed. We call {y 0 , . . . , y b m −1 } an interlaced scrambled polynomial lattice point set (of order d) and a QMC rule using the point set {y 0 , . . . , y b m −1 } an interlaced scrambled polynomial lattice rule (of order d).
The results
We now describe the main results of this paper. In the following, let {y 0 , . . . ,
s be an interlaced scrambled polynomial lattice point set. Further, we denote by {z 0 , . . . ,
ds the polynomial lattice point set with ds components with modulus p ∈ F b [x], an irreducible polynomial with deg(p) = m, and with generating vector q = (
ds . We approximate the
Since the order-d scrambled point is uniformly distributed in [0, 1) s as shown in [9, Proposition 5], this estimator is unbiased, that is, E[Î(f )] = I(f ). It follows that the mean square error equals the variance of the estimator. Thus, in the following, we concentrate on the variance of the estimator denoted by
Let γ = (γ u ) u⊆{1:s} be a vector of nonnegative real numbers. These numbers are called weights and are used to model the importance of projections of functions f : [0, 1] s → R, where γ u small means that the projection of f onto the components in u is of little importance and vice versa. This idea stems from [35] . For more details see Subsection 3.3 below. We assume that f has smoothness α ∈ N which we make precise by the assumption that V α,γ (f ) < ∞. Here V α,γ (f ) is a variation of order α which can be related to a Sobolev norm where partial derivatives of order up to α in each variable are square integrable. See Subsection 3.3 for details on V α,γ (f ). In Corollary 2 we show that for an interlaced scrambled polynomial lattice rule of order d the variance of the estimator is bounded by
is a function which depends only on the interlaced scrambled polynomial lattice rule but does not depend on f . The precise formula for B α,d,γ (q, p) is derived in Subsection 3.4. In Lemma 4 we show that there is a concise formula for B α,d,γ (q, p) given by
where for z ∈ [0, 1), let
where we set b 2 min(α,d)⌊log b 0⌋ = 0. In particular, for product weights γ v = j∈v γ j , we have
Thus B α,d,γ (q, p) can be used as a quality criterion for searching for good generating vectors. In the following we introduce the CBC algorithm. The CBC construction algorithm was first introduced by Korobov [17] , and reinvented later by Sloan and Reztsov [34] , to construct a generating vector of lattice rules. The same approach can be applied to polynomial lattice rules. In the following, we restrict q j , 1 ≤ j ≤ ds, to non-zero polynomials over F b with its degree less than m, where m = deg(p). Without loss of generality we can set q 1 = 1. We denote by R b,m the set of all non-zero polynomials over F b with degree less than m, i.e.,
We note that |R b,m | = b m − 1. Further, we write q τ = (q 1 , . . . , q τ ) for 1 ≤ τ ≤ ds. The idea is now to search for the polynomials q j ∈ R b,m component-bycomponent. To do so, we need to define B α,d,γ (q τ , p) for arbitrary 1 ≤ τ ≤ ds. This is done in the following way. Let 1 ≤ τ ≤ ds and β = ⌈τ /d⌉. Then
For product weights we have
The CBC construction intended for this study proceeds as follows.
Algorithm 1. For a prime base b, a dimension s, an interlacing factor d, and integer m ≥ 1 and weights γ = (γ u ) u⊆{1:s} :
2. Set q 1 = 1.
In Subsection 4.2 we show that one can also use the fast CBC algorithm of [26, 27] to find good generating vectors.
Next we show that the generating vector found by Algorithm 1 satisfies the bound in the following theorem. Suppose that q = (q 1 , . . . , q ds ) is constructed using Algorithm 1. Then, for all τ = 1, . . . , ds we have
The proof of this result is presented in Subsection 4.1. By choosing the interlacing factor d ≥ α, Theorem 1 implies a convergence rate of the variance Var[Î(f )] of order N −2α−1+δ , for any δ > 0. This rate of convergence is essentially best possible as explained in [10] (which follows by relating V α,γ to a Sobolev norm and then using [28, Section 2.2.9, Proposition 1(ii)].)
We discuss now the tractability properties of our constructed interlaced scrambled polynomial lattice rules. In the concept of tractability of multivariate problems, we study the dependence of B α,d,γ (q, p) on the dimension s and the number of points N = b m . Especially we are interested in the case when
Then randomized QMC polynomial tractability means that for all ε > 0 and s ∈ N we have N (ε, s) ≤ Cε −p s q for some p, q > 0 and randomized QMC strong tractability means that the above bound holds for q = 0. In the following we show randomized QMC strong tractability and polynomial tractability under certain conditions on the weights by showing that the bound B α,d,γ is bounded independently of the dimension or depends at most polynomially on the dimension. A comprehensive introduction to tractability studies can be found in [29, 30] . For q constructed according to Algorithm 1, we have from Theorem 1
In case of product weights γ u = j∈u γ j , we have
Since the term in the bracket of these bounds is independent of the number of points, B α,d,γ (q, p) depends polynomially on the number of points with its degree −(2 min(α, d) + 1) < −1/λ ≤ −1. We then have the following corollary of Theorem 1.
Suppose that q is constructed according to Algorithm 1. Then we have the following:
1. For general weights, assume that
is bounded independently of the dimension. Further implications for tractability in the infinite dimensional setting of the results in this paper are discussed in more detail in [10] , where in some cases optimal tractability results for so-called changing dimension algorithms were obtained.
Variance of the estimator
To analyze the variance of the estimator we use Walsh functions, which we introduce in the next subsection.
Walsh functions
Walsh functions were first introduced in [37] for the case of base 2 and were generalized later, see for instance [5] . We first give the definition for the onedimensional case. This definition can be generalized to higher dimensions.
Since we will always use Walsh functions in a fixed base b in the rest of this paper, we omit the subscript and simply write wal k or wal k .
The following important lemma relates the dual polynomial lattice to numerical integration of Walsh functions. 
Variance estimates
We consider the following Walsh series expansion for
where the Walsh coefficientsf (k) are given bŷ
The following notation is needed for deriving the lemma below. Let l = (l 1 , . . . , l s ) ∈ N ds 0 where l j = (l (j−1)d+1 , . . . , l jd ) and
In an analogous manner to D d , we define a digital interlacing function E d for non-negative integers. For k 1 , . . . , k ds ∈ N 0 , we represent the b-adic expansion of k j by k j = κ j,0 + κ j,0 b + · · · for 1 ≤ j ≤ ds, where κ j,u ∈ F b (and where κ j,u = 0 for all u large enough). Then, E d denotes the following mapping from
for 1 ≤ j ≤ s. Then we define the following sum of the Walsh coefficients of f over k ∈ B d,l,s ,
and we introduce
where k = (k 1 , k 2 , . . . , k ds ) ∈ B d,l,s is an arbitrary element and the operator ⊖ denotes the digitwise subtraction modulo b, that is, for x, y ∈ [0, 1) with b-adic
where z i = x i − y i (mod b). We note that Γ l,d (q, p) is independent of the choice of k ∈ B d,l,s , and depends only on the point set {z 0 , . . . , z b m −1 }, see [9] . According to [9, Lemma 7] , we have
By applying the property of polynomial lattice rules to this expression of Var[Î(f )], we obtain the following lemma.
. Let the estimatorÎ be given bŷ
where {y 0 , . . . , y b m −1 } is an interlaced scrambled polynomial lattice point set with generating vector q and modulus p. Then, we have
where |l u | 1 = j∈u l j and D ⊥ is the dual polynomial lattice for the polynomial lattice point set with generating vector q and modulus p.
Proof. This follows immediately from [14, Corollary 13.7].
A bound on the Walsh coefficients
Below we define a variation V are continuous for a given
x ∈ J} is the product of a union of intervals except for a countable number of points (see [9] ). Let α ∈ {1 : α} s . For t ∈ [0, 1) s and x 1 , . . . , x s ∈ (−1, 1) s we define the difference operator
Then we define the generalized Vitali variation
, where the first supremum sup P is over all partitions of [0, 1) αs into subcubes of the form J = αs j=1 [a j b −lj , (a j + 1)b −lj ) with 0 ≤ a j < b lj and l j ∈ N for 1 ≤ j ≤ αs, and the second supremum is taken over all t ∈ D α (J) and x j = (x j,1 , . . . , x j,αj ) with x j,r = τ j,r b −α(lj −1)−r where τ j,r ∈ {1 − b, . . . , b − 1} \ {0} for 1 ≤ r ≤ α j and 1 ≤ j ≤ s and such that for all the points at which f is evaluated in ∆ α (t; x 1 , . . . ,
). For ∅ = u ⊆ {1 : s} let |u| denote the number of elements in u and let V (|u|) α (f u ; u) denote the generalized Vitali variation with coefficient α ∈ {1 : α} |u| of the |u|-dimensional function
For u = ∅ we set f ∅ = [0,1] s f (x) dx and we define V 
, where (γ u ) u∈U is a sequence of nonnegative real numbers and U = {u ⊂ N : |u| < ∞}.
Let f : [0, 1] s → R and let
where v ⊂ u means that v is a proper subset of u. We have g u (x u ) dx j = 0 for j ∈ u and ∂gu ∂xj = 0 for j / ∈ u. Then we have
Let l = (l 1 , . . . , l ds ) ∈ N ds 0 and let u = {i ∈ {1 : ds} :
Thus we have
Using [9, Lemma 9], we therefore obtain
where the definition of β(l v , 0) is given as follows. Let u i = u ∩{(i − 1)d+ 1 : id} and
that is {β i,j : 1 ≤ j ≤ |u i |} is just a reordering of the elements of the set {β
In the following lemma we provide a bound on the coefficients β(l u , 0). 
Next, we consider the case where d > α. We denote by l
where b
id is a descending reordering of l (i−1)d+1 , . . . , l id , we have
for i ∈ v(u). Thus, we have for both of the cases
By inserting this inequality into (7), we have
The result follows by combining this inequality and (6).
A bound on the variance
Using Lemma 2 and the bound on the Walsh coefficients given in the previous subsection, we can now prove a bound on the variance of the estimator. We can then use this bound to introduce a quality criterion for the construction of interlaced scrambled polynomial lattice rules. Let us define
The following corollary gives a bound on the variance of the estimator.
Let the estimatorÎ be given byÎ
where {y 0 , . . . , y b m −1 } is an interlaced scrambled polynomial lattice point set of order d ≥ 1 with generating vector q ∈ (F b [x]) ds and modulus p. Then we have
where D ⊥ is a dual polynomial lattice of the polynomial lattice rule with generating vector q and modulus p as in Definition 2 and v(u) ⊆ {1 : s} is the set of all i ∈ {1 : s} such that u ∩ {(i − 1)d + 1 : id} = ∅.
Proof. From the bound on the Walsh coefficients given in the previous subsection and Lemma 3, we have
for all (k u , 0) ∈ B d,(lu,0),s . Inserting this inequality into (5), we have
Remark 1. As can be seen from the proof, even if we replace the definition of r α,d (k) for k > 0 with
we still reach the same form with Corollary 2, giving a tighter bound on the variance except the case with base b = 2. By dropping (b − 1) −1 from the above expression, however, we can obtain the result also for d > α, as shown later in Remark 2. This implies the robustness of the constructed rules in terms of the smoothness of function.
We denote the double sum in Corollary 2 by
This value depends on the smoothness α, the weights (γ u ) u⊆{1:s} , both of which come from the function space, the interlacing factor d and the polynomial lattice rule with ds components. We note that it is independent of a particular function f . Thus, it is possible to use B α,d,γ (q, p) as a quality criterion for the construction of interlaced scrambled polynomial lattice rules. The following lemma gives a more computable form of B α,d,γ (q, p).
where we set b 2 min(α,d)⌊log b 0⌋ = 0. Let B α,d,γ (q, p) be given by (8) . Then, we have
In particular, for product weights γ v = j∈v γ j , we have
Proof. Using Lemma 1, we can rewrite (8) as follows
Following along similar lines as in the proof of [1, Theorem 7.3], we have for
Thus, the bracket in (9) reduces to φ α,d (z n,j ). We further rearrange (9) . For a given ∅ = w ⊆ {1 : s} we now consider sets ∅ = u ⊆ {1 : ds} such that v(u) = w. Then u has to contain at least one element from {(j − 1)d + 1 : jd} for any j ∈ w. We therefore obtain
In case of the product weights γ v = j∈v γ j , the last expression can be further simplified into
Hence the result follows.
4 Component-by-component construction of polynomial lattice rules
Convergence rate of the variance
In the proof of Theorem 1 and its subsequent remark, we shall use Jensen's inequality, which states that for a sequence (a k ) of non-negative real numbers we have
Proof of Theorem 1. We prove the result by following along the same lines as in the proof of [11, Theorem 4.4] . We proceed by induction. First for τ = 1, that is, for j 0 = 1 and d 0 = 1, we have
Next, suppose that for some τ = (
It is obvious that we have
Now we consider from (8)
where we define
In order to minimize B α,d,γ ((q τ ,q τ +1 ), p) as a functionq τ +1 , we only need to consider θ(q τ +1 ). Based on the averaging argument, that is, the minimum value of θ(q τ +1 ) is less than or equal to the average value of θ(q τ +1 ) overq τ +1 ∈ R b,m , we have for 1/(2 min(α,
where we have used Jensen's inequality in the second inequality. For a fixed u ⊆ {1 : τ } of the outermost sum in (10), if k τ +1 is a multiple of b m , we always have tr m (k τ +1 ) = 0 and the corresponding term becomes independent ofq τ +1 , or otherwise we have tr m (k τ +1 ) = 0 and tr m (k τ +1 )q τ +1 cannot be a multiple of p by considering that p is irreducible. Hence we have
For the first term of the right-hand side in (11), we have
For the second term, on the other hand, we have
By inserting these equalities into (11), we have
Here the sum in the product is given by
Thus, from (10) we obtain
In case of d 1 = 1, the set J 2 is set to be empty. Every subset u ⊆ {1 : τ } can be split into a subset of J 1 and a subset of J 2 . Since {τ + 1} is one of d components for the j 1 -th coordinate, whether or not u includes some element of J 2 does not affect v(u ∪ {τ + 1}). From this observation, we have
By considering the terms associated with a certain u (u ⊆ {1 : j 1 − 1}) in the inner sum, at least one component of {(j − 1)d + 1 : jd} for all j ∈ u must be chosen. Thus,
Finally, we have
In case of 0 < d 0 < d, we have j 1 = j 0 and d 1 = d 0 + 1. Using Jensen's inequality, we obtain
In case of d 0 = d, we have j 1 = j 0 + 1 and d 1 = 1. Again by using Jensen's inequality, we obtain
Hence, the proof is complete.
Remark 2.
We have shown that we can construct an interlaced polynomial lattice rule which satisfies
1+2α for all w ⊆ {1 : s}. We simply write γ ′ = (γ ′ w ) w⊆{1:s} . It follows from Jensen's inequality that
for all δ > 0. This means that interlaced polynomial lattice rules constructed component-by-component for functions of smoothness α using an interlacing factor of d still achieve the optimal rate of convergence for functions of smoothness α ′ as long as α ≤ α ′ ≤ d holds. Our observation is similar to that of the classical polynomial lattice rule shown by [2] , while we note that it is opposite from propagation rules [6, Theorem 3.3] which states that a higher order net which achieves an optimal rate of convergence for function of smoothness α can achieve an optimal rate of convergence for function of smoothness α ′ for all
Fast construction for product weights
We now show how one can use the fast component-by-component construction to find suitable polynomials q 1 , . . . , q ds ∈ F b [x] of degree less than m for product weights. From Definition 3 and Lemma 4, we have
According to Algorithm 1, set q 1 = 1 and construct the polynomials q 2 , . . . , q ds inductively in the following way. Assume that q 2 , . . . , q τ are already found. Let
Here we introduce the following notation
and Q n,τ :=
for 0 ≤ n < b m . We note that Q n,τ = 1 when
Using the above notation, we have
is the multiplicative inverse of g(x) in Therefore we set q τ +1 = g z0 . Since the matrix A is circulant, the matrix vector multiplication Aa can be done using the fast Fourier transform as shown in [26, 27] . Thus we obtain a fast computation of the vector b.
After finding q τ +1 , P n,τ and Q n,τ for 0 ≤ n < b m are updated as follows. If .
Then, we proceed to the next component. Unlike for classical polynomial lattice rules, such as [2, 27] , here we are required to store not one but two vectors (P n,τ ) and (Q n,τ ) in memory. By this slight increase of memory, the fast CBC construction using the fast Fourier transform can be applicable. The construction cost is of order O(dsmb m ) operations using O(b m ) memory. This compares favorably with the construction of deterministic higher order polynomial lattice point sets in [4] where the construction cost was of order O(αsN α log N ) operations using O(N α ) memory.
Numerical experiments
Finally, we present some numerical results for the bound on the variance of the estimator in weighted function spaces with smoothness of α ≥ 1. In our computation, the prime base b is always fixed at 2 and the product weights are considered. In Figure 1 Figure 2 shows the results for s = 2 and γ 1 = γ 2 = 4 − max(d−α,0) with various choices of (α, d). The orders of the convergence rate are about N −2.5 , N −3.5 , and N −4.5 , for α = 1, 2, and 3, respectively. In Figure 3 we compare the results for two different product weights with α = d = 2 from s = 1 to s = 5. One is γ j = 1, the other is γ j = j −2 . The latter implies a decreasing importance of the successive coordinates. It is obvious that as s increases the difference between two results becomes larger. Meanwhile, we can observe the asymptotic improvement of the convergence rate from the results for s = 5. 
