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ABSTRACT 
 
Reynolds-averaged Navier-Stokes (RANS) simulation is the industry standard for 
computing practical turbulent flows -- since large eddy simulation (LES) and direct numerical 
simulation (DNS) require comparatively massive computational power to simulate even relatively 
simple flows.  RANS, like LES, requires that a user specify a “closure model” for the underlying 
turbulence physics.  However, despite more than 60 years of research into turbulence modeling, 
current models remain largely unable to accurately predict key aspects of the complex turbulent 
flows frequently encountered in practical engineering applications.  Recently a new approach, 
termed “autonomic closure”, has been developed for LES that avoids the need to specify any 
prescribed turbulence model.  Autonomic closure is a fully-adaptive, self-optimizing approach to 
the closure problem, in which the simulation itself determines the optimal local, instantaneous 
relation between any unclosed term and the simulation variables via solution of a nonlinear, 
nonparametric system identification problem.  In principle, it should be possible to extend 
autonomic closure from LES to RANS simulations, and this thesis is the initial exploration of such 
an extension.  A RANS implementation of autonomic closure would have far-reaching impacts on 
the ability to simulate practical engineering applications that involve turbulent flows.  This thesis 
has developed the formal connection between autonomic closure for LES and its counterpart for 
RANS simulations, and provides a priori results from FLUENT simulations of the turbulent flow 
over a backward-facing step to evaluate the performance of an initial implementation of 
autonomic closure for RANS.  Key aspects of these results lay the groundwork on which future 
efforts to extend autonomic closure to RANS simulations can be based. 
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NOMENCLATURE 
 
 = Velocity 
  = Test Filtered Velocity 
p = Pressure 
 = Test Filtered Pressure 
x = X-Location 
y = Y-Location 
 = Test Stress 
 = Sub-grid Stress 
 = Reynolds Stress 
ℎ  = Volterra Series Coefficients 
V = Features Matrix 
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I. Introduction 
Turbulence involves wide ranges of time and length scales, leading to the requirement for 
massive amounts of computational power for resolving direct solutions of the transport equations 
for momentum and energy in turbulent flows. Coarse graining, as observed in LES, drastically 
reduces this amount of required computational power by limiting the solution of the transport 
equations to only the large and intermediate scales. However, the inherent non-linearity of the 
transport equations leads to the introduction of unclosed terms that must be modeled in order to 
achieve closure. Effectively, the unclosed term of interest pertaining to the RANS simulations is 
captured by the Reynolds stress, given in (8c). 
Specifically, RANS must model the turbulent stress tensor, where  and  are 
components of the turbulent velocity field. Despite more than 60 years of research into turbulence 
modeling, current models for remain largely unable to accurately predict key aspects of the 
complex turbulent flows frequently encountered in practical engineering applications. In today’s 
industry practices, RANS uses various shockingly ad hoc methods, such as the k-epsilon and k-
omega models.  Not only is the flow turbulent in most engineering problems involving fluid flow, 
including everything from the flow over aircraft to the flow through a gas turbine or ram/scramjet 
combustor, but the engineering community is tasked with attempting to optimize engineering 
solutions from RANS simulations for such problems that employ wildly inaccurate and crude 
turbulence models. 
Autonomic closure employs “test filtering”, therefore the preliminary objective of this 
project is to identify whether test filtering can be applied to RANS simulations. The second 
objective is to see how similar or different the resulting “test stresses” are relative to the “turbulent 
stresses”; if they are very similar, then this allows for the possibility of implementing the “scale-
similarity model” from LES as a much better turbulence model in RANS.  The third and final 
objective is to show that the resulting test stresses can be used as inputs to the autonomic 
closure scheme to obtain the turbulent stresses, and then observe whether the resulting 
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autonomically determined turbulent stresses are “better” than the corresponding results from the 
scale-similarity model. 
Autonomic closure can be thought of as a machine learning approach to turbulence 
closure that uses internal training data (the test stress fields) to obtain the best possible local 
relations between the test stresses in (25) and the test filtered fields. It then uses this same best-
possible relation to obtain the turbulent stresses from the original resolved fields  and . 
For clarity, the corresponding milestones of this project are outlined as follows: 
1)  Obtain ANSYS Fluent results for a simple 2D backward facing step benchmark case, 
a standard test case for turbulent flow simulations.  Store the resulting average velocity fields 
(, ), pressure field (, ), and Fluent’s result for the turbulent stress fields (, ). 
2)  Explicitly filter all these fields, except , to obtain test filtered fields, which will be 
denoted as   and , and then determine an optimal test filter length scale , relative to the Fluent 
grid scale Δ. 
3) Next, use these test-filtered fields to construct “test stress fields” in accordance with 
Eqn. 2, noting that these test stresses are constructed similarly to the turbulence stresses  
output by Fluent. These resulting test stress fields (, ) will be compared with the turbulent 
stress fields (, ), and it will be assessed whether a simple scale-similarity relation allows the 
test stress fields to be used to reasonably and accurately represent the turbulent stress fields. 
4) If the test stress fields can reasonably represent the turbulent stress fields, then the 
test stress fields can be used as inputs for the autonomic closure scheme. The test stress fields 
serve as internal training data as a means of capturing the localized turbulence structure and 
most optimal relation between the test stresses and resolved values at each point in the flow. 
5) The autonomically determined turbulent stress fields will be compared with the “actual” 
Reynolds stress fields obtained from Fluent.  Note that since Fluent employs its own turbulence 
model, its resulting turbulent stress fields are indeed inaccurate, at least in detail. However, the 
main observation of interest is whether the autonomically determined turbulent stress fields are 
within reasonable statistical correlation with the Fluent results.   
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II. Backward Facing Step Benchmark 
The classic benchmark case for analysis and validation of a simple 2D turbulent flow 
case resides in the backward facing step problem. In this case, the flow is subjected to a sudden 
increase in cross-sectional area, resulting in a separation of flow starting at the point of expansion 
(i.e. the location of the step). Spatial variations in the velocity field lead to the production of 
turbulence outside of the wall region, and one of the key validation methods of any good 
turbulence model is the ability to accurately capture the turbulence physics inside of the 
recirculation zone just following the step. For details on constructing this benchmark case inside 
of ANSYS Fluent, refer to Appendix B. 
DNS are often restricted to low Reynolds number values, since the number of grid points 
needed to fully resolve the turbulent motions increases as 

 and the number of time steps 
increases as 

, thus the computational load increases as 



, i.e.  . Thus, as the 
Reynolds number doubles, the computational power required for DNS increases by factor of 8. 
For this reason, the ANSYS Fluent simulation conducted for the purposes of this comparison was 
executed at an expansion ratio of 3.33 and an inlet velocity of 2.2 m/s, along with the following 
properties of air: density of 1.225 kg/m^3 and kinematic viscosity of 1.7894e-5 kg/m-s. This yields 
a corresponding inlet Reynolds number of ~9000 for the flow, where the characteristic length 
corresponds to the step height of 0.06 m. 
As a primary means of validation, the Fluent simulation was conducted with a uniform 
quadrilateral mesh totaling ~15,000 nodes and again with a uniform quadrilateral mesh totaling 
~60,000 to validate grid independence, i.e. twice the number of quadrilaterals making the mesh 
twice as fine. Results from the two simulations were visually and statistically identical, therefore 
validating that the results corresponding to the ~15,000 node mesh would suffice for further 
analysis purposes. 
As a secondary means of validation, the results from the Kopera et. al. paper were 
compared against the results obtained from the ANSYS Fluent simulation data imported to 
Matlab. The results referenced in Kopera are obtained via DNS, therefore with the absence of 
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any turbulence models, wall functions, and any other approximations implemented in ANSYS 
Fluent. Shown below, Figs. 1-9 present the comparison between results obtained via DNS from 
Kopera and results obtained via Fluent: 
  
Figure 1. Static Pressure Fields from Fluent Results (left) and Kopera1 (right). 
 A distinct correlation is evident from Fig. 1 between the relative static pressure plot 
obtained from Fluent and the coefficient of pressure plot obtained from Kopera1. There exists a 
localized region of low pressure immediately after the step that serves to suction the flow 
downwards, creating the recirculation region that is of paramount interest for this benchmark 
turbulent flow. 
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Figure 2. Coefficient of Friction from Kopera1 (top left), Reattachment Zone Length from 
Kopera1 (top right), and Wall Shear Stress on Bottom Wall from Fluent (bottom). 
Table 1 – Reattachment Zone Length from Fluent 
Inlet Velocity (m/s) 0.01 0.02 0.03 0.04 0.05 0.1 0.5 2 
Reynolds Number 41 82 123 164 205 411 2054 8215 
Reattachment Length L/H 3 4.33 5 5.33 5.5 5.8 5.8 5.8 
 
 It is clear from Fig. 2 above that the trend observed in the coefficient of friction plot from 
Kopera1 closely matches that observed from the plot of the bottom wall shear stress from Fluent. 
This is to be expected as the coefficient of friction on the bottom wall is proportional to the shear 
stress on the bottom wall. The recirculation zone length in Table 1 appears to reach an 
asymptotic value as the Reynolds number continually increases, indicating agreement with the 
reattachment zone length trend observed from Kopera1 for increasing Reynolds numbers. The 
trend shown from the Kopera paper for lower Reynolds numbers is not of interest for this 
analysis, as the goal is to identify a Reynolds number sufficiently high enough for the 
reattachment zone length to reach an asymptotic value. 
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Figure 3. Pressure Coefficient on Bottom Wall from Kopera1 (top) and Static Pressure on 
Bottom Wall from Fluent (bottom). 
 From Fig. 3, the pressure coefficient trend on the bottom wall from Kopera is nearly 
identical to the relative static pressure trend observed from the Fluent results. Fig. 4 below shows 
the agreement between the contour maps and the streamlines from Kopera and Fluent. Fluent 
accurately captures the large recirculation zone occurring after the step, the smaller recirculation 
zone at the base of the step, as well as the reasonable reattachment point with the bottom wall 
downstream of the step. 
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Figure 4. U-Velocity Field and Streamlines from Kopera1 (top) and Fluent (bottom). 
The following figures (Figs. 5-10) show the correlation between the Kopera DNS results 
and the Fluent results at four different station positions downstream of the step (normalized by 
the step height): 0.5, 4.0, 8.0 and 20. There exists an unquestionable correlation between the 
selected profiles that highly substantiates the validity of the Fluent results in comparison to DNS 
for this simple turbulent flow case of a backward facing step. 
  
Figure 5. Relative Static Pressure Variation Across the Channel from Fluent (left) and 
Kopera1 (right) at Four Different Station Positions: x/h = 0.5, x/h = 4.0, x/h = 8.0 and x/h = 
20.  
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Figure 6. U-Velocity Profiles Across the Channel from Fluent (left) and Kopera1 (right) at 
Four Different Station Positions: x/h = 0.5, x/h = 4.0, x/h = 8.0 and x/h = 20.  
 
  
Figure 7. V-Velocity Profiles Across the Channel from Fluent (left) and Kopera1 (right) at 
Four Different Station Positions: x/h = 0.5, x/h = 4.0, x/h = 8.0 and x/h = 20.  
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Figure 8. √!! Profiles Across the Channel from Fluent (left) and Kopera1 (right) at Four 
Different Station Positions: x/h = 0.5, x/h = 4.0, x/h = 8.0 and x/h = 20.  
 
  
Figure 9. √"" Profiles Across the Channel from Fluent (left) and Kopera1 (right) at Four 
Different Station Positions: x/h = 0.5, x/h = 4.0, x/h = 8.0 and x/h = 20.  
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Figure 10. √!" Profiles Across the Channel from Fluent (left) and Kopera1 (right) at Four 
Different Station Positions: x/h = 0.5, x/h = 4.0, x/h = 8.0 and x/h = 20.  
III. Autonomic Closure Approach 
The Navier-Stokes Equations and the Meaning of Solutions to Them 
For any flow with constant density ρ  and viscosity ν , the velocity component fields 
ui x,t( ) and the pressure field p x,t( )  must satisfy the Navier-Stokes equations 
∂ui
∂xi
= 0 (1$) 
∂ui
∂t + u j
∂ui
∂x j
= −
∂p
∂xi
+
1
Re
∂2ui
∂x j ∂x j
(1%) 
where all quantities are normalized by reference length and velocity scales, L and U, the density 
has been absorbed in the pressure, and Re ≡UL ν  is the corresponding Reynolds number.  In 
principle, these equations together with suitable initial and boundary conditions suffice to 
determine the solutions ui x,t( ) and p x,t( ) . 
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However, at values of Re sufficiently large for the resulting fields to be turbulent, solutions 
to (1a,b) display extreme sensitivity to initial and boundary conditions that is typically seen in 
nonlinear chaotic systems.  Even infinitesimal changes to the initial or boundary conditions lead to 
solutions that within a relatively short time differ completely from one another in their spatial and 
temporal details.  Because it is impossible to specify initial and boundary conditions to more than 
a finite level of precision, there are infinitely many initial and boundary conditions, differing only 
infinitesimally from one another, that all correspond to the same nominal initial and boundary 
conditions for any given problem.  Yet each of these infinitely many infinitesimal variations of the 
initial and boundary conditions produce a different solution ui x,t( ) and p x,t( ) .  As a result, 
there are infinitely many equally valid solutions to (1a,b) for any given nominal initial and 
boundary conditions.  
Thus, any of these solutions ui x,t( ) and p x,t( )  from the Navier-Stokes equations in 
(1a,b) for given initial and boundary conditions is merely one of the infinitely many different 
solutions ui x,t( ) and p x,t( )  for the “same” problem, each solution corresponding to 
infinitesimal variations around the nominal initial and boundary conditions for the given problem. 
Beyond such infinitesimal differences in initial and boundary conditions, when solutions to (1a,b) 
are to be obtained computationally there are additional differences between solutions that are 
introduced by the particular choices of the discretization method, numerical algorithm, truncation 
limit, and other aspects of the chosen computational scheme.  These differences are at least 
infinitesimal but typically larger, and lead to an even further expansion of the infinity of solutions 
to (1a,b) for any given nominal problem. Accordingly, the traditional notion of what is meant by 
“the solution” to (1a,b) for any given “problem”, meaning any given nominal initial and boundary 
conditions, must be expanded. 
Consequently, each of these infinitely many solutions to any given problem correspond 
only to the infinitesimal details of the finite-precision initial and boundary conditions, and the 
details of the grid, discretization method, numerical scheme, truncation limit, or other choices of 
the method used to obtain each solution.  They are all equally valid solutions for ui x,t( ) and 
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p x,t( )  for the same nominal problem, yet the resulting solutions differ completely in their details 
from one realization to another – any two realizations of the solution to any given nominal 
problem are completely uncorrelated over sufficiently long times T or large volumes V. 
However, all of these infinitely many different solutions to any given problem have the 
same statistical properties in their corresponding ui x,t( ) and p x,t( )  fields.  This is because the 
equation that governs the complete set of n-th order m-point statistics of ui x,t( ) and p x,t( ) , 
namely the Hopf Φ  equation for the characteristic functional, is linear and thus cannot display the 
extreme sensitivity to initial and boundary conditions found in the underlying Navier-Stokes 
equations at large Re values. The Hopf Φ  equation is an exact formulation of the Navier-Stokes 
equations in probability space.3 (Although the Navier-Stokes equations in (1a,b) for ui x,t( ) and 
p x,t( )  are inherently nonlinear, the corresponding Hopf Φ  equation for all statistics of ui x,t( ) 
and p x,t( )  is inherently linear.)  Thus, the statistical properties for any two solutions having only 
infinitesimally different initial and boundary conditions can differ only infinitesimally.  This allows 
meaning to be brought to “the solution” to (1a,b) for any given problem. 
Specifically, no one of the infinitely many equally valid solutions ui x,t( ) and p x,t( )  to 
(1a,b) for given nominal initial and boundary conditions can have any wider significance than the 
statistical properties that may be obtained from it.  These statistical properties may be 
represented by the joint probability density function of the ui  and p values at all points and times 
in the flow, or equivalently by the corresponding characteristic functional Φ  – both are equivalent 
to the complete set of all multi-variable multi-point joint moments of all orders.   
 
Ensemble Averages, Time Averages, and Spatial Averages 
All statistical properties of solutions to (1a,b) involve averages of various combinations of 
powers and products of ui  and p at various points and times in the flow.  The lowest-order of 
these are the single-point average fields ui x,t( ) and pi x,t( ) , and it is often these that are of 
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greatest interest.  However, the main ideas developed herein apply equally to higher-order and 
multi-point statistics as well. 
Averaged quantities in turbulent flows, denoted by an overbar ( )''', are often thought of as 
resulting from a time-average, in part because they are often obtained that way in experiments.  
However, they are properly understood to be the result of an ensemble average over the infinitely 
many equally valid realizations ui x,t( ) and p x,t( )  from (1a,b) for the same nominal problem.  
For any quantity q, this average is defined as 
q ≡ lim
N→∞
1
N
qi
i=1
N
∑ (2) 
where the sum is over infinitely many such realizations of the same problem.  Since in practice it 
is impossible to obtain N → ∞  such realizations, we denote the result from an ensemble 
average over any finite number N of realizations as 
q
N
≡
1
N
qi
i=1
N
∑ (3) 
where we refer to (3) as the “ensemble average” of q.  The statistics of q
N
 and its convergence 
to the true average q  in (2) as N increases are well understood from the Central Limit Theorem; 
of particular importance here is that q
N
= q . 
An alternative to the ensemble average in (3) is the temporal average over a finite time 
interval T, with the resulting time average being 
q
T
≡
1
T
q t( ) dt
t−T /2
t+T /2
∫ (4) 
It can be shown that any finite time-averaging interval T in a flow having temporal integral 
scale Λt  contains NT = T / (2Λt ) statistically independent samples.  Thus, the statistics of the 
time average q
T
 in (4) and its convergence to the true average q  in (2) as the effective 
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sample size NT  increases are determined by the Central Limit Theorem in the same way as for 
q
N
in (3), including q
T
= q . 
A further alternative to the ensemble average in (3) or the time average in (4) is the volume 
average over a finite volume V, with the resulting volume average being 
q
V
≡
1
V
q x( ) dx
V
∫ (5) 
As with time-averaging, it can be shown that any volume V in a flow having spatial 
integral scale Λr  contains NV =V / (2Λr )3  statistically independent samples.  Thus, the 
statistics of the volume average q
V
 in (5) and its convergence to the true average q  in (2) as 
the effective sample size NV  increases are determined by the Central Limit Theorem in the same 
way as for q
N
in (3) and for q
V
in (4), including q
V
= q . 
 
Ergodicity 
The “ergodic theorem” states that, when T in (4) is sufficiently small for any statistical 
non-stationarity to be negligible over the averaging duration, and when V in (5) is sufficiently 
small for any statistical inhomogeneity to be negligible over the averaging volume, then as the 
sample sizes N, NT , and NV  increase the result of all three finite estimates of the average 
converge toward each other and approach the true average q , namely 
q
N
q
T
q
V






→ q        and
lim
N→∞
q
N
lim
NT →∞
q
T
lim
NV →∞
q
V







→ q
∞
= q (6) 
where q  represents a generic finite estimate of q  whose convergence to q  is well understood 
from the Central Limit Theorem.  As a result, when the conditions leading to (6) are met then the 
“Reynolds average” q  of any quantity q can be equivalently obtained by ensemble averaging, 
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time averaging, or volume averaging, or even by a mixed average involving any combination of 
temporal and/or spatial and/or ensemble averaging.  The Reynolds average ( )  thus represents 
the generic true average, and may be equivalently obtained by any of these methods. 
 
The Reynolds-Averaged Navier-Stokes (RANS) Equations 
The exact equations for the Reynolds-averaged velocity component fields ui x,t( ) and 
pressure field p x,t( ) are obtained from the Navier-Stokes equations by applying the generic 
average operator ( )  in (6) to (1a,b) and using the properties 
∂ui
∂t =
∂ui
∂t (7$)
 
∂ui
∂xi
=
∂ui
∂xi
(7%) 
∂p
∂xi
=
∂p
∂xi
(71) 
∂ui
∂x j ∂x j
=
∂ui
∂x j ∂x j
(72) 
which then yield 
∂ui
∂xi
= 0 (8$) 
∂ui
∂t + u j
∂ui
∂x j
= −
∂p
∂xi
−
∂
∂x j
Rij +
1
Re
∂2ui
∂x j ∂x j
(8%) 
where 
Rij ≡ uiu j − uiu j( ) = ′ui ′u j (81) 
is the “Reynolds stress”, namely correlations of the velocity fluctuations ′ui ≡ ui − ui .  Eqns. (8a-
c) are referred to as the “Reynolds-averaged Navier-Stokes” equations. 
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Solving (8a,b) for ui (x,t) and p(x,t)  requires a turbulence model for the Reynolds 
stress in (8c).  It is often argued that such “RANS turbulence models” are inherently problematic, 
in that they require modeling of the large scales of the turbulent flow, since most of the 
contributions to the Reynolds stress components ′ui ′u j  can be shown to come from the large-
scale (i.e., relatively low wavenumber k) components of any spectral decomposition of the 
velocity fluctuation fields ′ui x,t( ).  While the intermediate and small scales of turbulent flows are 
quasi-universal and thus potentially amenable to representation by a universal model, the large 
scales are influenced by the nominal initial and boundary conditions, and therefore are less likely, 
or perhaps even unlikely, to be representable by a universal model. 
 
The Large-Eddy Simulation (LES) Equations 
To address this perceived shortcoming of the RANS equations in (8a-c), if instead the 
Navier-Stokes equations in (1a,b) are spatially filtered via convolution with a filter kernel 
 having characteristic filter length scale , for which any resulting spatially-
filtered quantity  is 
(9) 
then  has the spectral content in q at wavenumbers above  removed, with the 
precise spectral roll-off near  determined by the choice of filter kernel .  
The equations for the spatially-filtered velocity component fields  and pressure 
field , often called the “LES equations”, are obtained from the Navier-Stokes equations in 
(1a,b) by applying the filter operator (     5) in (9) and using the properties 
(10$) 
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(10%) 
(101) 
(102) 
which then yield 
(11$) 
(11%) 
where 
(111) 
is the “sub-filter stress”, analogous to the Reynolds stress in the RANS equations.  When, as is 
typically the case, the discrete computational grid itself serves as the filter, then τij  is often called 
the “subgrid stress”. 
Solving (11a,b) requires a turbulence model for the subgrid stress in (11c).  It is often 
argued that such “LES turbulence models” are inherently more accurate than RANS turbulence 
models for Rij  in (8c), since τij  involves only the quasi-universal intermediate- and small-scale 
(i.e., relatively high-k) components of ui x,t( ), whereas Rij  requires also modeling the non-
universal large scale (low-k) components of ui x,t( ). 
 
The Meaning of Solutions to the LES Equations 
The LES equations in (11a,b) display a similar chaotic nonlinear sensitivity to initial and 
boundary conditions found at large Re in the original Navier-Stokes equations in (1a,b).  
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Consequently, any one solution of the LES equations for given initial and boundary conditions is 
merely one of infinitely many different solutions  and  for the “same” problem, 
each solution corresponding to infinitesimal variations around the nominal initial and boundary 
conditions for that problem.  All are equally valid solutions  and  for the same 
nominal problem, yet they differ completely in their details from one realization to another, with 
any two realizations of the “same” problem becoming completely uncorrelated within a relatively 
short time.  
However, all the realizations of any given problem have the same statistical properties in 
their corresponding  and  fields. Accordingly, no one solution to (11a,b) has any 
wider significance than the statistical properties that may be obtained from it.  The lowest-order 
statistical properties from any such particular solution are the average fields ui x,t( ) and 
pi x,t( ) .  (The main ideas developed here apply equally, however, to higher-order and multi-
point statistics of  and  as well.)  These may be obtained by computing the 
ensemble average over N , NT , or NV  statistically independent realizations from the infinite 
ensemble of solutions that all correspond to the same problem, namely having the same nominal 
initial and boundary conditions, with only infinitesimal differences among them.   
Of central importance for the main ideas to be developed herein, solving the LES 
equations for  and  in (11a-c) and then a posteriori calculating statistics such as 
ui x,t( ) and p x,t( ) from them is far more computationally intensive than solving the RANS 
equations for ui x,t( ) and p x,t( ) in (8a-c).  If any particular solution from the LES equations is 
to be used primarily to determine such average quantities, then it may be less computationally 
burdensome to instead consider directly solving equations for the ensemble-averaged LES fields.  
In principle, such an approach could retain, or at least leverage, any advantages that subgrid 
models for τij  in (11a-c) have over Reynolds stress models for Rij  in (8a-c). 
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The Ensemble-Averaged LES Equations 
One approach for obtaining ui x,t( ) and pi x,t( )  is to first solve the LES equations in 
(11a,b) for given nominal initial boundary conditions to obtain a particular solution to  and 
 corresponding to the infinitesimal particulars of the initial and boundary conditions and 
the particulars of the numerical method used to obtain the solution.  Then ensemble, temporal, or 
spatial averages can be taken of the particular solution  and  to obtain the 
average fields ui x,t( ) and p x,t( ) via (6) that pertain to all of the infinitely many solutions 
that correspond to the same nominal initial and boundary conditions.  This is the approach that is 
most widely used when solving practical problems via the LES equations in (11a,b).  It is 
generally believed that such an approach for obtaining the statistics is more accurate than solving 
the RANS equations in (6a,b), based on the belief that τij  in (11c) can be modeled more 
accurately than Rij  in (8c). 
A more direct approach than such a posteriori calculation of the average fields ui x,t( ) 
and p x,t( ) from one or more particular realizations  and  would be to a priori 
take the ensemble average of the LES equations, and then solve these ensemble-averaged LES 
equations with the same model for τij  that would have been used in (11a,b).  It will be seen 
below that, in the resulting ensemble-averaged LES equations, the spatial filter in (9) is a 
conceptual operation that is implied rather than actually performed, and therefore can be taken to 
be an explicit filter having a kernel  with any desired length scale  and that 
avoids any commutation error or other errors traditionally encountered with implicit filtering. 
We apply the infinite-ensemble average 
∞
 in (6) to (10a,b), using the properties 
(12$) 
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(12%) 
(121) 
(122) 
to obtain 
(13$) 
(13%) 
Where  
      $72      (131, 2) 
The ensemble average 
∞
 and the spatial filter (  )8  are both linear operators and thus 
commute, giving   
     $72     (14$, %) 
where we have used the fact that the infinite-ensemble average is the true average in (6).  Thus 
(13a,b) become 
(15$) 
(15%) 
Moreover, because the spatial filter in (9) is only being applied conceptually, the filter 
scale  can be chosen arbitrarily.  Because the length scales on which spatial gradients occur 
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in ui x,t( ) and pi x,t( )  are of order Re3/4  larger than the length scales of spatial gradients in 
ui x,t( ) and pi x,t( ) , the implied filter scale  can therefore be taken to be sufficiently small 
that ui x,t( ) and pi x,t( )  vary at most linearly in x over the scale .  Then, from the mean-
value theorem 
     $72     (16$, %) 
and (15a,b) thus become  
∂ui
∂xi
= 0 (17$) 
∂ui
∂t + u j
∂ui
∂x j
= −
∂
∂xi
p
ρ
−
∂
∂x j
τij
∞
+ Tij( )
∞



 +
1
Re
∂2ui
∂x j ∂x j
(17%) 
where, as before,  
      $72      (171, 2) 
Comparing (17a,b) to (8a,b) shows that the ensemble-averaged LES equations, with the 
LES filter scale  chosen as noted above, are fully equivalent to the RANS equations, with the 
Reynolds stress Rij  in the RANS equations in (8a-c) equal to the sum of τij
∞
and Tij( )
∞
 in the 
ensemble-averaged LES equations in (17a-d), namely 
Rij = τij ∞ +
Tij( )
∞



 (18)
 
Consequently, guidance on modeling Rij  in (8c) can leverage LES models for τij  and insights 
into the relation of Tij  to τij . 
 
Modeling the Stresses τij
∞
 and Tij( )
∞
 in the Averaged LES Equations 
When  meets the requirements leading to (16a,b) then from (14) and (16)  
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(19) 
and thus from (18) with (17c,d)  
(20) 
which is consistent with (8c).  Directly modeling the rightmost side in (20) is not productive, since 
this simply returns the same challenges encountered in traditional Reynolds stress modeling.  
However, (20) reveals that an alternative route to modeling Rij  is to consider τij
∞
 and Tij( )
∞
 
separately.  
In particular, (18) shows that any LES subgrid scale model for τij  in (11a-c) makes a 
corresponding τij
∞
 contribution to the Reynolds stress Rij .  The remaining Tij( )
∞
 contribution 
to Rij  has a form similar to τij .  Specifically,  
(21) 
whereas  
(22) 
which suggests that the ensemble average 
∞
 in Tij( )
∞
plays the same role relative to the 
spatially filtered velocity component fields  as the spatial filter  in τij  plays relative to 
the original velocity component fields ui x,t( ).  This suggests that Tij( )
∞
 is analogous to a test 
stress of the type used in some models for τij . 
Now recall from (6) that the average 
∞
 in Tij( )
∞
 can be equivalently thought of as a 
spatial average over a volume V.  When the averaging volume V is sufficiently large compared to 
the filter scale  that defines the filtered quantities  and , namely when , 
then this is equivalent to a spatial filter as in (9) but at the filter scale .  This indicates that 
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Tij( )
∞
 plays the role of a “test filter” with length scale  applied to the spatially filtered velocity 
component fields .  Such test filters are widely used in dynamic subgrid scale models for 
, where a test stress  
(23) 
is obtained by filtering the LES-filtered velocity component fields at a yet-larger filter scale .  
Based on these arguments, in (21) we will approximate 
(24$) 
and correspondingly 
(24%) 
giving 
(25) 
Note here, that in (21) the infinite ensemble average is to the LES filtered fields as the 
test filter in (25) is to the RANS fields, thus the approximately equal sign in (25) should in practice 
be represented with a proportionality constant. Therefore, (25) can be readily evaluated by 
applying a test filter  having length scale  to the ui  velocity component fields.  The result 
from (25) is then used to evaluate the second part of (18). 
The remaining part of (18) involves 
(26) 
where we might be tempted to try the same approximation as in (24a,b), but this would lead to 
(27) 
where the second term on the right is accessible via the test filter applied to the ui  velocity 
component fields, but the velocity product uiu j  in the first term on the right is not accessible. 
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Instead, we consider autonomic closure of τij  in the underlying LES simulation, namely  
(28) 
where  is a matrix of all first- and second-order products of the  on a 3× 3× 3 stencil 
placed at the point of interest.  The coefficient matrix hij  is found by writing (28) for the test-
filtered variables  to obtain the test stresses Tij  in (23) and obtain a matrix  consisting of all 
first- and second-order products of the  on a stencil placed at M training points within a 
bounding box centered on the point of interest, so that 
(29) 
Importantly, since Tij  and  are known, (29) can be inverted to solve for hij , which can 
then be used in (28) to obtain the subgrid stress τij  at the point of interest. 
To apply such an autonomic closure to τij
∞
 in (18), we first note from (28) that  
(30) 
where we have used the same approximation as in (24a,b) and also used (16a,b).  We then write 
the corresponding relation between the test stresses Tij( )
∞
 in (25) and the matrix  formed 
from all first- and second-order products of the test-filtered variables  on a stencil placed at M 
training points within a bounding box centered on the point of interest, so that 
(31) 
As in autonomic closure for LES, since Tij( )
∞
 and  are known, (31) can be inverted to 
solve for hij .  Then, from (30) we can use hij  to evaluate 
τij
∞
≈ Vhij (32) 
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where V  is the matrix of all first- and second-order products of ui  on a 3× 3× 3 stencil placed 
at the point of interest. 
Then, from τij
∞
 in (32) and Tij( )
∞
 in (25), we can evaluate Rij  in (18).  This 
procedure allows Rij  to be evaluated by a simple test filter  having length scale  applied to 
the ui  velocity component fields and their products uiu j , and with the autonomic closure in (31) 
and (32) using the matrix  formed from the test-filtered velocity components  and the matrix 
V  formed from the velocity components ui . 
 
Implementation Method 
 Autonomic closure seeks to circumvent the need to prescribe a fixed relation between 
unclosed terms and resolved variables. Instead of identifying a prescribed model for the unclosed 
Reynolds stress term , it instead employs a fully general nonparametric relation Ƒ that 
represents the true unclosed quantity in terms of all resolved variables at all points and all prior 
times. Effectively, this relation Ƒ can represent the unclosed term  by first representing  in 
terms of the test filtered variables and test stresses on a stencil defined at the filter scale, and 
using this relationship to define a new term denoted 
Ƒ, which are the test stresses solved for 
using a damped least squares minimization. For the purpose of this subsection, resolved 
variables are denoted without an overbar and test filtered variables are denoted with the ~ over-
symbol. Defining (9, :9) as a stencil with center point (, :) on which the resolved variables are 
defined, the following expression can be derived for the relationship Ƒ as it represents the test 
stresses 
Ƒ, shown in (33): 

Ƒ(, :) = Ƒ< ( + 9, : − :9), ( + 9, : − :9)∀9, :9 ≥ 0A (33) 
After this relation Ƒ has been defined at the test filter scale, the same relation can be 
used to provide closure of the average subgrid stress term by defining a new term Ƒ, which is 
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fully equivalent to  at the original Fluent grid scale. In effect, we solve a local nonlinear system 
identification problem at the test scale to determine the optimal local instantaneous degrees of 
freedom in the nonparametric relation Ƒ. Therefore, by the same token, the relation for the 
average subgrid stresses can be formulated as shown in (34): 
 Ƒ(, :) = Ƒ<( + 9, : − :9), ( + 9, : − :9)∀9, :9 ≥ 0A (34) 
As far as constructing the actual values for the degrees of freedom of Ƒ, the local, 
instantaneous agreement of 
Ƒ and  is optimized via the minimization of a given objective 
function that measures the error between 
Ƒ and , given in (35): 
B(, :) = CD(, :), 
Ƒ(, :)E (35) 
The objective error function given in (35) can be reformulated into (36) via the following 
manner, where each row of matrix FG  contains the 1st and 2nd order products of   and  (the test 
filtered variables) at each stencil point on a 3x3 stencil centered at (, :) at the test filter scale and 
 are the given test stress components at (, :). 
ℎ = HFG IFG + JKL
MN
FG I (36) 
The ℎ coefficients characterize the local, instantaneous state of the turbulence, 
including the extent of nonlinear, nonlocal, nonequilibrium, and other characteristics of the 
turbulence at that point and time. Now, the relation Ƒ characterized by the ℎ coefficients can be 
used to construct 
Ƒ, shown in (37): 

Ƒ = FGℎ (37) 
When the Fluent grid scale and the test filter scale are sufficiently close, the relative 
effect of these characteristics should locally be the same, thus the ℎ coefficients should locally 
be the same as well. This allows for the construction of the average subgrid stresses in (38), 
providing closure autonomically, via the product of the matrix F and the ℎ coefficients. Note that 
the matrix F here contains the 1st and 2nd order products of  and  (the resolved variables) at 
each stencil point on a 3x3 stencil centered at (, :) at the Fluent grid scale. 
Ƒ = Fℎ (38) 
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Similarly to (18), with the construction of the test stresses and average subgrid stresses, 
the Reynolds stresses can be constructed according to (39) via (37) and (38). 

Ƒ =  Ƒ + 
Ƒ (38) 
A key difference between the autonomic closure approach in RANS simulations, opposed 
to the LES simulations where it has shown great promise, is the inhomogeneous nature of the 
turbulent flow and the existence of boundaries in the backward facing step benchmark problem. 
Applying the autonomic closure scheme to a homogeneous turbulent flow without boundary 
conditions allows for the fully general non-parametric relation Ƒ to be applied to the entire flow 
field, i.e. a global approach can be used to formulate the relation from the test filtered variables. 
The internal training data used to construct the relation Ƒ creates a global relation for the 
turbulence structure in the entire flow field, however RANS simulations require the relation Ƒ to be 
formulated at every point in the flow, using internal training data localized for that region. 
To discuss the details of autonomic closure in regards to RANS simulations at a high 
level, first we must characterize the meaning of a training point and the difference between the 
test filter scale and the Fluent grid scale. A training point (, :) simply suggests that a single row 
of the matrix FG  is constructed from all 1st and 2nd order products of   and  (the test filtered 
variables) at each point on the 3x3 stencil centered at (, :) at the test filter scale. Hence, the size 
of the matrix FG  for this 2D case will correspondingly be OI-by-OPQOR, where OI is the number of 
training points, OP is the stencil size and OR is the number of 1st and 2nd order products (also 
termed features, or degrees of freedom). The construction of the matrix F for this 2D case will be 
of the same size, however constructed from all 1st and 2nd order products of  and  (the 
resolved variables) at each stencil point on a 3x3 stencil centered at (, :) at the Fluent grid scale. 
The number of training points for a given (, :) point in the computational domain is left to the 
discretion of the user, as a sufficient amount of training points are required to characterize the 
local turbulence structure, however indefinitely increasing the number of training points proves to 
have diminishing returns. 
28 
 
For the purposes of this 2D case, a 5x5 bounding box was centered at each (, :) point in 
the computational domain, thus yielding 25 training points and 25 corresponding rows in the 
matrices FG  and F. Again, at each of these training points is constructed a 3x3 stencil at the 
respective scale for that matrix (whether it be the test filter scale or the Fluent grid scale). 
Intuitively, it should make sense that all points in the computational domain have the capability to 
serve as training points, apart from the boundary points themselves and points located near 
enough to the boundaries that the 3x3 stencil for that point would not be self-contained in the 
computational domain. Note that the actual number of indices in proximity to the boundary for 
which autonomic closure can be performed varies as a function of the stencil size, training point 
bounding box size and filter scale as a function of the step height. 
The results of the autonomic closure scheme as applied to the entire computational 
domain for the backward facing step RANS simulation benchmark are presented in Figs. 11-13: 
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Figure 11. Contour Plots of S!!, S!!
Ƒ, T!! and T!!
Ƒ. 
  
30 
 
 
 
Figure 12. Contour Plots of S!", S!"
Ƒ, T!" and T!"
Ƒ. 
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Figure 13. Contour Plots of S"", S""
Ƒ, T"" and T""
Ƒ. 
 
 Primary observations indicate that the relation characterized by the ℎ coefficients 
accurately represents the test stress fields in terms of the test filtered variables, seen by the 
relationship between  and Ƒ in Figs. 11-13. It is also evident from Figs. 11 and 12 that the 
general trends of the  and  test stresses correspond to the structural trends observed in the 
 and  Reynolds stresses. The correlations observed in Fig. 13 are much less prevalent, 
which could be attributed to the sharp gradients observed in the V-velocity field in the region 
immediately following the step. When performing test filtering, a box average is used to capture 
the “local” average at every point in the computational domain. This box averaging effectively 
“smears” the original Fluent fields, and in doing so, allows these sharp gradients to further 
propagate from the boundaries to the interior regions. Observing Figs. 11-13, the regions with the 
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highest test stresses all occur immediately following the step, however the Fluent Reynolds 
stresses show the highest turbulent stress values occurring near the center of the recirculation 
zone for the  and  fields. This leads to further speculation that the sharp gradients at the 
boundaries may affect the construction of the test stress fields that serve as the inputs to the 
autonomic closure scheme, thus explaining the clear differences between the  test stress fields 
and the  Reynolds stress field output by Fluent. 
 With this point aside, concern still resides pertaining to the proportionality constant from 
(25), which for the results given in Figs. 11-13 was set to 30. Ideally, for the autonomic closure 
approach to be fully adaptable to RANS simulations, the need for a user-defined proportionality 
constant removes the sense of autonomy from the scheme. 
 IV. Conclusions and Future Work 
From the results of a priori testing of the autonomic closure method applied to the 
backward facing step benchmark RANS simulation, it is possible that the sharp gradients at the 
boundaries may potentially affect the construction of the test stress fields that serve as the inputs 
to the autonomic closure scheme when analyzing the full computational domain. These sharp 
gradients result in rapid changes in the order of magnitude of the filtered variables as the 
boundaries propagate towards the interior of the flow when performing box averaging. Further 
adaptations of the approach will seek to tune the local, instantaneous and optimal proportionality 
constant to reestablish the autonomy of the approach and further remedy any inconsistencies 
between the autonomic closure fields and the Fluent fields. 
Future work should consider how autonomic closure can be adapted to the near-wall 
region of this Fluent test case, namely at distances from the walls that correspond to 0 < y+ < 
100, namely in the log-layer, the buffer layer, and the viscous sublayer. This near-wall region is 
especially difficult for turbulence models, and likely poses the most difficult in testing of autonomic 
closure. Findings from this analysis provide the framework for further projects and insights into 
the implementation of autonomic closure in RANS simulations. 
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APPENDIX A 
COMPLETE MATLAB CODE 
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%Rick Ahlf - Dr. Werner Dahm 
%Autonomic Closure in RANS Simulations 
%Arizona State University 
  
%% Import Data 
  
clc, close all, clear all 
  
%Load ANSYS FLUENT solution data file 
FLUENT = load('Backward_Facing_Step'); 
x = FLUENT(:,2); 
y = FLUENT(:,3); 
press = FLUENT(:,8); 
x_vel = FLUENT(:,9); 
y_vel = FLUENT(:,10); 
uu_stress = FLUENT(:,12); 
vv_stress = FLUENT(:,13); 
uv_stress = FLUENT(:,15); 
  
%% Implement Regular Grid Spacing 
  
step_y = 0.06; %step height 
step_x = 0.4; %step length 
r_grid = 15; %grid spacing ratio 
ds = step_y/r_grid; %set delta to a fraction of the step height 
  
x_grid = min(x(:)):ds:max(x(:)); 
y_grid = min(y(:)):ds:max(y(:)); 
  
F1 = scatteredInterpolant(x,y,x_vel,'natural'); 
F2 = scatteredInterpolant(x,y,y_vel,'natural'); 
F3 = scatteredInterpolant(x,y,press,'natural'); 
F4 = scatteredInterpolant(x,y,uu_stress,'natural'); 
F5 = scatteredInterpolant(x,y,vv_stress,'natural'); 
F6 = scatteredInterpolant(x,y,uv_stress,'natural'); 
for i=1:length(y_grid) 
    for j=1:length(x_grid) 
        if y_grid(i)<step_y&&x_grid(j)<step_x 
            u_bar(i,j) = NaN; 
            v_bar(i,j) = NaN; 
            p_bar(i,j) = NaN; 
            tau_uu(i,j) = NaN; 
            tau_vv(i,j) = NaN; 
            tau_uv(i,j) = NaN; 
        else 
            u_bar(i,j) = F1(x_grid(j),y_grid(i)); 
            v_bar(i,j) = F2(x_grid(j),y_grid(i)); 
            p_bar(i,j) = F3(x_grid(j),y_grid(i)); 
            tau_uu(i,j) = F4(x_grid(j),y_grid(i)); 
            tau_vv(i,j) = F5(x_grid(j),y_grid(i)); 
            tau_uv(i,j) = F6(x_grid(j),y_grid(i)); 
        end 
    end 
end 
  
clearvars F1 F2 F3 F4 F5 F6 FLUENT press x_vel y_vel uu_stress vv_stress 
uv_stress 
  
%% Form Test Stress Fields 
  
r_filter = 2; %input('Enter box filter ratio \n'); 
delta_tilde = 0.005*r_filter; %uniform filter 
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uu_bar = u_bar.^2; %product of u and u 
uv_bar = u_bar.*v_bar; %product of u and v 
vv_bar = v_bar.^2; %product of v and v 
  
for i = 1:length(y_grid) %rows 
    for j = 1:length(x_grid) %columns 
        %Define box coordinates at each regular grid point 
        xq_l(i,j) = x_grid(j)-delta_tilde/2; xq_u(i,j) = 
x_grid(j)+delta_tilde/2; 
        yq_l(i,j) = y_grid(i)-delta_tilde/2; yq_u(i,j) = 
y_grid(i)+delta_tilde/2; 
        %Find regular grid coordinates captured by box 
        idx1 = find(x_grid>xq_l(i,j)&x_grid<xq_u(i,j)); 
        idx2 = find(y_grid>yq_l(i,j)&y_grid<yq_u(i,j)); 
        %Average values of captured coordinates 
        u_values = u_bar(idx2,idx1); u_tilde(i,j) = nanmean(u_values(:)); 
        v_values = v_bar(idx2,idx1); v_tilde(i,j) = nanmean(v_values(:)); 
        p_values = p_bar(idx2,idx1); p_tilde(i,j) = nanmean(p_values(:)); 
        uu_values = uu_bar(idx2,idx1); uu_tilde(i,j) = nanmean(uu_values(:)); 
        vv_values = vv_bar(idx2,idx1); vv_tilde(i,j) = nanmean(vv_values(:)); 
        uv_values = uv_bar(idx2,idx1); uv_tilde(i,j) = nanmean(uv_values(:)); 
        clearvars u_values v_values p_values uu_values vv_values uv_values 
    end 
end 
  
T_uu = uu_tilde-u_tilde.*u_tilde; 
T_uv = uv_tilde-u_tilde.*v_tilde; 
T_vv = vv_tilde-v_tilde.*v_tilde; 
clearvars -except u_tilde v_tilde p_tilde T_uu T_vv T_uv... 
    tau_uu tau_vv tau_uv p_bar u_bar v_bar x_grid y_grid 
         
figure(1); z = pcolor(x_grid,y_grid,T_uu); colorbar; colormap('jet'); 
xlim([0,2]); 
title('$T_{uu}$','Interpreter','Latex'); grid on; set(z,'EdgeColor','none'); 
ylim([-1,1]); 
           
figure(2); z = pcolor(x_grid,y_grid,T_uv); colorbar; colormap('jet'); 
xlim([0,2]); 
title('$T_{uv}$','Interpreter','Latex'); grid on; set(z,'EdgeColor','none'); 
ylim([-1,1]); 
  
figure(3); z = pcolor(x_grid,y_grid,T_vv); colorbar; colormap('jet'); 
xlim([0,2]); 
title('$T_{vv}$','Interpreter','Latex'); grid on; set(z,'EdgeColor','none'); 
ylim([-1,1]); 
  
figure(4); z = pcolor(x_grid,y_grid,tau_uu); colorbar; colormap('jet'); 
xlim([0,2]); 
title('$\tau_{uu}$','Interpreter','Latex'); grid on; set(z,'EdgeColor','none'); 
ylim([-1,1]); 
          
figure(5); z = pcolor(x_grid,y_grid,tau_uv); colorbar; colormap('jet'); 
xlim([0,2]); 
title('$\tau_{uv}$','Interpreter','Latex'); grid on; set(z,'EdgeColor','none'); 
ylim([-1,1]); 
  
figure(6); z = pcolor(x_grid,y_grid,tau_vv); colorbar; colormap('jet'); 
xlim([0,2]); 
title('$\tau_{vv}$','Interpreter','Latex'); grid on; set(z,'EdgeColor','none'); 
ylim([-1,1]); 
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%Rick Ahlf - Dr. Werner Dahm 
%Autonomic Closure in RANS Simulations 
%Arizona State University 
  
%-----Methodology----- 
%Step 1 - Identify Training Pts for Local Formulation 
%Step 2 - Visit Each Training Pt and Obtain T_ij and Construct 3x3 Stencil at 
Test Scale 
%Step 3 - At Each Stencil Point Obtain 1st and 2nd Order u,v,p Products 
%Step 4 - Construct A and B Matrices and Regularize A Matrix 
%Step 5 - Solve Inverse Problem AX=B to Obtain h_ij Coefficients 
  
%% Part 1 
  
%Create 3D matrix that contains all possible training point data, i.e. each 
%(i,j) point in the domain will have a row in the third dimension (k) that 
%contains the 1st and 2nd order products of the u, v and p filtered data 
%for all points in the 3x3 stencil centered at that (i,j) domain point 
  
%Note - Requires that u_tilde, v_tilde and p_tilde of desired filter ratio 
%are saved as workspace variables 
%Note - Do not use boundary points as training points 
  
clc, clear all 
  
r_grid = 15; %grid spacing ratio 
step_h = 0.06; %y_coord of step (step height) 
step_l = 0.4; %x_coord of step (step length) 
ds = step_h/r_grid; %grid spacing 
r = 2; %test filter scale 
  
x_grid = 0:ds:2; %define regular x grid 
y_grid = 0:ds:.2; %define regular y grid 
load('u_tilde'); u = u_tilde; %load filtered x velocity field 
load('v_tilde'); v = v_tilde; %load filtered y velocity field 
load('p_tilde'); p = p_tilde; %load filtered static pressure field 
N = 3*3; %stencil size (3x3) 
DOF = 9; %number of features (u,v,p,uu,vv,pp,up,vp,uv) 
idy = find(y_grid(:)==step_h); %see note 1 
idx = find(x_grid(:)==step_l); %see note 1 
  
%Assemble all possible training pt data 
TP_data = NaN(length(y_grid),length(x_grid),N*DOF); %initialize training pts 
data vector 
for i = 3:length(y_grid)-2 
    for j = 3:length(x_grid)-2 
        if i<(idy+2) && j<(idx+2) 
            TP_data(i,j,:) = NaN; 
        else 
            %Start at upper left stencil point and work left to right and 
            %row by row to assemble 1st and 2nd order products for 
            %respective training pt 
            TP_data(i,j,1:9) = [u(i-r,j+r) v(i-r,j+r) p(i-r,j+r) ... 
                u(i-r,j+r)*u(i-r,j+r) v(i-r,j+r)*v(i-r,j+r) p(i-r,j+r)*p(i-
r,j+r)... 
                u(i-r,j+r)*p(i-r,j+r) v(i-r,j+r)*p(i-r,j+r) u(i-r,j+r)*v(i-
r,j+r)]; 
            TP_data(i,j,10:18) = [u(i,j+r) v(i,j+r) p(i,j+r) ... 
                u(i,j+r)*u(i,j+r) v(i,j+r)*v(i,j+r) p(i,j+r)*p(i,j+r)... 
                u(i,j+r)*p(i,j+r) v(i,j+r)*p(i,j+r) u(i,j+r)*v(i,j+r)]; 
            TP_data(i,j,19:27) = [u(i+r,j+r) v(i+r,j+r) p(i+r,j+r) ... 
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                u(i+r,j+r)*u(i+r,j+r) v(i+r,j+r)*v(i+r,j+r) 
p(i+r,j+r)*p(i+r,j+r)... 
                u(i+r,j+r)*p(i+r,j+r) v(i+r,j+r)*p(i+r,j+r) 
u(i+r,j+r)*v(i+r,j+r)]; 
            TP_data(i,j,28:36) = [u(i-r,j) v(i-r,j) p(i-r,j) ... 
                u(i-r,j)*u(i-r,j) v(i-r,j)*v(i-r,j) p(i-r,j)*p(i-r,j)... 
                u(i-r,j)*p(i-r,j) v(i-r,j)*p(i-r,j) u(i-r,j)*v(i-r,j)]; 
            TP_data(i,j,37:45) = [u(i,j) v(i,j) p(i,j) ... 
                u(i,j)*u(i,j) v(i,j)*v(i,j) p(i,j)*p(i,j)... 
                u(i,j)*p(i,j) v(i,j)*p(i,j) u(i,j)*v(i,j)]; 
            TP_data(i,j,46:54) = [u(i+r,j) v(i+r,j) p(i+r,j) ... 
                u(i+r,j)*u(i+r,j) v(i+r,j)*v(i+r,j) p(i+r,j)*p(i+r,j)... 
                u(i+r,j)*p(i+r,j) v(i+r,j)*p(i+r,j) u(i+r,j)*v(i+r,j)]; 
            TP_data(i,j,55:63) = [u(i-r,j-r) v(i-r,j-r) p(i-r,j-r) ... 
                u(i-r,j-r)*u(i-r,j-r) v(i-r,j-r)*v(i-r,j-r) p(i-r,j-r)*p(i-r,j-
r)... 
                u(i-r,j-r)*p(i-r,j-r) v(i-r,j-r)*p(i-r,j-r) u(i-r,j-r)*v(i-r,j-
r)]; 
            TP_data(i,j,64:72) = [u(i,j-r) v(i,j-r) p(i,j-r) ... 
                u(i,j-r)*u(i,j-r) v(i,j-r)*v(i,j-r) p(i,j-r)*p(i,j-r)... 
                u(i,j-r)*p(i,j-r) v(i,j-r)*p(i,j-r) u(i,j-r)*v(i,j-r)]; 
            TP_data(i,j,73:81) = [u(i+r,j-r) v(i+r,j-r) p(i+r,j-r) ... 
                u(i+r,j-r)*u(i+r,j-r) v(i+r,j-r)*v(i+r,j-r) p(i+r,j-r)*p(i+r,j-
r)... 
                u(i+r,j-r)*p(i+r,j-r) v(i+r,j-r)*p(i+r,j-r) u(i+r,j-r)*v(i+r,j-
r)]; 
        end 
    end 
end 
  
clearvars -except N DOF r TP_data x_grid y_grid idy idx 
  
%% Part 2 
  
%Create local bounding box around each (i,j) domain point with side length 
%5 to capture 25 training pts (currently only solving interior points) 
  
%Note - Requires that T_uu, T_vv and T_uv are saved as workspace variables 
%Note - 3x3 stencil --> 9 stencil pts --> 9 features each 
%Note - Loop cycles through all rows for a given column prior to next 
  
%Load test stresses 
load('T_uu'); Tuu = T_uu; 
load('T_uv'); Tuv = T_uv; 
load('T_vv'); Tvv = T_vv; 
clearvars T_uu T_uv T_vv 
  
m = 5; %side length of local bounding box 
M = m^2; %number of training pts 
h = NaN(length(y_grid),length(x_grid),N*DOF,3); %Volterra series coefficients 
  
%Extract 1st & 2nd order products for TP's in local bounding box 
for i = 1+(m+1):length(y_grid)-(m+1) 
    for j = 1+(m+1):length(x_grid)-(m+1) 
        if i<(idy+(m+1)) && j<(idx+(m+1)) 
            h(i,j,:,:) = NaN(N*DOF,3); 
        else 
            %Define local bounding box (5x5) 
            idX = (j-(m-1):2:j+(m-1)); 
            idY = (i-(m-1):2:i+(m-1)); 
            %Construct features matrix (A) 
            A = reshape(TP_data(idY,idX,:),[M,N*DOF]); 
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            %Construct test stress matrix (B) 
            T_uu = Tuu(idY,idX); T_uv = Tuv(idY,idX); T_vv = Tvv(idY,idX); 
            T = [T_uu(:) T_uv(:) T_vv(:)]; 
            clearvars T_uu T_uv T_vv 
            %Solve inverse problem for Volterra series coefficients 
            h(i,j,:,:) = (A'*A+eye(size(A'*A)))\A'*T; %Tikhonov regularization 
        end 
    end 
end 
  
clearvars -except N DOF x_grid y_grid idy idx m M h TP_data Tuu Tvv Tuv 
  
%% Part 3 
  
%Solve for T_ij_F and tau_ij_F matrices 
  
load('u_bar'); u_ = u_bar; %load true x velocity field 
load('v_bar'); v_ = v_bar; %load true y velocity field 
load('p_bar'); p_ = p_bar; %load true pressure field 
load('tau_uu'); tau_uu_ = tau_uu; %load true uu stress field 
load('tau_uv'); tau_uv_ = tau_uv; %load true uv stress field 
load('tau_vv'); tau_vv_ = tau_vv; %load true vv stress field 
clearvars u_bar v_bar p_bar tau_uu tau_uv tau_vv 
  
%Assemble true 1st and 2nd order products for each (i,j) domain point 
TRUE = NaN(length(y_grid),length(x_grid),N*DOF); %initialize training pts data 
vector 
for i = 2:length(y_grid)-1 
    for j = 2:length(x_grid)-1 
        if i<(idy+1) && j<(idx+1) 
            TRUE(i,j,:) = NaN; 
        else 
            %Start at upper left stencil point and work left to right and 
            %row by row to assemble true 1st and 2nd order products 
            TRUE(i,j,1:9) = [u_(i-1,j+1) v_(i-1,j+1) p_(i-1,j+1) ... 
                u_(i-1,j+1)*u_(i-1,j+1) v_(i-1,j+1)*v_(i-1,j+1) p_(i-
1,j+1)*p_(i-1,j+1)... 
                u_(i-1,j+1)*p_(i-1,j+1) v_(i-1,j+1)*p_(i-1,j+1) u_(i-
1,j+1)*v_(i-1,j+1)]; 
            TRUE(i,j,10:18) = [u_(i,j+1) v_(i,j+1) p_(i,j+1) ... 
                u_(i,j+1)*u_(i,j+1) v_(i,j+1)*v_(i,j+1) p_(i,j+1)*p_(i,j+1)... 
                u_(i,j+1)*p_(i,j+1) v_(i,j+1)*p_(i,j+1) u_(i,j+1)*v_(i,j+1)]; 
            TRUE(i,j,19:27) = [u_(i+1,j+1) v_(i+1,j+1) p_(i+1,j+1) ... 
                u_(i+1,j+1)*u_(i+1,j+1) v_(i+1,j+1)*v_(i+1,j+1) 
p_(i+1,j+1)*p_(i+1,j+1)... 
                u_(i+1,j+1)*p_(i+1,j+1) v_(i+1,j+1)*p_(i+1,j+1) 
u_(i+1,j+1)*v_(i+1,j+1)]; 
            TRUE(i,j,28:36) = [u_(i-1,j) v_(i-1,j) p_(i-1,j) ... 
                u_(i-1,j)*u_(i-1,j) v_(i-1,j)*v_(i-1,j) p_(i-1,j)*p_(i-1,j)... 
                u_(i-1,j)*p_(i-1,j) v_(i-1,j)*p_(i-1,j) u_(i-1,j)*v_(i-1,j)]; 
            TRUE(i,j,37:45) = [u_(i,j) v_(i,j) p_(i,j) ... 
                u_(i,j)*u_(i,j) v_(i,j)*v_(i,j) p_(i,j)*p_(i,j)... 
                u_(i,j)*p_(i,j) v_(i,j)*p_(i,j) u_(i,j)*v_(i,j)]; 
            TRUE(i,j,46:54) = [u_(i+1,j) v_(i+1,j) p_(i+1,j) ... 
                u_(i+1,j)*u_(i+1,j) v_(i+1,j)*v_(i+1,j) p_(i+1,j)*p_(i+1,j)... 
                u_(i+1,j)*p_(i+1,j) v_(i+1,j)*p_(i+1,j) u_(i+1,j)*v_(i+1,j)]; 
            TRUE(i,j,55:63) = [u_(i-1,j-1) v_(i-1,j-1) p_(i-1,j-1) ... 
                u_(i-1,j-1)*u_(i-1,j-1) v_(i-1,j-1)*v_(i-1,j-1) p_(i-1,j-
1)*p_(i-1,j-1)... 
                u_(i-1,j-1)*p_(i-1,j-1) v_(i-1,j-1)*p_(i-1,j-1) u_(i-1,j-
1)*v_(i-1,j-1)]; 
            TRUE(i,j,64:72) = [u_(i,j-1) v_(i,j-1) p_(i,j-1) ... 
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                u_(i,j-1)*u_(i,j-1) v_(i,j-1)*v_(i,j-1) p_(i,j-1)*p_(i,j-1)... 
                u_(i,j-1)*p_(i,j-1) v_(i,j-1)*p_(i,j-1) u_(i,j-1)*v_(i,j-1)]; 
            TRUE(i,j,73:81) = [u_(i+1,j-1) v_(i+1,j-1) p_(i+1,j-1) ... 
                u_(i+1,j-1)*u_(i+1,j-1) v_(i+1,j-1)*v_(i+1,j-1) p_(i+1,j-
1)*p_(i+1,j-1)... 
                u_(i+1,j-1)*p_(i+1,j-1) v_(i+1,j-1)*p_(i+1,j-1) u_(i+1,j-
1)*v_(i+1,j-1)]; 
        end 
    end 
end 
  
T_F = NaN(length(y_grid),length(x_grid),3); %initialize T_ij_F 
tau_F = NaN(length(y_grid),length(x_grid),3); %initialize tau_ij_F 
for i = 1+(m+1):length(y_grid)-(m+1) 
    for j = 1+(m+1):length(x_grid)-(m+1) 
        if i<(idy+(m+1)) && j<(idx+(m+1)) 
            T_F(i,j,:) = NaN(1,3); 
            tau_F(i,j,:) = NaN(1,3); 
        else 
            %Construct V matrix and gather h_ij coefficients 
            V_T = reshape(TP_data(i,j,:),[1,N*DOF]); 
            V_tau = reshape(TRUE(i,j,:),[1,N*DOF]); 
            h_ij = reshape(h(i,j,:,:),[N*DOF,3]); 
            %Solve for T_ij_F and tau_ij_F 
            T_F(i,j,:) = V_T*h_ij; 
            tau_F(i,j,:) = V_tau*h_ij; 
        end 
    end 
end 
  
%Construct Reynolds Stresses (R_ij) 
R_uu = Tuu+tau_F(:,:,1); 
R_uv = Tuv+tau_F(:,:,2); 
R_vv = Tvv+tau_F(:,:,3); 
  
clearvars -except x_grid y_grid T_F tau_F tau_uu_ tau_uv_ tau_vv_ Tuu Tuv Tvv 
TRUE TP_data R_uu R_uv R_vv 
  
%% Part 4 
  
%Generate plots 
  
%T_uu, T_uu_F, R_uu, R_uu_F 
figure(1); z = pcolor(x_grid,y_grid,Tuu); colorbar; colormap('jet'); 
caxis([0,0.01]); 
title('$T_{uu}$','Interpreter','Latex'); grid on; set(z,'EdgeColor','none'); 
ylim([-1,1]); 
  
figure(2); z = pcolor(x_grid,y_grid,T_F(:,:,1)); colorbar; colormap('jet'); 
caxis([0,0.01]); 
title('$T_{uu}^F$','Interpreter','Latex'); grid on; set(z,'EdgeColor','none'); 
ylim([-1,1]); 
  
figure(3); z = pcolor(x_grid,y_grid,tau_uu_); colorbar; colormap('jet'); 
caxis([0,0.23]); 
title('$R_{uu}$','Interpreter','Latex'); grid on; set(z,'EdgeColor','none'); 
ylim([-1,1]); 
  
figure(4); z = pcolor(x_grid,y_grid,R_uu); colorbar; colormap('jet'); 
caxis([0,0.23]); 
title('$R_{uu}^F$','Interpreter','Latex'); grid on; set(z,'EdgeColor','none'); 
ylim([-1,1]); 
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%T_uv, T_uv_F, R_uv, R_uv_F 
figure(5); z = pcolor(x_grid,y_grid,Tuv); colorbar; colormap('jet'); caxis([-
.002,.0001]); 
title('$T_{uv}$','Interpreter','Latex'); grid on; set(z,'EdgeColor','none'); 
ylim([-1,1]); 
  
figure(6); z = pcolor(x_grid,y_grid,T_F(:,:,2)); colorbar; colormap('jet'); 
caxis([-.002,.0001]); 
title('$T_{uv}^F$','Interpreter','Latex'); grid on; set(z,'EdgeColor','none'); 
ylim([-1,1]); 
  
figure(7); z = pcolor(x_grid,y_grid,tau_uv_); colorbar; colormap('jet'); 
caxis([-.08,.02]); 
title('$R_{uv}$','Interpreter','Latex'); grid on; set(z,'EdgeColor','none'); 
ylim([-1,1]); 
  
figure(8); z = pcolor(x_grid,y_grid,R_uv); colorbar; colormap('jet'); caxis([-
.08,.02]); 
title('$R_{uv}^F$','Interpreter','Latex'); grid on; set(z,'EdgeColor','none'); 
ylim([-1,1]); 
  
%T_vv, T_vv_F, R_vv, R_vv_F 
figure(9); z = pcolor(x_grid,y_grid,Tvv); colorbar; colormap('jet'); 
caxis([0,.00005]); 
title('$T_{vv}$','Interpreter','Latex'); grid on; set(z,'EdgeColor','none'); 
ylim([-1,1]); 
  
figure(10); z = pcolor(x_grid,y_grid,T_F(:,:,3)); colorbar; colormap('jet'); 
caxis([0,.00005]); 
title('$T_{vv}^F$','Interpreter','Latex'); grid on; set(z,'EdgeColor','none'); 
ylim([-1,1]); 
  
figure(11); z = pcolor(x_grid,y_grid,tau_vv_); colorbar; colormap('jet'); 
caxis([0,.09]); 
title('$R_{vv}$','Interpreter','Latex'); grid on; set(z,'EdgeColor','none'); 
ylim([-1,1]); 
  
figure(12); z = pcolor(x_grid,y_grid,R_vv); colorbar; colormap('jet'); 
caxis([0,.09]); 
title('$R_{vv}^F$','Interpreter','Latex'); grid on; set(z,'EdgeColor','none'); 
ylim([-1,1]);  
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APPENDIX B 
BACKWARD FACING STEP SETUP 
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Download/Install: A free version of ANSYS Student is available for download at the following link 
w/ detailed installation instructions: http://www.ansys.com/products/academic/ansys-student 
New Project: The software will be saved as Workbench 17.1 on your computer. Upon launching 
the program, the toolbar on the left will include various analysis systems. Click and drag the 
system titled “Fluid Flow (Fluent)” onto the project schematic workspace and name it whatever 
you like. 
Creating Geometry: Refer to the section on creating zonal geometry after reading through this 
section before creating any geometry. Double click the Geometry tab to launch the separate 
Design Modeler window. To begin creating our geometry, click on the Z axis from the coordinate 
axes in the lower right hand corner so we can sketch on the XY plane. Now click on the Sketching 
tab in the left pane to show our sketching tools. The simple backward facing step geometry can 
easily be constructed using lines. Dimensions can be applied to the lines by accessing the 
Dimensions sub-tab from the sketching pane. These dimensions can be changed in the lower left 
hand pane and will be titled “V1”, “V2”, “H1”, “H2”, etc. Tools for “zoom to fit” and the like are 
located on the uppermost toolbar. Your geometry should look similar to the one below: 
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Create 2D Surface: After dimensioning your sketch, return to the feature tree by clicking on the 
Modeling tab. From the upper left hand corner, click Concept > Surface from Sketches. Now click 
on Sketch1 in your feature tree and then Apply in the lower left hand pane. Now click the 
Generate button to create the surface. 
Creating Zonal Geometry: To create zonal geometry for the implementation of zonal meshing, 
adhere to the following steps. First, create a single sketch for the inlet area ONLY (Zone 1) and 
then follow the previous steps to create a surface from this sketch ONLY. Be sure to dimension 
your sketches as you go. Once this surface has been created, navigate to Tools > Freeze. This 
will insert a Freeze feature into the feature tree. Now create a new sketch (icon for this is located 
just to the left of the Generate icon), and draw Zone 3 (Zone 2 will be drawn third) beginning at 
the step and extending downstream for the top half of the computational domain (above the 
recirculation zone region, as we will create another zone that represents the top half of the 
computational domain far downstream past the recirculation zone). After finishing this sketch, 
create another surface from this sketch ONLY. You will now observe that you have 2 Parts, 2 
Bodies. Insert another Freeze feature and continue creating new sketches, creating surfaces from 
these sketches and inserting freeze features until your five zones have been created. Once you 
have completed these steps, you should now observe 5 Parts, 5 Bodies in your feature tree and 
your geometry should appear similar to below: 
 
Zone 1   Zone 2  Zone 3   Zone 4  Zone 5 
Finally, expand the 5 Parts, 5 Bodies feature in the feature tree and select all surface bodies, 
right-click and Form New Part. 
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Named Selections: We will now want to apply names to our boundaries to easily apply boundary 
conditions for the actual FLUENT simulation. Change your selection filter to Edges by clicking on 
the second of the four green boxes at the top of the window. Now, one at a time, select an edge 
and then right-click to show a menu where you can click Named Selection. In the lower left hand 
pane, click apply and then rename the feature to a name that identifies whichever bound you are 
working with. After renaming, click generate after each (you should see the lightning bolt symbol 
change to a green check mark in the feature tree). You should have six named selections (there 
will be more if you choose to proceed with the zonal geometry) after completing these steps: 
bottom, top, inlet, outlet, step_h and step_v (where ‘h’ denoted horizontal and ‘v’ denotes 
vertical). After completing these steps, simply close the Design Modeler to return to the 
workbench. 
Mesh (Not Zonal): Double click on the Mesh tab to launch the separate Meshing window. Again, 
click on the Z axis to orient the surface perspective normal to the XY plane. Now click on Mesh in 
the feature tree and then Update. You will notice if you click on Mesh again, the resulting mesh is 
extremely coarse. To refine this mesh, right-click on Mesh and then choose Insert > Method. 
Click on the surface face and then Apply (you may or may not need to change your selection filter 
prior to clicking on the surface). Under Method in the lower left hand pane, select either 
Quadrilateral Dominant or Triangles (depends on which mesh type you are testing). Now, click on 
Mesh in the feature tree and expand the Sizing tab in the lower left hand pane. Change the Max 
Face Size to 0.01 and then click Update. Thus, clicking on Mesh in the feature tree will show a 
much finer mesh. Changing the element size here is a quick way to shift your mesh from 
extremely coarse to extremely fine (avoid setting the element size much smaller than 0.005, as 
this can lead to very high mesh generation times). Feel free to play around with the other 
meshing features, but note that sharp changes in mesh resolution can generate incorrect flow 
characteristics when passed to the FLUENT solver. Close the Meshing window to return to the 
workbench. 
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Zonal Mesh: Double click on the Mesh tab to launch the separate Meshing window. Again, click 
on the Z axis to orient the surface perspective normal to the XY plane. Now click on Mesh in the 
feature tree and then Update. You will notice if you click on Mesh again, the resulting mesh is 
extremely coarse. Click on Mesh in the feature tree and expand the Sizing tab in the lower left 
hand pane. Changing the Max Face Size here will allow you to shift between a coarse, medium or 
fine mesh. Max Face Size for your coarse mesh should be set to 0.5, medium mesh should be 
set to 0.25 and fine mesh should be set to 0.125. Once you have changed this value, click 
update. This will apply a uniform mesh across the entire computational domain. If you 
accidentally change this value to a very small value and the meshing continues to run endlessly, 
hit Stop and return to the Max Face Size setting, type 0 and hit Enter to return to the default. To 
change the mesh resolution of specific zones of the computational domain, ensure that your 
selection filter is set to Face and then right-click on Mesh in the feature tree and Insert > Sizing 
(change the Element Size in the settings window pane - 0.5 is a good starting point). Feel free to 
play around with these meshing options, but note they will likely result in distorted quadrilaterals 
near the internal boundaries to compensate for the differences in mesh resolution. 
Solver: Double click on the Setup tab and click Ok when the setup window pops up. Now 
FLUENT will load the geometry and corresponding mesh from the previous steps. Leave the 
General settings as their default settings, then move to the Models tab and double-click on 
Viscous to launch the following window to change the turbulence model: 
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Next, navigate to the Boundary Conditions tab and observe that your named selections have 
been imported. Ensure that the following are set to wall: top, bottom, step_h and step_v. All 
internal boundaries of your sketches should also be defaulted to internal boundaries. Specify the 
inlet as a velocity-inlet and click Edit to change Velocity Magnitude to 2.2 m/s. Leave the outlet 
specified as a pressure-outlet. Navigate to Reference Values and choose inlet from the drop-
down menu for Compute from. Now navigate to Solution Initialization and change to Standard 
Initialization and again compute from the inlet. Click on Initialize. Finally, navigate to the Run 
Calculation tab, change the number of iterations to 1000 and click Calculate. If your solution does 
not converge after 1000 iterations (if you decide to modify your mesh to something finer, this may 
occur) then click Calculate again and the solution will begin to iterate from the end of your 
previous 1000 iterations. 
Results: After the solution converges, navigate to the Graphics tab and click on Contours and 
then Set Up. From this window, you can observe the contours of static pressure (keep in mind 
this is gauge pressure, not absolute pressure), x-velocity, y-velocity, Reynolds stresses and other 
turbulence parameters of interest. Feel free to check the box in the upper left hand corner for 
Filled contour plots or change the number of levels from the default of 20. 
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Custom Fields: To generate a custom field, click on the User-Defined tab at the top of the 
window and then click on Custom… to open the Custom Field Function Calculator. Here you can 
define various custom functions that are dependent on other pre-defined fields such as static 
pressure or velocities. Once you have defined a custom field function, it will become available in 
the Contours window for plotting. 
Exporting: To export data from FLUENT, click on File > Export > Solution Data… to launch the 
Export window. Change the file type ASCII (typically the most convenient for post-processing in 
Matlab) and then select the fields to export on the right-hand side of the window under Quantities 
(notice that your custom fields will be available to select here as well). The exported file will store 
the data for a specific field in its own column, where the 1st-3rd columns of the file are the node 
number, x-coordinate and y-coordinate, respectively. As an artifact of the meshing algorithm for 
ANSYS, the exported data will have no rhyme or reason in regards to the order of the points (i.e. 
the first point may be in the upper left of the domain, and the second point may be located 
somewhere in the interior of the domain far downstream). To combat this issue, look into the 
documentation for the scatteredInterpolant() Matlab function. 
