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Abstract
The introductory chapters of this thesis contains an explanation to the methods
and basic theory of the molecular dynamics approach. Together with the ap-
pendix section, in which a step by step tutorial how to set up and run basic
simulations using the gromacs software is presented, this thesis can serve as an
introductory aid in performing molecular dynamics simulations. In the research
portion of this thesis, I provide several uses for the molecular dynamics approach
applied to the biocide chlorhexidine as well as the study of membranes, including
a mimic of the bacteria membrane of Pseudomonas Aeruginosa PA01.
The motivation for this research was previous work done in our lab which
determined that chlorhexidine has a high affinity for DMPC and found the depth
at which it resides in a model DMPC membrane. From this information, an all-
atom representation of chlorhexidine was made, which was proven to reproduce
the experimental results. While we learned much about chlorhexidine in a model
DMPC membrane, this study lacked the destruction of the membrane as well
as the study of chlorhexidine in a biologically relevant membrane. For these
reasons coarse grained versions of the all-atom chlorhexidine models as well as
a new lipopolysaccharide molecule was created. With the coarse grained model
of chlorhexidine and the ability to create a bacterial membrane mimic, the study
Abstract iii
of chlorhexidine and other antibacterial agents can be further studied.
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Chapter 1
Introduction
1.1 Molecular Dynamic (MD) Simulations
Molecular dynamic (MD) simulations are a set of computational methods used
in the study of the motion of atoms and molecules based on the laws of physics.
MD is founded on classical newtonian mechanics, allowing the atoms to interact
for a set period of time, leading to the evolution of the system.
The method of MD was first published in 1959 [1], in which MD simula-
tions were used to observe elastic collisions of 500 hard sphere particles. The
method was created as an alternative to Monte Carlo simulations. The Monte
Carlo method uses an algorithm which chooses movements which lower the en-
ergy taking steps which are chosen randomly rather than using equations of
motion. This constricts its area of research to study equilibrium states only. The
MD study by Alder and Wainwright [1] was different in that it was capable of
studying relaxation phenomena and transport properties. They reported great
success in their ability to produce reasonable results however, they noted some
fundamental limitations to the method. Firstly, the memory of their best comput-
ers could only handle up to 500 particles at a time. Secondly they note a more
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fundamental flaw that even without any memory limitations, the MD method is
limited in the amount of time necessary to run the simulations. To analytically
solve the equations of motion a time step must be small enough to capture the
fastest motion being simulated. In the cast of most molecular structures, the vi-
bration of the hydrogen atomic bonds have the fastest motion requiring a step
of approximately 1 fs. This leads to a large number of calculations that must be
carried out in a simulation. For their system of 500 particles they require “a half
hour to achieve an average of one collision per particle”.
Since the first appearance of MD in 1959, there have been huge advances in
computational power, thus increasing the ability of MD simulations. However,
even though computers can now perform calculations much faster, there is still
no resolution to the necessity of a large number of small time step iterations.
Current atomistic simulations take time steps on the order of 1 fs [2–4], meaning
an order of 1015 steps must be taken in order to simulate even one second, which
is currently not computationally feasible.
Currently two strategies are being implemented to reduce the severity of this
problem. Firstly, research to develop faster computational devices capable of per-
forming the number of calculations for 1015 time steps in a reasonable amount of
time. This can be achieved by hardware designed specifically for MD type simu-
lations. Anton, the world’s fastest MD supercomputer at the time of writing this
thesis has been built by D. E Shaw with the sole function being to perform MD
calculations, at extremely high speeds [5]. To a lesser scale, dedicated graphics
cards contain a graphics processing unit, which has been optimized for vector
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algebra and can be purchased to greatly increase the ability of any desktop com-
puter to perform MD calculations [6].
With the current computational capacity we are beginning to see simulations
that can reach either the microsecond time scale [7–9] or into the 100s of nanome-
ters in size [10–12]. Figure 1.1 is a pictorial representation of the current compu-
tational capabilities for MD simulations on an average high-end supercomputer
(Spending millions of dollars on a supercomputing cluster will increase the size
of the boxes representing the current computational capabilities).
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Figure 1.1: Time and size scales currently achievable for each of the three levels of
resolution (quantum mechanics, all-atom and coarse grained). Picto-
rial lipid motions of bond stretching, trans-gauche isomerization, ro-
tation, dispersion and flip-flop are located at their approximate time
and length scales. Several labels along the size axis label the approxi-
mate size of several biologically relevant objects to enhance a sense of
scale.
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Despite the advances in computational devices continuing to increase, a ma-
jor unresolved problem is that there is still a gap that exists between the time
and length scales of that can be simulated compared to those measured exper-
imentally. Also shown pictorially in Figure 1.1 are the rough estimated for the
time/length scales of lipid motions with the smallest of lipid motion of atom
vibrations happening on the order of ∼ 10−15s, and the slowest motion of lipid
flip-flop happening on ∼ 100s. This is a span of about 15 orders of magnitude.
This is ignoring the fact that we would want to measure several times larger than
the timescale of the longest motion to observe multiple instances of this motion
in order to get the proper statistics to describe it. It is therefore a viable idea not
to look at every type of motion in one simulation but rather create different tech-
niques for different scales. This results in the ability to observe one property of
interest at a time. Analogously there are a multitude of experimental techniques
that can only observe properties on a certain timescale, yet in combination they
can complement each other to give information over a wide range of scales. For
proper membrane equilibration concerning membranes of a single component,
simulations should be at least 1 × 10−6s in order to allow several rotations of
the lipids and rotation of the acyl chains to properly relax into its lowest energy
position. This type of simulation can be done on the AA scale. Membranes with
multiple components may need lipids to translate across the membrane to equi-
librate and thus take upwards of ∼ 1× 10−3s, which is more fitting for a CG
simulation.
MD has different resolution scales to observe different membrane properties.
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Quantum mechanics can be used to describe the motion of electrons and charge
through a system, however can not tackle a large system or a large time scale. An
all-atom approach assumes electrons as stationary in order to allow for slightly
larger and longer simulations. However, this approach limits the ability to study
the motion of charges, as well as extremely large systems. Coarse grained simu-
lations freeze whole sections of a molecule together in order to further reduce the
degrees of freedom necessary to compute. This lengthens the length/time scales
with the disadvantage of limiting the lower bound resolution. Each of these three
methods are explained in greater detail in the following sections.
1.1.1 Quantum Mechanics (QM)
Quantum mechanical (QM) methods contribute a large role in the calculation
of atomistic parameters. Density functional theory and Hartree Fock [13, 14]
provide the methodology to determine the ground state energy of a molecular
structure, as well as provide the molecular charge density.
Calculating the ground state energy of an ensemble of molecules with a single
atomic bond at different values of its length will give a parabolic energy function
close to the equilibrium bond length. An atomistic force field can utilize this
information to approximate its bonded term which is generally represented as a
harmonic spring term with its length and strength determined through a mixture
of experimental information as well as these QM calculations. Similarly, any
other interaction potential can be calculated in a similar fashion such as the angle
or dihedral terms.
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QM calculations can also determine the molecular charge density. Mulliken
population analysis method can then utilize this charge density to determine the
correct partial charges. The partial charges located at the center of the atoms
of the atomic structure will give rise to the same calculated molecular charge
density [15].
1.1.2 All-Atom (AA)
All-atom (AA) simulations negate the electron motions of QM calculations and
instead estimate them as a partial charge frozen into spheres representing each
atom of the molecule. Without the computationally intensive calculation of the
electron behaviour, the AA simulation can be made larger, with atomic resolu-
tion. Because their charges are static, AA simulations can not reproduce charge
exchange or different excitation levels. In exchange for this simplification, they
can represent reasonably large systems in comparison to the QM counterpart.
AA simulations have each atom represented by a sphere governed by new-
tonian mechanics to define its motion. Thermal motion drives the system to
explore conformational space, but is limited by bonded and steric interactions to
limit the motion to meaningful conformations. The resultant simulation creates
snapshots across time in which the system has one of an infinite number of con-
formations. Boltzmann’s statistical mechanics can then be used on this classical
system to extract meaningful statistical properties of the system.
There also exists a variation to AA simulations called united atom simula-
tions in which all atoms are represented by a single sphere except for hydrogen
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atoms, which are implicit. These hydrogen atoms have their attributes absorbed
into the atom to which they are connected. This was done since most experimen-
tal techniques do not have the resolution necessary to distinguish the location of
single hydrogen atoms. Therefore since there is uncertainty in their actual posi-
tion, removing them for more computational efficiency can be done without any
substantial consequences [16].
1.1.3 Coarse Grained (CG)
Coarse grained (CG) simulations have been constructed to further increase the
computational efficiency needed to simulate even larger systems than the AA
counterpart. Coarse graining does to an AA simulation what the AA did to the
QM simulations, it freezes internal degrees of freedom in order to decrease the
computational cost to increase the simulation scale. Coarse graining removes in-
ternal degrees of freedom in a molecule by grouping several atoms into a single
virtual particle which mimics the represented atom constituents as best as pos-
sible. These CG simulations are therefore best adapted to situations where large
ensembles are necessary and atomic detail is of low priority. A popular example
of the use of the CG method is to study domains created by mixtures of several
different lipid types [17, 18]. In this example, the low level determination of each
atom position is irrelevant, while the larger macroscopic level domains created
by said lipids is of high importance.
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1.1.4 Hybrid
The boundary between the resolution levels is blurred by hybrid solutions which
combine the use of multiple resolution scales. QM/MM (quantum mechanics/-
molecular mechanics) simulations utilize QM in combination with MM. This can
be accomplished by limiting the QM calculations by either a subset of timesteps
or sections of the simulation. Switching between the two scales performing a
few steps utilizing QM followed by a few AA steps interchangeably allows for
the motion of charge from the QM steps and large motional progression from
the AA steps. It can also be advantageous to use QM calculations on a small
subset of a system in which the motion of charge is of high importance and AA
for the rest of the simulation, in order to still be able to simulate a reasonably
large system. This results in a simulation with the accuracy of QM while still
performing with an efficiency increase from the AA portion. This method has a
wide span of uses from observing the charge transfer path within a protein [19]
to the breaking of bonds in silicon crystals creating fractures [20].
Similar hybrid techniques have been created to combine AA with CG reso-
lution scales in order to take advantage of both types of simulations through
adaptive resolution. Adaptive resolution switches the whole system from CG to
AA and visa-versa when necessary. An example of such is constructing and equi-
librating a large system (which takes a significant amount of computational time)
with the lower resolution CG simulation followed by converting all CG molecules
into AA molecules and continuing the last of equilibration with atomic scale res-
olution [21]. This method enables the study of equilibrium properties of large
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systems, while drastically reducing the computational time required to obtain
the final equilibrium state.
1.2 Force Fields
The MD software uses a set of algorithms (further explained in Chapter 2) to
enforce the laws of physics to a system of particles in order to create physically
accurate motions. Force fields are the parameter sets which are used to calculate
the potential energy of the system. This usually contains bonded interactions
such as a bond length and strength, as well as nonbonded parameters such as
the particle’s charge, size and mass. These parameters are constructed so that
they can accurately recreate the mechanics of physical system.
It is non-trivial to classify one force field as inherently better than another.
Rather, each has been created to accurately recreate a certain observable prop-
erty, and as a result may inadequately reproduce another. Force field parameters
are obtained through a combination of experimental and theoretical calculations,
weighted by importance as chosen by its creator. For example, consider the sit-
uation where two separate experimental techniques give a result of 0.24 nm and
0.28 nm for the distance between two atoms A and B. It would be up to the per-
son creating the force field to then determine which value between 0.24 nm and
0.28 nm to choose as the actual distance between A and B based on the accuracy
and reliability of each technique. This discretion leads to small variations in the
force fields, leading to the wide variety of various available force fields.
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Quantum mechanics are often used to determine the partial charges for a
particle, for determining such experimentally is not currently feasible. Bonded
parameters such as a bond length and strength can be measured by different
techniques. Bond lengths are often determined through NMR spectroscopy or
scattering experiments. As such, different force fields will rely more heavily on
one type of experiment than another. The parameters are tweaked until the force
field can best reproduce each of the experimental techniques within their selected
tolerance. Because of these minute differences, there exist a plethora of different
force fields, each built to be suited for a certain subset of results. It is therefore
important to choose which force field is best based on the problem being studied.
1.2.1 MARTINI
The Martini force field was first released with a publication in 2003 as a simpli-
fied model for semiquantitative lipid simulations [22]. The goal of the Martini
force field was to simulate lipid systems on the microscale, which is currently
unreachable by traditional AA simulations. It has since grown in complexity and
has expanded to proteins and small molecules, vastly increasing its catalogue
of applications. In the first iteration of the Martini force field, a 4-1 atom map-
ping was used, where a single virtual particle represented approximately 4 heavy
atoms of the atomistic molecule. These virtual particles were categorized into one
of four main atom types: charged, apolar, polar and nonpolar. The charged and
polar types were split into 4 subtypes to allow for further fine tuning. This cre-
ated 10 particle types with different levels of attraction/repulsion to each other
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ranging from 1-5 (1 being very attractive and 5 being repulsive).
The first molecules included in the Martini force field were a water molecule,
a charged site representing an ion with its first hydration shell, a few alkanes as
well a small subset of common lipid types with phosphatidylcholine (PC) and
phosphatidylethanolamine (PE) headgroups [22]. The water and alkane models
were each constructed to reproduce their bulk liquid properties such as den-
sity, compressibility and diffusion rates. A simulation box made of half water
and half hexadecane was then constructed with these models. Their parame-
ters were further tweaked to reproduce the AA water/hexadecane interface. The
hexadecane model was then used to create a model 1,2-dipalmitoyl-sn-glycero-
3-phosphocholine (DPPC) lipid, which consisted of 2 hexadecane chains as tails,
as well as two particles as a backbone and two for the headgroup.
When randomly distributed in a water box, the DPPC molecules aggregated
into a bilayer, which was able to reproduce the electron density profiles of atom-
istic simulations. This bilayer also demonstrated a phase transition from a fluid
to crystalline state with general agreement with experimental data for the values
of area per lipid in both states. The DPPC model was then altered to create vari-
ous other PC lipids by switching the tails to different fatty-acyl chains of shorter
and longer lengths. Similarly several PE lipids were made by changing one of
the headgroup particle type to better mimic the PE headgroup.
The second iteration of the Martini force field came in 2007, with a vast in-
crease in the number of particle types and particle-particle interactions. This
allowed for a further fine tuning of the particles to better mimic a larger number
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of atomic groupings [23]. The four main particle types remained, however, both
the apolar and polar types were split into 5 subcategories each, increasing the
number of particles from 10 to 18. Each of the 18 new particle types were also
given a smaller 3-1 mapping counterpart with a 75% reduced interaction size uti-
lized in ring structures, doubling the amount of atom types to 36 particle types.
The number of non bonded particle-particle interaction levels increased as well
from 1-5 to 0-9. The greater number of atom types and interaction levels lead
to a greater distinction between lipid types, leading to increased accuracy. The
ability to reproduce ring structures with the smaller particle types expanded the
ability to create sterols such as cholesterol. With a large number of particle types,
Martini has been able to expand beyond the ability to simulate lipids. It has been
extended to include proteins in 2008 [24], carbohydrates in 2009 [25] and DNA
in 2015 [26].
The Martini force field is not without its limitations. Its fundamental flaw
is that in the coarse graining process, there is a loss in information due to the
decreased resolution. This limitation created by the chosen 4-1 mapping for
lipids can be described for lipids with the example of dimyristoylphosphatidyl-
choline (DMPC), a common lipid which has tails consisting of a chain of 14
carbon atoms. Since 14 is not equally divisible by 4, the consequence is to model
it using 3 virtual particles (representing 12 carbons) or 4 virtual particles (repre-
senting 16 carbons). Neither option is an ideal choice because they represent a
completely different lipid type. The addition of 2 carbons (16 total) is dipalmi-
toylphosphatidylcholine (DPPC) while removing 2 carbons (12 total) would be
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dilauroylphosphatidylcholine (DLPC). The 4-1 mapping also oversimplifies the
molecules electrostatics. While the total charge of a molecule is able to be con-
served, the charge location and polarization effects are lost. The Martini force
field is therefore inherently bad at reproducing important electrostatic interac-
tions such as cation-pi interactions in proteins. The current best workaround to
these limitations is to use a hybrid solution, backmapping the simulation to an
atomistic simulation [27].
Polarizability is an important property of water, having a large effect on the
intermolecular interactions between both itself and other molecules. Acting as
small dipoles, the orientation of water molecules are affected by other surround-
ing water molecules as well as any surrounding molecular charges. Zwitterionic
headgroups of lipids, are highly charged regions that create a large electrostatic
dipole at the lipid/water interface. This region is one example of where the po-
larizability of water would make a large difference in the ordering of the water
molecules in the localized area. To improve upon the behaviour of the Martini
water model, a polarized water molecule was created where 4 water molecules
were represented by a set of 3 virtual particles. These 3 virtual particles contained
two partial charges to recreate an effective dipole term to recreate the electrostatic
environment of the 4 water molecules that it represented. The resultant model
lead to better reproducibility of water properties as well as the electrostatics of
water and the interactions of charged particles. [28].
Thermodynamic properties of CG models are of particular interest. Martini
has been constructed to best reproduce free energies of atomistic simulations.
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While this is a preferred property for some calculations such as the potential of
mean force, because of the decrease in the molecule’s internal degrees of free-
dom, it alters the shift between enthalpic and entropic energy factors. Therefore,
a CG model is not suitable for the decomposition of the free energy into its en-
tropic and enthropic terms without the use of extreme caution. Another resulting
effect is that the temperature of the CG simulation is by definition not physically
correct. [27].
As well as the absolute temperature, the time scales of a CG simulation is
not straightforward. Because coarse graining involved a smoothing of the energy
landscape, motions are less restricted and therefore the kinetics of the system
are sped up. An effective time scale can be calculated by comparing the mo-
tion of molecules such as the lateral diffusion of lipids to determine the proper
multiplicative term to transfer the CG time scales into those comparable to exper-
iments or atomistic simulations. Martini estimated this as a factor of 4, however
studies show that it is highly dependant on the system, and can range from 1.2
to 22 times larger [27, 29].
The Current State of the Martini Research
Since its creation in 2003, the Martini force field has escalated its popularity, be-
ing used in an increasing amount of publications as shown in Figure 1.2. A large
increase in the amount of publications using Martini was seen after its expansion
beyond the original usage for semiquantitative lipid simulations [22], to include
other molecules. Most notably, the inclusion of proteins in 2008 [24] can be spec-
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ulated to be the cause of the large increase in publications the following year in
2009. After this publication, the Martini force field became a strong tool for the
study of membrane bound protein. With the increase capabilities for larger sys-
tem sizes as well as longer time scales offered by the Martini force field, studies
were able to be conducted on large membrane bound protein complexes [30],
interactions of peptides on the surface of membranes [31, 32], and the motion of
the proteins in membranes [33, 34].
Figure 1.2: The number of papers published with the keywords “Martini simula-
tions” determined via Web of Science [35].
Although the study of proteins seems to be the most prominent area of re-
search surrounding the Martini force field, the main Martini research groups of
Dr. Peter Tieleman and Dr. Siewert-Jan Marrink focus their research on expand-
ing the library of molecules and tools in order to increase the span of reach of its
usefulness. Within the last year in late 2015, two such publications were released
from these research groups to expand the force field to include more sterols [36]
as well as DNA [26]. These studies utilized a bottom up approach using AA sim-
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ulations to create the bonded parameters, as well as use the potential of mean
force pulling each component into a membrane to test the non-bonded interac-
tions.
Additionally, as well as expanding the Martini force field, the groups of Tiele-
man and Marrink also use their force field to study membranes. Mainly, with
the capability to create large systems they have created large vesicles [37] as well
as utilized their lipid library with a vast number of lipid types available to create
complex membrane systems. They have so far mimicked actual lipid composi-
tions of a plasma [12] and thylakoid [10] membranes.
Simulating the interactions between small molecules and membranes is less
prevalent in literature. This is likely due to the fact there is currently no library of
Martini parameters for small molecules. This creates a large entrance barrier of
time and effort to create these parameters for each new molecule. There still ex-
ists a few such studies [38–40], however their numbers are small in comparison to
the number of studies on proteins. Proteins do not have the same entrance barrier
as the small molecules since the Martini library already contains the parameters
for amino acids. All that is needed is for the researcher to string together the
amino acid sequence of whichever protein they want to simulate. The limited
number of studies on small molecule interactions may soon be rectified with a
recent tutorial on the Martini website describing how to create such parameters
and a recent publication introducing a small molecule builder for Martini [41].
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1.2.2 Slipids
The Slipids (Stockholm lipids) force field was derived at Stockholm University
by the research group of Dr. Alexander Lyubartsev. The mandate of Slipids force
field was to increase the accuracy of lipid simulations to reproduce a greater
number of experimentally tested parameters [4]. The Slipids force field was first
released with a publication in 2012, which focused on the parameters of three
lipid types: 1,2-diauroyl-sn-glycero-3-phospocholine (DLPC), 1,2-dimyristoyl-sn-
glycero-3-phosphocholine (DMPC), and 1,2-dipalmitoyl-sn-glycero-3-phospocholine
(DPPC). The initial force field parameters were borrowed from the CHARMM36
(C36) force field and modified with emphasis the parameters of the lipid tails [3,
42].
Slipids focused mainly on modifications to the alkane tails. Partial charges
of the alkane tails were recalculated using the restricted electrostatic potential
approach with the DFT method. This approach was performed on an ensemble
of alkanes to determine the partitioning of charges on a distribution of confor-
mations. This is in contrast to the conventional method of using the single most
prominent confirmation to calculate the charge distribution as in the creation of
the CHARMM force field [3, 42]. The parameters of the Lennard-Jones poten-
tial were then systematically altered in order to best reproduce the latent heat
of vapourization as well as densities measured from experimental results. This
was done since both latent heat of vapourization as well as densities are directly
correlated to the well depth of attraction in the Lennard-Jones potential. Alter-
nating between Lennard-Jones and torsion angle parameters, modifications were
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made to maximize agreement between the force field and experiments. The force
field parameters were validated by comparing their ability to reproduce: lateral
diffusion coefficients, 13C longitudinal relaxation times, isothermal area compres-
sion modulus, thermal area expansion, thermal contractivities, volume per lipid,
head-head distance, Luzzati distance, hydrophobic core thickness, electron den-
sity, scattering form factors, and deuterium order parameters at temperature of
303, 323 and 333K to encompass both the liquid and gel phases [4].
The Slipids force field was later extended to a greater number of lipid types,
with further publications [43, 44]. Using the same methods as their first publica-
tion, parameters were made for unsaturated lipid tails and phosphatidylethanolamine(PE)
headgroups [43]. Next, charged lipid headgroups were parameterized to extend
Slipids to include sphingomyelin as well as phosphatidylglycerol(PG), and phos-
phatidylserine(PS) headgroups [44].
The Current State of the Slipids Force Field
Unlike the Martini force field which is a new construct to create a novel coarse
grained resolution scale, the Slipids force field is a modification for increased
accuracy to a force field which already exists. Because of this, many compatible
molecular parameters already exist in libraries and do not have to be recreated
from scratch. Instead of spending a large amount of time increasing the accu-
racy of each and every lipid type, the Slipids force field focus on only the most
commonly studied: saturated and unsaturated phosphatidylcholine (PC), phos-
phatidylethanolamine (PE), phosphatidylglycerol (PG), phosphatidylserine (PS)
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and sphingomyelin (SM) [4, 43, 44]. With these improved lipid parameters now
created, no more work is being done to further this force field, as it has accom-
plished its goal and further work on less common lipids would be a lot of work
for diminishing returns. Although the force field itself is not growing, Figure 1.3
shows an increase in its usage.
Figure 1.3: The number of papers citing the original three papers published with
the release of the Slipids force field [4, 43, 44] as determined via Web
of Science [35]
Now that the Slipids has created the means for lipid simulations able to repro-
duce many experimental properties, researchers have been using it to study many
different systems. Since an all-atom force field requires a higher computational
cost for increased accuracy, studies using Slipids has been focusing around simu-
lations which desire atomic level precision. Kuc˘erka, et al. used the Slipids force
field to aid in determining the molecular structure of phosphatidylethanolamine
bilayers using a comparison technique between simulations and experiment [45].
Here, the simulations were used as the model to fit the scattering form factors
obtained from neutron and x-ray scattering. Uusitalo et al. utilized the Slipids
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force field to aid in the creation of their coarse grained model of DNA [26].
Their model was made to best reproduce the Slipids energetics of partitioning
nucleobases into a membrane. Slipids was chosen due to its attention in param-
eterizing the force field to recreate proper partitioning.
In a recent comparison study of five commonly used AA force fields (Berger,
Slipids, CHARMM36, GAFFlipids and GROMOS 43A1-S3) Otyepka et al. con-
trasted the ability for each to reproduce experimental physical properties of
DMPC [46]. Although all force fields did an adequate job in reproducing most of
the lipid’s physical properties, CHARMM36 and Slipids were closest to the exper-
imentally obtained values. The study was furthered by studying the molecule-
lipid interaction of 11 different molecules. The Slipids force field was best in
recreating the partitioning coefficient for the 11 molecules as well as the predic-
tion of free energy barriers. This result is most likely attributed to the extensive
parameterization of the partial charges and Lennard-Jones potential terms of the
Slipids force field.
Since the Slipids force field has enhanced parameters for the acyl chains it is
best able to reproduce small molecule interactions in the center of a lipid mem-
brane. For this reason, there are also simulations using the Slipids force field to
study the insertion and interactions of small molecules inside of a membrane [47,
48].
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1.2.3 Water Models
Many water models were originally developed concurrently with a specific force
field but have since been adapted to be generalized and compatible with all force
fields. As a result each force field usually comes with its recommended water
model to use. However other water models may be used with caution depending
on the specific usage. Simple point charge (SPC) was generated for the use with
the GROMOS force field [49], while TIP3P was created with the AMBER force
field [50], and modified into TIPS3P for usage with the CHARMM force field [3].
Higher complexity, 4 and 5 site TIP4P and TIP5P water models, were generated
for the OPLS force field [51].
Of the various available water models there is a large amount of diversity
in their complexity as well as the experimentally observed physical properties
in which they can reproduce. Figure 1.4 shows how a single water model can
be made using 3 atomic sites and up to 3 virtual sites used to shift the location
of the atomic charges. A 3-site model is the most computationally efficient and
contains the partial charges located on the centers of each of the atoms. A 4
site model also contains 3 charges, however the charge of the oxygen atom is no
longer placed at the center of the atom, but rather it is located on the virtual
site M [50]. The 5-site model places a negative charge on the 2 virtual L sites to
represent the lone pairs of electrons [51]. The 6-site model is a combination of
the 4-site and the 5-site, containing both L sites and an M site, to relocalize the
charge of the oxygen atom[52].
Other than representing a water molecule with an increasing number of elec-
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Figure 1.4: A) 3-site model, B) 4-site model containing offsite oxygen charge po-
sition M, C) 5-site model containing two offsite lone pair charge posi-
tions L, D) 6-site model containing offsite position M and lone pairs
L
trostatic sites, other models have altered their performance by adding additional
van der Waals terms, molecule flexibility, and polarizability (See Figure 1.5 for
visual representation). The SPC model, again, is the simplest model to accurately
describe a water molecule. It utilizes a single van der Waals sphere centered on
the oxygen atom, with 3 charges located on each of the atom sites. A second,
more complex alternative to the SPC model is the TIP3P model, which contains
van der Waals terms for each of the hydrogen atoms as well as the oxygen atom.
This enhances the shape of the molecule, however no additional changes are
made to the molecule’s electrostatics. A flexible model adds harmonic spring
terms to the bond lengths and angles of the water’s atoms. This creates a dy-
namic motion of the atoms, and therefore alters the dynamics of the location of
the charges of the molecule. A Polarized model, adds an additional electrostatic
term:
~Epol =∑
i
(~µ−~µo)2
2αi
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to better reproduce the effects of water polarization, where ~µ is the effective
dipole moment of the model, ~µo is the dipole moment of isolated water and αi is
the isotropic polarizability constant.
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Figure 1.5: A) Simple point charge (SPC) model, B) three site model (TIP3P), B)
Flexible model with variable bond lengths and bond angle (Flexible
SPC), D) Polarizable model (SPC/E).
With the combination of 3, 4, 5 or 6 site water models as well as additional
vdw terms on the hydrogen atoms, flexibility in the bonds/angle and polar-
ization electrostatic terms, a plethora of different water models have been con-
structed, each with its own set of advantages and disadvantages. SPC is the most
computationally efficient model, having the least amount of parameters. It is
effective in closely reproducing experimental diffusion rates, average configura-
tional energy, and specific heat Cp. However, this model fares much worse in its
ability to reproduce the molecules dipole moment, dielectric constant, shear vis-
cosity as well as several of the different ice phase regions [53–55]. TIP3P water is
better able to reproduce all of the aforementioned water properties than the SPC
model with exception to the diffusion rate. TIP3P however, can not reproduce all
of the different ice phases, which currently can only be done by TIP4P [50].
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CG water models were created to reproduce water using a mapping of vir-
tual particles so that a single virtual particle represents multiple water molecules.
The Martini force field, for example, uses their regular 4-1 construct to map four
water molecules into one virtual water model. The first iteration of the Martini
force field was released with a single water model type created to reproduce the
isothermal compressibility coefficient and self-diffusion constant at 300 K [22].
This model however, did not fare well in reproducing the correct electrostat-
ics (with a low dielectric constant), or the correct freezing temperature (being
too high, around 290 K). The low dielectric constant was rectified by adding
a screening dielectric constant throughout the whole system, whereas the high
freezing point was mended by adding a larger “antifreeze particle”, which pre-
vented freezing at high temperatures. These problems were later rectified with
the creation of a new polarizable water model for the force field [28]. This new
model consists of three particles; a central particle for the central mass and vdw
sphere, as well as two other particles to hold a positive and negative charge to
create an internal dipole. The resulting effect was an increase in the reproduction
of experimental physical properties and electrostatic interactions. The screening
dielectric constant and the antifreeze particles were no longer necessary to mend
the lack of electrostatic interactions. Without the artificial screening dielectric
constant applied to a membrane, the transport of charge into or through a mem-
brane is able to be better reproduced [28].
Implicit water is the extreme in the case of efficiency, in which all water
molecules are removed and replaced with one continuous medium. Implicit wa-
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ter is extremely valuable for simulations where water accuracy can be traded off
for computational efficiency. This is useful for simulations in which the overlying
structure of the water or the interactions of the water-molecule interface are of
little importance. Implicit water has also been applied to the Martini force field
in an altered version named “Dry Martini”, which is able to reproduce the effects
of explicit water molecules [11].
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Chapter 2
Molecular Dynamics
2.1 GROMACS
There are several different molecular dynamics (MD) packages used for simu-
lating biological systems, such as NAMD [1], CHARMM [2] and GROMACS [3,
4], to name a few. Although each has slight variations to the algorithms that
they use, they all perform the same general operations to perform a MD sim-
ulation. GROMACS (GROningen MAchine for Chemical Simulations) is a ver-
satile package to both perform and analyse MD simulations. Created at the
University of Groningen, GROMACS first appeared in publication in 1995 [3].
It was built to be an efficient parallel implementation of a MD program for the
use of biomolecules. It has remained a popular MD software, renown to be
fast and utilizing the newest technologies to remain among the fastest of MD
softwares available to date. Recent advancements in graphical processing units
(GPU) have boosted the performance of MD simulations with its abundance of
available threads for computations. Creating algorithms to take full advantage of
the GPU’s, GROMACS has benefited from an approximate 100 fold improvement
in efficiency [5]. GPU acceleration is just one of many examples of acceleration
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techniques GROMACS has implemented to boost its performance. Others in-
clude CPU acceleration (SSE, AVX, etc) as well as using software acceleration
packages (BLAS, LAPACK, fftw, MPI, OpenMP, etc).
2.2 Energy Minimization (EM)
Often when the initial coordinates of a simulation are made, they contain a
number of unfavourable conformations/interaction. These can lead to unre-
alistic forces and thus large movements in the atom positions, giving rise to
unstable simulation environments. EM techniques are employed to initially re-
lax the system such as using the steepest descent [6], conjugate gradient [1] or
limited-memory Broyden-Fletcher-Goldfarb-Shanno quasi-Newtonian minimizer
(L-BFGS) algorithms [7]. Although, all 3 options are available in the GROMACS
software, the steepest descent algorithm is used most frequently due to its ro-
bustness and ease to implement [8].
The steepest descent algorithm calculates the new positions of the atoms using
the gradient of the potential and a maximum step size utilizing the following:
~rn+1 =~rn +
−~∇V
max(|~F|)hn
where ~r is the position coordinate, h is the step size, V is the potential and
max(|~F|) is the largest value of the force components. With the new configuration,
the potential of the new positions is recalculated and compared with the previous
configuration. If the new potential is lower than that of the previous step then
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the new configuration is accepted or rejected otherwise. The algorithm then halts
after either a predefined number of iterations or the maximum force gradient is
reduced to a smaller value than a predefined value e [8].
2.3 Molecular Dynamics (MD) Simulation
The process of a molecular dynamic (MD) simulation can be immensely compli-
cated, however they can all be summarized into the following 4 general steps:
1 - Input (initial conditions)
⇓
2 - Compute forces
⇓
3 - Update configuration
⇓
4 - Output
Each step may differ depending on the type of simulation, program used and
preferred algorithms. Described below are the general components of each step
with details focusing on the algorithms later utilized in the work provided in this
thesis.
2.3.1 Input (Initial Conditions)
Before performing a simulation, a list of the coordinates (often called a topology)
and velocities of each particle is required, as well as information about the box
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size and boundaries. The initial topology of a system can be obtained in many
different ways. Physically accurate structures can be found experimentally, or
found in online libraries such as the protein database [9]. Structures are com-
monly constructed using a combination of techniques including NMR, scattering
experiments and computational chemistry techniques such as density functional
theory. Physically inaccurate structures can also be utilized as a first approxima-
tion, if and only if it is close enough to a reasonable structure that a MD simu-
lation will pull it into a physically accurate conformation. This method is useful
in building a membrane, where pre-equilibrated lipids of any type can be placed
on lattice points to build a membrane with any combination of lipid types and in
any concentration required. The membrane will not be in a physically accurate
or equilibrated state however, it is close enough that it will relax into equilibrium
through simulation. Two such programs are the CHARMM-GUI [10] for creating
AA bilayers, and INSANE [11] for building CG membranes.
The initial velocities for the simulation can either be provided if continuing
from a previous simulation or generated if the initial velocities are unknown.
The component of each velocity of a particle vi (for i=1..3N) are generated with a
Maxwell-Boltzmann distribution for a given temperature (T) with the probability
(P):
P(vi) =
√
mi
2pikT
exp(−miv
2
i
2kT
)
where mi is the mass of the particle and k is Boltzmann’s constant.
Information on the simulation box (size and boundaries) must be defined as
well. The boundaries of the simulation can be solid, but in many cases are created
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as periodic boundaries to minimize the edge effects of a finite system. Periodic
boundaries create a simulation in a box, which is surrounded by translated im-
ages of itself to create a seemingly infinitely sized system. This however is not
truly accurate, because any periodic effects such as membrane fluctuations must
be contained within one unit cell, to satisfy the continuity boundary condition.
Thus only an integer number of periodic wavelengths may take place inside the
simulation box. There are multiple different box shaped for the use of periodic
boundaries such as cubic or truncated octahedron. Each shape has its own dis-
tinct advantage depending on the simulation. For example a cubic boundary is
preferable for a membrane with x, y, z dimensional symmetry, however the trun-
cated octahedron is preferable for proteins which do not benefit from the x, y,
z symmetry but do benefit from the reduced volume of the box, which requires
less solvent and thus faster simulation times.
2.3.2 Computing Forces
With the set of initial conditions, a MD simulation can take place, which moves
the system forward through time using Newtonian mechanics. When GRO-
MACS computes the forces, it uses the potential energy of the system, which
is split up into contributions from six terms:
V(~r1, ~r2, ..., ~rn) = ∑
Bonds
VBonds + ∑
Angles
VAngles + ∑
Dihedrals
VDihedrals
+ ∑
Impropers
VImpropers + ∑
Coulomb
VCoulomb +∑
LJ
VLJ
which are summed over the whole system. These potentials are split into two
main categories: bonded(bonds, angles, dihedrals, and improper dihedrals) and
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nonbonded interactions(Coulomb and Lennard-Jones). If two atoms are within
the same molecule, connected by three bonds or less, the interactions are deter-
mined purely on the bases of the bonded interactions. For atoms not connected
through a distance of at most three bonds, interactions are based off of the non-
bonded interactions. There are multiple variations to the potential function used
for each of the six terms. The function chosen for each potential, as well as the
parameters for each is stored in the chosen force field.
Figure 2.1: Visual representation for the leapfrog algorithm calculation of posi-
tion (x) and velocity (v) "leapfrogging" over one another, with the po-
sition determined at every integer value and every velocity calculated
at half inter values.
The force on each particle is calculated as:
~Fi = −~∇V
∣∣∣∣
~ri
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The equations of motion are then computed using a chosen integrator. The de-
fault integrator in GROMACS is the leapfrog algorithm (See Figure 2.1) [8, 12],
which uses the forces at time t to calculate the velocity at half time step intervals
(t + 12∆t) and positions at full step intervals (t +∆t), using the equations:
~v(t +
1
2
∆t) = ~v(t− 1
2
∆t) +
∆t
m
~F(t)
~r(t +∆t) =~r(t) +~v(t +
1
2
∆t)∆t
These equations are then further modified for the correct temperature and pres-
sure coupling controlled through the use of the selected thermostat or barostat,
depending on the chosen ensemble of the system (see Ensambles section 2.3.5).
2.3.3 Bonded Potentials
Interactions between atoms connected within a distance of three bonds from an-
other are calculated purely based on bonded potentials. There are three types of
bonded interactions(see Figure 2.2): bonds (2-body interactions), angles (3-body
interactions), and dihedral interactions (4-body interactions). Dihedral interac-
tions are separated into two types, proper (named as simply “dihedral”) and
improper dihedrals, which keeps the planarity of groups such as aromatic rings,
to prevent them from flipping to their mirror images. In Figure 2.2 d) the im-
proper dihedral interaction acts between planes made by atoms ijk and jkl.
The most common bonded potential is represented as a harmonic function
such as VBond for the length of a chemical bond:
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Figure 2.2: Bonded interactions - a) bonds (2-body bond interaction), b) angles (3-
body angle interaction), c) dihedrals (4-body interaction) d) improper
dihedral (4-body interaction).
VBond =
1
2
kb(b− b0)2
where kb is the strength of the spring, b is the distance between the two par-
ticles and b0 is the equilibrium distance between them(Figure 2.2 a)). Similarly,
the VAngle and VImproper function use harmonic functions:
VAngle =
1
2
kθ(θ − θ0)2
VImproper =
1
2
kη(η − η0)2
with spring strengths (kθ , kη) keeping the angles (θ, η) about their equilibrium
angles (θ0, η0) as in Figure 2.2 b) and d). Dihedral potential functions can not
be fit to a simple harmonic function since they are periodic around a rotation of
360◦. Thus, the VDihedral is fit to a sum of n sinusoidal functions:
VDihedral =
n
∑
n=1
kφ(1 + cos(nφ− φo))
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where kφ is the amplitude of each sinusoidal function, φ is the current angle
made by the dihedral, and φ0 is a phase shift(Figure 2.2 c)), determining the
location of the sinusoidal minimum.
2.3.4 Nonbonded Potentials
Nonbonded interactions are more complicated than the bonded potentials due
to the fact that they depend on atom types as well as their proximity to each
other. If two atoms are connected within 3 bonds of each other in a molecule,
then the non bonded interactions are ignored and their interactions are based
solely on their bonded interactions. Similarly, if the particles are too far apart,
beyond a set cutoff, the interactions are negligibly small and not calculated. For
pairs of particles within a defined cut off distance, and not connected within 3
bonds, electrostatic (VCoulomb) and Lennard-Jones (VLJ) potentials are calculated.
The electric potential between particles i and j is calculated using Coulomb’s law:
VCoulomb =
qiqj
4pierij
where qi and qj are the charges of the two particles, e is the dielectric constant
and rij is the distance between them. The potential energy due to Lennard-Jones
interactions (synonymous with van der Waals interactions) is calculated based
on a 12-6 potential:
VLJ =
C(12)ij
r12ij
−
C(6)ij
r6ij
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The parameters C(12)ij and C
(6)
ij are constants, depending on the atom types, the
size of the two particles as well as the strength of attraction between them.
Nonbonded pair interactions are a computationally expensive to calculate.
For a system of N particles, there are N(N− 1)/2 pair interaction. As the system
size grows, the amount of pair calculations increases proportional to N2. The
amount of pair interactions is increased with the use of periodic boundary con-
ditions, where the amount of particles is increased to an infinite amount. It is
therefore both illogical and impossible to calculate these forces explicitly as such.
To avoid this problem, a select cutoff distance for the nonbonded interactions is
used, where all interactions outside of this rage are considered negligibly small.
A list of atoms within this cutoff range are kept, and updated so that the algo-
rithm can run much more effectively in this short cutoff region of each atom. At
the edge of this cutoff range, either the forces or the potential can be shifted to
zero. This is done either as a sudden hard cutoff, a downward shift in the whole
function, or a softer switched cutoff which slowly brings the function to zero over
an extended distance of a few angstroms from the desired cutoff distance.
The long range interactions, while much weaker than the short range interac-
tions, still contribute to the forces and free energy calculations. A correction term
to the long range contribution to the dispersion interaction can be derived analyt-
ically and added to both the energy and pressure of the simulation to account for
this correction. Long range electrostatics are calculated through the use of Ewald
summation. Particle Mesh Ewald summation interpolates charges onto a grid,
which is then Fourier transformed to determine the energy term. The potential
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at the grid points can then be calculated through the inverse transformation [13,
14].
2.3.5 Ensembles
There are many different types of ensembles that can be chosen for a MD sim-
ulation. The ensemble is defined by the properties of the system that are held
constant. The most commonly used are NVE, NVT, NPT and NPγT. The NVE
(microcanonical) ensemble is the most basic ensemble to simulate, since a simu-
lation with a fixed number of particles in a box at a set energy is by definition
an NVE ensemble. The additional coupling of a temperature bath, can add fluc-
tuations to the energy, while keeping a constant temperature, creating an NVT
(canonical) ensemble. Similarly a pressure bath can be coupled to the box walls
to make the volume dynamic creating an NPT ensemble. NPγT is a special
ensemble used in bilayer simulations [15–18] where an NPT simulation does not
accurately reproduce the lipid properties such as membrane thickness or area per
lipid. An artificial surface tension can be applied through an NPγT ensemble to
achieve the correct experimental values [15].
Controlling the temperature of a simulation involves changing the veloci-
ties of the atoms in the system, since temperature and velocities can be related
through the equipartition theorem:
T =
1
N f kb
∑
i
mi|~v|2i
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where N f is the number of degree of freedom in the system (equal to 3N − 3),
kb is Boltzmann’s constant and mi,~vi are the mass and velocities of each of the
atoms. Velocity rescaling is a trivial method for controlling velocities where ev-
ery N steps the system temperature is calculated using the equipartition theorem
and the velocities are all rescaled appropriately so that the total system temper-
ature is at the desired temperature [19]. This causes significant instantaneous
perturbations to the system and therefore do not represent any physical ensem-
ble. It is therefore mainly used only for energy minimizations and not runtime
MD simulations.
Berendsen [20, 21] and Nose-Hoover [22, 23] thermostats take a much more
physical approach by coupling the system to an external heat bath. The Berend-
sen thermostat scales the velocities proportionally to the difference in temper-
ature from the desired temperature so that the system approaches the desired
temperature exponentially. This method is extremely useful for bringing a sys-
tem to a desired temperature but does not recreate a proper ensemble. A proper
physical ensemble can be recreated by the Nose-Hoover thermostat which adds
a frictional term to the equations of motion, which allows the for temperature
fluctuations. The temperature of the system fluctuates, but the frictional term is
coupled to a heat bath so that the total temperature of the combined system and
heatbath is conserved.
Similar to how temperature thermostat coupling is used to control the system
temperature, pressure barostat control the system pressure. Berendsen barostat
changes the dimension of the simulation box as well as the position of the atoms
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so that the system is driven to the appropriate pressure [20]. Although this
produces the correct average pressure, it does not yield a physical NPT ensemble.
For a true NPT ensemble, Parrinello-Rahman pressure coupling is used. This
approach applies a modification to the equation of motion to include the box
boundaries in order to couple the pressure of the system [24, 25].
2.3.6 Update Configuration and Output
After the equations of motion have been solved with the proper alterations to
include proper thermostat/barostat control for the appropriate ensembles, the
positions and velocities of the atoms are updated to the new time t = t + δt. The
positions and velocities are saved to a trajectory file as often as necessary for the
simulation. Saving both positions and velocities every step is often redundant
since the steps are so small that there is little change from one step to another
and this creates a very large amount of data to be stored. Furthermore, it is also
unwise to save trajectories too infrequently, as there will be large jumps in atom
positions and could lead to insufficient statistics.
2.4 Potential of Mean Force (PMF)
The potential of mean force (PMF) is a calculated potential that would repro-
duce the mean force of a system given by ~F = −~∇V, first introduced in 1935
by Kirkwood [26]. The PMF can be used as a measure of how the free energy
changes as a function of a given reaction coordinate. For example, a PMF curve
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for two atoms along a reaction coordinate being the distance between the two
would yield the Lennard-Jones potential. Common uses include a free energy
map along a chemical reaction and binding or unbinding events [27, 28].
It is difficult to calculate the PMF from a regular unbiased MD simulation
due to the statistical nature of a system wanting to spend a majority of its time
in the lowest energy state. Similarly, energy barriers may trap a system in an un-
favourable conformation. Therefore there are too few statistics inside the phase
space regions of energetically unfavourable conformations. To overcome this dif-
ficulty several methods of special sampling techniques have been developed to
calculate the PMF from MD simulations. The system must be in some way biased
so that the energetically unfavourable conformation become more favourable.
One such method to overcome small energy barriers is replica-exchange, often
associated with proteins and protein folding. Replica-exchange overcomes small
energy barriers by exchanging replicas from multiple ensembles at different tem-
peratures [29, 30]. To explore the energy landscape between states with a large
energy difference the system must be altered by means of an external bias poten-
tial to increase the sampling of the energetically unfavourable conformations.
Bias potentials may be introduced into the system by a number of approaches
either dynamically or quasi statically. Standard dynamic methods bias the system
by steering the position of a particle giving it either a constant force or a constant
velocity. A third type of dynamic approach is the oscillating forward-reverse
method by Holland et al. [31], which adds an oscillatory term to the constant
velocity method. These dynamic methods force the particle through a reaction
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coordinate at a slow enough rate to sufficiently measure all points along the
reaction coordinate for proper statistical analysis.
A quasi static bias relies on an ensemble of systems, each with the particle
constrained to different small sections of a reaction coordinate. This is done by
creating snapshots of the particle at different points along the reaction coordi-
nate and holding it there with a biassing potential. The initial snapshots can be
created by pulling a particle in through the reaction coordinate at constant rate,
taking snapshot frames at equally spaced time intervals or by letting the particle
naturally follow the reaction coordinate (if and only if it is an energy favourable
reaction) and taking frames at equally spaced distances along the reaction co-
ordinate [32]. Either of the two methods end up with an ensemble of systems
with the particle at varying distances along the reaction coordinate in which to
determine the PMF.
To keep the particle in a region of poor sampling a constraining harmonic
potential term:
V =
1
2
K(R− Ro)2
is added to the hamiltonian of the system, keeping its position (R) close to the
original starting position in the ensemble (Ro) with a spring constant (K). This
confines the sampling of the particle to a small region of space in the reaction
coordinate.
The resulting ensemble of systems are biased so that the probability of finding
the particle at location x along the reaction coordinate is given by the equation:
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P(x) =
∑Nsimsi ni(x)
∑Nsimsi Niexp
(
Fi−Ubias,i(x)
kbT
)
Where P(x) is the probability, Nsims is the number of independent simulations in
the ensemble, ni(x) is the number of counts the particle was found in the bin at
position x, Ubias,i(x) is the biased potential of simulation i and Fi is the free energy
shift from the ensemble simulation i. The free energy shift of each simulation in
the ensemble is given by:
Fi = −kbTln
(
∑
bins
P(x)exp(
−Ubias,i
kbT
)
)
The pair of equations for the unbiased probability P(x) and free energy Fi are
a set of self consistent equations. Solving this pair of equations to find the free
energy shift of the system can be done using the weighted histogram analysis
method (WHAM), if there is sufficient overlap in the ensembles. The WHAM
method solves these equations by iteration to self consistency.
An example of the PMF curve for the free energy as a function of the reac-
tion coordinate is given in Figure 2.3. In this example the center of mass of one
cholesterol molecule was pulled into a membrane of DMPC lipids with the re-
action coordinate being linear distance between it and the center of mass of the
methyl group of the lipid tails. Because it is the free energy shift and not the
actual energy values that are calculated, an arbitrary constant can be added so
that any point of the curve can be assigned the value of zero energy (being 4nm,
located in the water for this example). With the example of a membrane bound
Chapter 2. Molecular Dynamics 51
molecule there are three important values that can be obtained from the PMF
curve: the equilibrium position (Zo), the energy of insertion (∆Gi) and the energy
to cross through the membrane center (∆G f f ).
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Figure 2.3: A general example of a PMF curve created for cholesterol in a DMPC
membrane. Zo is the minima, representing its equilibrium distance
from the bilayer center, ∆G f f is the amount of energy needed to move
from one side of the membrane, through the center, into the other
side and ∆Gi is the energy difference from outside the membrane to
its equilibrium depth.
Typically uncertainties are identified by obtaining a value several times to
calculate the standard deviation of the values. This procedure applied to a PMF
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curve would require an unreasonably large amount of computation since data
set requires an ensemble consisting of many simulations. Therefore the bootstrap
method was tested as an effective alternative. A study on the bootstrap analysis
method has shown it to be a comparable technique resulting in a reasonable
measure to the uncertainty of the PMF comparable to rerunning and recalculating
the PMF multiple times. The main flaw of this method is that it can not distern
any uncertainties caused by the system being stuck in a local energy minima [33].
Bootstrapping is a common method used in statistical analysis to estimate
the uncertainty in a sample of data [34, 35]. The bootstrapping method involves
taking a set of N values and from it taking N points at random allowing for
duplication. This creates "fake" data sets which are used to recalculate the PMF
in order to calculate the uncertainty. The variance calculated from these fake data
sets can give an estimate their homogeneity. However, this method assumes that
the original data set is large and representative of the whole system. It can not
tell for example if the data is missing important regions of phase space.
This method is problematic for calculating the PMF along a reaction coordi-
nate. Selection at random has the possibility of introducing gaps in the data set,
which in turn introduces defects in the calculated PMF. Therefore, the Bayesian
bootstrapping method is implemented in GROMACS package g_wham, in order
to avoid any possibility of gaps when randomly choosing points. Bayesian boot-
strapping is a method which takes all of the positions inside of a histograms of
position distributions and gives them random weightings unique in each boot-
strap iteration. This then generates a new data set, based on the original which
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uses all points, ensuring that there are no gaps in the calculation of the PMF [33].
The accuracy of the bootstrapping method to calculate the variance, increases
with the number of bootstraps performed in the calculation. It is therefore
limit by the computational resources available. The number of bootstraps rec-
ommended is at least 100 [33–35].
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Chapter 3
Small molecule interaction with lipid
bilayers: A molecular dynamics
study of chlorhexidine
3.1 Introduction
Molecular dynamics (MD) simulations have become one of the powerful tech-
niques to analyze the dynamic motion and gross structure of bio-membranes.
MD simulations can reproduce the experimental environment of molecules in
a computer and provide atomic-level information not detected in experiments.
Over the last two years, more advanced force fields specific for lipid molecules
have been developed, with experimental results in mind. Mainly, simulations are
verified if they can properly reproduce NMR SCD order parameters as well as
neutron and x-ray scattering form factors [1–3].
Atomistic molecular dynamic simulations have tremendous utility for provid-
ing quantitative thermodynamic and mechanistic analysis of small molecule-lipid
interactions. However, the typical time scale of such large simulations are below
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200 ns, somewhat insufficient to detect larger molecule displacements or to ob-
tain complete conformational sampling. Such simulations are made all the more
difficult when looking for the effects of high concentration of the molecule, which
only lengthens the computational time. This can preclude answering the typical
key question of a membrane-active compound; where does a given solute reside
within a bilayer and what factors govern its membrane binding or partitioning
at equilibrium?
Coarse grained force fields have the advantage of having a simplified version
of the modelled system which gives it the leverage of needing less computational
time, leading to larger and longer simulations. However, coarse grain models
have fared much worse in reproducing the thermodynamics of charged molecule-
membrane interactions as a function of its protonation state, such as the case of
the amino acid arginine important for ion channel modelling [4]. Although it is
rare for a particular force field to be able to reproduce every known system, it is
important to understand their limitations.
Biguanides are an important class of compounds, which resemble arginine,
having multiple tautomers and protonation states. Their particular structure
have shown to have extensive medical applications. Proguanil (an antimalar-
ial agent) and Metformin (an antidiabetic compound) are biguanide derivatives,
which are available as drugs [5, 6]. Other important compounds in this series are
phenformin, buformin, chlorophenylbiguanide, and chlorhexidine. Apart from
the well-established antidiabetic and antimalarial effects, biguanide derivatives
have been shown to exhibit antimicrobial, antiviral, and antiplaque effects and
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also have been known to influence gastric acid secretion [7–9].
We wanted to test the capability of one new lipid force field using data from
neutron scattering to predict the partition location of the biguanide derivative
drug chlorhexidine (CHX), shown in Figure 3.1. This elongated flexible molecule
presents an interesting biophysical modelling challenge with seemingly contra-
dictory components. It is symmetrically composed of a (hydrophobic) hexane
linker joining two (polar, hydrophilic) biguanides and (lipophilic) chlorophenyl
rings. CHX does not readily dissolve in aqueous solution. It is therefore com-
monly prepared as CHX digluconate, which allows it to be water soluble and
importantly the gluconic acid dissociates with CHX easily so that it can readily
interact with a cell membrane [10]. We expect the free-energy competition be-
tween these subunits to determine the location of the CHX within a bilayer. We
have previously experimentally established the location of the hexane of CHX
in DMPC, at two high molar concentrations of 10:1 and 3:1 DMPC:CHX, using
neutron diffraction in a manner that yields the time-averaged distribution within
the bilayer.
The pKa in water of the similar compound, poly(hexa-methylene-biguanide
hydrochloride) (PHMB), was estimated to be around 13.5, meaning in aqueous
solution at pH 7, PHMB will most likely exist in its +1 ionized form. Modelling
studies have further showed that the most stable form of PHMB is one that has
the +1 charge delocalized over the whole biguanide section, as would occur in the
conjugated tautomer [11]. For CHX, the pKa of the singly ionized form was esti-
mated to be 10.15, and doubly ionized at 9.55 [12]. The lower pKa indicates the
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biguanide in CHX is easier to deprotonate, but harder to protonate, than PHMB.
The chlorophenyl is less electron donating than an alkyl group and therefore
is comparatively electron withdrawing; withdrawing electron density will make
the adjacent N atom more difficult to protonate [12].
However, the pKa of CHX or any biguanide has not been estimated when in
an apolar environment. Only recently has it has been shown that the amino acid
arginine may remain at least fractionally protonated even when in a low dielec-
tric lipid hydrocarbon environment, although without some form of stabilization
from additional negative amino acids or lipid molecules, there is significant dis-
ruption to the membrane structure as macroscopic quantities of water associate
with the charge inside the normally hydrophobic region [4, 13, 14]. Since our
system does not include such a stabilizing negative charge, nor do we see evi-
dence of bulk water in the membrane, we began with the assumption that CHX
is neutral, however we tested the +1 and +2 charge forms as well.
We wish to answer the following questions; can a CHX molecule find an
equilibrium location in the bilayer (without prior knowledge) within a reasonable
simulation time? What are the effects of adding additional charge to the CHX
molecule? What are the effects of high concentration of CHX on the limited-sized
simulation, and can those perturbations reproduce the experimental results?
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3.2 Computational Methods
We constructed an all-atom force field of chlorhexidine from the CHARMM36
force field [15–17] using well established parameters of certain amino acids [18].
Breaking the molecule into three sections as shown in Figure 3.1; the chlorophenyl
ring (CPL), biguanide (BGU) and hexane (HEX), for which we selected the bond
lengths, angles and torsions from Tyr, Arg, and Lys respectively.
Partial charges were calculated using GAUSSIAN software [19] and methods
used for refining all-atom force fields [1]. The partial charges taken from the
amino acids Tyr, Arg and Lys to create a first approximation model of chlorhex-
idine. This model was simulated in a box of methanol to produce a dielectric
constant similar to that of the headgroup region of lipids where the molecule
has been experimentally observed to reside [20]. The simulation was run for
1 ns, where 500 different snapshots of the molecule were taken 2 ps apart. For
each conformation, atomic charges were computed with the DFT method using
B3LYP exchange-correlation functional with the cc-pVTZ basis set. The partial
charges of each atom were then averaged over the 500 snapshots to achieve a
partial charge that takes into account the distribution of conformations during a
simulation in a lipid system. The newly obtained charges were then used in the
structure of chlorhexidine for further simulations.
Additional information is required for an accurate representation of the bond
structure and chemistry of the biguanide sections. Bond resonance has been a
topic of much study, including theoretical studies of guanides and biguanides. [21–
23]. The general consensus from these quantum chemistry calculations is that the
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configuration of the most stable neutral tautomer is characterized by conjugative
interaction of the pi-bonds, leading to alternating single and double bonds along
the backbone, and therefore no hydrogen atom on the central nitrogen atom N3
(See Figure 3.1). This means two hydrogen attached to each of the N2 and N4
nitrogen, and the final hydrogen then rests on either N1 or N5. Placing it on
N1 fixes the double bonds to be between C2-N3 and C4-N5. The alternative tau-
tomer would likely be entirely equivalent. A +1 charged CHX involves placing
an additional hydrogen on the N5 of just one of the ends of the molecule, and a
+2 charge would place a hydrogen on the N5 of both biguanide sections.
An initial 3D structure of the neutral, +1, and +2 charged chemical schemat-
ics shown in Figure 3.1 was constructed using the OpenBabel [24, 25] from the
appropriate SMILES representation, and then refined by hand in the software
Avogadro [26]. The structure was then optimized using self-consistent field the-
ory with closed-shell restricted Hartree-Fock (RHF) wavefunctions to the level of
6-31G* with the software NWChem [27]. The final bond lengths did not differ by
more than 0.05 nm from those of the CHARMM36 force field. The final topology
of CHX can be found in the supplementary information.
The topology of 1,2-dimyristoyl-3-sn-phosphatidylcholine (DMPC) was ob-
tained from the Stockholm lipids website [1, 2]. Initial coordinates of a 128-lipid
DMPC bilayer in an 8x8x2 configuration were obtained from CHARMM-GUI [28]
with 30 TIP3P water molecules per lipid. The system was checked for correct-
ness by running a pure bilayer simulation for 100 ns at 303 K and 323 K. Such
lipid force fields are continually being validated and refined, and reproduce the
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essential characteristics of pure lipid bilayers accurately [29, 30].
All simulations were performed using the GROMACS simulation software
(version 4.6.1) [31] for 100 ns at 323 K followed by another 100 ns at 309 K,
under periodic boundary conditions in a simple orthorhombic box. Systems
containing charged CHX models were neutralized by adding Cl ions into the
water in order to achieve a system with zero net charge. The temperature of the
system was maintained by independently coupling the lipids, solvent, and CHX
to an external temperature bath with a coupling constant of 1.0 ps using a Nose-
Hoover thermostat. The pressure was kept at 1.013 bar in the lateral and normal
directions independently by weakly coupling to a semi-isotropic pressure bath,
using an isothermal compressibility of 4.5× 10−5 bar−1 and a coupling constant
of 10 ps.
A 2-fs time step with a Leap-Frog integrator was used. The Verlet list group
scheme was used to for its optimal usage with GPUs for an increased simulation
speed-up. The Verlet list scheme keeps a buffered list with exact cut-offs which
are updated every 20 steps. Both the Coulomb and LJ potentials are shifted to
zero with an exact cut-off value of 1.4 nm.
Neutron scattering is a technique to investigate the property of matter by
scattering elementary particles called neutrons, off of the matter in which to in-
vestigate. In such a scattering experiment the neutron’s momentum is altered
when passing close to a nuclei. In elastic collisions, where no energy is trans-
ferred into the sample matter, the neutron is simply redirected by an angle θ.
When studying membranes, ordered stacks of membranes are used as samples
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to create a crystalline structure in the direction normal to the surface. In such
a structure, Bragg peaks appear at values of θ caused by the reciprocal lattice
spacing (equal to the distance between stacks of membranes). This condition has
peaks at angles which satisfy the Bragg equation nλ = 2dsin(θ), where n is an
integer (1,2,3...), λ is the neutron’s wavelength and d is the reciprocal spacing.
Each nucleus scatters a neutron based off of its cross-sectional area. The to-
tal cross-section is the ratio of the total number of particles scattered to the flux
of the incident beam, integrated over all directions σtot =
∫ dσ
dωdω. The neutron
scattering length b is defined as b2 = dσdω . So for a single nuclei, the total cross-
section is σtot = 4pib2. Since it is usually not possible to resolve individual atoms
the concept of scattering length density is utilized which sums the scattering
amplitude of all atoms within the volume. The scattering length density is cal-
culated through the fourier transform of the structure factors obtained from the
area under bragg peak as a result of the scattering experiment. A simulated neu-
tron scattering length profile is calculated by determining the number density of
each atom type in the simulation box along the z-dimension and multiplying the
scattering length b for each specific element.
Since there is a difference in the scattering length of different isotopes, sub-
stitution of an element for another one of its isotopes can be done to create a
label visible by this technique. Since biological samples contain a high number
of hydrogen atoms (b = −0.374× 10−12cm) they can be exchanged for deuterium
(b = 0.667× 10−12cm) to create a large contrast between the two samples. Sub-
tracting the normalized scattering length density profiles of both labeled and
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unlabeled samples should in theory leave behind only the distribution of the
labeled section.
3.3 Results
Initially, two systems were constructed where a single neutral CHX was added
to the simulation box, either outside the membrane in the water, or in the mid-
dle of the bilayer among the lipid terminal methyls. The latter case involves
“exploding” the bilayer by artificially scaling the distance between lipids in each
direction until sufficient room is made for the CHX, then slowly iterate between
rescaling and energy minimization until the bilayer is reassembled. No lipids
were removed. Solvating with water, and equilibration followed, as described
above.
Figure 3.2 shows the the center of mass distribution for the hexane region
of CHX during the subsequent 100 ns NPT runs at 323 K, for both simulations.
In the course of reassembling the bilayer, the CHX starting from the centre was
no longer quite in the center, but starting a location ∼ 0.2 nm higher, it quickly
adopts a new location at ∼ 1 nm where it remains for the remainder of the sim-
ulation. The CHX started from the water however, continues to oscillate with
nearly 1 nm amplitude in the water until ∼ 10 ns, at which point it begins to in-
teract more strongly with the lipids. Just before ∼ 15 ns, it rapidly inserts into the
bilayer, and the two systems become indistinguishable in structure and energy.
CHX is clearly highly mobile in water phase, but reaches an equilibrium location
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in the membrane interior that remains for the rest of the 100 ns simulation.
It is likely that at the end, both simulations reflect the free-energy minimum
location of CHX in DMPC bilayers, and it is unlikely they will eventually come
out of the bilayer with continuation of the simulation past 100 ns. Figure 3.2 also
shows the system potential energy of the water-born CHX during the run. The
potential energy change upon CHX insertion cannot be seen visually, however,
following the methods of Schiferl and Wallace, level changes can be tested for
statistical significance via sampling two regions of interest in the energy [32].
Testing whether the mean energy from 1 to 10.0 ns (from 10,000 data points),
is different from the mean from 80 to 100 ns (from 20,000 data points) shows
statistical significance (p < 0.001, Cohen’s d = 0.19), whereas two different sets
of data drawn from 1 to 4 ns and 4 to 8 ns are not statistically different (p > 0.2).
Thus the CHX insertion can be seen from the noisy energy data as a small, but
highly significant effect.
Confident an equilibrium position for CHX exists, and that a 100 ns time
frame was sufficient, we constructed simulations of 4 and 12 CHX within a 128
lipid DMPC bilayer, where all the CHX begin in the water layer, equally divided
on opposite sides of the bilayer. In order to facilitate the insertion of such a large
number of molecules, the simulations were initially run for 100 ns at 323 K, before
an additional 100 ns simulation was run at 303 K. Figure 3.3 shows the individual
insertion of 12 CHX, beginning with four around 5 ns, and ending with the last
insertion at 35 ns. Data shown are spline fits to reduce noise and provide clarity
of the trend. No appreciable aggregation of the CHX was seen in the simulation,
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although one could argue that after the first 4 molecules inserted, the others
very quickly followed suit as a group. The drop in system energy is more clear
in Figure 3.3, and the energy of insertion was calculated to be 706± 101 kJ/mol.
This is less on a per molecule basis than the single CHX simulation, and probably
a reflection of some inter-CHX association, as well as the partial insertion of 1-3
CHX at the end of the equilibration period and beginning of the simulation. At
the end of the simulation the location of the twelve CHX seem to be randomly
distributed between the center of the bilayer and 1.3 nm. We will show below
that the full time- and system-averaged distribution of the CHX is more localized
than Figure 3.3 would suggest. Simulations with a +1 and +2 charged CHX show
qualitatively similar behaviour to the neutral case; insertion in the first 10-40 ns,
with a concomitant decrease in system energy.
While not every case of a single CHX insertion passed statistical significance,
every 323 K insertion of 4 and 12 CHX did. However, the size of the effect was
small, and in Table 3.1 we present the spread of values of the energy of insertion
calculated from a 4 ns range average at the simulation beginning versus the end.
As expected, the energy of insertion of the more polar +2 charged CHX was less
than +1 charged and neutral CHX, since the neutral CHX will sequester itself
further from the water into the hydrocarbons than either the charged species.
Below, we will confirm this.
Since the 303 K simulations followed on from the 323 K runs, we do not ex-
pect any change of state in the course of the run, and in fact, none of the very
small changes in the energy level for the 1 or 4 CHX runs passed any statisti-
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cal test for significance, indicating stable equilibrium and no energy drift over
100 ns. However, the 12 CHX at 303 K simulations showed a small but signif-
icant drift in energy, also shown in Table 3.1. At this high concentration and
lower temperature, true equilibration may take longer than 100 ns. In this case,
as we will see below, since the neutral CHX are more free to explore a greater
region of the bilayer center, the energy drift is larger than the +2 charged CHX,
which has established a much narrower distribution in the bilayer, indicative of
less mobility. In either case, we do not expect any changes to our structural anal-
ysis below, as these energy drifts are so small, they can only be detected with
statistical analysis.
The principle difference between the 1, 4, and 12 CHX simulations comes
in the final insertion depth of CHX. To measure this, we compare our results
with the neutron diffraction data from Komljenovic et al., where we determined
the depth of deuterium labelled CHX hexane in DMPC at concentrations of 1:3
and 1:10 CHX:DMPC using crystallographic methods and isotopic labelling. [20]
The simulation results are shown in Figure 3.4 as the time- and sample-averaged
location of the CHX hexane hydrogen across the bilayer, in principle, a direct
correspondence to the previous neutron diffraction experiments. In both the
neutral or charged cases, there is a narrow, 0.6− 0.8 nm width Gaussian-shaped
mass distribution of CHX in the bilayer.
For each CHX simulated, there is a small concentration dependence in the
location of the CHX, and a more significant dependence on CHX charge. For the
case of neutral CHX, the final position of the hexane is 0.8 nm from the bilayer
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centre, although in the crowded environment of 12:128 CHX:DMPC, the extra
CHX molecules find extra room in the center of the bilayer. Only at 303 K do we
see the effect of reduced lipid chain motion forcing the CHX equilibrium loca-
tion toward the bilayer center with increasing concentration. For the +1 and +2
charged cases, the charge pulls the CHX closer to the hydrophobic/hydrophilic
interface, to a higher location of 1.1 and 1.3 nm respectively. At high concentra-
tions, CHX is no longer crowded to the center of the bilayer, but rather increasing
the amount of CHX moves them further out, towards the aqueous interface.
However, none of the simulations agree with the experimentally determined
mass density of the same hexane deuterium label shown as the dashed line in
the lower panel of Figure 3.4. In that case, we measured the hexane to be much
higher in the membrane, at 1.6 nm from the bilayer center. The reason appears to
be differences in the bilayer structure between simulation and experiment, and
notably, the much deeper penetration of water into the simulated membrane.
This has the effect of lowering the water interface, to which the CHX is clearly
attracted, deeper into the bilayer.
Figure 3.5 shows the neutron scattering length density for the 1 and 12 CHX
simulated systems, separated into bilayer and water components. Only half the
bilayer is shown, starting from the central lipid methyls shifted to be at 0 nm,
and extending to the water layer at the right. Neutron scattering length den-
sity is analogous to the more commonly measured electron density, with slight
differences in the interpretation of Figure 3.5. The dip in signal in the bilayer
center is due to the negative neutron scattering length of the CH3 hydrogen. The
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peak around 1.2-1.5 nm is not the high number of electrons of the phosphate, but
rather is representative of the low density of hydrogen around the glycerol-ester
backbone. [33]
Overall, there is little difference in the curve shapes between the simulations.
The extra mass of the higher number of CHX can be seen in the curves of the 12
CHX over the 1 CHX. Most importantly, however, the bilayer experiences 0.3 nm
thinning with the +2 charge over the neutral simulation. As the CHX moves from
the bilayer center to the surface, the bilayer thins in response. In all cases the
water layer shape remains roughly the same, showing two layers of hydration.
The first layer penetrates into the bilayer to the level of the phosphates, and are
the direct hydration of the choline headgroups (6-10 waters per lipid), and the
remaining layer is bulk water.
We also include the experimental data of Komljenovic et al. in the lower
panel of Figure 3.5 for the concentration of 1:10 CHX:DMPC at 309 K. [20] The
bilayer data is obtained with a composition of 8% 2H2O, which renders the water
“invisible” to neutrons and the resulting data is entirely due to scattering from
only the lipids and CHX, directly comparable to the simulation data. We see that
the structure of the bilayer interior is well simulated, however, the headgroups
are broader and the bilayer is thicker. Repeating the experiment with higher
concentration of 2H2O, and subtracting the results, gives the water profile shown
in Figure 3.5. The experiment firmly rules out water penetrating deeply into
the headgroups, effectively moving the hydrophilic/hydrophobic interface much
higher in the bilayer, where the CHX follows suit.
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To see this result more clearly, we compare simulations of pure DMPC with-
out CHX to previously unpublished data on the distribution of water and two key
components of the lipid bilayer; 1.) the hydrogen of the sn-1 acyl chain terminal
methyl and 2.) the nine hydrogen of the choline methyl groups. (Experimental
methods can be found in supplementary information.) Our simulations of pure
DMPC bilayers reproduce the published results without issue, and the key pa-
rameters of the simulation, the area per lipid and bilayer thickness, are provided
in Table 3.2. [1, 2] Figure 3.6 shows the distribution of these lipid groups (lower
panel) and the overall bilayer and water (upper panel). We see that the distri-
bution of terminal methyls are reproduced very well. The overall distribution of
the choline methyl groups is not as well represented, the experiment indicating
a 0.2 nm thicker membrane and slightly wider distribution. The same experi-
mentally determined 0.2 nm thickness difference is seen also seen in the overall
bilayer structure. Although the plateau in the acyl chain region is not as well
defined in the simulation, the overall impression is a remarkable comparison
between simulation and experiment on bilayer structure.
However, the experiment is unambiguous on the exclusion of inter-bilayer
water from the phosphate region and below. If we define the hydrophobic/hy-
drophilic interface to be the half-max position of the water distribution, the ex-
periment indicates that to be 1.9 nm, and the simulation at 1.6 nm. There are
several important differences in the two systems that prevent a direct and fair
comparison; lower hydration in the neutron diffraction, and poor experimental
resolution in the validation of the simulation parameters, that may contribute to
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this discrepancy, and which we will further review in the discussion.
Figure 3.7 shows the SCD order parameters of averaged over both sn − 1
and sn − 2 tails for each CHX model. The order parameter was calculated as:
SCD = 32〈cos2(θ)〉 − 12 , where θ for atom i is the angle made between the vector
made by connecting the centres of atoms i− 1 and i + 1 and the bilayer normal.
The simulation results slightly underestimates the experimental values for pure
DMPC (upper frame) performed at 308 K, which is a known property of the
Slipids force field [1]. The splitting of order parameter for the second carbon in
the sn-2 chain is not well reproduced, however, the overall underestimation of
SCD indicates the lipids are more, rather than less, disordered and all in the Lα
phase.
The effect of CHX on the order parameter of the lipid chains was negligible
at the lower concentrations and only showed deviation from the pure DMPC
system at the highest 12:128 concentrations. The change in disorder of the acyl
chains was also dependent on the charge of the CHX. The neutral CHX exhibits
an ordering effect on the DMPC chains, which is in complete contrast to the
charged models which lower the chain order. The difference in the effect between
the +1 and +2 charge are minimal with the +2 charge affecting the chains at a
slightly higher position than the +1 charge CHX, due to its higher equilibrium
position.
In the lower panel of Figure 3.7, we show previously unpublished experi-
mental NMR lipid order parameters for 10:1 CHX in DMPC at 308 K. (NMR
experimental methods can be found in supplementary information.) The simu-
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lations achieve very good agreement in magnitude and shape of the curve. The
simulations slightly overstate the values of SCD for carbons 4 through 11.
Order parameters for the six carbons at the central HEX group of CHX were
also calculated. The results however did not give any further insight, with un-
changing values of approximately 0.12 to 0.14 for each carbon at all concentra-
tions and charges.
The hydrogen atoms in the biguanide section of CHX act as hydrogen bond
donors with the ability to establish hydrogen bonds with the oxygen atoms of
the lipid molecules. The lifetime of these hydrogen bonds has been observed to
be on the order of the length of the simulations. Figure 3.8 shows the minimum
distance between the hydrogen on the BGU section of the +1 CHX and the lipid
phosphate oxygen at 323 K. After the insertion of the molecule, the hydrogen
atom stays at a close ∼ 0.2 nm from the lipid oxygen atom, with small jumps
where it switches from lipid to lipid.
Table 3.3 shows the average number of hydrogen bonds made during the last
50 ns of each simulation, after all of the CHX molecules have inserted into the
bilayer. The neutral CHX makes on average 1.5 hydrogen bonds per molecule
once inserted into the membrane. The charged CHX models have additional
hydrogen atoms, which allow for additional bonds to be made with the lipids.
The +1 charge CHX molecule makes an average of 2.5 hydrogen bonds, while
the +2 CHX makes 3.5. As the concentration of CHX increases, the amount
of hydrogen bonds decreases, possibly due to competition for hydrogen bond
donors from the lipids.
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The general conformation of the CHX molecule as being either compressed or
expanded, was measured by tracing the distance between the two chlorine atoms
of the chlorophenyl rings located on the ends of the molecule. Initially while
the CHX molecule was in water, a broad distribution of Cl-Cl distances was
observed varying from 0.2-3.0 nm (Figure 3.9). This corresponds to a wide range
of changing conformations from its compressed state to an extended state. After
insertion into the membrane the distribution narrows significantly suggesting
that there exists a more stable conformation. The distribution of distances is
centred around ∼ 1.5 nm, which is neither the most compressed state nor the
most expanded state of the molecule but rather a “wedge” shape. Figure 3.10
shows an example of this configuration. Note that the chlorine atoms generally
point down or in the plane of the bilayer, but almost never point upwards towards
the water.
3.4 Discussion
The simulation’s Stockholm-lipids parameters (Slipids) are refined based in large
part on simulated liquid alkane density, and verified using experimentally deter-
mined membrane structural parameters provided by Kucerka et al. [1, 2, 34]. Our
simulations of pure DMPC bilayers reproduce the published results without is-
sue. Note that the double-layered distribution of water seen in Figure 3.5 appears
in every simulation, and is a consequence of the chosen parametrization of the
lipids. Similar simulations in turn form the basis of the experimental analysis of
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the small angle scattering (X-ray and neutron combined) of Kucerka et al., where
the double-layers can also be seen. There is little comment to be found in these
papers on this second, more deeply penetrating layer of water; our data, and
similar data from other neutron diffraction experiments do not find such water
distributions.
The discrepancy could be a consequence of the fact that Kucerka et al. use di-
lute, small unilamellar vesicles versus our aligned, slightly dehydrated lamellar
membrane stacks with approximately 5 water molecules per lipid. Another pos-
sibility is the fact that in Kucerka’s model, the water is modelled as the absence
of lipid; the molecular volume probability is kept at all points. It is difficult to
asses this point, since the data fitting analysis of Kucerka et al. is likely over-
parameterized, and no error estimation of the fitted parameters are provided.
Indeed, less imposing water distributions can fit the data equally well [35]. Nev-
ertheless, we believe the Slipids parameter set to be state-of-the-art, and the mea-
sured structural parameters of Kucerka et al. to be the most self-consistent and
reasonable to date.
Whatever the case, even though the experiments do not agree on where the
lipid-water interface lies, they both agree qualitatively that that is where the CHX
molecule resides. The depth of CHX had little dependence on the concentration
of the molecules used, rather it was more dependent on the charge. The neutral
CHX were distributed around 0.8 nm from the bilayer center and were observed
to spend time at the center at higher concentrations. The charged CHX models
were seen further out of the membrane at 1.1 and 1.3 nm respectively and were
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not seen at the center of the membrane.
The more CHX added to the DMPC membrane, the thinner it becomes, in-
creasing the area per lipid accordingly. The charge of the CHX determined the
degree of deformation of the membrane. The neutral model had a minimal ef-
fect to the change in area as well as the thickness and ordered the lipid chains.
Both of the charged models had similar but more pronounced deformations to
the area and thickness, however it lowered the chain order.
Initial placement of a membrane-active molecule into a simulation presents
an interesting challenge. On the one hand, a membrane-protein system can be
computationally large, and since simulation times are necessarily relatively short,
they may not be long enough for whole body equilibration and rearrangement of
the system so that the protein finds its appropriate place in the bilayer. In such
cases, experimental information is required to set up the system properly. [36,
37] For smaller molecules like CHX, one can hope for rapid diffusion to over-
come this problem, unless there is some unforeseen energy barrier that traps the
molecule in a metastable location.
Neither neutrality or charge prevents the molecule from seeking the same
most energetically favourable position within the bilayer within a reasonable
amount of time. However, an increase in the concentration of CHX increases
the amount of intermolecular interactions and thus increases the amount of time
needed for the system to reach an equilibrium state. At a concentration of 12:128
CHX:DMPC the molecules had to be started close to the membrane to reduce
the amount of time where the molecules interacted with one another in the wa-
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ter before finding their way into the membrane. Higher concentrations are not
possible under these same time scales for this reason.
Remarkably our results confirm our experiments that a DMPC bilayer can
accommodate a significant number of highly charged molecules without signif-
icant disruption to the underlying bilayer structure. This has two important
consequences. First, +2 charged CHX is not a good candidate for umbrella sam-
pling technique to determine the free energy profile in the bilayer. Any attempt
to hold the location of a lone charged CHX deeper in the bilayer than its free
energy location will severely distort the bilayer by opening a hole above it that
will draw in water. This has been seen before in the case of arginine [38], and was
the impetus for our brute-force methods here. Second, our results call into ques-
tion the biological relevance of DMPC as a membrane mimic in studies of CHX.
The remarkable capacity of DMPC to incorporate CHX is much higher than the
minimum inhibitory concentration of the drug, which has been observed to be
as low as 0.5 µg/ml for certain bacteria [39]. This corresponds to a CHX:lipid
ratio of approximately 1:100 compared to our highest concentration of 12:128.
We have demonstrated the rapid hydrophilic/phobic interface seeking ability of
CHX, however DMPC must be more structurally robust than the components of
bacterial, yeast, and viral membranes.
In conclusion, we have conducted a series of molecular dynamics simula-
tions of chlorhexidine in DMPC. The Slipids force field serves as a state-of-the-
art parameter set to reproduce many pure lipid bilayer properties very well, and
serves as a basis of our simulations. Here we have seen for the first time how
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the Slipids DMPC can accommodate a high concentration of solute molecules,
even +2 charged, with little change in structural integrity. This is in total agree-
ment with our experience with experimental samples of the same concentration.
However, for the case of the molecule chlorhexidine, which quickly seeks the hy-
drophilic/hydrophobic interface, the Slipids presents a water/lipid interface at a
different location than was experimentally measured. This may be a consequence
of the sample type, or the parameter set itself, and must be considered further.
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Table 3.1: Statistical analysis of the system energy
Insertion Energy 12 CHX Drift in Energy
kJ/mol/CHX kJ/mol/100 ns
Neutral CHX 50-60 627
+1 charge CHX 30-40 378
+2 charge CHX 25-30 182
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Table 3.2: Simulated membrane parameters.
323 K 303 K
Area/lipid
(Å2)
Thickness
(Å)
Area/lipid
(Å2)
Thickness
(Å)
Pure
DMPC
62.44(2) 28.2(2) 61.16(2) 29.1(2)
1:128 63.50(1) 29.0(2) 61.55(1) 30.0(2)
Neutral 4:128 64.71(1) 29.2(2) 62.38(1) 29.0(2)
12:128 66.38(1) 29.6(2) 64.38(1) 28.6(2)
1:128 63.55(1) 27.8(2) 61.07(1) 29.8(2)
+1 charge 4:128 64.62(1) 28.4(2) 62.48(1) 28.4(2)
12:128 67.54(1) 28.4(2) 65.37(1) 28.8(2)
1:128 63.34(1) 28.2(2) 61.48(1) 27.8(2)
+2 charge 4:128 64.52(1) 28.4(2) 62.40(1) 29.0(2)
12:128 68.00(3) 27.4(2) 66.18(1) 27.2(2)
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Table 3.3: Number of hydrogen bonds between CHX biguanide and lipid phos-
phate oxygen.
323 K 303 K
H-bonds per CHX H-bonds per CHX
1:128 1.16 1.16 1.50 1.50
Neutral 4:128 2.25 1.39 5.56 1.39
12:128 3.22 0.96 13.03 1.09
1:128 2.44 2.44 2.44 2.44
+1 charge 4:128 9.54 2.39 10.87 2.72
12:128 28.01 2.34 29.00 2.42
1:128 3.19 3.19 3.41 3.41
+2 charge 4:128 11.58 2.90 15.60 3.90
12:128 35.81 2.98 41.30 3.44
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H
Figure 3.1: Chlorhexidine representation with three groups; chlorophenyl (CPL),
biguanide (BGU) and hexane (HEX). Additional hydrogen atoms
needed to create a CHX models with +1 and +2 charge are shown
on the biguanide N5.
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Figure 3.2: Comparison of the distance between the center of mass of HEX and
the lipid terminal methyls (upper frame) and the system potential en-
ergy (lower frame) for chlorhexidine simulations started from outside
the bilayer in the water (black) or the center of the membrane (red).
The potential energy is lowered by a small but statistically significant
amount as the CHX molecule finds its preferred depth.
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Figure 3.3: (Upper panel) Distance between the center of mass of all twelve neu-
tral CHX HEX and the lipid terminal methyls, showing insertion of
each at various times. The traces have been smoothed and some have
been colored for clarity. (Lower panel) The system potential energy.
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Figure 3.4: HEX distributions for each concentration (1:128, 4:128, 12:128
CHX:DMPC) of neutral (upper frame), +1 charged (center frame) and
+2 charged CHX (lower frame) at both 323K and 303K. The HEX dis-
tribution determined by neutron scattering is added to the bottom
right frame for comparison [20].
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Figure 3.5: Comparison of the neutron scattering length density of CHX:DMPC
bilayers or the extra-bilayer water profiles for the 1:128 and 12:128
CHX:DMPC concentrations. The dotted line in the bottom right frame
represents the results from neutron scattering from Komljenovic et al.,
at 1:10 CHX:DMPC [20]
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Figure 3.6: Comparison of the experimental (solid) and simulated (dashed) neu-
tron scattering length density of either the bilayer or external water
penetration (upper frame) as well as the neutron scattering length
density (mass distribution) of the terminal and choline methyl hydro-
gen (lower frame)
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Figure 3.7: DMPC simulated lipid deuterium order parameters of 1:128 (solid)
and 12:128 (dashed) CHX:DMPC concentrations at 308 K. Experimen-
tal data, also at 308 K, are also shown for pure DMPC (diamonds,
upper frame) and at 1:10 CHX:DMPC concentration (circles, lower
frame)
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Figure 3.8: Minimum distance between the additional hydrogen of the biguanide
(BGU) group and the lipid phosphate oxygen for the +1 charged CHX
at 323 K
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Figure 3.9: Cl-Cl distance histogram of twelve +2 charged CHX during the first
10 ns at 323K before insertion (dashed), for 10 ns after insertion (dot-
ted), and the last 10 ns at 309K (solid)
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Figure 3.10: Simulation snapshot of the neutral CHX molecule (solid purple) af-
ter insertion into DMPC at 323 K
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4.1 Introduction
Pseudomonas aeruginosa is a gram-negative bacterium, often found in soil and
plants, which is a known opportunistic human pathogen. It targets those who
are immunodeficient or otherwise compromised, causing infection [1, 2]. P. aerug-
inosa has been shown to be non-susceptible to all but a select few antibiotics [3].
Antibiotic resistance is a characteristic of many gram negative bacteria, in part
due to their unique composition and electrostatics of their cell envelope.
Gram negative bacteria have a cell envelope consisting of an inner membrane,
periplasm and an outer membrane. The outer membrane is an asymmetric mem-
brane with a large component of the outer leaflet being lipopolysaccharide (LPS)
which can cover about 75 % of the outer surface [4, 5]. The inner leaflet is com-
posed of a mixture of phospholipids, with different headgroup and hydrocarbon
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tail chain lengths. Analysis of the outer membrane has determined that the most
prominent headgroup is phosphoethanolamine (PE), and the most common tails
are 18:1 and 16:0 [6, 7].
LPS as its name suggests, is a molecule with a mixture of both lipid and
sugar components. Many different forms of the LPS molecule exist in nature but
all with the similar general form. LPS consists of lipid A which is composed
of 5-6 fatty acid acyl tails attached to a disaccharide backbone that creates a
hydrophobic region anchoring it into the membrane. Attached to the lipid A is
the core oligosaccharide which consists of short chain of sugars and has a large
amount of negative charge. There is then the O polysaccharide side chain, a
chain of repeating sugar chains which vary in length from 1-30 units depending
on the bacteria and environment [8]
Molecular dynamics (MD) simulations are currently a very powerful tool from
observing the dynamics of biological systems. Many simulations provide detail
at an atomic resolution using an all-atom (AA) approach. A number of AA LPS
simulations have been reported for LPS, including those for Escherichia coli [9,
10], and P. aeruginosa [11–13]. The largest of these simulations incorporate 72 LPS
in a single bilayer leaflet.
While AA simulations have proven to be very effective, since a detailed and ef-
fective simulation of a cell membrane requires hundreds of thousands of atoms,
AA simulations are limited to small system sizes and time scales limiting the
sampling of conformal space. Coarse grained (CG) simulations have been cre-
ated to overcome this limitation. The MARTINI force field has made tremendous
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progress in providing a useful method for studying the mechanics of biomolecules
on both large size and time scales [14]. CG models reduce the internal degrees
of freedom of a molecule by averaging out some atomic detail, mapping ap-
proximately 4 heavy atoms and their associated hydrogen to 1 pseudo-atom. A
key feature is the fair reproduction of structural and thermodynamic data [15,
16]. The result is a system with much fewer atoms, making it considerably more
computationally efficient.
The MARTINI force field has a robust collection of phospholipids and sterols
for simulation, and has been extended to both carbohydrates [17] and glycol-
ipids [18, 19], and importantly now includes polarizable water [20]. However, to
the best of our knowledge, only a single CG force field for LPS has been devel-
oped [21], and has been tested exclusively in non-polarized water and uses DPPE
(16:0,16:0 PE) as the base layer, which does not incorporate the effects of the abun-
dant unsaturated lipid tails present in P. aeruginosa [6, 7]. A model for LPS has
been cited as an important missing element of the MARTINI collection [15, 22].
A single P. aeruginosa cell is pill shaped, approximately 0.5-1 um wide and 1-
5 um tall. If this cell was coated in LPS, this corresponds to approximately 100,000
- 1,000,000 LPS molecules. Current attempts to simulate AA LPS systems have
been limited to very small systems due to the large size of the LPS molecule [10,
13]. Therefore to simulate even the smallest of Pseudomonas aeruginosa bacteria
cells, an AA approach would be too computationally intensive to simulate on
reasonable timescales.
In this report, we construct a MARTINI compatible LPS model from an AA
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simulation of the rough LPS from P. aeruginosa [13]. This requires construction
of new carbohydrates and designing a new AA-to-CG atom mapping. Refining
bonds and angles were undertaken to reproduce the calculated dynamics of the
AA model. We are able to increase the size of the simulated membrane several
fold, while improving computational efficiency. Finally, we compare our results
to neutron scattering experiments on the structure of LPS.
4.2 Methods
4.2.1 MARTINI Parameterization
The coarse graining of LPS was done using the bottom up approach, building on
AA simulations, meaning that the AA LPS simulations were mapped into virtual
particles at the location of the center of mass of the atom collection they repre-
sent. The final decision on the mapping is shown in the schematic of Figure 4.1.
In many regions, the MARTINI particles are entirely consistent with previous
simulations of lipids and saccharides [23]. To provide the highly negative charge
of the LPS molecule, eight of the particles were given a -1 charge corresponding
to the most electronegative parts of the AA model, and the others were given no
charge (see topology at http://www.physics.brocku.ca/MARTINI/ for complete
particle assignments).
The bonded parameters for the CG force field are determined from these vir-
tual mapped particles of the AA simulation, and are measured by constructing
histograms of the bond length between virtual particles over the entire simula-
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tion. The height and peak center of these histograms represent the equilibrium
length and spring strength for that bond. The same is done with angles between
triplets of virtual atoms in the simulations. Dihedrals however, were omitted as
explained in the results section. The construction of the AA membrane simula-
tions used for parameterization are discussed below.
Most often, the choice of virtual particles fortuitously led to a Gaussian-
shaped single peak, but this is not always guaranteed. Restrictions among com-
peting bond/angle/dihedral parameters in the underlying AA force field can
distort the histogram shape, or add second, smaller peak values. However, the
force field between virtual particles used was always harmonic, and cannot re-
produce overly complex distributions. However, the non-Gaussian distributions
account for a small fraction of the model, and can still be fit with a Gaussian
to capture the majority of its conformational distributions. Thus all recorded
histograms were fit to single Gaussian curves using the fityk program [24]. If the
distribution was split into more than a single peak, the most prominent peak was
used.
The height and center of these Gaussian curves were then used as the stan-
dard in which to match during a simulation utilizing the newly made CG force
field. The strength and center of the harmonic bond and angle potentials were
iteratively adjusted until their distribution matched that of the virtual particles
from the AA simulation. The first set of iterations were performed on a symmet-
ric LPS bilayer, so that any changes in the per-lipid area was reflected on both
sides of the membrane equally, and therefore the system was able to stretch or
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shrink as required without falling apart.
For the very first iteration, the initial bond equilibrium length was set to
the exact centers of the histograms. The bond strengths were split into 3 cat-
egories: the first containing very sharp and narrow peaks were given values of
50,000 kJ mol−1 nm−2, wide and histograms with multiple peaks were given a
low value of 1,000 kJ mol−1 nm−2, and wide but determinate peaks were given an
intermediate value of 20,000 kJ mol−1 nm−2. All angles were given zero strength
as to not interfere with the equilibrating of the bond lengths.
The masses of each CG particle were taken to be the sum of the constituent
atoms in which it represented. The charges were set to either 0 or -1, as sug-
gested for the MARTINI force field [16]. The particle types were chosen from the
default martini particle types to accurately capture the approximate polarity of
each particle, although no attempts were made to adjust their non-bonded inter-
action parameters. The reduced size ’S’ particles were used for the ring structures
due to the fact most were the smaller 3-1 mapping, compared to the regular 4-1
mapping used by MARTINI.
The CG simulation was then run for 1 ns at a step of 0.002 and histograms of
all of the 72 bonds were created and compared to that from the AA simulation.
The values for the equilibrium length r0, for the iteration i, was calculated as
ri0 = r
i−1
0 + (r
AA
0 − rCG0 )
where rAA0 was the center of the distribution of the AA sim and r
CG
0 was the
center of the histogram for the current iteration of the CG force field. The bond
strength k, for the iteration i, was calculated as
Chapter 4. A MARTINI Extension for LPS 106
ki = ki−1
(
AAA
ACG
)
where AAA and ACG are the amplitudes of the AA and current CG histograms
respectively.
Once at least 80% of the bonds were within 0.1 nm of the AA equilibrium
length and within 1% of the height difference, the angles were added into the
force field, each with an equilibrium angle corresponding to the center of each
AA histogram of angles, and with a strength of 100 kJ/mol. Subsequently, both
angles and bonds were adjusted after each additional iteration using the equa-
tions above, modified for angle center and strength.
Once the largest conformational changes of the membrane occurred and the
system was more stable, the bilayer was truncated to create a monolayer of LPS
which was placed on top of a monolayer layer of CG 16:0-18:1-phosphatidylethanolamine
(POPE) from an equilibrated symmetric POPE simulation [16]. Iterations were
then continued until the system was again stable, where the timestep was in-
creased to 0.02 ps and run for 10 ns for each iteration. Once 80% of the bonds
were again within 0.1 nm of the AA equilibrium length and within 1% height dif-
ference each iteration was run for 100 ns. Iterations were continued until 100% of
the bonds were within 0.1 nm and 1% hight from the AA simulation histograms
and the angles within 1◦ and 10% height unless restricted by limitations. The lim-
itations were that no bond strength could be more than 50,000 kJ mol−1 nm−2,
no angle strength over 1000 kJ mol−1 nm−2 and no equilibrium angle below 0◦
or higher than 180 ◦. Angles within ring structures were also removed since the
rings are made of 3 particles, meaning fixing the bond lengths also fixes the an-
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gles between them. The tolerance for angles was lower than the bonds due to the
fact that the AA histograms were not fit as well by a single gaussian due to the
fact they had multiple equilibrium angles, creating a wider distribution.
4.2.2 Membrane Construction
A total of four starting membrane configurations were created, an AA LPS/POPE,
an AA LPS/LPS, a CG LPS/POPE and a CG LPS/LPS. The AA LPS/POPE sim-
ulation consisted of 49 LPS, 120 POPE, 9800 TIP3P water molecules and 196 Ca
ions(4 per LPS). The AA LPS/LPS simulation consisted of 98 LPS, 9800 water
molecules and 392 Ca ions. The CG LPS/POPE simulation consisted of 1152
LPS, 3184 POPE, 83984 polarized water molecules and 4608 Ca ions. The CG
LPS/LPS simulation consisted of 2304 LPS, 80000 polarized water molecules and
9216 Ca ions. Both water models, ions and POPE used the preexisting MARTINI
force field parameters.
The starting configuration and topology for all AA LPS simulations were cre-
ated from an pre-equilibrated LPS/di9:0-PE asymmetric membrane, originally
published by Kirschner et al. using their glycam-based force field [13]. This
system was simulated for a further 10 ns to confirm the system was well equili-
brated. The LPS half of this equilibrated membrane was then extracted from the
final frame of the simulation. First, this extracted LPS monolayer was duplicated
and rotated 180◦ to create a symmetric LPS (LPS/LPS) membrane. Secondly,
to create an asymmetric AA LPS/POPE membrane, a pre-equilibrated mem-
brane built from CHARMM-GUI membrane builder, containing 300 POPE/POPE
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molecules was simulated for an additional 10 ns, again to confirm stable equilib-
rium [25]. Since the glycam based force field originally published by Kirschner
et al. [13] did not contain the parameters for a POPE molecule, the Slipids [26,
27] force field parameters were utilized. The area A of the simulation box of the
Kirschner et. al.’s LPS/di9:0PE membrane and that of the pure POPE/POPE sim-
ulation were compared to determine the correct number N of POPE molecules
needed to match the area per lipid values for the AA LPS/POPE according to:
NLPS/POPE =
(
ALPS/di9:0PE
APOPE/POPE
)
×
(
2
NPOPE/POPE
)
The 300 POPE/POPE configuration was then cut down to size using the soft-
ware Avogadro [28], removing a layer of POPE and leaving the correct number
of lipids as calculated above, matching the LPS/di9:0PE box size. A total of 120
POPE lipids were used for the supporting bottom leaflet.
The starting configuration for a CG LPS monolayer was constructed using the
final frame of the 10 ns AA LPS/di9:0-PE simulation. The center of mass of each
CG particle was calculated using the center of mass of the atoms which it rep-
resents. This monolayer was duplicated and rotated to create the two identical
sides of the CG LPS/LPS. To create a much larger system this system was dupli-
cated 16 times and placed in a 4× 4 grid. This new system was equilibrated for
250 ns before it was used to create the CG LPS/POPE membrane by removing the
LPS monolayer and placing it onto a POPE monolayer using the same methods
as the AA simulations.
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4.2.3 Simulation Parameters
All simulations were performed using the GROMACS simulation software (ver-
sion 5.0.4) [29–31]. All CG simulation were performed in an orthorhombic box
with periodic boundary conditions. The systems were first equilibrated with a
1 ns NVT ensemble followed by a 1 ns NPT ensemble. The AA LPS/LPS system
showed a large deviation in its original energy and and therefore was subjected to
another equilibration period of 200 ns. The final equilibrated systems were then
used as the starting configurations for the subsequent 750 ns AA and 3000 ns CG
production MD simulations. Following the 3000 ns CG simulations, all polar-
ized water molecules were converted to regular MARTINI water molecules and
continued further as described in the results section below.
The temperature of the system was maintained at 309 K by independently
coupling the lipids and solvent separately to an external temperature bath with
a coupling constant of 5.0 ps using a Nose-Hoover thermostat. The pressure was
kept at 1 bar in the lateral and normal directions semi-isotropically using the
Parrinello-Rahman barostat, using an isothermal compressibility of 4.5 × 10−5
bar−1 and a coupling constant of 5 ps. A 20 fs (CG) and 2 fs (AA) time step with
a Leap-Frog integrator was used. The Verlet list group scheme was used to for
its optimal usage with GPUs for an increased simulation speed-up. The Verlet
list scheme keeps a buffered list with exact cut-offs which are updated every
10 steps. Potentials are shifted to zero with an exact cut-off value of 1.2 nm.
PME was used for the long-range electrostatics, with an electrostatic screening
constant (er) of 15 with the use of non polarized water and 2.5 with the use of
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polarized water.
4.3 Results
4.3.1 Bonded Parameters
The selection of MARTINI atoms was chosen in order to minimize the amount of
bimodal distributions in the bond distances between two connected virtual parti-
cles. This is done by avoiding making a virtual particle that contains an internal
degree of freedom with more than one favourable conformation. This was not
completely avoidable with a 4-1, or even 5-1, mapping, however, through trial
and error, all excluded conformations occurred much less often than the primary
conformation. An example of a conformation that was removed when mapping
from AA to CG is the C-OH tail on the 0GA ring. This chain can have two
conformations, rotated about the carbon atom, and the OH can face one of two
directions. The CG virtual atom however merges this tail with the ring carbon
which does not allow for any internal freedom to have both conformations. This
degree of freedom was “frozen” into the CG bead as either one conformation or
the other. Since using the average of both would lead to a model that did not rep-
resent either, one distribution was chosen at random since either conformation
was equally likely.
Figure 4.2 shows each of the bonds associated with the 0GA ring of the LPS
molecule. This small section of the molecule contains a good representation of
each of the typical agreements between AA and CG. A majority of the bonds
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within the entire LPS molecule were similar to the right-most black and green
curves, where a single Gaussian distribution fits the data very well. The mid-
range blue curve shows a split in the distribution, where 2 internal conforma-
tions are clearly seen in the AA case. Here, the second peak was chosen to
be modelled in the CG. The left-most red curve represents a common bond be-
tween two ring atoms, which are tightly bound. The limiting spring constant of
50,000 kJ mol−1 nm−2 held the bond-length to the correct value, however pro-
vided a slightly looser bond, and thus wider distribution, than observed in the
AA simulation. Switching the type of bond from a harmonic spring type to a
constraint type, however did not fare any better, by creating a bond which was
too stiff. Since neither a harmonic bond nor the constraint algorithm could accu-
rately fit this bond, the harmonic bond was chosen since it showed to be more
stable during long simulation runs.
Bond angles were subject to the iterative construction process as well. Fig-
ure 4.3 shows the distribution of angles in the 0GA group. The narrow distribu-
tions below 80◦ are the internal angles to the 0GA ring. Since the ring structure
is made of three particles creating a triangle, setting bonded parameters for both
the bonds and angles is redundant. Therefore, only bond parameters for these
particles were used. Two of the distributions show a bimodal distribution in the
AA case due to the C-OH tail described above; the smallest angle however can
still be well modelled with one CG distribution without loss of generality. How-
ever, choosing the bond length distribution above makes the choice of which
angle distribution the CG model will adopt. Softer angle constraints for the re-
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maining angles reproduce very well the broad distributions of angles the sugar
moieties can adopt.
Dihedrals are not included in standard lipid MARTINI force-fields; there are
simply no rotatable groups of consequence [23]. Likewise, only a few are option-
ally included in the carbohydrate force field, as few groups showed a preferred
orientations, ring conformations (chair, boat, etc.) are completely neglected, and
different anomers have the same topology [17]. One or two proper dihedrals were
included in the extension of CG lipid models to glycolipids, in order to control
the relative orientation of the disaccharide with respect to the lipid. However,
one major drawback is the requirement of a shorter timestep by half to prevent
instabilities arising from tension in the glycosidic links [19]. With this in mind,
early during the creation of the LPS force field, an attempt was made to add di-
hedrals between each of the sugar residues of the molecule, despite the increase
in complexity in attempting to hold a branched chain of sugars at a “correct”
orientation. It was discovered that the resulting instability led to using an unac-
ceptably small time step of 1 fs, down from the planned 20 fs.
A decision was thus made to forgo all dihedrals. The consequences of this
are illustrated in Figure 4.4, which shows several key dihedral distributions both
with and without explicit terms. In only one instance does this decision nega-
tively deviate from the AA case. In Figure 4.4A, we see the narrow distribution
of the torsion between LKO and 0KO, which could be well matched in the CG by
including a proper dihedral. Without the explicit dihedral, it no longer adopts a
preferred orientation. In all other cases, however, either there was no preferred
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orientation (e.g. WLL→6GA, Figure 4.4C), or steric interactions held dihedrals
to the correct preferred orientations (e.g. WLL→6GA, Figure 4.4D). In one case,
(e.g. 3H1→WLL, Figure 4.4B), steric interactions were 180◦ from the AA orien-
tation. In view of these results, we felt that relying on steric interactions for the
principal structure organizing mechanism was the better trade-off for keeping
stability and computational efficiency.
4.3.2 Structural Features
Both AA and CG simulations display the essential structure of the bilayer, and
are in very good agreement with each other. Figure 4.9 shows a snapshot of the
CG simulations, the lipids and water separated for clarity. The bilayer structural
profile is shown in Figures 4.5 and 4.6, for the LPS/LPS and LPS/POPE sim-
ulations respectively. In these figures, we plot the normalized number density
of the major components; lipid-A, core oligosaccharide, POPE, water and Ca2+
ions, and with the CG beads weighted to the number of atoms they represent.
We use the normalized number density, rather than electron density, for future
comparison with scattering density profile analysis, which “involves the parsing
of the lipid molecule into components whose volume probability distributions
follow simple analytical functional forms” [32].
For the symmetric LPS/LPS bilayer, Figure 4.5, the lipid-A moiety extends
±1.5 nm from the bilayer center, whereas the core oligosaccharide extends out-
wards from ∼ 1.2 nm to ∼ 4.2 nm, with a plateau in number density clearly visi-
ble in the AA simulation. The oligosaccharide domain contains a fixed density of
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waters penetrating from outside, and the majority of Ca2+ ions are concentrated
deep within the core. The CG model of LPS does an excellent job in reproducing
the density plots of the AA model, capturing most of the structural features. Al-
though there is a general loss of detail, the location of each of the distributions
of each of the components are in agreement.
The membrane bilayer center was set to be the center of the lipid-A distribu-
tion, however the CG distribution of lipid-A is somewhat wider than that of the
AA. The center of the core oligosaccharide distribution also differs slightly, with
the CG distribution being 0.1 nm closer to the center of the membrane. The CG
core oligosaccharide is slightly thinner than the AA model, leading to an overall
thinner membrane, cf. Table 4.1. The distribution of calcium ions are in complete
agreement in both simulations, likely because the core oligosaccharide in this
region is the same for both simulations.
Small differences between the CG and AA number density distributions can
be attributed to the larger CG simulation size. The larger CG simulations al-
low for undulations in the membrane as seen in Figure 4.9, not present in the
smaller AA simulation. Undulations in the membrane widen the distributions,
and shows water at the center of the membrane even though Figure 4.9, demon-
strates an apparent water boundary.
The greatest difference between the AA and CG simulations are the water
profiles associated with the LPS. Since the CG membrane is thinner, the water
begins to enter the membrane closer to the center, and penetrates all the way
through the membrane. A plateau in the water profile near the center of the
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LPS is seen in both AA and CG simulations. The AA plateau, however, is much
more pronounced than the CG presumably due to the nature of 4-1 molecular
mapping of the water in the CG model.
The plateau of water appears near the distribution of Ca ions. It is there-
fore able to provide a hydration shell for the ions as seen in previous atomistic
simulations and experimental evidence [12, 13, 33, 34]. Figure 4.8 shows the ra-
dial distribution of water surrounding the Ca ions. It should be noted that in
the MARTINI force field, the ions have the first hydration shell built into their
parametrization, therefore the first peak corresponding to the first hydration shell
is missing from the CG radial distribution. The second and third hydration shell
however are present and in general agreement between the AA and CG simula-
tions.
For the LPS/POPE membrane simulations, the center of the membrane was
chosen to be the point of equal atom number density between LPS and POPE, as
seen in Figure 4.6. Again, we see the water penetration of the core oligosaccha-
ride and lipid-A, and the concentration of Ca2+ ions at the core-lipid-A boundary.
In contrast to the LPS/LPS simulation, the LPS/POPE AA simulation shows that
the water does not penetrate through the POPE side. The POPE layer created
a water barrier in the AA simulations, about 0.7 nm wide. The CG LPS/POPE
simulation seems to have water penetrating through the center of the membrane
and ∼ 0.4 nm into the POPE half, with a minimum water concentration of about
1.5 % by atom number. However, as seen in Figure 4.9, little to no water is
visible on the bilayer region, however, projecting the vertical undulations of the
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large simulation onto the simulation box normal may give rise to artifacts in the
distribution of water.
An estimate to the size of the undulations will give insight to the distribution
of water. The distribution of the terminal methyl groups of the AA model, or
the terminal virtual particle of the CG model, around the average bilayer mid-
plane arises from a convolution of acyl chain flexibility and bilayer undulations.
The small AA simulation size restricts the membrane’s undulations, and there-
fore any increase in distribution width of the CG model will likely be due to
undulations now possible due to the more expansive system size. Figure 4.7
demonstrates the wider distribution of terminal methyls for the CG simulation
in comparison to the AA simulations. Fitting to a Gaussian, the standard devia-
tion increases from 0.187 nm in the AA to 0.371 nm in the CG LPS/POPE. Using
the AA value as the estimate of the chain conformation contribution to the CG
distribution, we can deconvolve the contribution due to the undulations where
we find the amplitude to be 0.236 nm. This may account for some of the observed
water penetration into the POPE half mentioned above.
The water at the center of the LPS/LPS bilayer occur in individual channels,
as seen in Figure 4.9. With the lipid removed, water pores of various sizes can be
seen to occur in the simulation and are stable for the duration. This is not what
has been expected from experimental data; although neutron scattering data in-
dicates that there is likely some amount of water in the bilayer center, the picture
from experiment was not one of channels or pores [33, 34]. Indeed, no simulation
to date matches the measured neutron scattering length density (NSLD) profiles
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reported so far. For comparison Figure 4.7 also shows the distribution of the
terminal methyl groups for the LPS/LPS case. Again we see that the CG distri-
bution is wider than the AA with values of 0.267 nm and 0.230 nm respectively.
Deconvolving contribution to the chain conformation from the total gives an un-
dulation amplitude of 0.138 nm. These smaller undulations are plainly visible in
Figure 4.9.
In Figure 4.10, we compare our computed neutron scattering length density
profiles with that of Abraham et al. [34] and Kucerka et al. [33]. In these reports,
the LPS was isolated from P. aeruginosa PAO1, however it contained a mixture
of rough and smooth forms, with some O-antigen polysaccharide not present to
our simulation. Nevertheless, it has been reported that Ca+2 causes a collapse
of the carbohydrate chains [35], meaning we would not expect a wildly different
bilayer thickness. Further, the nature of the experimental sample means that
only LPS/LPS bilayers could be measured, and at a less than total hydration
of 84% relative humidity. However the reported thickness of the bilayer was in
agreement with fully hydrated bilayers [36].
In the top panel of Figure 4.10, we calculate a theoretical NSLD under the
same experimental conditions of fully deuterated water, 2H2O, and scaled our
calculated profile by a constant to approximate the reported data. If we con-
sider the initial decrease in water concentration as indicating the thickness ex-
tent of the LPS, then the experimental data indicate a membrane at least 1 nm
thicker than simulation. However, the plateau of water penetration into the
core oligosachhraide is not visible in the neutron data; neither is the expected
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dip of the CH3-rich hydrophobic chain as pronounced as seen in the simulated
data. When using 8% 2H2O, water is effectively invisible to neutrons, and the
lower panel of Figure 4.10 shows the NLSD dominated by scattering of the lipid
only. While the overall thickness of the bilayer seems correct after accounting
for the additional O-antigen polysaccharide in the experimental sample, we are
confronted again by the lack of expected dip in the NSLD of the C1H3-rich hy-
drophobic chain at the bilayer center.
There maybe two possible explanations for these discrepancies. First, the in-
herent low-resolution scattering data, combined with higher acyl chain disorder
than what is found in the simulation, will smooth over much of the missing
decrease in NSLD at the bilayer center. Second, the O-antigen polysaccharide
collapse and low hydration levels may prevent as much water penetration into
the core oligosaccharide as is seen in the simulation. These discrepancies need
further examination.
Equilibrium times for the CG simulations were shown to take longer than
expected, typically on the order of 1-2 µs. This was seen to be caused by the
slow diffusion of water and ions into the membrane. Kirschner et al. also noted
a long equilibration time ranging on the order of about 500 ns for the AA sim-
ulations [13]. A direct comparison, however, can not be made with the AA sim-
ulation due to the fact the CG simulation was so much larger, and is therefore
expected to take even longer to equilibrate. However, due to the speed increase
of CG simulations, they are still computationally less intensive overall.
It is somewhat debatable whether all the simulations reached a final equilib-
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rium in the simulated 750 ns for the AA, and 3000 ns for the CG simulations.
To illustrate this, the evolution of the average lipid area is shown in Figure 4.11
for the AA simulation, and Figure 4.12 for the CG simulation. The area per lipid
of the LPS/LPS systems appear to be reaching an equilibrium value increasing
only marginally throughout the final microsecond of the simulation with po-
larized water and decreasing marginally with the non polarized water. This is
directly correlated to the amount of water measured in the center of the mem-
brane. The slow diffusion of water into/out of the membrane is the limiting
factor to speed at which the system reaches equilibrium. The starting configura-
tion of the system is therefore of vital importance for setting up the symmetric
LPS/LPS membrane. In the final microsecond of each of the LPS/LPS systems
the change in the number of water molecules in/out of the center of the mem-
brane is reduced to below a 2% change, reaching its equilibrium number. The
LPS/POPE system however, is robust in that it does not contain water pores and
therefore the system equilibrated much faster with a steadier value for the area
per lipid.
In both LPS/LPS, and LPS/POPE simulations, the average lipid area for the
CG is 20% larger than the AA. There is no experimental reference point to the
area per lipid of LPS, however the area per lipid of symmetric POPE/POPE vesi-
cles was recently measured to be 0.58 nm2 at 35 ◦C, and increases to 0.61 nm2 at
55 ◦C [32], which can be used as a basis comparison for our LPS/POPE system.
The POPE/POPE membrane used to build the base of our asymmetric mem-
branes had an area per lipid of 0.634 nm2 when using the MARTINI polarized
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water model, which is much larger than the experimental value of 0.580 nm2 [32].
However, when the polarized water was replaced by the non polarized model,
the membrane compressed to a value of 0.594 nm2, much closer to the experi-
mental value. This prompted us to then also simulate our two CG LPS systems
with the nonpolarized water. The results are shown in Figure 4.12 which shows
that the area per lipid of LPS/LPS decreasing from 1.719 nm2 to 1.613 nm2. The
nonpolarized water more accurately reproduced the AA area per lipid of LPS
with a value 14% above the AA results in comparison to the 20% overshot value
observed with polarized water.
An inherent problem with the use of the current MARTINI nonpolarized wa-
ter model is that it has been observed to freeze at temperatures above 0 ◦C,
especially in the presence of a nucleation site such as an ordered membrane [16,
20, 23]. This adverse effect was witnessed in our LPS/POPE simulations. To
counter this effect we first replaced 10% of the water molecules with the an-
tifreeze particles, however the freezing still persisted. The area per lipid during
the first 1000 ns this simulation showed a decrease similar to that of the LPS/LPS
stimulation dropping from 1.817 nm2 to 1.629 nm2. Raising the temperature was
seen to be the only solution to thaw the ice problem, however the water needed
to be above 50 ◦C in addition to having the antifreeze particles. We determined
that these fixes altered our system too much to be compared to previous results
and was not a consequence of our parameterization since it did not occur in our
LPS/LPS system, therefore, we did not push this aspect of study any further.
The large area for the CG LPS is due to two factors that are difficult to sepa-
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rate. First, in order to be completely compliant with the MARTINI force field, we
made no attempt to adjust the non-bonded interaction parameters of the stan-
dard MARTINI atom types. Second, a single CG water bead is actually 4 water
molecules in one, which has implications in the volume of space occupied by
water penetrating through the bilayer. We believe though, that these limitations
of CG are offset by the success of reproducing the bonded parameters, which is
reflected in the overall reproducibility of the bilayer structure.
In both of the LPS/LPS simulations, we see a 0.7 ∼ 1% increase in lipid
area over the duration of the run, with signs of the AA simulation becoming
more stable in the first third of the simulation, and in the last 20% of the CG
simulation. In both cases, we see the LPS/POPE simulations decreasing in their
average lipid areas, more so for the AA with a 2% decrease, but perhaps reaching
a plateau in the last 20% of the simulation. We believe that we may have one or
two few POPE in the AA case. In the CG LPS/POPE, there are signs of reaching
equilibration midway through the simulation. Table 4.1 reports the final area per
lipid from the last 100 ns of the AA and last 250 ns of CG simulations.
Finally, the lipid diffusion rates were computed from each simulation, and are
reported in Table 4.1. In the LPS/POPE simulations we observe a tenfold larger
diffusion rate of POPE in the CG in comparison to in AA, as expected from the
MARTINI lipids due to the smoother configurational space. [16, 23] The diffusion
rate of the LPS molecules are negligibly small in comparison to the POPE, being
on the order of 103 times smaller, due to their much larger size.
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4.4 Conclusion
The primary motivation for this study is to incorporate models of membrane
active and gram-negative targeting antibiotics at relatively high concentrations,
extending the size and scope of systems reasonably achievable by AA simula-
tions. Consider for example, chlorhexidine, an effective agent that attacks the
membranes of bacteria, yeast, and enveloped viruses [37, 38]. First, chlorhex-
idine can pass through the outer membrane of gram-negative bacteria before
compromising the inner membrane and eliciting a cell-destroying response. We
wish to see why chlorhexidine seems to have a different interaction with LPS con-
taining membranes than to bilayers of standard phospholipids. Second, we have
seen experimentally that standard phospholipids can accommodate very large
concentrations of the drug without disruption. Since we also want to study the
effect of concentration on the membrane structure, adding that many chlorhexi-
dine molecules greatly increases the scale of computations to many hundreds of
lipids and many dozens of chlorhexidine.
Additional uses of the model proposed in this study are vast, and expanding
as the MARTINI force field continues to grow its library of available molecules.
Already, it contains a large number of different lipids which, in combination
with LPS, can build a realistic outer membrane of a bacterial cell or with the
advancements in computational power, even a full bacterial cell. With a simulated
outer membrane the mechanics of a bacterial cell can be better studied as well as
the mechanism and interaction of different proteins, as well as small molecules.
The greatest usage could be in the study of antibacterial drugs, learning their
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interaction with the membrane of bacteria, enhancements to previous drugs as
well as studying new ones can become more accessible.
Our MARTINI-based CG model has approximately 24× the number of LPS
per leaflet than the AA simulation, yet it has 8× fewer atoms and uses a 10×
larger timestep, which corresponds to an theoretical 80× speed increase. On
equivalent computational systems our AA simulation was capable or running at
an average 654 ns day−1 LPS−1, while the CG was averaging 60,385 ns day−1 LPS−1,
an actual 92× speed increase. Thus MARTINI force field is capable of massive
scale simulations of LPS membranes suitable for additional work. A gromacs
compatible .itp topology file can be found in the supplementary data for easy
access and usage.
We have identified 3 main limitations of our model. First, our CG LPS model
was tested in both, polarized and non-polarized water environments with mixed
results. The model more closely mimics the area per lipid and thickness of the
AA simulations in the presence of nonpolarized water, however due to the lim-
itations of the current CG water models, care must be taken to ensure that the
water does not freeze. Second, the starting configuration of LPS is of vital im-
portance to the stability and equilibration time of the system. We noted that the
LPS/LPS system is highly susceptible to water in the center of the membrane.
The water creates channels through the membrane which take a very long time
to equilibrate as the water is slow to enter and leave these pores. An asymmet-
ric LPS/phospholipid membrane however, does not have this problem for the
phospholipid monolayer provides an adequate water barrier so that pores can
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not form.
Finally, not as a limitation to the model but more of a limitation of this study,
we have not explored the effects of changing the base layer of phospholipids.
Since the LPS molecule is so large, an increase or decrease in the number of
phospholipids on the base layer of the LPS/POPE would unlikely cause an LPS
to change sides of the bilayer but rather cause curvature in the membrane. This
could affect most of the bilayer properties studied in this paper. Further, the
study of how different phospholipids or mixtures of phospholipids as the base
layer affect the behaviours of LPS is still unknown. In this study we matched
the number of POPE molecules to match the area of the LPS monolayer, however
studying the change in the lateral pressure of the membrane as well as induced
curvature due to an surplus or absence of POPE or due to replacing some POPE
with different phospholipids would be an important extension to this study.
4.5 Acknowledgements
This work was supported by the Natural Sciences and Engineering Research
Council of Canada, the Shared Hierarchical Academic Research Computing Net-
work (SHARCNET: www.sharcnet.ca), and Compute/Calcul Canada.
Chapter 4. A MARTINI Extension for LPS 125
Chemical group
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Figure 4.1: Schematic of the lipopolysaccharide of P. aeruginosa used for simu-
lation. Residues and groups are drawn in boxes, with the naming
convention used by Kirschner et al. [13]. Shaded areas indicate coarse
grain atom groupings.
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Figure 4.2: Distribution of bond lengths for all of the coarse-grained bonds of in-
side and connecting to the group 0GA, coloured to emphasise the four
different bonds. (Colour online.) Both the AA (solid lines, based on
virtual particles) and CG (dotted lines) are shown for a 10 ns period.
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Figure 4.3: Distribution of bond angles for all of the coarse-grained angles of
group 0GA. (Color online.) Both the AA (solid lines, based on virtual
particles) and CG (dotted lines)are shown for a 10 ns period. The
black lines all < 80◦ represent the three internal ring angles, while the
red lines > 70◦ represent external angles, including the bond between
0GA and 6GB.
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Figure 4.4: (Color online) Example dihedral distributions of AA (solid lines), CG
with explicit dihedral terms (dotted green), and CG with no explicit
dihedral terms (dotted red). Torsions shown represent those for the
bonds connecting the groups: A) LKO→ 0KO, B) 3H1→WLL, C)
WLL→6GA, and D) 2hA→0GB.
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Figure 4.5: Normalized number density of the various components of the sym-
metric LPS/LPS bilayer, both AA (solid lines) and CG (dashed lines).
(Color online.) The Ca2+ ion distribution has been multiplied 5× for
clarity.
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Figure 4.6: Normalized number density of the various components of the asym-
metric LPS/POPE bilayer, both AA (solid lines) and CG (dashed
lines). (Color online.) The Ca2+ ion distribution has been multiplied
5× for clarity.
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Figure 4.7: Number density of the terminal methyl (AA solid lines) or terminal
virtual particle (CG dashed lines) for LPS/POPE (left) and LPS/LPS
(right). The expansion in the CG distribution is attributed to undula-
tions caused by the increased system size.
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Figure 4.8: Radial distribution function showing the first 3 hydration shells of
calcium ion for the AA(solid lines) as well as the second and third
hydration shells for the CG(dashed lines) simulations (first hydration
shell is implicit in the MARTINI ion model).
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Figure 4.9: Snapshots of the coarse grained simulations, with the water separated
from the lipids for clarity. Colour coding of the components are con-
sistent with the schematic of Figs. 4.1, 4.5 and 4.6. (Top) LPS/LPS.
(Bottom) LPS/POPE with the LPS in the top layer. Scale bars are
approximate.
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Figure 4.10: Comparison of the neutron scattering length density of the LPS/LPS
simulations with data from Abraham et al. [34] (solid red line) and
Kucerka et al. [33] (solid green line). (Color online.) The NSLD
was computed for both the AA (solid black lines) and CG (dashed
black lines). (Top) The NSLD for the whole water/lipid system, with
100% 2H2O. (Bottom) The NSLD with 8% 2H2O, for which water is
essentially invisible to neutrons, and the resulting curve is primarily
due to scattering from the lipids. The computed NSLD was scaled
by a constant to visually match the experimental data.
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Figure 4.11: Time evolution of the area per lipid of AA LPS/POPE (black) and
AA LPS/LPS(red).
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Figure 4.12: Time evolution of the area per lipid of CG LPS/POPE (black), CG
LPS/LPS with polarized water(red) and CG LPS/LPS with nonpo-
larized water(blue).
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Table 4.1: Membrane Physical Properties
System APLLPS(nm2) APLPOPE(nm2) Thickness
(nm)
DLPS
(10−10cm2s−1)
DPOPE
(10−7cm2s−1)
AA LPS/LPS 1.400 - 7.64 2.90 -
AA LPS/POPE 1.460 0.599 5.82 4.19 0.153
CG LPS/LPS 1.718 - 7.08 1.33 -
CG LPS/POPE 1.816 0.657 5.79 0.91 1.89
CG LPS/LPS (non-pol.) 1.613 - 7.30 1.40 -
CG LPS/POPE (non-pol.) 1.629 0.589 6.20 0.92 1.94
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5.1 Introduction
Chlorhexidine (CHX) is an effective antibacterial drug which attacks the mem-
brane of key bacteria, yeasts, as well as certain viruses, making it a leading com-
ponent in many mouth rinses, industrial cleansers and medical cleaning solu-
tions [1–4]. At low concentrations of 0.5 mg/L, it is able to stop the bacteria
from reproducing, limiting the spread of contamination, while a concentration of
10 mg/L is enough to lyse the cell, eliminating most of the bacterial culture [5].
Although the usage of CHX has been widely explored, the molecular mecha-
nism of CHX uptake is still under investigation. CHX has been shown to cause
damage to the outer layers of bacteria or yeast cells [6], however this was not
shown to be the major cause of cell death. It was found that CHX partitions into
the plasma membrane and cytoplasm of cells, where cell leakage of intracellular
components followed leading to cell lysis [7]. At high concentrations of CHX, the
intracellular components of the bacteria are seen to coagulate due to increased
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sugar concentrations and the amount of leakage is reduced [8].
In our earlier studies, we have tested CHX in a model 1,2-dimyristoyl-sn-
glycero-3-phosphocholine (DMPC) membrane [9, 10] in order to investigate the
interaction of CHX with model lipid bilayers. We showed through experimental
neutron scattering and Langmuir monolayers [9] as well as molecular dynamics
simulations [10] that CHX has a high affinity for DMPC. However, experimentally
we also observed that the membrane can absorb a remarkable amount of CHX
molecules, as high as 1:3 CHX:DMPC, without losing its bilayer structure in any
significant way. This seemingly contradicts previous observations of CHX’s lytic
properties.
Our earlier simulation studies were fully atomistic and therefore limited in
size to a small patch of membrane, as well as a small number of CHX molecules.
Unsatisfied with this type of MD simulation, we identified that a much larger
lipid membrane as well as long simulation times was required in order for the
CHX molecules to incorporate themselves into the membrane.
The overarching goal of the MARTINI force field has been to overcome such
problems by reducing the computational complexity of the system using a map-
ping of approximately 4 heavy atoms to 1 virtual particle [11, 12]. This reduces
the total amount of atoms by an approximate factor of 10 and also allows for a
time step 10 times larger, corresponding to an approximate 100× computational
efficiency gain. This reduces the amount of calculations in order to increase the
flexibility to allow for both larger systems and longer time scales to be simulated.
Here we propose a coarse grained model for three charged CHX models:
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CHX0+, CHX1+, and CHX2+ fully compatible with the MARTINI force field. We
compare and contrast the structure, orientation and location inside of a DMPC
membrane between our all atom (AA) and coarse grained (CG) models. With
these models it should be possible then to conduct a large, unbiased simulation,
approaching the expected minimum inhibitory concentration.
5.2 MARTINI Parametrization
The coarse-graining method utilized to create the CHX models was based on our
previous study of lipopolysaccharides which showed success utilizing a bottom
up approach, building a coarse grained model based on AA simulations [13]. An
AA coordinate file of CHX in a water box was converted to CG by mapping real
atoms to virtual particles at the location of the center of mass of the atom collec-
tion they represent, as shown in the schematic of Figure 5.1. The mapping was
chosen to be similar to the virtual particle choice in the amino acids Tyr, Arg and
Lys used in the MARTINI force field version 2.2P, as these amino acids guided
our original choices for the chlorophenol (CPL), biguanide (BGU) and hexane
(HEX) residues of our AA CHX model. [12, 14] See Figure 5.1 for a schematic of
the atom groupings and naming of CHX.
A 100 ns AA simulation of CHX in a water-filled box using our previously
published topology was used to construct histograms of the probability distribu-
tions of bond lengths, angles, and dihedrals of the CG-mapped centres of mass.
CG simulations of CHX in water were then performed and the resulting CG
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histograms of bonds, angles, and dihedrals were directly compared to the re-
spective AA histograms. Due to the choice of virtual particles, the histograms for
the bond and angle parameters were for the most part Gaussian-shaped and sin-
gle peaked. The dihedrals however, were not as well behaved. Generally, steric
interactions did a good job in recreating the dihedral histograms, however weak
spring terms were added in the biguanide section as well as the hexane linker
chain to keep them planar as observed in the AA simulations.
The spring strength and harmonic equilibrium parameters were iteratively
adjusted using 100 ns CG simulations until all distribution for bonds, angles and
dihedrals matched those from the AA simulations. For the very first iteration,
the initial bond equilibrium length was set to the exact centres of the AA his-
tograms. The bonds inside the ring structures were chosen to be constrained,
while all other bonded parameters were set to be harmonic with initial spring
strength of 1,000 kJ mol−1 nm−2, angles of 100 kJ mol−1 deg−2 and dihedrals of
1 kJ mol−1 deg−2. Each CG particles’ mass was taken to be the sum of the con-
stituent atoms in which it represented and their charges were set to 0. Particle
types were chosen from the pre-existing types contained in the MARTINI force
field to ensure compatibility. The 3-to-1 mapping using S-type particles were
chosen for the ring structures.
In order to test for the effects of a hydrophobic environment versus water
solvent on the bond parameters, additional bond length, angle, and dihedral dis-
tribution histograms were created for a 100 ns AA simulation for 1 CHX in a
128 DMPC membrane. The topology for DMPC was taken from Slipids, which
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has a superior record of matching neutron diffraction data and recreating apolar
environments. [15, 16] A 128 CG DPPC (di16:0-PC) membrane model was down-
loaded from the MARTINI website and converted to 128 DMPC (di14:0-PC) by
removing 1 particle from the end of each tail. The virtual particles for the 14
carbons of the DMPC acyl chain they are meant to represent were re-assigned
and re-weighted. The first carbonyl was assigned to the CG backbone atom, and
the remaining 13 carbons split 5-5-3 among the three CG atoms. The membrane
was then equilibrated for 100 ns [12]. One CHX molecule was then added and
simulated for another 100 ns in order for it to have enough time to enter the
membrane and again become equilibrated.
The iterative parameterization process was repeated to arrive at a CG topol-
ogy for CHX when in the membrane. Density plots locating the depth in the
bilayer of the CPL, BGU and HEX sections of CHX were also considered in this
part of the process. The particle types were adjusted until the depths of all three
sections matched. At this point the CHX model was split into three; neutral, +1
and +2 charged CHX models. For the charged models, the neutral P4 particle of
BGU section closest to HEX section (particles 5 & 8) was changed to a +1 charged
Qd type (only one BGU for the +1 charge and both BGU for the +2 model). The
iterative process for the bonded parameters were then continued with 100 ns
simulations with simulation until the histograms met those of the AA CHX in a
DMPC membrane. All particle types, masses and charge can be found in topol-
ogy (*.itp) files deposited at http://www.physics.brocku.ca/MARTINI/.
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5.3 CHX Parameterization Validation
The CG bilayer system of CHX and DMPC reproduces the expected bilayer struc-
tural profile. Figure 5.2 shows the volume probability of the lipid-only compo-
nents of the CG membrane along the bilayer normal. There are two common
definitions of membrane thicknessDHH and DB marked as dashed lines. DHH,
being the headgroup-to-headgroup distance, and DB, defined as where the wa-
ter profile drops to a volume probability of 50%. Both of these are used as a
measure of bilayer thickness to help establish a reference point for the location
depth of CHX. The MARTINI atom types for CG-CHX were specifically chosen
such that the whole molecule resides the same distance from the bilayer centre
as determined by the AA-CHX, which has been shown to be in agreement with
experimental neutron diffraction results. [10]
The resulting distributions of the three CHX sections, and for all three charge
models, are shown in the lower part of Figure 5.2, for the right-half of the bilayer.
CHX sits just below the hydrophobic/aqueous interface at DHH/2. For the AA
models, the centre of the CHX distributions shift further away from the centre
of the membrane with increasing charge. In the CG model, adding the charge
to the BGU particle pulls all of the sections out of the membrane, correctly re-
positioning all three sections of the CHX molecule.
Figures 5.3, 5.4 and 5.5 compare the AA and CG distributions for all of the
CHX bond lengths, angles and dihedrals respectively. Since the molecule is sym-
metrical, only the bonded terms of the one side of the molecule are shown since
the equivalent distributions of the opposite side are identical. The bonded terms
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of the rings are also omitted since constraints are used here, the bonds and angles
of the ring structure are trivially matched with very sharp, narrow distributions.
The bond length distributions are mostly single peaked and moderately sym-
metric, and could be reproduced with a simple harmonic spring term due to the
low amount of internal degrees of freedom inside each of the virtual particle as-
signments. There was a single exception between the two particles of the BGU
section, which was doubly peaked (Figure 5.3 B). For this, the average length was
taken as the centre and the half width at half max (HWHM) was matched with
that of the more prominent peak. The effects of the surrounding environment
being water or DMPC made little difference to the bond length distributions.
Many of the angle terms were also singly peaked and could also be repro-
duced with a harmonic spring term (Figure 5.4). For angles with more than one
peak, the average angle was taken as the centre. Angles approaching 180◦ are dif-
ficult to reproduce with harmonic terms. The harmonic spring term could either
accurately reproduce the potential strength, ie. distribution width, or the equilib-
rium position, but not both simultaneously. Figure 5.4 D demonstrates an angle
approaching 180◦ which reproduces the proper equilibrium position, however
the potential strength is marginally too large making the distribution narrower.
The surrounding environment has a small effect on the angle distributions. In
the aqueous environment, CHX has a larger range of conformational changes,
corresponding to the widening of the angle distributions in water as compared
to in DMPC. Since CHX resides primarily inside of the membrane, the final CG
model was based on fitting the distributions from the DMPC environment rather
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than those from the water. Despite this choice, the water distributions are still fit
fairly well.
The dihedral terms are the most difficult of the parameters to match due
to the fact that the virtual particles rarely make dihedral distributions that fit
the typical functions used for torsions, ie. that are sinusoidal. In most cases it
was not possible to achieve the correct equilibrium angle nor the proper potential
strength. Therefore we attempted to get an overall agreement in general distribu-
tion shape, with the correct number and location of maxima and minima, using a
combination of cosine dihedral terms. Figure 5.5 A shows that a cosine dihedral
term correctly recreated two minimas at this proper location. Figure 5.5 B, C and
D show a single peaked cosine matching the distribution as best as possible. The
surrounding environment has a large effect on the dihedral terms of CHX, with
a general increase in the width of the distribution of angles in water compared
to inside DMPC. Again, we chose the dihedral tems which could best recreate
the distributions in a DMPC environment rather than in water. We see in Fig-
ure 5.5 B, that this can have some adverse effects where in water the dihedral
term creates a narrower distribution where there should be a wider one, limiting
the flexibility of the molecule.
To measure the overall effect of limiting the internal degrees of freedom dur-
ing the coarse graining process, the distance between virtual particles 1 and 12
was recorded. These are the particles on the ends of the molecule and thus their
distance corresponds to an extended versus folded conformation, and are com-
pared with the intra-Cl to Cl atom distance of AA simulations. Previous AA
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simulations [10] demonstrated that CHX1+ spends time alternating between an
extended and folded conformation in water, however has a narrower distribu-
tion, in a semi-folded conformation, once it has entered the membrane. This
result was reproduced in this study, shown in Figure 5.6. The AA CHX spends
time with Cl-Cl distances ranging from 0.4-2.7 nm, with no preferred conforma-
tion in water. However, in DMPC it has a much narrower distribution ranging
from 1.1-2.4 nm, centred at 1.7 nm. The CG model recreates this same effect; in
water, the CG model has no preferred extended or folded orientation, while in
DMPC the distribution significantly narrows into a semi-folded state. The CG
distribution in DMPC is not as narrow as the AA simulation, with a HWHM
of 0.99 in comparison to the HWHM of 0.39 nm for the AA distribution. The
two-dimensional, x/y radius of gyration of CHX1+ while in the membrane was
calculated to be 0.56 nm, one-third the most probable end-to-end dimension. This
difference is easily attributed to a random orientation, made possible by the large
inter-CHX1+ even at high concentrations.
5.4 Model Discussion
The CG model for CHX that is presented in this paper has great potential to
enhance the study of CHX through the use of molecular dynamics. The model
was created as an extension to the MARTINI force field, using its particle types
so that it is both forward and backwards compatible with future force field re-
leases. As the MARTINI force field continues to extend its library of molecules,
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so does the potential to study the antibacterial effectiveness of CHX in different
environments. As per most MARTINI simulations, we gain an approximate one
order of magnitude speed increase from utilizing a larger time step and another
order of magnitude from the decrease in the number of particles simulated. Ta-
ble 5.1 compares the system size and computational cost to simulate the 1:100
and 1:10 CHX:DMPC concentrations for both the AA and CG simulations. All
simulations were run on the same computer utilizing 8 threads and a single GPU.
Although the CG simulations have a much larger system and are simulated for
longer periods, the computational cost remains similar to that of the smaller AA
simulations. Without the efficiency gain of using a coarse grain model, this study
would not have been reasonable, as such an AA simulation would have an out-
rageously large computational cost.
The biggest compromise made in the creation of our model, and indeed with
any such model of a membrane active molecule, is that it could not completely
fit the bonded parameters in both aqueous and lipid environments. In our model
we chose to fit to the parameters in a lipid bilayer because we are interested in the
study of CHX in membranes, rather than in water. Nevertheless, we have shown
that our model does not suffer a large negative effect in an aqueous solution due
to this parameterization choice. However there may be subtle consequences that
affect its mechanics in an aqueous solution.
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Figure 5.1: CG mapping and naming schematic of CHX sections and virtual par-
ticles
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Figure 5.2: Volume probability of AA DMPC system with DB (width of mem-
brane with less than 50% volume probability of water) and DHH
(headgroup to headgroup width) thickness values marked (top). Vol-
ume probability of each of the 3 CHX sections: CPL (teal), BGU (red)
and HEX (black) for the CHX0+, CHX1+, and CHX2+ models (bottom).
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Figure 5.3: Bond distributions for AA (solid lines) and CG (dashed lines) CHX in
DMPC (top row) and water (bottom row) between particles A) 3-4, B)
4-5, C) 5-6 and D) 6-7.
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Figure 5.4: Angle distributions for AA (solid lines) and CG (dashed lines) CHX in
DMPC (top row) and water (bottom row) between particles A) 2-3-4,
B) 3-4-5, C) 4-5-6 and D) 5-6-7.
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Figure 5.5: Dihedral distributions for AA (solid lines) and CG (dashed lines)
CHX in DMPC (top row) and water (bottom row) between particles
A) 2-3-4-5, B) 3-4-5-6, C) 4-5-6-7 and D) 5-6-7-8.
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Figure 5.6: Virtual particle 1-12 distance to represent approximate Cl-Cl distance
in DMPC (black) and in water (red) for the AA (solid lines) and CG
(dashed lines) CHX1+ model.
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Table 5.1: AA and CG system size and computational cost comparison. Both
simulation types utilize 8 threads and 1 GPU.
CHX:DMPC # Lipids # Waters # Atoms Length (ns) Rate (ns/day) GPU days
AA 1:100 128 3,840 26,690 200 35.3 5.661:10 128 3,840 27,416 200 35.3 5.67
CG 1:100 900 17,991 63,090 250 191.9 1.301:10 900 17,910 63,900 1,500 189.1 7.934
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Testing high concentrations of
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chlorhexidine
6.1 Introduction
Our first simulation study on CHX was fully atomistic and therefore limited in
size to a small patch of membrane, as well as a small number of CHX molecules.
Unsatisfied with this type of MD simulation, we identified several serious draw-
backs. First, with 128 lipids in an 8x8x2 formation, the system was much too
small to allow for any significant membrane undulations or defects to be ob-
served with the addition of CHX. Secondly, we had decided on an unbiased sim-
ulation, whereby the CHX was introduced into the aqueous phase and allowed
to make their own room among the lipids in their own time. Removing lipids
prior to simulation, in order to accommodate such a small molecule, would be
questionable and defeat the purpose of the simulation. Furthermore, adding a
significant number of CHX resulted in a huge expansion of the computational
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time, as the many CHX molecules spent a great deal of time interacting with
each other in the aqueous environment before interacting with the lipids. CHX
inserting into the membrane was shown to lower the system energy, however
the energy difference was not great, and thus the system was slowly driven to
equilibrium.
We concluded that titrating small numbers of CHX into the system should
reduce the time of insertion. This would be true at least until the concentration
of CHX in the bilayer was sufficiently high that the free energy gained by further
insertion is reduced, slowing the time of insertion once again. We also reasoned
that a much larger system should be used so that any disruption or instability in
the membrane may be observed. Both of these ideas are realistically out of reach
for an atomistic simulation in a reasonable computational time frame.
We perform a unique titration-like experiment where we introduce small
numbers of the CHX molecule into a model DMPC membrane at set intervals.
From this we are able to study the concentration effect of CHX, as well as create
equilibrated systems of varying CHX concentration. We demonstrate that just
as in a concentration-dependant experiments, the amount of energy gained by
adding CHX into the membrane decreases as we saturate the membrane. We
then performed a controlled cooling of these systems to recreate a computational
calorimetry experiment, in which we were able to track the changes to the main
phase transition as a function of CHX and cholesterol concentration.
The overarching goal of this study is to create and utilize CHX models to test
a large number of molecules in a model DMPC membrane. We look specifically
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for membrane conformational changes, changes in the membrane’s main phase
transition as well as CHX localized aggregation which could lead to membrane
instability. We make observations on the lowered affinity between the molecule
and the membrane, with increased saturation, leading to increased simulation
time necessary to reach an equilibrium state and thus the importance of using a
coarse grained model such as the MARTINI force field.
6.2 Methods
6.2.1 Simulated Titration
Our goal is to simulate a DMPC bilayer fully loaded with CHX at concentrations
as high as 1:10 CHX:lipid. Rather than construct a bilayer with the CHX already
in place, which would require guessing how to make room for the molecules and
where to place them, we decided to “titrate” the CHX into a unperturbed bilayer.
Based upon our previous experience, we knew that CHX has a high affinity for
the bilayer, and CHX added into the water phase would rapidly incorporate
into the lipid. Any change to the bilayer structure thus caused could then be
monitored.
CHX contains a biguanidine linking a chlorphenol ring to its hexane hydro-
carbon center (See Figure 6.1), making it member of the class of biguanides, an
important group of compounds regularly utilized for their proven antibacterial
applications [1–6]. Biguanides can appear in a variety of different forms due to a
variety of tautomers and protonation states [7, 8]. A similar compound to CHX,
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poly(hexamethylene-biguanide hydrochloride)(PHMB), is assumed to be in its
singly protonated state in water, with calculated pKa values of approximately
13.5 and 3.03 for pKa1 and pKa2 respectively [7, 8]. In comparison, CHX was cal-
culated to have three pKa values of 10.15, 9.55 and 3.10 [8]. The lower pKa values
for CHX indicate that it is harder to protonate than deprotonate than PHMB due
to the fact that the chlorophenyl is less electron donating than an alkyl group. It
is comparatively electron withdrawing; withdrawing electron density will make
the adjacent N atom more difficult to protonate [8]. However the pKa of CHX
or any biguanide has only been studied in a polar environment and as such,
there is uncertainty to its protonation state in an apolar environment such as a
membrane. Therefore, for our experiments with concentration, we focused on
the CHX1+ protonation state.
A single titration step then included adding 9 CHX1+ molecules (1% concen-
tration) in a 3 × 3 configuration, arranged as far apart as geometrically possi-
ble to minimize their interactions with each other. The CHX were also equally
distant from the bilayer and its periodic boundary image, meaning each CHX
could freely enter the bilayer from either side. The system was then simulated
in 500 ns intervals until all 9 CHX1+ molecules were fully inserted into the mem-
brane. This titration step was then repeated a further 10 times so that it created
11 model membranes with equilibrated concentrations of CHX1+ increasing to
1:10 CHX:lipid.
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6.2.2 Membrane Creation
A pure DMPC bilayer consisting of 900 CG lipids was constructed using the
INSANE membrane building tool and equilibrated for 250 ns [9]. Membranes
with DMPC and CHX were constructed using the simulated titration method
as described above in order to give CHX concentrations ranging up to 10:1
lipid:drug. These membranes consisted of 900 DMPC lipids using the MAR-
TINI DLPC topology with modified masses with the first carbonyl assigned to
the CG backbone atom, while the remaining 13 carbons were split 5-5-3 among
the three CG atoms of the tail. A second membrane consisting of 800 DMPC
lipids and 80 cholesterol (CHOL) molecules was created using the insane mem-
brane building tool [9], and equilibrated for 250 ns. Another titration of CHX
into the DMPC:CHOL membrane was performed adding 8 CHX molecules 5
times to achieve a range of concentrations up to 1:20 CHX:DMPC. For subse-
quent lower cholesterol concentrations, an equal amount of cholesterol molecules
were removed from each leaflet at random from each of the various equilibrated
10:1:X DMPC:CHOL:CHX membranes. The membranes were then equilibrated
for 250 ns to allow for the membrane fill in the gaps of the missing cholesterol
molecules.
6.2.3 Computational Calorimetry
Each membrane was first equilibrated at 36◦C for 250 ns. The temperature was
then reduced by steps of 2◦ C and simulated for 25 ns at each temperature, until
the membrane exhibited signs of a transition from liquid to gel state. At this
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point, the coldest temperature without the onset of a transition was simulated
for 100 ns. If the membrane again went through the transition at this temper-
ature, the next warmest simulation was repeated for 100 ns until no transition
occurred. The temperature step was then reduced to cooling by steps of 0.5◦C
at each temperature and simulated for 100 ns (several other temperature steps
and simulation times were tested see Results). The cooling was continued un-
til the system reached 0◦C or until the system was completely in the gel phase,
whichever happened latest.
The specific heat at constant pressure was calculated as defined in terms of
the fluctuations in energy (E) as:
cp =
< E2 > − < E >2
kBT2
where kB is Boltzmann’s constant and T is the average temperature of the sim-
ulation. Figure 6.9 shows the resultant specific heat vs temperature calculated
for the pure DMPC membrane and the three simulations’ potential energy plots
which gave rise to the calculated specific heat values around the peak at the
phase transition.
6.2.4 MD Simulation Details
All simulations were performed using GROMACS 5.0.4 [10]. CG simulations
used a time step of 10 fs. The temperature was maintained for the lipids, choles-
terol, CHX and the solvent independently with a coupling constant of 10 ps
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using a Nose-Hoover thermostat. Semi-isotropic coupling was used to maintain
a pressure of 1.0 bar using the Parrinello-Rahman barostat with a 1.0 ps coupling
constant and compressibility of 4.5× 10−5. The Verlet group scheme was used
for pair lists which were updates every 20 steps. Both Coulomb and LJ potentials
are shifted to zero at an exact cut-off value of 1.2 nm. The polarized water of
MARTINI 2.2P, was used with a screening dielectric of er = 2.5.
An atomistic simulation using the Slipids force field [11–13] was also per-
formed on a pure DMPC membrane consisting of 200 lipids and 6000 TIP3p
water molecules built by CHRAMM-GUI [14]. A timestep of 2 fs was used with
the system in a periodic xyz orthorhombic box. The temperature was maintained
for DMPC and the water independently with a coupling constant of 1.0 ps us-
ing a Nose-Hoover thermostat. Semi-isotropic coupling was used to maintain a
pressure of 1.013 bar using the Parrinello-Rahman barostat with a 10 ps coupling
constant and compressibility of 4.5× 10−5. The Verlet group scheme was used
for pair lists which were updates every 20 steps. Both Coulomb and LJ potentials
are shifted to zero at an exact cut-off value of 1.4 nm.
6.2.5 Weighted Histogram Analysis Method (WHAM)
Twelve sets of umbrella sampling simulations were conducted, six AA and six
CG, to determine the potential of mean force (PMF) and free energy experi-
enced by CHX or solvent as it is pulled through the lipid bilayer [15]. The six
sets include pulling each of the 3 CHX charge models into a pure DMPC mem-
brane, pulling one CHX1+ into a 1:10 CHX1+:DMPC membrane, pulling water
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into a pure DMPC membrane, and finally, pulling water into a 1:10 CHX1+:DMPC
membrane.
For the simulations with a CHX molecule as the pull group, the system was
built with the membrane at the centre of the box, and a single CHX molecule in
the water, equidistant to either side of the membrane, taking periodic boundary
conditions into account. The CHX molecule was held in place with a harmonic
constraint for a 1 ns equilibration period for the water and CHX to settle. The
other set of simulations with a water molecule as the pull group used a pre-
existing equilibrated membrane and a water molecule equidistant from either
side of the membrane was chosen at random.
After equilibration, the pulled molecular group (either water or CHX) was
brought into the membrane from its starting position in the water to the centre of
the membrane, with a harmonic force constant of 1000 kJ mol-1 nm-1 and at a rate
of 0.001 nm ps-1. From this pulling simulation, 40 configurations were isolated,
each with the z distance separating the centre of mass of the pulled molecule
with the centre of the membrane, spaced 0.1 nm apart, ranging from 0 to 4.0 nm.
Each of these configurations formed the starting point for a 100 ns simulation at
309 K, with a timestep of 10 fs and 2 fs for CG and AA simulations respectively.
Each simulation held the test molecule in place with a harmonic restraining force
on the centre of mass equal to 3000 kJ mol-1 nm-1 in the direction normal to
the bilayer. PMFs were then calculated using the weighted histogram analysis
method [15, 16] utilizing gromacs g_wham tool [17]. The first 25 ns of each
trajectory were not included in the PMF calculation but rather used as further
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equilibration time for each window. Therefore each PMF was calculated using a
total of 3000 ns of simulation time (75 ns × 40 windows).
6.3 Results
6.3.1 CHX Insertion Energetics
To compare the free energy of CHX insertion into the bilayer between the CG
and AA simulations, we used the WHAM method to calculate the PMF along
the reaction coordinate of distance from the bilayer centre. These PMF plots were
used to observe changes in the energy of insertion (∆Gi), the energy of passing
through the centre of the membrane, or flip-flop, (∆Gff), and the equilibrium dis-
tance from the bilayer centre corresponding to the location of lowest energy (Z0).
PMF plots generated using different force fields will generally result in different
values for ∆Gi and ∆Gff which can substantially disagree with each other [18–
20]. This is an inherent problem arising from the different non-bonded param-
eters used by different force fields. Therefore, the reproduction of the absolute
value of these energies was not held at as high of an importance as reproducing
qualitative energy changes caused by altering the system. Furthermore, to our
knowledge there is currently no experimentally value known for either ∆Gi or
∆Gff of CHX in DMPC.
The first set of comparisons were made to assess differences between the 3
charged models of the CHX molecule in a pure DMPC membrane. Figure 6.2
shows the resulting PMF plots from each model, and Table 6.1 lists the corre-
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sponding numerical values extracted. The lowest energy equilibrium location,
Z0, of the CHX molecule moves further from the membrane centre with increas-
ing charge. For the AA simulations, the lowest energy position of CHX increased
from 0.94 nm, to 1.14 nm, to 1.15 nm for the CHX0+, CHX1+ and CHX2+ models
respectively. Similarly, the CG models also found a well-matched, and increasing
equilibrium position with increased charge with distances from the membrane
center of 0.95 nm, 1.14 nm and 1.19 nm.
Both the CG and AA simulations qualitatively agree that increasing the charge
also increases the energy barrier for CHX to pass from one leaflet to the other
(∆Gff). The neutral CHX0+ has lowest ∆Gff of the 3 models, being much smaller
than ∆Gi , by a factor of 4. The neutral CHX0+ molecule is therefore much more
likely to flip-flop from one side of the bilayer to the other rather than to leave the
membrane entirely. Adding the +1 charge to the model raises ∆Gff to be compa-
rable, but slightly smaller, size to ∆Gi. The CHX2+ model has the highest ∆Gff,
notably larger than ∆Gi. Although the energy minimum location is still located
inside the bilayer for the CHX2+ model, the driving force from the aqueous phase
into the bilayer is greatly reduced.
Quantitatively, the CG simulations overestimate ∆Gi compared to AA sim-
ulations. The value of ∆Gi decreases with each increase in charge in the AA
simulations with values of 43.34, 32.94 and 17.06 kJ/mol for the CHX0+, CHX1+
and CHX2+ models respectively. The CG simulations however, did not change
much at all, having values of 52.96, 58.24 and 45.25 kJ/mol for the CHX0+, CHX1+
and CHX2+ models respectively. The higher ∆Gi values of the CG models could
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consequently make the affinity of DMPC for CHX molecules artificially high.
The addition of CHX into DMPC has a structural effect on the membrane
as discussed in greater detail in the following section. Therefore, a set of PMF
plots were generated to observe the change in the energy of inserting a single
CHX1+ molecule into a pure DMPC membrane as compared to one with 1:10
CHX1+:DMPC concentration. Figure 6.2 shows that in both the AA and CG
simulations, there is decrease in both ∆Gi and ∆Gff. The 1:10 CHX1+:DMPC
membrane therefore has a reduced affinity to absorb more CHX molecules. The
addition of CHX1+ molecules to the membrane also has the effect of lowering
the barrier of another CHX1+ molecule crossing through DMPC. ∆Gi decreases
by 9.62 kJ/mol, a 29% decrease in energy in the AA simulation, and by 11.19
kJ/mol, a 19% decrease in the CG simulation. The barrier ∆Gff decreases by 5.15
kJ/mol, a 14% decrease in energy in the AA simulation, and by 22.89 kJ/mol, a
61% decrease in the CG simulation. Although, there is a clear effect on the energy
of insertion and barrier at the centre of the membrane, the equilibrium position
of CHX remains unchanged at 1.15 nm in the CG simulation and slightly closer
to the membrane centre at 1.07 nm in the AA simulation.
Since CHX is putatively a membrane disrupting molecule, the permittivity
of water was also investigated. A single water molecule was pulled through
a pure DMPC membrane as well as the 1:10 CHX1+:DMPC membrane. Fig-
ure 6.3 demonstrates very little alteration in the PMF plots for the insertion of
water due to an increase in concentration of CHX for both of our AA and CG
models. Therefore there is no substantial evidence from our simulations that a
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CHX:DMPC ratio of 1:10 or lower will increase the permittivity of water.
6.3.2 Membrane Structural Changes
Figure 6.4 shows the change in key structural features of the DMPC membrane as
a function of the CHX1+ concentration. The data is compared to AA simulations
done in a previous study of CHX in DMPC at ratios of 0, 0.01, 0.03 and 0.1
CHX:DMPC (see Van Oosten et al. for simulation details [21]). A steady linear
increase in the area per lipid is seen as the CHX1+ concentration is increased.
Conversely, there is little change in the lipid thickness, showing no obvious trend.
This suggests that the lipids are moving aside and the membrane expands as the
CHX1+ molecule wedges itself in. The AA simulations used as a comparison also
show a linear increase in the area per lipid and a constant thickness.
Two different types of the membrane thickness values were calculated to in-
vestigate the changes to the membrane thickness; the overall bilayer thickness,
DB, also known as Luzzati thickness in neutron scattering [22], and distance be-
tween lipid headgroups, DHH commonly used in X-ray scattering [23, 24]. The
CG membrane has a constant DB thickness value of approximately 2.95 nm un-
til 0.06 CHX:DMPC, where there is a sudden drop in the thickness to 2.82 nm.
The DHH thickness of the membrane is less steady than the DB thickness, with
values of approximately 1.13 nm with no upward or downward trend visible.
The smaller thickness values of the CG simulation than that of the AA simula-
tion arise from the particular atom-groupings of the DMPC model of the MAR-
TINI force field, which groups four acyl-chain carbons into each virtual particle.
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DMPC having 14 carbons can not evenly be divided by 4, and is therefore mod-
elled using tails of 3 virtual particles, representing the same thickness as a lipid
with length of 12 carbons (DLPC). The alternate choice to represent DMPC with
4 particles, which represents a 16 carbon length (DPPC), is no more accurate.
Since the MARTINI DMPC lipids consist of lipid tails represented by three
particles, the order parameter along the acyl chain is ill defined by usual means.
However, a second rank order parameter can be calculated using:
Sn =
3
2
〈
cos2(θ)− 1
2
〉
where θ is the angle made between the bond between two particles and the
bilayer normal. The second rank order parameter values are overall higher due
to re-defining the torsion angles to be between groups of atoms and not between
carbon atoms themselves, however, the similar characteristic of higher ordering at
the headgroups and lower ordering in the tails, is still present. The upper panel in
Figure 6.5 shows the CG second order parameter alongside the deuterium order
parameter from AA simulations. With or without CHX1+, both the CG and AA
simulations show a similar ordering in the headgroups, and a decrease in order
in the tails. Although the change in Sn with increasing CHX concentration is
small, the lower panel of Figure 6.5 shows the maximum, minimum, and average
values of Sn as a function of CHX concentration. A small and steady decrease in
order with increasing CHX1+ concentration can be observed.
CHX molecules are mainly hydrophobic and as a result are seen to cluster
in aqueous solutions and enter the membrane together. After entering the bi-
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layer, they dissociate almost immediately. Figure 6.6A shows the distance in the
bilayer-normal direction between the centre of the membrane and two clustered
groups of CHX1+ molecules numbered 5 (aqua), 6 (blue), 7 (purple), 8 (red), and
9 (orange) from the first titration step. CHX1+ 5, 6, and 7 are seen to form a clus-
ter of three, and CHX1+ 8 and 9 form a cluster of two, moving in tandem. The
first cluster forms during the first 20 ns, and around 75 ns they all insert into the
membrane simultaneously, while the second cluster are in the water from 20 ns
to 340 ns before insertion. Figure 6.6B follows the minimum inter-CHX1+ dis-
tance to see how tightly they are clustered. For the first group, they are less than
0.5 nm of one another while in the water, but soon after they enter the membrane
at 75 ns, they completely separate from each other. The same effect is seen with
the second cluster, which separate immediately after insertion at 340 ns.
After the insertion of all 90 CHX molecules, there was an asymmetric dis-
tribution of 41 in the lower leaflet and 49 CHX molecules in the upper leaflet.
Following an equilibrating period, the two-dimensional CHX1+-CHX1+ radial
distribution function in the plane of the bilayer was calculated and is shown
in Figure 6.7A. Their radial distribution function rises gradually to 1 and does
not show any nearest neighbour correlation. The CHX are spread evenly through
the membrane, at the depth noted before. Figure 6.7B shows the two-dimensional
radial distribution function for the DMPC phosphate groups. There is a nearest-
neighbour and next-nearest-neighbour correlation distances of∼0.9 nm and∼1.45 nm,
respectively, that remains unchanged with the addition of all the CHX1+. This
suggests that there is no differential lateral ordering of the lipids in the mem-
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brane due to the addition CHX. Since the area per lipid has increased, the extra
area is being taken up by the DMPC acyl tails, while the CHX prevents a thinning
of the membrane.
The step-reduction seen in DB at a CHX:DMPC ratio of 0.06 is also seen in a
step-change in the distance from the centre of the membrane of the distribution
of CHX1+, shown in Figure 6.8 (top frame). The average CHX distance gradually
increases from CHX:DMPC ratios of 0.01-0.06 from 1.00 nm to 1.03 nm, where
there is again a sudden drop to 0.98 nm, followed by a nearly constant distance.
It’s difficult to isolate the nature of this structural change from CG data.
The diffusion rate of CHX as well as DMPC are compared as a function of
CHX concentration in Figure 6.8 (middle and lower frames). The values for both
CHX and DMPC are comparable to each other. The diffusion rates are fairly
steady, with a small reduction in the diffusion rate of DMPC molecules. Clearly
CHX is extraordinarily miscible with DMPC, structurally and dynamically.
The amount of time taken for each of the CHX molecules to insert itself into
the membrane from the beginning of each titration is provided in Table 6.2. The
CHX are numbered by the order in which they insert into the membrane. There
is general lengthening in the amount of time taken for each molecule, or group
of molecules, to insert. This was expected as the ∆Gi was seen to decrease while
a slight ∼ 2 kJ/mol barrier emerged in the PMF of CHX in a 1:10 CHX:DMPC as
compared to the pure DMPC membrane. Directly analyzing the insertion times
of each molecule is problematic due to the aggregation of the molecules in the
water. Table 6.2 shows that during each of the titration steps, there are groups of
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CHX molecules which aggregate in the water before inserting into the membrane
at the same time. It is also noticeable that the larger the group of CHX, the longer
it took for that group to be inserted. Therefore it is possible that the insertion time
is a function of both the CHX concentration in the membrane and the cluster size
of CHX trying to insert into the membrane. To deconvolve these two variables,
the aggregation would have to be controlled to observe the increase in insertion
time for an aggregate of a set size. Our experiment does not have the proper
statistical confidence due to the simulations having aggregates of differing size
from 1 to 7 CHX molecules, which therefore does not give enough evidence for
any one aggregate size.
6.3.3 Calorimetry Method Tests
The computational calorimetry technique proposed in this study is not a robust
method for calculating the correct temperature or enthalpies of the main transi-
tion due to limitations of current force fields as well as the molecular dynamics
approach. One of the limitations in the creation of the MARTINI force field was
in that it was parameterized to reproduce the same internal energy values with
a model consisting of a reduced number of degrees of freedom. This has lead
to the incorrect reproduction of temperature with the use of this force field [25].
Calculating the enthalpy of the transition has proven to be equally challenging.
The exact enthalpy of the phase transition was not calculated due to difficulties
in determining the exact time for the transition to occur. Also, only large and
fast transition created enough perturbations in the system energy to be measur-
Chapter 6. Testing High Concentrations of CHX 180
able. We therefore investigate the effects of simulation time at each temperature
as well as comparing energy fluctuations calculated from “quick” transitions of
the CG membrane and “slow” transitions of an AA membrane.
We first investigate the effects that altering the length of the simulations at
each temperature have on the phase transition. Figure 6.10 A) shows the energy
vs time profile of the cooling using simulation times of 25, 50 and 100 ns per tem-
perature. Firstly, we note that the transition does not always happen at the same
temperature, suggesting a degree of error in the temperature of the transition of
± 1 temperature window. This is likely due to the statistical nature of the small
system, where a nucleation site is needed, with the probability of nucleation in-
creasing with decreased temperature. Secondly we note that the drop in energy
at the transition takes approximately 30 ns. The 25 ns temperature windows are
not long enough to capture the transition and thus, the transition is spread over
a large range of windows as the energy decreases as a decaying exponential. The
50 and 100 ns per temperature windows are long enough and create a sigmoidal
decrease in the system energy, contained in a single window. Figure 6.10 B)
shows the area per lipid as a function of temperature for each of these three time
lengths. For the 25 ns windows, we see the transition from high to low area per
lipid takes approximately 5 simulation windows before leveling off at 48 nm2.
Similarly we see it takes 2 windows at 50 ns windows and one point is not quite
sufficient enough for 100 ns windows. This tells us that although the main tran-
sition takes approximately 30 ns, all 3 time steps took 100-125 ns of equilibration
for the system to settle into steady area per lipid values corresponding to the gel
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phase.
Secondly we test the ability for the AA Slipids force field [11–13] to reproduce
the sudden phase change exhibited by the CG MARTINI force field. In the CG
simulations we observe that at the phase transition, all of the lipids act as one
cooperative group transitioning from liquid to gel phase very quickly. This can
be observed as a sharp increase in the average second rank order parameter.
Figure 6.11 B) shows a distinct increase in the second rank order parameter as
the system changes from liquid to gel phase at 10◦C. The AA simulations using
the Slipids force field however does not show an abrupt change from liquid to
gel. Instead, we observe a low and steady change in the order parameter as the
lipid tails become more ordered at lower temperatures, with the change occurring
through the temperature range between 16◦C and -10◦C. This effect can also be
observed in the calculated specific heat of the system in Figure 6.11 A). Since the
CG simulation changes phase rapidly, the large change in the system energy is
easily measures and created a sharp peak in the specific heat curve. However,
since the AA simulation produces a much more gradual transition, there is no
abrupt change in the system energy and thus, no peak in the specific heat.
6.3.4 Computational Calorimetry
The main transition temperature (Tm) of the DMPC reference simulation occurs
at 10 ◦C. In Figure 6.12, the transition temperature shifts to lower values with
increasing CHX concentrations. The trend at which the transition temperature
lowers seems to have two distinct regions. Between CHX concentrations of 0 %
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to 5 %, we see a linear decrease in Tm of approximately 1◦C per step increase in
CHX concentration. This trend is amplified at concentrations beyond 5 % where
we see a lowering of Tm of approximately 4 ◦C. The height of each peak also
decreases with increasing CHX concentrations from 0 % to 5 %. At concentrations
larger than 5 % the peak begins to span more an one temperature simulation and
shrinks in size, comparable to background noise.
The effects of adding cholesterol to the DMPC membrane are opposite to
that of CHX with Tm increasing with an increase in cholesterol concentration.
Figure 6.13 demonstrates that an addition of 1 % cholesterol causes Tm to shift up
2.5◦C to 12.5◦C. Tm then remains at 12.5◦C until 10 % cholesterol concentrations
where the temperature increases to 13◦C. The peak height is at its largest at 1 %
cholesterol concentration, however, increasing the amount of cholesterol above
1 % only decreases the peak height.
The addition of CHX into the cholesterol membranes has resulted in non-
trivial results as seen in Figure 6.14. With 1 % CHX concentration the effects of
cholesterol concentrations are dampened with the exception of 5 % cholesterol in
which Tm is higher than the same membrane without CHX. With 5 % CHX con-
centrations, the addition of cholesterol has the opposing effect on the membrane,
where increasing the cholesterol concentration decreases Tm.
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6.4 Discussion
CHX is an effective antibacterial agent, shown to attack, disrupt and cause cell
lysis [5, 6, 26, 27]. We therefore decided to observe CHX in a model DMPC
membrane in which we have prior experimental data [28] where the presence
of smectic-multilayers at concentrations as high as 1:3 CHX:DMPC indicate the
structural integrity of the bilayer remains intact. Our hypothesis was such that we
should observe some sign of membrane instability at concentrations approaching
that of the minimum inhibitory concentration.
Assuming a typical rod-shaped P. aeruginosa cell to be a cylinder of length
2.5 µm and radius 0.5 µm, with its surface completely composed of lipopolysac-
charide (LPS) molecules of area per lipid 1.37 nm2 [29], there are roughly 1.4×
106 LPS covering the surface. This becomes 3× 106 if such bacteria were cov-
ered in DMPC at 0.6 nm2 area per lipid. The actual number lies between theses
values since the outer membrane is only composed of approximately 75% LPS
molecules with additional, smaller phospholipids [30].
Studies to establish MIC values start with a biofilm of as much as 1012 colony
forming units (cfu)/L, and if we assume each cfu is established by one cell, then
LPS has a concentration in the biofilm of ∼ 2.3× 10−6 mol/L (∼ 5× 10−6 mol/L
for DMPC only) [31]. This will form a lower limit of lipid concentration, as
colonies are more often established by groups of cells. We also take the MIC of
of CHX to be 0.5 mg/L, which of course is species dependant, and the molecular
mass to be 505 g/mol [5, 6, 27]. Thus the concentration of CHX at MIC to be
1× 10−6 mol/L, and thus the lipid:CHX ratio at the MIC is roughly in the range
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of 2 ∼ 8 : 1, assuming all the CHX is taken up by the biofilm.
Even at concentrations approaching that of the MIC, we see no noticeable
disruption of the DMPC model membrane, in agreement with our earlier exper-
imental results. The small changes in membrane thickness, and little change in
membrane fluidity and order, all point to a cell membrane that remains function-
ally intact. Unless there is some unidentified target of CHX that is cell membrane
bound, there is no sign that even charged CHX would pass through the cell mem-
brane to an interior compartment. We find it unlikely the interaction of CHX with
LPS would change these results, and should CHX pass through the outer mem-
brane of gram negative bacteria such as P. aeruginosa, it would certainly be easily
incorporated in the inner membrane as shown here. One further possibility is
that the observed lytic properties of CHX simply cannot be reproduced easily
with a simplistic model membrane such as DMPC.
Lin et al. [32] have studied the fusion of micelles of differing sizes with the
umbrella sampling technique in order to better study the fusion of micelles of
different size. Since we also note a large effect of aggregation of CHX molecules,
a combination of these two techniques would be a useful extension to this study.
This would include finding the most energetically favourable aggregate size and
inserting it into a model membrane to observe the energy barrier for the aggre-
gate to insert. In our study we see an increase in the amount of time needed for
insertion of a large aggregate size, but we lack the statistical accuracy to make
any valuable conclusions on the matter. Another extension for this study would
be to test the energy barrier of these aggregates in membranes of different lipid
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compositions, that better mimic both a mammalian and bacterial cell membrane,
which may lead to insight to why CHX is effective at killing bacteria, however is
not as effective in killing mammalian cells.
6.5 Conclusion
In this paper, we presented a novel use for our extension to the MARTINI force
field for the small molecule chlorhexidine (CHX). The computational savings of
a CG model was vital to this study, which contains a total 47.5 us of production
simulation time (36 us of umbrella sampling and 11.5 us of simulated titration),
on a system of 900 lipids and up to 90 additional CHX molecules.
We used the CHX1+ model to simulate a titration adding 1% concentration
of CHX into a DMPC membrane ten times so that we had 11 equilibrated sys-
tems with CHX concentrations ranging from 0 to 1:10. With these systems, we
were able to observe the concentration effects of CHX on the DMPC membrane.
The DMPC membrane was easily able to absorb all the CHX molecules, linearly
increasing the area per lipid while the thickness remained constant, with the ex-
ception of a sudden drop at 6% concentration. Although 1:10 concentration of
CHX was not enough to saturate the membrane, a decrease in the affinity be-
tween the drug and lipid was observed, as well as a lowered energy barrier for
additional molecules to penetrate through the membrane. No internal ordering
was found for either the CHX or DMPC molecules. The CHX molecules would
aggregate in the aqueous solution, and separate from each other once inserted
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into the membrane.
We then performed a controlled cooling of these DMPC:CHX membranes
created by this simulated titration to recreate a computational calorimetry exper-
iment. From this we observed that Tm of DMPC decreased with the addition of
CHX and increased with the addition of cholesterol. The resulting effect of the
combination of both CHX and cholesterol were however, nontrivial. Low concen-
tration of CHX seemed to dampen the ability of cholesterol to raise Tm, whereas
high concentrations of CHX completely reversed the effects of cholesterol causing
a lowering of Tm.
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Figure 6.1: Simulation snapshot of AA CHX molecule with virtual particles based
on the center of mass (red dot) of the atoms they represent. The
molecule sections are coloured with CPL in blue tint, BGU in red tint
and HEX in grey tint.
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Figure 6.2: PMF of AA (solid lines) and CG (dashed lines) for each of the 3 CHX
models: neutral CHX0+ (top), CHX1+ (middle), CHX2+ (bottom) in
a pure DMPC membrane (black) as well as in a 1:10 CHX1+:DMPC
membrane (red) exclusively for CHX1+ in the central frame.
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1+
Figure 6.3: PMF of one water molecule (solid line AA and dashed line CG) into
a pure DMPC membrane (top frame) and 1:10 CHX1+:DMPC mem-
brane (bottom frame).
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Figure 6.5: Top: deuterium order parameter averaged over both lipid tails for the
AA simulation of the pure DMPC membrane (solid black) and the
1:10 CHX1+:DMPC membrane(solid red) as well as the second rank
order parameter calculated from the angles of the bond between par-
ticles in the CG simulations of the pure DMPC membrane (dashed
black) and the 1:10 CHX1+:DMPC membrane (dashed red). Bottom:
Boxplot representing the maximum, minimum and average order pa-
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Figure 6.6: Time evolution of the position of five CHX1+ from the initial titration.
The distance from the CHX1+ centre of mass to the bilayer center (top),
and minimum distance between that CHX1+ and another (bottom).
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Figure 6.7: (A) 2D CHX1+-CHX1+ radial distribution function for the 11:10
CHX1+:DMPC simulation in the top leaflet (black) and bottom leaflet
(red). (B) 2D DMPC P-P radial distribution of pure DMPC membrane
(black) and 1:10 CHX1+:DMPC membrane (green).
Chapter 6. Testing High Concentrations of CHX 194
0.8
0.9
1
1.1
D
ist
an
ce
 (n
m)
0
2
4
6
D
 (x
10
-
7  
cm
2 /s
)
0 0.02 0.04 0.06 0.08 0.1
CHX:DMPC
0
2
4
6
D
 (x
10
-
7  
cm
 2
/s)
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Table 6.1: PMF calculated values for the energy of insertion (∆Gi), energy barrier
to cross the membrane centre (∆Gff), and the equilibrium distance from
the membrane centre (Z0)
Pulled Molecule Membrane ∆Gi (kJ/mol) ∆Gff (kJ/mol) Z0 (nm)
AA CHX DMPC 43.34 10.43 0.94
AA CHX1+ DMPC 32.94 36.84 1.14
AA CHX2+ DMPC 17.06 48.28 1.15
CG CHX DMPC 52.96 11.54 0.95
CG CHX1+ DMPC 58.24 37.42 1.14
CG CHX2+ DMPC 45.25 55.72 1.19
AA CHX1+ 1:10 CHX1+:DMPC 23.32 31.69 1.07
CG CHX1+ 1:10 CHX1+:DMPC 47.05 14.53 1.15
AA Water DMPC - 25.72 ∞
AA Water 1:10 CHX1+:DMPC - 29.48 ∞
CG Water DMPC - 28.6 ∞
CG Water 1:10 CHX1+:DMPC - 24.61 ∞
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Table 6.2: Time (in ns) for each CHX molecule to insert into the membrane, listed
by titration number(T-1 to T-10). CHX are numbered according to the
order in which they inserted.
T-1 T-2 T-3 T-4 T-5 T-6 T-7 T-8 T-9 T-10
CHX 1 2 6 5 5 11 3 9 86 10 12
CHX 2 26 13 35 10 41 9 13 86 997 16
CHX 3 26 588 35 190 41 18 16 86 1010 16
CHX 4 67 588 35 387 41 30 22 3100 1010 42
CHX 5 75 588 35 387 41 50 597 3110 1010 640
CHX 6 75 588 394 387 43 840 597 3120 1010 1020
CHX 7 75 588 394 387 46 840 597 3120 1010 1020
CHX 8 342 588 394 387 364 840 597 3120 1010 1020
CHX 9 342 588 394 387 364 840 597 3120 1010 1020
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Conclusion
I have expanded the library of available molecular dynamic force fields to include
both all-atom (AA) and coarse grained (CG) models for both chlorhexidine (CHX)
and lipopolysaccharide (LPS) from Pseudomonas Aeruginosa PAO1.
Starting with the experimental knowledge of CHX in a model DMPC mem-
brane from previous studies in our lab [1], an AA model was constructed to
reproduce what was known experimentally. Specifically, langmuir-blodgett com-
pression of DMPC monolayers showed that CHX has a high affinity for DMPC,
and through neutron diffraction the location of CHX being at the water/lipid in-
terface. The AA CHX model was constructed using the bonded terms taken from
the amino acids of similar structure to CHX and determining the electrostatics
through DFT calculations. A neutral, +1 and +2 charged version of the model
were created due to the uncertainty in the exact charge of the molecule inside of
a membrane.
The three AA models were then used to make CG version of each model,
using the bottom up approach to be compatible with the MARTINI force field.
This reduced the computational complexity and allows for a speed increase of
two orders of magnitude allowing for much larger systems to be simulated on
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a longer timescale. Each of the models were tested and iteratively altered until
they could accurately reproduce the AA models.
With the ability to simulate large systems, we simulated a titration experi-
ment introducing CHX into large model DMPC membrane of 900 lipids. From
this, it was observed that the CHX molecules would aggregate in solution in
small groups before entering the membrane. Once the group of CHX molecules
entered the membrane they would stay at the lipid/water interface. The CHX
molecules would then separate from each other, forming no discernible corre-
lation to their intermolecular spacing. The effects of CHX on the DMPC are
minimal up to 10% concentration, with a linear increase to the area per lipid and
a near constant thickness, with a minor thinning of the membrane around 6%
CHX concentration.
At concentration up to 10% CHX the DMPC membrane is still intact. There-
fore our study was unable to observe the method in which CHX disrupt the
membrane. An extension to this study would be to continually add CHX to the
membrane until the membrane fell apart, or reached saturation. Experimental
evidence of DMPC membranes withholding up to 30% CHX, from the previous
neutron scattering experiments [1] demonstrates the ability of a DMPC to hold a
large amount of CHX molecules. Therefore the continuation of the study of CHX
in DMPC was halted in lieu of switching focus to a more biologically relevant
membrane.
The outer membrane of Pseudomonas Aeruginosa consists of an asymmetric
membrane with major components being LPS on the outer leaflet and PE phos-
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pholipids on the inside. The library for the MARTINI force field consists of a
large number of different PE and other phospholipids but not LPS. For this rea-
son we created a CG model for LPS using the same bottom up approach as for
the CHX model. AA models of LPS already exist and therefore the Glycam based
LPS model from Soares et al. [2] was used to build the CG model.
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Future Work
This thesis provides the tools necessary for a wide range of future study. With
the three AA and three CG models of CHX there is great potential to enhance
the study of CHX through the use of molecular dynamics, on either scale. With
the CG model, the partitioning of CHX into membranes of different lipid con-
centration could be studied. This type of study would show, which lipids CHX
prefers to be in or if CHX changes the density of a certain lipid type, creating
domains of a certain lipid type within a membrane. The CG model also allows
for very large and long simulations, which could lead to studies on membrane
fluctuations caused by the addition of CHX as well as the possible destruction of
a membrane at high concentrations. High concentrations is possibly the great-
est advantage of the CG model, which can approach the MIC concentrations of
bacteria to aid in the determination of how CHX acts as an effective antiseptic.
The AA models allow for a more atomic resolution viewpoint of the mech-
anism of CHX. With this, the positioning and intermolecular positioning and
connections can be viewed in which the CG model can not. This for instance
was mentioned in Chapter 3, in which we observed a tendency for CHX to create
hydrogen bonding with the DMPC headgroups. This aided in the understanding
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to its location at the headgroup region of the membrane and lead us to study the
change in the lateral diffusion caused by this.
The water models used in this study should be closely examined to ensure it is
appropriate for the study of CHX. CHX is thought to destabilize the membrane
of the cell, interfering with the process of osmosis, allowing for water to leak
out of the cell [3]. It is therefore vital to have a correct water model that can
reproduce the diffusion of water through the membrane. During the several
microseconds of simulation time of our CHX/DMPC membranes, there was no
water observed penetrating the membrane. Whether this is expected or a flaw in
the water model, has yet to be determined and should be investigated.
With the creation of a CG model of LPS from Pseudomonas aeruginosa, a vast
variety of different lipids in combination with our model can make for a wide di-
versity of different bacterial membranes to study. This model has the potential to
broaden the field of study in both bacteria as well as antibacterial drug research.
Although the focus of this thesis was to study the antiseptic activity of CHX, the
expansion of this work is not limited to this single molecule. A coarse grained
model of any drug can be made using the methods in Chapter 4 to create a CG
model. In combination with our bacterial membrane with the given LPS model,
the mechanism of membrane disruption can better be studied.
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Appendicies
9.1 MD Setup and Run Tutorial
1. Create or find a molecular structure file for your system (.pdb or .gro type
files).
• Proteins
– Most protein structure files can be found at the RCSB protein data
bank (http://www.rcsb.org/pdb/home/home.do).
– Peptides of a single secondary structure can be built using a molec-
ular editor such as the Avogadro software.
• AA membrane
– Many large simulation groups provide pre equilibrated systems
on their websites available to download. This is advantageous
because it can save hours/days of equilibration time needed on the
system(you can skip to step 7). Examples: http://wcm.ucalgary.
ca/tieleman/downloads, http://mmkluster.fos.su.se/slipids/
Downloads.html.
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– Elsewise a membrane may be generated from the CHARMM-GUI
membrane builder, which allows for any for a combination of
a multitude of different lipids currently in their library, to ei-
ther the top or bottom leaflet as defined by the user(http://www.
charmm-gui.org/).
• CG membrane
– Again many common membranes have been simulated by other
research groups and can be downloaded from their main website.
The main MARTINI webpage (http://md.chem.rug.nl/index.php/
downloads) has many files, but a quick web search can find other
more obscure structures.
– CHARMM-GUI has a CG version as well (http://www.charmm-gui.
org/?doc=input/mbilayer). Similar to the AA version, it can cre-
ate different membranes with a combination of any lipid currently
in their library.
– MARTINI has a membrane builder insane, which unequilibrated
membranes with any ratio of lipids chosen.
2. Create a topology file.
• A topology file contains the information on which force field you are
using, as well as a list of which molecules are in your system, and
how many of them there are. A sample topology file can be found at
http://www.physics.brocku.ca/MARTINI/.
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3. Add water or ions.
• Water
– CHARMM-GUI often misplaces water molecules so it is often best
to remove all waters from their file and add your own. Otherwise
water can be added if more is needed in your system. This is done
with the g_solvate tool.
g_solvate -cp system.gro -cs spc216.gro -maxsol 5000
-o system_solvated.gro
This example uses spc216 water and adds at maximum 5000 of
them to your system.gro file and creates an output system_solvated.gro.
**If you plan to add ions to the system, add additional waters that
will be replaced by ions in the next step.
• Ions
– Create a ions.tpr file using the grompp tool and the ions.mdp file
located later in this appendix.
grompp -f ions.mdp -c system_solv.gro -p topol.top
-o ions.tpr
– The genion tool can then be used on this created ions.tpr file to
add as many ions of your choice.
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genion -s ions.tpr -o system_solv_ions.gro -p topol.top
-pname NA -nname CL -nn 4 -np 6
This example adds 4 CL ions and 6 NA ions to your system. It
will ask which molecules you want to replace from your system.
For this you should choose water, so that it swaps out one water
molecule for one ion.
4. Energy Minimization
• Your system is now built but the previous creation usually leaves the
system very unstable and a few equilibration steps must be taken. First
a steepest descent simulation should be used to remove unfavourable
conformations using the sample minim.mdp.
– Create a run input .tpr file using grompp.
grompp -f minim.mdp -c system.gro -p system.top -o em.tpr
– Run the simulation using as many threads as you want(2n for best
performance).
mdrun -nt 8 -v -deffnm em
5. NVT
• The system is now ready for a md simulation with constant volume so
the system does not explode if unfavourable conformations still exist.
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You may want to hold a molecule using a position restraint at this step
if it is still unstable.
– Create a run input .tpr file using grompp.
grompp -f nvt.mdp -c em.gro -p system.top -o nvt.tpr
– Run the simulation using as many threads as you want(2n for best
performance).
mdrun -nt 8 -v -deffnm nvt
6. NPT
• The system is now ready for a md simulation without constraint on its
volume. You may want to hold a molecule using a position restraint at
this step if it is still unstable.
– Create a run input .tpr file using grompp.
grompp -f npt.mdp -c nvt.gro -p system.top -o npt.tpr
– Run the simulation using as many threads as you want(2n for best
performance).
mdrun -nt 8 -v -deffnm npt
7. Production MD
• The system is now ready for a production md simulation with no con-
straints.
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– Create a run input .tpr file using grompp.
grompp -f md.mdp -c npt.gro -p system.top -o md.tpr
– Run the simulation using as many threads as you want(2n for best
performance).
mdrun -nt 8 -v -deffnm md
9.2 Coarse Graining Method Tutorial
1. Choose a proper mapping from the AA version to the CG version of the
molecule. The easiest way is to not try and reinvent the wheel, but rather
look to literature to find molecules with similar structure and use their
mapping for those similar sections. Otherwise, choose a mapping of ap-
proximately 4 heavy atoms to 1 virtual particle that avoids any internal
rotation, so that the 4 atoms have a tendency to have one predominant
conformation.
2. Use an AA simulation to replicate a CG simulation using the engine of
your AA force field. The simulation must be long enough to make smooth
distributions for all bonded parameters for step 3. This can be done in two
ways
• If you do not yet have a simulation of the AA structure - create virtual
particles that track the center of mass of each of your mapped virtual
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particles. This can be done using gromacs particle definitions in the
[atoms] and [virtual_sitesn] sections:
[ atoms ]
65 COM 1 CHX V1 65 0 0
[virtual_sitesn]
65 2 1 2 3 4
This creates a particle number 65 which has no mass, charge or any
effect on the system, but rather simply exists at the center of mass of
particles 1,2,3 and 4
• If you have a pre-existing AA simulation - You yourself must calculate
and track the center of mass of each of your mapped groups. This is
terribly computationally inefficient.
3. Make a list of every bonded interaction between 2 adjacent virtual particle,
angle between 3 particles and dihedral between 4. Create a histogram for
each of these virtual bond, angle and dihedral for each set of the CG virtual
particles from your AA simulation. These histograms can be created using
the gromacs tools g_dist and g_angle:
g_dist -f md_v1 -s md_v1 -n bonds.ndx -o v1-v2.xvg
g_angle -f md_v1 -n angles.ndx -od v1-v2-v3.xvg -type angle
g_angle -f md_v1 -n dihedrals.ndx -od v1-v2-v3-v4.xvg -type dihedral
Make sure that the histograms are smooth enough to have sampled all of
its conformations. If the resultant bond histograms can not be fit by a single
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Gaussian curve, you might want to reconsider if a different mapping can
be made so that it does.
4. Make a first approximation CG force field itp file. Here you should list each
virtual particle, each bond, angle, and dihedral.
• Particle definitions - Each virtual particle should have a charge of 0
or 1. The mass should be the sum of the masses of the constituent
particles that it represents. The particle type should be chosen by ei-
ther comparing to other similar molecules or a by a best guess of how
polar/apolar that particle is.
• Bond definitions - initial guesses for the length of the bond should
be given as the center of the AA histogram. The strength should be
given values of 50,000 kJ mol−1 nm−2 for extremely sharp peaks such
as those in a ring structure, 10,000 kJ mol−1 nm−2 for determinate but
wide peaks or 1,000 kJ mol−1 nm−2 for very wide or multiple peaked
histograms. For first approximation, avoid the use of constraint bonds
for they can be unstable.
• Angle and dihedral definitions - initially set these to zero, for they
might be unstable.
5. Use the last frame from your AA simulation to construct a CG system with
only virtual particles. This is easily done if you have the virtual particle
definitions, simply remove all atoms which are not virtual. If you did not
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use the particle definitions, calculate the position of the virtual particles
using the center of mass of the atoms they represent.
6. Run the CG simulation. Initially use a small time step of 2 fs. If the system
is still unstable, you may try to either reduce spring constants or lower the
time step to 1 fs.
7. Create a histogram for each bond as done in previously for the AA simula-
tion in step 3.
8. Match the AA and CG histograms. If the peak is too sharp, reduce the
strength. If it is off centred, shift the length by the amount that is is off by.
Do not exceed a bond strength of 50,000 kJ mol−1 nm−2.
9. Repeat steps 6-8 until there is a good agreement between all bonds. The
time step may be increased slowly if the system is stable up to 20 fs.
10. Add angle and bond terms. Weak terms should be used at first with an
angle strength of about 100 and dihedrals strength of 1.
11. Run the CG simulation. You may need to use a small time step of 2 fs. If
the system is still unstable, you may try to either reduce spring constants
or lower the time step to 1 fs.
12. Match the AA and CG histograms. If the peak is too sharp, reduce the
strength. If it is off centred, shift the length by the amount that is is off by.
Do not exceed a bond strength of 50,000 kJ mol−1 nm−2, angle strength of
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1,000 and should not be below 0 ◦ or exceed an angle of 180 ◦ and dihedrals
should not exceed a strength of 50.
13. Repeat steps 11-12 until there is a good agreement between all bonds. The
time step may be increased slowly if the system is stable up to 20 fs.
14. Iterate as many times as you want, until it matches either AA results, or
experimental results.
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copyright, technical enhancement etc.).
Authors can share their preprints anywhere at any time. Preprints should not be added to or
enhanced in any way in order to appear more like, or to substitute for, the final versions of
articles however authors can update their preprints on arXiv or RePEc with their Accepted
Author Manuscript (see below).
If accepted for publication, we encourage authors to link from the preprint to their formal
publication via its DOI. Millions of researchers have access to the formal publications on
ScienceDirect, and so links will help users to find, access, cite and use the best available
version. Please note that Cell Press, The Lancet and some society­owned have different
preprint policies. Information on these policies is available on the journal homepage.
Accepted Author Manuscripts: An accepted author manuscript is the manuscript of an
article that has been accepted for publication and which typically includes author­
incorporated changes suggested during submission, peer review and editor­author
communications.
Authors can share their accepted author manuscript:
-         immediately
via their non­commercial person homepage or blog
by updating a preprint in arXiv or RePEc with the accepted manuscript
via their research institute or institutional repository for internal institutional
uses or as part of an invitation­only research collaboration work­group
directly by providing copies to their students or to research collaborators for
their personal use
for private scholarly sharing as part of an invitation­only work group on
commercial sites with which Elsevier has an agreement
-         after the embargo period
via non­commercial hosting platforms such as their institutional repository
via commercial sites with which Elsevier has an agreement
In all cases accepted manuscripts should:
-         link to the formal publication via its DOI
-         bear a CC­BY­NC­ND license ­ this is easy to do
-         if aggregated with other manuscripts, for example in a repository or other site, be
shared in alignment with our hosting policy not be added to or enhanced in any way to
appear more like, or to substitute for, the published journal article.
Published journal article (JPA): A published journal article (PJA) is the definitive final
record of published research that appears or will appear in the journal and embodies all
24/03/2016 RightsLink Printable License
https://s100.copyright.com/AppDispatchServlet 5/6
value­adding publishing activities including peer review co­ordination, copy­editing,
formatting, (if relevant) pagination and online enrichment.
Policies for sharing publishing journal articles differ for subscription and gold open access
articles:
Subscription Articles: If you are an author, please share a link to your article rather than the
full­text. Millions of researchers have access to the formal publications on ScienceDirect,
and so links will help your users to find, access, cite, and use the best available version.
Theses and dissertations which contain embedded PJAs as part of the formal submission can
be posted publicly by the awarding institution with DOI links back to the formal
publications on ScienceDirect.
If you are affiliated with a library that subscribes to ScienceDirect you have additional
private sharing rights for others' research accessed under that agreement. This includes use
for classroom teaching and internal training at the institution (including use in course packs
and courseware programs), and inclusion of the article for grant funding purposes.
Gold Open Access Articles: May be shared according to the author­selected end­user
license and should contain a CrossMark logo, the end user license, and a DOI link to the
formal publication on ScienceDirect.
Please refer to Elsevier's posting policy for further information.
18. For book authors the following clauses are applicable in addition to the above:  
Authors are permitted to place a brief summary of their work online only. You are not
allowed to download and post the published electronic version of your chapter, nor may you
scan the printed edition to create an electronic version. Posting to a repository: Authors are
permitted to post a summary of their chapter only in their institution's repository.
19. Thesis/Dissertation: If your license is for use in a thesis/dissertation your thesis may be
submitted to your institution in either print or electronic form. Should your thesis be
published commercially, please reapply for permission. These requirements include
permission for the Library and Archives of Canada to supply single copies, on demand, of
the complete thesis and include permission for Proquest/UMI to supply single copies, on
demand, of the complete thesis. Should your thesis be published commercially, please
reapply for permission. Theses and dissertations which contain embedded PJAs as part of
the formal submission can be posted publicly by the awarding institution with DOI links
back to the formal publications on ScienceDirect.
 
Elsevier Open Access Terms and Conditions
You can publish open access with Elsevier in hundreds of open access journals or in nearly
2000 established subscription journals that support open access publishing. Permitted third
party re­use of these open access articles is defined by the author's choice of Creative
Commons user license. See our open access license policy for more information.
Terms & Conditions applicable to all Open Access articles published with Elsevier:
Any reuse of the article must not represent the author as endorsing the adaptation of the
article nor should the article be modified in such a way as to damage the author's honour or
reputation. If any changes have been made, such changes must be clearly indicated.
The author(s) must be appropriately credited and we ask that you include the end user
license and a DOI link to the formal publication on ScienceDirect.
If any part of the material to be used (for example, figures) has appeared in our publication
with credit or acknowledgement to another source it is the responsibility of the user to
ensure their reuse complies with the terms and conditions determined by the rights holder.
Additional Terms & Conditions applicable to each Creative Commons user license:
CC BY: The CC­BY license allows users to copy, to create extracts, abstracts and new
works from the Article, to alter and revise the Article and to make commercial use of the
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Article (including reuse and/or resale of the Article by commercial entities), provided the
user gives appropriate credit (with a link to the formal publication through the relevant
DOI), provides a link to the license, indicates if changes were made and the licensor is not
represented as endorsing the use made of the work. The full details of the license are
available at http://creativecommons.org/licenses/by/4.0.
CC BY NC SA: The CC BY­NC­SA license allows users to copy, to create extracts,
abstracts and new works from the Article, to alter and revise the Article, provided this is not
done for commercial purposes, and that the user gives appropriate credit (with a link to the
formal publication through the relevant DOI), provides a link to the license, indicates if
changes were made and the licensor is not represented as endorsing the use made of the
work. Further, any new works must be made available on the same conditions. The full
details of the license are available at http://creativecommons.org/licenses/by­nc­sa/4.0.
CC BY NC ND: The CC BY­NC­ND license allows users to copy and distribute the Article,
provided this is not done for commercial purposes and further does not permit distribution of
the Article if it is changed or edited in any way, and provided the user gives appropriate
credit (with a link to the formal publication through the relevant DOI), provides a link to the
license, and that the licensor is not represented as endorsing the use made of the work. The
full details of the license are available at http://creativecommons.org/licenses/by­nc­nd/4.0.
Any commercial reuse of Open Access articles published with a CC BY NC SA or CC BY
NC ND license requires permission from Elsevier and will be subject to a fee.
Commercial reuse includes:
-         Associating advertising with the full text of the Article
-         Charging fees for document delivery or access
-         Article aggregation
-         Systematic distribution via e­mail lists or share buttons
Posting or linking by commercial companies for use by customers of those companies.
 
20. Other Conditions:
 
v1.8
Questions? customercare@copyright.com or +1­855­239­3415 (toll free in the US) or
+1­978­646­2777.
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Terms and Conditions
INTRODUCTION
1. The publisher for this copyrighted material is Elsevier.  By clicking "accept" in
connection with completing this licensing transaction, you agree that the following terms
and conditions apply to this transaction (along with the Billing and Payment terms and
conditions established by Copyright Clearance Center, Inc. ("CCC"), at the time that you
opened your Rightslink account and that are available at any time at
http://myaccount.copyright.com).
GENERAL TERMS
2. Elsevier hereby grants you permission to reproduce the aforementioned material subject to
the terms and conditions indicated.
3. Acknowledgement: If any part of the material to be used (for example, figures) has
appeared in our publication with credit or acknowledgement to another source, permission
must also be sought from that source.  If such permission is not obtained then that material
may not be included in your publication/copies. Suitable acknowledgement to the source
must be made, either as a footnote or in a reference list at the end of your publication, as
follows:
"Reprinted from Publication title, Vol /edition number, Author(s), Title of article / title of
chapter, Pages No., Copyright (Year), with permission from Elsevier [OR APPLICABLE
SOCIETY COPYRIGHT OWNER]." Also Lancet special credit ­ "Reprinted from The
Lancet, Vol. number, Author(s), Title of article, Pages No., Copyright (Year), with
permission from Elsevier."
4. Reproduction of this material is confined to the purpose and/or media for which
permission is hereby given.
5. Altering/Modifying Material: Not Permitted. However figures and illustrations may be
altered/adapted minimally to serve your work. Any other abbreviations, additions, deletions
and/or any other alterations shall be made only with prior written authorization of Elsevier
Ltd. (Please contact Elsevier at permissions@elsevier.com)
6. If the permission fee for the requested use of our material is waived in this instance,
please be advised that your future requests for Elsevier materials may attract a fee.
7. Reservation of Rights: Publisher reserves all rights not specifically granted in the
combination of (i) the license details provided by you and accepted in the course of this
licensing transaction, (ii) these terms and conditions and (iii) CCC's Billing and Payment
terms and conditions.
8. License Contingent Upon Payment: While you may exercise the rights licensed
immediately upon issuance of the license at the end of the licensing process for the
transaction, provided that you have disclosed complete and accurate details of your proposed
use, no license is finally effective unless and until full payment is received from you (either
by publisher or by CCC) as provided in CCC's Billing and Payment terms and conditions.  If
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full payment is not received on a timely basis, then any license preliminarily granted shall be
deemed automatically revoked and shall be void as if never granted.  Further, in the event
that you breach any of these terms and conditions or any of CCC's Billing and Payment
terms and conditions, the license is automatically revoked and shall be void as if never
granted.  Use of materials as described in a revoked license, as well as any use of the
materials beyond the scope of an unrevoked license, may constitute copyright infringement
and publisher reserves the right to take any and all action to protect its copyright in the
materials.
9. Warranties: Publisher makes no representations or warranties with respect to the licensed
material.
10. Indemnity: You hereby indemnify and agree to hold harmless publisher and CCC, and
their respective officers, directors, employees and agents, from and against any and all
claims arising out of your use of the licensed material other than as specifically authorized
pursuant to this license.
11. No Transfer of License: This license is personal to you and may not be sublicensed,
assigned, or transferred by you to any other person without publisher's written permission.
12. No Amendment Except in Writing: This license may not be amended except in a writing
signed by both parties (or, in the case of publisher, by CCC on publisher's behalf).
13. Objection to Contrary Terms: Publisher hereby objects to any terms contained in any
purchase order, acknowledgment, check endorsement or other writing prepared by you,
which terms are inconsistent with these terms and conditions or CCC's Billing and Payment
terms and conditions.  These terms and conditions, together with CCC's Billing and Payment
terms and conditions (which are incorporated herein), comprise the entire agreement
between you and publisher (and CCC) concerning this licensing transaction.  In the event of
any conflict between your obligations established by these terms and conditions and those
established by CCC's Billing and Payment terms and conditions, these terms and conditions
shall control.
14. Revocation: Elsevier or Copyright Clearance Center may deny the permissions described
in this License at their sole discretion, for any reason or no reason, with a full refund payable
to you.  Notice of such denial will be made using the contact information provided by you. 
Failure to receive such notice will not alter or invalidate the denial.  In no event will Elsevier
or Copyright Clearance Center be responsible or liable for any costs, expenses or damage
incurred by you as a result of a denial of your permission request, other than a refund of the
amount(s) paid by you to Elsevier and/or Copyright Clearance Center for denied
permissions.
LIMITED LICENSE
The following terms and conditions apply only to specific license types:
15. Translation: This permission is granted for non­exclusive world English rights only
unless your license was granted for translation rights. If you licensed translation rights you
may only translate this content into the languages you requested. A professional translator
must perform all translations and reproduce the content word for word preserving the
integrity of the article.
16. Posting licensed content on any Website: The following terms and conditions apply as
follows: Licensing material from an Elsevier journal: All content posted to the web site must
maintain the copyright information line on the bottom of each image; A hyper­text must be
included to the Homepage of the journal from which you are licensing at
http://www.sciencedirect.com/science/journal/xxxxx or the Elsevier homepage for books at
http://www.elsevier.com; Central Storage: This license does not include permission for a
scanned version of the material to be stored in a central repository such as that provided by
Heron/XanEdu.
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Licensing material from an Elsevier book: A hyper­text link must be included to the Elsevier
homepage at http://www.elsevier.com . All content posted to the web site must maintain the
copyright information line on the bottom of each image.
Posting licensed content on Electronic reserve: In addition to the above the following
clauses are applicable: The web site must be password­protected and made available only to
bona fide students registered on a relevant course. This permission is granted for 1 year only.
You may obtain a new license for future website posting.
17. For journal authors: the following clauses are applicable in addition to the above:
Preprints:
A preprint is an author's own write­up of research results and analysis, it has not been peer­
reviewed, nor has it had any other value added to it by a publisher (such as formatting,
copyright, technical enhancement etc.).
Authors can share their preprints anywhere at any time. Preprints should not be added to or
enhanced in any way in order to appear more like, or to substitute for, the final versions of
articles however authors can update their preprints on arXiv or RePEc with their Accepted
Author Manuscript (see below).
If accepted for publication, we encourage authors to link from the preprint to their formal
publication via its DOI. Millions of researchers have access to the formal publications on
ScienceDirect, and so links will help users to find, access, cite and use the best available
version. Please note that Cell Press, The Lancet and some society­owned have different
preprint policies. Information on these policies is available on the journal homepage.
Accepted Author Manuscripts: An accepted author manuscript is the manuscript of an
article that has been accepted for publication and which typically includes author­
incorporated changes suggested during submission, peer review and editor­author
communications.
Authors can share their accepted author manuscript:
-         immediately
via their non­commercial person homepage or blog
by updating a preprint in arXiv or RePEc with the accepted manuscript
via their research institute or institutional repository for internal institutional
uses or as part of an invitation­only research collaboration work­group
directly by providing copies to their students or to research collaborators for
their personal use
for private scholarly sharing as part of an invitation­only work group on
commercial sites with which Elsevier has an agreement
-         after the embargo period
via non­commercial hosting platforms such as their institutional repository
via commercial sites with which Elsevier has an agreement
In all cases accepted manuscripts should:
-         link to the formal publication via its DOI
-         bear a CC­BY­NC­ND license ­ this is easy to do
-         if aggregated with other manuscripts, for example in a repository or other site, be
shared in alignment with our hosting policy not be added to or enhanced in any way to
appear more like, or to substitute for, the published journal article.
Published journal article (JPA): A published journal article (PJA) is the definitive final
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record of published research that appears or will appear in the journal and embodies all
value­adding publishing activities including peer review co­ordination, copy­editing,
formatting, (if relevant) pagination and online enrichment.
Policies for sharing publishing journal articles differ for subscription and gold open access
articles:
Subscription Articles: If you are an author, please share a link to your article rather than the
full­text. Millions of researchers have access to the formal publications on ScienceDirect,
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