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Abstract We analyze the ability of an oceanic monitoring array to detect potential changes
in the North Atlantic meridional overturning circulation (MOC). The observing array is ‘de-
ployed’ into a numerical model (ECHAM5/MPI-OM), and simulates the measurements of
density and wind stress at 26◦N in the Atlantic. The simulated array mimics the continuous
monitoring system deployed in the framework of the UK Rapid Climate Change program.
We analyze a set of three realizations of a climate change scenario (IPCC A1B), in which –
within the considered time-horizon of 200 years – the MOC weakens, but does not collapse.
For the detection analysis, we assume that the natural variability of the MOC is known from
an independent source, the control run. Our detection approach accounts for the effects of ob-
servation errors, infrequent observations, autocorrelated internal variability, and uncertainty
in the initial conditions. Continuous observation with the simulated array for approximately
60 years yields a statistically significant (p < 0.05) detection with 95 percent reliability as-
suming a random observation error of 1 Sv (1 Sv = 106 m3 s−1). Observing continuously
with an observation error of 3 Sv yields a detection time of about 90 years (with 95 percent
reliability). Repeated hydrographic transects every 5 years/ 20 years result in a detection time
of about 90 years/120 years, with 95 percent reliability and an assumed observation error
of 3 Sv. An observation error of 3 Sv (one standard deviation) is a plausible estimate of the
observation error associated with the RAPID UK 26◦N array.
1 Introduction
Changes in the Atlantic meridional overturning circulation (MOC) are one of the proposed
mechanisms associated with past and future abrupt climate change (e.g., Marotzke 2000;
National Research Council 2002). Palaeoclimatic records suggest that the ocean circulation
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has undergone rapid changes in the past 120,000 years, since the Eemian interglacial period
(Heinrich 1988; Dansgaard et al. 1993; National Research Council 2002; Alley et al. 2003;
McManus et al. 2004). Modeling studies have found different responses to anthropogenic
climate change, and several model results have suggested that the MOC is potentially sensitive
to anthropogenic climate change (e.g., Mikolajewicz and Voss 2000; Thorpe et al. 2001;
Gregory et al. 2005). A weakening or collapse of the Atlantic MOC would entail a reduction
in the North Atlantic heat transport, which in turn might lead to significant cooling over
the North Atlantic and its adjacent regions (Manabe and Stouffer 1994; Vellinga and Wood
2002). The timely detection of MOC changes, and ultimately, timely MOC prediction have
the potential to inform the design of climate risk management strategies and decision-making
(Keller et al. 2004, 2007).
The MOC is a function of both latitude and depth. In a numerical model the maximum of the
MOC across all latitudes is readily derived from the meridional velocity field, but observations
yield information only at the latitude of observation. In the Atlantic, the MOC comprises
both a (dominating) buoyancy driven contribution, i.e. the thermohaline circulation (THC),
and a wind-driven contribution. An observing system is not able to distinguish between these
two components, but will be measuring the entire meridional circulation, the MOC.
Observations, commonly hydrographic transects, deliver snapshots of the MOC and the
related heat transport at certain latitudes (Hall and Bryden 1982; Ganachaud and Wunsch
2000; Bryden et al. 2005). A strategy to monitor the MOC continuously was suggested
by Marotzke et al. (1999), using endpoint measurements of the density at the eastern and
western boundary of a zonal transect. Two model-based array design studies (Hirschi et al.
2003; Baehr et al. 2004) suggested that this monitoring array is indeed able to capture both
the temporal variability and the mean value of the MOC at 26◦N in the Atlantic. These
studies focused on the main characteristics of the MOC and its short-term variability. Here,
we analyze the proposed MOC monitoring strategy with respect to its capability to detect
potential long-term MOC changes at 26◦N. The simulated array is kept as close as possible
to previous studies. It uses the same observing strategy as Hirschi et al. (2003) and Baehr
et al. (2004), and mimics the monitoring system deployed in the framework of the UK Rapid
Climate Change program (Marotzke et al. 2002). We restrict our analysis to the 26◦N setup,
assuming that knowing the MOC at 26◦N would provide crucial information about the North
Atlantic MOC, its variability and potential changes.
Essentially, we reduce the information delivered by the observing array to a one-
dimensional time series to simplify the detection task. This approach expands on the study
of Santer et al. (1995), who also reduced the dimensionality of the multivariate problem to a
few characteristic integral quantities of the ocean circulation. Banks and Wood (2002) used
a numerical model to explore the question of where to look for anthropogenic changes in the
ocean. Guided by an optimization of the signal-to-noise ratio, they concluded that the MOC
or its associated heat transport are unlikely to be useful for the detection of anthropogenic
climate change, since this would require a continuous time series. Similarly, Vellinga and
Wood (2004) used an optimal fingerprint based on a maximization of the signal-to-noise ratio
to identify locations for potentially useful ocean hydrographic observations, complementing
MOC observations at 26◦N in the Atlantic. Two dynamical studies (Hu et al. 2004; Latif
et al. 2004) used numerical models to identify simple measures allowing to detect changes
in the MOC. All these studies employed numerical models to investigate the mechanisms or
general nature of detecting changes in the MOC in the Atlantic, but were not directed at real-
istic observing systems. In contrast, Keller et al. (2006) considered the effects of observation
error and infrequent observations, analyzing the required frequency of hydrographic tran-
sects in the North Atlantic to detect changes in the MOC. In the present study, we simulate a
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realistic observing system, which was deployed recently (Marotzke et al. 2002; Schiermeier
2004). The dynamical background of this observing system has been intensively analyzed
(Marotzke et al. 1999; Hirschi et al. 2003; Baehr et al. 2004; Hirschi and Marotzke 2006). We
investigate the capability of the observing system to detect changes in the MOC at 26◦N. For
the detection analysis, one key improvement over previous work is the joint consideration of
the effects of observation errors, autocorrelated variability, uncertainty in the model initial
conditions, and the reliability of the observing system.
This paper is organized as follows: Section 2 provides the details of the numerical model,
data set and method used to simulate the MOC observing array. In Section 3 two different
detection approaches and their results are described. Section 4 discusses these results, and
conclusions follow in Section 5.
2 Model and method
2.1 Model
We use model output from the ocean component of the coupled ECHAM5/MPI-OM general
circulation model (Roeckner et al. 2003; Marsland et al. 2003). This coupled model does not
require flux adjustments. In the ocean model, the horizontal discretization is realized on an
orthogonal curvilinear C-grid (Marsland et al. 2003). The average horizontal resolution is
1.5◦. The vertical discretization is on z-levels with 40 non-equidistant levels.
The coupled model’s mean state was described in Jungclaus et al. (2006), using results from
an unperturbed control simulation, forced with preindustrial greenhouse gas concentrations.
The North Atlantic MOC reaches its maximum of 18.5 Sv (1 Sv = 106 m3 s−1) at about 40◦N
at 1000 m depth, which is comparable to observations (Macdonald 1998; Ganachaud and
Wunsch 2000). The time averaged Atlantic meridional heat transport has its maximum of
1.15 PW near 20◦N. This is within the uncertainty range indicated by Trenberth and Solomon
(1994), but smaller than the estimates by Ganachaud and Wunsch (2000) and Talley (2003).
2.2 Data
The present analysis is conducted for an unperturbed control simulation and an ensemble
of three realizations forced by the the same climate change scenario using the coupled
ECHAM5/MPI-OM model. The simulations start from the same spin-up of the model. The
control simulation is forced with preindustrial greenhouse gas concentrations, and has a length
of 470 years. The climate change experiments are part of a suite of experiments performed
for the IPCC Fourth Assessment Report. Starting from different years of the control run, i.e.,
three different initial conditions, the experiments are all forced with transient greenhouse gas
concentrations and aerosol forcing from preindustrial to present day values for the years 1860
to 2000. Subsequently, the IPCC SRES emission scenario A1B (Nakicenovic and Swart 2000)
is used to force the model from 2001 to 2100. In the A1B scenario, the CO2 concentrations
rise from 380 ppmv in the year 2001 to 700 ppmv in the year 2100. The simulations are
extended for another 100 years with greenhouse gas concentrations fixed at the levels of the
year 2100. Note that this forcing scenario assumes considerable reduction in anthropogenic
CO2 emissions after 2100, compared to many estimates of the business-as-usual scenario.
The analyzed time series contain 340 years each. The coupled ECHAM5/MPI-OM model
shows an increase in global mean temperature of 3.8 K by the year 2100, relative to 1961–
1990. The North Atlantic MOC at 30◦N weakens for the A1B scenario from 18.5 Sv to about
11 Sv by the year 2100.
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Fig. 1 ECHAM5/MPI-OM MOC time series at 26◦N (1000 m), annual mean values; black: control simulation,
blue, red, cyan: IPCC scenario A1B. The time axis indicates the years for the forced runs. The time steps of
the control run are not associated with realistic years, although the same time axis is used to display the data
At 26◦N, the time mean MOC at 1000 m depth is about 15 Sv (Fig. 1). In the forced runs,
the MOC weakens to about 11 Sv starting around the year 2000 (Fig. 1), but does not collapse
within the considered time-horizon of 200 years. Note that the forcing scenario stabilizes the
CO2 concentrations at 700 ppmv in the year 2100. Many simulations show an MOC collapse
beyond the 700 ppmv level (Manabe and Stouffer 1994; Stocker and Schmittner 1997). The
simulations analyzed in this study are silent on the question of how the MOC might respond
beyond the considered time scale and forcing scenario.
2.3 Simulated MOC measurements
Our conceptual starting point is the thermal wind relationship, which links zonal density dif-
ferences to the zonally averaged meridional flow. The stream function of a purely buoyancy-
driven MOC can be expressed as a function of latitude and density difference between
eastern and western sidewalls and other, independent, parameters (Marotzke 1997; Marotzke
and Klinger 2000). Marotzke et al. (1999) suggested that, in principle, only the systematic
observation of density at eastern and western sidewalls would be required to monitor the
MOC continuously. In addition to the thermal wind component, the full MOC comprises a
wind-driven component and a depth-independent component (Lee and Marotzke 1997). Con-
cerning the MOC in the North Atlantic, the thermal wind and the Ekman contributions are the
dominant contributions (Ko¨hl 2005; Hirschi and Marotzke 2006). These two contributions are
measurable; the thermal wind contribution can be derived from the zonal density difference,
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and the Ekman contribution can be derived from the surface wind stress. The simulated MOC
measurements of Hirschi et al. (2003) and Baehr et al. (2004) employed this decomposition
of the MOC, and in addition, the mass balance is closed with a spatially, but not temporally,
constant correction (Hall and Bryden 1982).
Similar to Hirschi et al. (2003) and Baehr et al. (2004) we ‘deploy’ an MOC observing
array into a numerical model at 26◦N. The placement of density profiles resembles the existing
RAPID UK array with dense coverage of the western and eastern boundary (cf. Marotzke
et al. 2002). In reality, the meridional transport through the Florida Strait is expected to
be measured directly (Larsen 1985, 1992; Baringer and Larsen 2001). However, the model
resolution does not allow for a representation of the Florida Strait current and the western
boundary current separately. To mimic this additional information we extend the region where
the meridional transport is assumed to be known over the complete western boundary region.
The knowledge of this transport is updated every three months and random, independent,
and normally distributed observation errors with a standard deviation of 1 Sv are added; the
level of no motion is placed at the bottom of the zonal section (cf. Hirschi et al. 2003; Baehr
et al. 2004).
All simulated observations are assumed to be taken as monthly means, but except where
indicated, annual means are formed, and only these are analyzed. The simulated array is
capable of reconstructing the low-frequency, as well as the high-frequency, variability of the
MOC, in both the control run (Fig. 2a) and the forced runs (Fig. 2b–d). The mean value of









































Fig. 2 ECHAM5/MPI-OM MOC time series at 26◦N (1000 m), annual mean values; black: model MOC,
green: reconstructed MOC based on the simulated 26◦N array. (a) control, (b)–(d) three different realizations
of the IPCC scenario A1B
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the reconstructed MOC is biased by about 4 Sv for both the control run and the forced runs.
This offset is nearly constant in time. In the analyzed 340 years it decreases in the forced
runs by about 0.5 Sv, whereas no change is apparent in the control simulation.
For the detection analysis, we use normalized time series from which the time mean
is subtracted. For the control run, the time mean over the complete 470 years of the time
series is subtracted. For the forced run, the time mean over the first 140 years of the time
series is subtracted. This approximation seems reasonable, as the detection analysis considers
temporal trends, and the temporal variability of the MOC is reconstructed by the array. In
reality, occasional hydrographic sections could be used for calibration.
3 Detection analysis
Initially, we use a continuous time series of annual mean values representing the MOC
observations at 26◦N with no observation error. This time series represents an ideal situation
for a detection analysis, as it neglects the effects of infrequent observations and observation
error (we relax these simplifying assumptions in Section 3.2.2). The time series are analyzed
both qualitatively, employing a simple approach, and quantitatively, employing a more refined
statistical approach. The two approaches differ mainly in the way the time series is handled.
The simple approach analyzes a series of individual observations, and tests for at each
considered time for a potential change. The quantitative approach analyses a sequence of
observations and tests for a linear trend. Both methods come to broadly consistent results
for the considered case. We discuss both methods to demonstrate that the statistical analysis
largely quantifies what is visible by eye. For the quantitative approach, we will further
analyze how observation error, shorter time series, and limited observation frequency affect
the detection time of MOC changes at 26◦N.
3.1 Simple approach
3.1.1 Method
One very simple approach to the detection problem analyses a series of observations, repre-
senting an unforced system, and additional independent observations, representing a forced
system, and asks whether the forced system is outside the range of natural variability given by
the unforced system. The lower and upper bounds characterizing the natural variability of the
unforced system, the critical values, can be derived in several different ways. For simplicity,
we focus here on three possible definitions of these critical values. Other choices of critical
values are possible.
The control run is used to provide the natural variability, i.e., the ‘observations’ of the
unforced system. First (i), the strictest criterion would be to set the critical value to the lowest
value ‘observed’ in the past, given by the natural range of variability. Second (ii), a milder
criterion would be to assume that anything lower/higher than two standard deviations of the
values ’observed’ in the past is critical. Third (iii), we assume that anything lower/higher than
the lowest/highest 2.5 percent of the values ’observed’ in the past is critical. If the considered
time series were independent draws from a single normal distribution, the critical values (ii)
and (iii) would be virtually identical. Both would approximate the lower and upper bounds of
the 95 percent confidence interval of the underlying distribution of the unforced time series.
The control run, however, violates the assumption of independent draws, we will return to
this issue below.
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3.1.2 Results
For this simple detection approach, the control simulation is used to provide an indication of
the natural range of variability of the MOC. The critical values discussed above are derived for
both the unforced model MOC and the unforced reconstructed MOC from the simulated array
(Fig. 3). The times at which the respective forced run (shown for one realization only) leaves
the lower bound of the given range of natural variability, i.e., detection times, are indicated by
the dots above the abscissa in Fig. 3. For the model MOC, detection occurs around the year
2030 for the critical values (ii) and (iii), whereas for the critical value (i) detection occurs
around the year 2060 (Fig. 3a). Detection prior to the year 2030 is predominantly the result
of type-I errors in statistical hypothesis testing, i.e., falsely rejecting the null hypothesis of
no change. Adopting the typically used p-value of 0.05 implies a type-I error frequency of 5
percent. More specifically, allowing 5 percent of the values to be outside the critical values
results in 5 percent false alarms.
For the reconstructed MOC from the simulated array, detection for the critical value (i)
occurs around year 2060 (Fig. 3b), as for the model MOC. For the moderate critical values
(ii) and (iii), detection occurs around year 2035 (Fig. 3a), which is somewhat later than for
the model MOC. The same is found for the two other realizations of the forced run (not
































Fig. 3 MOC time series at 26◦N at 1000 m, annual mean values. The horizontal lines indicate different critical
values, each derived from the variability of the control time series (see text for details). Dots indicate times
at which the forced MOC falls below the respective critical value. Three different critical values are shown:
(I) minimum of the control time series (dotted line, black dots), (II) lower bound 95 percent confidence level
(dash-dotted line, grey dots), (III) the lowest/highest 2.5 percent of the values of the entire control time series
(dashed line, open circle). (a) ECHAM5/MPI-OM, (b) Array reconstruction
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shown). The times at which the model MOC and the reconstructed MOC from the simulated
array fall below the respective critical value are similar, but in some cases detection occurs
for the simulated array up to 10 years later than for the model MOC.
To summarize, the detection times derived from the model MOC and the reconstructed
MOC from the simulated array are similar. However, this qualitative analysis does not allow
us to make formal statistical statements about the detection capability.
3.2 Quantitative approach
3.2.1 Method
We now derive a detection approach that allows us to quantify the detection time of a specific
observing system, and therefore allows us to characterize the relationships between detection
time, observation error, observation frequency, and the length of observations. First, we use
the control simulation to estimate the natural variability of the MOC at 26◦N. Second, we
test when the forced simulation leaves this range of natural variability.
To estimate the natural variability of the MOC at 26◦N, the control run is randomly
sampled for a specific length of observation period. Similar to the approach of Santer et al.
(1995), the linear trend is estimated for each of these lengths of observation periods, using
least squares linear trend estimates. We use overlapping lengths of observation periods with
random starting points. We use 104 samples for every length of observation period, to yield
a numerically stable estimate of the linear trends in the control run. For a given length
of observation period, the pdf (probability density function) derived from the linear trends
represents the variability of the unforced system. We expand on the method of Santer et al.
(1995) by repeating this procedure for a variety of lengths of observation periods, which
yields the upper and lower confidence limits of the natural variability, depending on the
length of the simulated observations (Fig. 4). To analyze when the forced simulation leaves
the range of natural variability, we estimate the linear trend of the forced simulation, starting
in year 2005. Using a single realization of the forced simulation, the linear trends depend
only on the length of the simulated observations (Fig. 4, solid line).
Detection time is a random variable as it depends on random realizations of the observation
errors and the internal variability (Keller et al. 2006). To account for observation error, we add
random observation error (identically, independently and normally distributed) of different
magnitudes (e.g., standard deviation of 1 Sv) to the simulated observations, and estimate the
linear trend of each of the resulting time series. Here, random observation errors are added
104 times to the time series, to yield numerically stable results. We add random observation
error to both the unforced and the forced time series, assuming that the two time series are
observations with an inherent observation error, derived from different sources. For simplicity,
we assume the same magnitude of observation error for the unforced and forced time series.
For the unforced time series, the upper bound confidence limit derived from analyzing the
tail area of the pdf of the linear trends, yields the estimate of the natural variability (depending
on the length of observation period and observation error). For the forced time series, the
linear trends are compared to these confidence limits derived from the unforced run (for
the respective length of observation period and observation error): the times at which the
linear trend of the forced time series with added observation error is outside the confidence
limits provided by the unforced time series yield an empirical cdf (cumulative distribution
function) over a range of lengths of the observation periods, depending on the observation
error (Fig. 5). The upper bound confidence limit derived from analyzing the tail area of this
empirical cdf yields the length of observation period at which the forced simulation has left
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Fig. 4 Upper and lower 95 percent confidence limit of the linear trends derived from bootstrap analysis of
the control run (dashed line; random starting points), and one realization of the forced run (red line; starting
at the year 2005). Both time series are annual means with no added observation error. The arrow denotes the
time at which the statistically significant trend in the forced run is first detected
the range of natural variability with p < 0.05 (Table 1). Following Santer et al. (1995), we
refer to this time as the ’detection time’. Note that the median detection time, i.e., detecting
with a 50 percent reliability (Table 1), is considerably lower than the estimated detection
time based on the upper bound 95 percent confidence limit.
Applying this detection method to the control simulation itself, yields a detection fre-
quency of approximately 5 percent. This recovers the value that was used to design the
approach, i.e., the type-I error frequency.
3.2.2 Results
3.2.2.1 MOC. Analyzing the forced simulation of the model MOC for an observation error
of 1 Sv results in detection times with 95 percent reliability between ∼40 and ∼60 years,
depending on the realization (Fig. 5 a,c and Table 1). The median detection time for the
equivalent systems is about 30 years smaller than the detection time derived from the upper
95 percent confidence limit (Table 1). An increase in the observation error to 3 Sv results
in increased detection times of about ∼80 to ∼100 years (95 percent reliability), and be-
tween ∼30 and ∼50 years (50 percent reliability). An analysis of the reconstructed MOC
time series from the simulated array yields similar results: detection with 95 percent reli-
ability for an observation error of 1 Sv yields detection times of about ∼50 to ∼70 years,
and for an observation error of 3 Sv yields detection times of about ∼90 to ∼100 years
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Array, 3 Sv observation error
Fig. 5 Empirical cumulative distribution function (cdf; that is, the cumulative sum of the probability density
function) of the detection times for different observing systems. The three realizations of the forced run are
indicated by the different colors. Dashed lines indicate upper 95 percent confidence limit of the detection time.
(a) model, observation error 1 Sv, (b) simulated array, observation error 1 Sv, (c) model, observation error 3
Sv, (d) simulated array, observation error 3 Sv
(Fig. 5 b,d). Larger observation errors of 6 and 8 Sv increase the detection times (with 95
percent reliability) for both the model MOC and the reconstructed MOC from the simulated
array to about 135 years (Table 1).
The median detection times for small observation errors derived from the quantitative
analysis are similar to the detection times derived for the simple analysis (cf. Fig. 3). These
median detection times are furthermore comparable to the time at which a single realization
assuming no observation error leaves the range of natural variability for the first time (at about
30 years of simulated observations, cf. Fig. 4). In addition, the detection times derived from
the upper 95 percent confidence limit using the quantitative method for small observation
errors are similar to the detection time when the single realization assuming no observation
error shows a sustained leave of the range of natural variability (at about 60 years of simulated
observations, cf. Fig. 4). The results of the two detection approaches differ, because the simple
detection approach considers the observations in isolation, whereas the quantitative approach
analyses a trend in a sequence of observations.
Previous analysis typically considered a single realization of a model run (e.g., Santer et al.
1995; Vellinga and Wood 2004; Keller et al. 2006). Analyzing a single realization neglects
the uncertainty due to the initial conditions. As shown in Fig. 5 and Table 1, the effects of
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Table 1 Detection times for continuous observations from the model MOC and reconstructed MOC from
the simulated array and as a function of the reliability of the detection system. The three numbers represent
the three realizations of the forced run
Observation error 1 Sv 3 Sv 6 Sv 8 Sv
Median detection time (50 percent reliability)
Model 34, 10, 27 47, 34, 37 56, 50, 50 53, 52, 50
Simulated array 41, 19, 30 47, 43, 39 54, 51, 53 52, 51, 52
Upper 95 percent confidence limit detection time (95 percent reliability)
Model 59, 40, 47 99, 92, 81 136, 124, 128 142, 135, 135
Simulated array 58, 66, 50 101, 97, 90 136, 130, 130 141, 137, 137
different initial conditions on the detection time can be noticeable, on the order of a decade
in our example.
4.2.2.2 Infrequent MOC observations. So far, we only consider continuous observations,
using a complete time series of annual mean values. Now, we analyze how lowering the
observation frequency would influence the detection time. The time series of monthly means
is subsampled at fixed intervals in years, but the month of the specific year is randomly chosen
each time; the resulting time series is analyzed in the same way as the time series based on
continuous observations. To mimic hydrographic transects accurately, we use the time series
of monthly mean values of the MOC of which the short-term, i.e. monthly, variability of
the wind-driven circulation is subtracted, but the annual mean of the wind-driven part is
kept. The monthly mean MOC at 26◦N in ECHAM5/MPI-OM model shows a peak to peak
variability of 16 Sv, of which about 6 Sv are purely wind-driven. Subtracting the short-
term wind-driven variability is in accordance with procedures analyzing observations, where
hydrographic transects are combined with annual mean values of the wind field (e.g., Bryden
et al. 2005).
A reduction from continuous observations to frequent hydrographic transects every year
or every two years has little effect on the detection time (Table 2). Depending on the real-
ization, the detection time increases or decreases by up to about 5 years. One reason for the
decrease in detection time is the failure to properly resolve the high-frequency variability
with infrequent observations. Reducing the frequency of observations to 10 or 20 years, a
frequency which would arguably be feasible with hydrographic observations, yields consid-
erably longer detection times (Table 2). Observing with an observation error of 3 Sv every
20 years nearly doubles the detection time compared to continuous observations to about
120 years. Two factors influence this increase in detection time. First, the sparse resolution
of the time series derived from infrequent sampling is too coarse to yield accurate MOC
Table 2 Detection time (95 percent upper confidence limit) for model MOC, using infrequent observations.
The three numbers represent the three realizations of the forced run
Observation Observation error
frequency 1 Sv 3 Sv 6 Sv 8 Sv
Continuous 59, 40, 47 99, 92, 81 136, 124, 128 142, 135, 135
Every yr 63, 39, 43 95, 87, 76 131, 119, 126 139, 133, 135
Every 2 yrs 61, 35, 43 93, 83, 77 119, 113, 115 129, 123, 125
Every 5 yrs 61, 61, 66 91, 86, 86 106, 101, 101 111, 106, 106
Every 10 yrs 81, 71, 71 91, 91, 91 101, 101, 101 101, 111, 111
Every 20 yrs 81, 81, 101 121, 101, 121 121, 121, 121 121, 121, 121
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trend estimates. Second, the annual cycle of the density-driven part of the MOC changes, but
hydrographic transects neither resolve the annual cycle of the density-driven part of the MOC
nor capture its change. These detection times are even larger when observation errors of 6
Sv or 8 Sv are assumed (Table 2): about 120 years assuming a hydrographic transect every
20 years. The estimated detection for the three considered scenarios are not a monotonically
increasing function of decreasing observation frequency (Table 2). This is not unexpected,
due to the stochastic nature of the problem. Observation frequencies of 1 or 2 years are
dominated by the short-term variability, whereas observation frequencies like 10 or 20 years
capture mainly the long-term trend. Note that this detection analysis assumes a known natural
variability, and a start of the simulated observations close to the begin of an MOC weakening.
Both assumptions are not necessarily valid for real MOC observing systems.
4.2.2.3 Meridional heat transport. The velocity field derived from the 26◦N monitoring array
is capable of delivering information beyond a MOC time series. The meridional heat transport
is arguably one of the key quantities of interest, as the MOC carries most of the oceanic heat
transport in the Atlantic (Hall and Bryden 1982; Ganachaud and Wunsch 2000). The effect
of this northward heat transport of about 1 PW (=1015 W; Ganachaud and Wunsch 2000) is
seen in the resulting relatively mild climate of Western Europe.
The meridional heat transport can be measured, if in addition to the array, a hydrographic
transect is undertaken to measure the temperature field. The additional hydrographic transect
is necessary to ensure improved spatial coverage of the small scale structure in the temperature
field, providing a reliable heat content estimate. Here, we keep the initially ‘measured’
temperature field constant until new ‘observations’ are provided, since short term changes
in the meridional heat transport are governed by fluctuations in the velocity field rather than
the temperature field (Jayne and Marotzke 2001). Assuming a hydrographic transect every 5
years, and accounting for an observation error of 0.2 PW (cf. Ganachaud and Wunsch 2000)
results in a detection time of about 120 years for both the original model heat transport as
well as the heat transport derived from the simulated array at 26◦N. Lower frequencies of
the hydrographic transects (e.g., 10 or 20 years) do not notably increase this detection time
in ECHAM5/MPI-OM. However, this insensitivity of the detection time on the frequency of
temperature section should be interpreted with caution, since it is likely dependent on the
employed model, and its respective resolution. Higher observation errors, up to about 0.5
PW, delay the detection by up to 10 years. The notably larger detection times for the heat
transport compared to the MOC arise from the additional influence of the variability in the
temperature field combined with the strong internal variability of the ECHAM5/MPI-OM
control simulation. Note that this affects the detection time of both the reconstructed heat
transport from the simulated array and the model heat transport similarly.
4 Discussion
In the present study, we test whether a time series derived from simulated measurements of
the MOC at 26◦N is capable of detecting changes in the MOC. Currently, the detection of
MOC changes is based on a very limited amount of information: e.g., snapshots of the MOC
at certain latitudes (e.g., Bryden et al. 1996, 2003, 2005), results from data assimilation
for about a decade (e.g., Stammer et al. 2003; Wunsch and Heimbach 2006), or hindcats
estimates (e.g., Marsh et al. 2005). However, a statistically rigorous method would have
to be based on more information than is available from current observing systems, since
robust detection depends on the additional knowledge of the natural variability of the system
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(e.g., Santer et al. 1995). This challenge is inherent to all climate change detection studies, and
a refined analysis of the historic observations of the MOC at 26◦N (Longworth et al. 2005),
or more generally the palaeo-record (e.g., Keigwin and Boyle 2000), might be a promising
step towards this goal (Keller et al. 2007).
In our analysis, we estimate the detection time for a range of observation errors. It is difficult
to assess, which of these chosen observation errors would be a reasonable approximation to
real observations. Ganachaud (2003) estimated the observation error for integrated transports
derived from hydrographic transects as approximately 3 Sv (one standard deviation), similar
to the error assumed here. Ganachaud (2003) attributed this error mainly to uncertainties
due to unknown temporal variability. The observation error of MOC estimates based on the
RAPID UK 26◦N array is not yet known. The temporal resolution of the array data should,
however, allow us to reduce the uncertainties due to the unknown temporal variability of
the MOC. A careful assessment of errors in the observed MOC (and associated properties)
is crucial for the tasks of MOC change detection, prediction, and the design of observation
systems.
An inherent limitation to the transferability of our results is the dependence on the par-
ticular model employed. In ECHAM5/MPI-OM, the annual mean MOC at 26◦N exhibits a
variability from peak to peak of about 4 Sv. This is comparable to results given by other
coupled models (Gregory et al. 2005). We use three realizations and find that the results
are robust across these three realizations. The actual variability of the MOC is, at this time,
uncertain due to the sparse spatiotemporal nature of the available observations.
We have tested our approach with monthly values instead of annual means. Note that in
the ECHAM5/MPI-OM model the MOC without short-term wind-driven variability exhibits
a peak to peak variability of about 10 Sv arising from fluctuations in the density field. This
results in a small signal-to-noise ratio, especially in combination with the weak decline in
the ECHAM5/MPI-OM solution. If unsmoothed monthly mean data are used, no detection
occurs within the considered time horizon of 200 years, for either the model MOC or the
reconstructed MOC from the simulated array (results not shown). Evidently, this changes
considerably if the monthly mean time series is smoothed or averaged. However, both tech-
niques require a continuous time series, with a high temporal resolution.
The array simulated in the present study assumes continuous observations. Similar to
Keller et al. (2006) we also analyze how less frequent hydrographic sections influence the
detection time. Keller et al. (2006) found that an observing system consisting of a hydro-
graphic transect every 5 years and an observation error of about 3 Sv results in a median
detection time of approximately 70 years. Our results are broadly consistent with the findings
of Keller et al. (2006), who use a different model run (Manabe and Stouffer 1994) and a dif-
ferent statistical detection method. For an observation error of 3 Sv, the median detection time
of continuous or infrequent observations (up to observing every 10 years) is within a century
in our analysis. But we find, in addition, that observing continuously with an observation
error of 1 Sv reduces the 95 percent reliability detection time considerably, in our model to
about 40 to 60 years.
The analysis, so far, indicates that establishing a continuous MOC observing system at
26◦N lasting for decades has the potential to reduce the currently large uncertainty about the
MOC response to anthropogenic forcing. One might ask whether the necessary investments
would pass an economic cost-benefit test, as hypothesized by Adams et al. (2000). Previous
economic analysis showed that reducing key uncertainties about the impacts of anthropogenic
greenhouse gas emissions may allow for economically more efficient strategies of climate
risk management and have hence the potential for a positive expected economic value of
information (Yohe 1991, 1996; Peck and Teisberg 1996; Nordhaus and Popp 1997; Keller
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et al. 2006). Keller et al. (2006) showed that the expected economic value of information
of an MOC observing system that would deliver an actionable early warning sign of MOC
changes within the next few decades can far exceed the necessary costs.
It is important to recognize, however, that estimates of the economic value of information
are an area of active research and hinge on a range of simplifying assumptions. Keller et al.
(2006), for example, approximated the decision problem as a binary system. Specifically, the
MOC is either insensitive to anthropogenic forcing or sensitive. In addition, the decision-
maker chooses between two options: no control of CO2 emissions or reducing CO2 emissions
such that an MOC collapse is avoided in the sensitive case. In this situation, detecting an MOC
change is equivalent to predicting the binary MOC response. In addition, Keller et al. (2006)
adopted a simple decision-criterion (expected cost-minimization) and published estimates of
the economic impacts of MOC collapse. These assumptions may be reasonable first-order
descriptions of the decision-making process, but ignore the effects of (i) structural model
uncertainty, (ii) a more refined sampling of the parametric uncertainty, and (iii) alternative
decision criteria (Lempert 2002).
Given these caveats, the investments into a decadal-scale and continuous MOC observation
array at 26◦N has the potential to pass a very simple economic cost-benefit test: the costs
of the array are on the scale of 1 million US dollars per year and tens of millions over
decades, compared to an expected economic value of information on the order of billions US
dollars. The 26◦N array has smaller costs than the ones considered in Keller et al. (2006).
In addition, the 26◦N array provides MOC observations with higher temporal resolution
and higher expected accuracy than hydrographic sections, the observing system analyzed in
Keller et al. (2006).
The observations provided by the RAPID UK 26◦N array deliver a two dimensional picture
of the zonal transect at 26◦N, which contains more information than just a one-dimensional
time series. Applying multivariate fingerprint analysis (Santer et al. 1995; Hasselmann 1998)
has the potential to result in shorter detection times. The focus of the present study is to
demonstrate, as a first step, the ability of the 26◦N array to detect changes in a single time
series, the MOC at 26◦N, if the unforced variability is known. A multivariate analysis is left
for future study.
5 Conclusions
Based on our analysis of a simulated MOC observing array in the particular solutions of
ECHAM5/MPI-OM, and our univariate analysis assuming, most notably, that we have inde-
pendent knowledge of the variability of the unforced system, we conclude:
1. Observation periods of less than 20 years carry a high probability to result in false
alarms, i.e., detection times similar to the type-I error frequency used in designing the
method.
2. Detecting MOC changes at 26◦N with a reliability of 95 percent requires decades to a
century of continuous observations, depending on the observation error.
3. For an observation error of 1 Sv, continuous observations result in a detection time of
approximately 60 years (with 95 percent reliability). For an observation error of 6 Sv,
the 95 percent reliability detection time exceeds a century.
4. Continuous observations, hydrographic sections every 5 years, and hydrographic sec-
tions every 20 years result in detection times of about 100 years, 90 years, and 120
years, respectively, for an observation error of 3 Sv, and for a 95 percent reliability.
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5. Changes in the meridional heat transport at 26◦N can be detected with a detection time
of about 120 years (95 percent reliability), assuming an observation error of about 0.2
PW, and additionally assuming a hydrographic transect every 5 years.
6. For a given desired reliability in detecting MOC changes at 26◦N, a continuous ob-
serving system is less expensive than repeat hydrographic sections.
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