The localization of intracerebral dipole sources in order to detect pathological events is one purpose of magnetoencephalography (MEG). Another aspect is the analysis of brain processes and brain structures. A system consisting of two different types of Artificial Neural Networks is presented. The structure of a feed forward neural network with two layers and a learning rule designed for the task of Blind Signal Separation (BSS) is used to separate temporarily overlapping neuron activities in the brain. Based on the separated signals, the task of the second type of neural network is to determine the position and strength of the different, underlying magnetic dipoles. Several concepts of neural networks, their limits and potentials concerning both tasks of mining medical data are discussed briefly.
Introduction
For practical implementation, it is very promising to apply mathematical methods through an adequate neural network. In the following, different forms of neural networks are presented to fulfill exactly the task of complex statistical methods in mining of medical data. Application of Neural Networks for data mining (e.g. [21] , [22] ) is a very challenging field of research. One of the main end of data mining is to identify clusters. Not in every case -but in quite a number of cases the required overall amount of computations is reduced in comparison to methods based on pure ordinary statistics. The analysis of brain processes and brain structure is a main part of neurophysiology and has attracted a great amount of research. The activity of a nerve cell (neuron)-or more precisely -the activity of a population of neurons in the human brain causes a movement of ions and therefore a change in the magnetic and electrical fields. A variation of potentials (ElectroEncephaloGraphy (EEG)) and a variation of the magnetic field (MagnetoEncephaloGraphy (MEG)) are induced on the surface of the head. Both phenomena can be measured from outside the head. The two methods have the following advantages and shortcomings:
• EEG A measurement can be undertaken in an unusually simple manner (in comparison to other methods) without a complex technical environment. Therefore it can be done very often and a long clinical experience exists. On the other hand, the electric field is distorted by the scalp and liable to many disturbances, so it is impossible to determine the exact shape of the original signals on the surface of the head.
• MEG In contrast, the magnetic field is not distorted by the physical tissue (the scalp or skull). But on the other hand, the technical realization to determine MEG-signals is extremely complex and therefore expensive.
The reason for these expenses is strongly implied by the relative proportions of the intensity of the natural magnetic field on the earth and the intensity of a bio-magnetic field produced by the activity of a population of neurons inside the brain and measured outside the scalp (unit of magnetic field: Tesla (T )): Dimension of the 'normal' magnetic field: 70 T Dimension of the bio-magnetic field: 10 −12 T Therefore, to isolate signals of bio-magnetic activity from the strength of signals of the natural magnetic field is a complex task and a technical challenge.
To measure the bio-magnetic field near the scalp, a 37-channel SQUIDs (Super- Figure 1 : Placement of sensor array for a typical auditory experiment conducting Quantum Interference Devices), e.g. as operated by the Institute of Experimental Audiology of the University of Muenster, has been used (according to the structure of the paper, refer to section 2 for more information on the MEG-data set). The SQUIDs are located in a room with a specialized isolation against the natural magnetic field of the earth and the sensors are cooled down by liquid helium to −269 o degrees Celsius. For an introduction to SQUIDs technologies see [1] .
In the following, we focus on the magnetic field. To analyze the MEG-data, two more general problems have to be identified and solved:
• the measured signals originate from different neuron populations with temporarily overlapping activities: therefore the first task is to separate the signals as originated from different sources (refer to the sections 3.2 and 3.3)
• after the separation of the exact shape of each signal at the sensors, the shape and position in the brain of the magnetic dipole sources of each separated signal is of major interest (refer to section: 4)
To solve these two problems, a system consisting of a combination of two different kinds of Artificial Neural Networks has been created:
• First, the separation is implemented by a Neural Network of 'independent component analysis methods' (ICA [2] , [3] , [4] )
• After separation, the signals of each channel are used as the input for another structure of a neural network architecture designed to determine the location and the activity of the corresponding neuron population
In order to determine the appropriate choice, different kinds of neural networks have been investigated for application in both tasks. A graphic overview of the complete system for the analysis of MEG-data is shown in figure 2 . A conclusion and an outlook on work in progress and future work are completing this paper. 
MEG principle and data set
When information is being processed, small currents flow in the brain producing a small magnetic and an electric field which are mutually orthogonal. While EEG is measuring the electrical potential with electrodes on the scalp, MEG is screening the magnetic field outside the scalp by SQUIDs (Super-conducting Quantum Interference Devices); for an introduction to SQUID technology see [1] . MEG and EEG are completely noninvasive, offering a time resolution in the millisecond range. As the electromagnetical events of single neurons typically last from one to several milliseconds, these methods can follow the rapid change in cortical activity [5] .
Thus, with MEG and EEG registrations it is possible to explore the dynamical brain processes in its spatial and temporal resolution. But these recordings are the complex compositions of many overlapping source activities in the brain and the problem is to decompose these source activities.
There are some applications of the 'infomax' learning rule to EEG data [6] , [7] . Data obtained by MEG and EEG techniques are mutual complements. Here, the capability of some learning rules to decompose MEG data into independent components have been tested and the performance evaluated and compared.
Without prior knowledge about actually ongoing brain activities, it is impossible to verify the effectiveness of the learning rules. Hence, we have generated synthetical MEG data to test the BSS learning rules and to determine the required minimum signal-to-noise-ratio of the identified components. The underlying model for the MEG data can be summarized as follows. The activation of a single neuron produces a small magnetic field of about 10 −13 T . The synchronous activation of a net of 100 neurons produces a magnetic field strong enough to be measured by the SQUID's.
Such neural assemblies can be approximated with an equivalent dipole [8] . With the quasi-static approximation of Maxwell's equations it is possible to calculate the magnetic field B for a given dipole at r for every location r:
with the permeability of free space µ 0 ; the current density J in the volume V . By a simple forward modelling, the magnetic field generated by the synthetic dipoles for the location of the sensors (1) can be calculated. Because the magnetic field B depends only on the current density J, the requirement of linearity for the BSS is satisfied. Seven fixed dipoles and one moving dipole in the brain are composed to model the MEG data within a distance to the sensors of about 3 ± 1 cm. The location and the direction and strength of the magnetic moment is given. The dipoles have a Gaussian activation function. The dipoles act at different times to ensure an independent time function of each activity. As a special separation challenge, the starting group of 3 dipoles have an overlapping activation. The influence of the signal-to-noise-ratio is analyzed by the sequence of the following 4 dipoles, differing in the decreasing dipole moment at each originating time step (time distance of 50 ms). As a reaction to the constant change of dipole positions, the last dipole added to the set is migrating with a constant speed of 1cm per second. See figure 3 for an 0 100 200 300 400 500 ms Figure 4 : The original synthetic data set with 8 brain activity components (above). All sensor channels plotted together. The data set with added additional noise (below). illustration of position, direction and strength of each dipole moment. For each of the 37 channels and an approximated duration of 600ms, the final synthetic data-set has 180 data-points. To test the ICA algorithms under more realistic conditions, 2 different noise types in 2 different levels were added to the data. The Gaussian noise was calculated with the MATLAB 5.0 random generator. The Münster MEG system was used to produce a data-set including realistic noise made by the SQUID sensors and the biological noise of a person. In general, this data-set was added to the synthetic data-set. In figure 4 , the data of all 37 sensors are plotted together; without extra noise above and with the higher Gaussian noise below.
ICA-network

ICA-principles
Mathematically, the ICA problem is defined as follows: Assume that there are n source signals s 1 (t), . . . , s n (t) at discrete time t = 1, 2, . . . which meet the following conditions:
are the values of a stationary scalar valued random process at time t, having unit variance and zero mean.
(ii) s i (t) are statistically independent, i.e. the joint probability density is the product of the marginal densities:
(iii) s i (t) have non Gaussian probability density functions, except at most one which may be a Gaussian.
(iv) s i (t) are not observable.
The strongest condition is (ii), but it is realistic if the source signals are originated by different physical devices. Condition (i) can always be achieved by normalization. Condition (iii) reflects the fact that a mixture of Gaussians cannot be separated. Assume that a linear noisy mixture of source signals s i (t) at time t satisfying the conditions above is given:
where 1. The covariance matrix C uu = E( u u T ) can be decomposed into
where H is a m × n matrix with full column rank n, and D is a n × n diagonal matrix, consisting of the positive roots of the eigenvalues of C uu .
2. The input vector u is related to H through:
where the unknown random vector y ∈ R n has as its covariance matrix E( y y T ) = D 2 and has a maximal degree of statistical independence, which can be measured by a so called contrast function. 
ICA-task
Two layer feed forward neural networks with mainly unsupervised learning rules have been suggested for ICA and some have been successfully applied to EEG data [6] , [7] . A focus on successfully applied learning rules [9] , [10] , [11] , [12] , [13] , [4] to perform ICA is very promising. These learning rules are introduced in the following sections. The successful application to the normal (ICA) task has inspired the idea to apply these methods to MEG data. In order to vary the complexity of the separation task, different MEG data have been constructed in a synthetic manner. Based on this opportunity, the capability of ICA methods to separate the main components of MEG data and to achieve a minimum prerequisite in signal-to-noise-ratio can be compared. The simulations are based on a typical arrangement of the BTI 37 channel SQUID system. The sensors have been arranged in distances of 2 cms on a sphere with 12 cm diameter sphere (figure 1). To measure the radial component of the magnetic field, these sensors had to be gradiometers. The location, direction and strength of the magnetic momentum had been constructed in advance (section 2). In the following, each algorithm is described and defined by the learning rule and the necessary preprocessing step called sphereing or whitening the mixture vectors u(t) into the input vectors x(t) of the neural network. The number of independent signals is supposed to be much higher than the number of sensors. This is a general assumption of applying the ICA-task (BSS) to MEG or EEG. In consequence, the problem complexity is greater than in the normal case (sensor number equal to the number of signals) and it is very interesting to investigate the separation capability of the learning rules.
Non-Gaussian learning rule
The input vectors
T are assumed to be standardized, i.e. their average must be zero and the unit variance must be insured. The parameters of the network are the weight vectors w i , i = 1, · · · , n and an additional real valued
The parameters are updated according to the following system of learning rules:
with the nonlinear function
and where µ > 0 and α > 0 are learning parameters. The learning rule can be viewed as an hierarchical learning rule with switched nonlinear function. This leads either to a minimization or maximization of a contrast function based on the fourth order cumulants. A mathematical analysis can be found in [11] . This learning rule is based on pre-whitened mixture vectors which can be achieved by performing a principle component analysis PCA [14] .
Natural gradient rule
After initializing the weight matrix W with random values between 0.1 and 1.0, the weights are repeatedly updated according to the following learning rule [6] :
I is an identity matrix and the elementsg( y) arẽ
g(y i ) is defined as:
Andỹ i withỹ
The approach is referred to as a stochastic gradient ascent [6] which maximizes the entropy H( y) of a sequence of whitened input vectors x. The whitening as a prerequisite produces a so called zero phase (symmetrical solution) center surround type (local analysis) (ZCA) [14] .
Bigradient learning method
The weight matrix W has to be updated according to the following rule [10] :
The main difference to the other learning rules is a second gradient learning, represented by the learning rate γ t . Analogously to the sphereing of the mixture vectors in the previous section, the whitening is a prerequisite. This learning method shows the most promising learning and separation performance, if the mixture in dimension n comprises a linear combination of n sources without any noise [15] , [3] .
Hierarchical learning rule
The hierarchical learning rule (HLR) is a more simple and a more naturally ICA learning rule. The HLR is meant for either sub-Gaussian mixtures or superGaussian mixtures, each with a different nonlinear function similar to the one described in section 3.2.1 . More information about the HLR can be found in [12] , [13] , [4] .
Results of ICA performance
The goal was to find the ICA matrix H. With the estimated mixing matrix we were able to project one separated signal y i back to every sensor track.
Then we compare these retransformed sensor signals with the original data-set. If the influence of the chosen separated signal is high, a good estimate of one of the brain activity components (figure 4) is derived. We are searching for the separated medical signal with the maximum influence among brain activity components. All learning rules separate the data sets into 37 independent components. In the following figures we present the single brain activity components below the original data-set.
In fig. 6 , fig. 7 was able to separate the fourth of the components with decreasing brain activity components (the smallest one). The separate capacity of ICA learning rules has an prerequisite in a minimum signal-to-noise-ratio. Figure 7 gives an example. The signal-to-noise-ratio of the smallest component is less than two for all kinds of noise used here. The third component with a ratio of about 2.5 can be detected in a weak manner. The learning rules show different shapes of the identified (third) component. All components with a ratio lying above 2.5 are separated and identified perfectly. In figure 8 , one can see that ICA is basically an appropriate tool to decompose MEG-data into independent brain activity components, even if the brain activity components are temporarily overlapping. It seems that the continues migrating synthetic dipole is a difficult task for ICA (figure 10). The separated brain activity components differ with every noise task. A comparison of the separating quality shows that the HLR performs as good as the natural gradient rule and so does the nonGauss rule. The bigradient learning rule converged in a very short time, but did not discover any brain activity component in the separated signals.
Discussion of ICA performance
The exactly separated brain activity components extracted by the learning rules represent quite a good basis for a reduction of artifacts. For example, non-brain (artifact) activities like eye movements can be separated and the sensor signal array reconstructed without this artifact activity. Prerequisite is a good signal-to-noiseratio for the separated activity (eye movement). The movement of a source (and in the data set) is quite a big problem. One can see that the separated brain activity component of this movement can be find in three (figure 10) or four (no figure) separated signals. This is still a problem. The performance comparison of the learning rules show that not all ICA learning rules are suitable for the problem size of an unknown number of sources, which will ordinary be higher than the number of sensors. This might be a problem of over-learning and depends on the size of the data set [16] . But it differs between the varies learning rules applied on the same data set. We have shown that a simple learning rule (HLR) with a PCA pre-whitening is capable of performing as well as more complex ones. Some sample sizes seem to be practicable only for some learning rules.
Neural Network for the determination of the single dipoles
Principles
After the different signals at the sensors have been decomposed, the determination of the signals exact shape at the sources and the position of the sources is performed by another type of Neural Network. To create training data, the underlying model of the human head and an active neuron population was used again. The computation of the inverse problem is a purely mathematical method which results in an highly exact localization algorithm. But the great waste of computational time is a commonly known drawback of this numerical method. Complex pattern recognition tasks are the typical application for Neural Networks and therefore Artificial Neural Networks are used to minimize the drawback of wasted computational time. Each Neural Network identifies information on the localization, intensity and direction of every single dipole. Computational time is required for the training of the neural networks. A Fuzzy ARTMAP and a Cascade-Correlation network were used. A short description of the Cascade-Correlation and the Fuzzy ARTMAP network can be found in the following sections.
The Cascade-Correlation Algorithm
The configuration of a neural network is generally done in two major steps. First of all, an adequate architecture has to be chosen. The number of input and output units is generally determined by the nature of the problem to be solved. However, how many hidden units should be incorporated and in how many layers should they be ordered? It would be desirable to have an algorithm that with a given architecture not only modified the weights but also optimized the topology, i.e. the individual layers and the distribution of the hidden units. In order to bring this about with the Cascade-Correlation Algorithm by Scott E. Fahlman (Fahlman, 1988, [17] ) one starts off with a minimum network structure comprising one input and one output layer. During the training procedure using the algorithms further units and new layers are gradually and independently added to the existing network. This step is repeated until the required network quality is attained. If all the units are similar, the network is referred to as a cascade architecture. The weight updating rule for Cascade-Correlation Algorithm: should be :
with
Notation of w(t), S(t), µ, ε : w(t) specifies the current weight value and S(t) the momentary partial derivative of the occurring error. µ and ε denote parameters similarly limited to positive values. The maximum growth factor is termed µ. This value should prevent the changes in weight from becoming too large. With weight changes too large, the minimum point of the error function to be minimized cannot be reached. The parameter µ is depending on the problem. A typical value might be 2. One of the most remarkable features of the Quickprop method is its high learning speed.
Fuzzy ARTMAP
An ART1 or fuzzy ART (abbreviation of Adaptive resonance Theory) [18] , [17] network is a network based on unsupervised learning. The input data are classified. To influence the classification process, the user can change the network parameters only once. The Fuzzy ARTMAP consists of two self-organizing ART modules. One of them, ART a , is classifying the input data only. The other ART module, ART b , is classifying the target outputs. ART a and ART b are connected by a MAP-field F ab which associates the classifiable information of ART a and ART b . The ARTMAP network is a hybrid architecture of self-organizing and associative structures. The Fuzzy ARTMAP network is a generalization of the ARTMAP network. It learns either binary or analog data by replacing the intersection operator ∩ (T-Norm of fuzzy set theory) with the MIN-operator ∪ (T-Conorm) of the fuzzy set theory [19] , [20] . Characteristic amplitudes can be prevented by a previous standardization of the input vectors. Standardization limits the unwanted growth of categories. This is known as certain learning: only the weights can be decreased. This corresponds to the increasing of the category area. The learning process stops when the input area is fully overlapped. It becomes stable after one single pass of the training data. A special rule protects the fuzzy ARTMAP network against the deletion of already trained patterns by disturbed input data.
Generation of training data
To train artificial neural networks suitable training data are required. The training data should characterize the considered problem to a maximum extent. The training patterns are generated by simulations. An appropriate dipole was chosen as the source model. The following conditions were taken into account:
The dipoles had a minimum distance of 2 cm ( 0.8 in) from each other. The accepted region for dipoles in the spherical shell model is reduced. The minimum distance to the midpoint of the sphere is 2 cm ( 0,8 in), the greatest distance is 9 cm ( 3.5 in). The physiologically sensible area for dipoles is described by a spherical segment which is centered at the z-axis of the coordinate system. The segment has a span of 120 o . The single dipoles are defined by two main parameters: their position and moment. The momentum is a normalized vector. Computing the magnetic field of a dipole at the position R required solving the equation :
Notation of r, s and u: r and s are vectors defining the position and direction of the detecting spool. u is a unit vector. To simulate the interference, a model dipole at the position (0, 0, 6) was chosen. The moment of the dipole P was chosen randomly between [−1, 1] 3 . The interference pattern could also be computed at each single spool with the corresponding equation. The intensity of the 37 measure points were marked by p1, ..., p37. The standard deviation for each interference pattern was computed by the following equation:
The averageρ of a larger set of standard deviations is needed to generate the so called Gaussian interference.ρ is multiplied by the interference factor (10%) and a standardized normal random value. This value is added to the original field distribution. According to this, the interference remained independent of the amplitudes which are affected by the magnetic field. The quality of the convergence is given by the equation
b i is the magnetic flow density at the i-th position. The intensities of the equivalent current dipole are denoted by β. G is always ranging between [0, 1]. G is approximately zero, if a single dipole source approximation is pointless and the value of G is close to 1. When the detected dipole is outside of the physiologically sensible area, G is equal to zero (G = 0).
Results for the single dipoles
To compare the productivity of both networks, the same data of test patterns have been used for the training of the Fuzzy ARTMAP and the Cascade-Correlation figure 10 . After 4 weeks of training, we were not able to verify this result.
Conclusion
A system for the analysis of MEG-data by means of Artificial Neural Networks has been developed. Therefore, different methods for the separation of the signals and different methods for the determination of the different dipoles to find out the appropriate choice have been evaluated. This was done by extensive simulation. The exactly separated brain activity components extracted by the learning rules represent quite a good basis for an artifact reduction of single brain activities. For example, non brain activities (artifacts) like eye movements can be separated and the sensor signal array reconstructed without this artifact activity. Prerequisite is a good signal-to-noise-ratio for the separated activity (eye movement). The movement of a source (and in the data set) is quite a big problem. One can see that the separated brain activity component of this movement can be found in three (figure 10) or four (no figure) separated signals. This is still a problem. The performance comparison of the learning rules shows that not all ICA learning rules are capable for the problem size of an unknown number of sources, which will ordinary be higher than the number of sensors. This might be a problem of overlearning and depends on the size of the data set. But it differs between the varies learning rules used on the same data set. A simple learning rule (HLR) with a PCA prewhitening is capable of performing as good as more complex ones. The given sample size seems to be practical only for some learning rules.
In both tasks presented in this paper, the most common drawbacks of neural networks used for data mining, excessive training times and incomprehensive models, have been avoided. In the ICA-task, the implied and underlying model is defined in advance through its independent components. In the task of dipole fitting, both evaluated neural network approaches are restricting the learning and the underlying model based on the presented specific methods. Both systems can be viewed as very promising applications in the research field of data mining (Knowledge Discovery).
Future Work
We should like to investigate into nonlinear extensions of the linear model [25] and we will see if they are able to separate signals with a lower signal-to-noise-ratio. The human brain has a cartographic organization. Different frequencies of one tone are processed in different areas of the auditory cortex (tonotopic organization [27] ), for example. A conventional dipole approximation to the field pattern of the independent components eventually make it possible to investigate the capability of ICA to separate the different underlying activities. The results can be compared to three dimensional MRI (Magnet Resonance Imaging) images. This might be useful in analyzing and control. A comparison between the different learning rules with regard to their dipole-fits is another promising future work. To complete the system for medical applications we shall have to develop an I/O-interface with a comfortable graphical output device. Furthermore -because we developed the system with artificial data only -the system will have to be practiced on real MEG-data for both tasks.
