This paper is motivated by a problem that arises in the study of partition functions of antiferromagnetic Potts models, including as a special case the chromatic polynomial. It relies on a theorem of Beraha, Kahane and Weiss, which asserts that the zeros of certain sequences of polynomials approach the curves on which a matrix has two eigenvalues with equal modulus. It is shown that (in general) the equimodular curves comprise a number of segments, the end-points of which are the roots of a polynomial equation, representing the vanishing of a discriminant. The segments are in bijective correspondence with the double roots of another polynomial equation, which is significantly simpler than the discriminant equation. Singularities of the segments can occur, corresponding to the vanishing of a Jacobian. These results are illustrated by explicit calculations in a specific case.
Introduction
This paper is motivated by a problem that arises in the study of partition functions of antiferromagnetic Potts models, including as a special case the chromatic polynomial. The critical behaviour of these models leads to the study of the complex zeros of the partition function, the classic result in this field being the Lee-Yang theorem [7, 8] .
In 1972 it was observed [3] that the complex zeros of certain chromatic polynomials exhibit interesting behaviour, although the reason for it was not understood at that time. Subsequently, a theorem of Beraha, Kahane and Weiss [1] provided a general explanation for such behaviour. (Specific examples are given in [2, 9] .) The theorem asserts that, as n → ∞, the zeros of certain sequences of polynomials f n (z) approach the curves on which a 'transfer matrix' T (z) has two eigenvalues with equal modulus. In the theoretical physics literature, the Beraha-Kahane-Weiss theorem has been exploited in papers by Shrock and his colleagues [5, 11, 12] , and by Salas and Sokal [10] . It is clear that it requires intensive computational resources, and consequently some work on the method itself is desirable. That is the subject of the present paper. It is shown that (in general) the equimodular curves comprise a number of segments, the end-points of which are the roots of a polynomial equation, representing the vanishing of a discriminant. The segments are in bijective correspondence with the double roots of another polynomial equation, which is significantly simpler than the discriminant equation. Singularities of the segments can occur, corresponding to the vanishing of a Jacobian. These results are illustrated by explicit calculations in a specific case. The algebraic and computational techniques employed here are part of the current revival of interest in the techniques of classical algebraic geometry, in particular the use of resultants [6] . The computations in Section 6 were done with the aid of Maple, version 6, and I am grateful to Philipp Reinfeld for help with them.
The polynomial criterion
In the intended application of these results we are given an m × m matrix T (z), each of whose entries is a polynomial function of the complex variable z, with integer coefficients, and it is required to find the points z for which T (z) has two eigenvalues of equal modulus. Roughly speaking, these points lie on curves in the complex plane, the 'equimodular curves' of the title. The key idea stems from the observation that if |λ A | = |λ B |, then there is a complex number s with |s| = 1 such that λ A = sλ B . So if λ A and λ B are roots of the polynomial equation p(λ) = 0, where p(λ) = det(λI − T (z)), then it follows that λ B is a common root of p(λ) = 0 and p s (λ) = 0, where
The a i (z) are the sums of principal minors of T (z), and so they are polynomials with integer coefficients, and we have 
For convenience, let a 0 = 1. Then we can describe non-zero entries of R as follows:
By definition, det R is the sum over all permutations π of {1, 2, . . . , 2m} of terms It follows that the non-zero terms in det R arise only from permutations that satisfy the condition
We shall denote the set of such permutations by Π m . It is clear that, for each π ∈ Π m , there are non-negative integers n 1 (π), n 2 (π), . . . , n m (π) and a non-negative integer e(π) such that
In this formulation, det R is a polynomial in s with coefficients in Z[a 1 , a 2 , . . . , a m ]. We shall investigate the form of the coefficients.
Given π ∈ Π m define functions
by the rules
Consider 
Lemma 1 For all π ∈ Π m we have
Proof It follows from the formula for n k (π) given above that
Since π is a permutation, this is equal to
The lemma says that each monomial a
m that occurs as a coefficient corresponds to a partition of m 2 . Furthermore, it is clear from the definition that no part is greater than m, and not more than m parts are equal.
Then π * is in Π m and
It follows from the definitions that
and
Hence, using the formula obtained in the proof of Lemma 1, e(π) + e(π * ) = m 2 . (ii) the polynomial ρ z ∈ C[s], obtained by substituting z for x, has a zero on the unit circle |s| = 1 if and only if T (z) has two eigenvalues with equal moduli.
Simplification of the condition
In this section we shall obtain a reduction of the polynomial condition stated in Theorem 1. In Section 4 the case m = 3 will be worked out in full, and the result for m = 4 will be stated. For the time being, we shall revert to considering a 1 , a 2 , . . . , a m as indeterminates, rather than functions of a complex variable. 
Lemma 3 Let ρ(s) = det R(p s , p). Then we have
The other entries in row i are zero. In particular, the new entry in row m and column 2m is zero, so there is only one nonzero entry in that column, which is a m in the last row. Expanding in terms of the last column and removing the factor (s − 1) from each of the terms in rows 1 to m, we get
where ∆ m (s) is a determinant of size 2m − 1.
In the previous section we showed that s
This implies that
which means that ∆ m (s) is a reciprocal polynomial.
is an integer multiple of the discriminant of p.
Proof In each of the rows 1 to m of ∆(1) the non-zero entries are as follows.
These are the coefficients of p , so ∆(1) is the resultant of p and p, which is a multiple of the discriminant of p.
The corollary is no surprise, because when s = 1 the equation p(λ) = 0 has a double root
The reciprocal polynomial ∆ m (s) can be written as 
Then the powers of t are given by
and this system of equations can be inverted so that, for each i > 0, s i + s −i is expressed as a polynomial φ i (t) with integer coefficients. For example,
For convenience we define φ 0 (t) = 
The condition |s| = 1 implies that s = exp(iθ), where θ is real, and so t = 4 cos 2 (θ/2). Hence t is real and lies in the range 0 ≤ t ≤ 4. 
The cases m=3 and m=4
When m = 3 we have
Expanding, we obtain a polynomial of degree 9 in s: Since t = 4 corresponds to s = 1, this is the case m = 3 of the corollary to Lemma 3: r 3 (4) is (apart from an integer factor) the discriminant of the cubic polynomial p. The case t = 0 is also worth noting:
2 . This is part of a general pattern, which will be explained in the next section. The corresponding results for m = 4 will be stated without proof. There are several noteworthy features of the expression for r 4 (t) given below. Of the 20 possible monomials, only 15 actually occur, and 9 of them occur in sets of two or three with the same coefficient. Also, the five terms that do not involve a 4 are equal to −a a 1 a 2 a 3 ) 2 .
The square property
The values t = 0 and t = 4 are obviously special. 
Then if m is even
and if m is odd
In both cases we can consider f and g as polynomials in µ = λ 2 . They have a common root µ A = λ 
There is a similar form when m is odd. For example, when m = 3, 4, 5, the matrices are
The argument given above shows that a necessary and sufficient condition for p −1 and p to have a common root is that det S m = 0. This condition is related to our general framework by the following result. 
Lemma 4 If

The equimodular curves as unions of arcs
We now return to the situation where T (z) is an m × m matrix, each entry of which is an integral polynomial function of a complex number z. Then the coefficients of its characteristic polynomial are also integral polynomial functions, a i (z). According to Theorem 2, there is a function v : R × C → C, defined by
such that the set E ⊆ C of points z where T (z) has two eigenvalues of equal modulus is
For a given t 0 , v(t 0 , z) = 0 is a polynomial equation in z, of degree k, say. Let z 0 be any one of its k roots. By the implicit function theorem, if the Jacobian of the mapping z → v(t 0 , z) is not zero at z 0 , then there is a neighbourhood N of t 0 and a continuously differentiable function z(t) defined on N , such that z(t 0 ) = z 0 and v(t, z(t)) is identically zero for t ∈ N . This means that E is a union of k images of the interval [0, 4], and these images are differentiable arcs, except possibly at the end-points of the interval and points where the Jacobian is zero.
The points corresponding to t = 0 are particularly important. In the previous section we showed that ±r m (0) is a perfect square, so the roots of v(0, z) = 0 are double roots. Consequently the images of [0, 4] occur in pairs, the end-points corresponding to t = 0 of two paired arcs being coincident. In terms of the parameter θ (recall that t = 4 cos 2 (θ/2)), the double-arc is the image of the interval [0, 2π]. It is not however a homeomorphic image of the circle |s| = 1: since the transformation t = s + s −1 + 2 is not regular at s = 0 the image of θ = 0 is (in general) different from the image of θ = 2π. In summary, the set E consists of a number of isolated points (degenerate arcs), together with segments of curves. The end-points of each segment are two distinct roots of v(4, z) = 0, and each segment contains a double root of v(0, z) = 0 as an interior point. The segments are smooth, except at points where the Jacobian vanishes. For each t the Jacobian of the mapping z → v(t, z) is |v (t, z)| 2 , where v denotes the derivative with respect to z. So the Jacobian vanishes if and only if v (t, z) = 0. Thus the condition that there is a point which lies on one of the equimodular curves, and where the Jacobian vanishes, is that there exist t * and z * such that v(t * , z * ) = 0 and v (t * , z * ) = 0. In other words, there is a value t * such that the equations v(t * , z) = 0 and v (t * , z) = 0 have a common root; that is, v(t * , z) has a multiple root.
To determine the values of t * for which the Jacobian vanishes we write
where the coefficients c i (t) (1 ≤ i ≤ k) are polynomials in t. Then the condition for this polynomial in z to have a multiple root is that its discriminant is zero. The discriminant is (a multiple of) the resultant of v(t, z) and v (t, z), and it is a polynomial Example In the analysis of the family of generalised dodecahedron graphs [4] the following matrix was obtained:
The coefficients of the characteristic polynomial are
As shown in Section 3,
, so in this case v(t, z) can be written as −z 2 (z + 1) 2 u(t, z), where u(t, z) is a monic polynomial of degree 16 in z, all its coefficients being integer polynomials of degree not exceeding 3 in t:
The factors z 2 (z + 1) 2 imply that the points 0 and −1 are (double) roots of v(t, z) = 0 for all t; we can think of them as degenerate arcs.
For the values t = 0 and t = 4 we have
The points where u(t, z) = 0 for some t ∈ [0, 4] comprise eight segments of curves. Each segment has one of the eight double roots of u(0, z) = 0 as an interior point, and if these roots are denoted by β j then we can define Γ j to be the corresponding segment (j = 1, 2, . . . , 8). We know that Γ j has two roots α j1 , α j2 of u(4, z) = 0 as its end-points; and in order to determine which segment contains which roots, we can calculate the roots of u(t, z) = 0 for suitable values of t in the range 0 < t < 4. This leads to the following table, and the configuration illustrated in Fig. 1 . 
where C is an integer and f d (t) is a polynomial of degree d.
The factor (t − 4) 3 corresponds to the fact that there are three double roots of u(4, z) = 0, arising from the factor (z 3 +z−1) 2 . These roots are α 12 = α 21 , α 32 = α 41 and α 52 = α 61 , so the three pairs of segments (Γ 1 , Γ 2 ), (Γ 3 , Γ 4 ), (Γ 5 , Γ 6 ) join up at the respective end-points. The behaviour at γ k (k = 1, 2) can be visualised as follows. When t = t k − there are roots of v(t k , z) = 0 just above and just below γ k . When t = t k , these roots collide. When t = t k + the roots are on the real axis, one either side of γ k .
Further properties
In order to apply the Beraha-Kahane-Weiss theorem it is important to know which of the equimodular curves are dominant: that is, which of them have the property that the modulus of the pair of eigenvalues that defines the curve is larger than the moduli of the other eigenvalues.
We have seen that each point where r m (0) = 0 determines a segment of an equimodular curve. It follows (by a simple continuity argument) that the points that have the dominance property determine the dominant equimodular curves. Thus we are led to the following situation. Suppose that the roots of In general, the question of which curves are dominant can be answered by direct calculation of the eigenvalues. But it is interesting to note that in the cases m = 3, 4, 5 the polynomial can be factorised 'generically', that is, in the ring Z[a 1 , a 2 , . . . , a m ][x], and this leads to a condition involving the coefficients. For example, when m = 3 the 'existence condition', which guarantees that the roots of x 3 + a 1 x 2 + a 2 x + a 3 = 0 are of the form γ, −γ, λ, is a 1 a 2 = a 3 , so we have a 2 (x 3 + a 1 x 2 + a 2 x + a 3 ) = (x 2 + a 2 )(a 2 x + a 3 ).
It follows that the condition that |λ| < |γ| is equivalent to |a 3 /a 2 | < |a 2 |, or equivalently |a 1 | 2 < |a 2 |.
In the example discussed in Section 6, this means that the equimodular curve Γ j is dominant if and only if |a 1 (β j )| 2 < |a 2 (β j )|, where a 1 and a 2 are the relevant polynomials. Thus the dominant curves are Γ 1 , Γ 2 , Γ 3 , Γ 4 .
