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We study the stochastic ordering of random measures and point processes generated by a partial order 
/L < v if p(B) s v(B) for all bounded Bore1 subsets B of the state space. For two stochastically ordered 
simple point processes on (0, ~0) a condition is derived that the former can be realized as a thinning of 
the latter. The condition is expressed by the stochastic intensity function. The results are applied to 
renewal processes and Markov renewal processes, in particular to Poisson processes. For a renewal 
process N with a decreasing failure rate it is shown that { N( + t), t z 0) is an isotonically decreasing 
family gf point processes. 
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1. Introduction 
As there are two approaches to the notion of random measures or point processes 
there should be two ways of defining the concept of stochastic ordering for them. 
A random measure M can be thought of as a stochastic process {M(B), B E C&,(E)}, 
where P&(iE) is the collection of bounded Bore1 subsets of the state space E, such 
that each realization is a locally finite measure. We can also think of M as a random 
element of the space of locally finite measures. The first approach suggests the use 
of a stochastic ordering defined by 
(Ml(&), . . . , MI(&)) dst (M,(K), . . . , MA&)), B,, . . . , & E %iE), 
where G,~ denotes the usual stochastic ordering of random vectors. According to 
Stoyan’s (1983) terminology, it is called the strict stochastic ordering. On the other 
hand the approach via random elements suggests the use of the stochastic ordering 
of random elements generated by the partial order < on the space of measures, 
where p < v if p(B) s V(B) for each B E P&(!E). For the notion of stochastic ordering 
of random elements we refer to e.g. Kamae et al. (1977). In Theorem 1 the equivalence 
of these two approaches is proved. The result takes a particularly interesting form 
for simple point processes: Two point processes are ordered when one can be 
realized as a thinning of the other (see Section 3). 
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It is known that a Poisson process can be obtained from another Poisson process 
by a suitable independent thinning, where the probabilities of thinning are defined 
by the intensity functions of these Poisson processes (see e.g. Lewis and Shedler, 
1979). For point processes on (0, co), Miller (1979) showed that, under some 
assumptions, a similar property holds for a Poisson process and a renewal process. 
In Section 4 we give a condition to ensure that a point process on (0,~) can be 
realized as a thinning. For this we utilize notions and results of the martingale 
theory of point processes cf. Bremaud (1981), Liptser and Shiryayev (1978), or 
Daley and Vere-Jones (1988). It should be mentioned that a similar idea of thinning 
can be found in Whitt (1981) and Daley (1981). However not employing advanced 
tools like the stochastic intensity function they did not formulate conditions in the 
most general form. Whitt (1981) writes that the proof is similar to that one in Miller 
(1979), which is even complicated for renewal processes. The examples in Section 
4 are related to some results by Lewis and Shedler (1979), Miller (1979), Sonderman 
(1980), Brown (1980) and Lindvall(l986,1988). For the theory of stochastic ordering 
we refer to Stoyan (1983) and references therein. 
2. Notations and preliminaries 
Let [E be a locally compact second countable Hausdorff space, %?(lE) be the q-field 
of Bore1 subsets of E and B,,(E) be the a-ring of bounded Bore1 sets in E. By a 
random measure A4 on E we mean a mapping of some probability space (0,9, P) 
into the space A = A@) of Radon measures on (IE, C&,(Q). When A is a.s. confined 
to the space Xc A of integer valued measures, we say that A4 is a point process. 
The class of continuous functions E+ R, with bounded support is denoted by 
SC;,. Vague convergence p,, + p in A means that 
The vague topology and the partial order < are related by the following lemma. 
Lemma 1. The partial order < is closed, i.e. the set {(p, v): p < v, t.~, v E A} is closed. 
Proof. It suffices to prove that ,u < v if and only if for each nonnegative f E SC, 
I I 
fdpu fdv. (1) 
Sujkiency. By Uryshon’s theorem we can prove that p(F) s v(F) for each com- 
pact set F. Thus the inequality for bounded sets follows from the regularity of Radon 
measures on [E. 
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Necessity. Forfe F= leth be a nonnegative simple function such that supf If( t) - 
fc(t)l =G e. We can represent fE as 
fE(X) =c afl&x), 
where Bf are disjoint, bounded Bore1 sets. We have Jf” dp < Jf” du for each E 3 0, 
hence also (1). 0 
Since the space A with the vague topology is Polish and the partial order < is 
closed we can, following Kamae et al. (1977), generate the stochastic ordering of 
random elements of A. We denote this ordering by est. One should be aware of 
the difference between cSt and sst. While cst is the ordering of random elements 
of Jll defined by <, the ordering sst denotes the stochastic ordering of random 
vectors assuming values in R” or R” generated by the coordinate ordering d in R” 
or R” (see e.g. Stoyan, 1983). 
3. Stochastic ordering of random measures 
In this section we show that the stochastic ordering of the finite dimensional 
distributions of two random measures is equivalent to the stochastic ordering of 
these random measures thought of as random elements of A. This means that the 
class of functions f(p) = g(p( B,), . . . , p( Bk)), where B, , . . . , Bk E %&,(lE) and non- 
decreasingg:l@+R(k=1,2,... ) is, using Stoyan’s (1983) terminology, a generat- 
ing class of est. However, before we state the main result of this section we now 
introduce some notions and prove a technical lemma. 
Let 4 be a denumerable DC-semiring generating the a-ring a,(E) (see Kallenberg, 
1983, p. 11) and 1,) Iz, . . . its enumeration. Define the mapping y : A + IRT by 
Y(/J) = (/-4I,), /J(&), . . . 1 (2) 
and let Y= y(A). Since 9 is a semiring generating %(lE), by Theorem 11.3 from 
Billingsley (1979) the mapping y is l-l. Let p be a complete metric in Ju generating 
the vague topology (see Kallenberg, 1983, p. 170). Define a metric pv in % by 
PJX, Y) = P(Y-‘(xL Y-‘(Y)), X,Y E 3 
Lemma 2. (i) YE %([wy). 
(ii) 9 is metrizable as a Polish space by the metric pv. 
(iii) The Bore1 a-field 9&,( 9) generated by py is of the form 
93J 9) = %n LY2([w:). 
Proof. (i) It is known from Suslin’s theorem (see e.g. Kuratowski and Mostowski, 
1976, Corollary 2 after Theorem 13.1.9) that for l-l Bore1 measurable mappings of 
a Polish space into another Polish space, the image of a Bore1 set is a Bore1 set. 
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The mapping y:(Ju, %(Jll))+(RY, B(R?)) is measurable because y(p) = 
(YI(cL), . . . ), where each n(p) = ~(1~) is measurable; see Lemma 1.4 in Kallenberg 
(1983). 
(ii) It is immediate that % is Polish with the topology generated by pv. 
(iii) We demonstrate first that B,( 9) 1 +?n CB(R~). Generators of C!?n PiI(Ry) are 
sets {x E 9; xi s t}, where x = (xi, . . . ) E R?. We have 
{XE~:Xi~t}=~({~EJU:~(Ii)~t}). 
Since {p: ~(1~)s t}~ %‘(A) and y is a homeomorphism to (9, p,) we have 
y({p: ~(1~) < t}) E B3,( 9) and hence the inclusion. We now show that $Z&( %) c %en 
B(E). Letfi ,f2, . . . be the sequence of nonnegative functions with compact support 
as in the proof of A.7.7 in Kallenberg (1983). The sub-base sets of %‘,,( 9) are of 
the form 
{y(p): Ilfdp-[tdral <Ez,itJ}, ~oEJI~, JcN si>O. 
Thus it suffices to prove that for f~ $c and fl, f2 E R,, 
Let {Inj, n = 1,2,. . . ,j = 1, . . . , k,} c 4 be a null-array of nested partitions of supp f 
(see for definition Kallenberg, 1983, p. 19). To each Inr from the nested partition 
there corresponds an I,,; E 9. We have for t z 0, 
However for each n, the nth set in the intersection above equals 
In{(xl,...)EIW’;:i~l(~~llfO)x.,,at}~~n~(IW,). 
From this we easily conclude (3) because 
where si t t. 0 
Theorem 1. Let M,, M2 be random measures. Then M, cst M2 if and only iffor sets 
B,,..., &E$, k= 1,2,. . . , 
CM,(&), . . . , M,(h)) Gst (MABJ,. . . , M>(h)). (4) 
Proof. Let y be as defined in (2). Consider first y( M,), y( MJ as random elements 
of rw:. Let P and Q be the distributions of y(M,) and y(M,) in rWT respectively. 
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By the assumption and Stoyan’s (1983) Theorem 1.2 we have P sst Q. For each 
nondecreasing set B in 9 we can write B = 9 n B,, where B, = {y E rWy : y 2 x, x E B}. 
For the restriction Pi9 (Qiq) of the measure P (Q) to Y? we have P,,(B) = P(BT), 
C&(B) = Q(BT) and P,s(%) = Qlo(W = 1, so PIN 5 Qiq. Since %I is a Polish space, 
by Strassen’s theorem (see e.g. Kamae et al., 1977) there exists a probability space 
(a, g, p) and random elements I%, : d + 9, such that tii 2 y( Mi) (i = 1,2), and 
M,(w)< M,(o), u E a. (5) 
Note that y is increasing, so y-’ is increasing and we get from (5), 
r-‘(A&)(U)< r-‘(A&)(w), w E 6. 
Since M, z y-‘(A?,) (i = 1,2), the proof is completed. 0 
Remark 1. Random measures M,, M2 from Theorem 1 can be defined on different 
probability spaces. In Theorem 1 it suffices to take in (4) disjoint sets B, , . . . , Bk E 9. 
The sufficient part of Theorem 1 we restate as follows. 
Corollary. Let M, and M2 be random measures on (a, 9, P). If for B, , . . . , Bk E 9 
(k=l,2,...) condition (4) holds then there exists a probability space (hi, & Pr) and 
r.m.‘s &?I, and I\;i, on it such that Mi z Gi (i = 1,2) and 
A,(,)<&QfJ), WEhi. 0 (6) 
This corollary justifies the following definition. 
Definition 1. For two random measures M1, M2, which are possibly defined on 
different probability spaces, we say that M, is a realizable rarefaction of M,, if there 
exists a common probability space (8, $, Pr) and random measures fii z Mi (i = 
1,2) defined on this probability space such that (6) holds. In the case of point 
processes N, , N2 without multiple points, we say then that N, is a realizable thinning 
of N2. 
Example 1. From Theorem 1 we obtain that for two double stochastic Poisson 
processes N and N* with generic random measures A and A * respectively we have 
N* cSf N whenever A* cst A. This follows from the observation that for each 
nondecreasing function f: Z: + R,, the function 
K(XI,...,Xk)= 
is nondecreasing and that for disjoint sets I,, . . . , Ik E 4, 
Hf(N*(I,), . . . , N*(b))1 = E[K(A*(I,), . . . , A*(b))1 
C E[K(A(~,), . . . , A(b))] 
= E[f(N(I,), . . . , N(h))]. 
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4. Stochastic ordering and thinning 
In this section we deal with point processes on lE = (0, ~0) which are without multiple 
points and have infinite number of points. Consider the canonical probability space 
(.M, P&, P), whei,e .,+‘ is the space of locally finite measures on (0, co) with unit 
atoms, 5X3, is the a-field generated by the family of mappings p + ~(0, t] (t 2 0) 
and P is a probability measure. We denote by 2, the a-field generated by the family 
of mappings P + ~(0, s] (0s s G t), TV = 0, 7;(p) = inf{s 2 0: ~(0, s] = i}. Note 
that for each measure /1 E X we have p =I,>, sTIcGL) and the family {%,, t 2 0) is 
right continuous; see e.g. Lemma 18.4 from Liptser and Shiryayev (1978). The 
random element N(p) = p on this probability space is a point process. It is known 
(see e.g. Theorem III 7 of Bremaud, 1981, and the Remark on p. 63 after this 
theorem) that N admits the (P, B3,)-predictable intensity 
wherein each +,, : R:-t2 + R, is a Bore1 function. 
Theorem 2. Let N and N* be two canonical point processes with the distributions P 
and P* on (JV, C&J respectively. Assume that N admits the (P, 93,) -predictable intensity 
A,, and N* admits the (P*, 93,)-predictable intensity AT. If for each p < v, 
Aii;,CVj(~) s A,ZCUJv), n 2 1, 
then N* is a realizable thinning of N. 
(8) 
We give here a less formal description of how to construct a probability space 
(ai, %(fln,), Q) and two point processes N(1) and N(2) on it such that all points 
of N(1) are points of N(2). The proof of Theorem 2 with a formal construction of 
(a,, Ph’(O,), Q)) and proofs that N(1) has distribution P* and N(2) has distribution 
P we give in Section 5. 
On line 2 (see Figure 1) points are chosen according to the distribution P. We 
denote them by S,, S,, . . . , that Cj S,, has the distribution P. We accept a point on 
line 1 with some probability, which depends on points from line 2 before this point, 
and the history of the acceptance procedure on line 1. Specifically, we accept the 
point S, on line 1 with probability 4*(S,)/4(S,). If the first point is accepted, the 
secondoneisacceptedwithprobability4,*(S,, S,))/@,(S,, S,),otherwiseitisaccepted 
accepted with probability c#J~(.S,)/+,(S,) 
line 1 -0 . 
line 2 -x x . 
S, s, 
Fig. 1. 
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with probability 4T( S,)/ &( S2, S,). Continuing this, we obtain a point process on 
line 1, which is a thinning of the point process on line 2. It turns out that the 
distribution of the point process on line 1 is P *. Define now Xi = 1 if the ith point 
is accepted and 0 otherwise. The space 0, is now the space of realizations of the 
sequence (S,, X,, &,X2,. . . ) and Q is the distribution of this sequence. 
Remark 2. Note that for each pair of point processes N and N* with distributions 
P and P* respectively, not necessarily defined on the same probability space, 
Theorem 2 provides the existence of a probability triple (a,, CB(L!,), Q) and two 
point processes N(1) z N, N(2) 9 N* such that N(1) < N(2). According to the 
terminology used as for instance in Lindvall(l986) we say that for N, , N2 a coupling 
is possible. 
Example 2. Consider two renewal processes N and N* with the inter-renewal time 
distributions F(dt) =f( t) dt and F*(dt) =f*( t) dt respectively. We ask for condi- 
tions for f and f* ensuring that N* is a realizable thinning of N. Let 
r*(t) = 
“f”(t) f(t) 
1 -F”(t)’ 
r(t) =- 
l-F(t)’ 
If 
(9) 
then N* cSt N. We have for the corresponding predictable intensities 
and 
Thus from (9) we obtain that if p < v then 
A:“,&) = 
A,nc”,(v) 
r*(G(+-7k(&))<L 
r(r?Z(v)--rn-l(V)) . ’ 
where k(n) denotes the number of points which are strictly before T,,(V). 
Example 3 (Miller, 1979, Theorem 2). Suppose N is a point process as in Example 
1, but N* is a (possible nonstationary) Poisson process. Then AT(p) = h(t), where 
h(t) is a nonnegative deterministic locally integrable function. Thus we have 
N* sst N whenever 
h(v)cr(s), O<SGU. 
306 T. Rolski, R. Szekli / Ordering of point processes 
Example 4 (Sonderman, 1980). Let N be a point process defined by instants of 
jumps of a semi-Markov process. Stoyan (1983) calls such a point process a 
semi-Markov point process (SMPP). Let the semi-Markov process be specified by 
the pair (p, Q), where p is a probability vector and let Q = {QV( t)} be a matrix of 
subprobability distribution functions. We assume that 
Q,-(t)=Pr{S,+,~t,Z,+,=jlZ,=i, T,,..., T’}= 
where S,,,, = T,,, - T, and {(T,, Z,), n 2 0) is the Markov renewal process corre- 
sponding to the semi-Markov process. From Theorem 18.3 of Liptser and Shiryayev 
(1978), the Sy-predictable intensity of N is of the form 
*‘=;F E 
q.z,Jt - TJ 
&(t-T,) 
l(T,<t~T,,+i), 
where Qi(t) =I: q,(s) d s and qi(t) =c, qii(t). From this we have 
A~=CP~{Z,,=~~S~}~,(~-T,)~(T,<~GT,,+,), 
n,i 
(II) 
where ri(t)=xjrq(t) and rq(t)=qq(t)/Qi(t). From (11) and Theorem 2 we can 
deduce the following results: 
(i) If for all i we have ri( t) 6 A then the SMPP is a realizable thinning of a 
Poisson process with intensity A. 
(ii) For two SMPP N* and N represented by (p*, Q*), (p, Q) respectively 
assume that 
sup rt( t) s inf ri( t). 
i,f i, f 
The corresponding intensity on the canonical space for N is of the form 
h,(p)=C ~i(~L)ri(t-T,(~))1(7”o(1)<t~T,+1(CL)), 
n,i 
where rri(p) 3 0 and xi ri(p) = 1. A similar one can be written for N*. If p < v then 
Csup r*(t)Cinfri(t) 
i,l 1.1 
s C ~i(v)ri(~~(v)-T,-l(V))=h,“(,)(V). 
n,i 
Thus the SMPP defined by (p*, Q*) is a realizable thinning 
by (P, Q). 
of the SMPP defined 
(iii) If r:(t), r,(t) are nonincreasing in t for all i, then to obtain the result as 
in (ii) it suffices to assume that 
sup rT(t)Ginf ri(t), t?=O. 
I I 
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Example 5 (Brown, 1980; Lindvall, 1986). Consider a renewal process N with an 
inter-renewal times distribution F. We assume that F is of the DFR type: its hazard 
rate function r(t) is nonincreasing. Let N* be a delayed renewal process with its 
delay distribution G and the same inter-renewal distribution F. Following Brown 
(1980) we consider delay distributions of the form 
I 
m 
G(t) = F,(t) dff(x), (12) 
0 
where G = 1 - G, F,(t) = F(x+ t)/F(x) and H is a distribution on (0, CO). Note that 
in this case 
r*(t) s r(t), (13) 
for the corresponding hazard rate functions, and that r*(t) is a nonincreasing 
function. Indeed we have for the nondecreasing function 
H,(x)= +(t))H(dt) 
I 0 
that 
c;o=‘TFx(t)dH(x)= 
r’(t) F(t) 
Now the ratio of the left hand side is a nondecreasing function of t, since by the 
assumption, the family {F,} is stochastically increasing in t. It is immediate that this 
is equivalent to (13). 
The canonical stochastic intensity of N is as in (10). Taking for H the distribution 
of the renewal age A(s) (s > 0), the canonical stochastic intensity for N* is 
AT”(P) = rs(t)I(O< ts 71(P)) 
+ c r(t-7,(~))I(T,(EL)<t47,+,(~)), (14) 
“al 
where r,(t) is the hazard rate function of the delay distribution. Standard computa- 
tions show that 
c(t) = E(r(t+Ns))). (15) 
Now from (13) and Theorem 2, bearing in mind that r*(t) = r,(t), we conclude that: 
(i) N* = N( * + s) is a realizable thinning of N for all s 5 0. 
Moreover we can obtain a version of N* by removing a number of first points 
of N only. It means that our coupling is similar to those of Brown (1980) and 
Lindvall (1986). 
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The result (i) can be strengthened as follows. It is known (see Theorem 3(i) of 
Brown, 1980) that A(s) is stochastically increasing, so by (15), for each fixed t > 0, 
the function r,Y( t) is nonincreasing in s. Hence for each w G U, the stochastic intensity 
functions AT” and AT” fulfill condition (8) of Theorem 2. Thus we obtain: 
(ii) N( .+s) is stochastically decreasing in s. 
From (ii) we easily conclude 
(iii) The renewal function EN[O, t] is concave in t. 
Note that the stochastic monotonicity of the point process in (ii) is a strengthening 
of results from Brown (1980) and Lindvall (1986). 
5. Proof of Theorem 2 
The intensity of the point process N from Theorem 2 is given by (7) and the 
(P*, %,)-intensity of the point process N” is given by 
A%) = C 4:+,(t, r,(p), r,-I(P), . . . > Q(EL))~(~~(P)<~~ ~~+I(PI). (16) 
n3O 
We have for P<V that {~,(~~),n~l}c{7;,(~),n~l} and 
Am(4(V) = MT,(V), . . . , Qdv)), 
A:p~v,bu) = +&nj+,(Tnn(V), %cv)(P), . . . , To(P)), 
(17) 
where k(n) denotes the number of points Ti( /A) which are strictly before T, ( v) (note 
that it depends also on p). For each x E (0, l}“, take I(x) = {ir , . . . , i,,,,,} such that 
0 s i, < . * . < ikcnj < n, xk(,,) = . . . = xi, = 1, and Xj = 0 for j g {i,, . . . , ikc,,), n}. By i, 
we denote the index of the jth 1 in the sequence x. Define a collection of functions 
q,(x,Ix,,...,x,~l,sl,...,s,) 
4&n)+l(Sn, &I(,t,, . . . 3 h,) 
~n(hl,...,SJ ’ 
x, =l, i,~I(x),j=I ,..., k(n), 
= 
l- 
+E(n)+l(Sn~ si,,,,,9.. .P si,) 
4&(%,...,~1) ’ 
x, =O, i,~I(x),j=l,..., k(n). 
Note that by theorem hypothesis (8) and also (17) each q,, assumes values in [0, 11. 
They will be the acceptance probabilities (if xi = 1) under the condition that points 
with xi = 1 are accepted (i = 1, . . . , n - 1) and their positions are si’s. For n 2 1 we 
denote by P,, the probability measure on R: defined by 
P,(B, x * . . xi?,)=P({Z’EN: T,(V)EB ,,..., T,,(V)E&,}), (18) 
where Bi are Bore1 subsets of R,. Further we define the probability measure Q on 
(G, 9,) = (@+x (0, ll)“, a(@+ x IO, llY’=) by 
Q(B, x {Xl> x * . . x & x {x,1) 
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where x, , . . . , x, ~(0, 1) and B,, . . . , B, E 93(1R+). We now define on the probability 
space (0,) S1, Q) two point processes equal in distribution to N and N* respec- 
tively. Define two sequences of random variables Si(w) = si, X,(w) = Xi, where 
w=(s1,x,,s2,x*,... ) E 0, (i 3 l), and the marked point process N = C, 6CS,,x,j. Let 
$, be the intrinsic history of N. With this marked point process we associate the 
following point processes 
N(O)(o)=C (l-xi)6.,~ N(l)lw) =C xi &, 
I I 
and 
N(2) = N( 1) + N(0) 
We show that N(1) 5 N* and N(2) z N. 
Lemma 3. Let A,(2) be the (Q, 5%,)-predictable intensity of N(2). Then 
&(2)(w) = UN(~)(W)). 
Proof. Let i( t x B) be the (Q, .5%t)-predictable local characteristic of N( B c (0, 1)). 
Then 
h(tXa)dt=Q(~~~dr;~~‘~), on &<t<S,,+,, 
n+l s, 
and A,(2) = i( t x (0, 1)). Let Sr be the internal history of N(2). Then the (Q, S,)- 
intensity of N(2) is given by 
A,(N(Z))dt=~~+‘:4fl~~, on S,<t<S,+,. 
ntl s. 
In order to prove the lemma we follow ideas from Last (1988), and we see that it 
suffices to show that 
Q(s,+,Edtl~~.)=Q(s,+,Edtl~~,,), n=1,2 I..., 
which is equivalent to 
Q((X,,..., X,)E.~~~~)=Q((X, ,..., Xn)~.I%s,+,), n=l,2 ,.... 
The above equality can be verified from the definition of Q. 0 
Lemma 4. The (Q, g,)-predictable intensity of N(1) is 
A,(l)(w) = C 4E+,(t, sin,. . . 3 Si,)l(S, < ts sin+,) (19) 
n*l 
where i, is the index of the nth 1 in the sequence x. 
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Proof. From Theorem II 15 of Bremaud (1981) we have for w E a,, 
&“,,,(l)(w) = Q(xl = 1 I ~~,,-)(W)hS,,C,,(2)(W). 
From the definition of the probability measure Q we have 
(20) 
By (18) the point process N(2) = C,, &, has the distribution P on & From Lemma 
3, its (Q, $,)-intensity is A,(2)(w) = A,(N(2)(w)) and so 
&(,,(2)(w) = <pn(s,, . . . , ~1). 
Thus from (20), 
&+,,(l)(w) = 4&)+,(~, s,~(,,), . . . , q) Q-a.s. 
From this, using for example the result of Exercise 4 on p. 59 of Bremaud (1981), 
the (Q, g,)-predictable intensity of N(1) is as required in (19), which completes 
the proof of the lemma. 0 
We now pass to the canonical version of N(1). Note that 
N(l):flnl+X 
and so 
N(l)(@) = P = c &,JU) =; s+L). 
k 
Denote by P(1) the distribution of N(1) on the canonical space ~4”. 
Lemma 5. The (P(l), .%,)-predictable intensity of the point process I?(l)(p) = p is 
L(l)(p) = c +:+,(t, 7,(p), . f ., ~o(P))1(~n(PL) < ts 7,+*(P)). (21) 
n=, 
Proof. Note first that I,( 1) is Z13,-predictable. From Theorem 9 on p. 28 of Bremaud 
(1981), it suffices to check that for each n = 1,2,. . . , 
&(t) = fi(l)(O, t A T,]_ 
i 
’ A Tn 
ii,(l) ds, t 2 0, 
0 
is (P(l), S33,)-martingale (by A we denote minimum of two arguments). It means 
that for each s > t we should have 
E[Z,(s)(B,]=Z,,(t), P(l)-a.s. 
For this it is sufficient to verify for each j = 0, 1, . . . that for 0 < w s t, 
I,,:,,,,,;;, ( /-do, s * 7nb)l- j;‘Tn’p’ ~,(l)bu) du) ~Mdd 
= ~f+:,.ro,N,,_jl ( P(f), tATn(PU)l- I,:^il” XdWu) du) &NW, 
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because sets of the form {p: ~(0, w] ~j}, w s t, are generators of B3,. This is 
equivalent to 
l{W:,,,,,.j<. ( 
snS,n(w) 
N(l)(w)(o, s A si,(w)lP 
I 
L(l)(o) du C?(dw) 
=J-’ ( 
0 > 
rn.yn(w) 
N(l)(u)(O, t A s,t(w)l - 
{w:S,,(w)=w] I 
A,(l)(w) dv Q(dw). 
0 > 
However the last equation is fulfilled because for each w G t, the set {w : S,, (w ) s w} E 
$ and A,(l) is the (0, g,)-predictable intensity of N(1). This completes the proof 
of the lemma. 0 
Proof of Theorem 2. Intensities in (16) and (21) are the same. Using Theorem 8 
on p. 64 of Bremaud (1981) we have p(l) = P*. This completes the proof of the 
theorem. 0 
Remark 3. A related result to (20) was found by Brown (1981). 
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