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Kurzfassung
Für eine Reihe von Problemstellungen werden heutzutage Multiagentensysteme als dezentral
organisierte Systeme mit autonom und parallel agierenden Agenten eingesetzt. Solche Systeme
sollen oft Eigenschaften wie Adaptivität, Selbstheilung, Kontrollierbarkeit oder Ausfallsicherheit
aufweisen.
Schlagworte wie Schwarmintelligenz, Emergenz und Synergie werden verwendet, um zu be-
schreiben, wie aus möglicherweise einfachen lokalen Subsystemen komplexe globale Systeme
entstehen. Der systematische Entwurf von lokal agierenden Agenten, so dass eine globale Auf-
gabe erfüllt werden kann, ist nicht trivial. Aber durch die Parallelität der Verarbeitung und die
relative Einfachheit der einzelnen Agenten kann ein Einsatz von Multiagentensystemen im Ver-
gleich zu einer komplexen Verarbeitungseinheit zu einer Verbesserung der Leistung und/oder
zu einer Verringerung des Ressourcenbedarfs führen. Z. B. können in Kamerachips Multiagen-
tensysteme zur parallelen Verarbeitung von Bilddaten eingesetzt werden, oder zu adaptiven
Routing-Algorithmen in Netzwerken auf Chips. Der schwierige Prozess des Entwurfs eines emer-
genten Systems kann sich daher trotzdem lohnen.
Das generelle Ziel dieser Arbeit ist es, erstens ein Modell zur Beschreibung von Multiagenten-
systemen zu entwickeln, das für beliebige Strukturen der Agentenkontrolle (Verhaltenssteue-
rung) geeignet ist und zweitens Techniken zur Optimierung dieser Strukturen zu entwerfen.
Zellulare Automaten können als Modell für Multiagentensysteme, denen eine räumliche dis-
kretisierbare Struktur anhaftet, und die in Hardware-Chips implementiert werden sollen, gut
verwendet werden. In dieser Arbeit wird ein allgemeines Modell für Multiagentensysteme in
Zellularen Automaten entworfen, das mit einer beliebigen Struktur für die Programmierung des
Agentenverhaltens versehen werden kann.
Es werden für drei Beispielanwendungen Multiagentensysteme in dem entworfenen Modell
Agenten mit einer Steuerung durch endliche Zustandsautomaten eingesetzt: das vollständige
Erkunden eines in kleine Segmente aufgeteiltes, unbekanntes Gebiet mit Hindernissen, die voll-
ständige Verbreitung von initial, gegenseitig exklusiv verteilter Information und der Transport
von Nachrichten in einem zweidimensionalen Mesh-Netzwerk. Das Agentenverhalten, also der
Inhalt der endlichen Zustandsautomaten, wird dabei mit Genetischen Algorithmen heuristisch
optimiert, um die vorher definierten, globalen Ziele zu erreichen. Es werden außerdem generelle
Optimierungstechniken für den strukturellen Aufbau der Agenten entworfen und Maßnahmen
zur Anpassung der Konfiguration des Zellularen Automaten vorgestellt, alle mit dem Ziel, das
Multiagentensystem als Ganzes effektiver und effizienter zu machen.
Am Schluss der Arbeit werden Experimente und Ergebnisse präsentiert, die die Effektivität
und Effizienz der Genetischen Algorithmen, sowie der Optimierungstechniken für die Agen-
tenstruktur bewerten. Die Genetischen Algorithmen bewähren sich in allen Beispielsystemen
und finden akzeptable Agentenverhalten. Nicht alle Anpassungen in der Agentenstruktur und
der Konfiguration des Zellularen Automaten sind effektiv und effizient, aber erfolgreich sind
insbesondere solche Optimierungen, die eine räumliche oder zeitliche Heterogenität oder eine
Randomisierung in das Verhalten der Agenten hineinbringen.
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Abstract
Nowadays Multi Agent Systems are applied for many problems as decentrally organized systems
with agents acting autonomously and in parallel. In many cases it is desired to find capabilities
like adaptivity, self-healing, controllability and reliability in such systems.
The words swarm intelligence, emergence and synergy are often used to describe the pheno-
menon of the development of a complex global system behavior with only locally acting and
possibly simple subsystems. A systematic approach of designing local agents in a way such that
a global goal is reached by guaranteeing reliability, controllability etc. at the same time, is not
a trivial task. But the implementation of a Multi Agent System can still be an improvement
compared to a single complex processing unit, if, due to the exploitation of parallelism and the
simplicity of the agents, the performance can be increased and/or the need of resources can be
reduced. E. g., Multi Agent Systems can be implemented for image processing in camera sensor
chips or for adaptive routing algorithms in networks on a chip. Thus, in spite of the difficulties
of the designing process of an emergent behavior, it might be worth doing it.
The general goal of this work is on one hand the development of a Multi Agent System model,
which is suitable for an arbitrary agent control structure (agent behavior control) and on the
other hand the design of techniques for the optimization of the control structure.
Cellular Automata are generally well applicable as a model for Multi Agent Systems with a
spatially discrete structure and which are supposed to be implemented in hardware chips. In
this thesis, a general model for Multi Agent Systems in Cellular Automata is developed, which
can incorporate an arbitrary structure for the programming of the agent behavior.
Three example applications of Multi Agent Systems are defined in this thesis: the complete
exploration of an unknown area with obstacles, that is divided in small sections, the complete
distribution of initially mutually exclusively distributed information and the transport (routing)
of messages in a two-dimensional mesh network. Agents that are controlled by a finite state
machine are used in these examples. The behavior of the agents (i. e., the content of the finite
state machines) is evolved with Genetic Algorithms, in order to reach the previously defined
goals. Additionally, optimization techniques for the structural assembly of the agents are desi-
gned. Furthermore, methods for the adjustment of the configuration of the Cellular Automaton
are presented. All of the methods and techniques are suggested with the intention to increase
the effectivity and the efficiency of the Multi Agent Systems as a whole.
Eventually, experiments and results are presented, which evaluate the effectivity and efficiency
of the Genetic Algorithms, the optimization techniques for the agents’ structure as well as the
methods for the adjustment of the Cellular Automaton. The Genetic Algorithms perform well
in any of the example systems and find feasible solutions (agent behaviors). Not all of the
adjustments and optimization techniques are effective and efficient. Particularly those methods
that induce a spatial or temporal heterogeneity or that use a certain amount of randomness in
the agents’ behavior, are effective.
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1 Einleitung
Technische Systeme mit verteilten, autonom agierenden Agenten zur Lösung komplexer Pro-
bleme finden heutzutage in Forschung und Industrie unter den Begriffen verteilte künstliche
Intelligenz (DAI, engl.: distributed artificial intelligence) und Multiagentensysteme (MAS) breite
Verwendung. Einige der bekanntesten Anwendungen sind Computerspiele, autonome Roboter,
Verkehrssimulationen, Optimierung von Produktionsprozessen oder Transportsystemen, sowie
die Erforschung von sozialem Verhalten in Gemeinschaften.
Zwei grundsätzlich unterschiedliche Anwendungsformen von MAS können unterschieden
werden. In der ersten geht es darum, ein in der Natur oder Gesellschaft real vorkommendes
System möglichst originalgetreu nachzubilden, um durch Simulation das Gesamtverhalten des
Systems zu untersuchen, um Verhaltensweisen zu erklären oder um Vorhersagen zu machen.
In der zweiten Anwendungsform wird ein künstliches, mathematisches oder abstraktes System
benutzt. Dabei ist entweder ein Problem gegeben, das von den Agenten möglichst gut gelöst
werden soll, d. h. ein dementsprechendes Verhalten der Agenten wird gesucht, oder es ist ein
Agentenverhalten vorgegeben und die daraus global entstehenden Phänomene werden unter-
sucht. Im Vordergrund dieser Arbeit steht die zweite Form der Anwendung, in der autonome
Agenten ein Problem möglichst gut lösen sollen. Ein besonderer Aspekt dabei ist die Schwarm-
intelligenz, eine Eigenschaft von Systemen mit vielen kleinen autonomen Einheiten, die in ih-
rer Gesamtheit ein intelligentes Verhalten haben. Der Aspekt der technischen Realisierung von
künstlicher Schwarmintelligenz ist sogar soweit in das öffentliche Bewusstsein vorgedrungen,
dass er Einzug in die Unterhaltungsliteratur und andere Medien (z. B. Film) gefunden hat. Bei-
spiele für die Verarbeitung der Thematik in der Fiktion sind [Cri02], [Ros95], [Lem67] und
[Sch04], wobei in letzterem keine künstlichen, sondern natürliche (aber fiktive) MAS auftreten.
1.1 Motivation und Ziele
In der Natur kommen Multiagentensysteme vor, die ob der relativen Einfachheit der Agenten ein
verblüffend komplexes Gesamtverhalten zeigen. Das Verhalten von Ameisenkolonien oder Bie-
nenvölkern sind Beispiele hierfür [GGT07]. Ein technisches, von der Natur inspiriertes verteiltes
System ohne zentrale Kontrolle zu entwerfen, das ein ebenso komplexes Gesamtverhalten zeigt,
ist kein triviales Unterfangen. Dennoch kann es sinnvoll sein, ein dezentral kontrolliertes Sys-
tem zu entwerfen, wenn z. B. die Implementierungsplattform eine parallele Verarbeitung erlaubt
und somit Geschwindigkeitsvorteile entstehen können. Weitere Vorteile könnten eine verbesser-
te Ausfallsicherheit oder Stabilität des Systems sein, da der Ausfall oder das fehlerhafte Verhal-
ten einer einzelnen Komponente (bzw. eines einzelnen Agenten) nicht unbedingt kritisch für das
Gesamtverhalten sein muss, im Gegensatz zu einem Ausfall der zentralen Kontrolle. Ein Beispiel
für solche MAS mit Selbstheilungseigenschaften ist die Autonomous Nano Technology Swarm
(ANTS) Mission der National Aeronautics and Space Administration (NASA), in dem unter-
schiedliche Agententypen unterschiedliche Aufgaben übernehmen und bei Bedarf ihre Aufgabe
wechseln können [THRR04].
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Ein Rechenmodell, das zur Modellierung von MAS häufig verwendet wird, ist das Modell
des Zellularen Automaten (CA, engl.: Cellular Automata) [Gru09]. Der CA besteht aus einer
großen Anzahl von Zellen, die durch eine statische Nachbarschaft verbunden sind. Die Nach-
barschaft ist lokal, d. h. räumlich beschränkt. In zeitdiskreten Schritten berechnen alle Zellen
parallel aus den Informationen ihres eigenen Zustands und denen der Zustände ihrer Nachbarn
den nächsten eigenen Zustand. Dabei haben alle Zellen nur Lesezugriff auf ihre Nachbarn. Der
CA ist also ein räumlich und zeitlich diskretes Modell. MAS mit ebensolchem Charakter und
Agenten mit lokalem Interaktionsradius können also gut im CA-Modell beschrieben und simu-
liert werden. Das CA-Modell wird auch als massivparalleles Modell bezeichnet, da es über eine
sehr große Anzahl von einfachen Berechnungseinheiten (Zellen) verfügen kann (im Gegensatz
zu parallelen Multiprozessorsystemen mit nicht so vielen Prozessoren, aber dafür komplexeren
Berechnungseinheiten).
Ein weiterer Grund, der für die Modellierung von MAS im CA-Modell spricht, ist die einfache
Realisierbarkeit in Hardware. Durch die synchrone Generationsberechnung und die Vermeidung
von Schreibzugriffen auf Nachbarzellen, können leistungsfähige Hardwarearchitekturen entwi-
ckelt werden. Eine Anwendung von solchen Hardwarearchitekturen für MAS in CA sind einge-
bettete Systeme, wie z. B. in Kameras [FS05]. Das CA-Modell scheint daher insgesamt für solch
ein Multiagentensystem geeignet zu sein.
Das Hauptziel dieser Arbeit ist es, ein allgemeines Modell für MAS in CA zu entwickeln und da-
für geeignete generelle Techniken zu entwickeln, die es ermöglichen, eine Verhaltensvorschrift
für autonome Agenten in dezentral kontrollierten Systemen zu finden, so dass die Agenten ein
vorgegebenes globales Problem möglichst effizient lösen. Dieses Hauptziel lässt sich in zwei
Teilziele aufspalten:
a) Modellentwurf. Das erste Teilziel ist der Entwurf eines MAS-Modells zur Beschreibung von
Multiagentensystemen im Modell des Zellularen Automaten. Dazu gehört die Modellierung
der Umwelt sowie die Struktur der Agenten, inklusive einer Definition des Begriffs Agent
im Zusammenhang mit Zellularautomaten. Das Modell soll so gestaltet sein, dass das
grundlegende Prinzip anwendbar für unterschiedliche Systeme mit verschiedenen Agen-
tentypen, unterschiedlichen Eigenschaften der Umwelt und unterschiedlichen globalen
Zielen ist. Das Modell soll weiterhin für eine effiziente Realisierung in speziellen Hard-
warearchitekturen geeignet sein, und so der inhärent massivparallelen Natur des Zellular-
automaten gerecht werden.
b) Techniken zur Verhaltensoptimierung. Zwei Aspekte dieses Teilziels sind zu unterschei-
den. Es soll erstens ein geeignetes prinzipielles Verfahren entwickelt werden, mit dem das
Agentenverhalten heuristisch optimiert werden kann. Dieses Verfahren soll es ermöglichen,
lokales Agentenverhalten zu finden, welche deren konkrete globale Aufgabe möglichst
optimal löst. Außerdem sollen Techniken entwickelt werden, die es erlauben, die Agenten-
struktur und das darauf prinzipiell anwendbare heuristische Verfahren zur Optimierung des
Agentenverhaltens problemspezifisch anzupassen. Die Eignung dieser angepassten Verfah-
ren soll anhand von geeigneten Multiagentenproblemen (Multiagentensysteme mit einem
spezifischen globalen Ziel) überprüft werden.
Die Modellierung der Agentenstruktur muss für die zu entwickelnden Heuristiken geeignet
sein. Oder umgekehrt formuliert, muss die Heuristik auf die Agentenstruktur anwendbar sein.
Außerdem muss sie flexibel in dem Sinne sein, dass es damit möglich ist, für ein beliebiges glo-
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bales Problem ein Verhalten zu erzeugen, das das Problem löst. Anpassungen der Agentenstruk-
tur sind dabei mit eingeschlossen. Eine Anpassung kann in mehrerlei Hinsicht geschehen, z. B.
durch die manuelle Gestaltung der Struktur des zu optimierenden Agentenverhaltens, durch die
Anpassung oder Erweiterung der Fähigkeiten der Agenten, d. h. der möglichen Aktionen und der
detektierten Eingangssignale, durch die Veränderung der Parameter der Heuristik und der Qua-
litätsbewertung des Agentenverhaltens oder durch den verteilten Einsatz von Heuristiken auf
Teilprobleme und geeignete Zusammenführung der Teillösungen.
Insgesamt soll der Fokus nicht auf der Optimierung der Heuristik selbst, sondern auf der
Modellierung der Struktur der Agenten liegen. Die bei der Optimierung verwendete Heuristik ist
eher als notwendiges Instrument zu sehen, welches natürlich im Rahmen des zweiten Teilziels
trotzdem entsprechend gestaltet werden muss, so dass es auf das Modell passt und möglichst
gute Ergebnisse liefert.
1.2 Struktur der Arbeit
Im folgenden Kap. 2 wird die Verwendung des Begriffes Agent in der Literatur diskutiert. Damit
einhergehend werden Eigenschaften von Agenten und Multiagentensystemen, die zur Klassifi-
zierung verwendet werden, benannt und beschrieben. Es wird dann eine Reihe von Möglich-
keiten zur Anwendung von Multiagentensystemen aufgezeigt, die sich aus ihren besonderen
Eigenschaften ergeben.
Im gleichen Kapitel werden die Grundlagen sowie einige typische Anwendungen des Modells
des Zellularen Automaten vorgestellt. Schließlich werden Multiagentensysteme aus der Litera-
tur besprochen, die mit Zellularen Automaten modelliert wurden. Dabei werden die grundsätz-
lichen Möglichkeiten zur Interpretation des Zusammenhangs von Zellularen Automaten und
Multiagentensystemen aufgezeigt.
In Kap. 3 wird ein allgemeines Modell für Multiagentensysteme im Zellularen Automaten
entwickelt. Dazu wird die Struktur der Zellen im CA genau betrachtet und so gestaltet, dass be-
liebige MAS damit modelliert werden können. Das Modell abstrahiert von der Agentenstruktur
insoweit, dass darin verschiedene Möglichkeiten zur Kontrolle des Agenten realisiert werden
können. Einige Möglichkeiten, das Verhalten der Agenten zu implementieren und in das Modell
zu integrieren, werden untersucht und eine für den Zweck der Untersuchung von Optimierungs-
verfahren passende Variante ausgewählt.
Für die Untersuchung von Optimierungsverfahren für Agentenverhalten werden bestimmte
Beispielanwendungen von Multiagentensystemen in Zellularen Automaten ausgewählt. Diese
Anwendungen werden im Detail in Kap. 4 beschrieben.
Kap. 5 beschäftigt sich mit der Konstruktion und der Optimierung des Verhaltens der Agenten.
Zunächst wird auf grundsätzlich bei der Optimierung zu berücksichtigende Eigenschaften eines
MAS eingegangen und dann heuristische Verfahren vorgestellt und deren Anwendbarkeit auf
die Optimierung des in Kap. 3 entwickelten Agentenverhaltensmodells diskutiert. Anhand von
Beispielsystemen wird die Effektivität eines prinzipiellen heuristischen Verfahrens untersucht.
Dann werden Techniken entwickelt, die auf der manuellen Gestaltung der Struktur des Agen-
tenverhaltens beruhen und kombiniert mit den Heuristiken eingesetzt werden sollen.
In Kap. 6 werden die Techniken der manuellen Modellierung und die heuristischen Verfahren
kombiniert auf bestimmte MAS angewendet. Der Aufbau dieser Experimente wird beschrieben
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und die Resultate vorgestellt und ausgewertet. Damit sollen die vorher entwickelten Techniken
validiert werden.
Kap. 7 enthält eine Zusammenfassung der Ergebnisse der Arbeit und Schlussfolgerungen im
Bezug auf die vorgegebenen Ziele und gibt einen Ausblick auf zukünftige Fragestellungen.
Im Anhang befinden sich Quelltexte, verschiedene Abbildungen von Konfigurationen von Mul-
tiagentensystemen, die als Testbeispiele verwendet worden sind, Listen von evolvierten endli-
chen Zustandsautomaten, die ein interessantes Agentenverhalten auslösen, und ein Glossar, in
dem insbesondere die bei der Modellierung in Kap. 3 verwendeten Begriffe erklärt sind.
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2 Grundlagen von Multiagentensystemen
und Zellularen Automaten
Multiagentensysteme sind in der Forschung schon seit etwa drei Jahrzehnten ein aktuelles
Forschungsthema [Wei99, S. 1], und seit Mitte der 90er Jahre ein weit verbreitetes und oft
verwendetes Konzept [Woo02, S. xi]. Ursprünglich aus dem Gebiet der verteilten künstlichen
Intelligenz hervorgehend, gibt es heute viele verschiedene Einsatzgebiete [BL04, Wei99, S. 6-7],
bei denen auch das Verständnis des Begriffs Agent stark unterschiedlich ist. Dieses Kapitel liefert
eine Definition des Begriffs Agent, so wie er in dieser Arbeit verwendet wird. Außerdem wer-
den unterschiedliche Eigenschaften von Agenten und Multiagentensystemen beschrieben, und
es gibt einen Überblick über eine Auswahl von populären Anwendungen von Multiagentensys-
temen in der Literatur.
In dieser Arbeit werden MAS mit Hilfe von Zellularen Automaten (CA) modelliert, weil das
CA-Modell aufgrund seiner parallelen Verarbeitungsmöglichkeit und den gut auf Agentensyste-
men mit lokal agierenden Agenten übertragbaren Eigenschaften dafür geeignet erscheint. Das
Modell wird in diesem Kapitel vorgestellt und der Zusammenhang von CA und MAS aufgezeigt,
sowie die besonderen Eigenschaften von MAS in CA. Schließlich werden konkrete Beispiele für
Multiagentensysteme in CA vorgestellt.
2.1 Grundlagen von Multiagentensystemen
2.1.1 Definitionen und Charakteristika von Agenten
Zunächst ist es notwendig zu klären, was im Sinne dieser Arbeit überhaupt ein Agent ist. Etymo-
logisch leitet sich der Begriff vom lateinischen agens (der Treibende) ab. Ohne einen speziellen
Kontext zu kennen, ist ein Agent ein Vertreter, ein Vermittler oder ein Beauftragter [Wah00].
Im allgemeinen Sprachgebrauch sind verschiedene Bedeutungen üblich, die sich dann aus dem
Kontext ergeben, aber alle mindestens einer der drei eben genannten Definitionen zugeordnet
werden können, z. B. kann Agent eine der folgenden Bedeutungen haben: Geheimagent, Versi-
cherungsagent, Schauspielagent, Literaturagent, etc. In [Mer10] findet sich unter anderem die
dazu passende Definition für die englische Übersetzung agent:
„one who is authorized to act for or in the place of another.“
Mit Bezug auf den Themenkomplex der künstlichen Intelligenz gibt es zahlreiche verschie-
dene Definitionen, die einhergehen mit der Nennung bestimmter Eigenschaften von Agenten.
Oft werden auch die Begriffe intelligente Agenten oder autonome Agenten gebraucht, um allge-
meine Agenten von solchen zu unterscheiden, die selbst entscheiden können, welche Aktionen
in gegebenen Situationen erforderlich sind. Nachfolgend werden einige der Definitionen von
Agenten und intelligenten Agenten aus der Literatur zusammengefasst und die dort genannten
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Eigenschaften erörtert. In Tab. 2.1 sind alle genannten Attribute zur Klassifizierung von Agenten
mit kurzer Beschreibung und den in der Literatur dafür üblicherweise verwendeten englischen
Begriffen aufgelistet. Zudem wird eine Zuordnung zu Quellen, in denen die besagte Eigenschaft
für intelligente Agenten gefordert wird, gegeben.
Tab. 2.1.: Klassifikation von Agenten durch ihre Attribute.
Attribut engl. Begriff kurze Beschreibung gefordert bei
autonom,
unabhängig
autonomous,
independent,
self-directed
Der Agent kann ohne direktes Eingreifen von
außen agieren.
[WJ95, Woo02,
FG96, RN04,
HR95, MN05,
MN06]
wahrnehmend,
perzeptiv
perceptive Der Agent nimmt seine Umwelt wahr.
reaktiv reactive Der Agent nimmt seine Umwelt wahr und rea-
giert darauf in einem zeitlich angemessenen
Rahmen.
pro-aktiv,
zielorientiert
pro-active,
goal-oriented,
purposeful
Der Agent ergreift selbst die Initiative, um sein
Ziel zu erreichen.
[WJ95, Woo02,
FG96, MN05,
MN06]
kommunikativ,
sozial fähig
communicative,
socially able
Agenten sind in der Lage, mit anderen Agenten
zu interagieren.
[WJ95, Woo02]
deliberativ deliberative Mit dem Wissen über seine Umwelt kann der
Agent einen Verhaltensplan entwickeln.
-
kontinuierlich continuous Agenten sind ein kontinuierlich laufender Pro-
zess.
[FG96, HR95]
abgeschlossen,
identifizierbar
self-contained,
identifiable
Ein Agent ist ein diskretes Individuum und über
seine Bestandteile eindeutig identifizierbar.
[MN05, MN06]
adaptiv,
lernend
adaptive,
learning
Agenten ändern ihr Verhalten aufgrund von ge-
sammelten Erfahrungen.
[RN04, MN05,
MN06]
beweglich,
mobil
mobile Agenten können sich von sich aus in ihrer Um-
welt bewegen.
-
aufrichtig honest Agenten geben nicht absichtlich falsche Infor-
mationen weiter.
[GK94]
rational rational Agenten agieren nicht absichtlich so, dass ihre
Ziele nicht erreicht werden können.
[RN04]
modifizierend modifying Agenten können den Zustand ihrer Umwelt
verändern.
[HR95]
emotional,
antropomorph
character Der Agent besitzt eine glaubwürdige „Persön-
lichkeit“ und einen emotionalen Zustand.
-
dynamisch dynamic Agenten können sterben, geboren werden, sich
vereinen oder sich klonen.
-
Wooldridge und Jennings geben in [WJ95] eine Definition von Agenten, die auf vier Eigen-
schaften beruht. Ein intelligenter Agent ist danach autonom, reaktiv, pro-aktiv und hat soziale Fä-
higkeiten. Hierbei bedeutet autonom, dass der Agent ohne direktes Eingreifen von außen in der
Lage ist, Aktionen durchzuführen und dein eigenen internen Zustand zu kontrollieren. Ein indi-
rektes Eingreifen, z. B. durch Veränderung der wahrgenommenen Umwelt, um gewisse Aktionen
herbeizuführen, berührt nicht die Autonomität. Reaktive Agenten können in einem zeitlich an-
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gemessenen Rahmen auf den von der Umwelt wahrgenommenen Zustand reagieren. Oft wird
auch schon die Fähigkeit, die Umwelt nur wahrzunehmen als perzeptive Eigenschaft beschrie-
ben. Pro-aktive Agenten ergreifen selbst die Initiative, um ein Ziel zu erreichen, anstatt nur
zu reagieren. Es besteht also ein gewisser Zielkonflikt zwischen Reaktivität und Pro-Aktivität.
Man könnte formulieren, je reaktiver ein Agent ist, desto weniger kann er selbst die Initiative
ergreifen und pro-aktiv sein. Mit sozialen Fähigkeiten ist gemeint, dass ein Agent mit ande-
ren Agenten in irgendeiner Form interagieren kann. In [Woo02, S. 15] formuliert Wooldridge
zusammengefasst:
„An agent is a computer system that is situated in some environment, and that is capable of
autonomous action in this environment in order to meet its design objectives.“
Dass der Agent sich in einer Umwelt befindet, wird auch häufig zu den Eigenschaften des
Agenten gezählt („situatedness“). Über die Gestalt der Umwelt, in der sich der Agent befin-
den soll, wird hier keine genauere Angabe gemacht. Wooldridge’s Definition ist der folgenden
von Franklin und Graesser [FG96] nicht ganz unähnlich. Sie fassen mehrere Agentendefinitio-
nen zusammen und geben dann eine eigene für autonome Agenten:
„An autonomous agent is a system situated within and a part of an environment that senses that
environment and acts on it, over time, in pursuit of its own agenda and so as to effect what it
senses in the future.“
Ein Agent in diesem Sinne muss vier Attribute haben. Er muss wie auch bei Wooldridge und
Jennings reaktiv, autonom und pro-aktiv sein. Außerdem wird gefordert, dass ein Agent ein
kontinuierlich laufender Prozess sein soll. Das bedeutet, dass ein Agent für eine bestimmte Zeit
lang agiert, ohne dass er neu dazu aufgefordert werden muss.
Eine Voraussetzung für Pro-Aktivität ist, dass der Agent über seine Entscheidungen nach-
denken kann, d. h. er besitzt eine interne Repräsentation seiner Umwelt und kann mit diesem
Wissen einen Plan entwickeln, um seine Ziele zu verfolgen [Mül96, S. 17]. Solche Agenten
werden deliberativ genannt. Der Autor beschreibt dies anhand des Konzeptes der BDI Agenten
(Belief Desire Intention). Belief ist die Annahme oder der „Glauben“, den die Agenten über den
Zustand ihrer Umwelt haben. Desire beschreibt einen Zustand, der von den Agenten angestrebt
wird. Mit Intention meint man die Absicht eines Agenten, einem konkreten Ziel (Desire) näher
zu kommen.
Russel und Norvig definieren einen Agenten in [RN04, S. 55] so:
„Ein Agent ist alles, was seine Umgebung über Sensoren wahrnehmen kann und in dieser
Umgebung durch Aktuatoren handelt.“
Wie schon in allen Definitionen zuvor, ist hier gefordert, dass ein Agent reaktiv sein soll. Au-
tonomität und Pro-Aktivität sind zunächst nicht vorausgesetzt. Allerdings erfolgt nach dieser
Definition eines allgemeinen Agenten, die Klassifizierung von weiteren Agententypen, welche
als intelligent eingestuft werden. Zuerst führen die Autoren den rationalen Agenten ein, der
sich immer so verhält, dass, gegeben seine Erfahrung und sein Wissen, die für seine Ziele opti-
male Aktion durchgeführt wird. Weiterhin fordern sie, dass ein intelligenter Agent auch autonom
sein muss und ein lernender Agent sein muss, der sein Verhalten an sich verändernde Situationen
oder Abläufe anpassen kann, nachdem er bestimmte Erfahrungen gesammelt hat. Als Verhalten
wird die Gesamtheit aus Verarbeitung der Wahrnehmungen und Entscheidung für bestimmte
Aktionen bezeichnet.
Hayes-Roth bietet folgende Definition [HR95]:
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„Intelligent agents continuously perform three functions: perception of dynamic conditions in the
environment; action to affect conditions in the environment; and reasoning to interpret
perceptions, solve problems, draw inferences, and determine actions.“
Diese Agenten sind perzeptiv und modifizierend, da sie Aktionen durchführen, die den Zustand
der Umwelt beeinflussen. Was Hayes-Roth unter reasoning versteht, ist das Bindeglied zwischen
der Wahrnehmung und der Aktion des Agenten. Ihr Agent handelt also reaktiv, wobei pro-aktive
Agenten nicht ausgeschlossen sind.
Obwohl keine zwei der genannten Definitionen identisch sind, gibt es doch eine weitgehende
Übereinstimmung dahingehend, dass ein intelligenter Agent autonom, perzeptiv und reaktiv sein
muss. Weitere Eigenschaften werden in den jeweiligen Arbeiten definiert und können zur Klassi-
fikation verwendet werden. Neben den bereits genannten Attributen finden sich in der Literatur
noch:
• abgeschlossen: Ein abgeschlossener Agent ist begrenzt im Umfang und man kann eindeutig
ermitteln, ob ein bestimmter Teil des Systems zum Agenten gehört oder nicht. [MN05,
MN06]
• emotional: Ein emotionaler Agent soll bei einem Beobachter die Illusion erzeugen, ein
lebendiges Wesen zu sein. Nach [Bat94] ist der Schlüssel dazu, ein sichtbarer emotionaler
Zustand innerhalb des Agenten. Diese Art von Agenten ist hauptsächlich interessant für
direkt mit dem Menschen interagierende Systeme, z. B. einen Hausroboter.
• mobil: Ein mobiler Agent hat die Fähigkeit, sich innerhalb seiner Umwelt zu bewegen
[Mil99]. Diese Umwelt kann ein Netzwerk von Computern sein, in dem er von einem
Knoten zu einem anderen wechselt oder auch eine einfachere Zellstruktur, in dem der
Agent die Zellen wechselt.
• aufrichtig: In [GK94] wird diese Eigenschaft so beschrieben, dass jeder Agent immer die
Wahrheit sagen muss, wenn er mit anderen Agenten kommuniziert, wobei sich diese Wahr-
heit aus dem ergibt, was der Agent selbst als Wahrheit ansieht. Das wiederum hängt von
seinem internem Zustand ab.
• dynamisch: Der Begriff fasst die Fähigkeiten zusammen, dass ein Agent sich klonen kann,
sich mit einem anderen Agenten zu einem vereinen kann, geboren werden, oder sterben
kann. Z. B. werden in [SSCJ98] die Bedingungen und die Vorteile von klonbaren Agen-
ten in Systemen diskutiert, in denen Agenten durch zu viele Aufträge überlastet werden
könnten.
Eine formale Definition und Klassifikation von konkreten Implementierungen von Agenten
kann erst gegeben werden, wenn Einzelheiten der Modellierung des gesamten Systems bekannt
sind, da die Struktur des Agenten und seine Eigenschaften unter anderem von der Umwelt und
den Zielen abhängt. Informal lässt sich jedoch festhalten, dass in dieser Arbeit Agenten mindes-
tens autonom, perzeptiv und reaktiv sein müssen. Die weiteren Eigenschaften sind optional. Abb.
2.1 zeigt das allgemeine Konzept eines Agenten mit den geforderten Eigenschaften. Mit einem
Sensor können Informationen aus der Umwelt wahrgenommen werden. Diese Wahrnehmungen
werden von der Kontrollfunktion verarbeitet und auf Entscheidungen abgebildet. Ein Aktuator
setzt die Entscheidungen in Aktionen um, die wiederum eineWirkung haben können, aber nicht
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zwangsläufig haben müssen. Die Aktionen wirken einerseits auf den Zustand der Umwelt un-
d/oder auf den Datenzustand innerhalb des Agenten, indem eine Abbildung aus altem Zustand
und allen auf den Zustand wirkenden Aktionen auf einen neuen Zustand angewendet wird. Der
Datenzustand ist ein optionaler Bestandteil des Agenten. Die Kontrollfunktion des Agenten kann
optional auch einen Kontrollzustand besitzen.
Abb. 2.1.: Schematische Darstellung eines einfachen autonomen, perzeptiven und reaktiven
Agenten in Anlehnung an [RN04, S. 56] und [Woo02, S. 34].
Die Verarbeitung der Informationen aus der Umwelt und die Entscheidung und Umsetzung in
Aktionen erfolgt ohne Eingriff einer anderen Einheit von außen. Die Wirkung auf die Zustände
der Umwelt dagegen kann durch die Aktionen anderer Agenten beeinflusst werden.
Keine der bisher genannten Definitionen macht eine Einschränkung bei der Gestalt des Agen-
ten. Es könnte sich um ein biologisches Wesen handeln, eine reale Maschine oder ein abstraktes
Programm. Eine Kategorisierung in dieser Form nehmen Franklin und Graesser in [FG96] vor.
Der autonome Agent als oberste Kategorie lässt sich in die Subkategorien biologischer Agent, Ro-
boteragent und Berechnungsagent (computational agent) aufteilen. Es können jeweils weitere
Subkategorien aufgestellt werden.
2.1.2 Klassifizierung von Agentenverhalten
Die gewünschten Eigenschaften des Agentenverhaltens variieren von MAS zu MAS. Einerseits
könnte eine möglichst genaue Nachbildung des Verhaltens eines natürlichen Agenten gewünscht
sein, andererseits könnte ein Verhalten gewünscht sein, das zur effizienten Lösung eines Pro-
blems führt. Deterministisches Verhalten konkurriert mit probabilistischem Verhalten, statisches
Verhalten mit sich über die Zeit änderndem Verhalten, z. B. bei lernenden Agenten. Die Kom-
plexität spielt eine Rolle für die Unterbringung des Verhaltens auf möglicherweise begrenzten
Ressourcen und für die Entwicklung eines Verhaltens entweder per manuellem Design oder
durch unterstützende automatische Verfahren.
Über unterschiedliche Eigenschaften des Verhaltens können Agententypen klassifiziert wer-
den. Da das Verhalten ein Teil des gesamten Agenten ist, gibt es bei einer Klassifizierung des
Verhaltens über verschiedene Typen zwangsläufig Überschneidungen mit der Klassifizierung der
Agenten, wie in Abschn. 2.1.1 beschrieben. So unterscheidet Müller in [Mül96] beispielswei-
se zwischen deliberativen, reaktiven und hybriden Agenten. Letztere haben sowohl deliberative
als auch reaktive Komponenten. Hier ist Reaktivität im Unterschied zu Abschn. 2.1.1 so zu
verstehen, dass Agenten ausschließlich reaktiv sind und nicht deliberativ oder pro-aktiv.
Russell und Norvig [RN04, S. 70] bezeichnen eine konkrete Implementierung der Kontroll-
funktion, also des Teils des Agenten, der vom Sensor Eingaben erhält und Ausgaben an den
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Aktuator gibt, als Agentenprogramm. Es werden vier Typen von Agentenprogrammen unter-
schieden:
• Einfache Reflex-Agenten besitzen keinen internen Kontrollzustand. Sie haben einen festen
Regelsatz, der den Zustand der Umwelt auf Aktionen abbildet. Das bedeutet, dieser Agent
ist nicht deliberativ und nicht adaptiv.
• Modellbasierte Reflex-Agenten haben ein komplexeres Verhalten. Sie besitzen einen internen
Kontrollzustand, das bedeutet, über diesen Zustand, kann er sich Wissen über die Umwelt
merken. Er hat außerdem ein Wissen darüber, wie sich die Umwelt entwickelt und wie sich
seine Aktionen auf den Zustand der Welt auswirken. Mit diesemWissen kann er deliberativ
handeln.
• Zielbasierte Agenten sind modellbasierte Agenten, die zusätzlich ein Ziel haben, das fest
vorgegeben ist. Damit können Aktionen präferiert werden, die näher zum Ziel führen.
Diese Agenten sind pro-aktiv.
• Nutzenbasierte Agenten besitzen statt Zielen eine Nutzenfunktion. Über diese Nutzenfunk-
tion können alle Zustände einem Nutzen zugeordnet werden, nicht nur der Zielzustand.
Dadurch wird laut Russell und Norvig ein rationales Verhalten erst möglich.
Schließlich führen die Autoren noch lernende Agenten ein. Ein lernender Agent kann einer
der vier anderen Agententypen sein, mit der zusätzlichen Eigenschaft, sein Programm laufend
adaptieren zu können. Dazu führen Sie zusätzliche Elemente ein, die die über die Sensoren
wahrgenommene Situation bewerten und aufgrund dieses Feedbacks gegebenenfalls das ur-
sprüngliche Programm ändern. Äußerst wichtig dabei ist auch ein Element, welches in der Lage
ist, Aktionen zu generieren, die von den Aktionen nach Reflex-, zielbasierter oder nutzenbasier-
ter Entscheidung abweichen.
Eine andere Einteilung in Typen macht Klügl in [Klü01, S. 21]. Sie beschreibt dort als Ty-
pen von Architekturen, was im Sinne von dieser Arbeit allerdings das Agentenprogramm ist.
Unterteilt wird in vier Kategorien. Deliberative Architekturen entsprechen denen aus [Mül96],
ebenso wie die subkognitiven Architekturen, die in [Mül96] reaktiv genannt werden. Dazu kom-
men subsymbolische Architekturen, die im Gegensatz zu den deliberativen Architekturen kein
(symbolisches) internes Modell der Welt benutzen, um Pläne zu erstellen. Stattdessen ergibt
sich das Wissen der Agenten über ihre Umwelt implizit aus den Mechanismen, die die Aktionen
auswählen. Der vierte Typ sind die kognitiven Architekturen. Sie sind eigentlich ein Spezial-
fall der deliberativen Architekturen, deren Planungsweise auf „kognitionswissenschaftlichen oder
psychologischen Modellen“ beruht [Klü01, S. 27].
Zwischen tropistischen und hysteretischen Agenten unterscheiden Genesereth und Nilsson
[GN89]. Sie klassifizieren damit die innere Struktur eines Agenten, d. h. diejenigen Elemente,
die sein Verhalten steuern. Tropistische Agenten haben keinen internen Zustand und ihr Verhal-
ten wird ausschließlich durch den momentanen Zustand ihrer Umgebung bestimmt. Es handelt
sich also um einfache Reflex-Agenten wie oben beschrieben. Hysteretische Agenten sind solche
mit einem internen Kontrollzustand und entsprechen den modellbasierten Reflex-Agenten aus
[RN04].
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2.1.3 Die Umwelt der Agenten
Neben der Klassifikation von Agenten, kann auch die Umwelt, in der sie sich befinden, in be-
stimmte Klassen eingeteilt werden. Russel und Norvig haben sich in [RN04, S. 66] dieser Aufga-
be angenommen und wurden unter anderem in [Woo02, Klü01] (ältere Auflagen von [RN04])
zitiert. Danach gibt es fünf Kategorien nach denen man die Umwelt charakterisieren kann:
1. Beobachtbarkeit. Hier wird unterschieden, inwieweit der Agent den Zustand der komplet-
ten Umwelt mit seiner Sensorik beobachten kann. Er kann vollständige, fehlerhafte, unge-
naue, teilweise oder anders eingeschränkte Informationen haben.
2. Determiniertheit. Ob eine Umwelt deterministisch oder stochastisch ist, ist auch eine Frage
der Perspektive. Wenn der aktuelle Zustand der Umwelt und die Aktionen der Agenten den
Folgezustand eindeutig bestimmen, ist die Umwelt deterministisch, ansonsten stochastisch.
Ist der aktuelle Zustand dem Agenten jedoch nicht vollständig bekannt, kann der Folge-
zustand auch in einer deterministischen Umwelt aus der Perspektive des Agenten nicht
bestimmt werden.
3. Historie. Russel und Norvig nennen eine Umwelt episodisch, wenn der Folgezustand der
Umwelt nur vom aktuellen Zustand und den Aktionen der Agenten abhängt. Sie ist se-
quenziell, wenn die Historie der Agentenaktionen, unabhängig vom aktuellen Zustand der
Umwelt, eine Rolle spielt.
4. Dynamik. Als dynamischwird eine Umwelt klassifiziert, wenn sich ihr Zustand ändert, wäh-
rend der Agent noch dabei ist, aufgrund des vorigen Zustands eine Aktion auszuwählen,
sonst ist sie statisch.
5. Stetigkeit. In einer diskreten Umwelt, gibt es eine diskrete Menge von möglichen Zuständen
(Wahrnehmungen). Gibt es Zustände, die stetige Werte annehmen können, so wird die
Umwelt als stetig bezeichnet.
Eine sechste Kategorie zur Einteilung der Umwelt wird in [KFH04] genannt:
6. Räumlichkeit. Die Autoren unterscheiden zwischen nicht-räumlichen („non-spatial“), räum-
lich diskreten („discrete spatial“) und räumlich kontinuierlichen („continuous spatial“) Um-
welten. Bei nicht-räumlichen Umwelten gibt es eine Topologie, die die Position eines
Objekts festlegt, aber nicht auf einem Raum im mathematischen Sinne basiert. In einer
räumlich diskreten Umwelt wird der Raum in diskrete Abschnitte eingeteilt, mit dessen
Koordinaten die Positionen aller Objekte beschrieben werden können. In einer räumlich
kontinuierlichen Umwelt kann die Position eines Objekts/Agenten mit Koordinaten aus ra-
tionalen Zahlen beschrieben werden (auch wenn das nur im Modell möglich ist, weil in
einer konkreten Simulation auf digitalen Rechnern keine unendlichen (Zwischen)räume
dargestellt werden können).
In Multiagentensystemen sind die Eigenschaften und das Design der Umwelt ein wichtiger Be-
standteil, der über das reine Bereitstellen einer externen Infrastruktur, auf der sich die Agenten
befinden, hinausgeht. In vielen MAS wird z. B. die Umwelt als Ressource für indirekte Kommu-
nikation genutzt. In [WOO07] wird argumentiert:
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„Yet, while the notion of environment is understood to some degree in the MAS community, it is
not well defined. Researchers and engineers associate the environment with an amalgam of
resources, services, infrastructure, and so on. For the most part, the environment is an implicit part
of MAS that is often dealt with in an ad hoc way.“
Aber da die Umwelt für viele Bereiche des MAS zuständig sei, sei es sinnvoll sich über die Rol-
le der Umwelt Gedanken zu machen und beim Entwurf von MAS die Umwelt als expliziten
Teil zu betrachten. Bandini et al. beschreiben in [BMV09] einige Zuständigkeiten der Umwelt,
speziell auf die Simulation von MAS bezogen. So muss die Umwelt die physische Struktur des
Gesamtsystems vergegenständlichen. Sie muss Zugriff auf Objekte des Systems ermöglichen, die
nicht als Agent modelliert sind. Sie muss die Sensorik und die Aktionen der Agenten unterstüt-
zen. Und sie muss die Dynamik der Objekte, die sich unabhängig von den Agenten verändern
können, verwalten.
Eine etwas andere Sichtweise findet sich in [KFH04]. Dort wird die Umwelt inklusive der
Agenten als simulierte Umwelt („simulated environment“) bezeichnet. Um dieses Modell der
Simulation zu einer lauffähigen Simulation zu machen benötigt man eine Simulationsumgebung
(„simulation environment“). Diese Unterscheidung soll beim Entwurf und der Implementierung
von MAS helfen, unter anderem, weil dadurch modellunabhängige Simulationsumgebungen
möglich sind.
Was in [KFH04] als simulierte Umwelt bezeichnet wird, wird in dieser Arbeit Agentenwelt
(oder kurz: Welt) genannt. Die Agentenwelt beinhaltet alle Agenten und alles, was die Agen-
ten potenziell wahrnehmen und/oder verändern könnten. Die Umwelt ist in dieser Arbeit aus
Sicht eines Agenten definiert und beinhaltet die Agentenwelt mit allen Agenten exklusive dem
Agenten selbst (Abb. 2.2). Der für den Agenten zu einem bestimmten Zeitpunkt wahrnehmbare
Ausschnitt seiner Umwelt ist kleiner oder gleich der Umwelt und kann sich über den Zeitverlauf
verändern. Gleiches gilt für den zu einem bestimmten Zeitpunkt für den Agenten modifizier-
baren Ausschnitt der Umwelt, der nicht mit dem wahrnehmbaren Ausschnitt übereinstimmen
muss. Wie bei den Agenten in Abschn. 2.1.1 kann eine vollständige Einordnung der Agentenwelt
bzw. Umwelt in die jeweiligen Kategorien erst mit der Definition eines konkreten MAS erfolgen.
In realen Systemen, z. B. mit Robotern als Agenten, wird zwangsläufig durch die Digitali-
sierung und durch die beschränkte Sensorik der Raum diskretisiert und die Beobachtbarkeit
der Welt beschränkt. An dieser Stelle lässt sich bereits sagen, dass aus diesem Grund in dieser
Arbeit nur MAS mit räumlich diskreten, statischen Umwelten mit eingeschränkter Beobacht-
barkeit behandelt werden. Dies ist mit dem gewählten Modell des Zellularen Automaten sehr
gut vereinbar, der durch seine Zellstruktur einen diskreten Raum abbildet, durch die generati-
onsweise Berechnung keine dynamischen Zustandsänderungen zulässt und durch seine lokale
Nachbarschaft eine vollständige Beobachtung der Umwelt verhindert.
2.1.4 Eigenschaften von Multiagentensystemen
Ein MAS wird in [JSW98] definiert als ein lose verbundenes Netzwerk von Problemlösern (Agen-
ten), die zusammenarbeiten, um Probleme zu lösen, die sie alleine aufgrund ihres Könnens und
Wissens nicht lösen könnten. In dieser Arbeit wird ein MAS lediglich als ein (lose verbunde-
nes) Netzwerk von Agenten betrachtet, die sich in einer Umwelt befinden und ein bestimmtes
Verhalten haben. Die Einschränkung, dass die Agenten nicht alleine fähig sind, Probleme zu
lösen, oder dass sie überhaupt Probleme lösen, wird hier nicht gemacht, da sonst einige Sys-
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Abb. 2.2.: Die Agentenwelt und die Umwelt aus Sicht eines Agenten.
teme, deren primäre Funktion nicht in der Lösung eines Problems liegt (z. B. die Nachbildung
eines natürlichen MAS zur Beobachtung und zum Verstehen von bestimmten Phänomenen in
Gesellschaften), nicht unter die Kategorie MAS fallen würde, obwohl es aus miteinander agie-
renden Agenten besteht. Der Grundgedanke von kooperierenden Agenten zur Problemlösung
ist dennoch auch in dieser Arbeit der zentrale Gedanke und führt zur Formulierung von Moti-
ven einer Implementierung eines MAS oder speziell eines Systems zur kooperativen verteilten
Problemlösung (Cooperative Distributed Problem Solving) [DLC89]:
• schnellere Lösungen von Problemen durch Parallelität
• eine größere Bandbreite an lösbaren Problemen durch geteilte Ressourcen (z. B. die Wei-
tergabe von Informationen unter den Agenten oder die Nutzung von unterschiedlichen
Fähigkeiten der Agenten)
• robustere Lösungsverfahren durch mehrfaches Ausführen von Aufgaben (evtl. mit unter-
schiedlichen Methoden)
Nicht jedes MAS ist in diesem Sinne kooperativ. Je nach Anwendung gibt es MAS mit konkur-
rierenden Agenten oder Agentengruppen, die jede(r) für sich ein eigenes Ziel hat. In [HS99]
betrachten Huhns und Stevens MAS mit Fokus auf Kommunikations- und Interaktionsfähigkei-
ten der Agenten und unterscheiden kooperative und konkurrierende MAS unter dem Oberbe-
griff Koordination. In der Literatur finden sich aber auch Diskussionen, die ein konkurrierendes
Verhalten ausschließen bzw. ein nicht-konkurrierendes annehmen [RG85]. Unter dem Begriff
„benevolent agent assumption“ verbirgt sich dort, dass alle Agenten in einem System ein gemein-
sames oder zumindest keine sich widersprechenden Ziele haben. Verhalten sich die Agenten
kooperativ, können sie sich gegenseitig von Nutzen sein und das Gesamtverhalten im Sinne ei-
nes gemeinsamen Ziels verbessern oder sogar erst die Erreichung des Ziels möglich machen.
Wenn sich solche positiven Effekte aus dem Zusammenwirken der einzelnen Agenten ergeben,
spricht man teilweise auch von Synergieeffekten [BZN04].
Emergenz und Selbst-Organisation. Ein MAS als Ganzes ist dezentral kontrolliert, da ja die
Agenten alle autonom sind. Dem würde eine zentrale Kontrolleinheit widersprechen. In einem
dezentral kontrollierten System mit autonomen Einheiten, die in vielen Fällen eine beschränk-
te Sicht auf die Umwelt haben, entsteht häufig ein Emergenz genanntes Phänomenen, das im
Folgenden beschrieben wird.
Das globale Verhalten des kompletten MAS ist eine logische Folge der lokalen Aktionen der
einzelnen Agenten. Dennoch ist es oft nicht möglich das globale Verhalten auf das lokale Verhal-
ten der Agenten zu reduzieren (Irreduzibilität), wenn man die Agenten einzeln betrachtet. Man
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kann auch umgekehrt formulieren, dass aus den isoliert betrachteten lokalen Verhaltensregeln
nicht direkt auf das globale Verhalten des Systems geschlossen werden kann. Für das letztlich
entstehende globale Verhalten ist die Interaktion zwischen den Agenten von entscheidender
Bedeutung. Auf die Schwierigkeit, die Funktionsweise eines dezentral kontrollierten Systems
komplett zu ergründen, weist Gordon in [Gor07] hin.
Nach [DH04, DH05a] ist Emergenz das dynamische Entstehen eines globalen Verhaltens durch
Interaktionen der lokalen Bestandteile (Agenten), wenn das globale Verhalten bezogen auf die
lokalen Bestandteile neuartig ist. Schon Aristoteles stellte fest [Ari07, S. 217]:
„Dasjenige, was so zusammengesetzt (sy`nholon) ist, dass das Ganze eins ist, nicht wie ein Haufen,
sondern wie die Silbe, ist noch etwas anderes außer den Elementen. Die Silbe nämlich ist nicht
einerlei mit ihren Elementen (stoicheîa), das ba nicht einerlei mit b und a, ebensowenig Fleisch
mit Feuer und Erde;“
Das Prinzip, dass das Ganze mehr ist als die Summe seiner Teile, lässt sich in der Natur häufig be-
obachten. Zum Beispiel ist die Temperatur des Wassers eine emergente Eigenschaft von dessen
Molekülen. Ein einzelnes Molekül besitzt keine messbare Temperatur, ein ganzes Glas Wasser
schon, obwohl es nur aus Molekülen besteht. Ameisen finden kürzeste Wege zu Futterquellen
nur mittels kollektivem Verhalten, isoliert man eine einzelne, ist diese Fähigkeit nicht mehr aus
ihrem individuellen Verhalten ersichtlich [GADP89]. Emergenz ist auch mit komplexeren Agen-
ten möglich, wie musizierende Menschen in einem Orchester, Sportler in einer Mannschaft, etc.
Auch in der Technik begegnet man der Emergenz tagtäglich. So ist ein aus Millionen von Pixeln
aufgebautes Bild auf einem Bildschirm die emergente Eigenschaft des Gesamtsystems beste-
hend aus den einzelnen Pixeln. Emergenz beruht, wie die Synergie auch, auf den Wirkungen
des Zusammenspiels der einzelnen Agenten. In Abgrenzung zur Synergie wird jedoch nicht un-
bedingt ein positiver Effekt für ein Gesamtziel gefordert. Dafür sind für Synergieeffekte weder
eine Neuartigkeit, noch Irreduzibilität notwendig. Eine ausführlichere Behandlung des Themas
Emergenz findet sich in [Hol00].
Selbst-Organisation ist ein Begriff, den man oft im Zusammenhang mit Emergenz liest. Ge-
meint ist damit, dass ein System ohne äußere Kontrolle oder Beschränkungen eine stabile
Struktur erreicht, d. h. dass die Struktur aus den systeminternen Beschränkungen und Mecha-
nismen folgt [DFH+04]. In [DH04, DH05a, DGK06] werden Emergenz und Selbst-Organisation
zueinander in Beziehung gesetzt und die Unterschiedlichkeit beider Konzepte betont. Beide
Phänomene sind demnach dynamische Prozesse über die Zeit. Den Hauptunterschied sehen
die Autoren darin, dass es bei der Emergenz einen lokal-zu-global Effekt gibt, der eine neu-
artige globale Eigenschaft hervorruft, sowie die Irreduzibilität dieser globalen Eigenschaft und
die dezentrale Kontrolle. Diese Eigenschaften sind für die Selbst-Organisation nicht notwendig.
Im Gegensatz dazu sind die wesentlichen Eigenschaften eines selbst-organisierenden Systems
das Erreichen einer höheren Ordnung, das Fehlen der externen Kontrolle und die Anpassungs-
fähigkeit an Änderungen. In der Literatur wird teilweise zwischen stark und schwach selbst-
organisierenden Systemen unterschieden. In Systemen mit starker Selbst-Organisation kann es
weder eine interne noch eine externe zentrale Kontrolle geben, in schwachen Systemen kann
eine interne zentrale Kontrolle existieren [DGK05]. Eine Reihe von technischen Applikationen
für selbstorganisierende MAS werden in [BCHM06] vorgestellt.
In MAS treffen Selbst-Organisation und Emergenz oft zusammen, z. B. in Systemen mit
Schwarmintelligenz (auch kollektive Intelligenz). Während Emergenz als Oberbegriff auch Sys-
teme mit nicht-autonomen Einzelteilen umfasst, werden zur Schwarmintelligenz meist nur Sys-
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teme mit autonomen Individuen gezählt. Klassische Beispiele in der Natur sind Schwärme von
Vögeln, Fischen oder Insekten, die in ihrer Form als Schwarm von außen betrachtet eine intel-
ligente Supereinheit bilden. Reynolds konnte z. B. in [Rey87] ein Formationsverhalten, wie bei
Vogelschwärmen beobachtbar, mit relativ simplen Regeln für die Individuen nachbilden und si-
mulieren. Eine ausführlichere Diskussion findet sich in [KES01] oder [BDT99]. Die Betrachtung
von biologischen Schwärmen, auf dessen Prinzipien die künstlichen Schwärme beruhen, und
eine Kategorisierung von kollektivem Verhalten liefern Garnier et al. in [GGT07]. Sie stellen
weitere Phänomene der Schwarmintelligenz vor: Koordination ist die Organisation der Agen-
ten in Raum und Zeit, um z. B. eine örtliche Verlegung der Position des ganzen Schwarms zu
erreichen (anders als bei [HS99]). Deliberation ist die Fähigkeit, eine kollektive Entscheidung
zwischen mehreren Optionen zu treffen. Kollaboration tritt auf, wenn es Agenten mit unter-
schiedlichen Fähigkeiten/Aufgaben gibt, die durch Zusammenarbeit zum globalen Ziel führen.
Eine bestimmte Form der Selbst-Organisation in einem dezentral kontrollierten MAS ist die
Stigmergie. Damit bezeichnet man eine indirekte Form der Kommunikation zwischen den Agen-
ten, um sich durch gegenseitige Beeinflussung zu koordinieren. Dabei modifizieren die Agenten
ihre lokale Umgebung so, dass die Modifikation für andere Agenten sichtbar wird und diese zu
bestimmten Aktionen veranlasst. So kann auch eine sich selbst verstärkende Wirkung auftre-
ten. Natürliche Beispiele, die als Inspiration für künstliche Systeme dienen, sind unter anderem
nahrungssuchende Ameisen, die Pheromone auf dem Weg hinterlassen [VVKB01].
Selbst-X-Eigenschaften. Ein von IBM (International Business Machines Corporation) gepräg-
tes Paradigma von Rechensystemen, die sich selbst verwalten können, ist das Autonomic Com-
puting Paradigma [KC03]. Darin werden Eigenschaften von autonomen Systemen beschrieben,
die auch in Bezug auf MAS, welche in einigen Fällen als autonome Systeme klassifiziert werden
können (z. B. selbstorganisierende MAS), auftreten können. Genannt werden vier Prinzipien,
die ein System als autonom qualifizieren:
• Selbst-Konfiguration. Automatisierte Konfiguration aller Komponenten des Systems auf-
grund von spezifizierten globalen Zielen.
• Selbst-Optimierung. Kontinuierliche Versuche aller Komponenten, ihre Leistung zu verbes-
sern.
• Selbst-Heilung. Probleme werden automatisch erkannt und repariert.
• Selbst-Schutz. Automatische Abwehr von äußeren Attacken und inneren Fehlern durch An-
tizipation.
In [HRT+05] werden diese Prinzipien aufgegriffen, um einen autonomen künstlichen
Schwarm, bestehend aus mehreren kleinen Raumschiffen, zu beschreiben, der in künftigen
NASA Missionen zum Einsatz kommen soll.
Ein weiteres Forschungsgebiet, das sich mit komplexen, autonomen Systemen und Selbst-
X-Eigenschaften beschäftigt ist Organic Computing [Wür08, OC003]. In dem Forschungszweig
geht es um die Entwicklung von robusten, künstlichen Systemen, die Emergenz und Selbst-X-
Eigenschaften besitzen. Hierbei ist auch festzuhalten, dass Emergenz oder Selbst-Organisation
per se nichts Gutes oder Schlechtes ist, das man anstreben oder vermeiden sollte. Außer ziel-
führenden Effekten, wie sie sich in der Natur durchgesetzt haben, kann es auch unerwünschte
emergente Effekte geben, wie z. B. die Anhäufung von Hühnern um ein verwundetes Huhn, um
es totzupicken [RPS08]. Entscheidend ist nun der Wunsch, dass nur gewünschte emergente Ei-
genschaften zutage treten, also eine Art von kontrollierter Emergenz notwendig ist [Sch05]. Für
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eine kontrollierte Emergenz muss diese formal definiert und gemessen werden können. Ansätze
für eine solche Formalisierung und automatischen (nicht menschlichen) Messung von Emergenz
über Entropie und Ordnung beschreiben Müller-Schloer et al. in [MM06, MS08].
Ein Teilziel dieser Arbeit ist es, heuristische Methoden zu entwickeln, um Lösungen (im Sinne
von Agentenverhalten) für emergente und selbst-organisierende MAS zu erhalten. Dabei sollen
auch die oben beschriebenen Formen der Selbst-Organisation wie Stigmergie, Koordination etc.
ermöglicht werden. Im Sinne des Organic Computing gilt es, die unerwünschten emergenten
Eigenschaften im Zuge der Entwicklung der heuristischen Methoden zu vermeiden.
2.1.5 Anwendungen von Multiagentensystemen
MAS finden in zahlreichen Disziplinen der Wissenschaft Anwendung. So sind MAS in der Öko-
nomie (Spieltheorie) [PW02], Ökologie [BL04], Biologie [AS07] und Politik- und Sozialwis-
senschaft [YHM+07] zu finden, wo sie eingesetzt werden, um komplexe Zusammenhänge zu
verstehen und gegebenenfalls Optimierungsansätze zu finden. Im technischen Bereich gibt es
MAS beispielsweise in der Robotik oder der Softwaretechnik. Insgesamt findet man MAS in
mehr Bereichen als man an dieser Stelle aufzählen könnte. Die hier genannten Beispiele sol-
len verdeutlichen, dass es sich bei MAS um ein Konzept mit einer außergewöhnlich großen
Anwendungsvielfalt handelt.
In Kap. 1 wurden zwei grundsätzlich verschiedene Anwendungsformen von MAS unterschie-
den. Aufgrund der Fülle von verschiedenen Anwendungen, soll diese Unterscheidung zwischen
einerseits Nachbildungen natürlicher Systeme und andererseits künstlichen Systemen nun ge-
nauer beschrieben und weiter unterteilt werden, um eine genaue Einordnung der MAS aus
dieser Arbeit vornehmen zu können. Ebensogut könnte man auch nach anderen Kriterien, wie
z. B. Softwareagenten und Hardwareagenten oder biologischen und mechanischen MAS, unter-
scheiden. Da hier aber eher der Zweck des MAS im Vordergrund stehen soll, und nicht dessen
physische Beschaffenheit, wird die erste hier aufgeführte Variante gewählt.
Nach [KFH04] können MAS entweder einen erklärenden oder einen vorhersagenden Zweck ha-
ben. Das bezieht sich auf MAS, die natürlich vorkommende Systeme nachbilden. Im ersten Fall
ist das globale Verhalten im Prinzip bekannt, aber noch keine Erklärung für dessen Entstehen
gefunden. Der Entwickler eines solchen Systems steht also vor der Aufgabe, das lokale Verhal-
ten der Agenten nach einer Theorie so zu modellieren, dass das gewünschte globale Verhalten
entsteht. Durch Simulation kann die Theorie dann bestätigt werden. Im zweiten Fall ist das
lokale Verhalten der Agenten bekannt und es soll per Simulation eine Vorhersage für globales
Verhalten gemacht werden (Tab. 2.2). Beispiele für erklärende MAS sind Verkehrssimulationen
wie in [NS92, SS93], wo die Entstehung von Staus erklärt werden soll. Beispiele für MAS zur
Vorhersage sind [Her07], wo Herrler Abläufe in Krankenhäusern simuliert, und [LD09]. In letz-
terem werden Verkehrssimulationen für Kreuzungen untersucht, um Reisezeiten vorherzusagen.
In vielen Fällen, wie z. B. der Verkehrssimulation, ist es so, dass wenn einmal eine Theorie durch
ein erklärendes MAS bestätigt ist, anschließend diese Systeme benutzt werden, um Vorhersagen
zu treffen und letztendlich Prozesse zu optimieren, entweder durch Optimierung des Agenten-
verhaltens (z. B. eine Veränderung der Maximalgeschwindigkeit) oder durch Veränderung der
äußeren Bedingungen (z. B. Hinzufügen einer weiteren Fahrspur).
Eine andere Einsatzmöglichkeit von MAS sind künstliche Systeme, die eine bestimmte Auf-
gabe erfüllen sollen. Die Erfüllung der Aufgabe ist das globale Ziel. Gesucht sind nun problem-
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Tab. 2.2.: Anwendungsformen von MAS.
Form der Anwen-
dung
lokales Verhalten Interaktionsmechanismen globales Verhal-
ten
erklärend Theorie soll per Simulati-
on bestätigt werden
soll herausgefunden wer-
den
ist aus der Natur
bekannt
vorhersagend ist bekannt ergibt sich aus lokalem Ver-
halten
wird beobachtet
problemlösend wird gesucht (zielfüh-
rend modelliert)
ergibt sich aus lokalem Ver-
halten
ist als Ziel spezifi-
ziert
erzeugend wird beliebig vorgegeben wird beobachtet wird beobachtet
lösende Agenten, deren lokales Verhalten das gewünschte globale Verhalten induziert. Anders
als bei den erklärenden MAS gilt es hier nicht, eine Theorie zu überprüfen, sondern ein globa-
les Ziel zu erreichen, d. h. es soll nicht erklärt werden, warum ein globales Verhalten entsteht,
sondern herausgefunden werden, wie man es erzeugen und ggf. auf optimale Weise erzeugen
kann (Tab. 2.2). Beispielsweise suchen Di Caro und Dorigo in [DD97] nach Routingalgorith-
men, Fey und Schmidt implementieren MAS, um Bilder zu verarbeiten [FS05] und die bereits
in Abschn. 2.1.4 erwähnten NASA-Schwarmmissionen ([HRT+05, THRR04]) sind ebenfalls ein
Beispiel für problemlösende MAS. Neben diesen anwendungsorientierten Problemen, gibt es
auch „hausgemachte“ Probleme, also solche, die nur in MAS auftreten. So beschreiben Lin et al.
in [LMA05] das Rendezvous Problem, bei dem sich die mobile, autonome Agenten ohne explizite
Kommunikationsfähigkeiten in einem räumlichen System an einem unbestimmten Ort treffen
sollen.
Künstliche Systeme mit einem vorgegebenen lokalen Agentenverhalten, die nicht über ein glo-
bales Ziel verfügen, werden verwendet, um ein grundsätzliches Verständnis von der Interaktion
zwischen Agenten und der Entstehung emergenter Phänomene zu gewinnen. Da das Erzeugen
der globalen Phänomene hier das Entscheidende ist, kann man solche Systeme als erzeugend
bezeichnen. Zum Beispiel wird in [IN97] das Verhalten von Räuber-Beute-Systemen analysiert,
die nicht einem natürlichen System nachempfunden sind. Stattdessen wird erst im Nachhinein
das globale Verhalten mit dem in der Natur vorkommenden Systemen verglichen.
In dieser Arbeit geht es ausschließlich um problemlösende MAS und die Entwicklung von
Methoden zur Suche nach geeignetem Agentenverhalten.
2.2 Grundlagen von Zellularen Automaten
Der Zellulare Automat ist ein Berechnungsmodell, dessen Grundlagen in den 50er Jahren von
Stanislaw Ulam und John von Neumann gelegt wurden [BSW85]. Von Neumanns Grundlagen-
arbeit zu CA als universellem Berechnungsmodell wurde 1966 posthum veröffentlicht [Neu66].
Bei von Neumann’s CA handelt es sich um ein unendliches, zweidimensionales Gitter von Zellen
(quadratischer Form), die mit ganzzahligen Koordinaten versehen sind und 29 mögliche Zustän-
de besitzen. Zudem gibt es eine Nachbarschaft, die die Zelle selbst und die direkt angrenzenden
vier Zellen in jeder Richtung einschließt (Abb. 2.3(a)). Jede Zelle besitzt den gleichen endlichen
Automaten mit einer Zustandsübergangsfunktion, die den Zustand zum Zeitpunkt t+1 aus den
Zuständen der Nachbarschaft zum Zeitpunkt t bestimmt. Der CA ist also ein räumlich und zeit-
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lich diskretes, dynamisches System. Ein CA ist außerdem deterministisch und sein Verlauf über
die Zeit abhängig von den initialen Zuständen der Zellen. Eine formale Definition von CA, die
die Nachbarschaftsstruktur, deren Interpretation als geometrische Form der Zellen und die An-
zahl der Zustände offen lässt, aber die räumlich und zeitlich diskrete Dynamik beibehält, ist in
[Vol79, S. 15ff.] gegeben. Ganz ähnlich wird hier definiert:
Definition 2.1 Ein Zellularer Automat A ist ein Quadrupel A = (d,N ,S,φ). d ist die Dimension
eines kartesischen Koordinatensystems (mit ganzzahligen Koordinaten), in dem jede Zelle des CA
eine eindeutige Koordinate zugeordnet hat. Die komplette Gitterstruktur, die alle Zellen umfasst,
wird auch Zellulares Feld genannt. Die Nachbarschaft N ist eine endliche Menge von d-Tupeln,
die die relativen Positionen der Nachbarzellen einer Zelle angeben. Das Zustandsalphabet S ist ei-
ne endliche Menge von Zuständen, die eine Zelle annehmen kann. φ ist die Transitionsfunktion
S|N | → S, die den Folgezustand (zum Zeitpunkt t+1) einer Zelle aus den momentanen (zum Zeit-
punkt t) Zuständen der Nachbarzellen festlegt. Auf die Funktion wird auch mit Zellregel oder Regel
referenziert.
Abb. 2.3.: Bekannte Nachbarschaften im Zellularen Automaten: (a) zweidimensionale von Neu-
mann-Nachbarschaft mit Radius 1, (b) zweidimensionaleMoore-Nachbarschaft mit Ra-
dius 1. Die Nachbarschaft ist bezogen auf die mittlere Zelle.
Diese Definition des CA beschreibt sowohl die Topologie und die Nachbarschaft zwischen den
Zellen mit den Variablen d und N , als auch die innere Struktur einer einzelnen Zelle mit den
Variablen S und φ. Es ist nicht zwingend erforderlich, dass eine Zelle innerhalb ihrer eigenen
Nachbarschaft liegt, dennoch liegt es in den meisten Anwendungen nahe, den Folgezustand vom
bisherigen Zustand abhängig zu machen. In der in Abb. 2.4 gezeigten Struktur einer Zelle wird
daher die Annahme gemacht, dass die Zelle selbst in der Nachbarschaft enthalten ist, so dass
der eigene Zustand und die Zustände der weiteren |N | − 1 Nachbarn Eingangsparameter der
Transitionsfunktion φ sind.
Vollmar fordert zudem, dass der CA einen unendlichen Raum in Zellen aufteilt und dass es
einen Ruhezustand gibt, der durch die Transitionsfunktion wieder in den Ruhezustand führt.
Der Ruhezustand kann dafür genutzt werden, einen imaginären „Rand“ zu erzeugen (nicht
unbedingt im geometrischen Sinne), so dass bei der Berechnung der Folgezustände nur eine
endliche Zahl von Zellen berücksichtigt werden muss. Da wir aber bei praktischen Anwendun-
gen wie MAS keinen unendlichen Raum benötigen, werden diese Einschränkungen in dieser
Arbeit nicht gemacht, was allerdings zur Folge hat, dass ein tatsächlicher „Rand“ entsteht, der
eine besondere Behandlung erfordert. Im folgenden Abschnitt werden einige bekannte Nach-
barschaftsmodelle beschrieben und danach Varianten des CA vorgestellt, die von der obigen
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Definition abweichen und dadurch eine Randbehandlung und andere erweiterte Möglichkeiten
zur Modellierung von Systemen schaffen.
Abb. 2.4.: Struktur einer Zelle im uniformen Zellularen Automaten. Die Topologie des Zellularen
Feldes (Dimension und Nachbarschaft) ist in diesem Schema nicht gezeigt.
2.2.1 Nachbarschaftsmodelle und Varianten des Zellularen Automaten
Die von Neumann-Nachbarschaft N
v N wird auch mit einem Radius r beschreiben, der den
maximalen Abstand einer Zelle (x1, . . . , xd) zu den Nachbarn beschreibt. Formal ist die von
Neumann-Nachbarschaft die Menge
N
v N = {(y1, . . . , yd) :
d∑
i=1
yi − x i≤ r}.
Eine andere bekannte Nachbarschaft ist die Moore-Nachbarschaft NM , in der auch die diagonal
angrenzenden Zellen eines orthogonalen Gitters Nachbarn sind (Abb. 2.3(b)).
NM = {(y1, . . . , yd) : max (
y1− x1 , . . . , yd − xd)≤ r}
Die Topologie der Zellen lässt sich durch einen Graphen mit Knoten und Kanten darstellen
(wie in Abb. 2.3). Die Nachbarschaftsbeziehung wird dabei durch eine Kantenverbindung zwei-
er Knoten symbolisiert. Netztopologien sind regulär, wenn alle Knoten des Graphs die gleiche
Anzahl an Kanten besitzen. Sie sind homogen, wenn es einen Automorphismus gibt, der keinen
Knoten auf sich selbst abbildet. Umgangssprachlich formuliert heißt das, dass der Graph von
jedem Knoten aus betrachtet gleich aussehen muss bzw. dass es eine Darstellung der Topologie
gibt, die durch ein immer wiederkehrendes Grundmuster gebildet werden kann.
Von Quadraten abweichende Interpretationen der räumlichen Gestalt der Zellen sind je nach
Struktur der Nachbarschaft möglich, z. B. als zweidimensionale hexagonale und trianguläre Git-
ter. Dazu müssen entsprechend reguläre, homogene Netzstrukturen mit sechs oder drei Nachbarn
pro Knoten verwendet werden (Abb. 2.5). Diese können auch auf orthogonale Koordinaten ab-
gebildet werden. Eine formale Beschreibung der Nachbarschaft eines hexagonalen Gitters für
d = 2 mit Radius r ist
N d=2
hex
= {(x1+ a, x2+ b) :−r ≤ a, b ≤ r ∧ |a− b| ≤ r}.
Die Abbildung eines triangulären Gitters auf zweidimensionale kartesische Koordinaten lässt
eine Nachbarschaftsbeschreibung nur mit Fallunterscheidung zu, da je nach Parität der Koor-
dinaten einer Zelle die direkten Nachbarn relativ zur eigenen Position unterschiedlich liegen
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(Abb. 2.5(b)). Zur formalen Beschreibung der Nachbarschaftsmenge werden der Übersicht hal-
ber zunächst einige Hilfsmengen eingeführt:
N0 = {(x1+ a, x2+ b) :−r ≤ a+ |b| ≤ r ∧ |b|<
r
2
},
Npi(r)=1 = {(x1+a, x2−pi(x1)·
r
2
) :− r
2
≤ a ≤ r
2
}∪{(x1+a, x2+pi(x1)·
r
2
) :− r
2
≤ a ≤ r
2
∧pi(a) = 1},
Npi(r)=−1 = {(x1+ a, x2+pi(x1) ·
¡
r
2
¤
) :− r
2
< a <
r
2
∧pi(a) = −1},
wobei die Paritätsfunktion pi(i) = 1, falls i gerade ist, sonst pi(i) = −1. Die Nachbarschaftsmen-
ge des zweidimensionalen triangulären Gitters wird nun wie folgt definiert:
N d=2
t r i
=
(
N0 ∪ Npi(r)=1 , falls pi(r) = 1
N0 ∪ Npi(r)=−1 , falls pi(r) = −1.
Abb. 2.5.: Zweidimensionale hexagonale und trianguläre Nachbarschaft im Zellularen Automa-
ten. Die Nachbarschaft ist bezogen auf die mittlere Zelle. In der Gitterstruktur, die
die kartesischen Koordinaten repräsentiert, ist eine von Quadraten abweichende geo-
metrische Interpretation der Zellen abgebildet, (a) die hexagonale Nachbarschaft mit
Radius 1 beinhaltet 7 Zellen. (b) die trianguläre Nachbarschaft mit Radius 2 beinhaltet
10 Zellen.
Die Nachbarschaft eines CA ist statisch und lokal in dem Sinne, dass nicht alle Zellen des CA
in der Nachbarschaft einer Zelle sind und dass meistens nur die in der geometrischen Interpre-
tation lokal angrenzenden Zellen dazu gehören, auch wenn das Modell theoretisch CA zulässt,
die diese Einschränkungen nicht haben. Eine Erweiterung des Modells, die eine dynamische und
globale Nachbarschaft explizit zulässt, ist der Globale Zellulare Automat (GCA) [HVW00, Hee07],
in welchem die Nachbarschaft in Abhängigkeit des Zellzustandes oder anderer veränderlicher
Parameter (z. B. die Zeit t) definiert wird. Dadurch, dass die Nachbarschaft für alle Zellen gleich
definiert ist, können nur reguläre, homogene Netzstrukturen, also triangulär, orthogonal und
hexagonal, für CA verwendet werden. Eine Diskussion über CA mit irregulären oder regulären
inhomogenen Gitterstrukturen, die inhomogene Nachbarschaften für jede Zelle erlauben, findet
sich unter anderem in [OT00], [OM07] oder [Hoc98, S. 9f.].
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Bei endlich großen Feldern stellt sich zusätzlich die Frage, wie ein reguläres Netz am Rand
aussieht. Prinzipiell gibt es hier zwei Möglichkeiten. Eine Möglichkeit ist das zyklische Schlie-
ßen des Feldes, so dass es gar keine Zellen am Rand mehr gibt. Dieses Prinzip wirdWrap-around
(engl. für Umgriff) genannt. Aus einem zweidimensionalen endlichen Raum wird dann ein To-
rus. Sei li die Länge des Zellularen Feldes in der i-ten Dimension, dann bedeutet ein Wrap-
around für die relative Positionsangabe in kartesischen Koordinaten, dass eine Veränderung
um a in der i-ten Dimension mit (x i + a mod li) berechnet wird. Die andere Möglichkeit ist
die Verwendung einer speziellen Regel für die Zellen am Rand, die notgedrungen eine andere
Nachbarschaft haben als die Zellen in der Mitte des Zellularen Feldes.
Die Transitionsfunktion des CA ist zwar in Definition 2.1 für alle Zellen gleich definiert, jedoch
wird diese Einschränkung in einigen Arbeiten zu CA aufgehoben [Sip94, Sip97, ST99]. CA mit
einheitlichen Regeln für alle Zellen werden uniform genannt. CA, die unterschiedliche Regeln für
Zellen haben, werden nicht-uniform genannt1. Die Begründung für die Verwendung von nicht-
uniformen CA ist, dass sowieso in jeder Zelle eine Kopie des Automaten, der die Transitionsfunk-
tion realisiert, vorhanden sein muss. Daher sind keine zusätzlichen Ressourcen nötig, aber das
Modell um viele Möglichkeiten, wie z. B. ortsabhängige oder zeitabhängige Regeln, erweitert. Für
Randzellen in Systemen ohne Wrap-around muss es also eine ortsabhängige nicht-uniforme Re-
gel geben. Formal heißt das, dass es eine Menge von Paaren R = {(N0,φ0), (N1,φ1), . . . , (Nn,φn)}
geben muss, die jeweils für eine Teilmenge des Zellularen Feldes eine Nachbarschaft Ni und ei-
ne zugehörige Zellregel φi : S|Ni| → S definieren. Die Dimension d und das Zustandsalphabet S
bleiben weiterhin für alle Zellen gleich, so dass der Zellulare Automat definiert wird durch
das Quadrupel Anu = (d,S,R,δ), wobei die Funktion δ : Z
d → R jeder Zelle (identifiziert
über ihre Koordinaten) ein Paar aus Nachbarschaft und Transitionsfunktion zuordnet. Zu be-
achten ist, dass nur solche Zuordnungen erlaubt sind, die keine nichtexistenten Koordinaten als
Nachbarpositionen zur Folge haben.
Eine andere Möglichkeit ortsabhängige Regeln einzuführen ist es, die Koordinaten der Zelle
direkt als Parameter der Transitionsfunktion zu verwenden: φ : S|N | × Zd → S, ortsabhängige
Nachbarschaften würde das allerdings nicht mit einschließen. Zeitabhängige Regeln erfordern,
dass der globale (für alle Zellen gleiche) Parameter t in der Transitionsfunktion berücksichtigt
wird. Man kann neben Zeitparametern auch andere globale Parameter (z. B. Anzahl der Zellen
o. ä.) verwenden. Seien alle globale Parameter gegeben durch γ0,γ1, . . . ,γm und Γ0,Γ1, . . . ,Γm
die dazugehörigen Alphabete (also Mengen von möglichen Werten der Parameter), dann sind
die Transitionsfunktion wie folgt: φi : S|Ni| × Γ0 × Γ1 . . .Γm → S. Alternativ können diese Pa-
rameter auch als Teil des Zellzustands lokal in jeder Zelle gespeichert sein. Dann braucht man
keine globalen Parameter mehr, muss aber durch die lokalen Zellregeln sicherstellen, dass die
Werte in allen Zellen konsistent bleiben. So bräuchte man für den Parameter t einen Zeitzähler
in jeder Zelle (als Teil der Transitionsfunktion). Freilich können ortsabhängige und von globalen
Parametern abhängige Regeln miteinander in einem CA kombiniert werden.
Die Regeln des CA sind deterministisch nach Definition 2.1. Es werden aber auch CA unter-
sucht, deren Transitionsfunktion teilweise zufällig ist. In Probabilistischen Zellularen Automa-
ten (PCA) [DK84][MS91][Wol86b, Kap. 4] sind die Zustandsübergänge mit einer bestimmten
Wahrscheinlichkeit verknüpft. Dabei sind mehrere deterministische Regeln gegeben und der Fol-
gezustand einer Zelle wird zufällig durch eine von diesen Regeln bestimmt, wobei die Regeln
1 Jeder nicht-uniforme CA kann durch Erweiterung der Zustände und der Transitionsfunktion in einen uniformen
CA umgewandelt werden.
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nicht unbedingt alle die gleiche Auswahlwahrscheinlichkeit haben müssen. Formal beschrieben
bedeutet das, für einen PCA müssen (ausgehend von Definition 2.1) anstelle der Funktion φ
mehrere Transitionsfunktionen φ0,φ1, . . . ,φk und eine Wahrscheinlichkeitsfunktion p(φi) mit∑k
i=0
p(φi) = 1 angegeben werden. Zusätzlich können diese Regeln in nicht-uniformen CA orts-
und/oder zeitabhängig gemacht werden, woraus eine verallgemeinerte, den CA aus Definition
2.1 enthaltende Definition eines nicht-uniformen, probabilistischen CA folgt:
Definition 2.2 Ein nicht-uniformer Probabilistischer Zellularer Automat ist ein Quadrupel
Anu,p = (d,S,Rp,δ), mit der Dimension d und dem Zustandsalphabet S wie in Defi-
nition 2.1. Rp ist eine Menge von probabilistischen, nicht-uniformen Regelmengen Rp =
{(N0,Φ0, p0), (N1,Φ1, p1), . . . , (Nn,Φn, pn)}, wobei Φi = {φi,0,φi,1, . . . ,φi,k} eine Menge von Tran-
sitionsfunktionen φi, j : S|Ni| × Γ0 × Γ1 . . .Γm→ S ist. Γi ist dabei das Alphabet des globalen Para-
meters γi. Für die Wahrscheinlichkeitsfunktion pi gilt
∑k
j=0
pi(φi, j) = 1. Die Funktion δ : Z
d → Rp
ordnet die probabilistischen, von globalen Parametern abhängigen Regelmengen den Zellen zu.
Angenommen, eine Zelle mit den Koordinaten K sei über die Funktion δ(K) = (Ni,Φi, pi)
einer Regelmenge zugeordnet. Die Struktur dieser Zelle ist in Abb. 2.6 gezeigt. Wie in Abb. 2.4
wird auch hier angenommen, dass die Zelle selbst in ihrer Nachbarschaft Ni liegt. Alle Tran-
sitionsfunktionen φi, j haben dieselben Eingangsvariablen, bestehend aus den Zuständen der
Nachbarzellen und m+ 1 globalen Parametern, und werden mit einer bestimmten Wahrschein-
lichkeit entsprechend der Funktion pi für die Bestimmung des Folgezustands ausgewählt. In
einem nicht-uniformen PCA haben alle Zellen diese Struktur, jedoch potentiell verschiedene
Nachbarschaften Ni, Mengen von Transitionsfunktionen Φi und Wahrscheinlichkeitsfunktionen
pi.
Abb. 2.6.: Struktur einer Zelle im Probabilistischen CA mit globalen Parametern. Die Topologie
des Zellularen Feldes, also die Dimension und Nachbarschaft, ist in diesem Schema
nicht gezeigt, daher ist auch keine Nicht-Uniformität dargestellt.
Abgesehen von der Transitionsfunktion, die die lokalen Zustandsübergänge der einzelnen Zel-
len festlegt, gibt es eine weitere die Zustandsübergänge betreffende Kategorisierung und Auf-
weichung der Definition 2.1. Als globale Übergangsfunktion („global transition function“) wird
in [Cod68, S. 9] die Funktion bezeichnet, die die Transitionsfunktion auf alle Zellen anwen-
det. In [Hoc98, Hee07] werden CA unter dem Begriff globales Überführungsschema in drei
Kategorien unterteilt. Ein synchron-paralleles Überführungsschema bedeutet, dass die lokale
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Transition in allen Zellen zeitgleich geschieht. Das entspricht der Definition 2.1. Der Zustand
aller Zellen zu einem bestimmten Zeitpunkt t wird dabei Generation genannt2, die nullte Gene-
ration, also die initiale Zuordnung der Zellen zu Zuständen, ist die Ausgangskonfiguration. Beim
asynchron-seriellen Schema werden alle Zellen in einer bestimmten Reihenfolge hintereinander
aktualisiert. Das dritte Schema ist die asynchron-stochastische Überführung. Dabei werden zu
einem Zeitpunkt zufällig Zellen ausgewählt, für die der lokale Zustandsübergang durchgeführt
wird.
2.2.2 Eigenschaften von CA-Architekturen
In diesem Abschnitt sollen einige dem CA-Modell zugeschriebenen Eigenschaften beschrieben
werden, die für die letztendlich angestrebte Realisierung von konkreten Systemen in Hardware
oder Software von Bedeutung sind. Eine solche Realisierung wird CA-Architektur genannt.
Ein CA ist massivparallel. Das bedeutet, er verfügt über eine sehr große Anzahl an Berech-
nungseinheiten. In diesem Fall entspricht jede Zelle einer Berechnungseinheit. Diese Berech-
nungseinheiten sind relativ simpel im Vergleich zu den komplexen (universalen) Prozessoren in
Multiprozessorsystemen. Die Einfachheit ist der Tatsache geschuldet, dass die Zellen in jedem
Zeitschritt nur eine einzige Berechnung (die Funktion φ) durchführen müssen. Im Normalfall
sind die Nachbarzellen auch in der geometrischen Interpretation benachbart. Das legt nahe,
insbesondere bei Hardwarerealisierungen, Strukturen zu wählen, die ebenso aufgebaut sind.
Die Verbindungswege zwischen den Nachbarzellen sind dann weniger aufwendig. Zudem sind
die Verbindungen im Vergleich zu Multiprozessorsystemen einfacher, da lediglich der Zustand
des Nachbarn übertragen werden muss. Alles in allem hat eine massivparallele CA-Architektur
tendenziell eine bessere Skalierbarkeit als andere parallele Systeme mit komplexeren Einhei-
ten, die sie durch die Einfachheit seiner Elemente und seiner Struktur erreicht. Diese Vorteile
relativieren sich natürlich, je komplizierter die Regeln und Nachbarschaftsstrukturen im Modell
gewählt werden.
In einer CA-Architektur haben die Zellen keinen Schreibzugriff auf ihre Nachbarzellen, sie
können lediglich deren Zustände lesen. Das vereinfacht die Realisierung insofern, dass es keine
Schreibkonflikte geben kann. Aus dem Modell lässt sich diese Eigenschaft daraus ableiten, dass
sich jede Transitionsfunktion immer nur auf eine Zelle bezieht und dass in nicht-uniformen
Zellularautomaten jeder Zelle immer nur eine Regel zugeordnet wird.
Spezialrechner, also CA-Architekturen in Hardware, für Zellulare Automaten wurden zuerst
von Toffoli und Margolus entwickelt. Deren Cellular Automata Machine (CAM) [Tof84, TM87]
ist eine Familie von Rechnern, die bis zur achten Version CAM-8 [Mar93] weiterentwickelt und
zum Teil kommerziell verfügbar gemacht wurde. Eine weitere Familie von Spezialarchitektu-
ren zur Zellularverarbeitung ist CEPRA (Cellular Processing Array) aus Darmstadt [HUVW01].
Hardwareimplementierungen, die nicht für beliebige Zellulare Automaten sondern für ganz spe-
zifische CA konstruiert worden sind, gibt es unter anderem in [KF07, FKSL07] zur Verarbeitung
von Bildern in Echtzeit mit dem Ziel des Einbaus als Chip in der Kamera. Neben speziellen
Architekturen, gibt es auch eine Reihe spezieller Programmiersprachen für die Zellularverar-
beitung. CDL (Cellular Description Language) wurde ebenfalls in Darmstadt entwickelt, eine
Beschreibung von CDL und eine Auflistung weiterer Sprachen ist in [Hoc98] gegeben.
2 oft auch als Konfiguration(t) bezeichnet
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2.2.3 Anwendungen von Zellularen Automaten
Die Anwendungsmöglichkeiten von CA sind wie bei MAS nicht auf ein spezielles wissenschaftli-
ches Feld begrenzt, sondern richten sich nach der Eignung eines Problems, mit einfachen loka-
len Regeln ein komplexes globales Verhalten (das ganze Zellulare Feld) beschreiben zu können.
Dieses Konzept kommt bei Systemen aus der Natur auch häufig vor. Mit CA können außerdem
diskrete raumzeitliche Systeme modelliert werden, und Wolfram schreibt in [Wol83]:
„Cellular automata may thus be considered as discrete idealizations of the partial differential
equations often used to describe natural systems.“
Daher ist es nicht verwunderlich, dass insbesondere in den Naturwissenschaften CA eingesetzt
werden. Beispielsweise in der Biologie/Medizin zum Modellieren von Evolution in einfachen
Ökosystemen, zur Untersuchung von Immunabwehrreaktionen einzelner Körperzellen oder von
der Ausbreitung von Seuchen [Bez99], in der Physik zur Modellierung von Partikeldiffusion
[Ban99], in der Chemie zur Modellierung des Zusammenwirkens von Stoffen auf molekularer
Ebene [KCS00], aber auch in den Politik- und Sozialwissenschaften zur Modellierung von so-
zialen Netzwerken [BA02]. Nicht zuletzt werden CA auch in der Berechnungstheorie und für
mathematische Probleme eingesetzt, z. B. in der Kryptographie [Wol86a]. Die hier genannten
Beispiele und Referenzen sind natürlich nur ein kleiner Ausschnitt der tatsächlichen Vielfalt von
Anwendungen und sollen veranschaulichen, dass es (analog zu MAS) für CA eine große Diver-
sität von Anwendungsmöglichkeiten gibt. Noch mehr Beispiele für Anwendungen von CA und
Referenzen findet man in [GSD+03] oder in [UMN+08].
Das Prinzip, das aus (einfachen) lokalen Regeln (komplexe) globale Effekte entstehen, stellt
eine weitere Analogie zu MAS dar, die dazu führt, dass die Anwendungsformen für CA in die
gleichen Kategorien eingeordnet werden können wie die Anwendungsformen für MAS (Abschn.
2.1.5): erklärend, vorhersagend, problemlösend und erzeugend:
• Zu den erklärenden und vorhersagenden Anwendungen gehören die oben genannten Bei-
spiele aus den Natur- und Sozialwissenschaften. Erwähnenswert, weil häufig verwendet,
sind auch Verkehrs- und Fußgängersimulationen (z. B. [Sch08]).
• Problemlösende CA sind u. A. Optimierungsprobleme wie z. B. die Optimierung des Tra-
veling Salesman Problems in [GMW94], Algorithmen zum Finden von kürzesten Wegen
[Lee61, Had77, Sou78], die Verarbeitung von Bildern [MRLA82, Ros05] und die Musterer-
kennung [Rag93]. Unter die problemlösenden CA fallen auch theoretische bzw. künstliche
Probleme, wie die räumliche oder zeitliche Synchronisation von Zellen, bekannt als French
Flag Problem und Firing Squad Problem [HL73].
• Erzeugende CA sind Modelle zur Erforschung der Entstehung von Komplexität. Ein wichti-
ges Forschungsfeld ist dabei das Künstliche Leben (KL). Bei KL handelt es sich um künstliche
Systeme, die (komplexe) Eigenschaften von Lebewesen aufweisen. Eine der bekanntesten
Anwendungen in diesem Feld ist John Conway’s Game of Life [Gar70] (Abschn. 2.3), ein
CA, der emergente Eigenschaften aufweist. Aus simplen lokalen Regeln entstehen kom-
plexe globale Muster. Weitere Beispiele für KL mit CA findet man in [Lan86]. KL ist aber
nicht nur auf das CA-Modell beschränkt. [Lev93, Ada98] sind Einführungen in das Thema
allgemein.
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In [Hoc98, S. 14f.] werden ebenfalls vier Anwendungsformen unter anderen Bezeichnun-
gen unterschieden: theoretische Modelle (erzeugend und problemlösend), Simulationsmodelle
mit bekannten lokalen Gesetzmäßigkeiten (vorhersagend), Simulationsmodelle mit bekanntem
globalem Systemverlauf (erklärend) und Endwertprobleme (problemlösend). Zusätzlich unter-
scheidet Hochberger makroskopische und mikroskopische Simulationsmodelle und bezieht sich
auf die reale Größe der Einheiten, die die Zellen repräsentieren. Zu jeder Kategorie wird dort
eine Reihe von Anwendungen aufgezählt und informell beschrieben.
2.3 Multiagentensysteme mit Zellularen Automaten
Einige Analogien zwischen den Eigenschaften von MAS und CA sind in den letzten beiden Ab-
schnitten bereits diskutiert worden. Darunter fällt das emergente Verhalten der Systeme und
die sich überschneidenden Anwendungsgebiete. In der Literatur findet man unterschiedliche
Formen des Zusammenhangs von CA und MAS:
a) CA als ein Spezialfall von MAS. Wenn man die Zellen als Agenten interpretiert (Abb.
2.7(a)), erhält man ein System von autonomen, wahrnehmenden, reaktiven Agenten.
Diese Agenten sind nicht mobil und je nach Verwendung von uniformen oder nicht-
uniformen Regeln haben alle Agenten das gleiche oder ein unterschiedliches Verhalten.
Außerdem verhalten sie sich je nach globaler Überführungsfunktion asynchron oder syn-
chron [BMS02]. Bei dieser Sichtweise ist jeder CA ein MAS, jedoch können komplexere
MAS nur mit Einschränkungen im CA modelliert werden. Zu den eben genannten Ein-
schränkungen kommen noch die statische und lokale Nachbarschaft der Zellen und somit
die eingeschränkte Sicht der Agenten auf ihre Umwelt, sowie die zeitliche und räumliche
Diskretheit.
b) Ein MAS als Mehrschichtenmodell, das einen CA als unterliegende Ebene zur Modellierung
einer räumlichen Umwelt oder eines Teils der Umwelt (explizit ohne Agenten) benutzt
(Abb. 2.7(b)). Diese Form der Modellierung wird vor allem durch zwei Eigenschaften des
CA motiviert. Zum einen die Immobilität der Zellen (als Agenten) und zum anderen die
Synchronität der Agenten [CW06].
c) Ein MAS, das in einem CA modelliert wird, der durch Erweiterung des Modells oder durch
geschickte Definition von Regeln nicht mehr den Beschränkungen aus a) unterliegt, ins-
besondere der Immobilität. D. h., dass die Agenten zwar in den Zellen (deren Zustände
und Regeln) integriert sind, aber nicht den Zellen entsprechen (Abb. 2.7(c)). Gruner be-
schreibt z. B. in [Gru09], dass ein generalisierter CA (mit irregulärer Netztopologie) in ein
MAS umgewandelt werden kann und umgekehrt.
Im den folgenden Teilabschnitten sollen diese Zusammenhänge anhand von konkreten Bei-
spielen dargelegt werden. Fall a) in Abschn. 2.3.1, Fall b) in Abschn. 2.3.2 und Fall c) in Abschn.
2.3.3.
2.3.1 CA als Spezialfall von MAS mit Einschränkungen
Das erste Beispiel ist Conway’s Game of Life, beschrieben in [Gar70]. Es handelt sich dabei um
einen uniformen CA mit Dimension d = 2, dem Zustandsalphabet S = {0,1} und der Moore-
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Abb. 2.7.: Formen des Zusammenhangs von MAS und CA, (a) jede Zelle wird als Agent (A) inter-
pretiert, (b) die Agenten benutzen den CA als räumliche Umgebung, sind aber nicht
in den Zellen enthalten, (c) jeder Agent ist in einer Zelle gespeichert, aber die Zelle
besteht aus mehr als nur dem Agenten.
Nachbarschaft mit Radius r = 1. Die Zustände 0 und 1 werden dabei auch als „lebendig“ und
„tot“ bezeichnet. Es gibt also lebendige und tote Zellen, daher der Name „Game of Life“. Die
Transitionsfunktion lässt sich informal wie folgt beschreiben.
• Eine Zelle nimmt zum Zeitpunkt t+1 den Zustand lebendig an, wenn exakt drei Nachbar-
zellen (die Zelle selbst ausgeschlossen) zum Zeitpunkt t lebendig sind.
• Eine Zelle behält ihren Zustand unverändert bei, wenn exakt zwei Nachbarzellen lebendig
sind.
• In allen anderen Fällen ist die Zelle zum Zeitpunkt t + 1 tot.
Diese einfachen Regeln erzeugen aus unterschiedlichen Ausgangskonfigurationen deterministi-
sche, aber irreduzible globale Muster auf dem Zellularen Feld. Darunter sind statische Muster,
über Generationen hinweg oszillierende Muster und sogenannte Gleiter: Formationen von le-
bendigen Zellen, die sich mit Fortschreiten der Generationen zu bewegen scheinen, obwohl
sich diese Bewegung eigentlich durch das „sterben“ einer Zelle und das „geboren werden“ der
Nachbarzelle ergibt. Eine schier unglaubliche Fülle von verschiedenen auftretenden Strukturen
sind dabei in unzähligen Arbeiten „entdeckt“ worden [Gar83, S. 241][Lev93, S. 65ff.]. Zudem
kann dieser CA als universelles Berechnungsmodell klassifiziert werden. Zu zeigen, dass dies
mit sehr simplen Regeln und wenigen Zuständen möglich ist, (im Gegensatz zu von Neumann’s
komplexem CA) war die ursprüngliche Absicht von Conway [Lev93, S. 7]. Als MAS lässt sich
dieser CA wie folgt interpretieren: Die Agentenwelt entspricht dem Zellularen Feld, die Agen-
ten entsprechen den Zellen. Die zu einem bestimmten Zeitpunkt wahrnehmbare Umwelt der
Agenten entspricht der Nachbarschaft exklusive der eigenen Zelle, während die zu einem be-
stimmten Zeitpunkt modifizierbare Umwelt der Agenten leer ist. Modifiziert werden kann im
CA nur die eigene Zelle, die aber nicht zur Umwelt gehört. Das Verhalten der Agenten ist durch
die Transitionsfunktion gegeben. Agenten sind autonom, wahrnehmend, reaktiv, kommunikativ
und abgeschlossen. Ein globales Ziel verfolgen sie nicht. Dieses System ist also ein erzeugen-
des (s. auch Abschn. 2.2.3). Die Umwelt der Agenten lässt sich als deterministisch, statisch,
eingeschränkt beobachtbar und diskret klassifizieren.
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2.3.2 MAS als Mehrschichtenmodell mit CA als Umweltschicht
Mehrschichtenmodelle für MAS mit einer CA-Schicht als Modell der Umwelt ohne Agenten, in
der sich die Agenten bewegen, gibt es in unterschiedlichen Szenarien. Allen gemein ist jedoch,
dass der CA als diskretes Modell einer räumlichen Umwelt eingesetzt wird. Die Umwelt (aus
Sicht des Agenten) besteht hier also aus dem gesamten Zellfeld und zusätzlich aus den restli-
chen Agenten. Welcher Teil davon modifizierbar und wahrnehmbar ist, hängt von der jeweiligen
Anwendung ab. Zwei Beispiele sollen im Folgenden diese Vorgehensweise beim Modellieren von
MAS beleuchten.
In [CGHH89] wird mit der Phoenix Testumgebung die Entwicklung von Waldbränden in einer
CA-Schicht beschrieben, der eine andere Schicht zur Simulation des CA unterliegt. In zwei über
dem CA liegenden Schichten wird das Verhalten der Agenten (Einheiten zur Feuerbekämpfung)
und deren Kommunikation untereinander simuliert. Eine geeignete Schnittstelle, die die Agen-
tenaktionen in die diskrete, synchrone CA-Schicht „übersetzt“, sorgt dafür, dass die Aktionen
einen Effekt in der CA-Schicht haben.
Ein Modell zur Simulation künstlicher Gesellschaften wird in [EA96] vorgestellt. Es soll damit
untersucht werden, wie aus dem Verhalten Einzelner und der Interaktion zwischen Individuen
soziale Strukturen und Gruppenverhalten entstehen. Im Sugarscape-Modell werden die Agen-
ten separat von der Umwelt in der sie operieren und mit der sie interagieren betrachtet. Ein
CA wird dafür als in ein Gitter aufgeteilter Raum ohne Agenten eingesetzt. Zusätzlich wird ein
Modell von adaptiven, beweglichen Agenten (ohne zugrunde liegenden Raum) verwendet. Das
Sugarscape-Modell wird als Synthese von CA und Agenten betrachtet. In der einfachsten Su-
garscapevariante bewegen sich Agenten im zweidimensionalen Raum (kartesische, ganzzahlige
Koordinaten) und konsumieren Zucker aus der Umwelt. Diese Umwelt ist ein zweidimensio-
nales CA-Gitter und beinhaltet in jeder Zelle eine bestimmte Menge an Zucker und einen
Maximalwert, den diese Menge nicht überschreiten darf. Auf diese Weise ist das Zustandsal-
phabet festgelegt. Der Zuckerwert wird nach einer variablen Wachstumsregel (der Zellregel)
nach dem Konsum durch die Agenten wieder aufgefüllt. Die Wachstumsregel kann als Transiti-
onsfunktion angesehen werden. Die Nachbarschaft in diesem einfachen Modell besteht nur aus
der Zelle selbst, auf die sie sich bezieht. Die Agenten sind in diesem Fall aus Sicht des CA ein
externer Einfluss, der unabhängig von der Transitionsfunktion den Zustand der Zellen beein-
flussen kann. Schrittweise wird dann im Buch von Epstein und Axtell das Sugarscape-Modell
weiterentwickelt und kompliziertere Regeln verwendet. Der CA und die Agenten bleiben jedoch
weiterhin separat.
2.3.3 MAS in (erweiterten) CA ohne Einschränkungen
Von den oben genannten Einschränkungen für als CA modellierte MAS sind einige relativ leicht
zu umgehen, wenn man die in Abschn. 2.2.1 Varianten implementiert. So können z. B. MAS mit
inhomogenen Agenten, also verschiedenen Typen von Agenten, einfach mit nicht-uniformen
CA modelliert werden. Agenten, die sich nicht synchron verhalten, können über ein asynchron-
serielles globales Überführungsschema modelliert werden. Die statische (unveränderliche) Sicht
der Agenten auf ihre Umwelt, die durch die statische Nachbarschaft entsteht, kann durch die
Verwendung von GCA umgangen werden. Es bleibt also noch die Beweglichkeit der Agenten
übrig, die im Modell nicht verankert ist, denn offensichtlich kann hier nicht mehr die Zelle als
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Agent betrachtet werden. Stattdessen muss eine Form gefunden werden, in welcher im Zellzu-
stand alle notwendigen Informationen, die den Agenten und seine Eigenschaften ausmachen,
enthalten sind. Dann allerdings ergibt sich für die Bewegung das Problem, dass im Sinne einer
CA-Architektur keine Schreibzugriffe, also das Kopieren eines Agenten von einer in die andere
Zelle, möglich sind. Bei einer etwas allgemeineren Betrachtungsweise sind nicht nur Bewegun-
gen des Agenten betroffen, sondern alle Aktionen, die auf einen Zustand in einer Nachbarzelle
wirken sollen. Diese Schreibzugriffe müssen durch entsprechende Zellregeln emuliert werden.
Zunächst soll der Fall betrachtet werden, in dem sich ein Agent von einer Zelle in eine Nach-
barzelle bewegt. Das bedeutet, der Agent befindet sich zum Zeitpunkt t nur in einer Quellzelle
z1, zum Zeitpunkt t +1 soll er sich nur in der Zielzelle z2 befinden. Es muss also eine Änderung
des Zustands in Zelle z1 und gleichzeitig eine Änderung des Zustands in Zelle z2 erfolgen. Nur
bei Agentensystemen, die das Klonen und Löschen von Agenten erlauben ergibt sich dieses Pro-
blem je nach Design des MAS nicht. Z. B. können die Marching Pixels, die zur Bildverarbeitung
eingesetzt werden, sterben oder sich vereinen [Kom10]. Da der Agent sich nicht selbst in die
Zelle z2 kopieren kann, muss es eine entsprechende Regel in Zelle z2 geben, die den Agenten
aus der Zelle z1 kopiert. In einer räumlichen Vorstellung könnte man davon sprechen, dass der
Agent, statt sich zu bewegen, von seiner Umwelt über das Zellulare Feld gezogen wird.
Nun sollen einige Ansätze anhand von Beispielen aus der Literatur vorgestellt werden, die
es erlauben, ein komplettes MAS innerhalb des CA-Modells zu beschreiben, in dem die Agen-
ten beweglich sind. Dabei sollen auch die Modellierung von Bewegungsgeschwindigkeit und
räumliche Konflikte berücksichtigt werden. Räumliche Konflikte ergeben sich dann, wenn sich
mehr als ein Agent auf die gleiche Zelle bewegen will. Das Grundproblem bei einem synchron-
parallelen CA ist dabei, dass sich die Agenten unter Umständen nicht in ihrer gegenseitigen
Nachbarschaft befinden, sie sich also nicht wahrnehmen können und daher versuchen könnten,
sich auf dieselbe Zielzelle zu bewegen. Man könnte die Zellen auch so entwerfen, dass sich eine
endliche Menge an Agenten gleichzeitig auf einer Zelle befinden darf, dann entsteht dennoch
der Konflikt, sobald diese Menge überschritten wird. Unendlich viele Agenten können nicht
zugelassen werden, da jede Zelle die Ressourcen für alle möglicherweise auf ihr befindlichen
Agenten bereitstellen muss.
Spicher et al. präsentieren in [SFS09] den Transactional CA, der sich aus der Übersetzung ei-
nes diskreten, in einer räumlichen Welt befindlichen MAS in das CA-Modell ergibt. Besonderes
Augenmerk wird dabei auf die Aktualisierung der Zustände gelegt, da z. B. die Reihenfolge bei
einer seriellen Aktualisierungsmethode das Ergebnis einer Simulation beeinflussen kann. Eine
sequentielle Aktualisierung und damit eine sequentielle Bewegung der Agenten (also ein Agent
nach dem anderen) ist eine Methode, um Konflikte sich bewegender Agenten zu verhindern.
Die Autoren geben zwei Gründe an, warum man dennoch eine synchrone Aktualisierung vor-
nehmen sollte. Zum einen sei eine Implementierung eines dann notwendigen Schedulers, der
die Reihenfolge steuert, auf einem parallel arbeitendem Gerät schwierig. Mit dem Gerät ist eine
Hardwarerealisierung einer CA-Architektur gemeint. Zum anderen führe die Einführung eines
Schedulers zu einem externen Einfluss, der nicht in der eigentlichen Problemformulierung vor-
gesehen war. Für die Bewegung eines Agenten von einer Quellzelle z1 auf eine Zielzelle z2, die
eine Konfliktbehandlung einschließt, wird ein Prozess mit drei Schritten vorgeschlagen:
1. Request: Quellzelle z1 ändert ihren Zustand so, dass die Zielzelle z2 im nächsten Schritt
sehen kann, ob ein Bewegungswunsch besteht.
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2. Approval-Rejection: Zielzelle z2 überprüft alle Bewegungswünsche der Nachbarn. Sie ändert
ihren Zustand, um so den Nachbarn zu signalisieren, ob eine Bewegung stattfinden kann
oder nicht. Sie kann dabei entweder ein Exklusivrecht für einen Agenten erteilen oder bei
mehreren Anfragen, allen Agenten die Bewegung untersagen.
3. Transaction: Je nach Zustand von Zielzelle z2, können nun z2 und z1 eine konsistente Ent-
scheidung treffen und ihre Zustände entsprechend ändern.
Eine fast identische Konfliktlösungsstrategie wird schon früher in [HHW99] präsentiert. Dort
werden nur zwei Phasen statt drei Schritte unterschieden, weil der Request-Schritt als implizi-
ter Zustand des Agenten gesehen wird. Der Agent hat also eine permanente (aber veränderli-
che) Bewegungsrichtung. Die erste Phase entspricht dem Approval-Rejection-Schritt und wird
Conflict-Resolution-Phase genannt. In derMovement-Phase wird dann wie im Transaction-Schritt
die eigentliche Transaktion vollzogen (durch kopieren und löschen). Beim Kopieren wird bereits
die Bewegungsrichtung des Agenten mit kopiert und kann je nach Regel auch verändert werden.
In [HHB06] wird eine Möglichkeit zur Konfliktlösung in nur einer Phase beschrieben. Dabei
bedient sich die Zielzelle einer asynchronen Feedback-Logik, die aus der Bewegungsrichtung des
Agenten innerhalb einer diskreten Zeitstufe ein Ablehnungs- oder Bestätigungssignal generiert.
Dieses generierte Signal ist also zum Zeitpunkt t schon in der Quellzelle abrufbar. Diese Lösung
ist allerdings nur auf einer das Modell konkretisierenden Architektur-Ebene implementierbar.
Die bisher genannten Möglichkeiten für die Konfliktlösung benutzen die Zielzelle als „Ersatz-
auge“ des Agenten, welches für den Agenten die Informationen sammelt. Man kann das Problem
aber auch an der Ursache packen und den Agenten eine erweiterte Sicht geben, d. h. man er-
weitert die Nachbarschaft soweit, dass alle notwendigen Informationen von der Quellzelle aus
gelesen werden können. Bei einem MAS, in dem die Agenten sich orthogonal auf dem Zellfeld
bewegen können, reicht eine von Neumann-Nachbarschaft mit Radius 2 aus, um eine Transiti-
onsregel zu erstellen, die weder von einer asynchronen Feedback-Logik abhängt, noch mehr als
einen Zeitschritt benötigt, um eine Bewegung durchzuführen. Das ist der Ansatz, der auch in
dieser Arbeit verwendet wird.
Toffoli und Margolus beschreiben in [TM87, Kap. 12] die Margolus-Nachbarschaft, die eine
andere Art der Nachbarschaftserweiterung darstellt. Unter dem Begriff Partitioning Cellular Au-
tomaton fassen sie endliche Blöcke von Zellen zusammen, die sich nicht überschneiden und
regulär im Zellularen Feld angeordnet sind. Für jeden der Blöcke existiert eine Blockregel, die
die Zustände innerhalb des Blocks aktualisiert. In jedem Zeitschritt wird die Aufteilung des Zel-
lularen Felds wieder verändert, so dass andere Mengen von Zellen zusammen in einem Block
zusammengefasst werden. Auf diese Weise können bewegliche Teile (Agenten) nie in Konflikte
geraten, da ja immer nur Blöcke als Ganzes aktualisiert werden und diese nicht mit anderen
Blöcken in Berührung kommen. Durch die Veränderung der Zuordnung zu den Blöcken, können
Agenten beliebige Positionen erreichen.
Bisher noch nicht diskutiert wurde der Fall, dass Agenten in einem MAS unterschiedliche
Bewegungsgeschwindigkeiten haben können. Eine höhere Geschwindigkeit als die Bewegung
von einer Zelle zu einer anderen würde bedeuten, dass ein Agent in einem Zeitschritt gleich
mehrere Nachbarzellen überspringt. Eine geringere Geschwindigkeit würde bedeuten, dass ein
Agent mehr als einen Zeitschritt benötigt, um in die Nachbarzelle zu gelangen.
Dijkstra et al. stellen in [DJT01] eine Lösung vor, die unterschiedliche Geschwindigkeiten
modelliert, indem die Zeitschritte abhängig von der Maximalgeschwindigkeit der Agenten in
Teilschritte („time-step-slices“) aufgespalten werden. Agenten, die die Maximalgeschwindigkeit
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haben, bewegen sich dann in jedem Zeitschritt eine Zelle weiter, langsamere Agenten fügen
Warteschritte ein.
Eine höhere Geschwindigkeit kann aber auch über eine erweiterte Nachbarschaft realisiert
werden. Dabei muss ein Agent auf alle Zellen „im Blick“ haben, die von der Zielzelle aus gese-
hen bei Maximalgeschwindigkeit in deren Reichweite liegen. Das führt bei hohen Geschwindig-
keiten zu großen Nachbarschaften und damit zu komplexeren Zellregeln. Eleganter kann das
Problem der großen Distanzen mit GCA gelöst werden. In [SHH10] wird eine GCA-Architektur
entwickelt, um Verkehrssimulationen mit Agenten, die eine bestimmte Maximalgeschwindigkeit
haben, effizienter machen zu können.
2.4 Kapitelzusammenfassung
In diesem Kapitel wurden die Grundlagen von MAS beschrieben. Begriffe zur Beschreibung der
Charakteristika von Agenten und MAS wurden definiert, und Klassifikationen von MAS vorge-
stellt, um darauf aufbauend eine Modellierung des Systems im nächsten Kapitel vornehmen zu
können. Einige grundlegenden Eigenschaften von MAS, wie Emergenz und Selbst-X-Eigenschaften
wurden erklärt und auf den Zusammenhang von lokalem Verhalten der Agenten und globalem
Verhalten des Gesamtsystems hingewiesen. Dieser Zusammenhang ist von entscheidender Be-
deutung bei der Optimierung des MAS, denn die Angriffspunkte des Entwicklers mit einem
Optimierungsverfahren liegen immer im lokalen Verhalten, obwohl es das globale Verhalten ist,
das letztendlich optimiert werden soll.
Des Weiteren wurden die Grundlagen von Zellularautomaten auf mathematischer Basis vor-
gestellt und einige prinzipielle Möglichkeiten der Nutzung des CA-Modells als MAS beschrieben.
Insbesondere auf die Problematik der Modellierung von beweglichen Agenten und auf aus der
Literatur bekannte Ansätze zur Überwindung dieser wurde hingewiesen. Diese Ansätze können
nun bei der Entwicklung eines allgemeinen Modells in Kap. 3 für MAS mit beweglichen Agenten
aufgegriffen und gegebenenfalls erweitert werden.
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3 Modellierung von Multiagentensystemen
in Zellularen Automaten
In Kap. 2 wurden einige spezielle Beispiele von MAS, die als CA modelliert sind, genannt. Auf
Einschränkungen und Möglichkeiten diese aufzulösen wurde hingewiesen. In diesem Kapitel
wird nun ein allgemeines Modellierungskonzept von MAS in CA vorgestellt, das anpassbar und
erweiterbar für spezifische MAS ist. Unter die Anpassbarkeit fallen Bereiche wie die Menge
der Aktionen der Agenten, die Modellierung des Verhaltens der Agenten, deren Sensorik, die
Struktur der Zellen im Sinne von räumlicher Anordnung und die Typen von Objekten in der
Welt des MAS.
In Abschn. 3.1 wird in Erweiterung zu Abschn. 2.3 die allgemeine Vorgehensweise beim Mo-
dellieren eines MAS mit beweglichen Agenten in CA beschrieben. Das Resultat ist ein parametri-
sierbares MAS, das sich für spezielle Anwendungen anpassen lässt und vom Agentenverhalten
abstrahiert. Es ist somit für eine Vielzahl der Formen von künstlicher Intelligenz geeignet.
In Abschn. 3.2 wird die Modellierung des Agentenverhaltens mit endlichen Zustandsautoma-
ten besprochen und deren Einbettung in das CA-Modell detailliert beschrieben. Danach werden
alternative Möglichkeiten zur Modellierung des Verhaltens des Agenten besprochen, die eben-
falls in das allgemeine CA-Modell integriert werden könnten. Insgesamt wird damit das erste
Teilziel, der Entwurf eines Modells zur Beschreibung von Multiagentensystemen in Zellularen
Automaten, erreicht.
3.1 Modellierungskonzept von MAS in CA
Ausgehend von der Diskussion von MAS und CA in Abschn. 2.3 wird die Beschreibung eines
als CA modellierten MAS konkretisiert und um alle Elemente erweitert, die für die vollständige
Beschreibung eines MAS notwendig sind. Dabei wird zunächst das Verhalten der Agenten au-
ßen vor gelassen, um ein allgemeines Modell zu erhalten, das für jegliche Form von perzeptiven
und reaktiven Agenten geeignet ist. Bei konkreten MAS mit einer endlichen Anzahl von Ob-
jekten und bekannten Regeln kann das allgemeine Modell unter Umständen stark vereinfacht
werden. Grundsätzlich sollte man außerdem erwähnen, dass die im Folgenden beschriebene
Modellierung nicht die einzig mögliche ist.
Um eine vollständige Beschreibung eines MAS zu erhalten, müssen alle Komponenten der
Agentenwelt und ihre Attribute angegeben werden. Die Komponenten der Agentenwelt sind
Objekte verschiedenen Typs (Objekttyp), die in zwei Kategorien aufgeteilt werden können:
1. Agenten (möglicherweise verschiedenen Typs). Agenten sind spezielle aktive Objekte, die
autonom, perzeptiv und reaktiv sind. Durch die Autonomität und Aktivität wäre aus
sprachlicher Sicht sicherlich der Begriff „Subjekt“ angebrachter. Das Wort Objekt soll aber
hier gerade nicht im Sinne von „passiv“ verstanden werden, sondern als ein in sich abge-
schlossener Bestandteil des Gesamtsystems.
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2. passive Objekte, die nicht alle erforderlichen Kriterien erfüllen, um als Agent bezeichnet
werden zu können. Dabei kann es sich z. B. um gegenständliche Objekte wie Hindernisse
oder Ressourcen, die von Agenten eingesammelt werden, handeln, aber auch um abstrakte
Objekte, wie Informationen, die von den Agenten gelesen und/oder verändert werden
können.
Die Beweglichkeit eines Objekts ist weder eine hinreichende, noch eine notwendige Bedingung
für die Einordnung als Agent. Ebenso verhält es sich mit den Eigenschaften modifizierend und
kommunikativ. Einige Attribute aus Tab. 2.1 können lediglich Agenten betreffen, da sie eine Au-
tonomität und Reaktivität voraussetzen (z. B. Rationalität und Lernfähigkeit). Passive Objekte
können auch dynamisch sein, d. h. sie können erzeugt werden, gelöscht werden, kopiert wer-
den oder sich vereinigen. Dies kann entweder durch Aktionen von Agenten verursacht werden
oder aber durch Beeinflussung von anderen Objekten oder von globalen Parametern, wie der
Zeit. Jedes Objekt im MAS kann Attribute besitzen, die fixe oder veränderliche Werte annehmen
können. Wie die dynamischen Objekte, können Werte entweder durch modifizierende Agenten,
andere Objekte oder globale Parameter verändert werden. Ein Beispiel für dynamische passive
Objekte mit veränderlichen Werten ist das Objekt vom Typ Pheromon mit dem Attribut Intensi-
tät. Nehmen wir ein MAS an, in dem Agenten Objekte des Typs Pheromon erzeugen. Direkt nach
dem Erzeugen haben Pheromone die Intensität 10. In jedem Zeitschritt, soll dann die Intensi-
tät um 1 dekrementiert werden. Die Dynamik entsteht also durch die Aktion der Agenten, die
Werte des Attributs Intensität werden in Abhängigkeit vom globalen Parameter Zeit verändert.
Pheromone sind keine Agenten, da sie nicht perzeptiv und reaktiv sind.
3.1.1 Das Zellulare Feld als Agentenwelt
Jedes Objekt hat zu jeder bestimmten Zeit eine bestimmte Position in der Agentenwelt. Dies
kann eine Position in kartesischen Koordinaten sein oder eine Position in einer Topologie, die
keine räumliche Interpretation besitzt. In beiden Fällen wird diese Position jedoch durch genau
eine Zelle eines Zellularen Feldes repräsentiert. Man könnte auch sagen, jedes Objekt befindet
sich in oder auf genau einer Zelle des Zellularen Feldes. Das Objekt mitsamt seinen Attribu-
ten ist also in der Zelle gespeichert. Die Position selbst ist nicht zwangsläufig ein zusätzliches
Attribut, sondern implizit durch die Identifikation der Zelle (und ihrer Position innerhalb des
Zellularen Feldes) gegeben. In MAS, in denen die Position eines Objektes von Agenten aus der
Nachbarschaft gelesen werden soll, oder die eigene Position bekannt sein soll, muss die Position
als Attribut vorliegen.
Auf jeder Zelle können potentiell mehrere Objekte gleichen oder verschiedenen Typs gleich-
zeitig sein. Wie viele Objekte jeden Typs gleichzeitig auf einer Zelle sein können, wird durch
die konkrete Realisierung der Zellstruktur beschränkt. Jede Zelle muss alle Ressourcen für alle
Objekte, die im Verlauf einer Simulation eines MAS auf dieser Zelle positioniert sein könnten,
bereitstellen, d. h. alle Attribute aller Objekttypen müssen (gegebenenfalls mehrfach) gespei-
chert sein. Zusätzlich muss die Zelle die Regeln beinhalten, die für die jeweiligen Objekttypen
gelten. Angenommen, eine Zelle darf maximal ein Objekt (gleich welchen Typs) beherbergen,
so muss sie dennoch für alle im MAS befindlichen Typen, jeweils einmal alle Attribute speichern.
Um nun festzustellen, ob ein Objekt, und wenn ja, welches Objekt sich gerade auf der Zelle be-
findet, ist ein weiteres Merkmal notwendig: Der Zelltyp τ legt in jeder Zelle fest, welche Objekte
sich gerade auf bzw. in ihr befinden, also welche von den gespeicherten Attributen relevant sind.
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Abb. 3.1.: Allgemeine Struktur einer Zelle in einem CA-Multiagentensystem. Es ist für jeden Ob-
jekttyp für die im Systemmaximal erlaubte Anzahl (Anzahl der Spalten) Objekte jeden
Typs (Anzahl der Zeilen), ein Speicherplatz vorgesehen. Darin sind alle Attribute für
das Objekt enthalten.
Abb. 3.1 zeigt den allgemeinen Aufbau der Zellstruktur, die eine Konkretisierung der Zell-
struktur aus Abb. 2.6 darstellt, allerdings der Übersicht halber ohne die Berücksichtigung von
probabilistischen Regeln. Der Zustand einer Zelle ist die Gesamtheit aus Zelltyp und allen Attri-
buten. Die Regeln für passive Objekte sind in der Transitionsfunktionφ ebenso enthalten wie die
Regeln für aktive Objekte. Im Fall der Agenten werden die Regeln auch als Agentenprogramm
bezeichnet und beinhalten eine Form von Intelligenz, die Entscheidungen trifft (s. Abschn. 3.2).
Die Zelltypen und alle Attribute der Nachbarzellen können als Variablen in die Regeln und
Agentenprogramme eingehen. Die Regeln der passiven Objekte bzw. das Programm der Agen-
ten werden nur dann sinnvoll angewendet, wenn die betreffenden Objekte tatsächlich an der
Zellposition sind. Der Zelltyp liefert also die Grundlage einer Zellregel mit Fallunterscheidung.
Ein Teil der Zellregel ist natürlich auch die Aktualisierung des Zelltyps, wenn Objekte gelöscht,
verschoben, vereinigt oder erzeugt werden. Der Zelltyp einer Zelle ist also nicht statisch, sondern
verändert sich durch die Zellregel, die wiederum vom Zelltyp abhängt.
Es ist nicht einfach möglich, jede Komponente dieser Struktur, genau einer der Komponen-
ten des MAS zuzuordnen, wie sie in Abschn. 2.1 beschrieben und in Abb. 2.1 sowie Abb. 2.2
dargestellt sind. Dennoch entspricht diese Struktur immer noch dem allgemeinen Konzept ei-
nes MAS. Der Datenzustand und der evtl. vorhandene Kontrollzustand sind in den Attributen
eines Agenten codiert. Der Sensor, die Kontrollfunktion und der Aktuator sind allesamt in der
Transitionsfunktion φ enthalten. Das bedeutet, dass φ für jeden Agenten in der Zelle diese
drei Komponenten beinhaltet. Demzufolge sind die Wahrnehmung und die Entscheidung hier
nicht sichtbar. Die Aktion eines Agenten ist hier ein bestimmter Anteil des Outputs der Funkti-
on φ, lässt sich aber auch nicht unbedingt daraus extrahieren, da der Output gleich mehreren
Aktionen von mehreren Agenten entspricht. Die Umwelt eines Agenten setzt sich zusammen
aus der Gesamtheit der Zustände aller anderen Zellen, dem Zelltyp der eigenen Zelle sowie
allen Attributen der anderen Objekte in der eigenen Zelle. Der für den Agenten wahrnehmba-
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re Ausschnitt der Umwelt ist abhängig von der konkreten Realisierung der Funktion φ, bleibt
jedoch beschränkt auf die Nachbarschaft der Zelle. Abb. 3.2 zeigt dies für die von Neumann-
Nachbarschaft mit Radius 1. Der modifizierbare Ausschnitt der Umwelt bleibt beschränkt auf
den Teil der Umwelt, der sich auf der eigenen Zelle befindet, weil nur dort Schreibzugriffe
möglich sind.
Abb. 3.2.: (a) Wahrnehmbare und (b) modifizierbare Ausschnitte der Umwelt aus Sicht eines
Agenten (als Dreieck dargestellt) in der mittleren Zelle.
In den folgenden Abschnitten wird die Struktur weiter „entfächert“, so dass die einzelnen
Komponenten besser sichtbar werden. Außerdem wird eine Erweiterung eingeführt, die durch
Emulation von Schreibzugriffen den modifizierbaren Ausschnitt der Umwelt potentiell auf die
ganze Nachbarschaft ausweitet.
Es ist nicht unbedingt erforderlich, dass alle Zellen die gleiche Struktur besitzen. So können
die Nachbarschaft, die Anzahl und Art der möglichen enthaltenen Objekte und deren Regeln
variieren. Dies entspricht der Verwendung unterschiedlicher Regelmengen, die auch probabi-
listisch sein können, und einer Zuordnungsfunktion zu den Zellen, wie in Definition 2.2. Über
die Angabe des Quadrupels, welches einen nicht-uniformen CA definiert, kann also die Struktur
jeder einzelnen Zelle, sowie die Topologie des Feldes und die Dimension angegeben werden.
Implizit hat man damit auch schon die Randbehandlung über spezielle Regeln oder einen
Wrap-around gemacht. Beide Möglichkeiten bedeuten gleichzeitig eine endliche Begrenzung
des Zellularen Feldes. Eine notwendige Angabe zur vollständigen Spezifizierung eines MAS ist
dann auch die Größe (Länge in jeder Dimension) des Feldes.
Zum Simulieren des MAS braucht man schließlich noch eine Ausgangskonfiguration. Diese
ergibt sich aus den initialen Positionen aller Objekte, d. h. aus den Zelltypen aller Zellen, und
den initialen Werten aller Objektattribute.
3.1.2 Interaktionen der Objekte
Nun soll die Transitionsfunktion mit den Regeln aller aktiven und passiven Objekte etwas detail-
lierter untersucht werden. Bisher enthält die Funktion φ die Regeln aller Objekte. Sie bildet von
der Menge SN auf die Menge S ab, aber alle Elemente von S sind selbst schon Tupel aus je einem
Wert für jedes Attribut von jedem Objekt plus einem Wert für den Zelltyp. Diese Komplexität soll
durch die Aufspaltung der Transitionsfunktion in mehrere Regeln (eine für jedes Objekt) verein-
facht werden. Abgesehen von der einfacheren Modellierung, entspricht diese Vorgehensweise
auch eher der Vorstellung, dass jedes Objekt für sich eine Transitionsfunktion besitzt. Dabei ist
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aber auch zu beachten, dass eventuell Abhängigkeiten zwischen den Transitionen der einzelnen
Objekte bestehen.
Im Folgenden wird für die Beschreibung der Struktur vom allgemeinen Fall möglichst komple-
xer Objekte ausgegangen. Passive Objekte, sind solche, denen etwas fehlt, um ein Agent zu sein.
Daher kann man in der Zellstruktur prinzipiell davon ausgehen, dass alle Objekte wie Agenten
strukturiert sind, d. h. alle Komponenten des Agenten bereitstellen. Wenn diese nicht benötigt
werden, können sie in einer konkreten Implementierung weggelassen werden.
Ein Objekt ist modifizierbar, wenn es ein Attribut besitzt, dass verschiedene Werte annehmen
kann. Die Modifikation kann durch das Objekt selbst erfolgen, oder durch Interaktion mit an-
deren Objekten. Die Interaktion zwischen den Objekten kann indirekt durch das Benutzen der
Zustände der Attribute von anderen Objekten als Eingangsvariablen für die Transitionsfunktion
geschehen, oder direkt. Damit ist gemeint, dass ein Objekt ein anderes Objekt bzw. dessen At-
tribute direkt modifizieren kann, ohne zuerst den eigenen Zustand zu ändern. Als Beispiel kann
hier wieder das Objekt vom Typ Pheromon mit dem Attribut Intensität herangezogen werden.
Die Erzeugung eines Pheromons durch einen Agenten, wie oben beschrieben, ist eine Modifika-
tion. Wenn der Agent eine Aktion ausführt, die das Pheromon erzeugt, dann ist das eine direkte
Modifikation, ändert er hingegen nur seinen eigenen Zustand, welcher dann von einem Objekt
Pheromon gelesen wird und zu seiner eigenen Erzeugung führt, dann handelt es sich um ei-
ne indirekte Modifikation. Obwohl es nicht unbedingt der intuitiven Vorstellung von Objekten
entspricht, dass nicht existente Objekte die Zustände anderer Objekte lesen können und sich
selbst danach erzeugen, so ist es im Modell dennoch möglich, da die Existenz eines Objektes ja
nur durch den Zustand codiert ist. Man könnte auch sagen, die Existenz eines Objektes ist eine
seiner Eigenschaften. Ein leichter nachvollziehbares Beispiel für indirekte Modifikation ist ein
System mit den Objekten Ampel und Autofahrer. Die Ampel verändert ihren eigenen Zustand
(z. B. das Attribut Signal von rot nach grün), dieser wird vom Autofahrer gelesen und bewirkt
dort eine Zustandsänderung (z. B. das Attribut Gemütszustand von ungeduldig nach erfreut).
Darüber hinaus kann man zwischen der Modifikation von Objekten auf der Zelle selbst und
Objekten auf Nachbarzellen unterscheiden. So könnte ein Agent die Pheromone auf einer Nach-
barzelle ablegen (direkte Nachbar-Modifikation). Eine indirekte Nachbar-Modifikation findet
durch den Einfluss der Zustände der Nachbarzellen auf die Transitionsfunktion statt, z. B. wenn
sich die Ampel und der Autofahrer nicht auf der gleichen Zelle befinden.
Zunächst soll der Fall ohne direkte Modifikation betrachtet werden, da er der einfachste ist.
Die Attribute der jeweiligen Objekte werden dann nur von den Regeln des eigenen Objekts
verändert (Abb. 3.3). Jedes Objekt verfügt über einen Sensor, der aus sämtlichen Eingangsva-
riablen die nicht verwendeten filtert und nur die relevanten als Wahrnehmung weitergibt. Die
Funktionen φA,φB, . . . beinhalten die Kontrollfunktion und den Aktuator. Außerdem realisieren
sie die Wirkung, indem sie direkt den neuen Wert der Attribute ausgeben. Die Aktionen und
Entscheidungen sind in dieser Struktur nicht direkt sichtbar. Neben den Attributen aller Objekte
wird auch der Zelltyp τ durch die Funktionen φA,φB, . . . verändert. Bei der Veränderung des
Zelltyps sind alle dynamischen Objekte zu berücksichtigen, die aufgrund der Eingangsvariablen
gelöscht oder erzeugt werden können. Die Funktion φτ bestimmt den neuen Zelltyp τ. Diese
Funktion ist zusätzlich zu den separaten Funktionen der Objekte notwendig, da alle Objekte
und deren Entscheidungen einen Einfluss auf den Zelltyp. Alle Funktionen zusammen (inklusi-
ve der Sensoren) ergeben die ursprüngliche Transitionsfunktion φ. Die Struktur mit separaten
Objekten ist abbildbar auf die allgemeine Struktur aus Abb. 3.1. Die Funktionen φA,φB, . . . und
φτ haben (entsprechende Sensoren vorausgesetzt) die gleichen Eingangsvariablen wie φ und
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können somit die gleiche Funktion realisieren, die die Werte für die Attribute und den Zelltyp
generiert.
Abb. 3.3.: Struktur der Zellen im MAS mit separaten Transitionsfunktionen. Die Objekte umfas-
sen in dieser Darstellung all ihre Attribute und die Regeln bzw. das Verhalten. Zur
besseren Übersichtlichkeit sind hier nur drei Objekte dargestellt.
MAS, in denen alle Objekte, also auch Agenten, lediglich sich selbst direkt modifizieren kön-
nen, sind ein sehr einschränkender Spezialfall, da nur eine indirekte Kommunikation und In-
teraktion möglich ist. Die Pheromone z. B. können so nicht modelliert werden, da sie von den
Agenten erzeugt, und damit direkt modifiziert werden. Nehmen wir außerdem wie oben wieder
an, die Intensität der Pheromone soll sich in jedem Zeitschritt um 1 dekrementieren und dass
ein Agent unter bestimmten Bedingungen nicht nur Pheromone erzeugt, sondern auch deren
Intensität um 5 erhöhen kann. In diesem Fall tritt zunächst scheinbar ein Konflikt auf, denn die
Intensität kann nicht gleichzeitig um 5 erhöht und um 1 verringert werden. Da es sich bei der In-
tensität um einen Skalar handelt, liegt es Nahe, dass man beide Effekte miteinander verrechnet.
Das bedeutet aber, dass die Transitionsfunktion des Agenten, die die Aktion der Erhöhung als
Reaktion auf den gegenwärtigen Zustand der Eingangsvariablen bestimmt hat, auf die Attribute
des Pheromons Einfluss hat.
Ein allgemeinerer Fall, in dem zwei Objekte gegenseitig modifizierenden Einfluss auf ihre
Attribute haben, die keine Skalare sind, ist folgendes simples Beispiel: Gegeben sind zwei Agen-
tentypen, Räuber und Beute. Der Räuber hat zwei mögliche Aktionen, zuschnappen und nicht
zuschnappen, während die Beute die zwei Aktionen flüchten und nicht flüchten ausführen kann.
Der Räuber hat das Attribut Sättigung, das entweder im Zustand satt oder hungrig sein kann.
Die Beute hat das Attribut Gesundheit, das die Zustände gesund und verletzt annehmen kann.
Angenommen, ein hungriger Räuber und ein Agent des Typs Beute (gesund) sind auf einer Zel-
le vorhanden, dann gibt es vier mögliche Kombinationen von gleichzeitigen Aktionen. Nur wenn
der Räuber zuschnappt und die Beute nicht flieht, soll der Räuber danach satt sein und die Beute
verletzt. In den anderen Fällen bleibt die Beute gesund und der Räuber hungrig. Die Attribute
beider Agenten sind in diesem Szenario von beiden Aktionen abhängig.
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Im allgemeinen Fall könnten also alle Objekte alle anderen Objekte direkt beeinflussen (Abb.
3.4). Aus den selektierten Eingangsvariablen werden in den Transitionsfunktionen φKA,φKB, . . .,
die der Kontrollfunktion entsprechen (der Übersicht halber sind in der Abbildung nur drei Ob-
jekte enthalten), Entscheidungen e bestimmt. Bei diesen Entscheidungen handelt es sich nicht
um eine direkte Veränderung der Werte in den Attributen der anderen Objekte sowie in den
eigenen Attributen, sondern um eine Reaktion des Objekts auf den aktuellen Zustand seiner
Umwelt. Die Aktuatoren wandeln die Entscheidungen der einzelnen Objekte eA, eB, . . . in eine
Aktion aA, aB, . . . um, und können dabei gegebenenfalls weitere Inputs aus den Nachbarzellen
benutzen, um Bedingungen zu überprüfen. Als Bindeglied zwischen der Kontrollfunktion und
der Umwelt kann der Aktuator so die Entscheidung eines Agenten relativieren oder auf eine ge-
eignete Weise umsetzen. Das ist sinnvoll in Fällen, in denen die Kontrollfunktion nicht implizit
alle Regeln des MAS kennt und befolgen kann, oder wenn die Entscheidungen der Kontrollfunk-
tion nur von abstrakter Form sind und bedingt durch weitere äußere Zustände eine bestimmte
Aktion auslösen sollen.
Die Aktionen aller Objekte werden durch einen Aktionsarbiter auf Konflikte übreprüft (z. B. die
sich gegenläufig verhaltenden Änderungen des Pheromons oder die voneinander abhängigen
Aktionen des Räuber-Beute-Beispiels). Aktionen werden gegebenenfalls verrechnet, ignoriert
oder priorisiert und für jedes Attribut und den Zelltyp eine Basisoperation b ausgegeben. Die
Basisoperationen bx , by , . . . und bτ werden den Rechenfunktionen φx ,φy , . . . und φτ zugeführt,
die die Werte der Attribute und des Zelltyps aktualisieren. Eine Rechenfunktion kann dabei eine
Basisoperation aus einer begrenzten Menge von Basisoperationen durchführen, beispielsweise
in einem Pheromon, in dem das Attribut Intensität um 1 inkrementiert oder dekrementiert wer-
den kann, können die beiden Basisoperatioenen inkrementieren und dekrementieren verarbeitet
werden. Die Rechenfunktionen sind so gestaltet, dass sie einzelne Attribute aktualisieren und
nicht den gesamten Datenzustand eines Objekts, der aus mehreren Attributen bestehen kann.
Deshalb erfüllt der Aktionsarbiter auch bei Zellen mit nur einem einzigen Objekt eine Funkti-
on. Er muss dann die Aktionen in Basisoperationen für jedes einzelne Attribut aufspalten. Die
Rechenfunktion und der Speicher für das Attribut als Einheit wird auch Rechenwerk genannt.
In dieser Zellstruktur sind die Objekte und deren Attribute getrennt dargestellt, da über den
Aktionsarbiter eine gegenseitige Beeinflussung der Attribute erlaubt sein soll. Dennoch kann
man immer noch jedem Objekt die zugehörigen Attribute zuordnen und damit eindeutig bestim-
men, ob ein bestimmter Teil der Zelle zu einem Objekt gehört oder nicht. Die gesamte Struktur
ist abbildbar auf die Struktur aus Abb. 3.1, denn die Kontrollfunktionen erhalten (entsprechen-
de Sensoren vorausgesetzt) die gleichen Inputs wie die Transitionsfunktion φ und können damit
Entscheidungen generieren, die über den Aktuator und Aktionsarbiter dieselben Veränderungen
am Zustand der Zelle bewirken wie eine beliebige Funktion φ.
Zellstruktur für direkte Modifikationen auf Nachbarzellen. Direkte Modifikationen ande-
rer Objekte auf der gleichen Zelle sind mit dem bisher entwickelten Modell möglich, direkte
Nachbar-Modifikationen aber nicht. Die naheliegendste Möglichkeit das Modell so zu erweitern,
dass es solche Modifikationen erlaubt, ist, die Entscheidungen aus den Nachbarzellen abzugrei-
fen. Dabei bewegt man sich aber vom Modell des CA weg, denn die Transitionsfunktion, die von
einem diskreten Zeitpunkt t in den nächsten (t+1) führt, kann als Eingangsvariablen nur die ak-
tuellen Zustände und globalen Parameter benutzen. Die Entscheidungen sind ja zum Zeitpunkt
t noch nicht daraus berechnet worden. Es muss also eine Möglichkeit geschaffen werden, bei
der innerhalb der Transitionsfunktion φ sowohl die Entscheidungen der Objekte in der eigenen
Zelle, sowie die der Nachbarzellen berechnet werden. Kurzum, es ist notwendig, dass die Senso-
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Abb. 3.4.: Struktur einer Zelle im MAS mit gegenseitiger Interaktion zwischen den Objekten. Zur
besseren Übersicht sind hier nur drei Objekte dargestellt.
ren, die Kontrollfunktion (die Funktionen φKA,φKB, . . .) und die Aktuatoren aller Nachbarzellen
in der Zelle repliziert sind, damit deren Ergebnisse für den Aktionsarbiter zur Verfügung stehen.
Die Gesamtheit aus Sensor, Kontrollfunktion und Aktuator wird als Kontrolleinheit definiert.
Abb. 3.5.: Struktur einer Zelle in einemMASmit einem Objekt und replizierten Kontrolleinheiten
in der von Neumann-Nachbarschaft. Der Übersicht halber sind hier die Ausgänge zu
den anderen Zellen und die Eingänge der Nachbarn zu den Aktuatoren nicht darge-
stellt. Zur Bezeichnung der Zellen zi werden nur die Indizes i verwendet.
Abb. 3.5 zeigt eine Zellstruktur für eine Zelle mit einem einzigen Agenten mit einem Attribut
d. Die Verwendung von replizierten Funktionen macht allerdings eine Erweiterung der Nach-
barschaft notwendig (Abb. 3.5(a)), denn für die Berechnung der Entscheidungen der Nach-
barzellen müssen auch die Eingangsvariablen der Nachbarzellen verwendet werden, welche
von den Nachbarn der Nachbarn kommen. Das bedeutet eine Erhöhung des Radius um r für
Nachbarschaften, die mit einem Radius r definiert sind. Die Nachbarzellen werden nach den
Himmelsrichtungen zN , zE, zS, zW (North, East, South, West) genannt, zC (Center) ist die Zelle,
auf die sich die Nachbarschaft bezieht, zNN , zNW , zN E, zWW , zEE, zSW , zSE und zSS sind die Be-
zeichnungen für die weiter entfernten Nachbarn. In MAS, in denen nur ein Teil der Objekte von
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Objekten auf Nachbarzellen direkt modifiziert werden kann, muss nur der entsprechende Teil
der Kontrolleinheiten repliziert werden.
Abb. 3.6 zeigt beispielhaft den gegenüber Abb. 3.2 erweiterten modifizierbaren Ausschnitt
der Umwelt aus Sicht des Agenten (nicht aus Sicht der Zelle wie in Abb. 3.5), der als Dreieck
dargstellt ist.
Abb. 3.6.:Modifizierbare Ausschnitte der Umwelt mit replizierten Kontrollfunktionen (gestri-
chelte Dreiecke) aus Sicht des Agenten in der mittleren Zelle (Dreieck).
Für jedes MAS ergeben sich durch die jeweiligen Eigenschaften der Agenten und passiven
Objekte sowie deren Regeln unterschiedliche Möglichkeiten zur Optimierung des Modells hin-
sichtlich der benötigten Ressourcen in der Zellstruktur. Insofern muss für jedes MAS individuell
eine Zellstruktur entwickelt werden, die die allgemeine Struktur konkretisiert. Es können aber
allgemeine Ansätze zur Optimierung diskutiert werden, die für typische MAS so oder in ähnli-
cher Form anwendbar sind.
Eine Idee zur Verringerung der Ressourcen ist, anstelle der Replikation aller Agenten der
Nachbarn, nur eine Kontrolleinheit pro Zelle zu verwenden, die auch nur eine Aktion berech-
net. Das kann die Aktion eines Agenten sein, der sich gerade auf der Zelle selbst befindet, oder
die Aktion eines Agenten auf einer Nachbarzelle. Die Reduzierung der Anzahl der Kontrollein-
heiten der Agenten ist besonders erstrebenswert unter der Annahme, dass dem Verhalten der
Agenten eine komplexe Modellierung zugrunde liegt, die viele Ressourcen verbraucht. Das Prin-
zip ist aber nur anwendbar, wenn man einige Einschränkungen macht, d. h. man muss über die
Regeln sicherstellen, dass auch immer nur maximal eine Kontrolleinheit für einen Agent die-
sen Typs benötigt wird, also bei solchen MAS, in denen eine direkte Nachbar-Modifikation nur
dann stattfinden kann, wenn sich auf dieser Nachbarzelle kein Agent gleichen Typs befindet.
Ein typischer Fall ist die Modellierung der Bewegung eines Agenten (Abschn. 3.1.3). Für die
MAS, die innerhalb dieser Einschränkungen modelliert werden können, würde dies jedoch eine
Optimierung darstellen.
Wenn nur eine Kontrolleinheit verwendet wird, muss die Zellstruktur angepasst werden (Abb.
3.7). Es müssen die Eingänge aller Nachbarn aus der erweiterten Nachbarschaft im einzigen
Sensor vorverarbeitet werden, d. h. der Sensor muss anhand der Eingänge prüfen können, wel-
ches der Objekte in der Nachbarschaft, in der Kontrollfunktion berechnet werden soll, und wählt
dementsprechend die richtigen Wahrnehmungen aus, um sie an die Kontrollfunktion weiterzu-
geben. Der Sensor ist damit nicht nur ein Filter der Inputs auf die Kontrollfunktion der jeweiligen
Agenten, sondern er übernimmt auch eine Vorverarbeitung der Signale, indem er bestimmte fi-
xe Regeln auswertet. Handelt es sich um eine Kontrollfunktion mit internem Kontrollzustand s,
muss dieser auch von der richtigen Nachbarzelle gelesen und verwendet werden. Dazu wird ein
Multiplexer eingefügt, der vom Sensor gesteuert wird. Die Kontrollfunktion berechnet dann die
Entscheidung e und den neuen Kontrollzustand s′. Der Kontrollzustand, der gespeichert wird,
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ist also potentiell der Kontrollzustand eines Agenten, der sich gar nicht in der Zelle befindet. Das
ist aber kein Problem, da sich in diesem Fall gar kein Agent in der Zelle befindet (sonst hätte
man die Kontrolleinheit ja nicht für einen anderen Agenten benutzen können) und somit auch
kein noch benötigter Zustand überschrieben wird.
Abb. 3.7.: Erweiterung der Zellstruktur ohne replizierte Kontrolleinheiten. Ein Multiplexer wählt
den Zustand eines Agenten aus der Nachbarschaft aus.
Aktionsmapping und Inputreduktion. Bei Agenten, die in der Lage sind, passive Objek-
te zu manipulieren, z. B. zur indirekten Kommunikation über Pheromone, wird die Aktion a
durch den Aktionsarbiter auf eine oder mehrere Basisoperationen abgebildet und zur richti-
gen Rechenfunktion weitergeleitet, die die Intensität des Pheromons verändert. Ebenso können
Aktionen von anderen Agenten eine Wirkung auf die eigenen Attribute haben. Man könnte
dies als unbewusste Beeinflussung oder Beeinflussung gegen den „Willen“ des Agenten sehen.
Auf diese Weise können auch Regeln des MAS befolgt werden, die der Agent nicht zu kennen
braucht. Z. B. muss der Agent nicht wissen, ob er sich tatsächlich bewegen kann, wenn er eine
Bewegung als Entscheidung ausgibt. Die Kontrollfunktion könnte eine Entscheidung ausgeben,
die eine Bewegung vorsieht, aber der nachgeschaltete Aktuator bekommt einen weiteren In-
put, der dazu führt, dass die Bewegung nicht stattfindet. Oder man modelliert es umgekehrt
so, dass die Kontrollfunktion eine Entscheidung ausgibt, die unabhängig davon ist, ob sich der
Agent bewegt oder nicht, und der nachgeschaltete Aktuator „addiert“ abhängig von einem wei-
teren Input eine Bewegung. Dieser Input kann aus den Zuständen der Nachbarzellen oder der
eigenen Zelle kommen, z. B. um Konfliktsituationen zu bestimmen. Ein weiterer Fall so einer un-
willkürlichen Beeinflussung kann durch den Aktionsarbiter realisiert werden. Dieser kann nun
auch die Aktionen von anderen Objekten als Input verwenden, um die Aktion des Agenten zu
manipulieren.
Etwas intuitiver könnte man formulieren: Der Agent wird von anderen Objekten oder von den
Regeln des MAS daran gehindert, seine gewünschte Aktion auszuführen. Oder im umgekehrten
Fall: Der Agent muss sich mit der Aktion, die der Aktuator bestimmt und der Wirkung, die der
Aktionsarbiter (durch Ausgabe von Basisoperationen) bestimmt, abfinden und kann diese nur
durch zusätzliche eigene Entscheidungen erweitern/verfeinern. In beiden Fällen entspricht die
Menge aller möglichen Entscheidungen (Entscheidungsmenge) nicht zwangsläufig der Menge der
möglichen Aktionen (Aktionsmenge) und auch nicht der Menge von tatsächlich ausführbaren
(von außen für andere Agenten oder auch Beobachter des MAS sichtbaren) Wirkungen. Die
Entscheidungsmenge kann eine Teilmenge der Aktionsmenge sein, oder die Aktionsmenge selbst
enthalten, aber es ist auch möglich, dass die Schnittmenge der beiden leer ist. Die Möglichkeit
der Beeinflussung kann auch für eine Form der direkten Kommunikation zwischen den Agenten
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genutzt werden. Ein Agent kann dem anderen auf diese Weise eine Information (gegebenenfalls
auch „ungewollt“ vom Empfänger) in seine Attribute geben.
Der Aktuator kann ein Aktionsmapping durchführen, welches dazu dient, die Größe der Kon-
trollfunktion über die Anzahl ihrer Outputs klein zu halten. Bei der Optimierung des Agenten-
verhaltens, also der Optimierung der Kontrollfunktion, kann der Aktuator zur Auslagerung von
festen Verhaltensregeln, die nicht weiter optimiert werden sollen, dienen. Beim Aktionsmapping
werden von der Kontrollfunktion Entscheidungen e ausgegeben. Der Aktuator bekommt neben
den Entscheidungen noch weitere Inputs. Anhand einer Tabelle wird dann aus den Informatio-
nen eine Aktion a generiert, welche dann dem Aktionsarbiter als Eingabe dient.
Ein Beispiel für ein Aktionsmapping ist die Auslagerung der Entscheidung des Agenten zur
Vorwärtsbewegung. Angenommen ein Agent besitzt eine von vier Himmelsrichtungen und die
Aktionen a ∈ {Rs, Ls,Rm, Lm} mit der Bedeutung, sich um 90 Grad nach links (Ls) oder nach
rechts (Rs) zu drehen oder sich zu drehen und dabei gleichzeitig auf die Nachbarzelle in mo-
mentaner Richtung (die Richtung vor der Drehung) zu bewegen (Rm, Lm). Die Kontrollfunk-
tion könnte lediglich eine Entscheidung e ∈ {R, L} ausgeben. Das Aktionsmapping bekommt
diese Entscheidung und ein weiteres Input i (z. B. aus den Nachbarzellen) und generiert daraus
die Aktion a = X m mit e = X , falls i = 0, sonst a = Xs. In diesem Fall nimmt das Akti-
onsmapping dem Agenten die Entscheidung über seine Vorwärtsbewegung ab und ermöglicht
dadurch eine Reduzierung der Outputs. Alternativ könnte der Agent auch eine Entscheidung
e ∈ {Rs, Ls,Rm, Lm} generieren. Das Aktionsmapping würde dann je nach Funktion diese Ent-
scheidung wieder revidieren und z. B. aus der Entscheidung e = Rm die Aktion a = Rs machen.
Das reduziert zwar keine Outputs der Kontrollfunktion, lagert aber dennoch einen fixen Teil
des Entscheidungsmechanismus aus der Kontrollfunktion aus und macht diese somit weniger
komplex.
Eine wichtige Funktion kommt auch dem Sensor zu. Um die Kontrollfunktion möglichst kom-
pakt zu halten, muss die Anzahl der Kontrollzustände, Eingänge und Ausgänge gering gehalten
werden. Einerseits ist der Sensor dazu da, die relevanten Signale der Nachbarzellen, der ei-
genen Zelle und eventuell globaler Parameter auszuwählen. Er kann aber auch dazu dienen,
eine Vorverarbeitung der Signale durchzuführen und ein kleineres Set von Signalen für die Kon-
trollfunktion bereitstellen, die bereits Informationen enthalten, die sich nur aus Kombinationen
von Eingangssignalen ergeben. Für eine über die reine Selektion hinausgehende Reduktion der
Eingangssignale wird der Begriff Inputreduktion verwendet.
Ein Beispiel für eine Inputreduktion ist die Vorverarbeitung von der Intensität eines
Pheromon-Objektes. Für das Verhalten eines Agenten ist möglicherweise die Intensität nicht
so entscheidend, so könnte die Inputreduktion aus der Intensität ein binäres Signal generieren,
welches der Kontrollfunktion nur die Information liefert, ob Pheromone mit einer Intensität
größer null vorhanden sind oder nicht. Für einen anderen Agenten könnte es z. B. unwichtig
sein, in welcher der direkten vier Nachbarzellen sich ein bestimmtes Objekt befindet, sondern
nur ob es in einer der Zellen ist. Auch dies kann mit der Inputreduktion auf ein binäres Si-
gnal reduziert werden. Allgemein kann man von einem Mapping aller Inputs der Zelle auf eine
reduzierte (oder auch erhöhte) Zahl von Inputs für die Kontrollfunktion sprechen. Die Input-
reduktion besteht aus einer rein kombinatorischen Logik und kann z. B. als Tabelle modelliert
werden.
Abhängig von der Bedeutung der einzelnen Komponenten für die jeweilige Verwendung eines
MAS können die Inputreduktion und das Aktionsmapping auch als Teil der Kontrollfunktion
interpretiert werden. Dann lägen sie außerhalb des Sensors und des Aktuators.
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3.1.3 Bewegliche Objekte
Ein Spezialfall der direkten Nachbar-Modifikation ist der Fall der Bewegung eines Objekts von
einer Zelle auf eine Nachbarzelle. Die Bewegung von Agenten wurde bereits in Abschn. 2.3.3 dis-
kutiert und Modellierungsvorschläge aus der Literatur, die Konflikte vermeiden können, wurden
besprochen. Hier soll nun ein Bewegungsmodell vorgestellt werden, das in das bisher präsen-
tierte Gesamtmodell passt.
Unabhängig davon, ob sich ein Agent aus seiner eigenen Entscheidung heraus bewegt, oder ob
ein passives Objekt bewegt wird, wird eine Bewegung von einer Quellzelle z1 auf eine Zielzelle
z2 im Modell dadurch realisiert, dass das Objekt auf der Quellzelle gelöscht und auf der Ziel-
zelle erzeugt wird. Das Erzeugen auf der Zielzelle entspricht einer direkten zellübergreifenden
Nachbar-Modifikation. Wie diese Modifikationen prinzipiell modelliert werden, wurde bereits
beschrieben. Eine Replikation der Kontrolleinheit der Nachbarzellen und die Erweiterung der
Nachbarschaft um einen Grad (die Eingangsvariablen der Nachbarn der Nachbarn müssen vor-
handen sein) sind nötig. Im Spezialfall der Bewegung kommt hinzu, dass beide Zellen einen
konsistenten Übergang berechnen müssen, d. h. wenn das Objekt in der Zielzelle erzeugt wird,
dann muss es in der Quellzelle gelöscht werden. Darum müssen beide Zellen zur Berechnung
des Folgezustands auch auf dieselben Informationen, sprich Eingangsvariablen, zugreifen kön-
nen. Das Erzeugen eines Objekts gleichen Typs in der Zielzelle reicht aber nicht aus, um eine
Bewegung zu modellieren. Es muss auch eine exakte Kopie des Objektes erstellt werden. Das
bedeutet, dass nicht nur der Zelltyp angepasst werden muss, sondern auch die Attribute des
Objekts kopiert werden müssen. Eine Veränderung der Attribute von Zeitpunkt t zum Zeitpunkt
t + 1 gemäß der Regeln des MAS muss dabei auch berücksichtigt werden. Wenn also ein sich
bewegendes Objekt ein Attribut x besitzt, dass einerseits in die Zielzelle kopiert werden muss
und andererseits durch die Aktion des Objekts (oder auch der eines anderen Objekts) verändert
werden kann, muss eine Anpassung des Rechenwerks vorgenommen werden.
Analog zum Vorgehen beim Kopieren eines Kontrollzustands wird ein Multiplexer eingesetzt,
der vom Aktionsarbiter kontrolliert wird und den Attributwert der richtigen Nachbarzelle (der
Quellzelle) an die Rechenfunktion weiterleitet (Abb. 3.8). Der Aktionsarbiter kennt alle Ak-
tionen und kann daher auch entscheiden, von welchem Agenten die Attribute gegebenenfalls
kopiert werden müssen. Falls aufgrund der Regeln des MAS nur eine Kontrolleinheit benötigt
wird, kann der Sensor zur Kontrolle des Multiplexers eingesetzt werden, wie für den Kontroll-
zustand in Abb. 3.7 dargestellt.
Abb. 3.8.: Erweiterung des Rechenwerks für Attribute von beweglichen Objekten. Ein Multiple-
xer wählt das Attribut von der Quellzelle zum Kopieren und Modifizieren aus.
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Bewegung eines Agenten ohne Kollisionen. Ein konkretes Beispiel anhand der Struktur aus
Abb. 3.5 soll das Prinzip verdeutlichen. Angenommen wird ein zweidimensionaler CA und eine
von Neumann-Nachbarschaft mit Radius 1 für die Modifikation der Objekte auf der eigenen Zel-
le, woraus insgesamt für das CA-Modell eine Nachbarschaft mit Radius 2 für das Ermöglichen
der direkten Modifikation der Nachbarzellen folgt. Weiterhin wird angenommen, dass in der
Zelle (Abb. 3.5(b)) maximal ein einziges Objekt vorhanden sein darf. Der Zelltyp kann dann mit
den Zuständen τ ∈ {leer, voll} codiert werden. Das Objekt selbst ist ein Agent und besitzt ein At-
tribut namens d, welches ganzzahlige Werte zwischen 0 und 3 annehmen kann, die jeweils auf
eine der vier möglichen Bewegungsrichtungen abgebildet werden können. Damit kann bei der
Bewegung des Agenten eine Richtung ausgewählt werden. Ferner soll der Agent die Möglichkeit
besitzen, sich von einer Quellzelle z1 = zC auf eine Zielzelle z2 ∈ {zN , zE, zS, zW} zu bewegen.
Die Entscheidungsmenge des Agenten umfasst alle möglichen Ausgaben der Kontrollfunktion.
In diesem Fall sind das die Entscheidungen ei,k mit der Bedeutung: „gehe nach zi und setze d
auf k“. In diesem einfachen Beispiel bilden die Aktuatoren die Entscheidungen der Agenten auf
Aktionen mit der gleichen Bedeutung ab, ohne dass es eine weitere Bedingung gibt. Die Akti-
onsmenge (alle möglichen Aktionen, die die Aktuatoren ausgeben können) besteht demzufolge
aus allen Aktionen ai,k mit der Bedeutung: „gehe nach zi und setze d auf k“. Für dieses spezielle
Beispiel sind die Entscheidungen also genauso aussagekräftig wie die Aktionen, d. h. man kann
von der Ausgabe der Kontrollfunktion direkt auf die Basisoperationen abbilden.
Der Zustand d ist dabei dem Agenten zugeordnet und nicht der Zelle, d. h. wenn sich der
Agent bewegt, dann muss der Zustand entsprechend auf der neuen Position des Agenten ge-
setzt werden. Die Entscheidung des Agenten für eine bestimmte Aktion soll von den Zuständen
der Nachbarzellen (Radius 1) abhängen, globale Parameter gibt es in diesem Beispiel nicht,
das bedeutet in diesem Fall ist φK eine Abbildung der Zustände der Zellen zN , zE, zS, zW , zC
auf eine Entscheidung ei,k oder eine „leere“ Entscheidung e−,−, für den Fall, dass sich gar kein
Agent auf der Zelle befunden hat. Die Abbildung φN
K
ist das Replikat der von φK aus der Zelle
zN , die direkten Nachbarn von zN sind die Eingangsvariablen für den Sensor S
N , die ein Re-
plikat des Sensors aus der Zelle zN ist. Analog werden die Kopien für die anderen Nachbarn
verwendet. Die Untermenge der Nachbarschaft, auf die die Eingangsvariablen der Sensoren re-
duziert werden, wird im Folgenden auch Sichtbereich genannt, da sie aus Sicht eines Agenten,
die zu einem bestimmten Zeitpunkt wahrnehmbare Umwelt und den Agenten selbst enthält.
dessen wahrnehmbare Umwelt plus sich selbst darstellen. Der Sichtbereich entspricht hier der
von Neumann-Nachbarschaft mit Radius 1. Der Aktionsarbiter kann nun aus allen eingehenden
Aktionen auswerten, ob aus einer der vier Nachbarn oder der Zelle selbst, ein Agent und sein
neuer Zustand d kopiert werden muss, oder ob ein bereits vorhandener Agent gelöscht werden
muss (Zelltyp von τ = voll nach τ = leer), und diese Basisoperation an die Rechenfunktion
weitergeben.
Abb. 3.9 zeigt die Bewegung eines Agenten von einer Quellzelle z1 nach Süden auf die
Nachbar- und Zielzelle z2. Aus Sicht dieser Zielzelle kommt der Agent also aus Norden. Sei
zum Zeitpunkt t folgende Ausgangskonfiguration gegeben:
• Zelle z1: τ= voll; d = 2
• Zelle z2: τ= leer; d = 0
• alle anderen Zellen: wie z2
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Es befindet sich demnach nur ein Objekt, nämlich der Agent, im gesamten System. Das ist ein
sehr simples MAS, das jedoch zum Zwecke der Demonstration einer Objektbewegung ausreicht.
Das Verhalten des Agenten ist durch die Kontrollfunktion gegeben. Die Eingangsvariablen seien
τ und d aus der eigenen Zelle sowie alle Werte τ aus den vier Nachbarzellen (τN ,τE,τS,τW ).
Sei weiterhin das Agentenprogramm wie folgt gegeben:
φK =
(
e−,− , falls τ= leer
ei,k , sonst
wobei i = C und k = d, wenn mindestens ein Zelltyp der vier Nachbarzellen voll ist. Ansonsten
ist k = d + 7 mod 4, i = N , falls d = 0, i = E, falls d = 1, i = S, falls d = 2 und i = W , falls
d = 3. Das bedeutet, der Agent nimmt in seiner Umgebung wahr, ob andere Agenten da sind.
Falls ja, bewegt er sich nicht. Falls keine anderen Agenten da sind (in diesem Szenario mit nur
einem Agenten immer der Fall), bewegt sich der Agent in eine von d abhängige Richtung auf die
Nachbarzelle. Man kann das Attribut daher auch als Codierung einer Bewegungsrichtung des
Agenten auffassen. Der Aktionsarbiter gibt abhängig von ai,k bzw. von k, welches vom eigenen
Aktuator oder einem der replizierten Aktuatoren kommen kann (falls nicht a−,− geliefert wird),
die Basisoperation auf die Änderung von d und den Zelltyp an die Rechenfunktion weiter. Die
Rechenfunktionen φd und φτ aktualisieren dann den Wert von d bzw. den Zelltyp entsprechend.
Dabei muss beachtet werden, dass die Aktionen ai,k von replizierten Aktuatoren ignoriert wer-
den, wenn nicht die entsprechende Richtung (auf die eigene Zelle) darin enthalten ist, d. h. eine
Aktion ai,k von A
j wird nur dann für eine Modifikation (modifizierende Wirkung) verwendet,
wenn die Richtungen i und j komplementär sind.
Abb. 3.9.: Beispiel einer Bewegung eines mobilen Agenten von einer Zelle z1 zur Nachbarzelle z2.
(a) Die markierte Zelle zeigt die Position des Agenten an, die Benennung der Zellen
erfolgte im Bezug auf die Quellzelle z1. (b) Die Veränderung des Zustands in der Quell-
und Zielzelle.
Bei der Bewegung sind vor allem die Vorgänge in den Zellen z1, z2, zN , zE und zW interessant
(Benennung im Bezug auf die Quellzelle, Abb. 3.9(a)). Alle anderen Zellen und deren Nachbarn
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mit Radius 1 beinhalten keinen Agenten und daher sind die Entscheidungen aller replizierten
Funktionen sowie der Funktion φK immer „leer“ (e−,−), was zur Folge hat, dass sich der Zustand
dieser Zellen nie ändern kann. Die restlichen Zellen wenden die Regeln wie folgt an:
• Quellzelle z1: φK = eS,1, die replizierten Funktionen generieren die Entscheidung e−,−. Der
Zelltyp wird auf τ= leer gesetzt, weil die Entscheidung bedeutet, dass der Agent die Zelle
in Richtung Süden wechselt. d braucht nicht verändert zu werden, da es nur von Belang
ist, wenn sich ein Agent auf der Zelle befindet. Der nächste Agent, der diese Zelle betritt,
wird „sein eigenes d mitnehmen“.
• Zielzelle z2: φK = e−,−, φ
N
K
= eS,1, die anderen replizierten Funktionen generieren die
Entscheidung e−,−. Eine Agentenbewegung aus Norden nach Süden (auf die eigene Zelle)
kann von φd interpretiert werden. Daher wird der Zelltyp auf τ = voll gesetzt und das
Attribut d aus der Reaktion übernommen (d = 1).
• Zelle zN : φK = e−,−, φ
S
K
= eS,1, die anderen replizierten Funktionen generieren die Ent-
scheidung e−,−. Die Agentenbewegung tangiert die Zelle nicht. Der Aktionsarbiter erhält
als Eingangsvariable zwar eine Aktion, die nicht a−,− ist, aber deren Ursprungszelle und
Bewegungsrichtung nicht zusammenpassen, also generiert φd auch keine Modifikationen.
• Zelle zE: φK = e−,−, φ
W
K
= eS,1, die anderen replizierten Funktionen generieren die Ent-
scheidung e−,−. Die Agentenbewegung tangiert wie bei zN die Zelle nicht, also generiert
φd auch keine Modifikationen.
• Zelle zW : φK = e−,−, φ
E
K
= eS,1, die anderen replizierten Funktionen generieren die Ent-
scheidung e−,−. Die Agentenbewegung tangiert wie bei zN die Zelle nicht, also generiert
φd auch keine Modifikationen.
Die weiteren Generationen dieses MAS in CA sehen ähnlich aus, nur dass sich die Bewegungs-
richtung des Agenten ändert, da sich sein Attribut d verändert. Nach vier Generationen tritt der
CA in einen vier Zeitschritte langen Zyklus ein (Abb. 3.10).
Abb. 3.10.: Sequenz eines MAS mit einem beweglichen Agenten. Die Position des Agenten ist
markiert, die Zahl in den Zellen ist der Wert des Atrributs d.
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Das Beispiel zeigt zum einen, dass es möglich ist, die autonome Bewegung eines Objekts im
CA zu modellieren, es zeigt aber auch, dass dies durch das Replizieren der Kontrolleinheiten
viele Ressourcen benötigt. Im Beispiel gibt es auch nur maximal ein einziges Objekt auf jeder
Zelle. Will man mehrere sich bewegende Objekte in einer Zelle modellieren, müssten für jedes
dieser Objekte die Kontrolleinheiten aus allen Nachbarzellen repliziert werden. Auf das Modell
bezogen vergrößert sich dadurch der Zustandsraum (mit dem Zustandsalphabet S) exponentiell
mit der Nachbarschaftsgröße auf |S||N |. Hinzu kämen dann auch die Interaktionen zwischen den
Objekten, d. h. die Entscheidungen aller Objekte könnten die Rechenfunktionen aller Attribute
der anderen Objekte beeinflussen (wie in Abb. 3.4).
Bewegung mehrerer Agenten mit Kollisionen. Bisher wurde die Modellierung der Bewe-
gung anhand eines Beispiels mit nur einem Agenten beschrieben. In diesem Teilabschnitt wird
nun untersucht, wie in MAS mit vielen beweglichen Agenten Kollisionen verhindert werden
können, so dass die Regeln nicht verletzt werden. Betrachtet werden hier Systeme, in denen
Agenten nicht dynamisch sind. Konflikte treten auf, wenn die Aktionen der Agenten dazu führen
würden, dass sich mehr Agenten als durch die Modellierung der Zellstruktur zulässig auf eine
Zelle bewegen wollen und damit eine Kollision stattfinden würde. Die Auflösung dieser Kon-
flikte soll einhergehen mit der Frage, wie der hohe Bedarf an Ressourcen vermindert werden
kann.
In Abschn. 2.3.3 wurden bereits einige Strategien zur Konfliktauflösung beschrieben. Dabei
wurde meist ein Zeitverlust für ein Kommunikationsprotokoll zwischen Zielzelle und Quellzelle
in Kauf genommen (Transactional CA [SFS09] und 2-Phasen-Modell [HHW99]), oder sich auf
die Architekturebene begeben (asynchrones Feedback innerhalb eines Taktschritts [HHB06]).
Hier soll nun ein Ansatz vorgestellt werden, der es ermöglicht, Konflikte zu lösen, ohne das
Modell auf die Architekturebene zu konkretisieren und ohne eine Zeitverzögerung in Kauf zu
nehmen. Welche anderen Nachteile stattdessen entstehen, wird im Folgenden erläutert.
Zunächst wird an dieser Stelle ein neuer Typ von Agent eingeführt: Der gerichtete Agent. Das
ist ein Agent, der eine bestimmte Richtung in den Dimensionen des Zellularen Feldes, in dem
er sich befindet, besitzt. Die Richtung ist als Attribut d im Objekt gespeichert und kann sich
mit dem Fortschreiten der Generationen ändern, so wie im oben beschriebenen Beispiel das
Attribut d. Diese Richtung bezieht auch die Nachbarschaft der Zellen mit ein. In einem zweidi-
mensionalen Feld mit von Neumann-Nachbarschaft ist d ∈ {N , E,S,W}, d. h. der Agent „zeigt“
auf eine der Nachbarzellen. Die Richtung d kann durch die Zellregel verändert werden, d. h.
auch durch eine Aktion des Agenten selbst. Dem gerichteten Agenten gegenüber steht der un-
gerichtete Agent, welchem das Attribut d fehlt. Dargestellt werden die beiden Agententypen im
Folgenden durch Pfeile in eine der Richtungen oder in alle Richtungen (Abb. 3.11). Betrachtet
werden MAS, in denen nur jeweils ein Agent auf einer Zelle erlaubt ist. Das vereinfacht die Dar-
stellung und die Konfliktbetrachtung. Konflikte in Systemen, in denen mehr Agenten pro Zelle
erlaubt sind, können aber mit dem gleichen Ansatz aufgelöst werden. Sowohl für ungerichtete
als auch für gerichtete Agenten wird ein Ansatz vorgestellt.
Konfliktauflösung mit ungerichteten Agenten. Im obigen Beispiel umfasste der Sichtbereich
der Agenten die von Neumann-Nachbarschaft mit Radius 1. Der hier vorgestellte Ansatz, die
Kollisionen in einem Taktschritt (also ohne mehrstufiges Protokoll) zu verhindern, erfordert ein
erweitertes Sichtfeld. Da nur ein Agent pro Zelle erlaubt ist, sind folgende Bewegungen nicht
erlaubt:
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Abb. 3.11.: Darstellungen von (a) ungerichteten und (b) gerichteten Agenten für die von
Neumann-Nachbarschaft mit zwei Dimensionen.
• Der Agent kann sich nicht auf eine Zelle bewegen, auf der sich momentan ein Agent befin-
det, denn er weiß ja nicht, ob dieser sich weiter bewegen wird.
• Der Agent kann sich nicht auf eine Zelle bewegen, auf deren anderen Nachbarzellen sich
ein anderer Agent befindet, denn er weiß ja nicht, ob sich dieser andere Agent nicht auch
auf die Zelle bewegen will.
Um diese Situationen zu erkennen, muss der Agent einen Sichtbereich mit Radius 2 haben
(Abb. 3.12(a)). Mit der Information über alle Konflikte, kann dann eine Bewegung in einer
Richtung erfolgen, in der kein Konflikt ist. Zellen, in denen ein Konflikt auftritt werden auch als
Konfliktzellen bezeichnet.
Leere Zellen (kein Agent im Zelltyp codiert), die einen Agenten in der unmittelbaren Nachbar-
zelle haben, sind mögliche Zielzellen für die Bewegung des Agenten. Sie brauchen die gleichen
Inputs, wie der Agent in der Nachbarschaft, um dessen Reaktion in der eigenen Reaktionsfunkti-
on zu berechnen, die ja sonst nicht benötigt wird, weil kein Agent in der leeren Zelle vorhanden
ist. Eine von Neumann-Nachbarschaft mit Radius 3 ist also nötig (Abb. 3.12(b)). Sind mehrere
Agenten in unmittelbar angrenzenden Nachbarzellen, so handelt es sich um einen Konflikt und
die Zelle braucht keine Entscheidung zu berechnen.
Abb. 3.12.: Konflikte und Sichtbereich von ungerichteten beweglichen Agenten. (a) Sichtbereich
des Agenten, mögliche Zielzellen sind hervorgehoben, Konflikte mit einem Verbots-
zeichen markiert. (b) Die Nachbarschaft der leeren Zelle westlich vom Agenten, her-
vorgehoben ist der Sichtbereich des Agenten.
Angenommen, es gebe wieder die Zelltypen leer und voll, wie im obigen Beispiel, dann lässt
sich die Zellregel für die Bewegung informal so beschreiben:
• Wenn der Zelltyp voll ist, wird überprüft, ob es Konflikte gibt. Dann wird gemäß der Kon-
trolleinheit eine Bewegungsrichtung ausgewählt („Stehenbleiben“ kann dabei auch eine
Option sein). Dabei können die Konflikte mit einbezogen werden oder auch nicht. Der Ak-
tionsarbiter überprüft nun, ob eine Bewegungsrichtung ausgewählt worden ist, die nicht
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im Widerspruch zu den Konflikten steht. Dementsprechend wird dann der Zelltyp auf leer
gesetzt oder er bleibt auf voll.
• Wenn der Zelltyp leer ist, dann wird überprüft, wie viele Agenten (Zelltyp voll) sich in
den vier direkt angrenzenden Nachbarzellen befinden. Befindet sich kein Agent dort, oder
mehr als einer, bleibt der Zelltyp leer. Befindet sich exakt ein Agent dort, dann wird in der
eigenen Kontrolleinheit die Aktion des Agenten berechnet. Es findet also dieselbe Berech-
nung statt, wie in der benachbarten Agentenzelle (Zelle mit Agent). Entsprechend dieser
Berechnung wird der Zelltyp auf voll gesetzt oder nicht.
Die Bewegungsaktion des Agenten kann noch innerhalb eines diskreten Zeitschritts ausge-
führt werden. Allerdings ist hier eine erweiterte Nachbarschaft mit Radius 3 notwendig. Ein
weiterer Nachteil ist, dass die Agenten in vielen Fällen einen Konflikt entdecken, und sich des-
halb nicht auf jene Nachbarzelle bewegen, obwohl keine Kollision stattfinden würde, weil sich
der betreffende andere Agent nicht auf diese Zelle bewegen würde. Diese Entscheidung des an-
deren Agenten ist aber nicht sicht- oder berechenbar, da ja dafür wiederum die Nachbarschaft
um die Nachbarschaft des anderen Agenten erweitert werden müsste. Dessen Entscheidung ist
aber wiederum von dessen Konflikten abhängig, so dass sich die Erweiterung letztendlich auf
das gesamte Zellulare Feld beziehen müsste.
Konfliktauflösung mit gerichteten Agenten. In Anlehnung an das 2-Phasen-Modell in
[HHW99] kann eine Strategie zur Konfliktauflösung entwickelt werden, die mit einer kleine-
ren Nachbarschaft als der von Neumann-Nachbarschaft mit Radius 3 auskommt. Allerdings soll
hier im Gegensatz zum 2-Phasen-Modell die Auflösung innerhalb nur eines Taktschritts erfolgen.
Dafür können gerichtete Agenten eingesetzt werden.
Der Wert des Attributs d gibt in gerichteten Agenten zu einem bestimmten Zeitpunkt an, auf
welche Nachbarzelle sie sich bewegen können. Er ist also schon einen Zeitschritt zuvor berech-
net worden. Dies entspricht der Vorgehensweise in [HHW99]. Das Attribut d kann als Bewe-
gungsrichtung aufgefasst werden. Der Agent darf sich auf eine freie Zelle in Bewegungsrichtung
bewegen, wenn dort kein Konflikt entsteht. Mehrere Fälle von Konflikten können auftreten:
Wenn sich auf der Nachbarzelle in Bewegungsrichtung (Frontzelle) ein Agent befindet (Abb.
3.13(a)) oder wenn es weitere Agenten gibt, deren Nachbarzelle in Bewegungsrichtung mit der
des Agenten übereinstimmt (Abb. 3.13(b)).
Abb. 3.13.: Konfliktsituationen bei beweglichen gerichteten Agenten. (a) In der Frontzelle be-
findet sich ein anderer Agent (in der Darstellung aus Sicht des linken Agenten). (b)
Mehrere Agenten haben die gleiche Frontzelle.
Der Agent braucht, um alle diese Situationen zu erkennen, einen Sichtbereich innerhalb der
von Neumann-Nachbarschaft mit dem Radius 2. Allerdings gehört zu diesem Sichtbereich
nur der Teil der Nachbarschaft, der in Bewegungsrichtung liegt. Man kann also von einer
Bewegungs- und Blickrichtung sprechen (Abb. 3.14(a)). Durch die Blickrichtung entsteht so
etwas wie ein dynamischer Sichtbereich, der von der Blickrichtung abhängt. Da es im Mo-
dell jedoch keine dynamischen Nachbarschaften gibt, müssen dennoch alle Zellen im Radius
2 in die Nachbarschaft mit einbezogen werden. Der Agent kann mit den Informationen aus
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seinem Sichtbereich Konflikte erkennen und dementsprechend eine Bewegung in die Zelle in
Bewegungs- und Blickrichtung vollziehen oder nicht.
Die Frontzelle ist die einzig mögliche Zielzelle des Agenten. Sie braucht die gleichen Inputs
wie der Agent, um dessen Aktion in der eigenen Kontrolleinheit zu berechnen. Sie steht dafür
zur Verfügung, weil sie nur anderweitig benötigt wird, wenn in der Zelle ein Agent vorhanden
ist. Hier reicht aber eine von Neumann-Nachbarschaft mit Radius 1 aus (Abb. 3.14(b)). Die Zelle
kann anhand ihrer vier direkt angrenzenden Nachbarn feststellen, ob es sich bei ihrer eigenen
Position um einen Konflikt handelt. In diesem Fall muss gar keine Aktion berechnet werden.
Abb. 3.14.: Sichtbereich und Nachbarschaft von gerichteten beweglichen Agenten. (a) Beispiele
für die Nachbarschaft der Agenten für jede Mögliche Blickrichtung. Markiert ist der
Sichtbereich des Agenten. Konflikte sind mit einem Verbotszeichen markiert. (b) Die
zu (a) gehörigen für die Zielzellen (markiert) relevanten Teile der Nachbarschaft.
Wieder wird angenommen, es gebe die Zelltypen leer und voll. Informal lässt sich dann die
Zellregel für die Bewegung von gerichteten Agenten mit dem Attribut d so beschreiben:
• Wenn der Zelltyp voll ist, wird überprüft, ob es in Bewegungsrichtung einen Konflikt gibt.
In der Kontrolleinheit wird eine Aktion berechnet, die die Information über den Konflikt
mit einbeziehen kann, aber nicht muss. Der Aktionsarbiter berechnet aus der Aktion und
der Information über den Konflikt, ob eine Bewegung stattfinden kann oder nicht. Al-
ternativ kann diese Überprüfung auch vom Aktuator vorgenommen werden, wenn eine
gegenseitige Beeinflussung von Objekten auf der gleichen Zelle ausgeschlossen ist. Besteht
ein Konflikt oder entscheidet der Agent sich für die Aktion „Stehenbleiben“ dann bleibt der
Zelltyp auf voll und das Attribut d wird entsprechend der Aktion aktualisiert, sonst wird er
auf leer gesetzt.
• Wenn der Zelltyp leer ist, wird überprüft, wie viele Agenten sich in den Nachbarzellen be-
finden, deren Bewegungs- und Blickrichtung zur Zelle selbst zeigt. Befindet sich dort kein
Agent oder mehr als ein Agent mit dieser Bedingung, dann bleibt der Zelltyp leer. Befindet
sich exakt ein Agent mit dieser Bedingung dort, so wird in der eigenen Kontrolleinheit die
Aktion des Agenten berechnet. Entsprechend der Aktion wird der Zelltyp verändert und
gegebenenfalls das Attribut d gesetzt.
Durch die erweiterte Nachbarschaft mit Radius 2, die für den sich dynamisch verändernden
Sichtbereich der Agenten gebraucht wird, kann das 2-Phasen-Modell in ein Modell mit nur ei-
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ner Phase umgewandelt werden, d. h. die Bewegung wird innerhalb eines Taktschritts komplett
durchgeführt.
Auch bei der Bewegung der gerichteten Agenten tritt das Problem auf, dass Konflikte die
Bewegung von mehreren Agenten verhindern, obwohl sich zumindest einer der betreffenden
Agenten bewegen könnte. Dies betrifft alle Fälle aus Abb. 3.13(b). Eine Idee zur Verbesserung
dieses Umstands ist die Einführung von Prioritäten. Diese sollen bei jedem Konflikt auf einer
freien Zelle ähnlich einer Verkehrsampel einem der beteiligten Agenten die Priorität zur Be-
wegung einräumen. Dazu wird auf jeder Zelle ein nicht bewegliches Objekt Bewegungsarbiter
mit dem Attribut Priorität positioniert. Bei vier Nachbarn ergeben sich 24 Möglichkeiten von
Priorisierungsreihenfolgen, z. B. würde bei Priorität = (N , E,S,W ) der Agent aus der nördlich
angrenzenden Nachbarzelle zuerst berücksichtigt werden. Wenn dort kein Agent ist, dann wird
der Agent aus der östlich angrenzenden Nachbarzelle priorisiert usw. Daraus ergibt sich, dass
die Priorität einen von 24 Werten annehmen kann. Der Wert der Priorität kann dabei durch
die Regel für den Bewegungsarbiter generationsweise verändert werden oder er bleibt fix. Für
das grundlegende Verfahren spielt das keine Rolle. Wichtig ist, dass alle Agenten um die Ziel-
zelle herum aus der Priorität und der Konfliktsituation lesen können, ob ihnen die Bewegung
gestattet wird oder nicht. Auf der anderen Seite muss die Zielzelle mit ihrer eigenen Priorität
feststellen, welchen Agenten sie kopiert bzw. wessen Aktion sie berechnet (Abb. 3.15).
Abb. 3.15.: Beispiel für die Auflösung eines Konflikts mit Prioritäten. Der Bewegungsarbiter der
Konfliktzelle hat die Priorität (W, . . . ), daher wird zuerst dem Agent aus westlicher
Richtung die Bewegung erlaubt. Die Veränderung der Richtung eines Agenten wäre
möglich, ist hier aber nicht dargestellt.
Bei ungerichteten Agenten können solche Bewegungsarbiter nur mit hohem Aufwand einge-
setzt werden, da die Konfliktzelle dann für jeden der Agenten in der direkten Nachbarschaft
dessen gewünschte Bewegungsrichtung bestimmen müsste, um dann denjenigen zu kopieren,
der priorisiert ist und dessen Bewegungsrichtung auf die Konfliktzelle zeigt. Das würde wieder
mehrere Replikate der Kontrolleinheit erfordern.
Um noch eine weitere Art des Konfliktes bei gerichteten Agenten auflösen zu können, kann
ein Tausch der Positionen vorgenommen werden. In Situationen, in denen sich zwei Agenten
gegenüber stehen, also in zwei benachbarten Zellen mit Blickrichtung auf die jeweils andere
Zelle (Abb. 3.13(a) rechts unten), kann man solch einen Positionstausch (Swap) erzwingen
(Abb. 3.16). Da es nicht erlaubt wäre, wenn sich nur einer der beiden Agenten bewegt, hat ein
Agent in dieser Situation dann nicht mehr die Möglichkeit, auf der Zelle stehenzubleiben. Es sei
denn, beide Agenten entscheiden sich zum stehenbleiben. Dann bräuchte man allerdings wieder
ein Replikat der Kontrolleinheit, um die Aktionen beider Agenten gleichzeitig zu berechnen. Aus
Sicht der Zelle, muss die Regel so ergänzt werden: Wenn der Zelltyp voll ist und der Zelltyp in
Blickrichtung ebenfalls voll und deren Blickrichtung entgegengesetzt ist, dann wird der Agent
aus der Nachbarzelle kopiert.
Inwieweit ungerichtete oder gerichtete Agenten mit Prioritäten und/oder Swap eingesetzt
werden können, hängt auch von der Anwendungsform des MAS ab. Bei den problemlösenden
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Abb. 3.16.: Beispiel für den Positionstausch von gerichteten Agenten. Die Agenten müssen ihre
Positionen tauschen, wenn sie in eine solche Konfliktsituation geraten. Die Verände-
rung der Richtung eines Agenten wäre möglich, ist hier aber nicht dargestellt. Zur
Unterscheidung sind die beiden Agenten unterschiedlich gefärbt.
MAS, die in dieser Arbeit untersucht werden, wird das Verhalten und gegebenenfalls die In-
teraktionsmechanismen gesucht, um ein gegebenes globales Problem zu lösen. Es sollte also
diejenige Variante gewählt werden, die das Problem besser löst. Die Entscheidung für eine die-
ser Alternativen kann dann auch als Teil des Optimierungsprozesses angesehen werden. Andere
Ausprägungen und Arten von Bewegungen sind dabei auch denkbar.
3.1.4 Vollständige Beschreibung eines MAS
Ein MAS kann mit dem entwickelten Modell konstruiert werden, indem die folgenden Elemente
spezifiziert werden:
• die Größe und Dimension der Agentenwelt
• die Nachbarschaftsbeziehungen der Zellen
• alle Objekttypen und deren Attribute
• die Anzahl und initialen Positionen und initialen Zustände aller Objekte
• die Regeln für die Objekte, also die Funktionen der Sensoren, der Kontrollfunktion und der
Aktuatoren, sowie des Aktionsarbiters
Für MAS, die die Funktionen der einzelnen Komponenten, wie Sensoren, Aktuatoren und Akti-
onsarbiter, nicht oder nur eingeschränkt verwenden, können diese auch weggelassen oder durch
simplere Elemente ersetzt werden. Das in diesem Kapitel entwickelte Modell ist als allgemeines
Modell zu verstehen, das man spezifisch für die jeweiligen Bedürfnisse vereinfachen oder auch
anpassen kann, um Ressourcen zu sparen oder eine einfachere Beschreibung zu ermöglichen.
3.2 Möglichkeiten zur Modellierung des Agentenverhaltens
Die Kontrollfunktion ist bisher als frei konfigurierbare Blackbox angesehen worden, die Einga-
bevariablen verarbeitet und daraus Entscheidungen generiert. In diesem Abschnitt sollen Mög-
lichkeiten beschrieben werden, wie diese Blackbox strukturiert sein kann. Da in dieser Struktur
die Entscheidungen des Agenten getroffen werden, ist sie letztlich der Hauptauslöser des gesam-
ten Verhaltens. Alle Aktionen, die ein Agent im MAS durchführen kann, jegliche Manipulation
seiner Umwelt, seine Bewegung, und das Bewegen anderer Objekte müssen von der Struktur
der Kontrollfunktion bereitgestellt werden, sei es auch in abstrakter Form, die der Aktuator zu
übersetzen vermag. Die Kontrollfunktion muss sich also in die Kontrolleinheit mit den richtigen
Schnittstellen einfügen. Bei Russell und Norvig [RN04, S. 70] wird der Teil des Agenten, der
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die vom Agentenprogramm ausgewählten Aktionen durchführt und die Umwelt wahrnimmt,
also die Sensoren und Aktuatoren, als Agentenarchitektur verstanden. In dem hier entwickelten
Modell stellen die Sensoren, Aktuatoren und der Aktionsarbiter die Architektur eines Agenten
dar. Durch die Architektur wird der Agent auf bestimmte durchführbare Aktionen beschränkt.
Das bedeutet, der Agent kann sich bei seinen Aktionen nicht über die „Naturgesetze“ des MAS
hinwegsetzen, z. B. muss die Maximalanzahl von Agenten auf einer Zelle eingehalten werden.
Sowohl Agentenarchitektur als auch Kontrollfunktion sind ein Teil der Zellstruktur und je
nach Interpretation kann man das Verhalten lediglich im Agentenprogramm oder zum Teil auch
in der Agentenarchitektur begründet sehen. In diesem Abschnitt werden Modellierungsmöglich-
keiten für das Verhalten von Agenten im Sinne von Kontrollfunktion vorgestellt. Die Menge der
Aktionen der Agenten und die spezifischen Manipulationen der Umwelt können im allgemeinen
Modell natürlich nicht berücksichtigt werden, sondern müssen beim Design eines konkreten
MAS in die Zellregeln eingearbeitet werden.
Das Modell, das in Abschn. 3.1 entwickelt wurde, kann mit verschiedenen Formen der Kon-
trollfunktion verwendet werden. In diesem und im nächsten Teilabschnitt werden einige dieser
Konzepte vorgestellt. Der Schwerpunkt liegt dabei auf endlichen Zustandsautomaten (FSM, engl.:
Finite State Machine), weil dieses Konzept später in dieser Arbeit für die Untersuchung von Op-
timierungsverfahren benutzt wird.
3.2.1 Modellierung der Kontrollfunktion mit endlichen Zustandsautomaten
Bei der Wahl eines Mechanismus für die Realisierung eines Agentenprogramms stehen in dieser
Arbeit zwei wesentliche Punkte im Vordergrund. Erstens soll das Agentenprogramm möglichst
simpel sein. Mit simpel ist hier gemeint, dass die Ressourcen, die für dessen Implementierung
benötigt werden, möglichst gering sind. Die Ressourcen gering zu halten ist eine Vorausset-
zung für die Erhaltung der Skalierbarkeit eines massivparallelen Systems wie dem entwickelten
CA-Modell. Außerdem soll es für eine (vollparallele) Implementierung in Hardware (zur Aus-
nutzung der Parallelität) mit begrenzten Ressourcen geeignet sein. Der zweite Punkt zielt auf
die Möglichkeit zur Optimierung des Agentenverhaltens ab. Der Mechanismus der Kontrollfunk-
tion sollte so gestaltet sein, dass es möglich ist, ein gutes Verhalten, welches möglichst effizient
zur Problemlösung führt, zu programmieren. Er sollte also also trotz simpler Struktur ein kom-
plexes Verhalten ermöglichen. Dieses Ziel ist nicht trivial, aber möglich. Braitenberg beschreibt
beispielsweise in [Bra93] wie man mit scheinbar einfachen Mitteln ein sehr komplexes Verhalten
eines „Vehikels“ erzeugen kann. Braitenbergs Vehikel besitzen nur eine einfache Sensorik und
einfache Reaktionsregeln. Er argumentiert, dass von außen betrachtet ein komplexes System
dahinter vermutet werden muss, während in Wahrheit das ganze Verhalten auf miteinander
agierende simple Mechanismen beruht. Der Mechanismus soll außerdem für die Anwendung
von (heuristischen) Optimierungsmethoden geeignet sein, um die Problemlösung zu erreichen
bzw. die Effizienz zu erhöhen.
Endliche Zustandsautomaten (FSMs) erfüllen die erste Voraussetzung, wenn man die An-
zahl der Zustände, Eingänge und Ausgänge beschränkt. In [Hal08] wurden bereits MAS in
CA, die FSMs als Agentenprogramm benutzen, untersucht und festgestellt, dass FSMs mit re-
lativ wenigen Zuständen (bis zu 6 Zustände) komplexe Verhaltensweisen ermöglichen. Dort
wurden bereits Techniken zur Verhaltensoptimierung von MAS in CA beschrieben. Diese Tech-
niken beruhen im Wesentlichen auf der optimierten Aufzählung aller Möglichkeiten einer durch
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Zustandsautomaten kodierten Verhaltensregel und der Beschleunigung dieser optimierten Auf-
zählung durch geeignete Hardwarearchitekturen. Bei steigender Komplexität des Verhaltens der
Agenten stößt der Ansatz allerdings schnell an seine Grenzen. Heuristische Verfahren wurden
nicht eingesetzt. Die Anwendung von heuristischen Optimierungsmethoden ist Gegenstand der
Untersuchungen in Kap. 5.
In weiteren Arbeiten wurden FSMs zur Modellierung des Verhaltens von Agenten eingesetzt.
Beispielhaft seien einige genannt: In [MSPP02], [JCC+90] und [SG00b] wurden FSMs mit be-
schränkter Anzahl von Zuständen als Agentenprogramme für lernende Agenten eingesetzt und
mit heuristischen Verfahren evolviert. Die Aufgabe der Agenten war es in den ersten beiden
Quellen, auf einem zweidimensionalen Zellulären Feld, bestimmte Pfade zu beschreiten und in
der dritten Quelle, gegen einen Gegenspieler ein Gebiet zu erobern. Komann benutzt in [Kom10]
manuell entwickelte und evolvierte Zustandsautomaten für Agenten in CA, deren Aufgabe es ist,
Daten aus Bildern von Objekten zu extrahieren. Diese Agenten werden auch in Hardware imple-
mentiert. Agentenverhalten für Search Agent Software wird in [AAAB09] mit FSMs modelliert.
Die Agenten durchsuchen dort Datenbanken nach Buchtiteln und Preisen. Agentenprogramme
als FSMs mit bis zu 25 Zuständen werden in [LK05] für animierte virtuelle Charaktere ver-
wendet. Diese Agenten sind in der Lage, sich in dynamisch veränderlichen Umgebungen mit
Hindernissen zu bewegen. In [Mar99] wird eine Infrastruktur für problemlösende Umgebun-
gen mit Software-Agenten vorgestellt, die mit FSMs auf mehreren Ebenen modelliert werden.
Intelligente Agenten werden auch in [AHY+10] mit FSMs modelliert mit dem Zweck, ein Tool
zur intuitiven und schnellen Erstellung von Trainingssimulationen der echten Welt (z. B. für
Rettungskräfte) zu schaffen.
Im Bereich der Computerspiele ist die Verwendung von FSMs als Agentenprogramm eine be-
liebte Methode, um intelligente bzw. intelligent erscheinende Agenten zu produzieren. Buckland
beschreibt in [Buc05, S. 43] die Motivation für die Verwendung von FSMs für Computerspiel-
agenten. Dabei nennt er folgende Punkte:
• die Einfachheit, solche zu entwerfen und zu debuggen, da jeder Zustand vom Program-
mierer separat nachverfolgt werden kann,
• den geringen Berechnungsaufwand, weil die Interpretation einer FSM durch Tabellenzu-
griff, if-then- oder case-Anweisungen realisiert werden kann und keine zusätzlichen rechen-
intensiven Prozesse erfordert,
• die Intuitivität, da die FSMs durch ihre Zustände der Sichtweise von Menschen auf andere
Menschen oder auch Objekte entspricht, die alles in einem bestimmten Zustand befindlich
ansieht,
• die Flexibilität, weil man die FSM einfach anpassen kann, um das Verhalten eines Agenten
zu verändern. Die Anpassung kann durch eine Erweiterung oder Reduzierung der Zustände
geschehen oder durch die Veränderung von Zustandsübergängen.
Eine Besonderheit bei Agenten in Computerspielen ist die Zielsetzung beim Entwickeln ihres Ver-
haltens. Es sind nicht unbedingt Agenten gesucht, die ein Problem optimal lösen können. Die
Agenten werden als Gegner oder auch als Mitspieler für den menschlichen Spieler eingesetzt
und im Vordergrund steht der Spielspaß. Daher sind oft Agenten mit beschränkter Intelligenz
gefordert, die dem menschlichen Spieler eine Chance lassen, das Spiel zu gewinnen, aber gleich-
zeitig auch eine gewisse Schwierigkeit darstellen.
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Ein weiterer Grund für die Verwendung von FSMs als Kontrollfunktion ist die einfache inkre-
mentelle Konstruktion von Agentenverhalten. In [Pet06] wird argumentiert, dass das Hinzufü-
gen von neuen Fähigkeiten durch das Hinzufügen neuer Zustände und Transitionen geschehen
kann und relativ wenige Veränderungen an einer bisherigen kleineren FSM erfordert. Dies stehe
im Gegensatz zur Notwendigkeit von dramatischen Veränderungen an z. B. neuronalen Netzen.
Durch die Verwendung einer FSM als Agentenprogramm bekommt der Agent einen internen
Kontrollzustand. Dieser Zustand ist gemäß dem CA-Modell aus Abschn. 3.1 kein Attribut des
Agenten, denn er ist kein Teil des Datenzustands. Er kann aber als Attribut modelliert wer-
den, wenn die Aktionen so angepasst werden, dass eine Zustandsänderung über eine Aktion
geschieht. Der dann über eine Rechenfunktion veränderte Kontrollzustand kann über die Senso-
ren eingelesen und in der Kontrollfunktion benutzt werden. Unabhängig von der semantischen
Interpretation dieses Zustands, d. h. die Annahme darüber, welches Wissen der Zustand reprä-
sentiert, kann man FSM-kontrollierte Agenten zu den modellbasierten Reflex-Agenten bzw. den
hysteretischen Agenten zuordnen. Eine Zielvorgabe oder Nutzenfunktion innerhalb des Agen-
tenprogramms existiert nicht.
In den meisten der erwähnten Beispiele für FSM-kontrollierte Agenten sind die Zustände der
FSM der einzige bestimmende Faktor für die Aktionen, die die Ausgabe der FSM darstellen,
d. h. es handelt sich um Moore-FSMs [Moo56]. Typische Zustände in solchen FSMs für Agenten
sind z. B. „fliehen“, „angreifen“, „essen“, „warten“, „springen“ etc. Die Art des Zustands hängt
natürlich auch von der Komplexität der Aktionen ab, die von MAS zu MAS variieren kann. Die
Aktionen werden dann vom Agenten so lange wiederholt, bis sich der Zustand der FSM ändert.
Die FSMs besitzen dabei meist keinen Terminalzustand und induzieren damit als Agentenpro-
gramm ein Verhalten unbestimmter Länge. Dies ist notwendig für den Einsatz in MAS, da die
Agenten darin kontinuierlich agieren sollen.
In dieser Arbeit werdenMealy-FSMs [Mea55] verwendet, die die Aktionen nicht durch die Zu-
stände, sondern über die Kombination von Inputs und Zuständen definiert. Das hat den Vorteil,
dass die Agenten in dem CA-Modell, das ja auf diskreten Zeitschritten (Generationen) beruht,
schneller auf die Umwelteinflüsse reagieren können. Bei einem Moore-Automaten muss die ak-
tuelle Aktion schon im vorausgegangenen Takt berechnet worden sein, denn die Ausgabe hängt
ja ausschließlich vom Zustand ab. Bei einem Mealy-Automaten kann die Aktion direkt aus den
Eingaben und dem aktuellen Zustand bestimmt werden und die aktuellen Attribute der Objekte
in der Zelle noch im selben Zeitschritt modifizieren. Hierbei ist zu beachten, dass die Mealy-
FSM, die die Aktionen generiert nur der Kontrollfunktion entspricht. In ihrer Gesamtheit, also
die Rechenfunktionen der Zelle mit eingeschlossen, stellt die Zelle wieder eine Moore-FSM dar.
Abb. 3.17 zeigt die Zellstruktur für eine Zelle, die einen gerichteten Agenten (mit Richtungsat-
tribut d) aufnehmen kann. Da es sich um bewegliche Agenten handelt, muss die Kontrolleinheit
für jeden Nachbarn repliziert in der Struktur enthalten sein. Zur besseren Übersicht ist dies hier
nicht dargestellt und der Aktuator und Aktionsarbiter zusammengefasst. Die Kontrollfunktion
φK bekommt als Eingaben den Zustand s und die Eingaben der Nachbarzellen über den Sensor
und realisiert damit eine Mealy-FSM. Diese FSM, die das Verhalten des Agenten bestimmt, wird
auch Kontroll-FSM genannt. Die Ausgaben der Funktion entsprechen dem Folgezustand s′, und
den Emtscheidungen a des Agenten, welche über den Aktuator und Aktionsarbiter in Aktio-
nen und schließlich Basisoperationen umgesetzt als Eingabe in die Rechenfunktion φd und φτ
gehen. Die Rechenfunktion φd bekommt als Eingabe die Basisoperation bd und den aktuellen
Wert d und berechnet daraus den Folgewert d ′. Die Rechenfunktion φτ bekommt als Eingabe
die Basisoperation bτ und den aktuellen Wert τ und berechnet daraus den Folgewert τ
′. Es han-
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delt sich bei den Rechenwerken um zwei Moore-Automaten. Die hintereinandergeschalteten
Automaten kann man auch als Mikroprogramm-Steuerwerk (Kontroll-FSM-Teil) und Operati-
onswerk (Rest) interpretieren, da solche Steuerwerke in ihren einfachen Realisierungsformen
FSMs entsprechen [Hof93, S. 197ff.].
Abb. 3.17.: Struktur einer Zelle mit Mealy-FSM-kontrolliertem Agenten. Der Übersicht halber sind
weitere Objekte und die replizierten Kontrolleinheiten weggelassen.
Etwas detailliertere Darstellungsformen der Mealy-FSM sollen anhand eines konkreten Au-
tomaten als Beispiel gegeben werden. Er soll in die Zellstruktur aus Abb. 3.17 passen, d. h.
es soll eine Mealy-FSM für einen gerichteten Agenten mit Bewegungsmöglichkeit sein. Sei die
Menge der Zustände der Kontroll-FSM s ∈ {0,1,2,3,4, 5}, die Menge der möglichen Inputs
der Kontroll-FSM x ∈ {x0, x1}, die Menge der möglichen Entscheidungen, also Outputs der
Kontroll-FSM e ∈ {e0, e1} , sowie d ∈ {0,1,2,3}, bd ∈ {0,1}, bτ ∈ {0,1} und τ ∈ {leer, voll}. Der
Aktuator bilde eine Entscheidung ei auf eine Aktion ai ab. Die einzelnen Funktionen seien wie
folgt definiert:
• Aktionsarbiter: bd = 1 und bτ = 0 für a = a0, bd = 0 und bτ = 1 für a = a1
• Rechenfunktion φd: d
′ = d + bd mod 4
• Rechenfunktion φτ: τ
′ = τ für bτ = 0, τ
′ = leer für bτ = 1 und τ = voll, τ
′ = voll für
bτ = 1 und τ= leer
wobei bτ = 0 bedeutet, dass der Zelltyp nicht verändert wird (keine Bewegung), und bτ =
1, dass der Zelltyp entsprechend der Bewegung des Agenten geändert wird. Die Richtungen
N , E,S,W sind hier mit den Werten 0 bis 3 codiert, um die Formel für eine Drehung um 90 Grad
im Uhrzeigersinn im Fall der Aktion a0 als Modulo-Rechnung angeben zu können.
Der Eingang x entspricht den Werten, die der Agent mit seinem Sensor wahrnimmt, seine Be-
deutung, und die Bedeutung der einzelnen Zustände s sind in diesem Beispiel nicht spezifiziert.
Tab. 3.1 gibt die Zustandsübergangsfunktion sowie die Ausgabefunktion an. Abhängig vom mo-
mentanen Zustand und dem Input ist ein Paar vom Folgezustand s′ und Ausgabe e in der Form
s′/e gegeben. Die Aktionen und Basisoperationen sind nicht in der Tabelle enthalten, da sie nicht
das Verhalten des Agenten bestimmen, sondern lediglich Abbildungen der Entscheidungen des
Agenten sind und auf den Zustand der Zelle „angewendet“ werden, d. h. auf die Bestimmung
der neuen Werte d und τ.
Für FSMs, die eine bestimmte Komplexität nicht überschreiten, sind auch grafische Darstel-
lungen möglich und übersichtlich, z. B. als Zustandsübergangsgraph (Abb. 3.18(a)) oder als
Schaltwerk mit im Speicher codierter Zustandsübergangstabelle (Abb. 3.18(b)). In letzterer
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Tab. 3.1.: Tabellarische Darstellung einer Beispiel-Mealy-FSM zur Kontrolle eines Agenten. Die
Einträge zeigen den Folgezustand und die Entscheidung in der Form s′/e an.
Inputs momentaner Zustand s
x 0 1 2 3 4 5
x0 3/e0 0/e0 1/e0 4/e0 5/e1 2/e1
x1 1/e0 3/e1 5/e0 0/e1 2/e0 4/e0
Abb. 3.18.: Graphische Darstellungen einer Beispiel-Mealy-FSM zur Kontrolle eines Agenten: (a)
als Zustandsgraph, (b) als Schaltwerk mit Speicher. Die Teile der Kontroll-FSM in (b)
sind schattiert.
Darstellung ist der komplette Moore-Automat bestehend aus der Mealy-FSM und den Rechen-
werken gegeben. Die für das Verhalten des Agenten bestimmende Mealy-FSM ist schattiert.
Grundsätzlich ist es auch möglich, mehr als eine FSM zur Kontrolle des Agentenverhaltens ein-
zusetzen. So könnte es einen gerichteten, beweglichen und bunten Agenten geben, der einerseits
eine Mealy-FSM benutzt, um seine Bewegungen zu steuern, also letzten Endes eine Modifikation
der Attribute d und τ bewirkt wie im obigen Beispiel, und andererseits eine andere Mealy-FSM
benutzt, um sein Attribut Farbe zu steuern.
In Abschn. 3.1.2 wurde beschrieben, dass die Replikate der Kontrolleinheiten unter bestimm-
ten Bedingungen nicht notwendig sind. Das ist dann der Fall, wenn die Regeln so beschaffen
sind, dass die einzig vorhandene Kontrolleinheit die (Bewegungs-)Aktionen der Agenten aus
den Nachbarzellen berechnen kann. Dann muss die Struktur um einen Multiplexer erweitert
werden, der den richtigen momentanen Kontrollzustand für die Bestimmung des Folgezustands
und der Entscheidung auswählt (Abb. 3.19).
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Abb. 3.19.: Zellstruktur mit Multiplexer und FSM. Darstellung als Schaltwerk mit Speichersymbol.
3.2.2 Andere Konzepte zur Modellierung des Agentenverhaltens
Im Folgenden werden einige weitere typische Konzepte (vgl. [Klü01, S. 21ff.] und [BS04])
für die Modellierung von künstlicher Intelligenz in Agentenverhalten/Agentenprogrammen be-
schrieben. Die hier besprochenen Konzepte können aufgrund der vielfältigen Möglichkeiten
nicht vollständig und im Einzelfall nicht detailliert beschrieben sein.
Künstliche Neuronale Netze. Die Intention von künstlichen neuronalen Netzen (ANN, engl.:
Artificial Neural Network) ist die vereinfachte Nachbildung von biologischen neuronalen Net-
zen, also der Versuch, die biologische Intelligenz nachzuahmen. Grundlagen von künstlichen
neuronalen Netzen werden unter anderem in [RMS91, NKK96] beschrieben. Ein solches Netz-
werk besteht aus vernetzten Knoten (den künstlichen Neuronen) mit gewichteten Verbindun-
gen. Jedes Neuron besitzt eine oder mehrere eingehende Verbindungen und eine ausgehende
Verbindung, welche wiederum als Eingänge für andere Neuronen fungieren können. Die Verbin-
dungen können auch bidirektional sein. Aus den (gewichteten) Eingangswerten wird mittels ei-
ner Aktivierungsfunktion ein Ausgangswert berechnet. Dabei wird potentiell ein Schwellenwert
herangezogen, ab dem der Ausgangswert sich ändert. Die Veränderung des Zustandes, d. h. aller
an den Verbindungen liegenden Werte des ANN, kann durch eine synchrone oder asynchrone
Neuauswertung der Funktionen der Neuronen stattfinden. Für die komplette Beschreibung eines
ANN müssen die Aktivierungsfunktionen, Gewichte und Schwellenwerte, sowie die ganze Topo-
logie des Netzes angegeben werden. Um das ANN als Verhaltenssteuerung zu benutzen, werden
Eingaben von der Sensorik des Agenten und Ausgaben für den Aktuator benötigt. Dafür müs-
sen die Neuronen schließlich in drei Schichten eingeteilt werden: Eingabeneuronen, die von
der Agentensensorik Werte aufnehmen, Ausgabeneuronen, die die Schnittstelle zum Aktuator
bilden, und versteckte Neuronen, die nicht mit äußeren Komponenten verbunden sind.
Üblicherweise werden ANN mit Lernverfahren eingesetzt. Das bedeutet, dass die Gewich-
te und Schwellenwerte adaptiert werden können, um im Falle der Verwendung des Netzes in
MAS das Agentenverhalten zu optimieren. In [CJ90, CJ91] werden z. B. künstliche Ameisen mit
Genetischen Algorithmen angelernt, um das Problem der Futtersuche effizient zu lösen. Agen-
ten mit ANN als Verhaltenssteuerung müssen in [WM99] in unbekannten zweidimensionalen
Gitternetzen mit Hindernissen navigieren. Ebenfalls in zweidimensionalen Gittern werden in
[LK06] lernende Agenten eingesetzt, die sich, in zwei konkurrierende Gruppen eingeteilt, ge-
genseitig attackieren. Die Verhaltensfunktion der Agenten wird als ANN repräsentiert. Für ein
Intrusion Detection System werden in [HCPA07] Agenten, in denen ein ANN eingebettet ist, ein-
gesetzt. Die genannten Beispiele sind natürlich nur ein Bruchteil aller Anwendungen von ANN
zur Verhaltenskontrolle, zeigen aber dessen Vielseitigkeit.
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Im Gegensatz zu den FSM ist bei einem ANN der Zustand nicht explizit angegeben, sondern
ergibt sich implizit aus den Werten aller Verbindungen des Netzes. Das lässt sich nicht auf tri-
viale Weise in einen Gesamtzustand „übersetzen“, wenn die Anzahl der Verbindungen nicht
klein ist. Die Interpretation des ANN als Verhaltenssteuerung ist daher nicht intuitiv und kann
schwierig sein. Dennoch ist eine Anwendung im in Abschn. 3.1 entwickelten Modell denkbar.
Eine Schwierigkeit, die dabei zu überwinden wäre, ist allerdings das Kopieren des Zustands auf
eine Nachbarzelle bei einer Bewegung des Agenten.
Eine besondere Form der ANN sind die rekurrenten Neuronalen Netze [Elm90], deren Neuro-
nen auch durch Rückkopplungen verbunden sind. Damit wird dem ANN eine Art Gedächtnis
gegeben, mit dem es sich an historischen Informationen orientieren kann. Auf diese Weise kann
der Kontrollfunktion ein interner Zustand gegeben werden und sogar eine zu FSMs äquivalente
Funktion implementiert werden [RBA96].
Einige Wissenschaftler arbeiten auch mit biologischen neuronalen Netzen. Dazu werden z. B.
Neuronen von Schnecken [Zec02] oder Ratten auf Siliziumchips kultiviert. In [War10] werden
biologische neuronale Netze als künstliche Intelligenz trainiert, um damit z. B. fahrende Roboter
zu steuern.
Fuzzylogik-Systeme. Fuzzy Controller können eingesetzt werden, um das Verhalten von Agen-
ten in MAS zu steuern. In der Fuzzylogik werden sprachliche Konzepte, die die „scharfe“ zwei-
wertige Logik aufweichen und „unscharfe“ mehrwertige Logik erlauben, formalisiert. Das bedeu-
tet, es gibt nicht nur wahr oder falsch, sondern eine graduelle Unterscheidung von Eigenschaf-
ten mit unendlich vielen Werten zwischen 0 und 1. Zugehörigkeitsfunktionen bilden Objekte
auf Fuzzymengen ab. Dabei kann ein Objekt aufgrund der graduellen Unterscheidung seiner Ei-
genschaften, auf mehrere Fuzzymengen abgebildet werden, entscheidend ist dabei dessen Grad
der Zugehörigkeit. Beispielsweise könnte ein Räuber-Agent mit der Eigenschaft Sättigung (wie
in obigem Beispiel), gar keinen, wenig, viel oder maximalen Hunger haben. Den sprachlichen
Begriffen werden Werte zwischen 0 (z. B. für gar keinen Hunger) und 1 (maximaler Hunger)
zugeordnet. Ein Räuber mit viel Hunger wird dann zu einem hohen Grad auf die Menge hungrig
und zu einem niedrigen Grad auf die Menge satt abgebildet. Der Grad bestimmt den Wahrheits-
gehalt einer Aussage wie: Der Räuber ist satt. Ebenso kann mit Eigenschaften verfahren werden,
die der Agent über seine Sensorik aufnimmt (z. B. hohe/niedrige Pheromonwerte).
Die Kontrolle des Agenten wird mit Fuzzyregeln beschrieben. Zunächst müssen die Eingangs-
variablen der Kontrollfunktion fuzzyfiziert werden, d. h. auf jedes („scharfe“) Eingangssignal
wird die Zugehörigkeitsfunktion angewendet. Ein Pheromonwert bekommt z. B. für die sprach-
lichen Ausdrücke wie hoch oder niedrig je einen Grad zugewiesen. Mit den sprachlichen „un-
scharfen“ Ausdrücken, werden dann logische Aussagen der FormWenn Bedingung B dann Aktion
A definiert. Das Ergebnis der Anwendung aller logischen Aussagen ist eine Menge von zutref-
fenden Aktionen A, die alle einen bestimmten Erfüllungsgrad (Wahrheitsgehalt) größer 0 haben.
Um im MAS eine konkrete Aktion auszuführen, muss aus allen Aktionen A eine per Defuzzyfi-
zierung ausgewählt werden. Dafür gibt es verschiedene Methoden, die meist auf Schwerpunkt-,
Maxima- oder Mittelwertberechnungen basieren.
Die Hauptmotivation für die Auswahl von Fuzzy Controllern zur Agentensteuerung ist
die Möglichkeit der Anwendung von sprachlichen Konzepten und Regeln, die eher den
Kommunikations- und Verhaltensweisen von Menschen entspricht, als formale Strukturen.
Durch die Formalisierung der sprachlichen Konzepte in Fuzzy-Systemen ist diese Möglichkeit
gegeben.
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Auch MAS mit Agenten, deren Verhalten von Fuzzy Controllern gesteuert wird, sind üblich
und finden sich in verschiedenen Anwendungsformen. Einige Beispiele sind [BB97], wo ein evo-
lutionärer Algorithmus vorgestellt wird, der die Fuzzyregeln von Agenten optimiert, [MZG01]
und [JM08], wo ein mobiler Roboter mit einem Fuzzy Controller navigieren muss.
Classifier-Systeme. Classifier-Systeme [HBC+00, Lan08, Gol89] sind regelbasierte Systeme,
deren Regeln parallel ausgeführt werden können und mittels Lernverfahren adaptiv verändert
werden können. Daher werden sie auch als Learning Classifier Systems bezeichnet. Die wesentli-
chen Bestandteile eines typischen Classifier-Systems sind eine Regelbasis und eine Nachrich-
tenliste. Letztere kann eine begrenzte Menge von Nachrichten mit einer bestimmten Länge
L beinhalten, die aus Wörtern (Strings) eines bestimmten Alphabets bestehen. Mit demsel-
ben Alphabet existieren Regeln der Form Wenn Bedingung B dann Nachricht N in der Regel-
basis. Diese Regeln werden Classifier genannt, daher bezeichnet man die Regelbasis auch als
Classifier-Speicher. Für die Bedingung B können außer dem eigentlichen Alphabet auch Don’t
Cares (Stellen, die bei einem Vergleich immer eine Übereinstimmung liefern) eingesetzt werden.
Die Entscheidungsfindung läuft wie folgt ab. Über die Sensorik des Agenten werden Nachrichten
der Länge L in die Nachrichtenliste aufgenommen. Alle Nachrichten der Liste werden dann par-
allel mit allen Classifiern auf Übereinstimmung mit der Bedingung B geprüft. Ist eine Bedingung
erfüllt, so wird die zugehörige Nachricht N aus der entsprechenden Regel in die Nachrichtenlis-
te übernommen. Dies kann allerdings nicht uneingeschränkt geschehen, da die Nachrichtenliste
begrenzt ist. Die entstehende Konkurrenzsituation wird mit Gewichten für die Regeln und ge-
gebenenfalls auf Zufall basierenden Auswahlverfahren für die gewichteten Regeln gelöst. Eine
mehrstufige Anwendung der Regeln auf die in jeder Stufe wieder veränderte Nachrichtenliste
ergibt schließlich eine Liste, aus der der Aktuator eine Aktion auswählen kann.
Typischerweise geschieht das Lernen in zweistufiger Form. Die Gewichte der Classifier wer-
den dabei auf der niedrigeren Stufe dynamisch, also während der Agent agiert, angepasst. Dies
kann mittels verstärkendem Lernen erfolgen, d. h. dass der Agent ein Feedback über seine ausge-
wählten Aktionen bekommt und die Gewichte der Regeln anpasst. Auf der höheren Stufe wird
ein Genetischer Algorithmus eingesetzt, um zu bestimmten Zeitpunkten die Regeln selbst zu
verändern bzw. durch neue Regeln zu ersetzen.
Ein Argument für die Verwendung von Classifier-Systemen als Kontrollfunktion ist die Mög-
lichkeit, mehrere Regeln simultan anzuwenden. So können gleichzeitig eintreffende Eingaben
als Kombination von Eingaben wahrgenommen und verarbeitet werden, anstatt sequentiell ab-
gearbeitet zu werden. Ein weiteres Argument ist die Adaptivität des Verhaltens durch das ver-
stärkende Lernen und die Evolvierung von Regeln.
Classifier-Systeme werden für eine Vielzahl von Anwendungen eingesetzt, darunter auch die
Kontrolle von autonomen Agenten. Eine extensive Angabe von Quellen findet sich bei Lanzi in
[Lan08]. In [TSTJ05] werden autonome Fahrzeuge mittels Classifier-Systemen gesteuert.
3.3 Kapitelzusammenfassung
Für die Modellierung von MAS in CA wurden Objekte definiert, die sich in passive Objekte und
Agenten einteilen lassen. Im allgemeinen Modellierungsprinzip wurde die Einbettung des MAS
in das CA-Modell mittels der Aufteilung der Transitionsfunktion und des Zustands der Zelle,
sowie die Zuordnung der dadurch entstehenden Teile zu Objekten und durch Einführung eines
Zelltyps erreicht. Die Interaktionen der Objekte im MAS innerhalb einer Zelle und interzellu-
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lar wurden durch Einführung eines Aktionsarbiters ermöglicht. Ein besonderer Schwerpunkt
lag in der Modellierung von beweglichen Objekten, da im CA-Modell bzw. in CA-Architekturen
die Zellen nur lesend auf ihre Nachbarn zugreifen können. Ein konsistentes Regelpaar, wel-
ches ein bewegliches Objekt auf einer Zelle löscht und auf der anderen kopiert, umgeht dieses
Problem. Die Konfliktauflösung kann mit einer erweiterten Nachbarschaft und/oder gerichteten
Agenten innerhalb eines Taktschritts betrieben werden. Es ist ein Modell entstanden, das vom
Agentenverhalten abstrahiert.
Für die Modellierung des Agentenverhaltens wurden endliche Zustandsautomaten (FSM) aus-
gewählt. Die Einbettung der FSM in die Zellstruktur unter Verwendung von Sensoren und Aktua-
toren mit Inputreduktion und Aktionsmapping wurde beschrieben. Alternativen zu FSMs wurden
kurz vorgestellt.
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4 Beispielsysteme zur Modellierung
Mit dem in Kap. 3 vorgestellten CA-Modell werden nun drei Beispielsysteme und deren Re-
geln definiert. Sie sollen als problemlösende MAS dazu dienen, die Modellierungsmöglichkeiten
zu veranschaulichen und außerdem Optimierungsverfahren für FSM-kontrollierte Agenten zu
testen und zu entwickeln. Die drei Systeme sind:
• das Creatures’ Exploration Problem (CEP), definiert in Abschn. 4.1
• der All-to-All Communication Task (ATAC), definiert in Abschn. 4.2
• das Agent Routing Problem (ARP), definiert in Abschn. 4.3
Jede der Anwendungen kann in verschiedenen Varianten auftreten, z. B. mit verschiedenen Attri-
buten für die Objekte, mit verschiedenen Objekten oder mit unterschiedlich mächtigen Agenten
(z. B. gerichtete und ungerichtete). Je nach Voraussetzung kann es möglich sein, das System
auf diese Weise zu variieren, um die Problemlösung effektiver und effizienter zu gestalten. Die
Untersuchung solcher Varianten ist Gegenstand von Kap. 5. Bestimmte Varianten aller drei An-
wendungen wurden bereits in einer Reihe von Veröffentlichungen präsentiert. Beschrieben wird
hier aber nur jeweils eine Grundvariante für jede Anwendung, also das prinzipielle zu lösende
Problem, die Aufgabe und Art der Agenten, die Art der passiven Objekte und deren Regeln.
Konkrete initiale Konfigurationen, d. h. die Feldgröße, die Anzahl der Objekte, deren Position
etc. werden auch nicht spezifiziert.
Allen Anwendungen gemeinsam ist, dass sie in einem endlichen CAmit zwei Dimensionen und
der von Neumann-Nachbarschaft modelliert sind. Je nach Anwendung und Variante wird jedoch
ein unterschiedlicher Radius der Nachbarschaft verwendet. Der Radius ist aber so gewählt, dass
bei jedem Agenten von einer lokal beschränkten Sicht auf die Umwelt gesprochen werden kann.
Die Modellierung der Anwendungen ist prinzipiell auch in dreidimensionalen Gittern möglich,
allerdings würde dies die Struktur und die Regeln des MAS komplexer machen.
4.1 Das Creatures’ Exploration Problem
Beim Creatures’ Exploration Problem (CEP) bewegen sich Agenten, die so genannten Creatures,
auf einem zweidimensionalen Gitter mit Hindernissen und haben die Aufgabe, alle freien Zellen,
auf denen sich keine Hindernisse befinden, mindestens einmal zu besuchen. Abgesehen davon
sollen die Agenten diese Aufgabe möglichst schnell, d. h. in möglichst wenigen Generationen
lösen.
Zuerst wurde das CEP mit FSM-kontrollierten Agenten in [HS03] beschrieben, allerdings mit
der Einschränkung, dass sich nur ein einzelner Agent im System befindet, wodurch die Zell-
regeln gegenüber dem hier entwickelten allgemeinen Modell mit Konfliktlösungsmöglichkeiten
einfacher sind. Zelltypen werden bereits eingeführt, um beschreiben zu können, ob sich ein
Hindernis oder ein Agent in einer Zelle befindet, aber auch in dieser Hinsicht ist kein all-
gemeines Modell mit Objekten und deren Attributen definiert worden. Eine erste Implemen-
tierung des CEP in Hardware erfolgte in [HHHT04]. Halbach und Hoffmann führten weitere
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Untersuchungen durch, mit dem Ziel, die optimale FSM zur Kontrolle einer Creature durch
Aufzählung aller Möglichkeiten zu finden [HH05] und die Aufzählung selbst zu optimieren
[HHB06, Hal08] und die Hardwareimplementierung in Ressourcenverbrauch und Performanz
zu verbessern [HH06a, HH07a, Hal08]. Für FSMs mit bis zu sechs Zuständen konnte durch
ein verbessertes Aufzählungsverfahren und parallele Simulation in optimierter Hardware ein
exaktes Optimum gefunden werden. Die Effizienz von Systemen mit vielen Agenten wurde in
[HH06b, HH07b] untersucht.
Anwendungen des CEP könnten autonome Rasenmäher oder Staubsauger sein, die sich in
unbekanntem Gebiet mit Hindernissen (Sträucher, Bäume, Möbel, Wände) bewegen. Allge-
mein könnte das CEP für mobile Roboter eingesetzt werden, die eine unbekannte Umgebung
sensorisch auskundschaften oder selbst eine Information (z. B. eine Chemikalie oder visuelle
Markierungen) auf dem Gebiet verteilen. Eine etwas abgewandelte Form des CEP ist das Area
Surveillance und Patrol Problem aus [SMVB05], in dem die Agenten ein Gebiet ebenfalls voll-
ständig abschreiten sollen, dies allerdings mit möglichst wenigen mehrfach besuchten Stellen
und eventuell kontinuierlich.
In diesem System können zwei verschiedene Objekttypen existieren: die Creatures (Agenten)
und die Hindernisse (passive Objekte). Eine Creature und ein Hindernis dürfen nicht gleichzeitig
auf einer Zelle sein. Es darf sich maximal eine Creature gleichzeitig auf einer Zelle befinden.
Jede Creature ist beweglich, hat in der Grundvariante eine Bewegungs- und Blickrichtung d ∈
{N , E,S,W} und kann die folgenden Aktionen ausführen:
• Rs: um 90◦ nach rechts drehen, ohne sich auf eine andere Zelle zu bewegen
• Ls: um 90◦ nach links drehen, ohne sich auf eine andere Zelle zu bewegen
• Rm: um 90◦ nach rechts drehen und gleichzeitig eine Bewegung auf die Zelle in (alter)
Blickrichtung durchführen
• Lm: um 90◦ nach links drehen und gleichzeitig eine Bewegung auf die Zelle in (alter)
Blickrichtung durchführen
Die Creature muss bei ihrer Handlung folgende Regeln befolgen: Wenn in der Zelle in Blick-
richtung ein Hindernis oder eine andere Creature ist oder dort ein Konflikt auftritt, so muss die
Creature auf ihrer momentanen Position verharren und darf nur die Aktionen Rs oder Ls ausfüh-
ren. In allen anderen Fällen ist die Creature dazu gezwungen, sich auf die Zelle in Blickrichtung
zu bewegen, sie kann also nur die Aktionen Lm oder Rm ausführen. Hier bietet sich an, die
Entscheidung über die Bewegung auf eine andere Zelle mit einem Aktionsmapping im Aktuator
zu modellieren, da diese Entscheidung durch die Regeln fest vorgegeben ist. Das bedeutet, die
Creature kann die Entscheidungen e ∈ {R, L} treffen, aus denen der Aktuator abhängig von der
Situation (Konflikt) die Aktion abbildet. Dies wird in der hier präsentierten Grundvariante auch
so gemacht, ist aber nicht zwingend notwendig. Man könnte ebenso der Kontroll-FSM die Ent-
scheidung über die Bewegung überlassen und gegebenenfalls im Nachinein (im Aktuator oder
Aktionsarbiter) korrigieren.
Aus dem Blickwinkel des CA-Modells betrachtet, wird der Zustand jeder Zelle zi abgesehen
von ihrer Zellstruktur, die auch die Transitionsfunktion beinhaltet, mit dem Tripel
(τi, di, si)
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definiert (mit dem Zelltyp τi, der Blickrichtung di und dem Kontrollzustand si). Der Index i kann
als relative Identifikation einer konkreten Zelle verwendet werden, z. B. durch die Positionsan-
gabe. Im Folgenden wird die Zellregel einer beliebigen Zelle zC (Center-Zelle) beschrieben. Die
Nachbarzellen von zC werden wie in Abschn. 3.1.2 nach den Himmelsrichtungen bezeichnet.
Die Zellstruktur mit Zelltyp, Objekten und deren Attributen und Kontrolleinheiten sowie die
Nachbarschaft ist in Abb. 4.1 dargestellt.
Abb. 4.1.: Zellstruktur und Nachbarschaft der Grundvariante des CEP.
Da nach den Regeln nie mehr als ein Objekt gleichzeitig auf einer Zelle sein kann, kann der
Zelltyp drei verschiedene Zustände annehmen:
τ ∈ {Creature,Hindernis,Leer}.
Das Objekt Hindernis ist ein Sonderfall eines Objekts, da es überhaupt keine Attribute besitzt.
Es ist nicht beweglich und besitzt auch keine anderen Regeln. Es ist demzufolge ausschließlich
im Zelltyp codiert und erfordert keine Kontrolleinheit. Hindernisse können weder entstehen
noch verschwinden, d. h. sie sind auch nicht dynamisch. In einer initialen Konfiguration werden
sie einmal definiert und bleiben fix auf dieser Zelle. Das bedeutet, es gibt im CEP Zellen mit dem
unveränderlichem Zelltyp τ= Hindernis.
Das andere Objekt, die Creature, hat eine Kontroll-FSM mit einem Zustand s ∈ {0,1,2, . . . ,n−
1}. Im Folgenden wird auch von n-Zustands-FSMs gesprochen. Die Kontrolleinheit wird mit ei-
ner FSM modelliert, die als Input ein binäres Signal m erhält, welches vom Sensor nach ei-
ner Vorberechnung geliefert wird. m zeigt an, ob es in der Zelle in des Agenten Blickrichtung
d ∈ {N , E,S,W} einen Konflikt oder eine Blockade durch ein Hindernis gibt (m = 0) oder nicht
(m = 1). Diese Angabe kann sich dabei je nach Zelltyp auf den Agenten, der sich gerade in der
Zelle befindet oder auf einen Agenten, dessen Blickrichtung gerade auf diese Zelle zeigt, bezie-
hen. Die Agentenrichtungen und der Zelltyp aller Zellen aus der von Neumann-Nachbarschaft
mit Radius 2 werden zur Bestimmung von m im Sensor herangezogen. Die Eingangsvariablen
für den Sensor sind die Variablen τ und d aus allen Nachbarzellen innerhalb des Radius 2.
Für den Fall, dass die FSM in der Zelle zC die Regel eines auf einer Nachbarzelle stationierten
Agenten berechnen muss, muss die Variable s aus den Nachbarzellen innerhalb des Radius 1 als
Input vorhanden sein. Über einen vom Sensor gesteuerten Multiplexer wird der von der FSM
verwendete momentane Zustand sMUX ausgewählt.
Die Creature besitzt nur das Attribut d. Die Aktualisierung dieses Attributs hängt nicht von
der Aktion der Creature oder den Aktionen von Creatures in anderen Zellen ab, sondern nur von
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deren Entscheidungen. Daher kann in dieser Zellstruktur die Entscheidung direkt als Bassiope-
ration verwendet werden. Ein Aktionsarbiter ist nicht notwendig und der Aktuator ist lediglich
dargestellt, um die Aktion im Schema „sichtbar“ zu machen. Für die Simulation des MAS ist auch
der Aktuator nicht notwendig. Ein vom Sensor gesteuerter Multiplexer wählt aus, von welcher
Nachbarzelle das Attribut d gegebenenfalls kopiert werden soll.
Um die Funktion des Sensors mathematisch darzustellen, werden zunächst einige Hilfsfunk-
tionen und -variablen definiert: Mit der Hilfsfunktion h kann überprüft werden, ob in einer Zelle
zi eine Creature ist, und ob sie in eine bestimmte Richtung d blickt.
h(zi, d) =
(
1 , falls τi = Creature∧ di = d
0 , sonst.
Die Variable hmL gibt unter Benutzung dieser Information an, ob in der Zelle zC ein Konflikt
auftritt, indem sie die Anzahl der auf die Zelle zC blickenden Agenten in den vier Nachbarzellen
angibt.
hmL = h(zN ,S) + h(zE,W ) + h(zS,N) + h(zW , E).
hmC stellt einen Konflikt in der Zelle in Blickrichtung fest. Die Variable nimmt einen Wert größer
0 an, wenn in der Zelle zC ein Agent ist und in seiner Frontzelle ein Konflikt auftritt, der durch
andere Agenten mit der gleichen Frontzelle verursacht wird. Hindernisse und Agenten, die sich
in der Frontzelle befinden könnten, werden nicht berücksichtigt.
hmC =(h(zNN ,S) + h(zN E,W ) + h(zNW , E)) · h(zC ,N)
+(h(zEE,W ) + h(zN E,S) + h(zSE,N)) · h(zC , E)
+(h(zSS,N) + h(zSE,W ) + h(zSW , E)) · h(zC ,S)
+(h(zWW , E) + h(zNW ,S) + h(zSW ,N)) · h(zC ,W ).
τF ist der Zelltyp der Frontzelle aus Sicht des Agenten auf dieser Zelle. Der Zelltyp wird ge-
braucht, um festzustellen, ob in der Frontzelle ein Hindernis ist:
τF =

τN , falls h(zC ,N) = 1
τE , falls h(zC , E) = 1
τS , falls h(zC ,S) = 1
τW , falls h(zC ,W ) = 1
Leer , sonst.
Diese Informationen werden in Abhängigkeit des eigenen Zelltyps zur Berechnung von m be-
nutzt:
m =
(
1 , falls (hmL = 1∧τC = Leer)∨ (hmC = 0∧τC = Creature∧τF = Leer)
0 , sonst.
Wenn die Zelle selbst leer ist und exakt ein Agent aus einer Nachbarzelle auf sie blickt oder
die Zelle einen Agenten beherbergt und in der Frontzelle kein Konflikt auftritt, dann ist eine
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Bewegung möglich und die FSM bekommt als Eingabe m = 1. Die mathematische Formulierung
für die Auswahl von sMUX lautet:
sMUX =

sN , falls hmL = h(zN ,S) = 1∧τC = Leer
sE , falls hmL = h(zE,W ) = 1∧τC = Leer
sS , falls hmL = h(zS,N) = 1∧τC = Leer
sW , falls hmL = h(zW , E) = 1∧τC = Leer
sC , sonst.
Die FSM gibt abhängig von den beiden Eingaben (aktueller Zustand sMUX und Input m) den
neuen Zustand s′ und die Entscheidung e ∈ {R, L} aus, während die möglichen Aktionen a ∈
{Rs, Ls,Rm, Lm} sind. Die Transformation von Entscheidung in Aktion nimmt der Aktuator per
Aktionsmapping wie folgt vor:
a =

Ls , falls e = L ∧m = 0
Rs , falls e = R∧m = 0
Lm , falls e = L ∧m = 1
Rm , falls e = R∧m = 1.
Hierbei ist zu beachten, dass das Aktionsmapping in der Grundvariante nur die Funktion hat, die
Aktion für den Entwickler des MAS auszugeben. Innerhalb der Zelle wird in dieser Modellierung
die Aktion nicht weiter verwendet. Das liegt daran, dass die Bewegung von einer Zelle zu einer
anderen implizit durch die Regeln vorgegeben ist, und es keine Attribute gibt, die von der Aktion
abhängig sind.
Für die komplette Berechnung des neuen Zustands fehlen noch die neue Richtung und der
neue Zelltyp. Zur Berechnung der neuen Richtung d ′ wird die Entscheidung und die alte Rich-
tung benötigt, wobei die alte Richtung entweder von einem Agenten auf der Zelle zC oder einer
der Nachbarzellen kommt. Über einen Multiplexer wird diese Richtung dMUX analog zu sMUX
bestimmt:
dMUX =

dN , falls hmL = h(zN ,S) = 1∧τC = Leer
dE , falls hmL = h(zE,W ) = 1∧τC = Leer
dS , falls hmL = h(zS,N) = 1∧τC = Leer
dW , falls hmL = h(zW , E) = 1∧τC = Leer
dC , sonst.
Die neue Richtung des Agenten berechnet sich dann durch die Rechenfunktion φd wie folgt:
d ′ =

N , falls (dMUX = E ∧ e = L)∨ (dMUX = W ∧ e = R)
E , falls (dMUX = S ∧ e = L)∨ (dMUX = N ∧ e = R)
S , falls (dMUX = W ∧ e = L)∨ (dMUX = E ∧ e = R)
W , falls (dMUX = N ∧ e = L)∨ (dMUX = S ∧ e = R).
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Schließlich wird eine Aktualisierung des Zelltyps durch die Rechenfunktion φτ vorgenommen:
τ′ =



Hindernis , falls τC = Hindernis
Leer , falls (τC = Creature∧m = 1)∨ (τC = Leer∧m = 0)
Creature , falls (τC = Leer∧m = 1)∨ (τC = Creature∧m = 0).
Hindernisse bleiben immer Hindernisse. Leere Zellen kopieren den Agenten und seine Attribute
bzw. berechnen seine neuen Attribute (hier die Richtung), wenn eine Bewegung möglich ist. Zel-
len, die eine Creature beherbergen, verhalten sich umgekehrt. Wenn eine Bewegung möglich ist,
wird die Creature gelöscht, indem der Zelltyp auf Leer gesetzt wird. Mit Abschluss aller Berech-
nungen werden die neuen Werte in allen Zellen gleichzeitig (also getaktet) als Zustandstripel
übernommen:
(τC , dC , sC)⇐ (τ′, d ′, s′).
Das Berechnen der Richtung d und des Zustands s für Zellen, die keinen Agenten aufgenommen
haben, ist unproblematisch, da durch die Berücksichtigung des Zelltyps bei den Regeln „falsche“
Richtungen und FSM-Zustände ignoriert werden. Die Bewegung ist eine konsistente Ausfüh-
rung der Löschung in der Quellzelle und des Kopierens in der Zielzelle. Diese Konsistenz wird
sichergestellt durch die Berechnung von m für die eigene sowie für die Nachbarzellen.
Die Zellregel als eine ganze Einheit lässt sich auch als Pseudocode formulieren (List. 4.1). Im
Pseudocode werden ausschließlich die Änderungen des Zustands beschrieben, daher ist diese
Beschreibung kürzer als die mathematische. Sie liegt außerdem etwas näher an der intuitiven
Vorstellung der Verarbeitung von Eingaben, da sie einfache Wenn-dann-Konstrukte enthält, die
sequentiell abgearbeitet werden. Um die Bestimmung der Agentenrichtung mit einer Modulo-
Rechnung durchführen zu können, werden die Entscheidungen e und die Richtungen d mit
natürlichen Zahlen codiert, was eine weitere Verkürzung der Beschriebung der Zellregel ermög-
licht. Dabei entspricht L = −1, R = 1, N = 0, E = 1, S = 2 und W = 3. Die beiden Methoden
FSMnewstate(s,m) und FSMoutput(s,m) geben den Folgezustand bzw. die Ausgabe der FSM bei
den im Argument spezifizierten Parametern zurück. Die Zuweisung⇐ steht für eine synchroni-
sierte Übernahme der Werte am Ende der Regelberechnung. Auf der obersten Ebene wird der
Zelltyp abgefragt (Z. 1 und 13). Ist die Zelle leer, werden sequentiell alle Nachbarzellen auf
einen Agenten mit Bewegungswunsch überprüft und gegebenenfalls dessen Daten kopiert (Z.
3 bis 6). Danach wird bei zu erfolgender Bewegung die Aktion per FSM bestimmt und alle Zu-
standsvariablen aktualisiert (Z. 8 bis 11). Wenn in der Zelle eine Creature ist, dann wird über
eine Fallunterscheidung überprüft, ob in der Frontzelle ein Konflikt auftritt (Z. 16 bis 24). Da-
nach wird, wenn keine Bewegung stattfinden darf, der neue Zustand berechnet und gesetzt (Z.
26 bis 28), oder im Bewegungsfall der Zelltyp aktualisiert (Z. 30).
List. 4.1: Die Zellregel des CEP als Pseudocode
1 if (τC ==Leer){
2 m = 0;
3 if (τN ==Creature && dN ==S){m++; s MUX = s N; dMUX =dN} //Agent aus Nachbar-
4 if (τE ==Creature && d E ==W){m++; s MUX = s E ; dMUX =d E } //zelle kopieren , wenn
5 if (τS ==Creature && d S ==N){m++; s MUX = s S ; dMUX =d S } //Bewegungswunsch
6 if (τW==Creature && dW==E){m++; s MUX = sW; dMUX =dW} //besteht
7 if (m==1){ //Konflikt überprüfen (genau ein Bewegungswunsch?)
8 e = FSMoutput( s MUX , 1); //Aktion bestimmen
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9 s C ⇐ FSMnewstate( s MUX , 1); //neuen Zustand berechnen
10 dC ⇐ (dMUX + e) % 4; //neue Agentenrichtung setzen
11 τC ⇐ Creature; //Zelltyp auf Creature setzen
12 }
13 } else if (τC ==Creature){
14 m = 1;
15 //Konflikt und Hindernis in Frontzelle überprüfen:
16 if (dC ==N){
17 if ((dNN ==S && τNN ==Creature)||(d N E ==W && τN E ==Creature)||(dNW==E && τNW
==Creature)||τN !=Leer) m = 0;
18 } else if (dC ==E){
19 if ((d EE ==W && τ EE ==Creature)||(d N E ==S && τN E ==Creature)||(d SE ==N && τ SE
==Creature)||τE !=Leer) m = 0;
20 } else if (dC ==S){
21 if ((d SS ==N && τ SS ==Creature)||(d SE ==W && τ SE ==Creature)||(dSW ==E && τSW
==Creature)||τS !=Leer) m = 0;
22 } else if (dC ==W){
23 if ((dWW==E && τWW==Creature)||(dNW==S && τNW==Creature)||(dSW ==N && τSW
==Creature)||τW!=Leer) m = 0;
24 }
25 if (m==0) {
26 e = FSMoutput( s C , 0); //Aktion bestimmen
27 s C ⇐ FSMnewstate( s C , 0); //neuen Zustand berechnen
28 dC ⇐ (dC + e) % 4; //neue Agentenrichtung setzen
29 } else {
30 τC ⇐ Leer; //Agent löschen
31 }
Je nach Art der Implementierung des CEP als Hardwaresystem oder in Software, kann die
hier mathematisch und als Pseudocode beschriebene Zellregel auch in Hardwarebeschreibungs-
sprachen (eine Beschreibung der Hardware einer Zelle in Verilog HDL befindet sich in List.
A.1) oder üblichen Programmiersprachen beschrieben werden. Durch die taktbasierte Aktuali-
sierung der Zustände, von denen wiederum der neue Zustand abhängt, wird die Zellregel in
Hardware durch ein Schaltwerk realisiert. Ohne die Aktualisierung erhält man ein kombina-
torisches Schaltnetz ohne Rückkopplungen. Der komplette Schaltplan mit einfachen Gattern,
Vergleichern und Multiplexern ist in Abb. 4.2 dargestellt.
Der Aktuator ist, da er keine Bedeutung bei der Berechnung der Folgezustände hat, kein Teil
der tatsächlich benötigten Hardware. Den anderen Komponenten (zwei Rechenwerke, die FSM,
die Multiplexer (MUX) und der Sensor) sind die einzelnen Gatter durch farbliche Unterlegung
zugeordnet. Die Register zum Speichern des Zelltyps, der Richtung und des Kontrollzustands
sind mit dem Taktsignal CLK getaktet.
Die Werte der Richtungen entsprechen der Codierung im Pseudocode. Auf diese Weise kann im
Rechenwerk für d mit einer simplen Addition die neue Richtung d ′ bestimmt werden. Bei dem
Register handelt es sich um ein 2 Bit breites Register. Bei Ergebnissen der Addition, die mehr
Bits benötigen, werden diese einfach ignoriert, so dass eine Addition mit 3, einer Subtraktion
mit 1 entspricht. Eine Fallunterscheidung, wie bei der Angabe als mathematische Formel oder
eine Modulo-Rechnung wie im Pseudocode ist daher nicht notwendig. Die Werte für den Zelltyp
sind abkgekürzt. Dabei steht Le für Leer, Cr für Creature und Hi für Hindernis. Um eine bessere
Übersicht zu erreichen, sind einige mehrfach verwendete Konstanten und Inputs von den Nach-
barzellen nicht verbunden dargestellt. Das bedeutet nicht, dass diese Konstanten oder Inputs
mehrfach vorhanden sein müssen. Die Multiplexer zur Auswahl der Richtung und des Kontroll-
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Abb. 4.2.: Hardwareschaltplan einer Zelle im CEP.
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zustandes sind hier als vier hintereinander geschaltete Multiplexer realisert. Es wäre ebenfalls
möglich, die vier einzelnen Kontrollsignale auf ein einziges abzubilden, und einen Multiplexer
mit fünf Eingängen zu verwenden. Weitere Variationen zur Implementierung in Hardware sind
denkbar. Beispielsweise ist es möglich, je zwei der h-Module im Sensor zusammenzufassen und
die ansteuernden Multiplexer zu erweitern (Eingänge und Kontrollsignal).
Abb. 4.3 zeigt eine Sequenz von Simulationsbildern einer bestimmten Konfiguration des CEP.
In dieser Konfiguration ist der Rand des Feldes mit Hindernissen modelliert. Dies erspart eine
andere spezielle Randbehandlung, wenn man nicht mit Wrap-Around arbeiten will. Die vier
gerichteten Agenten lösen das Exploration Problem darin in der 34. Generation. Alle Agenten
sind homogen (gleiche Kontroll-FSM in jeder Zelle). Die Zustandsübergangstabelle der FSM,
die dieses Verhalten auslöst, ist in Tab. 4.1 gegeben. In der Abbildung sind die bereits besuchten
Zellen schattiert dargestellt. Je dunkler, desto öfter wurde die Zelle besucht. Diese Angabe ist
nicht Teil des MAS, sondern dient nur dem Entwickler für Analysezwecke, d. h. die Agenten
können diese Information nicht wahrnehmen und sie ist deshalb auch nicht in der Zellstruktur
und Zellregel enthalten. Die Feststellung der Lösung des Problems muss also global geschehen.
Die Agenten haben keine eigene Abbruchbedingung.
Abb. 4.3.: Sequenz einer Simulation des CEP. Hindernisse sind als schwarze Zellen dargestellt. Die
bereits besuchten Zellen sind schattiert, je dunkler desto öfter wurde die Zelle besucht.
Der jeweilige Zustand s der Kontroll-FSM ist nicht dargestellt.
Tab. 4.1.: Zustandsübergangstabelle der Kontroll-FSM für die Beispielsequenz des CEP.
s = 0 s = 1 s = 2 s = 3 s = 4
m = 0 1/L 3/L 4/R 4/L 2/L
m = 1 4/L 0/R 0/R 3/R 1/R
Bei der Modellierung einer Variante des CEP müssen die Regeln und die Struktur konsistent
angepasst werden. Sollen z. B. ungerichtete Agenten modelliert werden, fällt aus der Struktur
die Richtung d weg. Die Aktionen der FSM können sinnvollerweise keine Drehungen mehr
auslösen, und die Konfliktbehandlung wird komplexer. Sogar die Nachbarschaft ändert sich.
4.2 Der All-to-All Communication Task
Die Aufgabe der Agenten beim All-to-All Communication Task (ATAC) ist, eine initial disjunkt
verteilte Information mit allen anderen Agenten gegenseitig auszutauschen. Das bedeutet, jeder
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Agent besitzt zu Anfang einen Teil der Information, den sonst kein anderer Agent besitzt. Das
Ziel ist, dass am Ende alle Agenten die komplette Information besitzen. Der Austausch von In-
formationen findet dabei implizit (also ohne die aktive Auslösung durch eine Agentenaktion) in
bestimmten Situationen statt, in denen sich die gerichteten Agenten auf einem zweidimensio-
nalen Gitter durch ihre Bewegungsaktionen räumlich anordnen. Die Situationen werden auch
Kommunikationssituationen genannt und sind ganz bestimmte lokale Muster (Abb. 4.4). Die
Muster entsprechen den Mustern der Konfliktsituationen, in denen mehrere Agenten auf die
gleiche Frontzelle zeigen. Voraussetzung für den Austausch der Informationen unter allen be-
teiligten Agenten ist, dass die Frontzelle nicht durch einen anderen Agenten oder ein anderes
Objekt belegt ist. Die Frontzelle wird auch Mediatorzelle genannt, da sie als ein Mediator für die
Kommunikation der benachbarten Agenten interpretiert werden kann. Eine von einem Agen-
ten einmal aufgenommene fremde Information wird bei der nächsten Kommunikationssituation
weiter propagiert, so dass zur Lösung des Problems nicht zwangsläufig jeder Agent mit jedem
anderen Agent kommunizieren muss. Die Aufgabe soll auch hier möglichst schnell, d. h. in we-
nigen Generationen gelöst werden.
Abb. 4.4.:Muster der Kommunikationssituationen imATAC. Zwei, drei oder vier Agenten können
an der Kommunikation beteiligt sein. Die Ausrichtung des Gesamtmusters (Rotation)
spielt keine Rolle. Eine Mediatorzelle ist mit C markiert.
Zuerst wurde das ATAC in [EH08b] beschrieben, allerdings nicht in der hier vorgestellten
Grundvariante, sondern mit anderen Kommunikationsmustern. In der Grundvariante wurde
das Problem zum ersten Mal in [HE08] untersucht. In Anlehnung an das CEP wurden die
Agenten dort auch als Creatures bezeichnet. Die Wörter Creature und Agent für den Zelltyp
sind äquivalent. Ein ähnliches System wie das ATAC ist das Rendezvous Problem, bei dem sich
alle Agenten eines MAS gemeinsam an einem Punkt treffen müssen [LMA05].
Anwendungen des ATAC sind Systeme mit Agenten, die sich synchronisieren müssen, eine
verteilte Information zusammenfügen und allen bereit stellen müssen oder einen Konsens finden
müssen. Andere Systeme, in denen verteilte Agenten einen Konsens finden müssen, werden in
[OFM07] besprochen.
Die Verbreitung der Information wird über einen Kommunikationsvektor ~c in jedem Agenten
modelliert. Im System befinden sich k Agenten. Jeder Agent hat einen Kommunikationsvektor
mit k Komponenten. Jede Komponente kann die binären Werte 0 oder 1 annehmen, weshalb
auch von einem Bitvektor gesprochen werden kann. Der Kommunikationsvektor des Agenten
mit dem Index j wird initial an Stelle j auf 1 gesetzt, an allen anderen Stellen auf 0. Treffen
zwei oder mehr Agenten in einer Kommunikationssituation zusammen werden die Kommunika-
tionsvektoren aller beteiligten Agenten komponentenweise (bitweise) verodert. Abb. 4.5 zeigt
einen beispielhaften Ablauf der Veränderung des Kommunikationsvektors zusammen mit der
zugehörigen Simulationssequenz. Die Markierungen der bereits besuchten Felder und der Zel-
len, die als Mediatorzelle fungiert haben sind für die Agenten nicht sichtbar, sondern nur in der
Simulation dargestellt für die Analyse des Agentenverhaltens. Da die Agenten jeweils nur ihren
eigenen Kommunikationsvektor und gegebenenfalls den ihrer Nachbarn lesen können, muss die
Abbruchbedingung global festgestellt werden.
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Abb. 4.5.: Simulationssequenz des ATACmit Verbreitung von Informationen. Oben sind die Kom-
munikationsvektoren der Agenten 0 bis 3 angegeben. Bereits von Agenten besuchte
Felder sind schattiert. Zellen, die bereits als Mediator fungiert haben, sind mit einem
Kreis markiert.
Beim ATAC in der Grundvariante gibt es zwei Typen von Objekten, die Agenten und die Hin-
dernisse. Die Bewegung der Agenten wird genauso wie beim CEP modelliert, daher werden die
entsprechenden Formeln an dieser Stelle nicht nochmal angegeben, sondern nur die zusätzli-
chen Formeln und die erweiterte Zellstruktur (Abb. 4.6), die für die Realisierung der Kommuni-
kation notwendig ist. Die Zellstruktur muss gegenüber dem CEP um den Kommunikationsvektor
erweitert werden, wodurch sich der Zustand der Zelle über ein Quadrupel definiert:
(τi, di, si,~ci).
Der Kommunikationsvektor ist unabhängig von der gewählten Bewegungsaktion des Agenten
durch die implizite Kommunikationsregel bestimmt, daher kann die Berechnung des neuen Zu-
stands komplett im Sensor erfolgen.
Abb. 4.6.: Zellstruktur und Nachbarschaft der Grundvariante des ATAC.
Die Aktualisierung der Variablen τC , dC und sC in der Zelle zC entspricht der Beschreibung aus
Abschn. 4.1. Der neue Zustand des Kommunikationsvektors kann entweder unverändert sein
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(~cC), eine Kopie aus der Nachbarzelle (~cCOP) durch einen sich bewegenden Agenten oder der
veroderte Vektor bei einer Kommunikation (~cO). Zunächst werden einige Hilfsvariablen defi-
niert. ~cCOP ist die Kopie des Kommunikationsvektors aus der Nachbarzelle, wenn dort ein Agent
auf diese Zelle blickt:
~cCOP =

~cN , falls hmL = h(zN ,S) = 1∧τC = Leer
~cE , falls hmL = h(zE,W ) = 1∧τC = Leer
~cS , falls hmL = h(zS,N) = 1∧τC = Leer
~cW , falls hmL = h(zW , E) = 1∧τC = Leer
~cC , sonst.
Ein komponentenweises Maximum wird gebildet, um die einzelnen Informationen zu verteilen,
sprich auf ~cO zu übertragen:
~cO =

max(~cC ,~cNN · h(zNN ,S),~cN E · h(zN E,W ),~cNW · h(zNW , E)) , falls h(zC ,N) = 1
max(~cC ,~cEE · h(zEE,W ),~cN E · h(zN E,S),~cSE · h(zSE,N)) , falls h(zC , E) = 1
max(~cC ,~cSS · h(zSS,N),~cSE · h(zSE,W ),~cSW · h(zSW , E)) , falls h(zC ,S) = 1
max(~cC ,~cWW · h(zWW , E),~cNW · h(zNW ,S),~cSW · h(zSW ,N)) , falls h(zC ,W ) = 1
~cC , sonst.
Eine Aktualisierung des Kommunikationsvektors durch Veroderung kann nur geschehen, wenn
sich der Agent nicht bewegt und die Frontzelle leer ist. Falls die Zelle selbst leer ist, kann die
Kopie (die ja eventuell auch der alten Information entspricht) übernommen werden. In allen
anderen Fällen bleibt der Vektor unverändert:
~c′ =



~cCOP , falls τC = Leer
~cO , falls hmC ≥ 1∧τF = Leer
~cC , sonst.
Schließlich wird der neue Zustand der Zelle übernommen:
(τC , dC , sC ,~cC)⇐ (τ′, d ′, s′,~c′).
Die Zellregel inklusive der Bewegung der Agenten kann als Pseudocode formuliert werden
(List. 4.2). Die Codierung der Richtung und der bedingten Aktionen erfolgt wie in Abschn. 4.1.
Die Operation | ist ein bitweises/komponentenweises Oder. Auf der obersten Ebene findet die
Abfrage des Zelltyps statt (Z. 1 und 14). Bei leeren Zellen wird analog zum CEP verfahren
(Bewegungswunsch feststellen, eventuell kopieren und Zustände aktualisieren, Z. 3 und 12).
Ist in der Zelle ein Agent, wird per Fallunterscheidung die Blickrichtung überprüft, und dann
sequentiell alle möglichen Kommunikationssituationen und Konflikte überprüft und jeweils ge-
gebenenfalls der Kommunikationsvektor ~cO mit dem des anderen Agenten verodert (Z. 17 bis
37). Danach wird im Falle der Bewegung der Zelltyp auf leer gesetzt (Z. 44) oder im anderen
Fall die neuen Zustände berechnet und aktualisiert (Z. 39 bis 42).
72 4. Beispielsysteme zur Modellierung
List. 4.2: Die Zellregel des ATAC als Pseudocode
1 if (τC ==Leer){
2 m = 0;
3 if (τN ==Agent && dN ==S){m++; s MUX = s N; dMUX =dN; ~c COP =~c N} //Agent aus Nach-
4 if (τE ==Agent && d E ==W){m++; s MUX = s E ; dMUX =d E ; ~c COP =~c E } //barzelle kopieren
5 if (τS ==Agent && d S ==N){m++; s MUX = s S ; dMUX =d S ; ~c COP =~c S } //wenn Bewegungs -
6 if (τW==Agent && dW==E){m++; s MUX = sW; dMUX =dW; ~c COP =~cW} //wunsch besteht
7 if (m==1){ //Konflikt überprüfen (genau ein Bewegungswunsch?)
8 e = FSMoutput( s MUX , 1); //Aktion bestimmen
9 s C ⇐ FSMnewstate( s MUX , 1); //neuen Zustand berechnen
10 dC ⇐ (dMUX + e) % 4; //neue Agentenrichtung setzen
11 τC ⇐ Agent; //Zelltyp auf Agent setzen
12 ~c C ⇐ ~c COP ; //Kommunikationsvektor von Creature übernehmen
13 }
14 } else if (τC ==Agent){
15 m = 1; τZ = Leer; ~c O = ~c C ;
16 //Konflikt überprüfen und gegebenenfalls Kommunikationsvektor verodern:
17 if (dC ==N){
18 τZ = τN; if (τZ !=Leer) m=0;
19 if (dNN ==S && τNN ==Agent){m = 0; ~c O = ~c O | ~c NN }
20 if (d N E ==W && τN E ==Agent){m = 0; ~c O = ~c O | ~c N E }
21 if (dNW==E && τNW==Agent){m = 0; ~c O = ~c O | ~cNW}
22 } else if (dC ==E){
23 τZ = τE ; if (τZ !=Leer) m=0;
24 if (d EE ==W && τ EE ==Agent){m = 0; ~c O = ~c O | ~c EE }
25 if (d N E ==S && τN E ==Agent){m = 0; ~c O = ~c O | ~c N E }
26 if (d SE ==N && τ SE ==Agent){m = 0; ~c O = ~c O | ~c SE }
27 } else if (dC ==S){
28 τZ = τS ; if (τZ !=Leer) m=0;
29 if (d SS ==N && τ SS ==Agent){m = 0; ~c O = ~c O | ~c SS }
30 if (d SE ==W && τ SE ==Agent){m = 0; ~c O = ~c O | ~c SE }
31 if (dSW ==E && τSW ==Agent){m = 0; ~c O = ~c O | ~c SW }
32 } else if (dC ==W){
33 τZ = τW; if (τZ !=Leer) m=0;
34 if (dWW==E && τWW==Agent){m = 0; ~c O = ~c O | ~cWW}
35 if (dNW==S && τNW==Agent){m = 0; ~c O = ~c O | ~cNW}
36 if (dSW ==N && τSW ==Agent){m = 0; ~c O = ~c O | ~c SW }
37 }
38 if (m==0) {
39 if (τZ ==Leer) ~c C ⇐ ~c O;
40 e = FSMoutput( s C , 0); //Aktion bestimmen
41 s C ⇐ FSMnewstate( s C , 0); //neuen Zustand berechnen
42 dC ⇐ (dC + e) % 4; //neue Agentenrichtung setzen
43 } else {
44 τC ⇐ Leer; //Agent löschen
45 }
4.3 Das Agent Routing Problem
Beim Agent Routing Problem (ARP) ist jedem Agenten eine Zielposition in der Welt zugeordnet,
die er von seiner Startposition aus möglichst schnell erreichen soll. Wenn alle Agenten ihre
Zielposition erreicht haben, ist das globale Ziel des ARP erreicht. Die Zielposition ist nicht zu
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verwechseln mit der Zielzelle, die der direkten Nachbarzelle entspricht, auf die sich ein Agent
in einem Taktschritt von seiner aktuellen Position aus bewegt.
Das ARP wurde zuerst in [EH09b] präsentiert. Vier Varianten wurden vorgestellt, von denen
zwei auf zufälligem Verhalten der Agenten basieren und zwei auf mit FSM-kontrollierten Agen-
ten. Jeweils eine Variante wurde mit gerichteten und eine mit ungerichteten Agenten entwickelt.
Die hier vorgestellte Grundvariante des ARP ist die mit gerichteten, FSM-kontrollierten Agen-
ten. In der Grundvariante wird jeder Agent, der auf seiner Zielposition ankommt, umgehend
gelöscht. Dieses System beinhaltet daher dynamische Agenten. Weitere Bedingungen sind, dass
das Ziel der Agenten nicht mit deren Startposition übereinstimmt. Noch strenger kann gefordert
werden, dass die Startpositionen eines Agenten mit keiner der Zielpositionen irgendeines Agen-
ten übereinstimmt oder umgekehrt, dass alle Startpositionen auch gleichzeitig als Zielposition
fungieren. Auf die Zellregel oder die Zellstruktur hat dies jedoch keinen Einfluss. Die Abbruch-
bedingung wird implizit durch das Löschen der Agenten festgestellt, d. h. nach der Lösung des
Problems ist einfach kein Agent mehr vorhanden. In anderen Varianten, in denen die Agenten
nicht gelöscht werden, muss die Abbruchbedingung global festgestellt werden.
Die Agenten kann man sich auch als mobile Nachricht vorstellen, die von einem Ausgangs-
punkt möglichst schnell zu ihrem Ziel gelangen soll. Da Agenten nur gelöscht, jedoch nicht
erstellt werden können, ist nach [BHW01] („All packets are injected at time zero“) das ARP ein
statisches Routing. Ein dynamisches Routing („Nodes may inject packets into the network repeated-
ly over a long duration“ [BHW01]) könnte implementiert werden, indem man an den Startposi-
tionen der Agenten spezielle Objekte definiert, die einen Agenten inklusive dessen Zielposition
zu bestimmten Zeitpunkten generieren.
Das Routing, das die Agenten durchführen, ist adaptiv, da sie abhängig von den Konflikten
und anderen Inputs nicht immer den gleichen Weg wählen. Konflikte, die durch andere Agenten
entstehen, können durch eine geeignete Kontroll-FSM aufgelöst werden. Durch die Adaptivität
können in bestimmten Situationen auch Deadlocks verhindert werden, die bei deterministischem
Routing durch sich gegenseitig blockierende Agenten entstehen könnten (z. B. beim XY-Routing
[MOMC04]). Andere adaptive Routingtechniken mit beweglichen Agenten/Nachrichten sind
unter anderem in [BHW01, DD97, DV07] präsentiert worden.
Ein CA-basierter Pfadplanungsalgorithmus für MAS wurde in [TJA08] präsentiert. Darin ha-
ben alle Agenten dieselbe Zielposition und es wird ein Schema von Richtungen oder Werten für
das gesamte Feld berechnet, das den Agenten den schnellsten möglichst kollisionsfreien Weg
anzeigt. Ein Algorithmus für die Suche von beweglichen Zielen wurde in [KLS07, LP09] vor-
rangig für Computerspieleagenten entwickelt. Die Ziele in dem hier definierten MAS sind nicht
beweglich. Andere Anwendungsgebiete neben Computerspielen sind Simulationen für Evakuie-
rungsprozesse und Transportwege oder der Transport von Nachrichten in einem Netzwerk. Das
ARP kann zur Kommunikation zwischen Prozessoren auf einem Chip oder anderen Netzwerken
eingesetzt werden.
Die Agentenwelt des ARP ist ein zweidimensionales Gitter mit kartesischen Koordinaten. Die
Objekte im MAS sind Agenten und Hindernisse. Der Agent kennt keine absoluten Koordinaten-
werte seiner Position oder der Position seines Ziels, stattdessen kennt er initial den horizontalen
wie vertikalen Abstand zu seiner Zielposition (∆x ,∆y), welche er bei seinen Entscheidungen
berücksichtigt. Bei seinen Bewegungsaktionen muss er die Abstandswerte aktualisieren. Die
Bewegung selbst ist ähnlich der Bewegung des CEP und ATAC modelliert, allerdings sind die
Möglichkeiten des Agenten erweitert. Er besitzt wie oben eine Blick- und Bewegungsrichtung
d ∈ {N , E,S,W}, aber seine Aktionen sind
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• Rs, Ls, Rm, Lm wie im CEP und ATAC
• Ss: keine Drehung (S wie Straight), keine Bewegung auf Zielzelle
• Bs: um 180◦ drehen (B wie Back), ohne sich auf eine andere Zelle zu bewegen
• Sm: keine Drehung, aber eine Bewegung auf die Zelle in Blickrichtung durchführen
• Bm: um 180◦ drehen und gleichzeitig eine Bewegung auf die Zelle in (alter) Blickrichtung
durchführen
Wie in den beiden anderen beschriebenen Beispielsystemen, ist die Bewegung des Agenten auf
eine andere Zelle implizit in den Regeln enthalten, und unterliegt nicht der Kontrollfunktion des
Agenten. Die Entscheidungen des Agenten sind e ∈ {R, L,S,B}. Die Konfliktbehandlung, also die
Feststellung, ob eine Bewegung möglich ist (und damit stattfindet) ist allerdings gegenüber den
anderen beiden Systemen erweitert. Auf einer Zelle dürfen sich maximal ein Agent oder ein
Hindernis befinden. Zellen in Blickrichtung, in denen sich ein Hindernis oder ein anderer Agent
befindet, sind für den Agenten blockiert, es sei denn der Agent in der Frontzelle blickt zurück in
Richtung Quellzelle. In letzterem Fall wird ein Swap (s. Abschn. 3.1.3) erzwungen. Freie Zellen,
in denen ein Konflikt auftritt, sind für einen der beteiligten Agenten zugänglich. In jeder Zelle
befindet sich eine Prioritätenliste P, die festlegt, in welcher Reihenfolge die Agenten aus der
nördlichen, östlichen, südlichen und westlichen Richtung Vorrang haben. Die auf die Konflikt-
zelle blickenden Agenten beziehen die Prioritätenliste dann in ihre Berechnung des Wertes m
mit ein. Es gibt 24 mögliche Permutationen der Prioritätenliste, von denen eine initial in der
Zelle gespeichert ist und nicht mehr verändert werden kann. Insgesamt ergibt sich damit der
Zustand einer Zelle als 6-Tupel
(τi, di, si,∆y i,∆x i, Pi).
Die FSM in dieser Variante verwendet einen Input, der dem Agenten eine Information darüber
gibt, in welchem Segment der Welt (relativ vom Agenten aus gesehen) seine Zielposition liegt.
Dieser Input wird aus den Werten ∆x , ∆y und d gebildet. Die Anzahl der der möglichen Kom-
binationen dieser drei Inputs ist jedoch sehr groß und hängt von der Größe des Feldes ab. Eine
FSM mit vielen Inputs wird sehr komplex. Daher werden diese Inputs nach einer bestimmten
Funktion reduziert. In diesem Fall kann die FSM sechs verschiedene reduzierte Inputwerte x r
verarbeiten. Tab. 4.2 gibt an, welche Inputs wie reduziert werden. Die Semantik dieser Reduk-
tion im Sinne von Zuordnung der Zielposition in Segmente ist in Abb. 4.7 dargestellt. Falls die
Zielposition aus Sicht des Agenten rechts vorne oder links vorne liegt, liefert die Inputredukti-
on den Wert 5, ist sie vorne geradeaus erreichbar, wird eine 4 geliefert, rechts oder links vom
Agenten bedeutet eine 3 als Input für die FSM, hinten links oder rechts versetzt eine 2, genau
hinter dem Agenten eine 1 und schließlich eine 0, wenn der Agent bereits auf seiner Zielposi-
tion ist. Diese Situation ist allerdings in der Grundvariante ohne Bedeutung, da der Agent sich
in dem Fall bereits gelöscht hat. In der Grundvariante werden die Distanzwerte, die aktuell im
Agenten gespeichert sind, verwendet. Denkbar ist auch eine andere Variante, die die Distanzen
so verändert, als wären sie von der Frontzelle aus berechnet worden. Dann ergibt auch die Un-
terscheidung des Segments 0 einen Sinn. So wie die Inputreduktionstabelle codiert ist, kann der
Agent nicht zwischen rechts und links unterscheiden. Trotzdem soll seine Kontrolleinheit mit
der FSM entscheiden, in welche Richtung er sich dreht. Das und die Tatsache, dass in einem
System mit Hindernissen, vielen Agenten und verstreuten Zielpositionen Konflikte auftreten,
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macht die Schwierigkeit bzw. die Motivation zur Optimierung des Verhaltens aus, obwohl das
Problem durch die Angabe der Distanz zur Zielposition zunächst einfach erscheint.
Tab. 4.2.: Inputreduktionstabelle für die Grundvariante des ARP.
d ∆x ∆y x r d ∆x ∆y x r d ∆x ∆y x r
W/N <0 <0 5 N =0 <0 4 N/E >0 <0 5
E/S <0 <0 2 W/E =0 <0 3 W/S >0 <0 2
N/S <0 =0 3 S =0 <0 1 N/S >0 =0 3
W <0 =0 4 alle =0 =0 0 W >0 =0 1
E <0 =0 1 N =0 >0 1 E >0 =0 4
N/E <0 >0 2 W/E =0 >0 3 E/S >0 >0 5
W/S <0 >0 5 S =0 >0 4 W/N >0 >0 2
Abb. 4.7.: Aufteilung der reduzierten Inputs in Zielsegmente.
Die Struktur der Zelle (Abb. 4.8) ist durch die Verwendung von Prioritäten, einer Inputreduk-
tionstabelle (IRT) und dynamischen Agenten sowie der erhöhten Anzahl an Attributen etwas
komplexer als bei den beiden vorher vorgestellten MAS. Im Sensor werden die Kontrollen für
die Multiplexer berechnet, welche bestimmen, ob für die neuen Zustände, die alten Werte der
eigenen Zelle oder einer Nachbarzelle (bei Kopie eines Agenten) herangezogen werden. Die
Distanzen müssen bei einer Bewegung angepasst werden. Diese Anpassung nimmt die Funkti-
on φ∆ vor. Vor der Anpassung werden die Distanzen für die IRT verwendet, genauso wie die
Richtung des Agenten d. Die Prioritätenliste P wird lediglich vom Sensor gelesen aber nicht ver-
ändert. Die FSM bekommt außer dem Zustand noch den Input x r von der IRT. Für die Löschung
des Agenten muss die Funktion φτ zusätzlich zur Bewegungsbedingung m auch die Distan-
zen und die Bedingung für einen Swap w (wie wechseln) auswerten. Die restlichen Elemente
entsprechen in Funktion und Verknüpfung der Beschreibung aus Abschn. 4.1.
Für die Berechnung der Folgezustände der Zelle werden einige Hilfsfunktionen und -variablen
eingeführt. Die Positionsfunktion pos(d, P) gibt an, an welcher Position eine Richtung d in der
Liste P steht. Die Positionen 0-3 sind möglich, wobei 0 die höchste Priorität und 3 die niedrigste
Priorität hat. Eine weitere Hilfsfunktion, durch die entschieden werden kann, welche von zwei
Richtungen, die höhere Priorität hat, wird definiert:
hp(zi, d1, d2) =
(
1 , falls pos(d1, Pi)< pos(d2, Pi)
0 , sonst.
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Abb. 4.8.: Zellstruktur und Nachbarschaft der Grundvariante des ARP.
Die Hilfsvariable hmL und die Hilfsfunktion h werden wie in Abschn. 4.1 definiert. Die Hilfsva-
riable hmA ist gegenüber der Variable hmC wie folgt modifiziert:
hmA = (h(zNN ,S) · hp(zN ,N ,S) + h(zN E,W ) · hp(zN , E,S) + h(zNW , E) · hp(zN ,W,S)) · h(zC ,N)
+(h(zEE,W ) · hp(zE, E,W ) + h(zN E,S) · hp(zE,N ,W ) + h(zSE,N) · hp(zE,S,W )) · h(zC , E)
+(h(zSS,N) · hp(zS,S,N) + h(zSE,W ) · hp(zS, E,N) + h(zSW , E) · hp(zS,W,N)) · h(zC ,S)
+(h(zWW , E) · hp(zW ,W, E) + h(zNW ,S) · hp(zW ,N , E) + h(zSW ,N) · hp(zW ,S, E)) · h(zC ,W ).
hmA nimmt einen Wert ≥ 1 an, wenn sich ein Agent in der Zelle befindet und in dessen Blick-
richtung ein Konflikt auftritt und die Priorität eines anderen beteiligten Agenten höher ist, sonst
ist der Wert 0. In der Hilfsfunktion wird der Swap noch nicht berücksichtigt. Die Bedingung für
einen Swap w ist
w = h(zC ,N) · h(zN ,S) + h(zC , E) · h(zE,W ) + h(zC ,S) · h(zS,N) + h(zC ,W ) · h(zW , E).
Die Bewegungsbedingung m ergibt sich dann wie folgt:
m =
(
1 , falls (hmL ≥ 1∧τC = Leer)∨ (hmA = 0∧τC = Agent∧τF = Leer)∨w = 1
0 , sonst.
Zur Bestimmung der richtigen Werte des momentanen Zustands und der momentanen Richtung
über den Multiplexer wird eine weitere Hilfsfunktion eingeführt:
hMUX (d) =hp(zC ,N , d) · h(zN ,S) + hp(zC , E, d) · h(zE,W ) + hp(zC ,S, d) · h(zS,N)
+hp(zC ,W, d) · h(zW , E) + h(zC , dC).
Die Hilfsfunktion hMUX gibt für eine bestimmte Richtung an, ob es einen anderen Agenten
aus einer anderen Richtung mit einer höheren Priorität gibt und dieser auf eine leere Zelle
blickt (dann nimmt hMUX den Wert 0 an). Sie wird dann für die Bestimmung von sMUX und
dMUX , sowie für die neuen Werte der Distanzen ∆x
′ und ∆y ′ verwendet. Die Bestimmung
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dieser vier Werte kann als Quadrupel bzw. transponierter Vektor aufgeschrieben werden, da die
Bedingungen identisch sind, d. h. sie sind davon abhängig, ob ein Agent kopiert wird (auch beim
Swap), von welcher Nachbarzelle er kopiert wird, oder ob ein Agent stehen bleibt:

sMUX
dMUX
∆x ′
∆y ′

T
=

(sN , dN ,∆xN ,∆yN − 1) , falls h(zN ,S) = 1∧ (hMUX (N) = 0∨ h(zC ,N) = 1)
(sE, dE,∆x E + 1,∆y E) , falls h(zE,W ) = 1∧ (hMUX (E) = 0∨ h(zC , E) = 1)
(sS, dS,∆xS,∆yS + 1) , falls h(zS,N) = 1∧ (hMUX (S) = 0∨ h(zC ,S) = 1)
(sW , dW ,∆xW − 1,∆yW ) , falls h(zW , E) = 1∧ (hMUX (W ) = 0∨ h(zC ,W ) = 1)
(sC , dC ,∆xC ,∆yC) , sonst.
Mit den Werten sMUX und x r kann die FSM den neuen Zustand s
′ sowie die Entscheidung e be-
stimmen. Durch die Erweiterung der Aktionsmenge des Agenten gegenüber der Grundvariante
des CEP ergeben sich für die Berechnung der Aktion und der neuen Richtung folgende Formeln:
a =
(
Lm/Rm/Sm/Bm , falls e = L/R/S/B ∧m = 1
Ls/Rs/Ss/Bs , falls e = L/R/S/B ∧m = 0
d ′ =

N , falls (dMUX = E ∧ e = L)∨ (dMUX = W ∧ e = R)∨ (dMUX = S ∧ e = B)
E , falls (dMUX = S ∧ e = L)∨ (dMUX = N ∧ e = R)∨ (dMUX = W ∧ e = B)
S , falls (dMUX = W ∧ e = L)∨ (dMUX = E ∧ e = R)∨ (dMUX = N ∧ e = B)
W , falls (dMUX = N ∧ e = L)∨ (dMUX = S ∧ e = R)∨ (dMUX = E ∧ e = B)
dMUX , sonst.
Die Aktualisierung des Zelltyps ist ähnlich zur Angabe aus Abschn. 4.1, jedoch muss hier noch
die Dynamik der Agenten und die Swap-Regel berücksichtigt werden, also das Löschen beim
Erreichen der Zielposition und das Vertauschen der Positionen bei entsprechender Konfliktsitua-
tion, daher lautet die Formel:
τ′ =

Hindernis , falls τC = Hindernis
Leer , falls (τC = Agent∧m = 1∧w = 0)
∨ (τC = Leer∧ ((m = 1∧ (∆x ′,∆y ′) = (0,0))∨m = 0))
Agent , falls (τC = Leer∧m = 1∧ (∆x ′,∆y ′) 6= (0,0))
∨ (τC = Agent∧ (m = 0∨ w = 1)).
Die Prioritätenliste bleibt unverändert erhalten. Die Aktualisierung des gesamten Zellzustands
wird dann durch die Übernahme des folgenden 6-Tupels realisiert:
(τC , dC , sC ,∆yC ,∆xC , PC)⇐ (τ′, d ′, s′,∆y ′,∆x ′, PC).
Als Pseudocode formuliert (List. 4.3), wird die Zellregel wiederum etwas einfacher und kür-
zer als die mathematische Beschreibung, da nur Veränderungen des Zustands notiert wer-
den. Dabei sei die Prioritätenliste in den Variablen prNC = pos(N , PC), prEC = pos(E, PC),
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prSC = pos(S, PC), prWC = pos(W, PC) codiert (analog für die Nachbarzellen). Die Entschei-
dungen e werden mit L = −1, S = 0, R = 1 und B = 2 codiert, um eine Modulo-Rechnung für
die Bestimmung der neuen Richtung zu ermöglichen.
Inputreduction(∆x ,∆y , d) ist eine Funktion, die aus zwei Distanzwerten und einer Richtung,
den reduzierten Input für die FSM ausgibt. Wie bei den Funktionen FSMoutput und FSMnew-
state wird dabei auf eine Tabelle zurückgegriffen. Diese sind im Pseudocode nicht beschrieben.
Auf der obersten Ebene werden zunächst die Fälle der leeren Zelle und der Zelle mit Agent
unterschieden (Z. 1 und 20). Wenn die Zelle leer ist, werden sequentiell alle Nachbarzellen
geprüft und der Zustand, die Richtung und Entfernung zur Zielposition des benachbarten Agen-
ten mit der höchsten Priorität kopiert (Z. 4 bis 10). Mit diesen Werten wird dann im Falle der
erlaubten Bewegung, wenn nicht die Zielposition erreicht wurde, der neue Zustand mit den
kopierten Werten berechnet und aktualisiert (Z. 13 bis 18). Wenn in der Zelle ein Agent ist,
wird der Sichtbereich per Fallunterscheidung ausgewählt und zunächst auf die Swapbedingung,
dann auf Konflikt und Priorität überprüft und gegebenenfalls der Agentenzustand des Nachbarn
kopiert (Z. 23 bis 34). Darf keine Bewegung stattfinden, wird der Zustand aktualisert (Z. 37 bis
40). Muss ein Swap durchgeführt werden, wird der Zustand mit den kopierten Daten aktualisert
(Z. 42 bis 47). Wenn der Agent sich bewegen darf, wird nur der Zelltyp aktualisiert (Z. 49).
List. 4.3: Die Zellregel des ARP als Pseudocode
1 if (τC ==Leer){
2 m=0; pr=4; dx=∆xN; dy=∆yN; dxm = 0; dym = 0;
3 //Agent mit höchster Priorität aus Nachbarzelle kopieren (falls vorhanden):
4 if (τN ==Agent && dN ==S){m++; s MUX = s N; dMUX =dN; pr=prNC ; dym=-1;}
5 if (τE ==Agent && d E ==W){m++; if (prEC <pr){
6 s MUX = s E ; dMUX =d E ; pr=prEC ; dx=∆xE ; dy=∆yE ; dxm=1; dym=0;}}
7 if (τS ==Agent && d S ==N){m++; if (prSC <pr){
8 s MUX = s S ; dMUX =d S ; pr=prSC ; dx=∆xS ; dy=∆yS ; dxm=0; dym=1;}}
9 if (τW==Agent && dW==E){m++; if (prWC <pr){
10 s MUX = sW; dMUX =dW; pr=prWC ; dx=∆xW; dy=∆yW; dxm=-1; dym=0;}}
11 //mindestens ein Bewegungswunsch und Frontzelle ungleich Zielposition?
12 if (m>=1 && ((dx+dxm!=0) || (dy+dym!=0))){
13 x r = Inputreduction(dx, dy, dMUX ); //Input für FSM bestimmen
14 e = FSMoutput( s MUX , x r ); //Aktion bestimmen
15 s C ⇐ FSMnewstate( s MUX , x r ); //neuen Zustand berechnen
16 dC ⇐ (dMUX + e) % 4; //neue Agentenrichtung setzen
17 τC ⇐ Agent; //Zelltyp auf Agent setzen
18 ∆xC ⇐ dx + dxm; ∆yC ⇐ dy + dym; //die neuen Abstände setzen
19 }
20 } else if (τC ==Agent){
21 m = 1; w = 0; dxm = 0; dym = 0;
22 //Bewegungsmöglichkeit (inkl. Swap) überprüfen
23 if (dC ==N){
24 if (τN ==Agent && dN ==S){w=1; s MUX = s N; dMUX =dN; dx=∆xN; dy=∆yN; dym=-1;}
25 else if ((dNN ==S && τNN ==Agent && prSN <prNN) || (d N E ==W && τN E ==Agent &&
prSN <prEN) || (dNW==E && τNW==Agent && prSN <prWN)||τN !=Leer) m = 0;
26 } else if (dC ==E){
27 if (τE ==Agent && d E ==W){w=1; s MUX = s E ; dMUX =d E ; dx=∆xE ; dy=∆yE ; dxm=1;}
28 else if ((d EE ==W && τ EE ==Agent && prW E <prE E ) || (d N E ==S && τN E ==Agent &&
prW E <prN E ) || (d SE ==N && τ SE ==Agent && prW E <prS E )||τE !=Leer) m = 0;
29 } else if (dC ==S){
30 if (τS ==Agent && d S ==N){w=1; s MUX = s S ; dMUX =d S ; dx=∆xS ; dy=∆yS ; dym=1;}
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31 else if ((d SS ==N && τ SS ==Agent && prN S <prS S ) || (d SE ==W && τ SE ==Agent &&
prN S <prE S ) || (dSW ==E && τSW ==Agent && prN S <prW S )||τS !=Leer) m = 0;
32 } else if (dC ==W){
33 if (τW==Agent && dW==E){w=1; s MUX = sW; dMUX =dW; dx=∆xW; dy=∆yW; dxm=-1;}
34 else if ((dWW==E && τWW==Agent && prEW<prWW) || (dNW==S && τNW==Agent &&
prEW<prNW) || (dSW ==N && τSW ==Agent && prEW<prSW)||τW!=Leer) m = 0;
35 }
36 if (m==0) { //Falls keine Bewegung
37 x r = Inputreduction(∆xC , ∆yC , dC ); //Input für FSM bestimmen
38 e = FSMoutput( s C , x r ); //Aktion bestimmen
39 s C ⇐ FSMnewstate( s C , x r ); //neuen Zustand berechnen
40 dC ⇐ (dC + e) % 4; //neue Agentenrichtung setzen
41 } else {
42 if (w==1 && ((dx+dxm!=0) || (dy+dym!=0))){ //Falls Swap
43 x r = Inputreduction(dx, dy, dMUX ); //Input für FSM bestimmen
44 e = FSMoutput( s MUX , x r ); //Aktion bestimmen
45 s C ⇐ FSMnewstate( s MUX , x r ); //neuen Zustand berechnen
46 dC ⇐ (dMUX + e) % 4; //neue Agentenrichtung setzen
47 ∆xC ⇐ dx + dxm; ∆yC ⇐ dy + dym; //die neuen Abstände setzen
48 } else {
49 τC ⇐ Leer; //Agent löschen
50 }
51 }
Abb. 4.9.: Sequenz einer Simulation des ARP. Die Zielpositionen der Agenten sind mit einem
Kreuz markiert und mit einem Index versehen, um die Zuordnung zu sehen. Die be-
reits besuchten Zellen sind schattiert.
Abb. 4.9 zeigt eine Simulationssequenz des ARP auf einer initialen Konfiguration mit vier
Agenten. Die Darstellung der besuchten Zellen dient nur Analysezwecken (um den Weg der
Agenten nachzuverfolgen), sie sind kein für die Agenten sichtbarer Bestandteil des MAS. Die
Position der Ziele der Agenten ist eine Projektion der Distanzdaten in der Zelle, in der sich der
Agent gerade befindet, d. h. auf der Zielposition selbst ist für die Agenten nicht sichtbar, dass es
sich um eine Zielposition handelt. Auch die verwendeten Indizes an den Agenten sind kein Teil
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des MAS, sie sollen lediglich in der Abbildung eine Zuordnung ermöglichen. Die Prioritätenlis-
ten der Zellen sowie die FSM-Zustände sind nicht dargestellt. Das Zellulare Feld hat in dieser
Konfiguration keine Hindernisse und keinen Rand, d. h. die Zellen sind mit einem Wrap-Around
verbunden. In der 15. Generation hat jeder Agent seine Zielposition erreicht und das globale
Problem ist gelöst.
4.4 Kapitelzusammenfassung
Drei problemlösende MAS mit beweglichen Agenten wurden beispielhaft modelliert und defi-
niert. Zu jedem Beispiel wurden die Regeln als mathematische Formeln und als Pseudocode
angegeben. Die Struktur einer Zelle wurde jeweils erklärt. Beim CEP wurde zusätzlich noch
ein Hardwareschaltplan einer Zelle erstellt. Das CEP, der ATAC und das ARP werden in den
folgenden Kapiteln verwendet, um die Optimierungstechniken zu evaluieren.
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5 Techniken zur Optimierung von
Agentenverhalten mit FSMs
Zu Beginn des Kapitels wird auf die grundsätzlichen Probleme beim Entwickeln eines lokalen
Agentenverhaltens zur Lösung globaler Probleme eingegangen.
Danach werden Ansätze zur Konstruktion bzw. Auffindung und Optimierung eines Agenten-
verhaltens beschrieben, die auf der Anpassung der Welt der Agenten beruhen. Es wird beschrie-
ben, wann eine solche Anpassung möglich ist, ohne die Vorgaben des MAS zu verletzen und
ohne das in Kap. 3 beschriebene Modell zu verlassen. Und es werden einige konkrete Ansätze
zur Verhaltensoptimierung vorgestellt.
Danach werden allgemein einige heuristische Methoden und Lernverfahren aus der Literatur
beschrieben und es wird dann genauer darauf eingegangen, wie diese Verfahren grundsätzlich
auf FSMs und damit auch auf FSM-kontrollierte Agenten angewendet werden können. Dabei
wird auch die Komplexität des Verhaltensmodells diskutiert und die Frage, ob und warum ein
Einsatz von Heuristiken sinnvoll ist. Schließlich wird ein prinzipielles Verfahren für die Opti-
mierung von FSMs entwickelt, und damit der erste Aspekt des zweiten Teilziels dieser Arbeit
erreicht.
Eine weitere Möglichkeit zur Optimierung ist die manuelle Spezifizierung der Struktur der
Kontrolleinheit der Agenten. Das betrifft die Fähigkeiten der Agenten, die Art der Einbettung
der FSMs in die Zelle, die Größe der FSM usw. Bezogen auf die in Kap. 3 beschriebenen Bei-
spielsysteme bedeutet das, eine andere als die Grundvariante des MAS zu verwenden. Einige
grundsätzliche Techniken werden in diesem Kapitel beschrieben.
Zusätzlich zu den manuellen Techniken zur Optimierung muss die vorher entwickelte Heuris-
tik immer eingesetzt werden, um die FSMs zu bestimmen oder zu finden. D. h. dass die manuel-
len Optimierungen nur als Teil der heuristischen Gesamtoptimierung zu sehen sind. Der Einsatz
dieser Heuristiken kann auf viele verschiedene Arten geschehen. Es werden in diesem Kapitel
Verfahren für den Einsatz von Heuristiken entwickelt, die prinzipiell auf eine Reihe von MAS
in CA mit FSM-kontrollierten Agenten anwendbar sind. Die Anwendbarkeit aller heuristischen
Verfahren und manuellen Techniken ist problemspezifisch und hängt auch von der gewählten
Struktur des Agentenverhaltens und den Konfigurationsmöglichkeiten der Agentenwelt ab.
5.1 Grundsätzliche Fragen beim Design von lokalem Agentenverhalten
Der Entwickler eines MAS ist beim Design des Verhaltens der Agenten mit folgendem Problem
konfrontiert. Er kennt das globale Problem und will ein lokales Verhalten entwickeln, das das
globale Problem löst. In CA, die ein globales Verhalten basierend auf lokalen Regeln realisieren,
tritt dieses Problem ebenfalls auf, auch wenn sie nicht MAS im Sinne der Modellierung aus Kap.
3 realisieren. Schulz bezeichnet das Problem allgemein (und bezogen auf CA) in [Sch81] als
Lokal-Global-Problematik und stellt zwei Fragen:
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„Wie müssen sich die einzelnen Individuen (lokal) verhalten, um insgesamt (global) ein
bestimmtes Phänomen zu erzeugen?“ und „Welches globale Phänomen wird durch ein bestimmtes
festgelegtes lokales Verhalten erzeugt?“
Im Kontext dieser Arbeit ist besonders die erste Frage von Bedeutung. In [BB05] wird die-
se Lokal-Global-Problematik ebenfalls im Zusammenhang mit CA als inverses Designproblem
bezeichnet. Die einzelnen lokalen Komponenten eines Systems müssen in irgendeiner Form mit-
einander interagieren, um überhaupt ein globales Ziel erreichen zu können. Das bedeutet, es
muss eine lokale Regel (lokales Verhalten) gefunden werden, die durch oder trotz emergenten
Phänomenen, also durch Ausnutzung positiver und Vermeidung negativer Effekte der Interak-
tionen zwischen den Agenten (oder den einzelnen Zellen des CA), ein globales Ziel erreicht. Da
Emergenz irreduzibel ist (vgl. Abschn. 2.1.4), ist es schwierig ein adäquates Verhalten zu entwi-
ckeln. Teilweise können sehr kleine Änderungen im lokalen Verhalten der Agenten schon große
Auswirkungen auf das globale Verhalten des MAS haben und je komplexer das gesamte System
ist, desto schwieriger wird es, das gewünschte globale Verhalten zu erreichen. In [NGB+09]
heißt es dazu:
„Presently, little is known about how to design swarm intelligence systems. Thus, it is not
surprising that the complexity exhibited in current implementations does not come close either to
the complexity of biological systems, or to the complexity of systems that men built following the
more traditional top-down approach.“
Wie man in dezentralisierten Strukturen wie einem MAS ein bestimmtes makroskopisches (glo-
bales) Verhalten erzeugt und dies auch garantieren kann, ist demnach keine leicht zu beant-
wortende Frage, mit der sich auch De Wolf und Holvoet in [DH05b] beschäftigt haben. Darin
wird eine Methodik im Ansatz vorgeschlagen, die das makroskopische Verhalten anhand von
Tests empirisch verifiziert. Anhand eines solchen Feedbacks soll dann das mikroskopische De-
sign (das Verhalten der Agenten) angepasst werden. Über diese Anpassung wird nur gesagt,
dass es generellen Richtlinien folgen soll. In Übereinstimmung mit De Wolf und Holvoet wird
in [BS08] die Simulation als einzig praktikable Möglichkeit bezeichnet, ein organisches System
(ein System aus autonomen interagierenden Subsystemen, das Selbst-X-Eigenschaften aufweist)
mit emergentem Verhalten zu entwickeln:
„In fact, simulation seems to be the only practicable method of developing an understanding of the
properties of organic systems, and we therefore conjecture that any promising design process has to
involve simulation to evaluate a system’s quality.“
Die Autoren beziehen sich zwar nicht explizit auf MAS, aber generell auf Systeme mit emergen-
tem Verhalten (z. B. auch dezentralisierte MAS mit Eigenschaften eines organischen Systems).
Sie empfehlen, Evolutionäre Algorithmen (EA) zu verwenden, um ein emergentes System zu
entwickeln. Dabei spielt die Bewertung der Systeme (also des Agentenverhaltens aller Agenten)
durch Simulation eine entscheidende Rolle. Die Simulation eines MAS kann sehr zeitaufwen-
dig sein, wenn eine große Anzahl von Objekten berücksichtigt werden muss und die einzelnen
Agenten nicht parallel simuliert werden können. Wenn aber eine theoretische Bewertung der
Güte eines Systems nicht möglich ist, dann ist die Simulation für eine Evaluation der Qualität
eines MAS notwendig. Die Bewertung eines MAS nach der Simulation kann ebenfalls schwierig
sein. In vielen Fällen ist der Verlauf einer Simulation nicht deterministisch und es sind verschie-
dene voneinander unabhängige Ziele zu erreichen. Beim CEP z. B. sollen erstens möglichst viele
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Felder besucht werden und zweitens diese möglichst schnell. Bei der Evaluierung muss die Ge-
wichtung dieser zwei Ziele geschickt gewählt werden. Andere Möglichkeiten zur Reduzierung
der Entwicklungszeit mit EA sind unter anderem die Verwendung von weniger Testumgebungen,
die simuliert werden müssen oder die Abschätzung der Qualität eines Systems ohne vollständige
Simulation.
Weitere Arbeiten setzen sich ebenfalls mit der Frage auseinander, wie man ein emergentes
System bzw. dessen lokale Regeln optimieren kann. Anderson beschreibt in [And06] mehrere
Verfahren: Zum einen ist es möglich, bekannte selbstorganisierende Systeme aus der Natur zu
kopieren und gegebenenfalls anzupassen. Weiterhin gibt es einen Bottom-up-Ansatz, bei dem
in einem iterativen Prozess das Verhalten nach Simulation immer wieder angepasst wird. Ins-
besondere für hierarchisch oder modular aufgebaute MAS und globale Ziele bietet sich auch
eine Top-down-Strategie an, bei der man niedrigere Level zunächst als Blackbox ansieht und
auf höherem Level ein Verhalten konstruiert, beispielsweise indem man Gruppen von Agenten
zusammenfasst und ein Gruppenverhalten definiert, das zur globalen Lösung führt und spä-
ter die individuellen Verhalten konstruiert, die zum gewünschten Gruppenverhalten führen. In
[Edm04] wird zwischen einem konstruierenden (engl.: engineering) und einem adaptiven An-
satz unterschieden. In ersterem wird eine manuelle Konstruktion durchgeführt, in letzterem
findet eine automatische Adaption statt. Beide Ansätze sind kombinierbar. In [Kom10] werden
MAS sowohl manuell entwickelt als auch mit heuristischen Verfahren evolviert.
Die Anforderungen an den Entwickler eines MAS können je nach Anwendung in den Punkten
Arbeitsaufwand, Entwicklungszeit und Qualität des Ergebnisses variieren. Daher können für das
Design des Agentenverhaltens unterschiedliche Vorgehensweisen die jeweils besten sein. Ist z. B.
die Entwicklungszeit nachrangig, könnte eine Aufzählung aller Möglichkeiten (wie in [Hal08]
durchgeführt) und deren Bewertung mit empirischen Tests sinnvoll sein. Wenn eine schnelle
Lösung verlangt wird und Abstriche bei der Qualität der Lösung in Kauf genommen werden
können, könnte eine heuristische Methode die bessere Alternative sein. Manuelle Designs von
Agentenverhalten sind in Systemen, die eine gewisse Komplexität nicht übersteigen, ebenfalls
möglich. Die Verwendung eines heuristischen Verfahrens kann auch mit einer manuellen Kon-
struktion vom Verhalten kombiniert werden.
Auf das im letzten Kapitel entwickelte Modell eines MAS in CA bezogen, kann der Entwickler
auf drei Ebenen eingreifen:
• Die oberste Ebene ist das Zellfeld. Darin kann die initiale Konfiguration verändert wer-
den, aber auch die Topologie des Netzwerkes. Kurz: die Welt des Agenten kann angepasst
werden. Dies wird in Abschn. 5.2 diskutiert.
• Die mittlere Ebene ist die Zellstruktur. Hier kann das Verhalten des Agenten angepasst wer-
den, indem manuell die Randbedingungen für die Kontroll-FSM festgelegt werden. Kurz:
Die Kontrolleinheit des Agenten kann angepasst werden, was in Abschn. 5.5 diskutiert
wird.
• Die unterste Ebene ist der Inhalt der Kontrolleinheit. Diese enthält unter anderem die FSM
und gegebenenfalls eine Inputreduktion und ein Aktionsmapping wie in Abschn. 3.1.2
beschrieben. Es muss also eine oder mehrere zum Konstrukt der Kontrolleinheit passende
FSMs manuell oder mithilfe von Suchverfahren gefunden werden. Geeignete Verfahren
werden in Abschn. 5.3 und 5.4 diskutiert.
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5.2 Optimierung durch Anpassung der Welt der Agenten
5.2.1 Die Problemstellung des MAS und die Konsequenzen für die Optimierung
Man könnte die Art der Optimierung/Konstruktion in zwei Kategorien einteilen:
1. In das manuelle Konstruieren der Struktur der Kontrolleinheit und der Welt.
2. In das automatische Finden eines passenden Inhalts für die Komponenten der Struktur.
Die zweite Kategorie der Optimierung ist immer notwendig, denn ohne Inhalt der Kontrollein-
heit kann kein Agentenverhalten stattfinden. Die erste Kategorie ist nur dann notwendig, wenn
die Struktur oder die Welt nicht spezifiziert ist. Andernfalls kann sie sogar je nach Problemstel-
lung unmöglich sein, da sich die Problemstellung eventuell gerade auf die gegebene Struktur
bezieht. Für das Gesamtergebnis, d. h. die Güte des gefundenen Agentenverhaltens bzw. der
Problemlösung ist immer die Kombination der Optimierungen auf allen Ebenen zu betrachten.
Anders ausgedrückt, es müssen zwei Fragen beantwortet werden: 1. Was sollen die Agenten
können? und 2. Was soll das MAS als Gesamtsystem können?
Die Problemstellung beim Optimieren ist also von entscheidender Bedeutung. Nehmen wir
z. B. das CEP. Es können vier verschiedene Fälle auftreten, bei denen die Art der Optimierung
erheblich variiert:
1. Es wird ein optimales Verhalten für das Ablaufen eines Grundrisses von einem ganz be-
stimmten Gebäude gesucht. Es gibt nur eine mögliche initiale Konfiguration.
2. Es wird ein Verhalten gesucht, das möglichst robust auf jedem beliebigen Terrain das Pro-
blem löst. Alle möglichen initialen Konfigurationen sind erlaubt.
3. Es wird ein Verhalten gesucht, das auf jedem beliebigen Terrain mit Einschränkungen in
der Größe oder anderen Eigenschaften das Problem löst. Eine endliche Menge von initialen
Konfigurationen ist erlaubt.
4. Es wird ein Verhalten gesucht, das auf irgendeinem Terrain das Problem löst. Die initiale
Konfiguration ist dann unwichtig.
Eine Bewertung des Verhaltens der Agenten durch Simulation auf unendlich vielen Welten ist
nicht möglich. Es muss im zweiten (und dritten) Fall eine Auswahl von initialen Konfigurationen
gewählt werden, die möglichst repräsentativ für ein (eingeschränkt) beliebiges Terrain ist, so
dass vermutet werden kann, dass ein Verhalten, das auf der Auswahl von Welten gut ist, auch
auf dem Rest der Welten gut sein wird. Ein Beweis für eine solche Schlussfolgerung ist allerdings
alles andere als trivial, wenn überhaupt möglich. Der vierte Fall ist beim CEP möglich, aber eher
nicht sinnvoll. Beim ATAC oder ARP jedoch schon. Da würde es bedeuten, dass die Agenten sich
nicht auf einem bestimmten oder beliebigen Zellfeld gut verhalten müssen, sondern dass dem
Entwickler freie Hand (eventuell auch mit Einschränkungen) bei der Gestaltung der initialen
Konfiguration gegeben ist. In diesem Fall müsste für die Optimierung des Gesamtsystems eine
optimale Kombination von Agentenverhalten und initialer Konfiguration gefunden werden.
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5.2.2 Maßnahmen zur Anpassung der Agentenwelt
Der Entwickler eines MAS kann innerhalb des in Kap. 3 beschriebenen Modells die Welt der
Agenten spezifizieren (z. B. die Größe der Welt, die Topologie der Zellen, die initiale Konfi-
guration allgemein), wenn das Optimierungsziel nicht auf bestimmte initiale Konfigurationen
festgelegt ist. Im Einzelfall kann es eine effizientere Lösung des gegebenen globalen Problems
ermöglichen.
Die im Folgenden vorgestellten Maßnahmen zur Optimierung der globalen Problemlösung
sind größtenteils trivial. Die Effektivität ihrer Umsetzung ist jedoch nicht trivial erkennbar. Ei-
ne Untersuchung der Effektivität findet in Kap. 6 statt. Dort werden in jedem Beispielsystem
(CEP, ATAC oder ARP) unterschiedliche Problemstellungen untersucht, die zu unterschiedlicher
Anwendbarkeit der Optimierungsmaßnahmen führen. Die Anwendbarkeit einer jeden der vor-
gestellten Maßnahmen zur Anpassung der Agentenwelt wird für jedes der drei Beispielsysteme
in Abhängigkeit der Problemstellung in Abschn. 5.2.3 überprüft. Die in dieser Arbeit auf Effek-
tivität untersuchten Maßnahmen sind:
a) Variation der Anzahl der Agenten (k) und deren initialer Positionierung
b) Verwendung von Welten mit zyklischem Wrap-Around oder mit Rand
c) Variation der Größe der Agentenwelt (Anzahl der Zellen und Seitenverhältnis)
d) Variation der Netztopologie (orthogonale oder hexagonale Struktur)
Zu a). Die Anzahl der Agenten zu erhöhen ist ein trivialer Versuch die Effektivität des MAS zu
erhöhen, nach dem Motto: Je mehr Agenten „mitarbeiten“, desto schneller kann das Problem
gelöst werden. Dies ist allerdings nicht zwingend der Fall, da sich Agenten auch gegenseitig
behindern könnten, z. B. wenn sie als mobile Hindernisse Konflikte verursachen. In den meisten
MAS ist außerdem davon auszugehen, dass die Verwendung von mehr Agenten mit mehr Kosten
verbunden ist (z. B. bei Robotern). Eine unterschiedliche Positionierung der Agenten auf dem
Zellfeld (auch relativ zueinander) kann ebenfalls eine große Wirkung auf das System haben,
wenn es z. B. darum geht, dass die Agenten sich gegenseitig ausweichen oder treffen müssen,
um zu kommunizieren.
Zu b). Die Verwendung eines Rands um das Zellfeld nimmt den Agenten einerseits die Mög-
lichkeit, auf kurzem Weg von einer Zelle in der Nähe des Rands zu einer Zelle in der Nähe des
gegenüberliegenden Rands zu kommen. Auf der anderen Seite kann der Rand als Orientierungs-
hilfe für die Agenten dienen. Das kann in Systemen, in denen die Agenten ein bestimmtes Ziel
haben oder sich treffen müssen, einen Vorteil bringen.
Zu c). Die Größe und das Seitenverhältnis der Agentenwelt beeinflussen die mittleren zu
überbrückenden Distanzen zwischen Agenten und anderen Agenten oder einer möglichen Ziel-
position. Auf der anderen Seite beeinflussen sie auch die Wahrscheinlichkeit von Konflikten oder
Kommunikationssituationen.
Zu d). Bei der Variation der Netztopologie muss beachtet werden, dass dies zwangsläufig auch
eine Veränderung der Struktur der Zelle zur Folge hat, da in einer hexagonalen Topologie jede
Zelle sechs direkte Nachbarn besitzt. Die Richtung der Agenten und deren Bewegungsaktionen,
sowie die Konfliktbehandlung müssen entsprechend angepasst werden. Beim ARP kommt noch
hinzu, dass relative Abstände zu einer Zielposition anders auszuwerten sind. Sinnvoll kann die
Verwendung einer anderen Netztopologie sein, um mehr Möglichkeiten zu schaffen, sich von
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einer Zelle auf eine Nachbarzelle zu bewegen. Dies kann Konflikte minimieren und Deadlocks
verhindern. Eine engere Vermaschung der Zellen kann die mittleren Abstände reduzieren und
gegebenenfalls Wege verkürzen.
Weitere Anpassungen sind denkbar, aber in dieser Arbeit nicht untersucht. Um die Effektivität
zu untersuchen, sind zwei prinzipielle Methoden denkbar. Entweder man verwendet das gleiche
Agentenverhalten in allen Welten, oder man konstruiert (oder optimiert) für jede Welt separat
ein Agentenverhalten und vergleicht dann die Güte der Problemlösung. Dies sind nicht etwa
zwei gleichwertige Alternativen, sondern ergeben jeweils eine andere qualitative Aussage, die
bei der Präsentation der Resultate der Untersuchungen in Abschn. 6 herausgestellt wird.
5.2.3 Anwendbarkeit der Maßnahmen auf die Beispielsysteme
Die Anwendbarkeit einer Maßnahme hängt davon ab, ob in der Definition der globalen Aufgabe
der Agenten bei der entsprechenden Variable ein Parameterraum zugelassen ist oder ob der Wert
fix vorgegeben ist.
Anwendbarkeit der Maßnahmen auf das CEP. In der zweiten Problemstellung des CEP aus
Abschn. 5.2.1 soll ein Agentenverhalten gefunden werden, das robust gegenüber Veränderun-
gen der Anzahl und initialen Position der Agenten und gegenüber Variationen der Größe der
Agentenwelt ist. Außerdem soll es für beliebig in der Welt verteilte Hindernisse (Rand mit
eingeschlossen) geeignet sein. Für diese Problemstellungen sind die Maßnahmen a), b) und
c) nicht anwendbar. Diese Variationen werden stattdessen verwendet, um ein in allen Welten
gutes Verhalten zu entwickeln. Für die dritte Problemstellung gilt das gleiche, solange die Ein-
schränkungen berücksichtigt werden.
In der ersten Problemstellung ist nur eine bestimmte Umgebung gegeben, in der die Agen-
ten das CEP lösen sollen. In diesem Fall ist die Maßnahme a) zur Optimierung anwendbar,
wenn man voraussetzt, dass die Ressourcen begrenzt sind (Agentenanzahl). Die Bewertung
der Güte von Systemen mit unterschiedlicher Agentenanzahl ist allerdings auch nicht trivial.
Ein simpler Vergleich der Anzahl der besuchten Zellen oder der Geschwindigkeit würde zu der
trivialen Lösung führen, dass man einfach in alle Zellen initial einen Agenten positioniert. Rea-
listischerweise sollte man daher für Anwendungen annehmen, dass ein Agent Kosten verursacht.
Ein Vergleich der Kosten, der Geschwindigkeit und des Anteils besuchter Zellen gibt dann Auf-
schluss über eine geeignete Anzahl von Agenten.
Für die vierte Problemstellung kann die Welt beliebig konfiguriert werden. Es ist also möglich,
die Maßnahmen b) und c) anzuwenden, um den Creatures z. B. mit einem Rand eine zusätzliche
Orientierungshilfe zu geben.
Falls das CEP auf eine reale kontinuierliche Umgebung (z. B. ein Gebäudegrundriss) angewen-
det werden soll, steht der Entwickler vor der Frage, wie er diese Umgebung auf eine diskrete
Agentenwelt aus Zellen abbildet. Die Topologie kann dann einen Einfluss auf die Qualität des
entwickelten Agentenverhaltens haben. Die Anwendung von Maßnahme d) macht dann Sinn.
Anwendbarkeit der Maßnahmen auf den ATAC. Die Anzahl der Agenten zu variieren, hieße,
die zu verteilende Information zu verändern. Dies kann keine sinnvolle Strategie sein, wenn eine
Information gegeben ist. Variationen der Anzahl der Agenten werden also nur in dem Sinne
benutzt, dass ein Verhalten entwickelt werden soll, dass für eine beliebige Anzahl von Agenten
gut ist.
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Angenommen, die Problemstellung ist, ein MAS zu entwickeln, das die Verteilung von In-
formationen unter den Agenten auf einem bestimmten Raum realisieren soll. Innerhalb dieses
Raums, hat dann der Entwickler die Möglichkeit einen Rand (oder sogar Hindernisse allgemein)
oder ein zyklisches Zellfeld zu verwenden. Ist der Raum nicht fest vorgegeben oder hat er nur
eine obere Grenze, so kann der Entwickler auch kleinere Zellfelder benutzen. Die Maßnahmen
b) und c) sind also anwendbar. Falls die Problemstellung lautet, ein Verhalten zu entwickeln,
das den ATAC auf beliebig großen Feldern mit oder ohne Wrap-Around löst, dann gilt das glei-
che wie für Maßnahme a). In den Arbeiten [EH08b] und [HE08] wurden Agenten für den ATAC
optimiert und deren Performanz in Welten mit Rand und ohne Rand verglichen.
Für die Topologie (d)) des Netzes gilt das gleiche wie für die beiden Maßnahmen b) und c).
Es ist anwendbar, wenn die Topologie nicht vorgegeben ist. Beispielsweise könnte die Anzahl
der Knoten in einem Netz bekannt sein, aber die Verdrahtung soll für das ATAC optimiert wer-
den. Dann kann eine Veränderung eine Verbesserung bewirken. Aber auch hier muss beachtet
werden, dass die Zellstruktur ebenfalls modifiziert werden muss.
Anwendbarkeit der Maßnahmen auf das ARP. Beim ARP gelten die gleichen Bedingungen
für die Anwendung der Optimierungsmaßnahmen wie beim ATAC. Die Anzahl der Agenten zu
variieren macht nur Sinn, um ein Verhalten zu entwickeln, das für eine beliebige Anzahl gut ist.
Soll das Routing auf einem bestimmten Raum geschehen, kann dieser Raum modifiziert werden
(Maßnahmen b) und c)), um das MAS zu optimieren. Soll das Verhalten robust gegenüber
Änderungen des Raums und der Anzahl der Agenten sein, kann das Verhalten nicht über diese
Maßnahmen optimiert werden. In [EH10d] wurde eine Untersuchung über den Einfluss der
Größe der Welten und dem Verhältnis der Anzahl der Agenten zur Anzahl der Zellen auf die
Leistung der Agenten durchgeführt. Die Ergebnisse dieser Untersuchung werden in Abschn.
6.3.1 präsentiert.
Die Topologie des Netzes (d)) könnte von einem System, in dem Nachrichten transportiert
werden sollen, unveränderlich vorgegeben sein. Dann kann man darüber keine Optimierung
erzielen. Es könnte aber auch sein, dass die Entwicklung eines geeigneten Netzes mit geeigneten
Start- und Zielpositionen der Agenten Teil der Optimierung des gesamten MAS ist (z. B. für
einen Router auf einem Chip). In diesem Fall kann die Topologie und die Position der Agenten
darin zur Optimierung variiert werden. In [EHD10] wurde für das ARP eine Topologie mit
hexagonaler Struktur verwendet.
5.3 Heuristische Methoden und Lernverfahren
Eine Heuristik ist ein Verfahren, mit dem für ein gegebenes Problem nach einer Lösung gesucht
wird, indem potenzielle Lösungen systematisch ausprobiert und bewertet werden. Nach be-
stimmten Schemata und unter Berücksichtigung der bisher gefundenen Lösungen und anderer
Parameter (z. B. vergangene Zeit, bisher verfolgter Weg im Suchraum) werden neue Lösungen
generiert oder ausgewählt und wieder ausprobiert. Oft sind dabei natürliche Entwicklungspro-
zesse (z. B. Evolution) das Vorbild. Diese Verfahren sind nie exakt, da sie eine zufällige Kom-
ponente besitzen. Ihr Vorteil ist jedoch, dass sie, richtig konfiguriert, bei vielen schwierigen
Problemen im Durchschnitt wesentlich schneller bzw. überhaupt in akzeptabler Zeit zu akzep-
tablen Lösungen gelangen, als ein exaktes Verfahren. Voraussetzung für die Anwendbarkeit von
Heuristiken ist also, dass nicht unbedingt die optimale Lösung gefunden werden muss, sondern
andere nicht optimale Lösungen trotzdem akzeptabel sind.
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Auf ein MAS angewendet, wäre die heuristisch gesuchte Lösung ein ganz bestimmtes Verhal-
ten des Agenten. Das bedeutet, die Heuristik wird für Maschinelles Lernen eingesetzt. Unter dem
Begriff Maschinelles Lernen werden allgemein Methoden zusammengefasst, mit denen ein Ver-
halten eines Programms/eines Agenten entwickelt werden kann, das sich automatisch durch die
Verarbeitung von Eingaben/Sensordaten anpassen kann und mit der Zeit verbessert. Umgangs-
sprachlich: Das Programm/der Agent lernt aus seiner Erfahrung. In dieser Arbeit werden FSMs
gesucht, die ein Agentenverhalten induzieren, welches das Problem optimal oder akzeptabel
löst. Was genau akzeptabel (und auch optimal) ist, muss im jeweiligen Fall definiert werden.
Man macht eine generelle Einteilung der Lernverfahren in Überwachtes Lernen, Bestärkendes
Lernen und Unüberwachtes Lernen (z. B. in [RN04, S. 794f.]). Beim überwachten Lernen soll eine
von vorneherein bekannte Funktion realisiert werden. Das bedeutet, zu jedem möglichen Input
oder jeder möglichen Folge von Inputs gibt es einen bekannten gewünschten Output oder eine
Folge von Outputs. Wenn es sich beim lernenden Element um einen Agenten handelt, heißt das,
dass sein individuelles Verhalten bekannt ist, nur dessen Realisierung noch angelernt werden
muss. Zu jedem möglichen Input oder jeder möglichen Folge von Inputs über die Sensorik des
Agenten, gibt es eine konkrete Aktion oder eine Folge von Aktionen, die der Agent ausführen
soll. Eine übergeordnete Einheit (der Lehrer oder Trainer) überwacht die Aktionen des Agenten
und vergleicht sie mit den gewünschten Aktionen. Als Rückkopplung für den Agenten wird die
exakte Abweichung zum gewünschten Output zur Korrektur der Entscheidung verwendet. Durch
Anpassung des Verhaltens kann dann die gewünschte Funktion ganz oder annähernd realisiert
werden. Diese Form des Lernens macht für die Optimierung des Agentenverhaltens im Kontext
der hier behandelten Problemstellung keinen Sinn, denn wenn die gewünschte Funktion be-
kannt wäre, bräuchte man sie nicht mehr zu suchen. Bezogen auf das komplette MAS kann man
aber Verfahren des überwachten Lernens einsetzen. Dann ist die bekannte und zu realisierende
Funktion das gewünschte globale Verhalten, das durch das gesuchte Agentenverhalten realisiert
werden soll. Alternativ könnten lokale, kurzfristige Ziele für die Agenten definiert werden, mit
denen es möglich ist, nicht die Aktion, sondern deren Effekt zu bewerten. Diese lokalen Ziele
müssten dann allerdings so geschickt gewählt werden, dass sie auch zum globalen Ziel führen,
was in emergenten Systemen nicht trivial ist.
Beim Bestärkenden Lernen erhält das lernende Element ebenfalls ein Feedback. Aber es wird
nur mit Belohnungen und Strafen als Rückkopplung gearbeitet. Die Belohnungen und Stra-
fen ergeben sich als direkte Folge aus den Entscheidungen des Lerners. Eine Funktion, die
das gewünschte Verhalten repräsentiert ist nicht bekannt, d. h. das Feedback ist ohne exakte
Bestimmung eines Fehlers. Im Fall der Agenten, wird dieses Feedback aus der Umwelt wahrge-
nommen und intern (im Agenten) als wünschenswert oder nicht wünschenswert eingestuft und
daraufhin das Verhalten angepasst. Um solch ein Verfahren für globale Probleme sinnvoll einzu-
setzen, müssen die Feedbacks auf die lokalen Aktionen entsprechend gewählt werden. Dies ist
das gleiche nichttriviale Problem wie beim überwachten Lernen mit lokalen Teilzielen.
Beim unüberwachten Lernen sind die Outputs der zu lernenden Funktion nicht im Voraus
bekannt. Auf den Agenten bezogen heißt das, dass dessen Aktionen nicht in Abhängigkeit der
Inputs vorher definiert sind. Stattdessen soll eine vom Ziel unabhängige Repräsentation der
Inputs erlernt werden. Dadurch können Vorteile erworben werden, wie z. B. die Minimierung
redundanter Informationen oder eine Klassifizierung mit Verlust unwichtiger Informationen.
Damit hat ein Agent aber immer noch kein Verhalten erlernt. In [Sch93, S. 84] heißt es:
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„Unüberwachtes Lernen für sich allein macht keinen Sinn. Es ist dann berechtigt, wenn es den
Lernvorgang erleichternde ’Präprozessoren’ für die Eingaben zielgerichteter Systeme ermöglicht.“
Das bedeutet, unüberwachtes Lernen kann auf die Agenten nur in Kombination mit einer über-
wachten Lernmethode angewendet werden.
Im Folgenden wird das unüberwachte Lernen nicht weiter betrachtet. Zwei prinzipielle Mög-
lichkeiten zur Optimierung eines Verhaltens durch maschinelles Lernen sind gegeben:
• Verhaltensoptimierung mit lernenden Agenten (Abb. 5.1(a)): In Abschn. 2.1.1 wurden
lernende Agenten beschrieben, die ihr Verhalten anpassen können, während sie im MAS ih-
rer Aufgabe nachgehen. In diesem Fall ist für die Qualität des globalen Verhaltens des MAS
nicht nur das erlernte Verhalten, das die Agenten am Schluss (wenn das Problem gelöst ist
oder eine Abbruchbedingung eintritt) besitzen, von Bedeutung, sondern alle Verhaltens-
weisen von Beginn an. Das Verhalten des Agenten ist hier nicht als Ergebnis aufzufassen,
sondern vielmehr ist der gesamte Lernprozess als Ergebnis anzusehen. Alternativ kann
man, nachdem man die Agenten auf diese Weise angelernt hat, das Verhalten, das die
Agenten am Schluss besitzen, in nicht lernenden Agenten gleich zu Beginn der Simulation
des MAS verwenden. Dies führt zu einer neuen Bewertung des Verhaltens, das nicht mehr
weiter vom Lernverfahren abhängig ist.
• Verhaltensoptimierung mit nicht lernenden Agenten (Abb. 5.1(b)): Ein grundsätzlich
anderer Ansatz, das Verhalten eines Agenten anzupassen ist es, nicht lernende Agenten
zu verwenden, also solche, die ein während einer Simulation konstantes Verhalten haben.
Am Ende einer Simulation ist dann die Qualität, d. h. die Güte der globalen Lösung, zu
bewerten und danach ein durch ein bestimmtes Verfahren verändertes Verhalten wieder zu
simulieren. Bei diesem Verfahren können bisherige Simulationsergebnisse berücksichtigt
werden. So erhält man schrittweise eine immer bessere globale Lösung bzw. ein besseres
Agentenverhalten. Es lernt aber dennoch nicht der einzelne Agent, sondern das gesamte
System.
Welche der beiden Möglichkeiten mit welchem Lernverfahren zum Einsatz kommen kann, hängt
stark mit der Modellierung des Agentenverhaltens zusammen. Nicht jedes Verfahren ist z. B.
auf FSMs anwendbar. In einigen Fällen sind die Strukturen des Verhaltensmodells geradezu
prädestiniert für bestimmte Lernverfahren, da sie gerade aus diesem Grund entwickelt worden
sind. Bereits erwähnt wurden die Zusammenhänge des Modells und der Lernverfahren bei den
Künstlichen Neuronalen Netzen und den Classifier-Systemen (Abschn. 3.2.2).
Abb. 5.1.: Verhaltensoptimierung mit (a) lernenden und (b) nicht lernenden Agenten mit
Rückkopplung.
In diesem Abschnitt werden exemplarisch heuristische Verfahren und Lernmethoden kurz vor-
gestellt: Genetische Programmierung, Genetische Algorithmen und Q-Learning. Es gibt sehr viele
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weitere Verfahren mit jeweils unterschiedlichen Varianten und Anwendungsgebieten, so dass
die hier vorgestellten Verfahren keine komplette Liste darstellen können. Es soll vielmehr mit
Blick auf MAS im Allgemeinen und FSMs im Speziellen eine Idee vermittelt werden, welche
Optimierungsverfahren typischerweise angewendet werden können.
5.3.1 Motivation für die Anwendung heuristischer Verfahren
Zunächst stellt sich die Frage, warum überhaupt Optimierungsverfahren, die nicht exakt sind,
auf FSM-kontrollierte Agenten angewendet werden sollten. Die Antwort darauf hat mit dem
Suchraum aller Möglichkeiten, eine FSM mit beschränkter Größe zu codieren (die Inhalte der
Zustandsübergangstabelle festlegen) zu tun. Angenommen, die Anzahl der möglichen Zustände
s der FSM sei beschränkt auf eine bestimmte Zahl #s = n. Sei weiterhin die Anzahl der mögli-
chen Inputs x beschränkt auf #x = i und die Anzahl der möglichen Outputs y beschränkt auf
#y = o. Dann gibt es
|K |= (n · o)(n·i)
Möglichkeiten, die Zustandsübergangstabelle zu codieren. Es gibt also |K | Kandidaten, die eine
mögliche Lösung für das Optimierungsproblem darstellen. K ist dabei die Menge aller Kandi-
daten. An der Formel ist zu erkennen, dass diese Menge mit der Anzahl der Zustände und der
Anzahl der Inputs exponentiell wächst. Mit kleinen Werten n, o und i sowie einer Simulation,
die in angemessener Zeit durchgeführt werden kann, kann die Qualität jeder Lösung durch Auf-
zählen aller Möglichkeiten (und Simulieren) festgestellt und verglichen werden. Zu beachten
ist hierbei, dass alle FSMs, die mit weniger Zuständen codiert werden können, in der Menge
K enthalten sind. Es handelt sich dabei um FSMs, die eine Zustandsreduktion erlauben oder
unerreichbare Zustände besitzen. Des Weiteren ist zu beachten, dass nicht alle unterschiedlich
codierten FSMs auch ein unterschiedliches Verhalten des Agenten erzeugen. In diesem Sinne
äquivalente FSMs können durch Zustandspermutationen oder die eben genannten Reduktionen
erzeugt werden. Unter der Annahme, dass es einen festen Startzustand s = 0 gibt, kann man
(n−1)! Permutationen der restlichen Zustände erzeugen, die ein identisches Verhalten codieren.
Diese Äquivalenzen erlauben eine Reduzierung der relevanten Menge an potentiellen Lösun-
gen. In [Hal08] wurde ein spezielles Aufzählungsverfahren und spezielle Hardware zum Simu-
lieren verwendet, um für das CEP mit 26 initialen Konfigurationen (alle mit k = 1 Agent und
zwischen 56 und 684 Zellen, Abb. B.1 und B.2) alle relevanten 6-Zustands-FSMs zu testen.
Die Anzahl der Inputs und der Outputs sind bei der Grundvariante des CEP i = o = 2. Der
Suchraum hat dann eine Größe von |K | = 1212 = 8.916.100.448.256. Durch das Aufzählungs-
verfahren konnte der Suchraum auf 14.762.149.668 Kandidaten reduziert werden.
Die Simulationszeit betrug über drei Monate, trotz der mit n = 6 geringen Anzahl an Zustän-
den, einer Reduzierung der Kandidaten um zwei bis drei Größenordnungen und einer strengen
Abbruchbedingung bei zu schlechtem Verhalten auf den ersten 5 von 26 Welten. Agenten, die
mehr Inputs verarbeiten, eine größere Aktionsmenge haben oder mehr Zustände besitzen, kön-
nen mit diesem Verfahren nicht mehr exakt optimiert werden. Natürlich gilt das dann auch für
FSMs mit nicht beschränkter Anzahl von Inputs, Outputs und Zuständen.
Unter der Annahme, dass man das Agentenverhalten im Sinne des globalen Ziels des MAS
verbessern kann, indem man den Agenten mehr Aktionen zur Verfügung stellt, ihnen mehr
Informationen aus ihrer Umwelt bereitstellt und ihnen mehr Kapazitäten zum Speichern von
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internen Zuständen gibt, muss man schlussfolgern, dass Aufzählungstechniken nicht mehr aus-
reichen um ein gutes Verhalten zu entwickeln.
Die Entwicklung eines exakten Algorithmus zur Suche innerhalb der relevanten Menge von
FSMs gestaltet sich ebenfalls schwierig, weil von der Codierung einer FSM nur durch Simulation
auf die Güte des Verhaltens geschlossen werden kann und weil die Auswirkungen von Änderun-
gen in der Codierung ebenfalls nur durch Simulation erfasst werden können. Das bedeutet, es
ist nicht klar, wie eine gute FSM grundsätzlich gestaltet werden muss, und wie eine bereits ge-
fundene FSM verändert werden muss, um ein verbessertes Verhalten zu erzeugen. Außerdem
ist das Ziel, ein Verfahren zu entwerfen, das für beliebige MAS mit FSM-kontrollierten Agenten
eingesetzt werden kann. Das macht eine systematische Gestaltung einer FSM unmöglich, da
nicht bekannt ist, welche Outputs und welche Inputs es gibt. Ein allgemeines Verfahren für eine
systematische Annäherung (gegebenenfalls mit exaktem Endergebnis) an die optimale FSM in
einem angemessenen Zeitrahmen scheint daher nur als zufallsbehaftetes heuristisches Verfahren
realisierbar zu sein.
5.3.2 Evolutionäre Algorithmen
Evolutionäre Algorithmen (EA) sind heuristische Optimierungsverfahren, die bei der Suche nach
einer Lösung die natürliche Evolution nachahmen. Eine Einführung in EA und verschiedene Va-
rianten von EA findet man unter anderem in [ES03]. Die prinzipielle Funktionsweise einiger
Varianten wird im Folgenden beschrieben. Allen EA gemeinsam ist das grundlegende Prinzip
der Verbesserung von Lösungen bzw. Lösungskandidaten (auch Individuen) durch iterative Wie-
derholung einer „natürlichen Selektion“ nach dem Prinzip des „Survival of the fittest“. Jedem
Lösungskandidaten kann mit einer Qualitätsfunktion eine Fitness f zugeordnet werden, die ver-
gleichende Aussagen über die Güte der Lösung erlaubt. Der EA arbeitet auf einer Liste von
möglichen Lösungskandidaten, der Population P. Zu Beginn muss diese Population mit (zu-
fälligen) Lösungskandidaten initialisiert und deren Fitness bestimmt werden. Danach finden
wiederholt folgende Schritte statt, bis entweder eine Grenze der Berechnungszeit oder eine
bestimmte Fitness erreicht wurde:
1. Selektion von Eltern. Aus der Population wird eine Untermenge ausgewählt, aus denen
neue Lösungen generiert werden sollen. Die Selektion kann zufallsbehaftet sein und die
Fitness der Kandidaten berücksichtigen.
2. Rekombination. Aus den als Eltern selektierten Kandidaten werden durch eine bestimmte
Technik neue Kandidaten generiert. Dafür ist eine geeignete Codierung der Kandidaten
notwendig. Die Codierung wird in diesem Zusammenhang auch als Genom oder Chromo-
som bezeichnet. Die Rekombination erstellt aus zwei (oder auch mehr) Elterngenomen
neue Genome, indem Teile des Genoms aus allen Elternteilen übernommen werden. So
wird die Menge der Nachkommenschaft O (engl.: Offspring) erzeugt.
3. Mutation. Die Genome werden an bestimmten Stellen zufällig verändert. Mutation und
Rekombination können auch kombiniert in beliebiger Reihenfolge verwendet werden, d. h.
die Mutation kann an den Eltern oder an den Nachkommen durchgeführt werden.
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4. Evaluierung und Substitution für die nächste Iteration1. Der Fitnesswert der Nachkommen
wird bestimmt und mittels Vergleich mit den Fitnesswerten der alten Population eine neue
Population erstellt, in der die „fittesten überleben“.
Je nach Art der Repräsentation der Kandidaten, also der Codierung ihres Genoms, nach Art der
Rekombination und Mutation sowie nach Selektionsmechanismus unterscheidet man verschie-
dene EA-Varianten, von denen im Folgenden zwei beschrieben werden, Genetische Programmie-
rung und Genetische Algorithmen.
Genetische Programmierung. Genetische Programmierung (GP) geht zurück auf John Koza
[Koz92]. Die Individuen der Population werden hier mit Baumstrukturen repräsentiert und kön-
nen als Programme angesehen werden. Die Programme bestehen aus elementaren Operationen
aus einer endlichen Menge von elementaren Operationen und sind variabel in ihrer Länge. Die
Mutation und Rekombination basiert auf dem Austausch dieser elementaren Operationen oder
von Folgen solcher Operationen. In der Baumstruktur heißt das, dass Teilbäume (gegebenenfalls
unterschiedlicher Länge) ausgetauscht werden.
Koza beschreibt in [Koz94] einige Beispiele von programmgesteuerten Agentensystemen, al-
lerdings mit jeweils nur einem Agenten. Dem CEP sehr nahe kommt das Obstacle-Avoiding Robot-
System ([Koz94, Kap. 13]). Abgesehen von der Anzahl der Agenten ist der Unterschied zum CEP,
dass der Agent sich nur nach links drehen kann, dafür aber mehrere Zellen überspringen kann.
Das Verhalten des Agenten wird durch die sequentielle Ausführung der elementaren Operatio-
nen des Baumes festgelegt, wobei es auch bedingte Operationen gibt. Die Aktionen des Agenten
entsprechen dabei einer Teilmenge der elementaren Operationen. Es gibt auch Operationen,
die lediglich einen Rückgabewert liefern, der dann als Parameter für eine Aktion verwendet
werden kann. Übertragen auf ein MAS im CA-Modell führt der Agent pro Generation nur eine
elementare Operation seines Programms aus. Ein ähnliches System, in dem aber mehrere Agen-
ten programmgesteuert navigieren, um einen Ausgang zu finden, wird in [BMM+08] durch GP
optimiert.
Für die Anwendung von GP auf FSM-kontrollierte Agenten muss jedoch ein anderer Ansatz
als die Ausführung einer elementaren Operation pro Generation gewählt werden. In [KEFH09]
wird dafür ein Ansatz vorgestellt. Darin wird die Zustandsübergangstabelle als Baumstruktur
dargestellt und bei der Rekombination und der Mutation bestimmte Teile des Baums immer
unverändert belassen, um die Struktur wieder auf ein Äquivalent zur FSM zurückführen zu
können. Für die Grundvariante des CEP und eine Beschränkung der FSM auf n = 6 Zustände
werden die folgenden Operationen benötigt: Lm,Rm, Ls,Rs, i f (s = 0), i f (s = 1), . . . , i f (s =
5), i f (m = 1), s′ = 0, . . . , s′ = 5. Die Programmstruktur ist in Abb. 5.2 angegeben. Operationen,
die den Aktionen des Agenten entsprechen, können im Laufe der Evolvierung nur durch andere
elementare Operationen, die Aktionen sind, ersetzt werden. Gleiches gilt für Operationen, die
einen neuen Zustand setzen. Im Unterschied zu den Agentenprogrammen von Koza wird hier in
jeder Generation das ganze Programm ausgeführt.
Durch die Beschränkung der Anzahl der Zustände wird auch die Länge des genetischen Pro-
gramms festgelegt, was einen Vorteil des GP gegenüber anderen EA mit Genomen fixer Länge
eliminiert. Außerdem ist die Codierung einer FSM als ein solches Programm eher umständ-
lich, was sich auch in der Unveränderlichkeit einiger elementarer Operationen ausdrückt. Als
Optimierungsverfahren für FSM-kontrollierte Agenten eignet sich GP also nur bedingt.
1 Die Population jeder Iteration wird in der Literatur auch Generation genannt. Um Verwechslungen mit dem
Generationsbegriff in Zellularen Automaten zu vermeiden wird hier nur von Iteration gesprochen.
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Abb. 5.2.: Struktur eines genetischen Programms zur Agentensteuerung von FSM-kontrollier-
ten Agenten nach [KEFH09]. Fett dargestellte Operationen können nicht verändert
werden.
Genetische Algorithmen. Genetische Algorithmen (GA) wurden von John Holland erfunden
[Mit96, S. 2]. In GA werden die Individuen einer Population nicht als Baumstruktur oder Pro-
gramm codiert, sondern als String von Bits, Zahlen oder Zeichen. Im Standardfall ist die Länge
des Strings von vorneherein festgelegt ([Koz94, S. 21f.]). Je nach Semantik des Genoms ist das
zwar nicht unbedingt notwendig, erleichtert aber die Mutations- und Rekombinationsverfahren,
bei denen Teile der Strings ausgetauscht werden. Über absolute Positionsangaben kann das nur
bei Strings gleicher Länge passieren.
Im Bereich des Künstlichen Lebens wurden GA eingesetzt, um das Verhalten von Agenten,
die durch eine FSM gesteuert sind, zu evolvieren. In [RDHK99] werden Mealy-FSMs für die
Kontrolle von virtuellen Kreaturen eingesetzt und mit GA optimiert2.
In [JCC+90] müssen Agenten (dort künstliche „Ameisen“) auf einem zweidimensionalen Git-
ter einen Pfad möglichst akkurat ablaufen. Es befindet sich dabei nur ein einzelner Agent in dem
System. Gesteuert wird er ebenfalls von einer Mealy-FSM mit maximal 32 Zuständen einem bi-
nären Input und 4 möglichen Aktionen als Output. Die Mealy-FSM wird binär codiert, indem die
Inhalte der Zustandsübergangstabelle (5 Bit um den Anfangszustand zu spezifizieren; 7 Bit für
den Folgezustand und den Output für jede der 64 Kombinationen von Input und aktuellem Zu-
stand) konkateniert werden. Eine FSM hat damit 453 Bits. Die Rekombination kann auf diesem
Bitstring erfolgen, indem bitweise der Inhalt vertauscht wird. Eine Mutation geschieht, indem
an einzelnen Positionen des Strings das Bit invertiert wird. Die Bewertung eines Individuums
erfolgt über eine Simulation des Systems.
In [Mar04] werden Mealy-FSM-kontrollierte Agenten eingesetzt, um die Futtersuche von
Ameisen in zweidimensionalen Gittern zu simulieren. Die FSMs mit maximal 4 Zuständen, 4
möglichen Inputwerten und 6 möglichen Outputs werden mit GA evolviert. Die Codierung des
Genoms erfolgt nicht binär, sondern als ein String von konkatenierten Transitionen. Jede Tran-
sition besteht aus 4 Werten, dem aktuellen Zustand, dem Folgezustand, dem Input und der
Aktion. In dieser Codierung sind die Kombinationen von Input und aktuellem Zustand explizit
angegeben und nicht wie im vorigen Beispiel implizit durch die Position im Bitstring gegeben.
Es können Genome existieren, in denen einige Kombinationen nicht enthalten sind, d. h. in der
FSM fehlen diese Transitionen, was bei entsprechendem Input zur Aktionslosigkeit führt.
2 Für Details zur Rekombinations- und Mutationstechnik wird auf eine nicht mehr existente Internetquelle ver-
wiesen.
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Die in dieser Arbeit gewählte Repräsentation der FSMs als Genom ist anders. Sie basiert nicht
auf einer binären Codierung der Inhalte der Zustandsübergangstabelle, sondern fasst seman-
tisch zusammenhängende Teile als unteilbare Elemente des Strings auf und entspricht der Re-
präsentation einer FSM in [SG00b, SG00a]. Das bedeutet konkret, ein Paar aus Folgezustand s′
und Ausgabe e ist ein nicht teilbarer Bestandteil des Genoms (Abb. 5.3). Diese Teile können in
Analogie zur Biologie auch Gene genannt werden. Die Idee hinter dieser Aufteilung ist, die Se-
mantik eines Zustandsübergangs bei der Rekombination zu erhalten. Angenommen, zu einem
fortgeschrittenen Zeitpunkt der Evolution gibt es bei der Rekombination in einer der beiden
Eltern-FSMs vom Zustand s = 0 einen Übergang zu s′ = 1 und in der anderen einen Übergang
zu s′ = 2. Da beide Eltern noch in der Population sind, müssen sie gute Eigenschaften haben, die
sich möglicherweise in einem der beiden Übergänge manifestieren. Also wird es sinnvoll sein,
wenn der Nachkomme ebenfalls einen der beiden Übergänge bekommt. Würde man stattdessen
mit der binären Codierung arbeiten, könnte es vorkommen, dass weder der eine noch der ande-
re Übergang in den Nachkommen übernommen wird (aus 001 und 010 kann z. B. 011 werden).
Der Startzustand ist hier implizit der Zustand 0, so dass diese Angabe im Genom wegfallen
kann. In [SG00a] werden die auf diese Weise codierten Mealy-FSMs eingesetzt, um einen Agen-
ten in einem Spiel auf einem zweidimensionalen Gitter zu steuern. Durch einige Erweiterungen
in der Codierung ist sogar eine Evolution von FSMs mit beschränkter aber variabler Anzahl von
Zuständen möglich.
Abb. 5.3.: Beispiel einer als Genom für einen GA codierten FSM. Die FSM entspricht der 6-
Zustands-FSM aus Tab. 3.1. Das Genom besteht aus 12 Genen (nicht teilbaren Paaren
(s′/e)).
Die Codierung eines FSM-kontrollierten Agenten als String ist einfach, aber sie muss auch
für das jeweilige Problem geeignet sein. Eine erfolgreiche Suche basiert unter anderem darauf,
dass ähnliche Codierungen von FSMs auch ähnlich gute Fitnesswerte haben. Das bedeutet, dass
eine leichte Änderung im Genom im Generellen auch nur eine leichte Änderung der Fitness
hervorrufen soll. Für die Funktion eines GA ist eine geeignete Codierung daher von entschei-
dender Bedeutung, weil sie dem Suchraum eine bestimmte Struktur gibt, d. h. sie definiert eine
Nachbarschaftsfunktion, nach der alle FSMs, die sich nur an einer Stelle im Genom unterschei-
den benachbart sind. Der Suchraum muss einigermaßen konsistent sein, um überhaupt lokale
und globale Maxima ausmachen und sich diesen annähern zu können. In [KEFH09] wurde am
Beispiel des CEP und FSMs mit 6 Zuständen durch Überprüfung der Fitnesswerte von benach-
barten Lösungen gezeigt, dass der Suchraum zwar relativ inkonsistent ist, aber dennoch einige
benachbarte Lösungen ähnliche Fitnesswerte haben, so dass die Anwendung eines EA (GA oder
GP) erfolgversprechend erscheint.
Die Literatur zeigt, dass es prinzipiell möglich ist, GA für die Optimierung einzusetzen. In
[Pet06] werden noch weitere Beispiele für die Evolvierung von FSMs mit EA aufgezählt. Im
Rahmen einer Untersuchung zur prinzipiellen Anwendbarkeit von GA auf FSM-kontrollierte
Agenten wird in Abschn. 5.4 ein GA mit detaillierten Angaben zu Selektion, Mutation, Rekom-
bination und Substitution entwickelt.
96 5. Techniken zur Optimierung von Agentenverhalten mit FSMs
5.3.3 Q-Learning
Ein zur Kategorie des bestärkenden Lernens gehörendes Verfahren ist das Q-Learning. Eine
Einführung in Q-Learning findet man unter anderem in [Mit97, Kap. 13]. Die Funktionswei-
se des Q-Learning basiert auf der Zuordnung von Werten zu allen Entscheidungen, die ein
Agent treffen kann, in Abhängigkeit seines aktuellen Zustands. Das bedeutet, jeder Kombina-
tion aus Zustand und Entscheidung wird ein sogenannter Q-Wert zugeordnet und am Anfang
mit 0 initialisiert3. Diese Q-Werte werden vom Agenten herangezogen, wenn er sich entschei-
den muss und im Verlauf der Simulation des MAS aufgrund von Rückmeldungen der Umgebung
(positiv wie negativ) verändert. Eine allgemeine Formel zur Aktualisierung der Q-Werte nach
einer Entscheidung ist nach [Mit97, S. 382]:
Q(st , et)← (1−α)Q(st , et) +α[r +max
e
(Q(st+1, e))].
Der neue Q-Wert für die aktuelle Entscheidung et in dem aktuellen Zustand st ergibt sich aus
einer durch den Lernfaktor α festgelegten Gewichtung aus dem alten Wert und dem um die Be-
lohnung r erhöhten maximalen Q-Wert (Maximum über alle möglichen Entscheidungen) in der
nächsten Generation. Dies ist nur eine allgemeine Formel, die im speziellen Fall angepasst wer-
den kann, z. B. mit weiteren Gewichtungsfaktoren. Um das Lernen effektiv zu gestalten, muss
die Belohnungsfunktion r der Zielsetzung des Agenten oder des MAS entsprechend angepasst
sein. Der Wert, den r annimmt, muss nicht positiv sein. Bei negativen Werten kann man auch
von einer Bestrafung sprechen. Der Agent wählt in jedem Schritt entweder komplett zufällig
oder teilweise zufällig in Abhängigkeit der Q-Werte eine der Entscheidungen aus und generiert
damit einen neuen Q-Wert für die Kombination aus Zustand und Entscheidung. Mit der Zeit soll-
ten die Q-Werte für erfolgreiche Entscheidungen (solche mit hohen Belohnungen) mit größerer
Wahrscheinlichkeit ausgewählt werden.
In [OL09] wurde das CEP mit erweiterter Aktionsmenge mit Q-Learning optimiert und dabei
die Belohnungsfunktion so gestaltet, dass eine positive Belohnung ausgegeben wurde, wenn ei-
ne bis dato noch nicht besuchte Zelle besucht wurde. Die Autoren haben ebenfalls eine Methode
entwickelt, mit der man über Q-Learning zu Mealy-FSM-kontrollierten Agenten kommt. Dabei
wird nicht nur für jedes Paar aus Zustand und Aktion, sondern für jede Kombination aus Ein-
gabewerten mit Zustand und Aktion mit (Folge-)Zustand ein Q-Wert vergeben. Insgesamt gibt
es dann (n · i) · (n · o) Q-Werte. Nach einer vorher festgelegten Zeit des Lernens, kann für jedes
Paar (s, x) das Paar (s′, y) mit dem bis dahin höchsten Q-Wert ausgewählt werden, um in eine
Zustandsübergangstabelle eingetragen zu werden.
Durch die mit den Ein- und Ausgaben sowie der Anzahl der Zustände wachsenden Tabelle
der Q-Werte benötigt Q-Learning für die Simulation mehr Ressourcen als die EA-Verfahren. Für
massivparallele Modelle wie den CA scheint das Verfahren daher nur bedingt geeignet.
5.3.4 Weitere Optimierungsmethoden
Es gibt eine große Zahl von Optimierungsmethoden und Varianten, die prinzipiell auf FSMs
anwendbar sein könnten. Die hier erwähnten Methoden können aufgrund der Vielfalt nicht
3 In der Literatur wird meist nicht von Entscheidungen, sondern Aktionen gesprochen, da anders als hier davon
ausgegangen wird, dass Entscheidungen und Aktionen äquivalent sind.
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vollständig sein und nicht detailliert beschrieben werden. Es sollen jedoch noch einige alter-
native Möglichkeiten zur heuristischen Optimierung von FSMs betrachtet werden, die teilweise
auch als Ergänzung zu anderen Heuristiken eingesetzt werden können.
Ant Colony Optimization. Ein von der Futtersuche der Ameisen inspiriertes heuristisches
Verfahren ist die Ant Colony Optimization (ACO) [DD99]. Bei der Futtersuche setzen Ameisen
Pheromone ein, die sie auf der zurückgelegten Strecke ablegen. Sie nehmen die Pheromonkon-
zentration auf dem Weg wahr und werden dadurch in ihrer Wegwahl beeinflusst. Sie bevor-
zugen, wenn es Alternativen gibt, mit einer bestimmten Wahrscheinlichkeit den Weg mit der
höheren Pheromonkonzentration, also den Weg, auf dem schon viele andere Ameisen Pheromo-
ne abgesetzt haben und sich diese noch nicht verflüchtigt haben. Angenommen, es gebe vom
Nest zu einer Futterquelle einen langen und einen kurzen Weg, so würden zu Beginn beide We-
ge mit gleicher Wahrscheinlichkeit ausgewählt werden, aber die Intensität der Pheromone auf
dem kürzeren Weg schneller steigen, da hier die Ameisen nach kürzerer Zeit wieder zurückkeh-
ren. Die folgenden Ameisen werden nun bevorzugt den kürzeren Weg benutzen und damit die
Wirkung immer weiter verstärken.
Die Suche nach dem kürzeren (kürzesten) Weg kann auf ein Optimierungsproblem, also auf
die Suche nach der besseren (besten) Lösung, übertragen werden. In einem iterativen Prozess
werden von virtuellen Agenten (den Ameisen) wiederholt Lösungen generiert, die einem mög-
lichen Weg zur Futterquelle entsprechen. Alle möglichen Lösungen müssen dabei auf einen
möglichen Weg zum Futter abgebildet werden. Eine Idee zur Abbildung der Wege auf FSMs ist
die Verwendung einer Matrix, in der für jede Kombination (s, x) eine Spalte und für jede Kombi-
nation (s′, y) eine Zeile existiert. Das sind die gleichen Einträge wie in der Q-Wert-Tabelle beim
Q-Learning. Die Wege zum Futter entsprächen dann einer Auswahl von je einem Eintrag pro
Spalte, also einer Ameise, die durch die Spalten läuft und dabei Pheromone ablegt. Die Ablage
der Pheromone kann allerdings erst nach komplettem Durchschreiten des Wegs geschehen, da
die Güte der Lösung (also die Kürze des Weges im übertragenden Sinne) nur für die komplette
Lösung durch Simulation festgestellt werden kann. Andere Abbildungstechniken sind denkbar.
Tabu Search. Tabu Search wurde von Fred Glover entwickelt und ist laut ihm selbst ein über-
geordnetes heuristisches Verfahren, mit dem es erreicht werden kann, aus lokalen Maxima des
Suchraums zu entkommen und ein globales Maximum zu finden [Glo90]. Von einer initialen
Lösung, die zufällig erzeugt oder mit einer anderen Heuristik bestimmt wird, werden mit der
Nachbarschaftsfunktion, die von der Art der Codierung der Lösung definiert wird, weitere Lö-
sungen generiert. Diejenige der benachbarten Lösungen mit dem besten Fitnesswert wird als
neue momentane Lösung gespeichert, um im nächsten Schritt deren Nachbarn zu generieren.
Dadurch wird der Suchraum auf einem bestimmten Pfad durchlaufen, bis ein Abbruchkriterium
erfüllt ist (z. B. die Anzahl der Iterationen). Lokale Maxima können verlassen werden, aber es
wird immer die bisher beste gefundene Lösung gespeichert.
Um Zyklen im Pfad zu vermeiden werden Tabu-Einschränkungen benutzt. Wenn z. B. die aktu-
elle Lösung ein lokales Optimum ist, ist es sinnvoll, beim weiteren Durchlaufen des Suchraums,
diese Lösung nicht mehr abzuschreiten. Sie wird als tabu markiert und kann dann in der Folge-
zeit nicht mehr durchlaufen werden, bis entweder eine bestimmte Zeit abgelaufen ist oder ein
sogenanntes Aspirationskriterium greift, um das Tabu aufzulösen. Die Aspirationskriterien und
die Tabu-Einschränkungen können unterschiedlich definiert werden.
Simulated Annealing. Ein dem Tabu Search ähnliches Optimierungsverfahren ist das Si-
mulated Annealing, vorgestellt in [KGV83]. Wie beim Tabu Search wird ein Pfad durch den
Suchraum beschritten, indem immer wieder Nachbarn einer aktuellen Lösung gebildet wer-
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den. Auch in diesem Verfahren können lokale Maxima überwunden werden. Hier wird eine
benachbarte Lösung als neue aktuelle Lösung übernommen, falls diese einen besseren Fitness-
wert aufweist. Mit einer gewissen Wahrscheinlichkeit wird aber auch eine schlechtere Lösung
akzeptiert. Diese Wahrscheinlichkeit nimmt im Verlauf der Optimierung immer weiter ab, bis
schließlich ein lokales Optimum nicht mehr verlassen werden kann. Das bedeutet, dass anfangs
noch große Sprünge von einem lokalen Optimum möglich sind und dann die Dynamik immer
weiter abnimmt. Dies stellt eine Nachahmung eines Systems mit beweglichen Molekülen und
sich abkühlender Temperatur dar, in dem die Moleküle sich zunächst stark und dann immer
schwächer bewegen.
5.4 Untersuchung der Anwendbarkeit von GA auf FSM-kontrollierte Agenten
Anhand eines konkreten Beispiels soll die Effektivität eines GA für die Evolvierung von FSM-
kontrollierten Agenten untersucht werden. Die Ergebnisse der Untersuchung wurden teilweise
in [EHG11] publiziert. Dabei soll ein prinzipieller GA entworfen werden, der mit unterschied-
lichen Mutations- und Rekombinationstechniken sowie anderen Parametern getestet wird. Das
Ziel ist es einerseits, herauszufinden, ob der GA grundsätzlich effektiv ist und welche Techni-
ken und Parameter geeignet sind. Bei der Beurteilung der Effektivität werden die gefundenen
Lösungen mit der bekannten optimalen Lösung verglichen.
Als Beispielanwendung wird das CEP verwendet. 26 verschiedene Welten (Abb. B.1 und B.2)
sollen von den Creatures gelöst werden. Unter Verwendung der Ergebnisse aus [Hal08] konn-
ten alle relevanten 98.869.740 Kandidaten mit n = 5 Zuständen auf allen 26 Welten simuliert
werden. Der ursprüngliche nicht reduzierte Suchraum hat dabei eine Größe von |K |= 1010. Die
Simulationen wurden in Software mit einem Java-Programm durchgeführt. Die Berechnungszeit
für alle Simulationen auf einem Intel Xeon QuadCore mit 2GHz und 4 parallelen Threads belief
sich auf ca. 60 Stunden. Für n = 6 ergäbe sich aufgrund der über 14.760.000.000 relevanten
Kandidaten bei gleicher Ausrüstung eine Rechenzeit von über einem Jahr.
Das Ziel ist es, möglichst robuste Agenten zu finden, die auf allen 26 Welten möglichst vie-
le Zellen besuchen. Eine geeignete Fitnessfunktion bildet jede Lösung auf einen Wert ab, der
dieses Ziel repräsentiert. Sie muss dabei einen Vergleich zwischen zwei beliebigen Kandidaten
ermöglichen. Der Fitnesswert ist in diesem Fall die Summe aller besuchten Zellen aus allen
Welten.
Abb. 5.4.: Die Optimale FSM mit fünf Zuständen.
Insgesamt sind in allen Welten 6227 zu besuchende Zellen enthalten, das ist also der theore-
tisch maximal möglichen Fitnesswert. Die Resultate der Simulation zeigen, dass kein einziger
5.4. Untersuchung der Anwendbarkeit von GA auf FSM-kontrollierte Agenten 99
der Kandidaten alle 26 Welten lösen konnte. Die optimale Lösung mit 5 Zuständen (Abb. 5.4)
hat einen Fitnesswert von f = 6140, die zweitbeste f = 6100 und die drittbeste f = 6084. 21
FSMs haben einen Wert größer als 6000 (Tab. C.1). Die Verteilung der Fitnesswerte über alle
relevanten FSMs zeigt, dass die meisten Kandidaten sehr wenige Zellen besuchen können (Abb.
5.5).
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Abb. 5.5.: Fitnessverteilung der relevanten FSMs und zufällig erzeugter FSMs.
Ein Experiment mit zufälliger Suche nach FSMs im gesamten nicht reduzierten Suchraum
ergab in etwa die gleiche Verteilung bei 40.000.000 zufällig erzeugten und simulierten FSMs
(Abb. 5.5). Das spricht dafür, dass zu jeder FSM aus der reduzierten Menge in etwa gleich viele
(äquivalente) FSMs im gesamten Suchraum existieren, die den gleichen Fitnesswert besitzen.
Allein durch Zustandspermutationen entstehen zu jeder relevanten FSM 23 weitere mit glei-
chem Fitnesswert im großen Suchraum. Bei der zufälligen Suche wurde allerdings nur eine
einzige FSM mit einem Fitnesswert über 6000 gefunden (mit f = 6072), und nur 8 weitere
FSMs mit einem Fitnesswert zwischen 5750 und 6000. Die Simulation aller zufällig erzeugten
FSMs dauerte ungefähr 24 Stunden.
Für die Konstruktion eines GA müssen die Selektion, die Rekombination, die Mutation und die
Substitution und deren Parameter definiert werden. Es gibt eine Vielzahl von variablen Parame-
tern und Techniken für die einzelnen Schritte, die nicht in allen Kombinationsmöglichkeiten ge-
testet werden können. Dennoch sollen hier einige Varianten verwendet und verglichen werden,
um einen Anhaltspunkt für eine geeignete Technik zu bekommen. Abb. 5.6 zeigt das Schema
des Ablaufs aller Schritte einer einzelnen Iteration des hier verwendeten GA, der im Folgenden
beschrieben wird.
5.4.1 Beschreibung des verwendeten Genetischen Algorithmus
Population. Die Populationsgröße ist einer der Parameter, der mit unterschiedlichen Werten
in diesem Experiment getestet wurde. Er kann die Werte |P| ∈ {20,40,50,60,100,200,500}
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Abb. 5.6.: Schema des GA mit konstanter Populationsgröße.
annehmen. Der GA arbeitet nur auf einer einzigen Liste mit dieser während des Optimierungs-
vorgangs konstanten Größe.
Selektion. Aus der Population zum Zeitpunkt t wird eine Untermenge S selektiert. Die Größe
der Untermenge ist abhängig von der Populationsgröße und einer Elternquote q. In diesem
Experiment ist die Elternquote auf q = 0,2 festgesetzt worden, was bedeutet, dass 20% der
Individuen ausgewählt werden. Die Auswahl der Individuen aus der Population ist komplett
zufällig. Die mehrfache Selektion eines Individuums ist aber ausgeschlossen.
Eine Reihe von alternativen Selektionsmechanismen wird in der Literatur beschrieben und
analysiert, unter anderem in [BT95]. Populär sind z. B. die Rouletteradselektion, die Turnier-
selektion, die Truncation-Selektion und die rangbasierte Selektion. Bei der Rouletteradselektion
wird die Wahrscheinlichkeit einer Auswahl proportional zur Fitness gewählt, so dass ein besserer
Kandidat eine höhere Wahrscheinlichkeit hat, als Elter zu fungieren. In [KEFH09] wurde dieser
Selektionsmechanismus mit GP für das CEP angewendet. Die Turnierselektion funktioniert so,
dass zunächst einige Individuen zufällig ausgewählt werden und aus dieser Zwischenauswahl
dasjenige Individuum mit dem besten Fitnesswert in die eigentliche Selektion übernommen
wird. Das wird so oft wiederholt, bis die Selektion vollständig ist. Nur die besten Individu-
en aus der momentanen Population werden bei der Truncation-Selektion ausgewählt. Bei der
rangbasierten Selektion werden die Individuen nach ihrer Fitness sortiert und die Selektions-
wahrscheinlichkeit proportional zu ihrer Position in der Rangliste gewählt.
Grundsätzlich sind bei der Selektion noch andere Mechanismen denkbar, die nicht nur auf der
Fitness beruhen, sondern z. B. auch auf der Verweildauer eines Individuums in der Population
oder der Häufigkeit der bisherigen Auswahl. Kombinationen von Selektionsmechanismen oder
wechselnde Mechanismen abhängig von der Zeit oder anderen Parametern des GA sind ebenfalls
möglich.
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Rekombination. Aus der Selektion S werden zunächst |S|/2 disjunkte Paare gebildet. Ein
solches Paar bestehe aus den Individuen A und B. Aus jedem Paar werden zwei Nachkommen
generiert. In dieser Untersuchung wird dafür eine von zwei verschiedenen Rekombinationstech-
niken verwendet (Abb. 5.7). Die erste ist das Uniform Crossover (UN), die zweite das One-Point
Crossover (1P).
Abb. 5.7.: Beispiele für Rekombinationstechniken. Uniform Crossover links und One-Point Cros-
sover rechts.
Beim UN ist der Vorgang wie folgt. Da die Länge des Genoms aller Individuen gleich ist,
können die einzelnen Gene (Paare aus Folgezustand und Output) mit Positionen markiert und
gegenübergestellt werden. Für jede Position wird zufällig mit der Wahrscheinlichkeit p = 0.5
das Gen von Elter A ausgewählt und mit der Gegenwahrscheinlichkeit das Gen von Elter B.
Das jeweils ausgewählte Gen wird an die gleiche Position im Nachkommen geschrieben. Der
zweite Nachkomme wird genauso gebildet, nur dass an jeder Position das Gen vom anderen
Elter ausgewählt wird. Beim 1P wird stattdessen nur eine Position ausgewählt. An dieser Position
werden die Genome von den Eltern getrennt und vertauscht wieder zusammengefügt. Dadurch
entstehen zwei neue Nachkommen. In Abb. 5.7 ist jeweils nur ein Nachkomme für jede Technik
abgebildet.
Eine Verallgemeinerung der zweiten Rekombinationstechnik ist das Multi-Point Crossover. Da-
bei werden die Eltern an mehreren Positionen getrennt und vertauscht wieder zusammengefügt.
Darüber hinaus gibt es auch Rekombinationstechniken, die die einzelnen Gene arithmetisch ver-
knüpfen. Eine große Vielfalt von Techniken oder Varianten der genannten Techniken ist denkbar.
So könnte z. B. ein Nachkomme auch aus mehr als zwei Eltern gebildet werden. Es könnte auch
ein dominantes Elternteil geben, dessen Gene eine höhere Wahrscheinlichkeit besitzen, ausge-
wählt zu werden (beim UN). Es ist auch nicht zwingend erforderlich, genau zwei Nachkommen
aus jedem Elternpaar zu erzeugen.
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Mutation. Jede der durch Rekombination neu erzeugten FSMs durchläuft nun eine Mutation.
Dabei wird eine von drei Techniken verwendet. Die erste wird Single-Gene Mutation (SG) und die
zweite Every-Gene Mutation (EV) und die dritte Double-Gene Mutation (DB) genannt. Alle drei
Techniken basieren darauf, dass ein Gen, also ein Paar aus Folgezustand s′ und Entscheidung e,
durch ein anderes mit zufällig erzeugten Werten ersetzt werden kann (Abb. 5.8).
Abb. 5.8.: Beispiel für eine Mutation des Gens an der ersten Position.
Bei der Single-Gene Mutationstechnik wird ein Nachkomme mit der Wahrscheinlichkeit p mu-
tiert und mit der Wahrscheinlichkeit 1−p belassen, wie es ist. Für den Fall, dass der Nachkomme
mutiert wird, wird eines der Gene zufällig ausgewählt und ersetzt. Bei der Double-Gene Muta-
tionstechnik wird ein Nachkomme ebenfalls mit der Wahrscheinlichkeit p mutiert. Allerdings
werden nun zwei Gene zufällig ausgewählt und ersetzt. Bei der Every-Gene Mutationstechnik
wird dagegen jedes einzelne Gen mit der Wahrscheinlichkeit p mutiert. In diesem Experiment
wird die Technik SG mit den Wahrscheinlichkeiten p ∈ {0,5;1}, die Technik DB mit der Wahr-
scheinlichkeit p = 1 und die Technik EV mit den Wahrscheinlichkeiten p ∈ {0,05;0,1;0,2}
verwendet. Da jedes Genom aus 10 Genen besteht, wird sowohl bei der Technik SG mit p = 1
als auch bei der Technik EV mit p = 0,1 im Durchschnitt jedes zehnte Gen mutiert. Die mittlere
Anzahl von Mutationen pro Genom (Mutationshäufigkeit) beträgt damit 1. In dieser Hinsicht
äquivalent sind dann auch die Techniken EV mit p = 0,05 und SG mit p = 0,5 sowie EV mit
p = 0,2 und DB mit p = 1, mit einer Mutationshäufigkeit von 0,5 bzw. 2. Aus Sicht eines Ge-
noms liegen die Wahrscheinlichkeiten einer Mutation bei den Techniken SG und DB bei 100%.
Bei EV sind es 1− (1− p)10 und damit etwa 40%, 65% oder 90%.
Die Mutationshäufigkeiten in diesem Experiment entsprechen in etwa den Mutationshäufig-
keiten aus [JCC+90] (0,5 bis 4,5), wobei die Gene dort einzelne Bits sind und das Genom
aus deutlich mehr Genen besteht. Für die Codierung eines Paars würden vier Bits benötigt (10
Möglichkeiten bei 2 möglichen Outputs und 5 möglichen Folgezuständen), so dass bei einer an-
genommenen Mutation bis zu vier Bits, aber im Mittel zwei Bits, verändert würden. Das ganze
Genom könnte mit 40 Bit codiert werden, gegenüber 448 Bits in [JCC+90]. Es würden also im
Mittel zwischen 1 und 4 von 40 Bits mutiert, während es in [JCC+90] 0,5 bis 4,5 von 448 Bits
sind. Eine ähnliche Größenordnung wurde mit einer Mutationswahrscheinlichkeit von 15% pro
Gen (ein Gen ist ein Integer) in [Mar04] verwendet. Das entspreche einer Mutationshäufigkeit
von ca. einem Integer pro Genom bei einer variablen Länge des Genoms mit bis zu 64 Integers.
In [SG00b] hängt die Mutationswahrscheinlichkeit von der Anzahl der Zustände der FSM ab:
0,001/n pro Gen, und erreicht bei angenommenen 5 Zuständen eine Mutationshäufigkeit von
0,05.
5.4. Untersuchung der Anwendbarkeit von GA auf FSM-kontrollierte Agenten 103
Die Mutationswahrscheinlichkeiten dieses Experiments können hoch erscheinen, wenn man
Vergleiche mit anderen Anwendungen von GA macht. Deutlich kleinere Mutationswahrschein-
lichkeiten wurden ebenfalls im Vorfeld des Experiments getestet, konnten aber keine zufrie-
denstellenden Resultate erzeugen. Dies könnte unterschiedliche Ursachen haben, z. B. die Wahl
anderer Parameter des GA oder die Art der Codierung der FSM oder die Konsistenz des Such-
raums. Eine genaue Überprüfung der Ursache ist jedoch nicht Bestandteil dieser Arbeit.
Bei 2 möglichen Outputs und 5 möglichen Folgezuständen gibt es nur 10 zufällig erzeugba-
re Paare. Mit einer Wahrscheinlichkeit von 10% hat eine Mutation eines Gens also gar keinen
Effekt. Mit der Erhöhung der Anzahl der Zustände oder der Outputs verringert sich diese Wahr-
scheinlichkeit, so dass bei großen FSMs möglicherweise geringere Mutationswahrscheinlichkei-
ten gewählt werden sollten.
Es existiert eine Vielzahl weiterer Mutationstechniken. Beispielsweise könnte man die zu-
fälligen Änderungen beschränken, indem man entweder nur den Folgezustand oder nur die
Entscheidung beliebig ersetzt. Eine ganz andere Art der Mutation ist die Vertauschung der Posi-
tion zweier Gene, oder die Permutation von Genen in einem Teilstück des Genoms.
Substitution. Nach dem Durchlaufen der Mutation bilden die Nachkommen die Menge O.
Diese Menge wird mit den Individuen aus der Population Pt verglichen, um bereits vorhandene
Individuen, die nochmal erstellt wurden, löschen zu können. Für die Individuen der eventuell
verkleinerten Menge C = O \ P wird dann durch Simulation aller Welten der Fitnesswert be-
stimmt. Abhängig von diesem Fitnesswert wird aus der alten Population und den Nachkommen
die neue Population gebildet.
In diesem Experiment wird das mittels einer Wettbewerbsselektion gemacht. Die Menge der
evaluierten und gegebenenfalls reduzierten Nachkommen ist die Menge der Herausforderer C
(engl.: Challengers). Für jeden Herausforderer wird aus der Population zufällig ein Verteidiger
ausgewählt. Daraus entsteht die Menge D (engl.: Defenders). Die Fitnesswerte der so entstehen-
den Paare werden verglichen und das Individuum mit dem jeweils besseren Fitnesswert kommt
in die Menge der Gewinner W (engl.: Winners). Nun werden aus der Population alle Vertei-
diger entfernt und die Gewinner hinzugefügt: Pt+1 = (Pt \ D) ∪W . Bei diesem Verfahren ist
sichergestellt, dass der beste je gefundene Kandidat niemals aus der Population entfernt werden
kann.
Andere Substitutionstechniken sind z. B. das Einsortieren der Herausforderer nach dem Fit-
nesswert und die anschließende Löschung der schlechtesten Kandidaten, so dass die Population
konstant bleibt. Denkbar ist auch eine Population mit veränderlicher Größe oder weitere Sub-
stitutionstechniken, wie z. B. eine Wettbewerbsselektion, bei der die Menge der Verteidiger der
Menge der selektierten Eltern entspricht S = D.
5.4.2 Ergebnisse des Experiments
Für jede der Kombinationen aus den sieben verschiedenen Populationsgrößen, den zwei Rekom-
binationstechniken und den sechs Mutationstechniken (inklusive Wahrscheinlichkeiten) wurden
20 Durchläufe des GA ausgeführt. In jedem Durchlauf wurde die Anzahl der Iterationen so ge-
wählt, dass 1.000.000 FSMs als Nachkommen erzeugt und getestet wurden, d. h. es wurden
1.000.000/(q · |P|) Iterationen ausgeführt. Die Anzahl der getesteten FSMs entspricht 0,01%
des gesamten Suchraums, wobei nicht ausgeschlossen ist, dass mehrfach identische Nachkom-
men erzeugt werden. Die Dauer eines Durchlaufs betrug im Mittel etwa 36 Minuten, was etwa
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einem Hundertstel der Zeit entspricht, die für die komplette Aufzählung benötigt wurde. Im
Folgenden werden die einzelnen Kombinationen als R-Mp(|P|) notiert, wobei R ein Platzhalter
für die Rekombinationstechnik und Mp ein Platzhalter für die Mutationstechnik mit Mutations-
wahrscheinlichkeit p ist.
Nach der Ausführung des GA wurde für jeden Fall die über die 20 Durchläufe gemittelte
Fitness der besten gefundenen FSM sowie die Anzahl der gefundenen Optima ermittelt (Tab.
5.1). In 79 von 84 Fällen wurde in mindestens einem der 20 Durchläufe das Optimum gefunden.
Bei den Fällen 1P-EV0,2(40), 1P-EV0,2(50) und UN -EV0,1(40) wurde dies sogar in 9 von 20
Durchläufen erreicht. Bei weiterer Betrachtung der Daten zeichnen sich mehrere Tendenzen ab:
• Schlechtere Fitnesswerte und weniger Optima wurden in Fällen mit geringer Populations-
größe und kleiner Mutationswahrscheinlichkeit erreicht.
• Bei geringen Mutationswahrscheinlichkeiten werden mit Uniform Crossover bessere Fit-
nesswerte erreicht. Bei hohen Mutationswahrscheinlichkeiten fällt die verwendete Rekom-
binationstechnik nicht mehr so ins Gewicht.
• Obwohl die besten Fitnesswerte mit Populationsgrößen von 40 und 50 erreicht worden
sind, ist im Durchschnitt die Populationsgröße 200 am erfolgreichsten. Die Populations-
größe 500 weist insbesondere bei hohen Mutationswahrscheinlichkeiten schlechtere Fit-
nesswerte und weniger gefundene Optima auf als geringere Populationsgrößen.
• Die Mutationstechnik Every-Gene Mutation erreicht in der Regel bessere Werte als Single-
Gene oder Double-Gene, wenn direkt diejenigen Fälle verglichen werden, in denen im
Mittel gleich viele Gene mutiert werden.
Tab. 5.1.: Beste Fitness über alle 20 Durchläufe gemittelt und Anzahl der in je 20 Durchläufen
des GA gefundenen Optima.
|P| 1P-SG0,5(|P|) 1P-SG1(|P|) 1P-DB1(|P|) 1P-EV0,05(|P|) 1P-EV0,1(|P|) 1P-EV0,2(|P|)
20 5096,2 / 0 5334,8 / 1 5897,9 / 4 5579,5 / 4 6002,2 / 2 6092,2 / 7
40 5578,85 / 1 5472,6 / 0 6002,9 / 4 5732,5 / 2 6051,9 / 6 6106,2 / 9
50 5740,85 / 1 5491,1 / 2 6016 / 3 5819,7 / 1 6011,05 / 4 6092,8 / 9
60 5392,95 / 2 5659,45 / 1 6096,75 / 8 5868 / 3 6017,65 / 2 6082,1 / 7
100 5807,35 / 2 5770,5 / 2 6074,25 / 8 5817,55 / 4 5927,65 / 6 6088,65 / 6
200 5682,8 / 1 5944,75 / 4 6101,9 / 7 5917,25 / 1 6052,25 / 4 6092,95 / 6
500 5970,4 / 1 6034,9 / 3 6035,75 / 2 5782,65 / 0 5938,6 / 2 6066,4 / 2
|P| UN -SG0,5(|P|) UN -SG1(|P|) UN -DB1(|P|) UN -EV0,05(|P|) UN -EV0,1(|P|) UN -EV0,2(|P|)
20 5377,1 / 3 5388,1 / 2 6050,55 / 2 5932,5 / 3 6015,7 / 2 6063,9 / 3
40 5819,65 / 3 5647 / 2 6077,2 / 7 5921,35 / 5 6097,7 / 9 6077,7 / 3
50 5661,55 / 0 5794,7 / 2 6085,6 / 6 5927,35 / 4 6029 / 5 6078,85 / 4
60 5829,95 / 2 5859,95 / 4 6011,9 / 3 5868 / 3 6015,05 / 5 6082,1 / 5
100 6030,2 / 5 5892,6 / 3 6087,75 / 6 5841,55 / 1 6016,95 / 7 6087,1 / 8
200 5939,75 / 3 6075,75 / 7 6089,55 / 6 6081 / 7 6030,7 / 7 6097,75 / 8
500 5988,85 / 1 6016,55 / 2 5996,2 / 1 5950,35 / 2 5974,4 / 2 5942,5 / 0
Um herauszufinden, wie die Fitness sich über die Iterationen des GA entwickelt, wurde die
beste bis dahin gefundene Fitness in jeder Iteration protokolliert. Im Fall UN -EV0,2(200), in
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dem acht mal das Optimum gefunden wurde, kann man feststellen, dass dies im Schnitt nach
etwa 770.000 simulierten FSMs geschehen ist. Eine FSM mit einer Fitness von über 6000 oder
knapp unter 6000 wird in den meisten Fällen schon viel früher gefunden (Abb. 5.9). Beim Ver-
gleich mit dem Fall UN -SG0,5(200) ist letzteres ebenso der Fall, allerdings ist die Streuung am
Ende des GA größer. Die Beobachtungen bei den nicht dargestellten Fällen ist ähnlich. Einige
weisen eine hohe Streuung auf, aber in mehr als der Hälfte der Durchläufe wird eine Fitness
über 6000 oder knapp unter 6000 schon weit vor Ende des GA erreicht. Falls für die Suche nach
einer FSM nur wenig Zeit zur Verfügung steht, empfiehlt es sich daher, mehrere kurze Durchläu-
fe parallel zu starten. Bereits nach 160.000 simulierten FSMs wird bei den meisten Techniken
in wenigstens einem der 20 Durchläufe eine FSM mit einer Fitness über 6000 gefunden (Tab.
5.2). In der Tendenz scheinen hohe Mutationswahrscheinlichkeiten und eher kleine Populati-
onsgrößen bei kurzen Durchläufen bessere Ergebnisse zu liefern. Je nach Mutationstechnik ist
mal UN und mal 1P die bessere Wahl bei der Rekombination. In 16 von 20 Durchläufen wer-
den im Fall 1P-DB1(60) FSMs mit f ≥ 6000 gefunden und in 14 von 20 Durchläufen im Fall
1P-DB1(20). Ganz schlecht mit null Funden in 20 Durchläufen schneiden die Fälle mit Popula-
tionsgröße |P| = 500, Rekombination UN und Mutation EV , DB und SG0,5 ab, sowie auch die
Fälle 1P-EV0,05(50/200) und 1P-SG0,5(20).
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Abb. 5.9.: Verlauf der besten Fitness über die simulierten FSMs im GA am Beispiel der Fälle
UN -EV0,2(200) (links) und UN -SG0,5(200) (rechts). Alle 20 Durchläufe sind dargestellt.
Tab. 5.2.: Anzahl der Durchläufe, in denen nach 160000 getesteten FSMs, Lösungen mit f ≥
6000 gefunden wurden.
1P- UN-
|P| SG0,5 SG1 DB1 EV0,05 EV0,1 EV0,2 SG0,5 SG1 DB1 EV0,05 EV0,1 EV0,2
20 0 1 14 8 4 11 2 4 8 2 9 9
40 2 2 9 4 7 8 4 5 9 6 7 10
50 4 1 9 0 5 9 5 6 11 3 6 4
60 2 3 16 1 6 6 4 5 3 1 4 7
100 1 4 8 5 6 4 4 6 6 5 4 5
200 3 5 2 0 4 3 3 6 3 2 4 1
500 4 5 4 1 1 1 0 1 0 0 0 0
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Wenn man die Streuung der maximalen Fitnesswerte am Ende jedes Durchlaufs betrachtet,
kann man Unterschiede zwischen den Mutations- und Rekombinationstechniken ausmachen,
die von der Populationsgröße relativ unabhängig sind. In Abb. 5.10 ist die Verteilung der Fit-
nesswerte für die drei Fälle 1P-EV0,2(|P|), UN -EV0,2(|P|) und 1P-SG0,5(|P|) dargestellt. Die bei-
den Fälle mit Every-Gene Mutation weisen eine hohe Anzahl von Fitnesswerten über 6000 auf.
Lediglich für die Populationsgröße 500 im Fall mit Uniform Crossover gibt es Durchläufe des
GA, die keinen besseren Fitnesswert als 5500 bzw. 5750 finden. Die schlechteste Verteilung von
allen Fällen hat 1P-SG0,5(|P|). Insbesondere für kleine Populationsgrößen kann der GA oft keine
FSMs mit Fitnesswerten über 5000 finden. Die anderen nicht dargestellten Verteilungen liegen
dazwischen.
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Abb. 5.10.: Verteilung der jeweils besten evolvierten Fitnesswerte aller Durchläufe der Fälle
1P -EV0,2(|P|) (links), UN -EV0,2(|P|) (mitte) und 1P -SG0,5(|P|) (rechts).
Man findet, die richtige Technik vorausgesetzt, mit sehr hoher Zuverlässigkeit eine FSM mit
einer Fitness über 6000, also eine von 21 Möglichen aus 98.000.000 relevanten FSMs, wobei der
GA in einem Suchraum von 1010 sucht. Grundsätzlich kann man also festhalten, dass man mit
bestimmten Rekombinations- und Mutationstechniken sowie Populationsgrößen verlässlich das
Optimum oder eine Lösung nahe am Optimum für das CEP finden kann. Kleine Populationsgrö-
ßen und zu geringe Mutationswahrscheinlichkeiten eignen sich weniger, ebenso wie zu große
Populationen. Die Verwendung des GA stellt gegenüber der vollständigen Aufzählung und der
zufälligen Suche eine enorme Zeitersparnis dar, wenn man mit einer Lösung nahe am Optimum
zufrieden ist.
5.4.3 Inselmodell des Genetischen Algorithmus
In [ES03, S. 158] wird unter anderem vorgeschlagen, dass man für multimodale Probleme, also
solche, die mehrere lokale Optima besitzen, mehrere EAs parallel laufen lässt oder auch gleich-
zeitig („in tandem“) mit einem Informationsaustausch untereinander. Diese Form von parallel
laufenden und interagierenden EAs ist auch als Inselmodell (engl.: Island Model EA) bekannt.
Die Ergebnisse aus Abschn. 5.4 und die Tatsache, dass in dem relativ inkonsistenten Suchraum
viele äquivalente, aber nicht unbedingt benachbarte FSMs existieren (also viele lokale Optima),
sprechen dafür, dass ein solches Inselmodell gute Ergebnisse liefern könnte.
In [EHH09] wurde ein Inselmodell verwendet, um dessen Effektivität im Vergleich zu einer
vollständigen Suche zu untersuchen. Als Beispielanwendung wird wieder das CEP verwendet.
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Fünf Welten aus [Hal08] mit jeweils acht Agenten sollen gelöst werden (Abb. 5.11). Wie in
Abschn. 5.4 wurden alle relevanten Kandidaten mit n = 5 in Java simuliert. Die Berechnungszeit
dafür belief sich auf etwa 165 Stunden (Intel Core2Duo mit 2,4GHz und 2 parallelen Threads).
Abb. 5.11.: Initiale Konfigurationen der fünf Welten des CEP mit je acht Agenten. Die Welten
sind punktsymmetrisch aufgebaut, also hat jeder Agent während der gesamten Si-
mulation die gleichen Inputs (wie in [Hal08]).
Anders als bei den 26 Welten aus Abschn. 5.4 konnten FSMs gefunden werden, die alle fünf
Welten komplett lösen konnten. Dementsprechend würde eine Fitnessfunktion, die nur die An-
zahl der besuchten Zellen berücksichtigt, keine Differenzierung zwischen diesen FSMs zulassen.
Neben der Robustheit sind aber auch FSMs gesucht, die die Aufgabe möglichst schnell erledigen.
Deshalb soll die Anzahl der Generationen g, die zur Lösung gebraucht werden, ebenfalls in der
Fitness enthalten sein. Die Fitness einer FSM ist die Summe von einzeln berechneten Werten für
jede Welt j:
∑5
j=1
f j. Die einzelnen Summanden berechnen sich nach folgender Formel:
f j =



pensuc + v¯ j + penl im , falls suc j = 0∧ v¯ j > l im
pensuc + v¯ j , falls suc j = 0∧ v¯ j ≤ l im
gˇ j , falls suc j = 1
wobei gˇ j die Anzahl der benötigten Generationen angibt, falls die Welt erfolgreich gelöst wurde
(suc j = 1). Wurde die Welt nicht erfolgreich gelöst (suc j = 0), wird eine Strafe pensuc (engl.:
penalty) addiert. v¯ gibt die Anzahl der Zellen an, die in der Welt nicht besucht worden sind.
Überschreitet diese Zahl eine Grenze l im (engl.: limit), wird eine weitere Strafe penl im ad-
diert. Ein kleinerer Wert bedeutet hier eine bessere Fitness. Diese Formel repräsentiert eine
Dominanzrelation, die eine FSM mit mehr erfolgreich gelösten Welten immer besser bewer-
tet. Das ist deshalb so, weil die Simulation nach 10.000 Generationen ohne Erfolg (oder nach
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2.000 Generationen ohne neue besuchte Zelle) abgebrochen wird und der Wert für die Stra-
fe auf pensuc = 20.000 gesetzt wurde. Die anderen Werte sind konstant bei l im = 500 und
penl im = 450. Bei FSMs, die alle Welten erfolgreich lösen besteht der Fitnesswert also nur noch
aus der Anzahl der dafür benötigten Generationen.
Insgesamt gibt es 4928 freie Zellen in den fünf Welten. Würde jeder Agent in jeder Generation
eine neue Zelle besuchen, bräuchten sie in der Summe 616 Generationen für die Lösung. Dies
ist also der theoretisch beste Fitnesswert. Die optimale Lösung mit fünf Zuständen hat einen
Fitnesswert von f = 3284, die zweitbeste f = 3566 und die drittbeste f = 3857. 11 FSMs
können alle fünf Welten lösen (Tab. C.2). In einer weiteren Aufzählung aller relevanten FSMs
wurde ermittelt, dass gar keine FSM mit vier Zuständen alle fünf Welten lösen kann.
Beschreibung des Inselmodells. In diesem Experiment wurde eine Populationsgröße von
|P| = 100 pro Insel verwendet. Die Anzahl der Populationen ist auf #P = I = 7 parallel
laufende Inseln festgelegt worden. In jeder Population werden mit der Elternquote q = 0,2
zufällig 20 Lösungen ausgewählt. Jeder der 20 Eltern wird mit der Wahrscheinlichkeit p aus
der eigenen Population ausgewählt und mit der Wahrscheinlichkeit 1− p aus einer beliebigen
anderen Insel. Durch diese Migration kann bei in lokalen Optima festhängenden Populationen
ein neuer Impuls geschaffen werden, um aus diesem lokalen Optimum herauszukommen. Zu
große Migrationswahrscheinlichkeiten sorgen allerdings eher dafür, dass alle Populationen die
gleichen lokalen Optima finden. Bei zu kleinen Werten ist der Effekt möglicherweise zu gering.
Die Migrationswahrscheinlichkeit wird hier auf p = 0,02 gesetzt.
Aus den 20 selektierten Eltern werden 10 Paare gebildet. Jedes Paar erzeugt genau einen
Nachkommen per UN und anschließender Mutation per SG0,09. Das ist im Vergleich zum Ex-
periment in Abschn. 5.4 eine sehr geringe Mutationswahrscheinlichkeit. Aber durch die neu
hinzugekommene Migration sollen ja ebenfalls lokale Optima überwunden werden, so dass hier
eine Kompensation stattfinden könnte. Nach der Elimination von Duplikaten wird per Simu-
lation der Fitnesswert der bis zu 10 Nachkommen bestimmt. Aus den Nachkommen und den
100 Kandidaten aus der momentanen Population wird die neue Population mit 100 Kandidaten
gebildet, indem die Lösungen mit den schlechtesten Fitnesswerten aussortiert werden.
Die Migration zwischen den Inseln kann auch anders modelliert werden [ES03, S. 158f].
Beispielsweise kann man zu bestimmten Zeitpunkten, nicht unbedingt in jeder Iteration, eine
Migration vornehmen. Oder man macht einen direkten Austausch von Kandidaten aus zwei
Inseln. Man kann die Inseln auch in einer bestimmten (räumlichen) Struktur anordnen, so dass
ein Austausch nur zwischen direkten Nachbarn stattfinden kann usw.
Ergebnisse des Experiments. Es wurden zehn voneinander unabhängige Durchläufe des
Inselmodell-GA durchgeführt 4. In jedem Durchlauf wurde eine Anzahl von 40.800 Iterationen
gewählt, so dass bei 70 Nachkommen (Duplikate nicht mitgerechnet) pro Iteration in jedem
Durchlauf 2.856.000 FSMs getestet wurden. Das entspricht 0.029% des gesamten Suchraums.
Ein Durchlauf dauerte ungefähr 5 Stunden, etwas weniger als ein Dreißigstel der Zeit, die für
die komplette Aufzählung benötigt wurde.
Die beste FSM, die gefunden werden konnte, war die optimale Lösung in nur einem einzigen
Durchlauf nach 22.498 Iterationen. Aber immerhin in fünf von zehn Durchläufen konnte die
insgesamt zweitbeste FSM mit f = 3566 gefunden werden. Der Zeitpunkt, an dem das geschah,
variierte allerdings stark zwischen Iteration 16.100 und 40.034 (Abb. 5.12). In den meisten
Durchläufen wird relativ schnell eine erfolgreiche Lösung gefunden, in sechs Fällen vor der
4 In [EHH09] sind nur sechs Durchläufe angegeben, da zum Zeitpunkt der Veröffentlichung nicht alle Durchläufe
fertig waren.
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3500. Iteration, in den anderen vier Fällen zwischen Iteration 11.194 und 22.184. Erfolgreich
bedeutet hier erfolgreich auf allen fünf Welten.
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Abb. 5.12.: Verlauf der besten Fitness aller zehn Durchläufe über die Iterationen im Inselmodell-
GA mit 5 Zuständen.
Das gleiche Experiment wurde für n = 6 und n = 7 nochmal durchgeführt, um herauszufin-
den, ob der GA auch mit größeren Genomen erfolgreiche Lösungen findet, und ob es Effekte
bei der Laufzeit gibt. Ein Vergleich mit dem globalen Optimum ist nicht möglich, da es nicht be-
kannt ist. Die wesentlichen Ergebnisse sind in Tab. 5.3 zusammengefasst. Dass es bessere bzw.
mindestens gleich gute Lösungen mit zunehmender Anzahl an Zuständen gibt, ist ein trivialer
Schluss, da alle Lösungen mit weniger Zuständen eingeschlossen sind. Aber ob der GA diese
besseren oder gleich guten Lösungen auch findet ist nicht klar, da sich der Suchraum expo-
nentiell vergrößert. In diesem Experiment war es aber der Fall. Außerdem war die Laufzeit für
alle 40.800 Iterationen sogar geringfügig kleiner. Die Zeitpunkte der jeweils besten Funde (mit
f = 3284 und f = 2932) liegen tendenziell früher, wenn FSMs mit sieben Zuständen evolviert
worden sind, allerdings wird der Wert auch nur halb so oft im Intervall bis 40.800 Iterationen
gefunden.
Tab. 5.3.: Die besten FSMs und die Anzahl der erfolgreichen FSMs des Inselmodell-GA für 5, 6
und 7 Zustände.
Lauf- beste Anzahl Fundintervall Erfolgreiche FSMs in Durchlauf
n Zeit Fitness Funde (Iterationen) 1 2 3 4 5 6 7 8 9 10
5 5 Std. 3284 1/10 22498 3 5 7 4 6 5 2 4 5 11
6 4,8 Std. 3284 9/10 9234 - 38594 67 42 53 83 42 55 52 36 60 67
7 4,7 Std. 2932 4/10 10314 - 21098 >100
Insgesamt sind in jedem Durchlauf erfolgreiche FSMs gefunden worden. Im Fall n = 5 zwi-
schen 2 und 11 von 11 möglichen FSMs. Die Anzahl der erfolgreichen FSMs mit 6 und 7 Zu-
ständen ist nicht bekannt. Gefunden werden allerdings deutlich mehr als bei der Optimierung
mit 5 Zuständen. Die Ergebnisse weisen darauf hin, dass es prinzipiell möglich ist, auch größere
FSMs mit GA zu evolvieren. Die Anzahl der Zustände zu erhöhen konnte in diesem Experiment
zu einer insgesamt besseren Lösung und verlässlicher zu erfolgreichen Lösungen führen, ohne
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dabei die Suche zu verlängern. Ob es eine Grenze gibt, ab welcher eine weitere Erhöhung der
Anzahl der Zustände zu einer Verschlechterung der Effektivität des GA führt, ist nicht klar.
5.4.4 Inkrementeller Genetischer Algorithmus
Aufgrund der Anzahl und Größe der Welten sowie der Anzahl der Agenten darin kann eine
Simulation des MAS sehr rechenintensiv werden. Um diesen Aufwand zu reduzieren, kann ein
Inkrementeller GA (IGA) eingesetzt werden. Das bedeutet, dass der GA zunächst für ein einfaches
Problem eingesetzt wird. Dieses einfache Problem besteht aus einer Teilmenge eines komplexe-
ren Gesamtproblems, z. B. nur ein Teil der Welten oder kleinere, schneller simulierbare Welten.
Die optimierten Lösungen werden danach als initiale Population in einem GA für ein schwieri-
geres Problem verwendet werden, bis man schließlich im letzten Schritt eine Optimierung für
das komplexe Gesamtproblem vornimmt. Dadurch erhofft man sich einen Effizienzgewinn.
Die Idee, einen GA inkrementell einzusetzen ist nicht neu und wird unter anderem in [MAE06]
untersucht. In [SAML08] wird ein IGA zur Optimierung eines Fuzzylogik-gesteuerten Roboters
verwendet, der Hindernissen ausweichen soll. Der Controller des Roboters wird dabei nicht
direkt für die ganze Umgebung mit Hindernissen evolviert. Stattdessen wird die Umgebung in
kleinere einfache Teile unterteilt und schrittweise bis zu einer komplexen Umgebung evolviert.
In [EHD10] wird ein IGA zur Optimierung von Agenten im ARP eingesetzt.
Eine weitere Überlegung führt zu noch einer weiteren Form des IGA. Anstatt zunächst simple
(oder wenige) und dann komplexe (oder viele) Welten zu verwenden, wird nicht das Problem
angepasst, sondern die Komplexität der Lösung. Das bedeutet, dass zunächst FSMs mit wenigen
Zuständen evolviert oder sogar aufgezählt werden könnten, und diese Lösungen, dann mit ei-
nem Verfahren um einen oder mehrere Zustände erweitert werden könnten, um sie als initiale
Population für die nächste Stufe des GA zu verwenden.
Die Ergebnisse aus Abschn. 5.4.3 sprechen allerdings nicht dafür, dass das Evolvieren von
FSMs mit weniger Zuständen weniger Zeit benötigt. Ein zweites Fragezeichen steht hinter dem
Verfahren, das mehr Zustände zu den FSMs hinzufügt. Wie soll man geschickt aus einer n-
Zustands-FSM eine (n+ 1)-Zustands-FSM erstellen? Gibt es vielleicht sogar ein Verfahren, mit
dem man aus einer oder mehreren n-Zustands-FSMs, eine FSM mit 2 · n oder n2 Zuständen er-
zeugt, welche die guten Eigenschaften der kleineren FSMs beibehält? Grundsätzlich lautet die
Frage: Kann man kleinere FSMs als Grundlage für eine komplexere Kontrollfunktion (evtl. beste-
hend aus mehreren oder größeren FSMs) verwenden? In Abschn. 5.5 werden einige Techniken
beschrieben, die auch aus diesen Fragestellungen abgeleitet sind.
5.5 Optimierung durch Anpassung der Struktur der Kontrolleinheit
Die Kontrolleinheit des Agenten wurde in Abschn. 3.1.2 als Gesamtheit bestehend aus FSM,
Sensor und Aktuator definiert. Alle drei genannten Bestandteile der Kontrolleinheit können
strukturell und inhaltlich modifiziert werden, mit dem Ziel, das Agentenverhalten zu optimie-
ren. Es können auch weitere Elemente hinzugefügt werden. Die Struktur der Kontrolleinheit
legt fest, welche Aktionen der Agent ausführen kann, welche Eingaben er erhält und wel-
cher Mechanismus anhand dieser Eingaben eine Aktion auswählt. Grundlage aller in diesem
Abschnitt vorgestellten Optimierungstechniken ist immer die Verwendung von einer oder meh-
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reren FSMs in der Kontrolleinheit. Der Inhalt der Kontrolleinheit spezifiziert das Verhalten des
Agenten exakt, indem konkrete Werte in den Mechanismus implementiert werden, z. B. in die
Zustandsübergangstabelle der FSM. Der Inhalt kann entweder gar nicht, teilweise oder komplett
manuell angegeben werden. Die Teile, die nicht manuell spezifiziert worden sind, können dann
mit geeigneten heuristischen Verfahren optimiert werden (Abschn. 5.3).
Da die Kontrolleinheit Schnittstellen zur Welt der Agenten besitzt (über den Sensor und den
Aktuator bzw. die Basisoperationen), sind dies betreffende Optimierungen auch abhängig von
der Problemstellung. Z. B. kann es vorkommen, dass die Problemstellung nicht erlaubt, dass der
Agent durch eine größere (oder kleinere) Aktionsmenge optimiert wird. Die Aktionsmenge ist
dann für den Entwickler unveränderlich. Es gibt also je nach Problemstellung Teile der Struktur
und des Inhalts der Kontrolleinheit, die nicht optimiert werden können. Die Anwendbarkeit der
Techniken zur Optimierung in Abhängigkeit der Problemstellung wird in jedem der folgenden
Abschnitte diskutiert.
5.5.1 Variation der Kapazitäten der Kontrolleinheit
Variationen der Anzahl der Zustände der FSMs. Wenn eine FSM zur Verhaltenssteuerung
eingesetzt wird, ist zunächst noch offen, wie genau die Struktur der Zustandsübergangstabelle
aussehen soll, die Inhalte sollen dann später heuristisch optimiert werden. Angenommen, die
Aktionsmenge ist festgelegt und auch die Inputs der FSM sind nicht veränderlich, dann fehlt
noch eine Größe, um die Struktur der Tabelle eindeutig zu bestimmen: die Anzahl der Zustände
der FSM.
Je mehr Zustände eine FSM haben kann, desto größer wird der Suchraum und desto schwie-
riger wird die Suche nach dem Optimum. Der Suchraum wächst mit der Anzahl der Zustände n
sogar exponentiell. Deshalb kann es sinnvoll sein, n auf ein Maximum zu beschränken, wie z. B.
in Abschn. 5.4.3.
Ein Argument für die Erhöhung der Anzahl der Zustände ist, dass dadurch die Intelligenz,
sprich die Merkfähigkeit, der Agenten erhöht wird. Zumal alle FSMs mit weniger Zuständen
in der Menge der FSMs mit mehr Zuständen enthalten sind, werden dadurch unter Umstän-
den neue und bessere Lösungsstrategien möglich, ohne dass bereits mit wenigen Zuständen
mögliche Strategien wegfallen.
An den Grundvarianten, die in Kap. 4 beschrieben worden sind, ändert diese Variation nichts.
Sie ist für alle Beispielsysteme einsetzbar. In [KF09, KF10] wurden Agenten mit 1 bis 8 Zustän-
den für das CEP evolviert und dabei gleichzeitig die Anzahl der Agenten variiert. Nicht immer
führte eine Erhöhung der Anzahl der Zustände zu einer Verbesserung der Lösung.
Anpassung des Sensors. Die Möglichkeiten der Agenten, ein Problem zu lösen, sind nicht
nur durch die Kontrollfunktion beschränkt. Schon die Daten, die der Kontrollfunktion zur Ver-
fügung stehen, um eine Situation zu analysieren und richtig einschätzen zu können, stellen
eine Beschränkung dar. Je weniger Informationen ein Agent von der Umwelt bekommt, desto
weniger adäquat kann er einschätzen, welche Aktionen am ehesten zur Problemlösung führen.
Andererseits können zu viele Informationen dazu führen, dass die Kontrollfunktion mit der Ver-
arbeitung überfordert ist. Oder anders ausgedrückt, die Kontrollfunktion wird komplexer, wenn
sie mehr Inputs verarbeiten muss und dadurch wird eine heuristische Suche nach einem ge-
eigneten Agentenprogramm schwieriger. Daher ist es nicht in jedem Fall trivial, den perfekten
Sensor zu entwickeln, sofern dieser nicht durch die Problemstellung fix vorgegeben ist. Ist er
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fest vorgegeben, kann man die Inputs nicht mehr erweitern, aber eine Reduzierung der Inputs
für die FSM ist noch möglich.
Die Inputreduktion über eine Tabelle wurde in Abschn. 3.1.2 beschrieben. Eine Anpassung
dieser Tabelle (IRT) durch Veränderung der Inhalte ist ohne Eingreifen in die Struktur der
Kontrolleinheit möglich. Wenn die Anzahl der Inputs für die FSM erhöht werden soll, muss
allerdings die Schnittstelle zwischen IRT und FSM verändert werden, damit mehr Inputs verar-
beitet werden können.
Nach den Definitionen der Beispielsysteme in Kap. 4 stellt die Veränderung des Sensors oder
im Speziellen der IRT eine Veränderung der Grundvarianten dar. Diese Form der Optimierung
ist also nur möglich, wenn die Art der Problemstellung dies zulässt.
Lokales Feedback über Veränderungen der Attribute. Eine andere Art von zusätzlichem In-
put kann auch auf lokaler Ebene, d. h. in diesem Fall innerhalb des Agenten generiert werden.
Der Agent kann über den Sensor seine Attribute wahrnehmen, aber er kann nicht die Verände-
rung seiner Attribute wahrnehmen, da der Sensor kein Gedächtnis besitzt. Lediglich über den
eigenen Zustand kann eine Art implizites Gedächtnis geschaffen werden. Ein lokales Feedback,
das die Veränderung eines Attributs anzeigt, und als Input für die FSM verwendet wird, stellt
eine Alternative dazu dar, die ein Gedächtnis mit expliziter Bedeutung im Agenten einrichtet.
In [EH10a] wurde für den ATAC ein solches Feedback eingesetzt, dass die Veränderung des
Kommunikationsvektors angezeigt hat.
Erweiterung der Aktionsmenge der Agenten. In den in dieser Arbeit definierten Beispielsys-
temen sind die Aktionsmengen der Agenten vorgegeben. Von diesen Grundvarianten abweichen-
de Systeme können Agenten beinhalten, die mehr Aktionen ausführen können. Beispielsweise
kann der Agent in der Grundvariante des CEP nur Drehungen nach rechts und links ausführen.
In bestimmten Situation könnte es aber von Vorteil sein, dass der Agent sich auch um 180 Grad
dreht oder seine Richtung beibehält. Eine Erweiterung der Aktionsmenge kann also zu einer
Verbesserung des Verhaltens führen.
Der Nachteil der Erweiterung ist, dass einerseits mehr Ressourcen in der Zellstruktur benötigt
werden und dass andererseits der Suchraum größer und damit die heuristische Optimierung
schwieriger wird. Unter Berücksichtigung dieser Kosten ist es oft nicht einfach zu entscheiden,
welche Aktionsmenge optimal ist.
Prinzipiell kann in jedem der drei Beispielsysteme die Aktionsmenge verändert werden. Aber
auch hier muss die Problemstellung entsprechend gestaltet sein. Es macht keinen Sinn, die
Aktionsmenge zu erweitern, wenn damit Agenten optimiert werden sollen, die physikalischen
Beschränkungen unterliegen, die die neuen Aktionen nicht zulassen, sei es durch die eigene
Struktur oder die Beschaffenheit der Umwelt. In diesem Fall kann es aber trotzdem möglich
sein, die Aktionsmenge von der physikalisch realisierbaren Menge auf weniger Aktionen zu
reduzieren, um schneller optimieren zu können oder Ressourcen zu sparen. Generell ist zu
beachten, dass in einigen Fällen nicht nur der Aktuator, sondern auch die Umwelt und der
Sensor angepasst werden müssen. In [EH09b] wird z. B. unter anderem ein Vergleich zwischen
gerichteten und ungerichteten Agenten durchgeführt, die zwangsläufig ganz unterschiedliche
Aktionsmengen besitzen und verschiedene Wahrnehmungen und Attribute brauchen (Abschn.
3.1.3). Ein weiteres Beispiel wird im Folgenden erklärt.
Erweiterung der Kommunikationsfähigkeiten der Agenten. Ein Spezialfall der Erweiterung
der Aktionsmenge ist die Erweiterung der Kommunikationsfähigkeiten der Agenten unter Ein-
beziehung der Umwelt. Die Agenten sollen das Konzept der Stigmergie (s. auch Abschn. 2.1.4)
verwirklichen. Dies soll geschehen, indem die Agenten Flags auf den Zellen lesen und verän-
5.5. Optimierung durch Anpassung der Struktur der Kontrolleinheit 113
dern. Mindestens eine neue Aktion muss in diesem Fall zur Aktionsmenge hinzugefügt werden:
Das Verändern des Flags. Da das Flag binär ist, kann diese Aktion daraus bestehen, den Wert
zu wechseln. Ebenso gut könnten die Agenten aber auch das Flag explizit auf einen Wert set-
zen. Dann sind entsprechend zwei neue Aktionen notwendig. Anstelle eines Flags kann auch ein
nichtbinäres Signal (z. B. Pheromon) verwendet werden, was entsprechend noch mehr mögli-
che Aktionen notwendig macht. Darüber hinaus muss geklärt werden, ob der Agent gleichzeitig
ein Flag modifizieren und sich bewegen können soll. In [EH09d] wurden für den ATAC mit
Kommunikation über Flags mehrere Aktionsmengen untersucht und verglichen.
Aber nicht nur die Aktionsmenge muss erweitert werden. Das Flag selbst ist ein Teil der Um-
welt bzw. jeder Zelle. D. h. es muss in jeder Zelle ein neues Attribut F hinzugefügt werden. Die
Zellregel muss angepasst werden, damit die Aktionen tatsächlich die Werte des Attributs ändern.
Schließlich muss der Sensor angepasst werden, damit die Flags überhaupt wahrgenommen wer-
den können. Die notwendigen Änderungen der Struktur gegenüber der Grundvariante hängen
von der Art der Information (Flag, Pheromon), der Art der Modifikation (Wechsel oder Explizit,
mit/ohne gleichzeitige Bewegung) und der Wahrnehmbarkeit ab (z. B. lesen aus Frontzelle oder
eigener Zelle).
Für die Kontrollfunktion bedeutet das, dass mehr Inputs verarbeitet werden müssen und mehr
Outputs generiert werden können. Dadurch vergrößert sich der Suchraum und die Bestimmung
der optimalen FSM wird schwieriger.
Die Bedeutung der Flags bzw. die Art der Information, die die Agenten aus dem Flag gewinnen
ist nicht vordefiniert. Sie stellt zunächst nur ein Mehr an unbestimmter Information dar. Erst
durch die Optimierung der FSM ergibt sich möglicherweise ein Verhalten, aus dem man durch
Beobachtung schließen kann, was die Agenten mit der Information aus den Flags machen bzw.
wie sie sie verarbeiten und so nutzen können, dass das Problem besser gelöst wird. Es kann
aber auch eine Form von Stigmergie entstehen, die nicht einfach auf eine bestimmte Bedeutung
reduzierbar ist.
5.5.2 Separate FSMs für spezielle Teilaktionen
Agenten entscheiden sich für eine Drehrichtung, zwischen Bewegungen auf eine andere Zelle
und dem Verharren auf einer Zelle, sie entscheiden sich für das Setzen oder Löschen von Flags/-
Pheromonen, sie entscheiden über die Weitergabe von Informationen an andere Agenten usw.,
aber bisher haben sie nur eine FSM mit einem einzigen Zustand zur Steuerung all ihrer Ent-
scheidungen. Beispielsweise sind eine Drehung und das Verändern von einem Flag durch diese
FSM aneinander gekoppelt. Es gibt nur einen Zustand, von dem beides abhängt, und die glei-
chen Inputs werden verwendet, um eine Drehung und eine Veränderung des Flags zu steuern.
Es kann aber sinnvoll sein, die Drehungen und das Verändern des Flags (zumindest intern in der
Kontrolleinheit) voneinander zu trennen, da sie semantisch nicht zusammengehören und auch
nicht von den gleichen Bedingungen (Inputs) abhängen sollen.
Die getrennten Entscheidungen kann man als Teilentscheidungen der gesamten Entscheidung
ansehen. Entscheidet sich der Agent beispielsweise für eine Drehung nach links und das Setzen
des Flags auf 1, so wird daraus die Gesamtentscheidung „nach links drehen und Flag setzen“.
Die aus den Teilentscheidungen vom Aktuator erstellten Aktionen können dann als Teilaktionen
bezeichnet werden. Diese sind nicht mit den Basisoperationen gleichzusetzen.
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Die Idee zur Trennung der Teilentscheidungen ist die Verwendung je einer FSM (A,B, . . .) für
jede Teilentscheidung (Abb. 5.13). Dadurch erhält man spezielle FSMs für spezielle Arten von
Entscheidungen (Fähigkeiten), die man semantisch voneinander trennen kann. Es gibt dann
je einen Zustand für jede der getrennten Fähigkeiten (sA, sB, . . . ) und unterschiedliche Inputs
(xA, xB, . . . ), die der Sensor aus den eingehenden Daten der Umwelt berechnet. Die Inputs für
beide FSMs können, müssen aber nicht verschieden sein. Die Entscheidung e besteht aus dem
Tupel aller Teilentscheidungen (eA, eB, . . . ), der Aktuator bildet auf die Aktion a = (aA, aB, . . . )
ab. Um im Beispiel von eben zu bleiben, gibt es nun eine „Dreh-FSM“ und eine „Flag-FSM“.
Abb. 5.13.: Struktur der Kontrolleinheit mit multiplen (hier zwei) FSMs für Teilentscheidungen.
Die Verwendung eines GA zur Optimierung ist auch mit mehreren FSMs möglich. Allerdings
muss die Codierung des Genoms alle FSMs beinhalten, denn eine Lösung kann nur aus ei-
nem Tupel aller FSMs bestehen. Für sich alleine macht eine FSM, die nur Teilentscheidungen
trifft, keinen Sinn. Die Lösung zur Anpassung des Genoms ist eine Konkatenierung der Strings
aller FSMs. Der Suchraum ist dann abhängig von den Kombinationsmöglichkeiten der Inputs
iA, iB, . . ., den Kombinationsmöglichkeiten der Outputs oA, oB, . . . und der Anzahl der Zustände
nA,nB, . . . durch das folgende Produkt gegeben:
|K |=
∏
X∈{A,B,... }
(nX · oX )(nX ·iX )
Wenn man die Gesamtheit aller Teilzustände (sA, sB, . . . ) als einen Gesamtzustand auffasst,
dann ergeben sich n = nA · nB · . . . mögliche Zustände. Für die Anzahl der möglichen Out-
puts ergibt sich o = oA · oB · . . .. Weil die Inputs nicht zwangsläufig für jede FSM unter-
schiedlich sind, ergibt sich für die Anzahl i der möglichen Inputkombinationen die Bedingung
max (iA, iB, . . . ) ≤ i ≤ iA · iB · . . .. Würde man eine einzelne FSM mit dieser Anzahl an Zustän-
den, Inputkombinationen und Outputkombinationen implementieren und optimieren, ergäbe
sich ein deutlich größerer Suchraum: ∏
X∈{A,B,... }
(nX · oX )

i·
∏
X∈{A,B,... } nX
≤ |K | ≤
 ∏
X∈{A,B,... }
(nX · oX )

∏
X∈{A,B,... } (nX ·iX )
Mit jeder zusätzlichen Trennung wird der Exponent in der Gleichung für mehrere FSMs im
Vergleich zur anderen Gleichung kleiner. Zunächst scheint also eine drastische Reduzierung
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der Komplexität mit dieser Technik erreicht zu sein. Natürlich bedeutet das aber auch, dass
viele Lösungen, die mit einer großen FSM realisiert werden können, nicht im Suchraum mit
zwei oder mehr kleineren FSMs enthalten sind. Die Grundlage der Trennung war jedoch, dass
die Teilaktionen (aA, aB, . . . ) unabhängig voneinander sein sollen. Und gerade diese Lösungen
bleiben im kleineren Suchraum enthalten. Für das Beispiel von vorhin bedeutet das, dass z. B.
die Lösungen, die bei Entscheidungen von der „Dreh-FSM“ den Zustand und die Inputs der
„Flag-FSM“ berücksichtigen (oder umgekehrt), nicht im kleineren Suchraum enthalten sind.
In [EH10a] wurden Agenten für den ATAC mit zwei FSMs evolviert. Eine FSM wurde zur
Steuerung der Bewegung des Agenten eingesetzt, die andere zur Steuerung von Veränderungen
auf Flags in der Umwelt.
5.5.3 Time-Shuﬄing
Bei der Auswertung einiger Simulationsergebnisse von Agenten, die mit unterschiedlichen
FSMs kontrolliert werden und auf verschiedenen Welten simuliert werden (beispielsweise in
[HHB06]), konnte festgestellt werden, dass einige FSMs gute Lösungen für einen Teil der Welten
darstellten, aber auf dem anderen Teil nicht gut funktionierten. Bei anderen FSMs war es genau
umgekehrt. Das legt die Schlussfolgerung nahe, dass für unterschiedliche Welten unterschiedli-
che Strategien optimal oder notwendig sind, welche von einer in ihrer Größe beschränkten FSM
eventuell nicht alle gleichzeitig realisiert werden können.
Die Idee hinter der Time-Shuffling-Technik (TS) ist es, den Agenten während der Simulation,
einen Strategiewechsel zu ermöglichen. Z. B. in einer Situation, in der sich der Agent in einem
Zyklus befindet, aus dem er mit einer FSM nicht ausbrechen kann, bietet sich ein Wechsel der
Kontrollfunktion an. Zuerst wurde TS in [EHH08a] beschrieben. Das Ziel war es, zwei bereits
durch Optimierung gefundene, einzelne FSMs A und B zu einer hybriden Kontrollfunktion zu
kombinieren, um das Verhalten gegenüber den einzelnen FSMs zu verbessern. Die Kombination
der zwei FSMs ist dabei dergestalt, dass für eine bestimmte Zeit T die FSM A aktiv ist und danach
für die gleiche Zeit die FSM B. Dieser Wechsel wird dann zyklisch wiederholt. In [EHH08a]
wurde zunächst mit der Time-Shuffle-Periode T = 1 experimentiert, in weiteren Arbeiten dann
mit höheren Werten bis zu T = 1536 [EH08a]. In [EH10b] wurden zwei Time-Shuffle-Perioden
TA und TB verwendet, die die aktive Zeit für beide FSMs unterschiedlich definieren.
Für das Time-Shuffling wurden drei verschiedene Modi entwickelt (Abb. 5.14):
• Modus g: gemeinsamer Zustand. Der Agent arbeitet mit beiden FSMs gleichzeitig, aber es
gibt nur einen Zustand s. Beide FSMs erhalten den gleichen Input x und geben abhängig
davon und von momentanen Zustand s die Outputs yA bzw. yB sowie die Folgezustände s
′
A
bzw. s′
B
aus. Abhängig vom globalen Parameter λ = (

g/T

mod 2) ist entweder s′ = s′
A
und e = yA oder s
′ = s′
B
und e = yB. Bei zwei unterschiedlichen Time-Shuffle-Perioden
wird der globale Parameter λ =

(g mod (TA+ TB))/TA

/(TA+ TB)

verwendet. g gibt
die momentane Generation des CA an.
• Modus s: separater Zustand mit simultaner Ausführung. In diesem Modus besitzen beide
FSMs einen eigenen Zustand sA bzw. sB. Beide FSMs werden simultan in jedem Schritt
ausgeführt und aktualisieren ihren Zustand. Aber nur einer der beiden Outputs wird zur
Entscheidung e. Der globale Parameter λ ist genau so definiert wie im Modus g.
116 5. Techniken zur Optimierung von Agentenverhalten mit FSMs
• Modus a: separater Zustand mit alternierender Ausführung. Wie im Modus s gibt es je
einen Zustand für beide FSMs und die Entscheidung wird abhängig von λ aus einem der
beiden Outputs gewählt. Die Aktualisierung des Zustands erfolgt allerdings nicht simultan.
Stattdessen wird in Abhängigkeit von λ nur der Zustand der aktiven FSM aktualisiert. Das
Signal ce (clock enable) aktiviert die Aktualisierung des jeweiligen Zustandsregisters.
Abb. 5.14.: Die drei Time-Shuﬄing-Modi: gemeinsamer Zustand (g), separate Zustände mit si-
multaner Ausführung (s) und separate Zustände mit alternierender Ausführung (a).
Die Anwendung des TS stellt gegenüber den Grundvarianten der Beispielprobleme eine Verän-
derung in der Struktur der Zelle, genauer in der Struktur der Kontrollfunktion dar. Die Schnitt-
stellen zu Sensor und Aktuator bleiben unverändert.
Die Anwendbarkeit des TS ist bei allen drei Beispielsystemen gegeben. Die heuristische Opti-
mierungsmethode muss hier speziell angepasst werden. Schließlich müssen hier zwei FSMs, die
zueinander passen, gefunden werden. Zwei Vorgehensweisen sind untersucht worden.
Separates Optimieren. Die FSMs A und B können zunächst als eigenständige Kontrollfunk-
tion ohne TS optimiert und danach in einem der drei Modi zur hybriden Kontrollfunktion zu-
sammengefügt werden. Die Fragen, die sich dabei stellen, sind: Sind zwei gute Einzelstrategien
in Kombination noch besser? Und außerdem: Wie sollen die Einzelstrategien optimiert werden,
für unterschiedliche oder für gleiche Welten? Wählt man unterschiedliche initiale Konfiguratio-
nen, so werden die einzelnen FSMs für spezielle Fälle trainiert und sind möglicherweise schlecht
auf den Welten, für die sie nicht trainiert worden sind. Dies soll dann durch die Strategiewech-
sel kompensiert werden [EH09c]. Wählt man hingegen gleiche initiale Konfigurationen aus,
erhält man zwei allgemein gute FSMs, die dennoch unterschiedliche Eigenschaften haben kön-
nen. Durch TS sollen sich die positiven Eigenschaften (im Sinne der Problemlösung) ergänzen
[EHH08a, EH08a].
Selbst wenn auf der einen Seite die Kompensation und auf der anderen Seite die positive Er-
gänzung gut funktionieren, ist noch nicht klar, wie man die besten Time-Shuffle-Perioden findet.
Eine Gesamtlösung ist definiert durch das Tupel (A,B, T ) bzw. das Tupel (A,B, TA, TB). Die Werte
für T sind sinnvoll begrenzt bei einer Zahl, die die Gesamtzahl der zulässigen Generationen oder
der Generationen, die eine einzelne FSM für die Problemlösung benötigt, überschreitet. Deshalb
ist es möglich für ein gesetztes Paar (A,B), durch Ausprobieren zu einer Lösung zu kommen. Das
gleiche gilt für die Wahl des Modus.
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Gemeinsames Optimieren. Die FSMs A und B sowie die Time-Shuffle-Periode T bzw. die
Time-Shuffle-Perioden TA und TB können auch gemeinsam optimiert werden [EH10b]. Das
Genom für den GA muss entsprechend angepasst werden, so dass die hybride Kontrollfunkti-
on direkt optimiert werden kann. Die Genome der beiden FSMs werden einfach konkateniert
und dahinter ein weiteres Gen für T angefügt, oder zwei Gene für TA und TB (Abb. 5.15).
Für hybride Kontrollfunktionen ergeben sich dann auch andere Suchräume. Sei die Anzahl der
möglichen Time-Shuffle-Perioden begrenzt auf #T = Π, dann ist im allgemeinen Fall mit zwei
Time-Shuffle-Perioden die Größe des Suchraums abhängig von der Anzahl der Zustände n bzw.
nA und nB, der Anzahl der möglichen Inputkombinationen i und Outputkombinationen o durch
|K | = Π2 · (nA · o)(nA·i) · (nB · o)(nB ·i) gegeben. Bei nur einer Time-Shuffle-Periode ergibt sich
|K | = Π · (nA · o)(nA·i) · (nB · o)(nB ·i). Für den Modus g gilt nA = nB. Wenn beide FSMs identisch
sind (A= B), dann sind die Modi g und s äquivalent zur Verwendung einer einzelnen FSM ohne
TS. Im Modus a nicht.
Abb. 5.15.: Beispiel für die Codierung und Rekombination für hybride Kontrollfunktionen mit TS
und zwei 3-Zustands-FSMs. (a) Nachkomme mit UN und uniformer TS-Rekombinati-
on, (b) Nachkomme mit UN und TS-Rekombination mit Mittelwertbildung.
Die Rekombination dieses erweiterten Genoms kann durch die Techniken UN oder 1P separat
für die beiden FSMs durchgeführt werden. Für den letzten Teil des Genoms sind zwei Rekombi-
nationstechniken entwickelt worden. Bei der uniformen TS-Rekombination (Abb. 5.15(a)) wird
für jede Periode entweder der Wert des ersten Elters oder der des zweiten Elters übernommen.
Bei der TS-Rekombination mit Mittelwertbildung (Abb. 5.15(b)) werden die beiden Werte der
Eltern gemittelt: TNachkomme = (TEl ter1 + TEl ter2)/2. Die Mutation kann entweder auf die FSMs
beschränkt bleiben, oder die Gene der Time-Shuffle-Perioden mit einbeziehen. Diesen wird dann
je nach Mutationswahrscheinlichkeit ein zufälliger zulässiger Wert zugewiesen.
Mehrere Erweiterungen und Varianten der Time-Shuffling-Technik sind denkbar. Es könnten
mehr als zwei FSMs verwendet werden um die Strategienvielfalt weiter zu erhöhen oder es
könnten andere globale (oder auch lokale) Parameter als die Zeit verwendet werden, um zwi-
schen den Strategien zu wechseln um direkt auf bestimmte Situationen reagieren zu können.
5.5.4 Heterogene MAS mit verschiedenen Agententypen
Während TS einen zeitabhängigen Strategiewechsel in jedem Agenten ermöglicht, wird in die-
sem Abschnitt eine andere Vorgehensweise beschrieben, die ebenfalls mehrere Strategien ver-
eint, aber nicht zeitbehaftet wechselt, sondern räumlich, bezogen auf die initiale Konfiguration
einer Welt. Dahinter steckt folgende Idee. In MAS mit mehreren Agenten können Agenten mit
unterschiedlichen Kontrollfunktionen (Strategien) eingesetzt werden, die jede für sich mögli-
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cherweise optimal für bestimmte Welten sind. Dadurch sind in jeder Welt spezialisierte Agen-
ten vorhanden und das Problem kann möglicherweise insgesamt besser gelöst werden als mit
Agenten mit ausschließlich gleicher Kontrollfunktion. Aus Modellierungssicht sind das MAS mit
Agenten unterschiedlichen Typs (heterogene MAS), deren Struktur bis auf die Kontrollfunktion
gleich ist. In der Zellstruktur müssen also wie auch beim TS mehrere FSMs untergebracht sein.
Je nach Problemstellung ist die initiale räumliche Platzierung der Agenten offen oder fest
vorgegeben. In beiden Fällen kann jedoch die Verteilung der Agententypen variiert werden.
Wie bei TS kann eine Optimierung separat durchgeführt werden und im Anschluss die opti-
mierten FSMs in heterogenen MAS eingesetzt werden. Die Frage nach der Verteilung muss dann
ebenfalls noch geklärt werden. Die Größe des Suchraums hängt hier natürlich von der Anzahl
der Agenten und der Anzahl der verschiedenen FSMs ab. Bei wenigen Kombinationsmöglichkei-
ten ist gegebenenfalls das Ausprobieren aller Möglichkeiten ein probates Mittel. Alternativ dazu
kann auch gleich das gesamte System mit zwei oder mehr FSMs inklusive der initialen Vertei-
lung optimiert werden. Eine entsprechende Codierung der Verteilung der Agenten muss dafür
gefunden werden, so dass sie zusammen mit den FSMs ein Genom bilden kann. Es können auch
Koevolutionäre Genetische Algorithmen [ES03, S. 222ff.] zum Einsatz kommen. In diesem Fall
muss es sich um eine kooperative Koevolution handeln, weil die verschiedenen FSMs zusam-
men arbeiten sollen (es gibt nur ein gemeinsames Ziel) um das Gesamtsystem zu optimieren.
In [EHH08b] wurden heterogene MAS für das CEP auf ihre Effektivität untersucht. Die FSMs
wurden separat evolviert und später im heterogenen MAS mit je zwei Agententypen verwen-
det. Einige ausgewählte Verteilungsschemata der Agententypen und mehrere Fälle mit einer
unterschiedlichen Anzahl von Agenten wurden verglichen.
5.5.5 Randomisierte FSMs
Randomisierte FSMs sind eine Möglichkeit, die Robustheit eines FSM-kontrollierten Agenten
gegenüber Veränderungen der initialen Konfiguration der Welt zu steigern. Angenommen, eine
FSM ist für eine bestimmte Menge von Welten optimiert worden, aber in einer weiteren Welt
treten Situationen auf, die vorher nicht aufgetreten sind. Da die FSM nicht daraufhin optimiert
wurde, kann es sehr leicht geschehen, dass z. B. Deadlocks oder Livelocks auftreten, also Situa-
tionen, in denen der Agent gar keine Aktion mehr ausführt, die seine Lage ändern würde, oder
in denen der Agent zyklisch die gleichen Aktionen ausführt und er immer wieder in der gleichen
Situation landet.
Ein anderer Grund für das Auftreten von Deadlocks und Livelocks kann die Homogenität der
Agenten sein. Um das zu illustrieren, sei hier eine (initiale) Konfiguration des ARP mit vier
homogenen Agenten gegeben, die alle die gleiche Kontrollfunktion haben (Abb. 5.16(a)). Die
Zielpositionen aller Agenten liegen in deren Frontzelle. Das bedeutet, dass alle Agenten den-
selben (reduzierten) Input x r bekommen, da das Ziel aus Agentensicht in der gleichen Zone
liegt. Die FSM ist initial bei allen Agenten im Zustand s = 0. Also wird jeder Agent dieselbe
Entscheidung e treffen. Der Weg aller Agenten ist blockiert und ein Swap ist auch nicht mög-
lich. Alle Agenten werden sich also nur drehen können und auf ihrer Position verharren. Da
sich alle Agenten in der gleichen Richtung drehen, entsteht danach eine von vier möglichen
Folgekonfigurationen, auf die wiederum eine dieser vier Konfigurationen folgt. Es spielt dabei
keine Rolle, was für eine FSM die Agenten kontrolliert, sondern nur, dass es jeweils die gleiche
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ist. Auch in größeren Agentenwelten und solchen mit Rand lassen sich Livelocks konstruieren
(Abb. 5.16(b)).
Abb. 5.16.: Livelock-Situationen im ARP mit homogenen Agenten. (a) auf einer Konfiguration
mit 4 Zellen und Wrap-Around, (b) auf Konfigurationen mit 16 Zellen und Rand.
Die Zielpositionen der Agenten sind in der initialen Konfiguration jeweils in der
Frontzelle.
Sowohl die Deadlocks/Livelocks, die durch Homogenität verursacht sind, als auch die, die
durch schlechte Optimierung entstanden sind, können durch probabilistisches Verhalten aufge-
löst und damit die Robustheit der Agenten erhöht werden. In den Fällen aus Abb. 5.16 können
die Situationen nur mit einem Swap aufgelöst werden, der nur zustande kommen kann, wenn
die Agenten sich nicht homogen verhalten. Randomisierte FSMs zur Agentenkontrolle für das
ARP wurden in [EH10c] beschrieben. In [DL06] wurden die Agenten für das CEP randomisiert.
Bei einer randomisierten FSM (Abb. 5.17) kann die Entscheidung durch zwei mögliche Weisen
getroffen werden. Entweder ist der Output der FSM die Entscheidung (e = y) oder es wird aus
allen möglichen Entscheidungen e0 bis eo−1 durch eine ganzzahlige Zufallszahl r ∈ {0,1 . . . o−1}
eine komplett zufällige Entscheidung ausgewählt (e = er). Der randomisierten FSM ist eine
Wahrscheinlichkeit 0 ≤ p ≤ 1 zugeordnet. Ein Signal ce(p) (clock enable) wird ausgewertet,
um zu entscheiden, ob die zufällige Entscheidung oder der Output der FSM an den Aktuator
weitergeleitet wird. In der hier vorgestellten Konstruktion wird das Signal außerdem dazu ver-
wendet, die Aktualisierung des Zustands s zuzulassen bzw. zu verhindern. Bei Auswahl einer
zufälligen Entscheidung wird demnach auch der Zustand der FSM nicht aktualisiert. Das Signal
ce(p) nimmt dabei mit der Wahrscheinlichkeit p den Wert 0 an (zufällige Entscheidung) und
mit der Wahrscheinlichkeit 1− p den Wert 1 (Entscheidung der FSM).
Abb. 5.17.: Randomisierte FSM zur Kontrolle des Agenten.
Durch die Einbindung von zufälligen Werten in die Kontrollfunktion, und damit in die Zellre-
gel insgesamt, entsteht mit der Verwendung von randomisierten FSMs ein PCA (Abschn. 2.2.1).
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Randomisierte FSMs können in allen Beispielsystemen eingesetzt werden, sofern keine de-
terministische Simulation verlangt ist. Die heuristische Optimierungsmethode muss angepasst
werden. Dies geschieht in ganz ähnlicher Weise wie beim TS. Im Genom wird der Wert p an das
Ende des Strings gehängt. Die Genauigkeit dieses Wertes muss beschränkt sein, wenn man den
Suchraum beschränken will (z. B. auf Zehntel Prozent). Weiterhin kann man das Intervall be-
grenzen. Sehr hohe Werte sind z. B. oft nicht sinnvoll, weil dann die FSM nur selten benutzt wird
und damit deren Strategie hinfällig wird. Die Größe des Suchraums lässt sich dann in Abhängig-
keit der Anzahl der möglichen Wahrscheinlichkeitswerte #p = Π angeben: |K | = Π · (n · o)(n·i).
Wie beim TS kann die Rekombination der FSM mit den Techniken UN oder 1P realisiert wer-
den. Die Wahrscheinlichkeit p kann entweder uniform oder mit Mittelwertbildung rekombiniert
werden.
Eine Schwierigkeit beim Evolvieren von randomisierten FSMs mit GA liegt in der Bestimmung
der Qualität einer Lösung. Jede Lösung ist zufallsbehaftet, deshalb kann ein durch Simulation
ermittelter Fitnesswert nicht immer den gleichen Wert annehmen. Zur Bestimmung des Fit-
nesswerts innerhalb der Iterationen des GA sollten deshalb mehrere Simulationen durchgeführt
werden, um die Gefahr des Aussortierens eines eigentlich (im Mittel) guten Kandidaten zu ver-
ringern. Ganz auszuschließen ist diese Gefahr jedoch nicht. Da außerdem die Simulationszeit
erhöht wird, kann es in manchen Fällen eine bessere Strategie sein, zunächst FSMs ohne Zufall
zu evolvieren und im Nachhinein zu randomisieren, um einen positiven Effekt zu erzielen.
5.6 Kapitelzusammenfassung
Grundsätzliche Fragen zur Optimierung von Agentenverhalten in emergenten Systemen wurden
diskutiert und Heuristiken vorgestellt, die für die Optimierung der Kontrollfunktion geeignet
sein können.
Genetische Algorithmen können zur Optimierung von FSM-kontrollierten Agenten, wie in Ab-
schn. 5.4 und Abschn. 5.4.3 beschrieben, eingesetzt werden, die Parameter und Techniken zur
Mutation und Rekombination können variiert werden. Die Ergebnisse waren im Experiment
zufriedenstellend und obwohl die Suche gegenüber zufälligen oder exakten Aufzählungsverfah-
ren deutlich schneller ist, wird durch die notwendige Simulation immer noch viel Rechenzeit
verbraucht.
Einige der in Abschn. 5.5 beschriebenenen Techniken zielen darauf ab, den GA durch ma-
nuelles Eingreifen in die Modellierung der Kontrolleinheit zu entlasten bzw. bei gleichem
Aufwand bessere Lösungen zu finden. Durch die Verwendung von mehreren separaten FSMs,
Time-Shuffling, MAS mit heterogenen Agenten und randomisierten FSMs sollen bestimmte nega-
tive Effekte wie Spezialisierung auf bestimmte Probleme (Instabilität gegenüber Veränderungen
der Umwelt), Deadlocks oder unnötige Verknüpfungen von unabhängigen Aktionen reduziert
werden.
Die Möglichkeit der Anwendung der manuellen Techniken ist abhängig von der Problemstel-
lung. Die heuristischen Verfahren und manuellen Techniken werden in Kap. 6 mit den Beispiel-
systemen aus Kap. 4 eingesetzt und auf Effektivität überprüft.
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6 Einsatz und Validierung der Techniken
auf den Beispielsystemen
In diesem Kapitel werden die in Kap. 5 entwickelten Techniken auf die Beispielsysteme aus
Kap. 4 angewendet und evaluiert. Die Effektivität (Wird ein Agentenverhalten mit hoher Fitness
erzeugt?) und Effizienz (Sind die Kosten, z. B. die Berechnungszeit, für das Erzeugen des guten
Agentenverhaltens niedrig?) der Techniken soll so für bestimmte Beispiele validiert werden.
In Kombination mit den vorher vorgestellten manuellen Optimierungstechniken stellt dies die
Komplettierung der Realisierung des zweiten Teilziels der Arbeit dar.
Einige der Techniken wurden auf den Beispielsystemen auch in Kombination getestet und
die Ergebnisse in einer Reihe von Veröffentlichungen präsentiert (Tab. 6.1). In den ersten vier
Spalten ist angegeben, ob in der jeweiligen Untersuchung eine Optimierung durch Maßnahmen
der Anpassung der Agentenwelt stattfand. Die nächsten sechs Spalten beinhalten Techniken, die
die Kapazitäten der Kontrollfunktion und die Modellierung der Kontrolleinheit anpassen. In den
letzten vier Spalten ist angegeben, ob und welche heuristischen Verfahren eingesetzt wurden.
Zusätzlich ist angegeben, in welchen Abschnitten dieser Arbeit, die Beschreibung der jeweiligen
Experimente zu finden sind.
Tab. 6.1.: Veröffentlichte Untersuchungen zu den Optimierungstechniken.
Maßnahmen zur Techniken zur Optimierung heuristische
Anpassung der Welt der Agentenkontrolle Suchverfahren
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CEP • [EHG11] 5.4
CEP • • • [EHH09] 5.4.3
CEP • [KEFH09]
CEP • • [EHH08b] 6.1.1
CEP • • [EHH08a, EH08a] 6.1.2
ATAC • • • [EH08b, HE08]
ATAC • • • [EH09d] 6.2.2
ATAC • • • • [EH09c, EH10b] 6.2.1
ATAC • • • [EH10a] 6.2.2
ARP • • • • • [EH09b]
ARP • • • • [EH10d] 6.3.1
ARP • • • [EH10c] 6.3.2
ARP • • • • [EHD10]
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Grundsätzlich können für jedes Problem alle Techniken und Maßnahmen gleichzeitig ange-
wandt und alle Parameter gleichzeitig angepasst werden. Allerdings steigt dadurch natürlich
die Komplexität für die Heuristik beträchtlich, da sich die Anzahl aller Kombinationsmöglich-
keiten durch Potenzierung ergibt. Außerdem steigt der Aufwand für die Realisierung einer Zelle
und damit des ganzen CA, wenn die Kontrollfunktion mit mehreren kombinierten Techniken
erweitert wird, die ja unter anderem die Anzahl und die Größe der FSMs erhöhen.
Wenn nur wenige Techniken kombiniert werden, wird die Interpretation der Ergebnisse in der
Hinsicht einfacher, dass sich nicht die Effekte mehrerer verwendeter Techniken überlagern, sich
gegenseitig aufheben usw. Die Ergebnisse der Optimierungen sind dann aber zunächst natürlich
auch immer nur für den getesteten Spezialfall gültig. Dennoch können sie in einigen Fällen
einen Aufschluss darüber geben, ob eine bestimmte Technik tendenziell eine Verbesserung im
Agentenverhalten bringen könnte und ob die gewählte Heuristik für die durch die manuelle
Technik entstandene Struktur der Kontrolleinheit geeignet ist.
Aufgrund der großen Anzahl wird in dieser Arbeit nur eine Auswahl an Untersuchungen und
Ergebnissen zu den einzelnen Techniken präsentiert. In Abschn. 6.1 werden zuerst Techniken auf
das CEP angewendet, dann auf den ATAC in Abschn. 6.2 und schließlich auf das ARP in Abschn.
6.3. In Abschn. 6.4 werden weitere Ergebnisse präsentiert, ohne die jeweiligen Untersuchungen
detailliert zu beschreiben.
6.1 Einsatz von heterogenen Agententypen und TS auf das Creatures’ Exploration
Problem
In diesem Abschnitt werden zwei Experimente beschrieben, die auf dem CEP ausgeführt wur-
den. In einem Experiment wurde die Effektivität des Einsatzes heterogener Agenten bei gleich-
zeitiger Variation der Anzahl der Agenten untersucht (Abschn. 6.1.1). In dem anderen Expe-
riment wurde die Effektivität von Time-Shuffling sowie der Variation der Time-Shuffle-Periode
und der Anzahl der Agenten untersucht (Abschn. 6.1.2).
6.1.1 Experiment mit heterogenen MAS und Variation der Agentenanzahl
Mit dem im Folgenden beschriebenen Experiment soll herausgefunden werden, ob der Einsatz
von heterogenen MAS eine Steigerung der Effizienz gegenüber MAS mit nur einem Agenten-
typen bringen kann und wie diese im Zusammenhang mit der Anzahl der Agenten steht. Der
Effizienzbegriff ist hier auf die Agenten und deren Problemlösung bezogen, nicht auf die Technik
der Optimierung des Agentenverhaltens. Kann die Technik Agenten mit hoher Effizienz und Ef-
fektivität hervorbringen, so ist sie effektiv. Effizient ist die Technik dann, wenn der Aufwand für
das Finden dieses effektiven und effizienten Agentenverhaltens wenig Ressourcen verbraucht.
Die Ergebnisse dieses Experiments wurden teilweise in [EHH08b] veröffentlicht. Eine andere
Untersuchung über die Anzahl der Agenten, aber ohne heterogene Systeme wurde in [HH06b]
durchgeführt.
Das Problem der Agenten ist die Grundvariante des CEP. Es werden Welten der Größe 33×33
Zellen mit Rand und 129 weiteren Hindernissen verwendet. Die Anordnung der Hindernisse ist
wie in den vier symmetrischen Konfigurationen ( j = 1 . . . 4) in Abb. 5.11 (außer links oben)
und den 12 Konfigurationen in Abb. B.3 (S. 167), davon sechs manuell erzeugte ( j = 5 . . . 10)
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und sechs mit zufällig verteilten Hindernissen ( j = 11 . . . 16). Zu jeder dieser Anordnungen
ist je eine initiale Konfiguration mit k ∈ {1,2,4,8,12,16,28,32,60,64} Agenten gegeben. Die
Agenten sind gleichmäßig am Rand mit Blickrichtung nach innen auf den initialen Konfigura-
tionen angeordnet (Abb. B.4, S. 168). Die heterogenen MAS sind in diesem Experiment immer
nur aus zwei verschiedenen Agententypen (mit FSM X bzw. FSM Y ) zusammengesetzt. Drei
verschiedene Platzierungsmodi wurden verwendet (Abb. 6.1):
• Platzierungsmodus a: Agenten mit FSM X und Agenten mit FSM Y werden abwechselnd
platziert.
• Platzierungsmodus g: Agenten mit gleicher FSM werden jeweils auf gegenüberliegenden
Seiten platziert. FSM X oben und unten, FSM Y links und rechts.
• Platzierungsmodus n: Agenten mit gleicher FSM werden auf zwei Seiten nebeneinander
um die gleiche Ecke herum platziert. FSM X oben und rechts, FSM Y links und unten.
Abb. 6.1.: Platzierungsreihenfolge der heterogenen Agenten. Agenten mit verschiedener FSM
sind farblich verschieden dargestellt.
Aus den Untersuchungsergebnissen von Halbach [Hal08] wurden zehn FSMs mit sechs Zu-
ständen entnommen. Diese zehn FSMs wiesen eine gute Fitness bei mehreren Experimenten
des CEP auf und sollen nun in den heterogenen Systemen verwendet werden. Die zehn FSMs
werden mit den Buchstaben A bis J gekennzeichnet (Tab. 6.2). Zur Vereinfachung der Lesbar-
keit, sind Trennstriche in das Genom eingefügt worden, die unterschiedliche Inputs trennen.
Tab. 6.2.: Liste der zehn FSMs mit sechs Zuständen für das Experiment mit heterogenen MAS.
FSM Genom
A 0/R 2/R 3/R 4/L 5/L 1/L – 1/R 5/R 4/R 0/L 2/L 3/L
B 1/R 2/R 0/R 4/L 5/L 3/L – 3/R 1/L 5/R 0/L 4/R 2/L
C 1/R 2/R 0/R 4/L 5/L 3/L – 3/R 4/R 2/L 0/L 1/L 5/R
D 1/R 2/R 3/R 1/L 5/L 1/L – 1/R 0/L 2/L 4/R 3/L 1/L
E 1/R 2/L 0/R 4/L 5/L 3/L – 3/R 4/R 5/R 0/L 1/L 2/R
F 1/R 2/L 0/L 4/R 5/R 3/R – 3/L 4/L 5/L 0/R 1/L 2/R
G 1/L 2/L 0/L 4/R 5/R 3/R – 3/L 1/R 5/L 0/R 4/L 2/R
H 1/L 2/L 3/R 4/L 2/R 0/L – 2/L 4/L 0/R 3/L 5/L 4/R
I 1/L 2/L 3/L 4/L 2/R 0/L – 2/L 4/L 0/R 3/R 5/L 4/R
J 1/R 2/R 3/R 0/R 4/L 5/L – 4/R 5/R 3/L 2/L 0/L 1/L
Die Bewertung der Qualität einer FSM oder heterogenen Kombinationen von FSMs, d. h. eines
MAS bzw. heterogenen MAS, welches Agenten enthält, die mit diesen FSMs kontrolliert werden,
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erfolgt einzeln für jede Anzahl von Agenten. FSMs und Paare von FSMs kombiniert mit einer
Anzahl k werden im Folgenden als System bezeichnet und als X -k (mit FSM X ) oder als X YM -k
(mit FSMs X und Y und Platzierungsmodus M) notiert. Es werden zur Bewertung drei Größen
herangezogen:
1. die Erfolge E =
∑16
j=1
suc j, d. h. die Anzahl der Welten, die komplett gelöst werden konn-
ten. Eine Welt j gilt als erfolgreich gelöst (suc j = 1), wenn alle Zellen mindestens einmal
besucht worden sind. Die Simulation wurde jeweils nach 10.000 Generationen des CA ab-
gebrochen, falls die Welt nicht vorher gelöst werden konnte. Ein System mit E = 16 wird
als komplett erfolgreich bezeichnet.
2. die Abdeckung A = (
∑16
j=1
v j)/(
∑16
j=1
Z j), d. h. der Anteil der Zellen, die von mindestens
einem Agenten besucht wurden (v j), von der Gesamtzahl aller freien (zu besuchenden)
Zellen (Z j). In diesem Experiment gilt Z j = 960, ∀ j ∈ {1, . . . , 16}.
3. die mittlere Dauer G = (
∑16
j=1
gˇ j)/16, d. h. die Summe der Generationen gˇ j, die benötigt
wurden, um jeweils eine Welt zu lösen. Die mittlere Dauer ist nur für E = 16 definiert.
Die drei Größen sollen als Dominanzrelation verstanden werden, d. h. nur wenn die Erfolge
gleich sind, wird die Abdeckung, und bei gleicher Abdeckung die Dauer herangezogen, um
einen Vergleich der Qualität von verschiedenen Kombinationen von FSMs zu ermöglichen.
Zunächst sind die ausgewählten FSMs in MAS mit nur einem Agenten eingesetzt worden.
Drei von ihnen konnten nicht eine einzige der 16 Welten lösen und insgesamt weniger als die
Hälfte der Zellen besuchen (Tab. 6.3). Die besten Ergebnisse erreichten die FSMs B, G und
J , die jeweils 7 von 16 Welten lösen konnten und insgesamt über 85% aller Zellen besucht
haben. Auffällig ist auch, dass die symmetrischen Welten ( j = 1 . . . 4) für diese FSMs offenbar
schwieriger zu lösen waren.
Tab. 6.3.: Erfolge suc j, Anzahl der Erfolge E und Abdeckung A der Systeme mit einem Agenten.
FSM
suc j E A
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
B • • • • • • • 7 88,74%
G • • • • • • • 7 87,32%
J • • • • • • • 7 85,89%
C • • • • • • 6 86,92%
E • • • • 4 83,42%
A • • • 3 82,38%
F • • 2 73,08%
D 0 47,55%
H 0 36,20%
I 0 36,20%
Es ist nicht verwunderlich, dass beim Einsatz von mehr Agenten, auch die Anzahl der Erfolge
steigt (Tab. 6.4). FSM J ist als einzige mit nur acht Agenten auf allen 16 Welten erfolgreich.
Nur FSM A kann mit keiner Anzahl k alle Welten erfolgreich lösen. In den Fällen B und G
ist die Anzahl der Erfolge nicht monoton steigend mit der Anzahl der eingesetzten Agenten.
Daraus kann man schließen, dass zusätzliche Agenten nicht immer nützlich sind. In der Tendenz
wird dadurch zwar die Lösung des Problems erleichtert, aber die Agenten fungieren auch als
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Hindernis für die anderen Agenten und können so den Weg versperren und dadurch sogar
Livelocks verursachen.
Tab. 6.4.: Anzahl der Erfolge und Dauer der Systeme mit mehreren Agenten gleichen Typs.
k A B C D E F G H I J
1 3 7 6 0 4 2 7 0 0 7
2 12 11 12 0 8 9 11 1 1 12
4 13 13 13 1 14 13 13 2 2 14
8 14 14 15 8 14 15 14 8 11 16/1807
12 15 16/1918 16/1556 12 15 15 15 13 15 16/1069
16 15 16/1071 16/1312 14 16/1066 15 16/984 14 15 16/768
28 15 16/456 16/475 16/1070 16/979 15 15 15 16/1415 16/463
32 15 15 16/484 16/1086 16/764 16/706 16/468 16/1779 16/932 16/382
60 15 16/276 16/257 16/430 16/389 16/486 16/245 16/591 16/928 16/224
64 15 16/261 16/285 16/416 16/393 16/382 16/314 16/627 16/705 16/257
Da mehrere Fälle komplett erfolgreich sind, können weder die Anzahl der Erfolge noch die
Abdeckung als Vergleichskriterium dienen. Deshalb wird die mittlere Dauer verglichen. Die
niedrigste Dauer erreicht System J -60 (G = 224). Erst der neuntbeste Wert wird von einem
System mit weniger als 60 Agenten erreicht (System J -32 mit G = 382). Die höchste Dauer mit
G = 1918 wird von System B-12 erreicht. Insgesamt schneidet FSM J bei Erfolgen und Dauer
am besten ab. Durch die Erhöhung der Anzahl der Agenten kann man die Effektivität (auf die
Agenten bezogen) des Systems tendenziell steigern (die Anzahl der Erfolge steigt und die Dauer
verringert sich).
Systeme mit vielen Agenten haben bei der mittleren Dauer gegenüber Systemen mit wenigen
Agenten demnach einen Vorteil. Schließlich ist die Anzahl der in jeder Generation theoretisch
besuchbaren Zellen gleich der Anzahl der Agenten. Dennoch ist nicht klar, ob sich die Dauer anti-
proportional zur Anzahl der Agenten verhält. Dieses Verhältnis stellt eine vierte Vergleichsgröße
dar:
4. die mittleren Kosten C = k · (
∑16
j=1
gˇ j)/(
∑16
j=1
Z j), d. h. die mittlere Dauer durch die Anzahl
aller Zellen, normiert mit der Anzahl der Agenten. Die mittleren Kosten geben an, wie viele
Generationen im Mittel von jedem Agenten benötigt werden, um eine noch nicht besuchte
Zelle zu besuchen.
Die mittleren Kosten werden nicht berücksichtigt, wenn nur die absolute Leistung des gesamten
Systems gemessen werden soll. Sie können aber verwendet werden um die Effizienz (wieder
auf das Agentenverhalten bezogen) und Synergieeffekte zu bestimmen. Weil die Kosten den
Aufwand zum Erreichen des Ziels angeben, können sie als Effizienzwert angesehen werden.
Wenn man davon ausgeht, dass der Einsatz von Agenten zur Problemlösung Kosten verursacht,
so wäre es interessant zu erfahren, welches System, weniger Kosten verursacht. Angenommen,
jeder Agent kostet pro Generation den Betrag 1. Die mittleren Kosten können dann als Betrag
interpretiert werden, der pro besuchter Zelle investiert werden muss. Hier erreicht des beste
System einen Wert von 12,72 (J -32). Im Vergleich dazu erreicht das System mit gleicher FSM
und 64 Agenten nur den Wert 17,15, obwohl es absolut gesehen schneller ist. Das bedeutet, dass
die Synergieeffekte im System mit 32 Agenten stärker sind. Die weiteren jeweils effizientesten
Systeme jeder FSM sind: B-28 (C = 13,30), C-28 (C = 13,85), D-60 (C = 26,89), E-16 (C =
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17,77), F -32 (C = 23,54), G-60 (C = 15,34), H-60 (C = 36,94) und I-32 (C = 31,06). Es
scheint also keine allgemein beste Anzahl an Agenten zu geben, sondern nur abhängig von der
FSM, wobei die Tendenz dennoch zu Werten von k ≈ 30 geht. Kleinere Werte sind seltener
erfolgreich oder nicht effizient, größere Werte sind ebenfalls seltener effizient.
Für die Untersuchung von heterogenen Systemen wurden alle Paare von FSMs mit allen Plat-
zierungsmodi kombiniert und getestet. Für jeden Modus existieren 100 Möglichkeiten, die FSMs
zu kombinieren, da die Reihenfolge eine Rolle spielt und die homogenen Systeme eingeschlos-
sen sind. Tab. 6.5(a) gibt für jedes k und jeden Platzierungsmodus die Anzahl der Kombinatio-
nen an, die komplett erfolgreich waren. Im Vergleich zu den nicht heterogenen Systemen stellt
sich heraus, dass bereits Systeme mit nur zwei Agenten komplett erfolgreich sein können. Das
System CAa-2= CAn-2 (Die Modi a und n sind für zwei Agenten identisch) ist das beste der drei
erfolgreichen Systeme mit zwei Agenten. Es hat eine mittlere Dauer von G = 7105 und mittlere
Kosten von C = 14,8. Der Platzierungsmodus spielt bei einer hohen Anzahl von Agenten keine
große Rolle mehr, bei wenigen Agenten ist Modus n erfolgreicher.
Tab. 6.5.: (a) Anzahl der komplett erfolgreichen heterogenen Systeme für alle Platzierungsmodi
und Agentenanzahlen, (b) schnellste (Dauer G) und (c) effizienteste (Kosten C) hete-
rogene Systeme.
(a) Modus (b) k X Y Modus G (c) k X Y Modus C
k a n g 64 B J a 193 32 C G a 11,31
2 3 3 - 60 C J n 203 28 J G g 12,10
4 19 27 19 64 J C n 210 16 J B g 12,30
8 22 71 51 64 B J n 211 32 J G a 12,37
12 76 85 73 64 J C g 212 8 J C g 12,38
16 65 91 91 64 C J n 213 28 J B a 12,64
28 93 94 94 64 C B g 213 28 C J g 12,66
32 91 95 95 64 G J g 214 60 C J n 12,68
60 97 97 96 64 C J g 218 16 B J n 12,68
64 97 97 96 60 B C n 220 32 J J - 12,72
Die jeweils zehn schnellsten und effizientesten Systeme sind in Tab. 6.5(b) und (c) aufgeführt.
Das System BJa-64 ist das schnellste. Von den 25 schnellsten Systemen ist nur ein einziges Mal
die FSM F (im System FCa-64 auf Rang 24) vertreten. Alle anderen Kombinationen bestehen
ausschließlich aus den FSMs B, C , G und J . Diese vier sind auch die erfolgreichsten FSMs in
Systemen mit nur einem Agenten (Tab. 6.3).
Das effizienteste System ist CGa-32 mit mittleren Kosten von C = 11,31. Im Vergleich
zum besten System mit nur zwei Agenten (CGa-2) ist dies eine Abnahme der Kosten um ca.
30%. Gegenüber dem besten (erfolgreichsten) nicht heterogenen System mit acht Agenten J -8
(C = 15,06) sind es etwa 33%. Diese zwei Systeme werden hier als Referenz verwendet, weil
sie diejenigen komplett erfolgreichen Systeme sind, die die wenigsten Agenten benötigen. Die
Steigerungsraten können so als bestmögliche Synergieeffekte interpretiert werden. Wie bei der
Reihenfolge der schnellsten Systeme, gibt es auch bei den effizientesten Systemen nur eines
unter den ersten 25, das nicht aus den vier FSMs B, C , G und J besteht. Das effizienteste
nicht heterogene System ist J -32. Nur neun heterogene Systeme können eine bessere Effizienz
aufweisen.
Ergebnisse. Für heterogene Systeme mit vielen Agenten scheinen Kombinationen von FSMs,
die schon für Systeme mit einem Agenten effektiv waren, geeignet zu sein. Synergieeffekte
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durch die Erhöhung der Anzahl der Agenten sind möglich und treten häufig auf, allerdings
nicht monoton steigend mit der Anzahl der Agenten. Die Kombination von zwei verschiedenen
FSMs in einem MAS kann eine Verbesserung gegenüber Systemen mit nur einem Agententypen
bedeuten (bei gleicher Anzahl der Agenten). Allerdings ist die Verbesserung gegenüber nicht
heterogenen Systemen nur bei Systemen mit wenigen Agenten deutlich spürbar.
6.1.2 Experiment mit Time-Shuﬄing und Variation der Anzahl der Agenten
In dem nun beschriebenen Experiment geht es darum, die Effektivität der Time-Shuffling-
Technik und der gleichzeitigen Variation der Anzahl der Agenten zu evaluieren. Teile der Unter-
suchung wurden in [EHH08a] und [EH08a] veröffentlicht.
Wie im letzten Abschnitt ist auch hier das Problem die Grundvariante des CEP. Die initialen
Konfigurationen der Welten sind die gleichen 16 (Abb. 5.11 und B.3) mit entsprechender An-
zahl an Agenten (k ∈ {1,2,4,8,12,16,28,32,60,64}) wie in Abb. B.4 verteilt. Es wurden alle
drei Time-Shuffling-Modi (Abschn. 5.5.3) eingesetzt und es wurden die FSMs aus Tab. 6.2 ver-
wendet. Die Bewertung der Qualität einer FSM oder einer Kontrollfunktion mit zwei FSMs und
Time-Shuffling entspricht der Bewertung aus dem letzten Abschnitt (Erfolge, Abdeckung, mitt-
lere Dauer und mittlere Kosten). Zum Vergleich werden auch hier wieder die Systeme ohne TS
herangezogen. Deren Ergebnisse sind bereits im letzten Abschnitt präsentiert worden (Tab. 6.3
und 6.4).
Alle Paare der FSMs A bis J wurden untereinander und mit jedem der drei TS-Modi (g, s und
a) kombiniert. Ein System mit Time-Shuffling, den FSMs X und Y , des Modus M , der Anzahl
der Agenten k und der TS-Periode T wird im Folgenden auch als X YM -k(T ) notiert.
Zunächst wird die TS-Periode auf T = 1 und die Anzahl der Agenten ebenfalls auf k = 1
beschränkt. Für jeden Modus sind in Tab. 6.6 die besten drei Systeme mit Erfolgen E und Abde-
ckung A aufgelistet. Gegenüber den Systemen ohne TS (E ≤ 7) gibt es in allen drei Modi eine
Verbesserung (E ≥ 8). Besonders deutlich ist die Verbesserung im Modus a.
Tab. 6.6.: Erfolge E und Abdeckung A der erfolgreichsten Systeme mit einem Agenten, TS und
T = 1.
Modus X Y E A Modus X Y E A Modus X Y E A
g G F 8 85,44% s A G 11 96,33% a B J 12 85,84%
E C 8 82,50% J B 9 92,42% B A 11 99,38%
C B 8 71,50% B J 9 85,61% C A 11 95,24%
Tab. 6.7(a) gibt für jeden Wert k und jeden TS-Modus die Anzahl der Kombinationen an, die
komplett erfolgreich waren. Berücksichtigt wurden hierbei lediglich Systeme mit X 6= Y , um
die Vergleichbarkeit aller Modi zu gewährleisten. Systeme mit X = Y sind in den Modi g und
s identisch zu den Systemen ohne TS. Es gibt also nur 90 mögliche Kombinationen. Genau wie
auch bei Systemen ohne TS, müssen mindestens acht Agenten eingesetzt werden, um komplett
erfolgreich zu sein. Mit steigender Anzahl von Agenten steigt auch die Erfolgsrate, allerdings ist
immer nur maximal ein Viertel der Kombinationen komplett erfolgreich. Bei Systemen ohne TS
und 60 oder mehr Agenten sind es immerhin neun von zehn FSMs. Modus a hat leicht höhere
Erfolgsraten als die anderen beiden Modi.
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Tab. 6.7.: (a) Anzahl der komplett erfolgreichen Systeme aller TS-Modi und T = 1, (b) schnellste
(Dauer G) und (c) effizienteste (Kosten C) Systeme mit TS und T = 1.
(a) Modus (b) k X Y Modus G (c) k X Y Modus C
k g s a 64 B C g 218 32 J J - 12,72
1/2 0 0 0 60 J J - 224 28 B C g 12,74
4 0 0 0 60 B C g 233 16 J B - 12,80
8 1 3 5 60 G G - 245 28 B B - 13,30
12 1 5 3 64 J J - 257 12 J J - 13,36
16 2 7 7 60 C C - 257 28 J J - 13,49
28 6 8 11 64 B B - 261 28 C C - 13,85
32 7 6 9 60 B B - 276 60 J J - 14,03
60 12 14 17 64 C C - 285 64 B C g 14,51
64 13 20 21 64 G G - 314 60 B C g 14,58
Die zehn absolut schnellsten Systeme sind in Tab. 6.7(b) aufgelistet. Das schnellste System ist
BCg -64(1). Acht der schnellsten zehn Systeme sind allerdings Systeme ohne TS. Das effizienteste
System ist J -32 ohne TS, sowie sechs weitere der effizientesten zehn Systeme sind ohne TS. Das
effizienteste System mit TS ist BCg -28(1).
Der Einsatz von TS bringt also bei einer TS-Periode T = 1 nur dann Vorteile, wenn wenige
Agenten eingesetzt werden. Einer der möglichen Gründe für das schlechte Abschneiden der
TS-Technik kann durch die Funktionsweise der FSM erklärt werden. Abb. 6.2 zeigt die FSM
J als Zustandsübergangsdiagramm und dessen Zyklen für gleiche Inputs getrennt dargestellt.
Für die anderen FSMs aus dieser durch Aufzählung gefundenen Auswahl gilt wie für J , dass
in der Regel nur Zyklen auftreten. Ein Zustand, der nicht erreicht wird (bei gleichem Input) ist
die Ausnahme. Diese Zyklen induzieren Bewegungsmuster, die offenbar den Erfolg dieser FSMs
ausmachen. In Fall J sind die Zyklen für den konstanten Input m = 1 (d. h. der Agent gerät in
keinen Konflikt):
• ein Weg in der Diagonalen, hervorgerufen durch die zyklische Ausführung der Aktionen
Rm und Lm,
• eine zyklische Bewegung im Quadrat auf denselben vier Zellen durch die wiederholte Aus-
führung von Lm.
Andere FSMs besitzen auch Zyklen der Länge drei oder vier, durch die sich Bewegungen in der
Horizontalen oder Vertikalen auf einer Breite von zwei Zellen ergeben können, oder zyklische
Bewegungsmuster auf mehr als vier Zellen. Die Zyklen für den Input m = 0 bedeuten, dass sich
der Agent solange er sich nicht nach vorne bewegen kann, immer in die gleiche Richtung dreht.
Auch das ist verstärkt in den anderen FSMs wiederzufinden. Wenn nun in jeder Generation,
also nach jedem Zustandsübergang, die aktive FSM gewechselt wird, dann werden diese Zyklen
aufgetrennt und das ursprünglich gute Verhalten ist nicht mehr gegeben. Deshalb scheint es
sinnvoller, den Agenten mit TS eine höhere TS-Periode zu geben, so dass für einen gewissen
Zeitraum ein Verhalten, das ja vorher als gut beurteilt wurde, aufrecht erhalten bleibt.
Zwei Fragen stellen sich als Folge der Erhöhung der TS-Periode. Erstens, was ist die optimale
Periode für welche Anzahl der Agenten? Und zweitens, welches ist der beste TS-Modus? Um der
Antwort darauf näher zu kommen, wurden weitere Simulationen durchgeführt: alle Kombina-
tionen von FSMs und TS-Modi und den TS-Perioden T ∈ {1,3,5,6,12,24,48,96,384,1536}.
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Abb. 6.2.: (a) FSM J als Zustandsübergangsgraph und (b) dessen Zyklen und deren induzierte
Bewegungsmuster.
In Abb. 6.3 sind die mittleren Erfolgsquoten der unterschiedlichen Modi in Abhängigkeit der
TS-Periode abgetragen. Es wird dabei unterschieden zwischen den drei Modi mit der Bedingung
X 6= Y , einem vierten Fall mit Modus a und X = Y , sowie Systemen ohne TS. Die mittlere
Erfolgsquote ist der Anteil der komplett erfolgreichen Systeme für einen Wert T von allen 900
möglichen Systemen mit diesem Wert T (90 Kombinationen von FSMs, 10 Werte von k). 41
von 100 Systemen ohne TS (10 FSMs, 10 Werte von k) sind komplett erfolgreich. Alle TS-
Modi erreichen einen deutlich höheren Anteil als 41% für T > 6 oder T > 12. Der Modus a
weist leicht höhere Werte auf, als die anderen Modi. Die Kurvenverläufe deuten an, dass es,
unabhängig vom Modus, eine optimale TS-Periode gibt, die bei etwa T = 48 liegt. Dies gilt für
die absolute Zahl der Erfolge, aber nicht unbedingt für die Effizienz. Bereits mit einem Agenten
sind einige Systeme mit TS komplett erfolgreich, was bei Systemen ohne TS nicht gelingt.
 0
 0.2
 0.4
 0.6
 0.8
 1
 1  10  100  1000
Er
fo
lg
sq
uo
te
TS-Periode T
Modus g (X≠Y)
Modus s (X≠Y)
Modus a (X≠Y)
Modus a (X=Y)
ohne TS
Abb. 6.3.:Mittlere Erfolgsquote der Systeme mit TS in Abhängigkeit der TS-Periode T .
Tab. 6.8 schlüsselt die Kurve des Modus a aus Abb. 6.3 weiter nach der Anzahl der Agenten
auf. Mit Erhöhung der Anzahl der Agenten steigt die Anzahl der kompletten Erfolge. Mit 48 ≤
T ≤ 384 sind die meisten Erfolge erzielt worden. Es ist eine leichte Tendenz zu erkennen,
dass mit mehr Agenten auch höhere TS-Perioden erfolgreicher sind. Die Ergebnisse sind in der
Tendenz stellvertretend für die anderen Modi.
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Tab. 6.8.: Anzahl der erfolgreichen Systeme (von insgesamt 90) im Modus a mit X 6= Y in Ab-
hängigkeit der Agentenanzahl k und der TS-Periode T .
T k = 1 k = 2 k = 4 k = 8 k = 12 k = 16 k = 28 k = 32 k = 60 k = 64 Summe
1 0 0 0 5 3 7 11 9 17 21 73
3 0 0 3 17 25 32 41 43 59 62 282
5 0 2 6 23 28 36 52 59 70 73 349
6 1 10 20 33 47 55 69 76 84 84 479
12 7 24 30 48 66 72 81 79 84 84 575
24 8 29 39 70 77 77 84 84 84 84 636
48 10 34 58 72 77 82 84 86 87 87 677
96 8 40 55 76 86 83 89 88 89 90 704
384 3 30 48 64 79 84 89 90 90 90 667
1536 2 12 34 69 74 75 89 88 90 90 623
Die schnellsten und effizientesten Systeme sind in Tab. 6.9 aufgelistet. Das schnellste System
ist GGa-64(96) und benötigt im Mittel 183 Generationen, um eine Welt erfolgreich zu lösen.
Alle schnellsten 25 Systeme sind Kombinationen der vier FSMs B, C , G und J . Das effizienteste
System ist BJa-28(96). In den effizientesten 25 Systemen kommen die FSMs A dreimal und F
und E jeweils einmal vor. Der Rest besteht aus B, C , G und J . Das bedeutet, dass Kombinationen
von FSMs, die ohne TS effizient sind, besser funktionieren als FSMs, die ohne TS weniger effizi-
ent sind. Systeme mit T = 96 sind sowohl bei den schnellsten 25 als auch bei den effizientesten
25 Systemen am häufigsten vertreten. Der Modus a ist etwas häufiger als die anderen Modi.
Tab. 6.9.: (a) Schnellste und (b) effizienteste Systeme mit TS und T ≥ 1.
(a) k X Y T Modus G (b) k X Y T Modus C
64 G G 96 a 183 28 B J 96 a 10,79
60 C J 48 a 192 32 B C 96 a 11,26
64 G J 48 a 194 28 J G 96 g 11,30
64 C J 96 s 196 8 G J 48 a 11,47
64 C J 96 a 196 16 J J 384 a 11,47
60 C J 24 g 197 28 J B 384 s 11,50
60 G J 96 a 198 28 J G 384 g 11,54
64 B C 24 s 200 8 J G 24 s 11,55
64 C J 96 g 202 8 B A 384 s 11,58
60 C G 96 a 206 16 G J 96 s 11,60
Ergebnisse. Die Ergebnisse zeigen, dass Systeme mit TS-Perioden in einem bestimmten Be-
reich bessere Ergebnisse erzielen als Systeme ohne TS. Ein „Strategiewechsel“ der Agenten
scheint also von Zeit zu Zeit sinnvoll zu sein. Die TS-Technik kann prinzipiell eingesetzt wer-
den, um die Effektivität und die Effizienz der Agenten zu steigern, sie ist also effektiv. Das gilt
sowohl für Systeme mit wenigen als auch für Systeme mit vielen Agenten. Die effizientesten
Systeme haben dabei 32 oder weniger Agenten. Da die Interaktion der Agenten sich beim CEP
auf das Auftauchen von Bewegungskonflikten beschränkt, ist anzunehmen, dass in größeren
Welten mehr Agenten effizienter sind. Vermutlich ist eher das Verhältnis der Anzahl der Agen-
ten zur Größe der Welt entscheidend. Diese Frage ist im Zusammenhang mit dem CEP noch
nicht systematisch untersucht worden.
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6.2 Einsatz von TS und separaten FSMs auf den All-to-All Communication Task
Zwei Experimente unter Verwendung des Beispielsystems ATAC werden in diesem Abschnitt
beschrieben. In Abschn. 6.2.1 wird untersucht, welche Art der Evolvierung (gemeinsam oder
separat) für Time-Shuffling effektiver und effizienter ist. Dann folgt ein Experiment mit erwei-
terten Fähigkeiten der Agenten, die Stigmergie und separate FSMs verwenden (Abschn. 6.2.2).
6.2.1 Experiment mit Time-Shuﬄing und Wrap-Around
Das Experiment in diesem Abschnitt dient dazu, die Frage zu beantworten, wie effektiv der
Einsatz der Time-Shuffling-Technik beim ATAC ist und in welcher Art die FSMs dafür gesucht
werden sollten. Gleichzeitig soll untersucht werden, wie sich die die Verwendung von Welten
mit Rand gegenüber Welten mit Wrap-Around auf das Verhalten und die Leistung der Agen-
ten auswirkt. Zum Teil wurden die Ergebnisse dieses Experiments in [EH09c] und [EH10b]
präsentiert.
Der ATAC wird hier in der Grundvariante verwendet. Zwei Sets von Welten sollen von den
Agenten gelöst werden. Beide Sets bestehen aus 10 Welten mit je 16 Agenten. Die Platzierung
und Ausrichtung der Agenten wurde in jeder initialen Konfiguration zufällig erzeugt. Im ersten
Set A (Abb. B.5) haben alle Welten einen Rand und die Größe von 33× 33 Zellen (exklusive
Rand) ohne Hindernisse. Im zweiten Set B (Abb. B.6) haben alle Welten die Größe 33 × 33
Zellen und weder Rand noch Hindernisse.
Agenten zum Lösen der Welten sollen mit Hilfe eines GA gefunden werden. Es wird hier
ein Inselmodell GA verwendet, mit I = 7 Inseln mit je |P| = 100 Individuen, einer Eltern-
quote von q = 0,1 und einer Migrationswahrscheinlichkeit von p = 0,02. Populationen für
zukünftige Iterationen werden durch Aussortieren der Individuen mit den schlechtesten Fit-
nesswerten gebildet. Als Rekombinationstechnik wird UN benutzt, als Mutationstechnik SG0,09.
Die Fitnessfunktion für eine einzelne Welt j ist
f j = 10
5(16− c
v
) + 104(1− com) + gˇ j
wobei c
v
die Anzahl der vollständig informierten Agenten ist. Ein Agent ist vollständig informiert,
wenn er alle Informationen der anderen Agenten bekommen hat. Außerdem gilt com = 1, falls
mindestens eine Kommunikationssituation aufgetreten ist, und com = 0 sonst. gˇ j ist die An-
zahl der Generationen, die benötigt wurden, um eine Welt erfolgreich zu lösen. Eine Welt
gilt als erfolgreich gelöst, wenn alle Agenten die komplette Information gesammelt haben.
Die Funktion realisiert eine Dominanzrelation, die zunächst Systeme, in denen überhaupt ei-
ne Kommunikation vorkommt, höher bewertet, und unter diesen solche mit mehr vollständig
informierten Agenten besser bewertet. Falls alle Agenten vollständig informiert werden, ent-
scheidet die Anzahl der benötigten Generationen über die bessere Fitness. Die Zehnerpotenzen
sind als Faktoren so gewählt, weil die Simulation nach 10.000 Generationen abgebrochen (und
als Misserfolg gewertet) wird. Das bedeutet, gˇ kann maximal den Wert 104 annehmen. Die Ge-
samtfitness f eines Systems ist der Durchschnitt aller einzelnen Fitnesswerte. Indem für diesen
Durchschnittswert statt allen Welten z. B. nur eines der beiden Sets berücksichtigt wird, kann
ein Fitnesswert für dieses Set angegeben werden.
Die Inhalte für die Kontrollfunktion sollen mit sechs unterschiedlichen Methoden gefunden
werden:
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1. Die Kontrollfunktion besteht aus einer einzelnen FSM Z . Sie soll gefunden werden, indem
der GA die Fitness jedes Individuums auf allen 20 Welten durch Simulation bestimmt.
2. Die Kontrollfunktion besteht aus zwei FSMs X und Y mit TS-Technik und einer TS-Periode
T . Die FSMs werden durch separates Optimieren gefunden, FSM X wird auf Set A optimiert,
FSM Y auf Set B. Im Anschluss werden die jeweils besten 10 FSMs miteinander kombiniert
(200 Möglichkeiten) und mit allen TS-Perioden 1≤ T ≤ 600 getestet und das beste System
bestimmt. Ein auf diese Art evolviertes System wird kurz mit X YT notiert.
3. Die Kontrollfunktion besteht aus zwei FSMs U und V mit TS-Technik und einer TS-Periode
T . Die FSMs werden mit gemeinsamem Optimieren und uniformer TS-Rekombination ge-
funden. Ein auf diese Art evolviertes System wird kurz mit UVT -u notiert.
4. Die Kontrollfunktion besteht aus zwei FSMs U und V mit TS-Technik und einer TS-Periode
T . Die FSMs werden mit gemeinsamem Optimieren und TS-Rekombination mit Mittelwert-
bildung gefunden. Ein auf diese Art evolviertes System wird kurz mit UVT -m notiert.
5. Die Kontrollfunktion besteht aus zwei FSMs U und V mit TS-Technik und zwei TS-
Perioden TU und TV . Die FSMs werden mit gemeinsamem Optimieren und uniformer
TS-Rekombination gefunden. Ein auf diese Art evolviertes System wird kurz mit UT VT -u
notiert.
6. Die Kontrollfunktion besteht aus zwei FSMs U und V mit TS-Technik und zwei TS-Perioden
TU und TV . Die FSMs werden mit gemeinsamem Optimieren und TS-Rekombination mit
Mittelwertbildung gefunden. Ein auf diese Art evolviertes System wird kurz mit UT VT -m
notiert.
Die Anzahl der Zustände jeder FSM ist auf n = 6 beschränkt. Für die TS-Technik wird immer
der Modus a eingesetzt. Beim gemeinsamen Optimieren wird T auf maximal 600 beschränkt.
Von jeder der sechs Methoden wurden 30 unabhängige Durchläufe gemacht. Für die separa-
ten Evolvierungen aus Methode 2 wurde die Anzahl der Iterationen auf 10.000 festgelegt. Die
durchschnittliche Zeit, die das Evolvieren von FSMs X auf Set A dauerte, ist t2A = 3,15 Stunden,
für das Evolvieren von FSMs Y auf Set B wurden im Mittel t2B = 3,24 Stunden benötigt. Das
Simulieren aller 120.000 Möglichkeiten (200 Kombinationen mal 600 TS-Perioden) auf dem
kompletten Set der Welten dauerte im Mittel t2C = 0,7 Stunden, so dass die Gesamtdauer für
Methode 2 im Durchschnitt t2 = 7,09 Stunden beträgt. Für Methode 1 wurde eine Anzahl von
10.200 Iterationen gewählt, weil die Berechnungszeit dann mit t1 = 7,12 Stunden in etwa der
Berechnungszeit von Methode 2 entspricht. In jedem Durchlauf der Methoden 3 bis 6 wurde die
Anzahl der Iterationen des GA auf 10.000 festgelegt. Die Dauer der Durchläufe betrug im Mittel
t3 = 6,33 Stunden, t4 = 6,59 Stunden, t5 = 6,44 Stunden und t6 = 7,37 Stunden.
Die mit der jeweiligen Methode in den 30 Durchläufen durchschnittlich erreichten Fitness-
werte fD, sowie die besten und schlechtesten Fitnesswerte sind in Tab. 6.10 eingetragen. Man
muss dabei beachten, dass ein niedrigerer Fitnesswert, eine bessere Fitness anzeigt. fmin gibt
also den niedrigsten numerischen Wert an, der die Fitness maximiert, fmax den höchsten nume-
rischen Wert. In den Genomteilen, die die FSM definieren, sind aus Platzgründen Leerzeichen
und Schrägstriche weggelassen worden.
Das Evolvieren von Systemen ohne TS ist eindeutig die schlechteste Methode. Bei den Sys-
temen mit TS schneiden die Methoden mit gemeinsamem Optimieren deutlich besser ab. Die
besten Ergebnisse sind sowohl im Durchschnitt als auch im Maximum bei den Methoden mit
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Tab. 6.10.: Beste und durchschnittliche Fitnesswerte aller Methoden nach der gesamten Berech-
nungszeit.
Typ t fD fmax fmin bestes System
Z 7,12 Std. 624,6 654,4 605,6 Z =3L4R3L4R0R2R-3R4L1L5L0R2R
X YT 7,09 Std. 566,4 597,8 497,3
X =3R2R4L2R5L4L-3R0L1L5R0R3L
T = 377
Y =2L3L1R4L1R3L-2L0R5R4L1L3R
UVT -u 6,33 Std. 432,3 469,3 398
U =2L3L5R5L1R2L-3L2L5R5L0R2L
T = 18
V =0R2R0R2R2L4R-5R4L3R1R5R0L
UVT -m 6,59 Std. 415,2 464,4 375
U =5R3R4L2R1L0R-3L4R4L1L1L1R
T = 40
V =5L2R3L2L0L3L-1L2R1L4R1L3L
UT VT -u 6,44 Std. 387,5 462,4 340,1
U =2L3L1L1R0R4L-3L3L1L5R0R4L TU = 2
V =2R2L3L4L0R2L-2R2R0L2R0R4L TV = 30
UT VT -m 7,37 Std. 427,3 455,4 356,9
U =2R5L0L0L2L0R-5L5L1L4L3L1R TU = 60
V =5L3R1L1R0R2R-4L2R1L1R1L3L TV = 36
zwei TS-Perioden zu finden. Allerdings ist auch die Streuung der Fitnesswerte dort höher. Im
Suchraum mit zwei TS-Perioden sind alle Systeme mit nur einer TS-Periode enthalten (alle für
die gilt TU = TV ). Die größeren Suchräume birgen aber offenbar auch bessere Systeme in sich,
die der verwendete GA in der gewählten Ausführungszeit häufig auch finden kann.
Selbst in den schlechtesten Durchläufen der Methoden mit TS wurde eine Lösung gefunden,
die besser ist, als die beste Lösung ohne TS. Gleiches gilt für den Vergleich der separaten und
gemeinsamen Optimierung. Die beste gefundene Lösung mit separater Optimierung ist schlech-
ter als alle gefundenen Lösungen der vier Methoden gemeinsamer Optimierung. Bei diesen vier
Methoden gibt es allerdings starke Überlappungen, wenn man alle 30 Fitnesswerte der jeweils
besten gefundenen Lösung betrachtet (Abb. 6.4, Tab. C.3 bis C.8). Die Systeme UT VT -u zeigen
in dieser Untersuchung die beste Verteilung.
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Abb. 6.4.: Verteilung der Fitnesswerte der besten Lösungen aller 30 Durchläufe.
Die Methoden 5 und 6 schneiden am besten ab, wenn man den GA etwa sieben Stunden
laufen lässt (Intel Core2Duo mit 2,4GHz und 2 parallelen Threads). Um zu überprüfen, wie die
Methoden abschneiden, wenn nur wenig Zeit zum Evolvieren zur Verfügung steht, wurden die
Zwischenergebnisse mitprotokolliert. Für die Methode 2 wurden zusätzlich je 30 Durchläufe des
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Time-Shuffling gemacht, in denen die FSMs verwendet wurden, die beim separaten Evolvieren
nach 2.500, 1.500, 1.000, 400, 200 und 0 Iterationen die beste Fitness hatten. Dadurch reduziert
sich die Gesamtberechnung im Mittel auf 2,4, 1,7, 1,4, 1,1, 1,0 und 0,9 Stunden. So können die
besten Lösungen jeder Methode zu bestimmten Zeitpunkten verglichen werden (Abb. 6.5).
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Abb. 6.5.: Die Fitnesswerte der besten Lösungen nach Berechnungszeit, gemittelt über alle 30
Durchläufe.
Es zeigt sich bei der Betrachtung der Kurven deutlich, dass auch nach kürzeren Evolvie-
rungszeiten die erste Methode ohne TS die schlechtesten Lösungen hervorbringt. Separates
Optimieren schneidet deutlich schlechter ab als gemeinsames Optimieren. In der Tendenz ist
die uniforme TS-Rekombination besser als die Rekombination mit Mittelwertbildung. Auch bei
kürzeren GA-Durchläufen ist die Verwendung von zwei TS-Perioden besser. Methode 6 benötigt
auffällig viel Zeit für die 10.000 Iterationen, findet aber dennoch nach etwa 1,5 Stunden bessere
Lösungen als die Methoden 1 und 2.
Ein weiterer interessanter Aspekt ist die Frage danach, aus welcher Art von FSMs die Systeme
mit TS am besten zusammengesetzt werden sollten. Um der Antwort näher zu kommen, wurden
die evolvierten FSMs U und V als Kontrollfunktion in den Agenten ohne TS verwendet. Mit den
getesteten FSMs konnten weder die Welten des Sets A noch die des Sets B gelöst werden. Die
FSMs X und Y wurden ebenfalls als Kontrollfunktion in den Agenten ohne TS verwendet. Mit
X (für Set A mit Rand evolviert) konnten die Sets nur teilweise gelöst werden, mit Y (für Set B
ohne Rand evolviert) konnten beide Sets gelöst werden, allerdings mit schlechteren Werten als
die FSMs Z . Außerdem wurden die FSMs Z in Systemen Z1Z2T verwendet, indem die besten 10
FSMs eines jeden Durchlaufs mit den 600 TS-Perioden kombiniert wurden. So konnten für jeden
Durchlauf Systeme gefunden werden, die eine höhere Fitness als Z aufwiesen, aber niedrigere
Werte als die Systeme X YT .
Insgesamt könnte man sagen, dass man mit den FSMs X und Y zwei „Spezialisten“ evolviert
hat, und mit den FSMs Z „Allrounder“. Wendet man auf zwei Allrounder das TS an, kann man
die Fitness steigern. Noch besser ist es aber, zwei Spezialisten mit TS zu verwenden. Die beste
Lösung für das Gesamtproblem ist allerdings die Verwendung von zwei FSMs, die ausschließlich
mit TS funktionieren.
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Man kann außerdem beobachten, dass die TS-Perioden in den gemeinsam optimierten Fällen
niedriger sind als bei den separat optimierten (Tab. 6.11). Die in der Tabelle eingetragenen
durchschnittlichen, minimalen und maximalen TS-Perioden TD, Tmin und Tmax für die Methoden
5 und 6 beziehen sich auf die Vereinigungsmenge aller TS-Perioden TU und TV . In den Spalten
∅min (TU , TV ) und ∅max (TU , TV ) sind die durchschnittlichen Werte der jeweils kleineren TS-
Periode bzw. der jeweils größeren TS-Periode eines evolvierten Systems eingetragen.
Es scheint eine gute Strategie zu sein, eine FSM länger aktiv sein zu lassen, wenn sie für eines
der beiden Teilprobleme separat evolviert worden ist. Interessant ist, dass bei den Systemen mit
zwei TS-Perioden häufig eine kurze und eine lange und nicht etwa zwei gleich lange TS-Perioden
evolviert worden sind.
Tab. 6.11.: Durchschnittliche, minimale und maximale TS-Perioden (TD, Tmin, Tmax) der in jedem
Durchlauf besten gefundenen Lösung nach der gesamten Berechnungszeit, sowie die
Durchschnittswerte der jeweils kleineren bzw. größeren TS-Periode der besten Syste-
me mit zwei TS-perioden.
Typ TD Tmin Tmax ∅min (TU , TV ) ∅max (TU , TV )
X YT 244,4 16 418 - -
UVT -u 22,2 18 48 - -
UVT -m 41,4 38 48 - -
UT VT -u 21,2 1 60 7,9 34,4
UT VT -m 47,2 8 88 33,6 60,7
Die in Methode 2 evolvierten Spezialisten X und Y liefern Resultate, die Aufschluss über die
Effektivität der Verwendung eines Rands statt eines Wrap-Arounds geben können. Die jeweils
besten gefundenen Lösungen haben im Mittel die Fitnesswerte f = 310,2 für Set A und f =
559,3 für Set B. Die Streuung der Werte ist relativ gering. Es gilt 287,6 ≤ f ≤ 325,2 für Set A
und 552,1≤ f ≤ 586 für Set B. Die Welten mit Rand können von den Agenten viel besser gelöst
werden. Der Rand ist also viel weniger als Hindernis zu betrachten denn als Orientierungshilfe.
Betrachtet man die Simulationssequenzen, so wird klar, mit welcher Strategie die Agenten ar-
beiten und dass der Rand eine wichtige Hilfe darstellt (Abb. 6.6). Die Agenten versammeln sich
in einer Ecke und bewegen sich dann in den beiden Diagonalen, so dass die Wahrscheinlichkeit
für das Auftreten von Kommunikationssituationen erhöht ist. Ohne Rand erzeugen die Agenten
mit ihrer Bewegung ein relativ gleichmäßiges Muster, können aber ihre Bewegung nicht auf
bestimmte Stellen reduzieren.
Eine typische Strategie der gemeinsam evolvierten Systeme mit TS benutzt ebenfalls den Rand
als Hilfe und bewegt sich in der Diagonalen, ist aber deutlich schneller, da durch den Wechsel
der FSM nach einer bestimmten Zeit eine Synchronisation stattfinden kann, so dass sich alle
Agenten gleichzeitig in die Mitte bewegen. Die großen Pfeile in der Simulationssequenz in Abb.
6.7 geben die grobe Bewegungsrichtung der Agenten an.
Ergebnisse. Die Resultate dieses Experiments zeigen, dass auch beim ATAC Time-Shuffling ef-
fektiv sein kann. Die Methode der gemeinsamen Optimierung und die Variante des TS mit zwei
TS-Perioden sind am effektivsten und auch am effizientesten, da sie schon nach kurzer Berech-
nungszeit gute Lösungen liefern. D. h. die Erhöhung der Schwierigkeit bei der Suche wegen des
größeren Suchraums wiegt weniger als die Erweiterung der Kapazitäten der Kontrollfunktion
nützt. Ob dies auch bei noch größeren FSMs (mit mehr Zuständen) so ist, ist nicht klar.
6.2. Einsatz von TS und separaten FSMs auf den All-to-All Communication Task 137
Abb. 6.6.: Beispielsequenzen der speziell evolvierten Agenten im ATAC mit typischen Bewe-
gungsmustern, (a) für Set A, (b) für Set B. Je öfter eine Zelle besucht wurde, desto
dunkler ist sie schattiert. Die weißen Punkte geben an, welche Zellen als Mediator
fungiert haben.
Abb. 6.7.: Beispielsequenz der gemeinsam evolvierten Agenten im ATAC mit typischen Bewe-
gungsmustern und Agenten, die ihre Wege mit Hilfe des Rands synchronisieren.
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Die Verwendung von einem Rand kann effektiv sein, weil der Rand für die Agenten eine
Hilfestellung darstellt. Einige unsystematische Versuche mit weiteren initialen Konfigurationen,
die Hindernisse an verschiedenen Positionen enthielten, wurden gemacht, und dabei festge-
stellt, dass bei ungeschickter Platzierung der Hindernisse eher ein Nachteil als ein Vorteil für die
Agenten besteht.
6.2.2 Experimente mit Stigmergie und separaten FSMs
In den im Folgenden beschriebenen zwei Experimenten geht es darum, herauszufinden, ob eine
Erweiterung der Agentenfähigkeiten, die ihnen mehr Bewegungsaktionen und eine indirekte
Kommunikation über die Umwelt ermöglichen, einen positiven Effekt auf die Problemlösung
hat und ob die durch die Erweiterung komplexer werdenden Agenten effizienter oder weniger
effizient evolviert werden können. Außerdem soll untersucht werden, ob die Verwendung von
separaten FSMs für die indirekte Kommunikation und die Bewegung effektiv sein kann. Die
Ergebnisse zu diesen Untersuchungen sind zum Teil in [EH09d] und [EH10a] publiziert worden.
6.2.2.1 Erstes Experiment mit Stigmergie
Im ersten Experiment wird eine erweiterte Variante des ATAC verwendet. Gegenüber der Grund-
variante wird ein neues Objekt eingefügt, das Flag. Ein Flag ist ein passives Objekt, das sich auf
jeder Zelle befindet. Es hat ein Attribut F ∈ {0,1}. Die Agenten können das Flag auf der Zelle,
auf der sie sich gerade befinden, lesen, d. h. es wird als Input für ihre Kontrollfunktion ver-
wendet. Die Idee hinter der Einführung des Flags ist, den Agenten eine zusätzliche Information
zu geben, die ihnen bei der Lösung des Problems hilft. Da diese Information von den anderen
Agenten kommt bzw. manipuliert wird, kann man von Stigmergie (indirekter Kommunikation)
sprechen. Wie genau diese Informationen von den Agenten interpretiert werden oder werden
sollen, ist nicht vorgegeben.
Ein weiterer Grund für die Einführung der Flags ist, dass für bestimmte initiale Konfiguratio-
nen mit nicht heterogenen Agenten keine Lösung der Welt möglich ist. Das ist dann der Fall,
wenn alle Agenten initial die gleiche Richtung besitzen und genug Platz zwischen den Agenten
ist, so dass bei einem synchronen Verhalten (alle Agenten haben in jeder Generation die gleichen
Inputs und führen die gleichen Aktionen aus) nie eine Kommunikationssituation auftreten kann
(Abb. 6.8(a)). Mit Flags kann in vielen Fällen dann trotzdem eine Situation herbeigeführt wer-
den, in der die Agenten nicht mehr synchron reagieren (Abb. 6.8(b)). Allerdings gibt es selbst
mit Flags noch Welten, die nicht gelöst werden können. Dann nämlich, wenn die Umwelt für
jeden Agenten aus seiner Perspektive trotzdem identisch aussieht, weil die Zwischenräume zwi-
schen den Agenten äquidistant sind (Abb. 6.8(c)). Letztere Situation könnte z. B. durch initial
unterschiedlich gesetzte Flags verhindert werden.
Es werden neue Aktionen eingeführt, mit denen die Agenten auch die Möglichkeit haben, das
Flag zu verändern. Eine Aktion besteht dabei aus einer Kombination einer Bewegungsaktion und
einer Datenaktion (Veränderung eines Flags). Es gibt drei Datenaktionen:
• F0: Das Flag in der Zelle, in der sich der Agent befindet, wird auf F = 0 gesetzt.
• F1: Das Flag in der Zelle, in der sich der Agent befindet, wird auf F = 1 gesetzt.
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Abb. 6.8.: Beispiele von synchronem Agentenverhalten (a) ohne Flags, (c) mit Flags. (b) Ein Bei-
spiel für die Auflösung der Synchronität durch Flags.
• F x: Das Flag in der Zelle, in der sich der Agent befindet, behält seinen Wert bei.
Die Menge der Bewegungsaktionen ist gegenüber der Aktionsmenge der Grundvariante eben-
falls erweitert und enthält zusätzlich zu den Aktionen Lm,Rm, Ls,Rs noch Sm und Ss, die so
definiert sind, wie beim ARP (Abschn. 4.3). Insgesamt gibt es demnach 18 Aktionen, die der
Agent ausführen kann. Diese Veränderungen betreffen auch die Entscheidungsmenge. Die Be-
wegung auf eine Frontzelle ist wie in der Grundvariante implizit, der Agent entscheidet hier nur
zwischen einer Drehung nach links, nach rechts oder keiner Drehung. Zusätzlich entscheidet er
zwischen dem Setzen des Flags auf 0, auf 1 oder dem Belassen des Wertes. Insgesamt gibt es also
neun Entscheidungsmöglichkeiten: e ∈ {R0, L0,S0,R1, L1,S1,Rx , Lx ,Sx}, wobei die Endungen
0/1/x dafür stehen, dass eine Entscheidung für die Ausführung der Datenaktionen F0/F1/F x
gefallen ist. Konflikte, die der Aktionsarbiter auflösen müsste, gibt es bei den Datenaktionen
nicht, da der Agent immer nur das Flag auf der eigenen Zelle verändert.
Durch die erweiterten Inputs und Entscheidungen wird der Suchraum größer (|K | = (n ·
9)(n·4)). Zwei Maßnahmen werden getroffen, um den Suchraum einigermaßen klein zu hal-
ten bzw. wieder zu reduzieren. Erstens wird die Anzahl der Zustände auf n = 6 beschränkt.
Zweitens werden verschiedene Varianten von Entscheidungsmengen verwendet, die nur einen
Teil der Entscheidungen beinhalten (und damit auch die Aktionsmenge reduzieren). Für die
Entscheidungsmengen U und V wird der Input vom Flag nicht benutzt, deshalb ist auch der
Exponent im Suchraum kleiner.
Tab. 6.12.: Verwendete Entscheidungsmengen und deren Größe des Suchraums |K | für den
ATAC mit Flags.
Typ U V W0 W1 W2 W3 W4 W5 W6 W7 W8
e ∈
Lx Lx R0 R0 R0 R0 R0 R1 R1 R1 Rx
Rx Rx L0 L1 L1 Lx Lx L1 Lx Lx Lx
Sx S1 S0 S1 S0 S1 S0 S0 S0 S0
Sx Sx Sx S1 Sx Sx S1 Sx S1
|K | 1212 1812 2424
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Durch einen Vergleich dieser Varianten soll auch ein Rückschluss auf die Effektivität bestimm-
ter zur Verfügung stehenden Aktionen gezogen werden. Es soll neben der Frage nach Effekti-
vität (Kann durch komplexere/andere Entscheidungsmengen die Fitness erhöht werden?) auch
die Frage nach der Effizienz (Ist der Optimierungsprozess schneller/langsamer mit komplexe-
ren/anderen Entscheidungsmengen?) beantwortet werden. Die Entscheidungsmengen sind in
Tab. 6.12 angegeben. Weitere Kombinationen sind möglich, hier sind aber nur solche ausge-
wählt worden, die jede der drei Datenaktionen mindestens einmal ermöglichen, die die Mög-
lichkeit, gerade zu laufen enthält und außerdem gleich viele Entscheidungen für Rechts- wie für
Linksdrehungen enthalten.
Der ATAC soll von den Agenten auf 20 Welten gelöst werden. Diese entsprechen in Größe und
Platzierung der Agenten den Welten aus Abschn. 6.2.1 (Abb. B.5 und B.6). Der initiale Wert
aller Flags ist F = 0. Das bedeutet, dass keine Information von vorneherein in der initialen
Konfiguration ist. Die Agenten müssen sich einen eventuellen Nutzen der Flags sozusagen erst
selbst erarbeiten. Die Fitnessfunktion entspricht der aus Abschn. 6.2.1. Der für die Optimierung
verwendete GA unterscheidet sich von dem GA aus Abschn. 6.2.1 nur in der Anzahl der Inseln.
Hier ist I = 3.
Zunächst wurden die Varianten U und V ohne Verwendung von Flags evolviert. Für beide Va-
rianten wurden 30 unabhängige Durchläufe des GA mit je 10.000 Iterationen durchgeführt. Der
Fall U ist im Grunde der gleiche, wie die Systeme Z aus Abschn. 6.2.1, allerdings hier mit weni-
ger Inseln im GA. Insofern gibt es hier auch ein anderes Ergebnis. Zum Vergleich sind außerdem
Random Walker getestet worden. Die Random Walker sind Agenten ohne FSM-Kontrolle, haben
aber die gleichen Entscheidungsmengen, aus der in jeder Generation eine Entscheidung zufäl-
lig ausgewählt wird. Für beide Varianten sind 1.000.000 Random Walker-Durchläufe simuliert
worden.
Die Ergebnisse in Tab. 6.13 zeigen die über alle Durchläufe gemittelte Fitness der besten
gefunden Lösung fD, den Durchschnitt der pro Durchlauf besten zehn gefundenen Lösungen
fD10 und die gemittelte Fitness der Random Walker fD,RW . Im Anhang befindet sich eine Liste
der für jede Entscheidungsmenge besten evolvierten FSM (Tab. C.9). Die Random Walker sind
keine guten Lösungen im Vergleich zu den evolvierten Agenten. Im Durchschnitt benötigen sie
etwa doppelt so viele Generationen, wie die evolvierten Agenten. Der beste Random Walker im
Fall V hat einen Fitnesswert von f = 825. Die vergrößerte Entscheidungsmenge in V ist effektiv,
da die Lösungen deutlich besser sind als für den Fall U . Geradeaus laufen zu können ist für die
Agenten offenbar von Vorteil.
Tab. 6.13.: Fitness der evolvierten Agenten und Random Walker ohne Flags.
Typ fD fD10 fD,RW
U 640,8 663,2 1.311
V 595,9 615,3 1.038
Die Werte fD10(Wi), also die durchschnittlichen Fitnesswerte der besten zehn gefundenen
Lösungen eines Durchlaufs, gemittelt über alle 30 Durchläufe, reichen von 408,4 bis 428,4. Das
sind bedeutend bessere Werte als die der evolvierten Agenten ohne die Möglichkeit mit den
Flags zu kommunizieren. Trotz der größeren Komplexität der FSMs kann der GA in der gleichen
Anzahl von Generationen bessere Lösungen mit den Entscheidungsmengen Wi finden. Abb. 6.9
zeigt die Fitnesswerte fD10(Wi) und fD(Wi) im Vergleich zu fD10(V ) und fD(V ). Die Fälle Wi sind
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nach den Werten fD10(Wi) geordnet. Mit der Entscheidungsmenge W4 konnte die Fitness am
deutlichsten gesteigert werden. Der Faktor beträgt fD(V )/ fD(W4) = 1,427. Außerdem ist die
Differenz fD10(Wi)− fD(Wi) kleiner als fD10(V )− fD(V ). Das spricht dafür, dass der GA mit Flags
auch zuverlässiger gute Lösungen finden kann.
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Abb. 6.9.: Fitnesswerte aller Varianten mit Flags.
Die Fälle W1, W2, W5 und W7 sind unter denen, die Flags verwenden, die schlechtesten. Bei
W1, W5 und W7 sind die Entscheidungen Sx und S0 enthalten, und in allen vier sind Aktionen
enthalten, die den Agenten zwingen, bei einer Drehung ein Flag zu setzen. In den besseren Fäl-
len ist die Aktion S1 enthalten. Es scheint, dass die Möglichkeit, beim geradeaus Laufen ein Flag
zu setzen, effektiv ist und dass das Setzen des Flags bei einer Drehung kontraproduktiv ist. Um
etwas mehr über diesen Zusammenhang herauszufinden, wurden die besten zehn Lösungen aus
allen Durchläufen und allen Fällen Wi analysiert. Dabei wurde festgestellt, dass die Agenten be-
vorzugt geradeaus laufen. In über 70% der Fälle wurde eine der Entscheidungen Sx , S0 oder S1
getroffen, obwohl diese nur die Hälfte der möglichen Entscheidungen in der Entscheidungsmen-
ge ausmachen und außerdem kein bedeutendes Übergewicht in den Zustandsübergangstabellen
haben. Insgesamt scheint es so zu sein, dass das geradeaus Laufen eine gute Strategie für den
ATAC ist, und dass die Information, die die Flags bereitstellen, nicht so effektiv kommuniziert
werden kann, wenn sie nur bei einem Richtungswechsel ein Flag setzen können oder sogar
müssen.
Ein typisches Beispiel für die Art und Weise, wie die evolvierten Agenten die Flags nutzen, ist
als Simulationssequenz in Abb. 6.10 dargestellt. Schon nach den ersten Schritten erhöht sich die
Anzahl der gesetzten Flags (Zellen mit F = 1 sind markiert). Danach bleiben die Flags bis zum
Ende der Simulation in etwa konstant gesetzt. Die Agenten bewegen sich dann hauptsächlich
in den Bereichen, in denen die Zellen mit einem Flag markiert sind (die besuchten Zellen sind
schattiert, je öfter besucht, desto dunkler).
Abb. 6.11 zeigt die unterschiedlichen, typischen erzeugten Bewegungsmuster am Ende einer
Simulation. Ohne die Flags erzeugen die Agenten ein (zur Lage des Rands) schräges Muster mit
zueinander senkrechten Bewegungslinien. Mit Flags entstehen in den Welten ohne Rand Muster
mit senkrechten und waagrechten Linien. Mit Flags sind die Agenten offenbar in der Lage,
bevorzugt in die Ecken zu laufen und sich auch dort und in der Nähe des Rands aufzuhalten.
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Abb. 6.10.:Muster der Flags (oben) und Bewegungsmuster (unten) in der Simulation der besten
gefundenen Lösung des Falls W4 in einer der Welten. Die Zahlen geben die Generati-
on an.
Sicherlich könnte man dies auch ohne Flags erreichen, jedoch würde ein solches Verhalten bei
Welten mit Wrap-Around nicht funktionieren. Die Flags übernehmen hier möglicherweise die
Funktion eines Ersatzes für den Rand.
Abb. 6.11.: Erzeugte typische Bewegungsmuster der Agenten mit Flags im ATAC: (a) Fall V , (b)
Fall W4.
Ergebnisse. Bei der Betrachtung der durchschnittlichen Berechnungszeiten (Intel Core2Duo
mit 2,4GHz und 2 parallelen Threads) des GA kam heraus, dass im Fall U mehr als 18 Stunden
pro Durchlauf gerechnet wurde, im Fall V etwa 15,5 Stunden und in den Fällen Wi etwa 14
Stunden. Das bedeutet, dass die Erweiterung der Aktionsmenge mit Flags nicht nur effektiv,
sondern auch effizient ist, da eine bessere Lösung sogar mit weniger Zeitaufwand gefunden
wird. Eine Erklärung dafür könnte sein, dass der größte Anteil der Berechnungszeit für die
Simulation zur Bestimmung der Fitness aufgewendet wird. Je besser die Fitnesswerte, desto
kürzer sind die Simulationen.
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6.2.2.2 Zweites Experiment mit Stigmergie
Im zweiten Experiment wurden ebenfalls (binäre) Flags verwendet, aber durch einige Verände-
rungen die Komplexität der Kontrollfunktion erhöht:
• Die Entscheidungen für die Bewegung und für die Veränderung der Flags werden nun
mit zwei separaten FSMs vorgenommen (Abschn. 5.5.2), der Bewegungs-FSM X und der
Flag-FSM Y .
• Außerdem gibt es ein zusätzliches binäres Inputsignal ack für beide FSMs, das ein Rück-
kopplungssignal für erfolgreiche Kommunikation darstellt. Es liefert eine 1, wenn sich der
Kommunikationsvektor in der gegebenen Situation ändert, sonst eine 0. Es ist nicht das
gleiche Signal, wie die Bewegungsbedingung m.
• Der Agent kann zwei Flags lesen, das in der eigenen Zelle und das in der Frontzelle. Das
Flag in der eigenen Zelle dient als Input für die Flag-FSM Y , das Flag in der Frontzelle
dient als Input für die Bewegungs-FSM X . FSM X hat damit insgesamt i = 8 mögliche
Inputkombinationen, FSM Y hat i = 4 mögliche Kombinationen.
• Die Bewegungsaktionen wurden um Bm und Bs mit der Bedeutung wie in Abschn. 4.3
erweitert.
• Die Entscheidungen für die Bewegung auf die Frontzelle ist nicht mehr implizit, sondern
wird von FSM X getroffen. Der Aktionsarbiter muss hier allerdings mittels Aktionsmap-
ping Konflikte auflösen und gegebenenfalls eine Bewegung verhindern. Die FSM X kann
also acht verschiedene Entscheidungen treffen: eX ∈ {Lr, Lg,Rr,Rg,Sr,Sg,Br,Bg} mit
der Bedeutung, dass die Aktion X m (move) ausgeführt wird, wenn die entsprechende Ent-
scheidung X g (go) getroffen wird und keine Konflikte auftreten. Treten Konflikte auf, oder
wird eine Entscheidung X r (rest) getroffen, wird die entsprechende Aktion Xs (stay) aus-
geführt.
• Die Flag-FSM Y hat nur zwei mögliche Outputs. Die Entscheidungen bezogen auf die Da-
tenaktionen werden reduziert auf eY ∈ {C0,C1}, wobei C0 das Flag auf F = 0 setzt, und
C1 auf F = 1.
• Bei beiden FSMs wird die Anzahl der Zustände auf n = 8 beschränkt.
• Die Agenten sollen den ATAC nur auf den zehn Welten mit Wrap-Around lösen.
• Der GA wurde dahingehend modifiziert, dass nun I = 5 Populationen verwendet werden.
Außerdem wird hier die Mutationstechnik EV0,09 benutzt.
Das Rückkopplungs- oder Acknowledge-Signal ack wird eingeführt, weil untersucht werden
soll, ob die Agenten aus einer positiven Rückkopplung bei Erfolgen (hier die Verbesserung ih-
res Kommunikationsvektors) einen Nutzen ziehen können, obwohl es sich um nicht lernende
Agenten handelt.
Um den Effekt der Verwendung der Flags und des Acknowledge-Signals bestimmen zu kön-
nen, werden vier Systemtypen unterschieden (Tab. 6.14). Systeme A sind wie eben beschrieben.
Systeme B sind Systeme ohne das Acknowledge-Signal (und entsprechend reduzierter Komple-
xität). Systeme C haben ein Acknowledge-Signal, aber keine Flags und Systeme D verwenden
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weder Flags noch ein Acknowledge-Signal. Die letzteren beiden haben somit auch nur eine
FSM in der Kontrolleinheit. Für jedes System sind 30 unabhängige Durchläufe des GA gemacht
worden.
Tab. 6.14.: Die vier Systemtypen mit separaten FSMs für den ATAC.
Typ
Agentenfähigkeiten
Größe des Suchraums |K | fD fD10 fD10(D)/ fD10Flags Inputsignal ack
A • • (6464)(1632)≈ 1,34 · 10154 254,2 263,5 1,64
B • (6432)(1616)≈ 1,16 · 1077 267,9 274,2 1,58
C • (6432)≈ 6,28 · 1057 446,4 450,6 0,96
D (6416)≈ 7,92 · 1028 426,6 432,9 1
Die Fitnesswerte (Tab. 6.14) sind aufgrund der vielen Veränderungen nicht mit denen aus
dem ersten Experiment vergleichbar. Vergleicht man die vier Systeme untereinander, so ist wie
auch im ersten Experiment die Verwendung von Flags eine sehr effektive Maßnahme. Trotz des
extrem viel größeren Suchraums werden deutlich bessere Lösungen gefunden (bestes System
A in Tab. C.10 und C.11). Das Rückkopplungssignal hat, wenn überhaupt, nur einen geringen
Effekt. Die durchschnittlichen Fitnesswerte liegen nah beieinander und die Verteilung der Werte
ist so ähnlich, dass sie bei nur 30 Durchläufen keinen Aufschluss über einen positiven oder
negativen Effekt des Acknowledge-Signals gibt.
In den typischen Bewegungsmustern der besten evolvierten Lösungen (Abb. 6.12) erkennt
man, dass die Agenten auf bestimmte gerade Strecken Flags ablegen, und diese Strecken gewis-
sermaßen als Straßen benutzen. Dies ist hier noch deutlicher als im ersten Experiment.
Abb. 6.12.:Muster der Flags (oben) und Bewegungsmuster (unten) in der Simulation der besten
evolvierten Lösung. Die Zahlen geben die Generation an.
Die durchschnittlichen Berechnungszeiten eines Durchlaufs (Intel Core2Duo mit 2,4GHz und
2 parallelen Threads) des GA waren im Fall A 17,8 Stunden, im Fall B 14,6 Stunden, im Fall
C 13,9 Stunden, und im Fall D 13,4 Stunden. Das bedeutet, dass die Verwendung von zwei
FSMs und mehr Inputs effektiv ist, also zu besseren Lösungen führt, aber auch mehr Zeit dafür
benötigt. Das bedeutet, dass der GA im Fall A nicht unbedingt effizienter ist als in den anderen
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Fällen. Beim Vergleich der besten Fitnesswerte der Populationen über die Zeit fallen keine signi-
fikanten Unterschiede zwischen Fall A und B auf, der die längere Berechnung erklären könnte.
Möglicherweise werden im Fall A viele schlechte Kandidaten erzeugt, die lange simuliert werden
müssen, um deren Fitness zu bestimmen, die aber nie in die Population aufgenommen werden
und deshalb nicht mitprotokolliert wurden.
Reduziert man im Fall A die Berechnungszeit auf etwa 13,4 Stunden im Durchschnitt, so
entspricht das in etwa einer Anzahl von 8.000 Iterationen des GA. Die zu diesem Zeitpunkt
erreichte durchschnittliche Fitness der besten zehn Lösungen ist fD10(A) = 278,3. Das ist immer
noch eine deutliche Steigerung zur Fitness im Fall D. Für Fall B ergeben sich 9.000 Iterationen
und eine Fitness von fD10(B) = 280,5, für Fall C 9.500 Iterationen und fD10(C) = 451,9.
Ergebnisse. Die Einführung von zusätzlichen Bewegungsaktionen und Flags zur Ermögli-
chung von Stigmergie, sowie die Verwendung von separaten FSMs können effektiv sein. In den
beiden Experimenten konnte die Leistung der Agenten bzw. die Fitness der vom GA gefunde-
nen Lösungen im Durchschnitt um bis zu 42% bzw. 64% gesteigert werden. Allerdings führte die
Erweiterung zumindest im zweiten Experiment auch zu einer höheren Berechnungszeit. Bei glei-
cher Berechnungszeit ist noch eine Steigerung um 53% zu verzeichnen. Das Acknowledge-Signal
für die Agenten brachte keinen wahrnehmbaren Effekt.
6.3 Anpassung der Weltgröße und Einsatz von randomisierten FSMs auf das Agent
Routing Problem
In Abschn. 6.3.1 wird ein Experiment beschrieben, das Aufschlüsse über die optimale Größe
der Agentenwelt und die Dichte der Agenten darin geben soll, danach wird in Abschn. 6.3.2
untersucht, wie randomisierte FSMs einsetzbar sind.
6.3.1 Experiment mit der Weltgröße und der Anzahl der Agenten
Für das Design eines Routers (z. B. auf einem Hardware-Chip oder auch als Modell für andere
Transportsysteme) müssen viele Parameter berücksichtigt werden. Die Anzahl der Knoten, die
Verbindungstopologie und Größe des Netzes, der Routing-Algorithmus etc. In diesem Abschnitt
wird eine Untersuchung beschrieben, die darauf abzielt, die optimale Struktur eines Routers zu
finden. Dazu wird die Größe der Welt (des Routers) und das Verhältnis der Größe zur Anzahl
der Agenten variiert, um den Einfluss dieser Variablen auf den Durchsatz von Nachrichten zu
bestimmen. Der Routing-Algorithmus wird in Form von FSM-kontrollierten Agenten evolviert.
Die Resultate dieser Untersuchung wurden teilweise in [EH10d] veröffentlicht.
Es wird im Wesentlichen die Grundvariante des ARP verwendet, allerdings mit einer anders
gestalteten Inputreduktionstabelle, so dass statt sechs sieben Zonen, in denen sich die Zielpo-
sition relativ zur Agentenposition und Agentenrichtung befinden kann, unterschieden werden
(Abb. 6.13).
In diesem Experiment werden Welten mit Rand verwendet. Die Zielpositionen der Agenten
sind gleichzeitig Startpositionen von anderen Agenten, wobei nie zwei Agenten dieselbe Zielpo-
sition haben. Zwölf verschiedene Fälle mit unterschiedlichen Weltgrößen und unterschiedlicher
Anzahl von Agenten werden betrachtet (Abb. 6.14):
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Abb. 6.13.: Alternative sieben Zonen der Zielpositionen im ARP.
• Acht Fälle A1-A8: Dies sind Router (Welten) mit vier Agenten. In den Fällen A1 und A2 gibt
es keine freien Zellen. Die Bewegungen erfolgen zumindest am Anfang nur durch Swaps.
In den anderen Fällen gibt es je zwei freie Zellen, die von den Agenten benutzt werden
können, um besser Konflikte aufzulösen.
• Vier Fälle B(k), k = 16,64,144,256: Im diesem Fall gibt es fünf verschiedene Typen von
initialen Konfigurationen der Welten mit je k Agenten. B(k)-0 bedeutet, dass die Agenten
in einer initialen Konfiguration der Größe
p
k ×
p
k ohne freie Zellen platziert werden.
B(k)-1 bedeutet, dass die Agenten in gleicher Weise angeordnet werden, aber eine Zeile
bzw. Spalte von Zellen zwischen den Agenten und dem Rand eingefügt wird. B(k)-1R ist
eine Welt der gleichen Größe wie B(k)-1, nur dass hier die Agenten und damit auch die
Zielpositionen zufällig platziert werden. B(k)-2 und B(k)-2R werden auf gleiche Weise
konstruiert, nur mit zwei zusätzlichen Zeilen (Spalten) von Zellen statt einer.
Abb. 6.14.: Die untersuchten Fälle zur Bestimmung der optimalen Struktur eines Routers.
FSMs wurden für jeden der zwölf Fälle separat optimiert. Dazu wurde ein Inselmodell-GA
eingesetzt. Die Parameter sind I = 5 Inseln, Populationsgröße |P|= 100, Migrationswahrschein-
lichkeit p = 0,02. Die verwendete Technik für Rekombination und Mutation ist UN -SG0,09.
In den Fällen Ai wurden 80 verschiedene initiale Konfigurationen (Richtung der Agenten und
Permutation der Zielpositionen) als Training Set zum Optimieren verwendet. Für die Fälle B(k)
sind je 20 initiale Konfigurationen (vier von jedem der fünf Typen) zum Optimieren verwendet
worden. Für jeden Fall sind 6 unabhängige Durchläufe des GA mit 10.000 Iterationen gemacht
worden. Die Anzahl der Zustände ist dabei auf n = 6 begrenzt worden.
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Die Fitnessfunktion ist eine Dominanzrelation, bei der folgende Größen in dieser Reihenfolge
berücksichtigt werden:
1. Die Anzahl der Welten, in der die Agenten alle Ziele innerhalb von 2.500 Generationen
erreichen, d. h. die Anzahl der erfolgreich gelösten Welten E.
2. Die Summe
∑J
j=1
t¯ j der nicht erreichten Zielpositionen nach 2.500 Generationen, mit J =
20 in den B-Fällen bzw. J = 80 in den A-Fällen. t¯ j ist dabei die Anzahl der nicht erreichten
Zielpositionen (targets) in einer Welt j.
3. Die mittlere Dauer G wie in Abschn. 6.1.1, die nur für E = J definiert ist.
Für komplett erfolgreiche Lösungen (die in jeder Welt alle Zielpositionen erreichen) ist die Fit-
ness äquivalent zur Anzahl der Generationen, die sie dafür benötigen. Die Gesamtfitness ist der
Durchschnitt der Fitnesswerte aller Welten.
Aus allen sechs Durchläufen wurden die besten gefundenen Lösungen zu einer Liste mit 100
FSMs zusammengefasst. Diese 100 FSMs wurden auf einem erweiterten Ranking Set getestet,
um deren Robustheit gegenüber Änderungen der Welt zu bewerten. In den A-Fällen bestand das
Ranking Set aus allen 2304 Permutationsmöglichkeiten. In den B-Fällen wurden 400 zufällige
initiale Konfigurationen generiert (80 von jedem Typ).
Im Fall A1 konnte keine komplett erfolgreiche FSM gefunden werden, weil sich ein unauflös-
barer Deadlock konstruieren lässt (s. auch Abschn. 5.5.5). Für den Fall A2, der ebenfalls ohne
freie Zellen auskommt wurde eine FSM gefunden, die alle 2304 Welten in durchschnittlich
G = fA2 = 3,89 Generationen lösen kann. Es ist also nicht in allen Fällen notwendig, einige
Zellen leer zu lassen. Von den anderen Fällen wurden nur in A6 und A8 komplett erfolgreiche
Lösungen gefunden, mit einer Fitness von fA6 = 4,7 bzw. fA8 = 4,4. Durch die freien Zellen
kann die Leistung der Agenten nicht verbessert werden. Die etwas längeren Wege führen sogar
zu einer schlechteren Fitness.
In allen B-Fällen wurden mindestens 100 FSMs gefunden, die das Training Set komplett lösen
konnten. Das erweiterte Ranking Set wurde jedoch nur von FSMs aus Fall B(256) komplett
gelöst (Tab. 6.15). Eine gute Fitness auf dem Training Set ist in diesem Fall kein Hinweis auf
die Robustheit der FSM. Es müsste entweder das Training Set oder die Welt vergrößert werden,
um robustere FSMs zu finden. Die maximale Erfolgsquote wurde auch für die Ranking Sets der
jeweils anderen drei Fälle bestimmt. Im Fall B(256) wurden 28, 55, 63 bzw. 61 FSMs gefunden,
die die einzelnen Ranking Sets komplett erfolgreich lösten. Vier der 100 FSMs konnten alle vier
Ranking Sets erfolgreich lösen (Tab. C.12). Die Werte sind insgesamt ein Hinweis darauf, dass
für schwierigere Probleme evolvierte FSMs auch auf leichteren Problemen funktionieren, aber
nicht umgekehrt.
Tab. 6.15.:Maximale Erfolgsquote auf den Ranking Sets. Die Werte in Klammern geben die An-
zahl der Lösungen an, die komplett erfolgreich waren.
evolviert für Ranking Set (J = 400)
B(16) B(64) B(144) B(256)
B(16) 365 152 19 1
B(64) 400 (1/100) 393 356 293
B(144) 400 (5/100) 394 377 325
B(256) 400 (61/100) 400 (63/100) 400 (55/100) 400 (28/100)
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Die theoretisch maximal erreichbare Fitness in einer Welt ist mindestens durch das Maximum
aller Manhattan-Distanzen (kürzeste Wege) zwischen Startpositionen und Zielpositionen der
Agenten beschränkt. Dieser Wert kann unter Umständen nicht erreicht werden, wenn Konflikte
nicht vermieden werden können und weil die initiale Richtung der Agenten einen oder zwei
zusätzliche Schritte notwendig machen kann. Dieses Optimum beträgt im Mittel für das Ranking
Set im Fall B(256) 28,28. Die beste evolvierte Lösung hat eine Fitness von fB(256) = 87,6, also
mehr als das dreifache des Optimums. Eine generelle Beobachtung ist, dass die nicht ganz so
erfolgreichen FSMs schneller sind als die robusteren, natürlich nur auf die erfolgreich gelösten
Welten bezogen.
Weitere Tests mit Sets von initialen Konfigurationen B(256)-zR mit z ∈ {1,2, . . . 10} wurden
durchgeführt, um das beste Verhältnis von Agentenzahl zu Feldgröße bzw. Anzahl an freien
Zellen zu bestimmen. Die Liste der besten 100 evolvierten FSMs wurde auf 80 zufällig erstellten
Welten für jedes z simuliert. Am schnellsten (mit Fitness f = 78,76) konnten die FSMs die
Welten mit z = 5 lösen (Abb. 6.15). In diesen Welten ist das Verhältnis von leeren Zellen zu von
Agenten besetzten Zellen initial bei 420/256 = 1,64. Je größer der Anteil an freien Zellen ist,
desto weniger Konflikte treten auf, daher nähert sich die Kurve der Fitness mit steigender Größe
der Welt dem Optimum an. Die Werte suggerieren, dass es ein optimales Verhältnis im Bereich
von 1 bis 2 gibt, da die Kurve (eigentlich deren Interpolation) einen monotonen Verlauf ohne
weitere lokale Optima hat. Allerdings sind die FSMs auch nicht für die Spezialfälle mit wenig
Konflikten evolviert worden.
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Abb. 6.15.: Die Fitnesswerte der besten FSM aus der Liste der besten 100, abhängig von der
Anzahl der freien Zellen.
Eine Reihe weiterer Simulationen auf speziellen Welten wurde durchgeführt, um die evolvier-
te Strategie der Agenten zu analysieren und festzustellen, ob eine regelmäßige Anordnung der
Start- und Zielpositionen einen Effekt hat. Es wurden dafür schachbrettmusterartige Welten der
Größe 24× 32 und 16× 32 entworfen (Abb. 6.16). Das Verhältnis von freien Zellen zu Agen-
ten beträgt dann exakt 1 bzw. exakt 2. Je 400 verschiedene Permutationen der Zuordnung der
Zielpositionen wurden verwendet. Die mittlere erreichte Fitness ist f = 82,4 bzw. f = 79,9.
Die Werte sind leicht, aber nicht signifikant schlechter als die bei den unregelmäßigen Anord-
nungen, so dass über die Struktur des Routers bezogen auf die Anordnung der Agenten keine
Schlussfolgerung gezogen werden kann.
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Abb. 6.16.: Regelmäßige Anordnungen im ARP.
In Abb. 6.17 ist eine Beispielsequenz der für B(256) besten evolvierten FSM dargestellt. Auf
diesem per Hand konfigurierten Zellfeld sollen die Agenten über Kreuz ihr Ziel auf der um den
Mittelpunkt symmetrisch gespiegelten Zelle erreichen, d. h. der Agent an Position (x , y) findet
sein Ziel an der Position (23 − x , 31 − y) bei einer Weltgröße von 24 × 32 Zellen. Die FSM
benötigt hier 158 Generationen, also etwa doppelt so viele, wie bei den zufälligen Anordnun-
gen. Zunächst formiert sich ein Cluster in der Mitte der Welt. Danach laufen die Agenten im
Uhrzeigersinn um den Cluster herum zu ihrem Ziel.
Abb. 6.17.: Beispielsequenz im ARP auf einer regelmäßigen Routerstruktur.
Ergebnisse. In Welten mit weniger freien Zellen ist es wahrscheinlicher, dass die Agenten
in einen Livelock geraten. Außerdem bieten einige freie Zellen den Agenten mehr Platz, um
Konflikte zu vermeiden. Allerdings vergrößern sich auch die Distanzen zwischen Start- und
Zielposition, wenn mehr freie Zellen eingefügt werden. Für die in diesem Experiment besten
evolvierten FSMs ist ein Verhältnis von Agenten zu freien Zellen zwischen 1 und 2 optimal. Die
FSMs, die auf schwierigen Problemsets evolviert worden sind, waren robust genug, um auch die
einfachen Problemsets zu bewältigen, allerdings langsamer als die für die leichteren Problemsets
evolvierten FSMs.
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6.3.2 Experiment mit randomisierten FSMs
Randomisierte FSMs sollen im ARP speziell dafür eingesetzt werden, um Deadlock-Situationen
aufzulösen. In diesem Abschnitt wird ein Experiment beschrieben, mit dem untersucht werden
soll, inwieweit randomisierte FSMs dafür eingesetzt werden können, ob es durch den Zufall
zu großen Performanzverlusten kommt und mit welcher Methode der Zufall in den Agenten
eingebaut werden soll. Teile dieser Untersuchung wurden in [EH10c] publiziert.
In diesem Experiment wird eine Variante des ARP verwendet, die sich von der Grundvariante
nur in der Inputreduktionstabelle unterscheidet. Der Agent kann neun Zonen unterscheiden, in
denen sich seine Zielposition befinden kann (Abb. 6.18). Die Lage der Zielposition wird relativ
zur Agentenrichtung erfasst und außerdem, im Unterschied zur Grundvariante, ausgehend von
der Frontzelle. Dies erscheint deshalb eine sinnvolle Veränderung, weil der Agent, wenn kein
Konflikt besteht, gezwungen ist, sich auf die Frontzelle zu bewegen und dann dort eine neue
Richtung annehmen kann, um sich in der Folge besser in Richtung der Zielposition bewegen zu
können.
Abb. 6.18.: Zielsegmente im ARP für randomisierte Agenten.
Konflikte im Allgemeinen und Deadlock-Situationen treten häufiger auf, wenn das Zellfeld
dichter mit Agenten besetzt ist. Da hier der Effekt der Randomisierung im Besonderen auf die
Deadlocks untersucht werden soll, werden in diesem Experiment nur Welten verwendet, die in
ihrer initialen Konfiguration in jeder Zelle einen Agenten haben. Die Zielpositionen der Agenten
sind gegenseitig exklusiv verteilt, d. h. es gibt keine zwei Agenten mit der gleichen Zielposition,
was zur Folge hat, dass jede Zelle für einen Agenten eine Zielposition sein muss. Die Start-
und Zielposition eines Agenten sind verschieden. Drei Fälle von verschieden großen initialen
Konfigurationen werden unterschieden. Alle Welten haben quadratische Ausmaße N×N , wobei
N2 = k mit k ∈ {16,64,256}.
Für jeden der drei Fälle wurden 20 initiale Konfigurationen mit zufälliger Zuordnung von
Start- und Zielpositionen und zufälliger Bewegungsrichtung erstellt. Diese Training Sets werden
verwendet, um in einem Inselmodell-GA entsprechend Abschn. 5.4.3 randomisierte FSMs zu
optimieren. Die gewählten Parameter sind: Populationsgröße |P| = 100, Anzahl der Inseln I =
5, Migrationswahrscheinlichkeit p = 0,02, Elternquote q = 0,1. Die verwendete Technik für
Rekombination und Mutation ist UN -SG0,09. Die Zufallswahrscheinlichkeit p für die Auswahl
einer zufälligen Entscheidung wird mit Mittelwertbildung rekombiniert.
Die Zufallswahrscheinlichkeit kann im kompletten Intervall 0 ≤ p ≤ 1 liegen, ist aber auf
drei Nachkommastellen Genauigkeit beschränkt, so dass es 1.000 mögliche Werte gibt. Die An-
zahl der Zustände der FSM ist auf n = 8 beschränkt worden. Die Gesamtanzahl der möglichen
Inputkombinationen beträgt i = 18 (neun Zonen und zwei Bewegungsbedingungen). Mit vier
Entscheidungsmöglichkeiten ergibt sich ein Suchraum von 1000 · 32144 ≈ 5,5 · 10219.
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Tab. 6.16.: Beste Fitnesswerte und Zufallswahrscheinlichkeiten der randomisierten FSMs im ARP.
k = 16 k = 64 k = 256
f p f p f p
beste FSM nach Anpassung von p 14,8 1,2% 36,7 1,3% 84,0 1,8%
beste FSM vor Anpassung von p 15,4 4,5% 37,6 0,6% 86,4 4,4%
mX Y (p) 15,8 6,5% 41,1 9,1% 97,8 11,9%
X Y (p) 17,9 8,4% 50,2 14,7% 122,7 18,5%
In jedem Fall wurden sechs unabhängige Durchläufe des GA mit jeweils 10.000 Iterationen
gemacht. Die Fitnessbewertung ist die gleiche Dominanzrelation wie in Abschn. 6.3.1. Trotz
des nicht deterministischen Verlaufs einer Simulation wurde aus Zeitgründen zur Fitnessbestim-
mung nur jeweils eine Simulation durchgeführt. Am Ende der GA-Durchläufe wurde dann für
alle 3000 FSMs (6 GAs mit je 5 Inseln mit je 100 FSMs) eine Fitnesskorrektur durchgeführt.
Dafür wurde jede FSM 1000 mal auf dem Training Set simuliert und der im Mittel erziel-
te Fitnesswert als eigentliche Fitness verwendet, um die Lösungskandidaten nach Qualität zu
sortieren.
Aus den sortierten Listen der evolvierten FSMs wurden die besten 20 randomisierten FSMs
auf einem größeren Ranking Set von 1000 Welten (für jeden Fall k separat) je 10.000 mal (1000
mal für k = 256) simuliert. Zwei von diesen Welten sind manuell erstellt worden und enthal-
ten für nicht randomisierte Agenten unauflösbare Deadlocks. Sie entsprechen dem Schema aus
Abb. 5.16(b). Die Zufallswahrscheinlichkeit der FSMs wurde bis dahin nur für das Training Set
bestimmt. Um für jede der 20 FSMs einen optimalen Wert für das Ranking Set zu bekommen,
wurden die Simulationen mit verschiedenen Werten durchgeführt und in iterativen Schritten
mit 0,1% Genauigkeit angepasst.
Zum Vergleich mit den randomisierten FSMs wurden zwei weitere Kontrollfunktionen mit
gleichen Inputs und Outputs verwendet. Die erste ist ein randomisiertes XY-Routing. Agenten,
die so kontrolliert sind, bewegen sich zuerst in X-Richtung auf Höhe ihrer Zielposition, danach
in Y-Richtung auf ihr Ziel zu. Die Agenten haben ebenfalls eine Zufallswahrscheinlichkeit p, mit
der sie eine zufällige Entscheidung treffen. Diese Agenten werden als X Y (p) bezeichnet.
Die zweite Kontrollfunktion ist ein modifiziertes XY-Routing (mX Y (p)), bei dem der Agent in
jedem Schritt zufällig in X-Richtung oder in Y-Richtung die Distanz zur Zielposition verringert.
Ist nur eines von beiden möglich, weil er sich in einer der beiden Richtungen schon auf Höhe
der Zielposition befindet, dann kann er sich auch nur in diese eine Richtung bewegen. Auch
die modifizierte XY-Routing Kontrollfunktion besitzt eine Zufallswahrscheinlichkeit. Diese Kon-
trollfunktionen würden in MAS ohne Konflikte und ohne zufällige Entscheidungen immer den
kürzesten Pfad laufen. Für das Ranking Set wurde der optimale Wert der Zufallswahrscheinlich-
keit genau wie bei den randomisierten FSMs bestimmt.
Die Fitness der besten FSMs (Tab. C.13) nach bzw. vor der Anpassung der Zufallswahrschein-
lichkeit und die Fitnesswerte der XY-Routing-Agenten und der modifizierten XY-Routing-Agenten
sind in Tab. 6.16 gegeben. Die evolvierten FSMs sind in allen drei Fällen schneller als die an-
deren Kontrollfunktionen. Je größer die Welt, desto größer wird auch der prozentuale Abstand
der Fitnesswerte. Durch die Anpassung der Zufallswahrscheinlichkeit konnte die Fitness der
evolvierten FSMs nochmal um zwei bis vier Prozent gesteigert werden.
Eine weitere Beobachtung ist, dass die FSMs deutlich kleinere Zufallswahrscheinlichkeiten
haben als die beiden alternativen Kontrollfunktionen. Unter den FSMs ist das Phänomen zu
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Tab. 6.17.: Durchschnittliche, minimale und maximale Zufallswahrscheinlichkeiten im ARP mit
randomisierten Agenten.
nach Anpassung von p vor Anpassung von p
k = 16 k = 64 k = 256 k = 16 k = 64 k = 256
Durchschnitt 3,1% 1,89% 2,19% 3,1% 4,78% 5,69%
Minimum 0,9% 0,8% 1,2% 0,1% 0,6% 2,9%
Maximum 5,6% 3,1% 3,2% 6,1% 7,6% 7,5%
beobachten, dass eine bessere Fitness meist mit einer niedrigeren Zufälligkeit einhergeht. In
Tab. 6.17 sind die minimalen, maximalen und durchschnittlichen Zufallswahrscheinlichkeiten
der 20 besten evolvierten FSMs (nach Ranking Set-Evaluation) vor und nach Anpassung von p
angegeben. Für die nicht angepassten Werte, sowie für die XY- und mXY-Routing-Agenten gilt,
dass mit steigendem k auch p steigt. Nach der Optimierung der Zufallswahrscheinlichkeiten gilt
dieser Zusammenhang allerdings nicht mehr. In der Tendenz bedeutet es, dass für eine höhere
Anzahl von Agenten und potentiell mehr Konfliktsituationen eine höhere Anzahl an zufälligen
Aktionen notwendig ist, um diese auflösen zu können.
Die Optimierung der Zufallswahrscheinlichkeiten bedeutete in allen Fällen immer eine Ver-
ringerung. Auch das Verteilungsintervall der Werte für p auf alle 20 FSMs bezogen ist kleiner
geworden. Die Werte sind möglicherweise deshalb zu hoch, weil bei der Evolvierung nur eine
einzige Simulation stattfand, um die Fitness zu evaluieren. Bei hohen Zufallswahrscheinlichkei-
ten ist die durchschnittliche Leistung nicht so gut, weil jede sinnvolle Strategie dadurch verloren
geht, aber hin und wieder landet man einen „Glückstreffer“. Dieser ist dann bei dem Verfahren
dieses GA nicht mehr so einfach aus der Population zu verdrängen.
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Abb. 6.19.: Fitnesswerte für k = 256 Agenten in Abhängigkeit der Zufallswahrscheinlichkeit. (a)
die evolvierten FSMs A bis E, (b) die beste FSM A im Vergleich mit den XY-Routing-
Agenten.
Durch die iterative Optimierung von p kann eine Kurve der Fitness in Abhängigkeit der Zu-
fallswahrscheinlichkeit entwickelt werden. In Abb. 6.19(a) sind die Kurven der nach der An-
passung besten fünf FSMs (A bis E) für den Fall k = 256 dargestellt. Alle Kurven haben einen
ähnlichen Verlauf, aber unterschiedliche Minima. Im Vergleich mit den Kurven, die für die XY-
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Routing-Agenten entwickelt wurden, sieht man eine verbesserte Fitness und eine reduzierte
Zufallswahrscheinlichkeit (Abb. 6.19(b)). Dies gilt für alle 20 getesteten FSMs.
Im letzten Abschnitt wurde für bestimmte Fälle und nicht randomisierte Agenten festgestellt,
dass ein optimales Verhältnis von leeren Zellen zur Anzahl der Agenten zwischen 1 und 2
liegt. Weitere Simulationen mit der besten randomisierten FSM und je 1000 Welten der Grö-
ße (N + z)× (N + z) (z ∈ {1,2, . . . , 14}) mit 256 Agenten wurden durchgeführt. Die Start- und
Zielpositionen wurden zufällig gewählt. Für z = 10 ergab sich der beste durchschnittliche Fit-
nesswert ( f = 69,3). Das Verhältnis der leeren Zellen zu Agenten ist in diesem Fall 1,64. Das
passt zu den Ergebnissen aus Abschn. 6.3.1.
Ergebnisse. Randomisierte FSMs lassen sich mit GA gut evolvieren. Allerdings kann durch
nachträgliche Anpassung der Zufallswahrscheinlichkeit die Fitness noch gesteigert werden. Al-
ternativ könnte der GA so modifiziert werden, dass die Fitnessbewertung zuverlässiger wird,
indem schon während der Evolvierung mehrere Simulationen pro Lösungskandidat gemacht
werden. Allerdings würde dann der GA erheblich langsamer. Es besteht ein Zusammenhang
zwischen der Fitness und der Häufigkeit der zufälligen Entscheidungen der Agenten. Bessere
evolvierte Agenten benötigen tendenziell weniger zufällige Entscheidungen.
6.4 Weitere Experimente und Ergebnisse
In diesem Abschnitt werden weitere Ergebnisse von Untersuchungen, die im Rahmen der Er-
stellung dieser Arbeit stattgefunden haben, präsentiert. Auf die detaillierte Beschreibung der
Untersuchungen wird verzichtet.
6.4.1 Zyklischer Wrap-Around und Welten mit Rand im ATAC
In den Veröffentlichungen [EH08b] und [HE08] wird je ein Experiment beschrieben, in wel-
chem Agenten mittels eines Inselmodell-GA evolviert werden, um den ATAC in Welten mit
Wrap-Around und in Welten mit Rand zu lösen. Außerdem wurden die Lösungen der FSM-
kontrollierten Agenten mit Random Walkern verglichen. Die Random Walker sind Agenten, die
nicht durch eine FSM gesteuert sind, sondern in jeder Generation zufällig eine Entscheidung
treffen.
In [HE08] wurde die Grundvariante des ATAC gewählt. In [EH08b] wurden andere Kommu-
nikationssituationen verwendet (Abb. 6.20). Statt eine Mediatorzelle zu fordern, muss sich hier
ein Agent in der Frontzelle eines anderen Agenten befinden, damit letzterer die Information des
ersteren aufnehmen kann. Es kann also anders als bei der Grundvariante hier dazu kommen,
dass die Informationen nur in einer Richtung ausgetauscht werden.
Abb. 6.20.: Alternative Kommunikationssituationen im ATAC. Die Pfeile geben den Informations-
fluss an.
In beiden Experimenten haben die FSM-kontrollierten Agenten den ATAC wesentlich schneller
gelöst als die Random Walker. Bemerkenswert ist die Tatsache, dass wie auch in Abschn. 6.2.1
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festgestellt wurde, die Agenten in Welten mit Rand besser funktionieren als in Welten mit Wrap-
Around, aber die Random Walker gerade umgekehrt auf Welten mit Wrap-Around schneller
sind. Die Schlussfolgerung ist, dass der Rand für die sich zufällig bewegenden Agenten ein
Hindernis darstellt, das mögliche Kommunikationssituationen verhindert und im Fall der FSM-
kontrollierten Agenten eine hilfreiche Orientierung bietet.
Die Fitness während der Evolvierung wurde durch Simulation auf 10 Welten der Größe 33×33
(5 mit Rand, 5 mit Wrap-Around) bestimmt. Die so gefundenen besten 100 FSMs wurden dann
auf einem größeren Set von Welten mit unterschiedlichen Größen (je 20 von 1089×1, 363×3,
121 × 9, 99 × 11) simuliert, um deren Robustheit gegenüber Veränderungen der Weltgröße
festzustellen. Von den 100 FSMs waren alle in mindestens 37 der 80 neuen Welten erfolgreich.
Nur eine einzige konnte alle 80 lösen. Am schwierigsten zu lösen waren die Welten der Größe
1089× 1.
6.4.2 Gerichtete und ungerichtete Agenten im ARP
In diesem Abschnitt wird ein Experiment vorgestellt, bei dem es darum geht, die Effektivität von
gerichteten und ungerichteten Agenten im ARP in verschieden großen Welten zu vergleichen.
Diese Untersuchung wurde in [EH09b] beschrieben und ausgewertet. In dem Experiment wur-
den zwei Varianten des ARP untersucht und verglichen. Die eine (Fall A) ist die Grundvariante,
wie in Abschn. 4.3 beschrieben. Die andere Variante (Fall B) hat ungerichtete Agenten, d. h. es
fällt das Richtungsattribut weg und demzufolge auch die Aktionen, die die Richtung des Agen-
ten modifizieren. Stattdessen kann der Agent aus 24 Entscheidungsmöglichkeiten auswählen
(e ∈ {e0, . . . , e23}). Jede der Entscheidungen entspricht einer der 24 möglichen Permutationsrei-
henfolgen der vier Himmelsrichtungen. Diese wird vom Aktuator durch ein Aktionsmapping in
eine der fünf Aktionen a ∈ {N , E,S,W,C} umgewandelt, mit der Bedeutung, sich auf die Nach-
barzelle im Norden (N), im Osten (E), im Süden (S) oder im Westen (W ) zu bewegen oder auf
der momentanen Position zu verweilen (C). Der Aktuator bildet die Entscheidungen so ab, dass
diejenige Bewegung mit der höchsten Priorität, die keinen Konflikt auslöst, ausgewählt wird.
Das bedeutet auch, dass bei den ungerichteten Agenten die Prioritätenliste in der Zelle und die
Möglichkeit eines Swap wegfällt. Eine weitere Änderung ergibt sich für die Inputreduktionsta-
belle (Tab. 6.18), da die eigene Richtung dort ja nicht mehr einfließen kann. Stattdessen wird
das Zellfeld in neun Zonen eingeteilt, die absolut den Himmelsrichtungen zugeordnet werden
können (Abb. 6.21).
Tab. 6.18.: Inputreduktionstabelle für das ARP mit ungerichteten Agenten.
∆x <0 <0 <0 =0 =0 =0 >0 >0 >0
∆y <0 =0 >0 <0 =0 >0 <0 =0 >0
x r 0 1 2 3 4 5 6 7 8
Zum evolvieren der FSMs wurden neun verschiedene Sets von initialen Konfigurationen
verwendet. Alle bestehen aus initialen Konfigurationen mit 32 × 32 Zellen ohne Hindernis-
se und einem zusätzlichen Rand. Die Sets unterscheiden sich in der Anzahl der Agenten
k ∈ {1,2,4,8,16,32,64,128,256}. Die initialen Konfigurationen wurden entworfen, indem die
k Agenten zufällig platziert worden sind (im Fall A auch mit zufälliger Richtung) und deren
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Abb. 6.21.: Zielsegmente im ARP für ungerichtete Agenten.
Zielposition ebenfalls zufällig gewählt wurde. Eine Einschränkung dabei war, dass keine zwei
Zielpositionen identisch sind.
Jedes der neun Sets und jeder der zwei Fälle wurde separat mit einem Inselmodell-GA opti-
miert. Der Inselmodell-GA aus Abschn. 5.4.3 wurde hier verwendet, mit der Mutationstechnik
SG0,09, mit I = 3 Populationen mit je |P| = 100 Individuen und einer Elternquote von q = 0,1.
Die Migrationswahrscheinlichkeit betrug p = 0,02. Der GA arbeitet in Fall A auf einem Such-
raum von 2436 Kandidaten und in Fall B auf einem durch die hohe Anzahl der Outputs der FSM
deutlich größeren Suchraum von 14454 Kandidaten. Die Fitnessfunktion ist eine Dominanzrela-
tion, bei der folgende Größen in dieser Reihenfolge berücksichtigt werden:
1. Die Anzahl der Welten, in der die Agenten alle Ziele innerhalb von 10.000 Generationen
erreichen, d. h. die Anzahl der erfolgreich gelösten Welten E.
2. Die Summe
∑20
j=1
t¯ j der nicht erreichten Zielpositionen nach 10.000 Generationen.
3. Die mittlere Dauer G wie in Abschn. 6.1.1, die nur für E = 20 definiert ist.
Für komplett erfolgreiche Lösungen (die in jeder Welt alle Zielpositionen erreichen) ist die Fit-
ness äquivalent zur Anzahl der Generationen, die sie dafür benötigen. Zusätzlich zu den evol-
vierten Agenten wurden für beide Fälle auch MAS mit randomisierten Agenten simuliert, die
nicht FSM-kontrolliert sind, sondern sich immer in Richtung der Zielposition bewegen bzw. dre-
hen. Wenn es mehrere Möglichkeiten gibt, sich dem Ziel zu nähern, wird eine davon zufällig
ausgewählt. In einer Welt ohne Konflikte bewegen sich diese Agenten immer optimal, d. h. auf
kürzestem Weg.
Abb. 6.22 zeigt die Ergebnisse der besten gefundenen Lösungen und das theoretisch er-
reichbare Optimum, welches durch den Durchschnitt aller 20 maximalen Manhattan-Distanzen
zwischen Start- und Zielposition der Agenten gegeben ist. Die randomisierten ungerichteten
Agenten sind nur für Welten mit 8 oder weniger Agenten komplett erfolgreich, randomisierte
gerichtete Agenten und FSM-kontrollierte ungerichtete Agenten für Welten mit 16 oder weniger
Agenten. Nur die gerichteten FSM-kontrollierten Agenten können alle Welten lösen.
Bei den Agenten, die nicht erfolgreich waren, hat sich gezeigt, dass oft Deadlocks und Live-
locks die Ursache waren. Bei den FSM-kontrollierten Agenten liegt es am Verhalten, das die FSM
induziert. Bei den randomisierten Agenten liegt es daran, dass in einigen Fällen keine Auswahl
aus mehreren möglichen kürzesten Wegen besteht und sich mehrere Agenten dann gegenseitig
den Weg versperren.
Bei weiteren Tests zeigte sich außerdem, dass FSMs, die auf Welten mit vielen Agenten evol-
viert worden sind, ebenfalls auf Welten mit weniger Agenten erfolgreich sind, aber nicht so
schnell wie die darauf evolvierten FSMs. Umgekehrt gilt der Zusammenhang nicht. FSMs, die
für Welten mit wenigen Agenten optimiert worden sind, sind auf Welten mit vielen Agenten
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Abb. 6.22.: Fitness der gerichteten und ungerichteten Agenten nach Anzahl der Agenten imARP.
nicht erfolgreich. Sie sind offenbar nicht dafür geeignet mit Situationen, in denen sich Agenten
auf engem Raum stauen, umzugehen. In diesem Zusammenhang wurden einige Simulationen
auf per Hand erstellten Welten durchgeführt, um die Strategie der Agenten zu analysieren. Abb.
6.23 zeigt zwei Beispielsequenzen von evolvierten FSM-kontrollierten Agenten. Die schnellere
Strategie ist es, die Staus zu vermeiden, indem alle Agenten auf der gleichen Seite in Richtung
Ziel laufen, langsamer ist der direkte und kürzere Weg, weil sich in der Mitte des Zellfeldes viele
Konflikte ergeben.
Abb. 6.23.: Beispielsequenz von FSM-kontrollierten Agenten im ARP. (a) Stau vermeidende
Agenten, (b) den direkten kurzen Weg gehende Agenten. Die Zahlen links unten
zeigen die initiale Verteilung der Positionen der Agenten und deren Ziele an.
6.4.3 Veränderung der Topologie für das ARP
In einem Experiment, das in [EHD10] beschrieben ist, wird das ARP auf einer Zellstruktur mit
hexagonaler Topologie ausgeführt. Die Daten über die Qualität der Router (Agenten bzw. FSMs)
können mit Daten auf einer orthogonalen Topologie verglichen werden. Die Anordnung und Ver-
bindung der Zellen für beide Topologien ist in Abb. 6.24 für eine Weltgröße von 4× 4 Zellen
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dargestellt (auch bei der hexagonalen Topologie können zweidimensionale kartesische Koordi-
naten verwendet werden).
Abb. 6.24.: (a) Orthogonale und (b) hexagonale Verbindungsstruktur mit Wrap-Around.
Die Geschwindigkeit, mit der die Agenten ihr Ziel erreichen, hängt wesentlich davon ab, wel-
chen Durchmesser und welche mittlere Distanz die Netzwerke (Zellfelder) haben. Der Durch-
messer gibt die kürzeste Distanz zwischen den zwei am weitesten voneinander entfernten Kno-
ten (Zellen) an, die mittlere Distanz ist der Durchschnitt der Distanzen aller Paare von Knoten.
Sei eine zyklische Welt mit Wrap-Around der Größe N×N gegeben, wobei N zur Vereinfachung
der folgenden Formeln eine Zweierpotenz sei, dann ist in orthogonalen Topologien der Durch-
messer Do = N und die mittlere Distanz δo = N/2. Die Formeln für die hexagonale Topologie
sind etwas komplexer und ergeben approximiert: Dh ≈ 2N/3 bzw. δh ≈ (7N2 − 3)/(18N). Das
Verhältnis der Durchmesser ist Do/Dh ≈ 1,5 und das der mittleren Distanzen ist δo/δh ≈ 1,29.
Die Fitness der Agenten in erfolgreich gelösten Welten wird durch den langsamsten Agenten
definiert. Dies ist bei einer hohen Dichte sehr wahrscheinlich einer, der den Durchmesser oder
annähernd den Durchmesser bis zu seiner Zielposition zurücklegen muss. Bei einem Wechsel
der Topologie von orthogonal auf hexagonal unter Beibehaltung der gleichen Anzahl an Zellen
kann man also eine Verbesserung der Fitness um Faktor 1,5 erwarten.
Eine Umstellung auf eine hexagonale Topologie bedeutet aber auch höhere Kosten für die Ein-
richtung eines solchen Routers. Zum einen sind 1,5mal so viele Verbindungen notwendig, zum
Anderen müssen die Agenten angepasst werden. Aus neun möglichen Zielzonen werden zwölf.
Aus vier Richtungen werden sechs, dementsprechend mehr Drehaktionen etc. Der Aufwand für
diese Erweiterungen wird ebenfalls mit etwa Faktor 1,5 überschlagen.
In der Untersuchung stellte sich heraus, dass der Faktor, um den die Fitness bei gleichblei-
bender Komplexität der FSM verbessert werden konnte, in Abhängigkeit von der Größe der
Welt, der Dichte der Agenten darin und der Verwendung von randomisierten FSMs zwischen
1,18 und 1,91 betrug. Insbesondere für große Welten mit einer hohen Dichte von Agenten, war
dieser Faktor hoch.
6.4.4 Das Particle Alignment Problem
Ein weiteres MAS, das im CA-Modell aus dieser Arbeit definiert wurde, ist das Particle Alignment
Problem (PAP). Dieses stellt eine Erweiterung des in eindimensionalen CA mit zwei Zuständen
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nicht lösbaren Majority-Problems [LB95] dar. Die Agenten können dabei die Zellen in einer von
vier zur Verfügung stehenden Farben färben. Das globale Problem ist, erstens alle Zellen mit
der gleichen Farbe zu färben und zweitens dafür die Farbe zu wählen, in der in der initialen
Konfiguration die Mehrheit der Zellen gefärbt ist. Der Name Particle Alignment Problem rührt
daher, dass jede Farbe auch als Richtung (z. B. eines Partikels, das sich auf der Zelle befindet)
uminterpretiert werden kann. Dann wäre die Aufgabe der Agenten nicht eine Gleichfärbung,
sondern eine Gleichausrichtung aller Zellen bzw. Partikel.
Das Problem wurde in [EH09a] beschrieben und untersucht. Dabei stellte sich heraus, dass
die Einfärbung des gesamten Zellfeldes in irgendeiner Farbe für die Agenten zu bewältigen war,
nicht aber die Einfärbung in der richtigen Farbe. Darüber hinaus wurde teilweise ein oszillie-
rendes Verhalten des Systems beobachtet, d. h. die Farbe oder Ausrichtung des gesamten Feldes
wurde zyklisch gewechselt (Abb. 6.25). Das PAP wird in dieser Arbeit nicht weiter untersucht,
weil die Ergebnisse suggerieren, dass das Problem in dieser Variante nicht lösbar ist.
Abb. 6.25.: Beispielsequenz eines oszillierenden Verhaltens im PAP.
6.5 Kapitelzusammenfassung
Die Optimierungstechniken, die die Struktur der Kontrolleinheit der Agenten anpassen und An-
passungen der Agentenwelt wurden zusammen mit Genetischen Algorithmen für die Beispiel-
systeme CEP, ATAC und ARP eingesetzt und die Ergebnisse analysiert.
Im CEP konnte die Effizienz der Agenten durch Variation der Anzahl der Agenten gesteigert
werden. Die Verwendung von heterogenen Agententypen in einer Welt brachte nur bei geringer
Anzahl von Agenten einen Vorteil. Time-Shuffling war sehr effektiv, aber nur für TS-Perioden in
einem bestimmten Intervall.
Die Verwendung eines Randes lieferte für die Agenten im ATAC eine Orientierungshilfe. MAS
mit Time-Shuffling werden am besten gemeinsam optimiert. Die Erweiterung der Agentenfähig-
keiten ist zum Teil effektiv. Der GA ist dabei bis zur getesteten Komplexität zuverlässig. Aber
nicht alle Fähigkeiten bringen einen Vorteil (z. B. das Acknowledge-Signal beim ATAC).
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Durch Randomisierung der Entscheidung der Agenten konnten Deadlock-Situationen im ARP
aufgelöst werden. Der Durchsatz von Nachrichten kann durch die Anpassung der Größe der
Welt bzw. dem Verhältnis der Agentenanzahl und der freien Zellen gesteigert werden.
Der Genetische Algorithmus konnte mit unterschiedlichen Techniken und für verschiedene
Suchräume unterschiedlicher Größe erfolgreich eingesetzt werden. Auch der inkrementelle GA
lieferte akzeptable Lösungen.
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7 Zusammenfassung und Ausblick
Zusammenfassung. Die Ziele dieser Arbeit waren:
• Der Entwurf eines Modells zur Beschreibung von Multiagentensystemen im Zellularen
Automaten, welches die Einbindung von beliebigen Strukturen zur Programmierung des
Agentenverhaltens erlaubt.
• Die Entwicklung/Wahl eines geeigneten heuristischen Verfahrens (in Kombination mit ei-
ner geeigneten strukturellen Beschreibung für das Agentenverhalten), um das Agenten-
verhalten zu optimieren, sowie die Entwicklung von Techniken zur (problemspezifischen)
Anpassung der Struktur des Agentenverhaltens.
Unter Berücksichtigung diverser Vorarbeiten wurde ein allgemeines Modell für Multiagenten-
systeme in Zellularen Automaten entworfen. Dieses Modell erlaubt eine beliebige Implemen-
tierung einer Kontrollfunktion für das Agentenverhalten. Für die Konfliktauflösung zwischen
sich bewegenden Agenten und die Ermöglichung von Modifikationen auf Nachbarzellen wer-
den erweiterte Nachbarschaften und konsistente Regeln verwendet, die einen Schreibzugriff
emulieren. Durch diese Emulation können auch interzellulare Bewegungen von Agenten, oder
Objekten allgmein, realisiert werden. Das erste Ziel wurde damit erreicht.
Das Modell wurde verwendet, um drei Beispielsysteme (Creatures’ Exploration Problem,
All-to-All Communication Task und Agent Routing Problem) und einige Varianten davon zu
implementieren. Dabei wurden die Kontrollfunktionen der Agenten mit endlichen Zustands-
automaten implementiert. Um die Komplexität der Struktur der Zellen, also deren Bedarf an
Hardware-Ressourcen, gering zu halten, wurde das allgemeine Modell für jedes der Beispiel-
systeme manuell optimiert, indem redundante oder ungenutzte Ressourcen weggelassen oder
zusammengefasst wurden. Die Beispiele sind eine Bestätigung für die Einsetzbarkeit und Flexi-
bilität des Modells.
Die globalen Zielvorgaben für die Agenten können stark variieren und die Wahl einer Me-
thode zur Verhaltensoptimierung einschränken. In dieser Arbeit sind Maßnahmen zur Optimie-
rung durch Veränderung der Agentenwelt und Techniken zur Optimierung durch Anpassung der
Struktur der Kontrolleinheit eines Agenten vorgestellt worden. Der Inhalt der Kontrollfunktion
der Agenten wurde mit einem Genetischen Algorithmus optimiert.
Die Effektivität des Genetischen Algorithmus zeigt sich in verschiedenen Anwendungsbeispie-
len und Konfigurationen. Es lässt sich daraus schließen, dass der Genetische Algorithmus zu-
verlässig ist. Die Zuverlässigkeit wurde im Beispiel des Creatures’ Exploration Problem auch
gegenüber eines bekannten Optimums verifiziert, auch bei verschiedenen Variationen der Pa-
rameter. Die Größe des Suchraums war dabei begrenzt. Ob der Genetische Algorithmus auch
bei deutlich komplexeren Kontrollfunktionen effektiv ist, wurde nicht getestet. Gegenüber der
kompletten Suche des gesamten Suchraums ist der Genetische Algorithmus jedoch eine deut-
liche Verbesserung. Damit wurde ein geeignetes heuristisches Verfahren (bezogen auf endliche
Zustandsautomaten) gefunden.
Zur problemspezifischen Anpassung der Agentenstruktur wurden mehrere Techniken entwi-
ckelt. Randomisierte FSMs können eingesetzt werden, wenn die Zielvorgabe der Agenten so
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gestaltet ist, dass ohne Zufallskomponente Deadlocks oder Livelocks unvermeidlich oder zu-
mindest wahrscheinlich sind. Die Time-Shuffling-Technik und die Verwendung von heterogenen
Agententypen können für Problemstellungen eingesetzt werden, in denen jeweils für unter-
schiedliche Teilprobleme unterschiedliche Strategien (Verhaltensmuster) sinnvoll sind. Hier ist
allerdings eine richtige Auswahl der einzelnen zu kombinierenden FSMs (und damit die durch
die FSMs induzierten Strategien) notwendig. Die besten Ergebnisse konnten mit Kombinationen
von FSMs erzielt werden, die für sich alleine die Probleme oder Teilprobleme nicht gut gelöst
werden.
Komplexe Verhaltensmuster können schon mit relativ wenigen (zwischen fünf und acht) Zu-
ständen der endlichen Automaten erzeugt werden. Diese können mit dem Genetischen Algorith-
mus gut evolviert werden. Der Genetische Algorithmus kann teilweise ein Verhalten evolvieren,
das im Nachhinein Sinn ergibt, aber dessen Semantik im Vorhinein sehr schwierig von Hand
zu entwickeln gewesen wäre (z. B. synchronisierendes Verhalten oder die Bildung von Straßen
mit Flags). Die Erweiterung der Agentenfähigkeiten erhöht die Komplexität der Agenten und den
Suchraum für den Genetischen Algorithmus exponentiell. Dennoch ist der Genetische Algorith-
mus auch hier im getesteten Rahmen zuverlässig und findet bessere Lösungen.
Einige der vorgeschlagenen Techniken waren auf den getesteten Agentenwelten effektiv. Diese
Effektivität kann aber nicht immer verallgemeinert werden. Beim Time-Shuffling zum Beispiel
hängt die Effektivität von mehreren Parametern, wie der Time-Shuffle-Periode und der Anzahl
der Agenten in der Agentenwelt, ab, aber auch von der Optimierungsmethode und letztlich dem
globalen Ziel (der Beispielanwendung) der Agenten.
Ausblick. Einige Fragen bezüglich der Optimierung des Agentenverhaltens sind offen geblie-
ben. Es wurde im Wesentlichen nur der Genetische Algorithmus angewendet. Es wurde gezeigt,
dass andere Verfahren, wie Genetische Programmierung, Q-Learning, Ant Colony Optimizati-
on und weitere, grundsätzlich anwendbar sind. Weitere Tests könnten nun klären, ob diese
ebenfalls akzeptable oder sogar bessere Ergebnisse liefern.
Die Komplexität der Struktur der Kontrolleinheit der Agenten wurde in dieser Arbeit durch
die Beschränkung der Inputs, Outputs und Kontrollzustände relativ klein gehalten. Eine Frage,
die in zukünftigen Arbeiten beantwortet werden könnte, ist, ob die Optimierungstechniken und
heuristischen Verfahren auch bei deutlich komplexeren Agenten akzeptable Ergebnisse liefern.
Eine Erhöhung der Komplexität kann auch dadurch hergestellt werden, dass der Bereich der
Kontrolleinheit, der heuristisch optimiert wird, vergrößert wird. So kann z. B. eine Inputreduk-
tion in das Genom integriert werden.
Für das Modell für Multiagentensysteme in Zellularen Automaten sind ebenfalls Erweiterun-
gen denkbar. Teilweise bereits eingesetzt wird z. B. das Modell des Globalen Zellularen Auto-
maten, das dasjenige des Zellularen Automaten um dynamische und globale Nachbarschaften
erweitert. Die Anwendbarkeit und Effektivität der Optimierungstechniken und heuristischen
Verfahren könnten auch im Globalen Zellularen Automaten untersucht werden.
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A Quellcodes
List. A.1 ist die Verilog-HDL-Beschreibung einer Zelle im Creatures’ Exploration Problem (Ab-
schn. 4.1). Mit einem geeigneten Programm kann dieser Code für bestimmte Bausteine (Field
Programmable Gate Arrays) synthetisiert werden. Die so entstehende Hardware kann von der
in Abb. 4.2 dargestellten abweichen.
Das Listing enthält zwei Module: FSMtable und CEPcell. Letzteres verwendet das andere Mo-
dul in einer Instanz und stellt die gesamte Zellstruktur dar. Es bekommt die Zellzustände der
Nachbarn und ein Taktsignal als Inputs. Mit mehreren case- und assign-Anweisungen wird die
kombinatorische Logik realisiert. Die Zuweisungen der neuen Zustände ist an den Takt gebun-
den. Für die Zuweisungen und Vergleiche der Zellypen, Richtungen und Entscheidungen wer-
den Parameter verwendet. Weder die Zustände der Zelle noch die Tabelle der FSM sind im
Programmcode initialisiert.
Eine Synthese mit Altera Quartus II 8.1 ergibt die Nutzung von 27 Logikelementen (Adapti-
ve Lookup Tables). Für ein ganzes Zellulares Feld muss diese Anzahl vervielfacht werden und
zusätzlich der Aufwand für die Verdrahtung der Nachbarzellen hinzugerechnet werden.
List. A.1: Beschreibung der Hardware für eine Zelle im CEP in Verilog
1 module CEPcell (t_n, t_s, t_e, t_w, t_nn, t_ne, t_nw, t_se, t_sw, t_ss, t_ee,
t_ww, d_n, d_s, d_e, d_w, d_nn, d_ne, d_nw, d_se, d_sw, d_ss, d_ee, d_ww
, s_n, s_s, s_e, s_w, clk);
2
3 parameter N=2’d0, E=2’d1, S=2’d2, W=2’d3;
4 parameter Leer=2’d0, Creature=2’d1, Hindernis=2’d2;
5 parameter L=1’b0, R=1’b1;
6
7 input clk;
8 input[1:0] t_n, t_s, t_e, t_w, t_nn, t_ne, t_nw, t_se, t_sw, t_ss, t_ee, t_ww
, d_n, d_s, d_e, d_w, d_nn, d_ne, d_nw, d_se, d_sw, d_ss, d_ee, d_ww;
9 input[2:0] s_n, s_s, s_e, s_w;
10 reg[2:0] s;
11 reg [1:0] t_f, d_1, d_2, d_3, d_4, t_1, t_2, t_3, t_4, d_new, t, d;
12 wire [1:0] t_new, h_mL, dMUX ;
13 wire [2:0] s_new, sMUX ;
14 wire h_S_out, h_E_out, h_N_out, h_W_out, h_1_out, h_2_out, h_3_out, h_4_out,
m, m_L, e;
15
16 FSMtable fsm(.s_in(sMUX ), .m(m), .s_out(s_new), .e(e));
17
18 always@*
19 begin
20 case (d)
21 N: begin t_f = t_n; t_1 = t_nn; d_1 = d_nn; t_2 = t_ne; d_2 = d_ne; t_3 =
t_nw; d_3 = d_nw; t_4 = Leer; d_4 = N; end
22 E: begin t_f = t_e; t_1 = t_ne; d_1 = d_ne; t_2 = t_ee; d_2 = d_ee; t_3 =
Leer; d_3 = E; t_4 = t_se; d_4 = d_se; end
23 S: begin t_f = t_s; t_1 = Leer; d_1 = S; t_2 = t_se; d_2 = d_se; t_3 = t_sw
; d_3 = d_sw; t_4 = t_ss; d_4 = d_ss; end
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24 W: begin t_f = t_w; t_1 = t_nw; d_1 = d_nw; t_2 = Leer; d_2 = W; t_3 = t_ww
; d_3 = d_ww; t_4 = t_sw; d_4 = d_sw; end
25 endcase
26 case (e)
27 L: begin d_new = (dMUX + 3); end
28 R: begin d_new = (dMUX + 1); end
29 endcase
30 end
31
32 assign h_W_out = (W==d_e) & (t_e==Creature);
33 assign h_N_out = (N==d_s) & (t_s==Creature);
34 assign h_E_out = (E==d_w) & (t_w==Creature);
35 assign h_S_out = (S==d_n) & (t_n==Creature);
36 assign h_1_out = (S==d_1) & (t_1==Creature);
37 assign h_2_out = (W==d_2) & (t_2==Creature);
38 assign h_3_out = (E==d_3) & (t_3==Creature);
39 assign h_4_out = (N==d_4) & (t_4==Creature);
40 assign h_mC = ~(h_S_out|h_E_out|h_N_out|h_W_out);
41 assign h_mL = h_S_out+h_E_out+h_N_out+h_W_out;
42 assign m_L = h_mL==1’b1 & t==Leer;
43 assign mC = h_mC & t_f==Leer;
44 assign m = (t==Creature)? mC : m_L;
45 assign t_new = (t==Hindernis)? Hindernis : ((t==Creature)? (m? Leer :
Creature) : (m? Creature : Leer) );
46 assign dMUX = (h_W_out & m_L)? d_w : ((h_N_out & m_L)? d_n : ((h_E_out & m_L)
? d_e : ((h_S_out & m_L)? d_s : (d))));
47 assign sMUX = (h_W_out & m_L)? s_w : ((h_N_out & m_L)? s_n : ((h_E_out & m_L)
? s_e : ((h_S_out & m_L)? s_s : (s))));
48
49 always @(posedge clk)
50 begin t ⇐ t_new; d ⇐ d_new; s ⇐ s_new; end
51 endmodule
52
53
54 module FSMtable(s_in,m,s_out,e);
55 input[2:0] s_in;
56 input m;
57 output[2:0] s_out;
58 output e;
59 reg[2:0] tabelle_s [15:0];
60 reg tabelle_e [15:0];
61 assign s_out = tabelle_s[{s_in, m}];
62 assign e = tabelle_e[{s_in, m}];
63 endmodule
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B Initiale Konfigurationen
Abb. B.1.: 26 initiale Konfigurationen des CEP mit je einem Agenten - Teil 1 (wie in [Hal08]).
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Abb. B.2.: 26 initiale Konfigurationen des CEP mit je einem Agenten - Teil 2 (wie in [Hal08]).
166 B. Initiale Konfigurationen
Abb. B.3.: 12 initiale Konfigurationen mit 33×33 Zellen (Rand unberücksichtigt), 960 freien Zel-
len sowie 129 Hindernissen und einem Agenten für die Experimente in Abschn. 6.1.
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Abb. B.4.: Verteilung der 1, 2, 4, 8, 12, 16, 28, 32, 60 bis 64 Agenten auf den initialen Konfigura-
tionen mit 33× 33 Zellen (Rand unberücksichtigt) für die Experimente in Abschn. 6.1
(vgl. [Hal08]). Die Hindernisse sind nicht dargestellt.
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Abb. B.5.: 10 initiale Konfigurationen mit Rand und 33× 33 Zellen (Rand unberücksichtigt) und
16 Agenten für die Experimente in Abschn. 6.2.1.
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Abb. B.6.: 10 initiale Konfigurationen mit 33 × 33 Zellen ohne Rand und 16 Agenten für die
Experimente in Abschn. 6.2.1.
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C Listen interessanter evolvierter FSMs
In diesem Kapitel werden interessante evolvierte Automaten aufgelistet, die aus den Untersu-
chungen aus Kap. 5 und Kap. 6 hervorgegangen sind und mit denen sich die dort präsentierten
Fitnessbewertungen nachvollziehen lassen.
Tab. C.1 enthält die 21 FSMs mit fünf Zuständen aus der Untersuchung aus Abschn. 5.4, die
einen Fitnesswert von f > 6000 aufweisen.
Tab. C.1.: Die 21 erfolgreichsten FSMsmit fünf Zuständen aus der Untersuchung aus Abschn. 5.4,
die einen Fitnesswert von f > 6000 aufweisen.
Genom f
1/L 3/R 0/R 0/L 2/R - 2/L 1/R 0/R 4/R 3/L 6140
1/L 3/L 3/R 4/R 2/L - 2/R 3/L 0/L 1/R 4/L 6100
1/L 3/R 3/R 0/L 2/R - 2/L 1/R 0/R 4/R 3/L 6084
1/L 3/L 4/R 2/R 0/L - 2/L 2/R 0/R 4/L 3/R 6084
1/L 3/R 1/L 0/L 2/R - 2/L 1/R 0/R 4/R 3/L 6073
1/R 3/L 1/R 2/R 0/L - 2/L 1/L 0/R 4/L 3/R 6072
0/R 2/R 3/L 1/R 0/L - 1/L 0/R 2/L 4/L 3/R 6072
1/L 2/R 3/L 1/R 0/L - 1/L 0/R 2/L 4/L 3/R 6072
1/L 2/R 4/R 0/L 1/L - 2/L 3/L 0/R 1/R 4/L 6072
1/L 3/R 2/L 0/L 2/R - 2/L 1/R 0/R 4/R 3/L 6062
1/L 1/R 3/R 4/R 2/L - 2/R 3/L 0/L 1/R 4/L 6061
1/R 3/L 0/L 0/R 2/L - 2/R 1/L 0/L 4/L 3/R 6059
1/R 2/L 3/R 1/L 0/R - 1/R 0/L 2/R 4/R 3/L 6044
1/L 2/R 4/R 0/L 3/R - 2/L 3/L 0/R 1/R 0/L 6041
1/R 3/R 3/L 4/L 2/R - 2/L 3/R 0/R 1/L 4/R 6035
1/L 2/L 3/R 4/R 2/L - 2/R 3/L 0/L 1/R 4/L 6023
1/L 3/R 4/R 2/L 3/R - 2/R 4/L 0/L 3/L 1/R 6021
1/L 3/L 4/R 0/R 0/R - 2/R 4/L 0/L 3/R 1/R 6012
1/L 3/L 4/R 0/R 1/R - 2/R 4/L 0/L 3/R 1/R 6012
1/L 3/L 4/R 0/R 3/L - 2/R 4/L 0/L 3/R 1/R 6012
1/L 3/L 4/R 0/R 4/L - 2/R 4/L 0/L 3/R 1/R 6012
Tab. C.2 enthält die elf FSMs mit fünf Zuständen aus der Untersuchung aus Abschn. 5.4.3, die
alle fünf Welten lösen können.
Die Tabellen C.3 bis C.8 zeigen die jeweils besten evolvierten Systeme und deren Fitness
von jedem der 30 Durchläufe des GA für jeweils einen der evolvierten Typen Z , X YT , UVT -u,
UVT -m, UT VT -u oder UT VT -m aus Abschn. 6.2.1 an. Aus Platzgründen sind hier im Genom die
Schrägstriche weggelassen. Aus den hier angegebenen Fitnesswerten ergibt sich die Verteilung,
die in Abb. 6.4 dargestellt ist.
Tab. C.9 beinhaltet die für jede Entscheidungsmenge aus der Untersuchung in Abschn. 6.2.2
beste FSM, die in irgendeinem der 30 Durchläufe des GA gefunden wurde. Die Reihenfolge
der aus sechs Zustandsübergangspaaren bestehenden Teile des Genoms (mit Bindestrich oder
Zeilenumbruch getrennt) ergibt sich aus der Reihenfolge der Inputkombinationen, bestehend
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Tab. C.2.: Die elf FSMs mit fünf Zuständen, die alle fünf Welten aus der Untersuchung aus Ab-
schn. 5.4.3 lösen können.
Genom f
1/L 3/L 2/R 0/L 4/R - 2/L 0/R 4/L 3/R 1/R 3284
1/R 3/R 2/L 0/R 4/L - 2/R 0/L 4/R 3/L 1/L 3566
0/L 1/L 3/R 4/R 2/R - 1/R 2/L 4/L 3/L 0/R 3857
0/R 1/R 3/L 4/L 2/L - 1/L 2/R 4/R 3/R 0/L 4352
1/L 2/L 0/L 3/R 4/R - 2/R 1/R 3/L 4/L 0/R 4920
1/R 2/R 0/R 3/L 4/L - 2/L 1/L 3/R 4/R 0/L 5154
0/R 2/L 1/L 3/L 4/R - 1/R 3/R 2/R 4/L 0/L 5462
1/L 0/L 2/R 3/R 4/L - 2/L 1/R 3/L 4/R 0/R 5891
1/L 0/L 3/R 2/R 4/L - 2/L 1/R 3/L 4/R 0/R 5974
0/R 2/L 3/L 1/L 4/R - 1/R 0/L 2/R 4/L 3/R 6270
0/L 2/R 3/R 1/R 4/L - 1/L 0/R 2/L 4/R 3/L 6445
aus dem Wert des Flags F und dem Konfliktanzeiger m. Zuerst sind die Übergänge für (F =
0,m = 0), dann (F = 0,m = 1), dann (F = 1,m = 0) und schließlich (F = 1,m = 1) angegeben.
In den Fällen U und V fallen die letzten beiden Teile des Genoms weg, da kein Flag gesetzt
werden kann.
Tab. C.3.: Die jeweils beste evolvierte FSM vom Typ Z aus jedem der 30 Durchläufe des GA für
das Experiment aus Abschn. 6.2.1.
Genom f Genom f
3L4R3L4R0R2R-3R4L1L5L0R2R 605,6 1R1R3L3L2L5R-5L4L3R1L0R2R 608,6
4R4R2R5R3L1R-5L2L0R1R3R4L 643,4 1R1R2R4L5L5L-2L3L4R0R5R1L 608,6
5L1R1R3L2R5L-3R5R1L2L0L4R 608,6 2R4L2R1L4L5R-5L4R3L0R2L1R 608,6
1R4L2L4L2L4L-3L4R5L1L2R0R 654,4 2L0R2L0R3L5L-2R5R4R0L1L3L 651,6
5L1L2R4R2R5L-1R4L5R0L2L3R 608,6 5R3L2L2L4R5R-4L0R5L2R3R1L 608,6
2L1R1R1R5R5R-2R4L1L5L3R0R 638,1 1R2L2L2L5L5L-1L2R4R5R3L0L 638,1
2L1L5R2L3L4L-4R0L5L1R2R3L 643,4 5L4L1L3L5L2R-1R5R4L0L3R2L 643,4
5R4L2L3R2L5R-3L0R5L4R2R1L 608,6 5R2L2L3R1L5R-3L2R5L1R0R4L 608,6
3R5L5L2R2L3L-4L5R0L2R1R3L 629,0 4R1L0L1L4R0L-5L2R3L0R1R4L 647,3
4R0L1R0L1L2L-2L5L1R0R3R4L 630,8 1R1R2L3R2L4L-3L5L1L4R2R0R 608,6
4R2R0L1L2L0L-1L2R3L4L5R0R 630,8 5R1L3L3L1L1L-5L2R4L0L3R1R 638,1
2R4R1L1R2R0R-3R4R1R5L0L2L 650,8 2R4L2R3R4L1L-3L4R5L1R2L0R 608,6
3R5L2R3R4L4L-2L0R5R1L3L4R 608,6 2R3L5L3L5L5L-2L4L5R0L3R1R 638,1
1R2L0L5L2L1R-1L3R0L5L2R4R 605,6 2R4L4L5L4L5L-2L5R4R1L3R0L 638,1
2R1R2R5L3L5L-1L3R4L5R0R2L 608,6 3R1R2L3R5L2L-1L5R3L4L0R2R 608,6
Die beste evolvierte Kombination aus Bewegungs-FSM und Flag-FSM aus dem zweiten Experi-
ment in Abschn. 6.2.2 ist für den Fall A in Tab. C.10 (Bewegungs-FSM) und Tab. C.11 (Flag-FSM)
angegeben. Der Fitnesswert, den diese Kombination erreicht, ist f = 168,4.
Tab. C.12 zeigt spaltenweise die vier evolvierten FSMs, die alle Ranking Sets aus dem Expe-
riment, das in Abschn. 6.3.1 beschrieben wird, komplett erfolgreich lösen konnten. Aus Platz-
gründen sind die Schrägstriche in den Genomen weggelassen worden.
Tab. C.13 zeigt die nach Anpassung beste FSM für den Fall mit 256 Agenten des Experiments
aus Abschn. 6.3.2. Die nach Anpassung optimale Zufallswahrscheinlichkeit liegt bei 1,8%.
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Tab. C.4.: Das jeweils beste evolvierte System vom Typ X YT aus jedem der 30 Durchläufe des GA
für das Experiment aus Abschn. 6.2.1.
Genom (X und Y ) T f Genom (X und Y ) T f
3R2R4L2R5L4L-3R0L1L5R0R3L
377 497,3
3R4L1R1L5L3R-2L2R5R0L5L4R
146 587,4
2L3L1R4L1R3L-2L0R5R4L1L3R 3R0L2L4R3R3R-1L5R3L4L0R2R
4R0L1R5L2R3R-4R2L1R5R3R2L
407 521,0
1R0L5R0L2L3R-1R4R4R4L2L2L
92 553,9
4L3L2R0L5R1R-5L3R1L0R2L4R 0L4R2R1R5L5L-2L0R4L1L5R3R
2R3R1L3R3R2R-5L0R1R2L3L4R
245 587,5
3R1L5R3R0L0L-3L0R5R2L1R4L
257 569,4
5R4R1R1L5R3R-1R2R5R5L1R3R 5L4R1L5R3R1L-5L2R0R5R3L3L
5L2L3R4R1L1L-2L4R3L5R0L3L
187 558,1
3R2R2R3R2R0R-3R2L0L5L1R4R
261 568,5
4L3L4L3L4L4L-3R0L5L2L1R4R 3L0L1R0L3R0R-3R4L3R2L5L2R
1L4R0R0L3R1R-2L4R0R5R3R2L
418 574,0
5L5L1R3R5R5L-1L5R3L4R0L2R
300 586,2
4R1R3R5L0R5L-3L4L0L5R2R1R 3R4R1R1L5L2L-2L3R1L1L0L4L
2R2R5L4R4R4R-1L3R5R4L2L0R
245 587,5
5R2R0R1L5L1L-5R3R0L4R2R0L
271 578,9
4R2R4R1R5R1L-1R3R1R4R5R4L 4L1R2R2R3L1R-3R4R1L5R0L2L
1R2L4R2R5L1L-3L2L1R5R0L1R
16 593,4
2R0L2R3L0L1R-2L4L5L0R3R1R
112 577,1
4L3R2R3R5L2R-5R2L3L4R0L1R 5R5R1L1L2L4R-2R3R0L4R5R0L
4R2L4R1L3L3R-5L2L1R5R0L2R
106 567,2
2L1L2L1L2L2L-1R5L3R0L2R4L
16 579,5
0L2R2R2R5L1L-5R0L3R1R2L4L 2L3R4R1R3L4R-5R5L4R4L2L4L
2R3R2R0L4L0L-2L3R1L5L0R4R
257 569,4
4L3R3L0R3R5L-2L3L4R5R1R0L
251 580,1
1L2L4R2L5R1R-1L5L3R0R5L1R 4L2L5L1R1R4R-4L3L0R5L0R2L
1R5R0L0L3R2R-1R4R5L0R2L2R
364 560,2
3R4R3R5L4R4R-2L4L1R5R3L0R
245 587,5
5L0L2R4R1L3R-3L0R4L5R1R2L 5R0R0R1L1R3R-1R4R3L5L5R3R
3L3L5L3L3L5L-5R4L0L2R3R1L
16 579,5
5R0L3R2L1R4R-5R4L4L2R1R3R
395 534,5
5L4L1R4R3R1R-2R5L1L2L1L1R 1L4L0L1L4L2R-2L5R4R1R3L0L
3L4L1L2R3R2R-3L0R5L0R1L4L
379 580,2
2R3R2R0L0L5L-2L3R1L4L5R0R
215 573,8
1R1R5L4R2L2L-1L3L0R5R2R4L 3L3R0L5R1L2L-3L3L5L0R1L4L
3R4L5R2R1R0L-3R4R5R1R2L2L
392 518,9
4R4L3L4R1L1R-5R4L3L2R3R1L
18 597,8
5L2L4L2L3R3R-5L2R4L0R3L1R 3R4L3L0R3R3R-1L4R0L2R5R3L
1R2R5L5R2R0L-4R0R5R5R2R3L
301 573,7
5L3L5R0L0R1R-5L4L3L0L2L0R
391 557,7
2R1L1L1L5L5L-4L5R0R2L1R3L 4R5L5L2R0R5L-3R0L5R4L2L1R
1R2R4R5R0L3L-1R5R4R2L2L3R
387 526,9
5L1R3R1L2L4R-3L4L0R5R2R1L
264 566,6
4R4R4L4R0R1L-5L3R0L4L2R1R 4L3L1R5R3R0L-1R3L4L1R0L2L
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Tab. C.5.: Das jeweils beste gemeinsam evolvierte System vom Typ UVT -u aus jedem der 30
Durchläufe des GA für das Experiment aus Abschn. 6.2.1.
Genom (U und V ) T f Genom (U und V ) T f
3L0R0R5R3R1L-2L4L0R0R5R3L
18 411,4
5L2R1L4R4R3R-1L2R1L3L1R2R
18 424,2
0R4R3L5R2L4L-1R0L4L4R1R4L 5L0R1L0R3R2L-4R5L0L4R3L4L
3R1R0R0L5R5R-3R4L3L0L0L4R
18 415
2R4R3L5L2L3R-5L5L1R5L5L3R
19 445,6
2R4L3R3R3R3R-1R5L4L5R5L3L 4R3L2R3L1L5L-4R5L5R5L1R2L
5R2R2R4R4R3L-2R2L1R4L4R1L
22 423,9
5L5R3R3L0R0R-5L5R4L3R2R0R
19 450,8
3R5L4L1L0R2R-3R3R5L0L2R0R 5L1L4L3R0R2L-2L3L4L1R1L3L
3L1L0L1L4R0R-5L4L0R2L1R1L
18 443,6
2L3L0R5L4R2R-2L2L0R4L4R2R
18 446,2
4R3R5R1L0R0R-2R3R1R1L2L1L 4L2L2L2R0L1R-3L2R1L4L5R1L
1R2R1L5R3R2L-4R3R5R5R3L3L
48 405,2
1R3R5R2L4R3L-1L4L4L5R2R2R
18 444,4
1R0R0R5L3L5L-1R4R1L2R1L1R 3L0L0R0R3R5R-3L4L1L0R2L4R
1R0R0R3R3R3R-1L2L4L5R5L3L
18 445,6
3R2R2L1R4R0L-4L0L5R4L3R3R
41 450,2
3R3L0R0L2R1L-3R2L2R0L5R4L 5L5R4L0R5R4L-3L2L3R0R3R4L
3L5L0R0R3R1R-3L5L2R0R1R2L
18 420,5
2R1L0L4L3R0L-4L3R5R4L3R4L
18 412,4
4R5R1R2L0R3L-5R2R4L0L2R4L 0R5R1R4L3L2R-5R3L5R4R2L0L
5R5L1R4R0R5R-5L0L1R4L5R0R
18 455,8
1L0R3L5R1L4R-1L0R1R0R0L4L
18 420,5
3R4L5L2R1R3L-3L4L5L4L1R0L 5R2L3L4R1R0R-1R5L0L5L3R3R
0R5L0R4L2R3L-1R0L3R4L5R0L
19 449,5
1R1L4R2L1R5R-3L5L2L5L0L1R
37 445,5
4R3R1R1R5L3R-2R4L1L5L5L4R 5L4R3R2L3L4L-3R4R1R4R1L5R
4L4L3L1L1R5R-4L4L0L5R0R2R
18 440,4
4R5R2R2R0R1R-5R3R5R2L2L0L
18 447,8
3R4L3R0R2L1R-5R5R0R5R1L3L 5L1R4L2L0L0R-5L0R3L4R2L0R
3R3L0R1R0R4L-4L3L5L1R1R2L
18 432,2
0L3R4R1R3R2L-1L0R5L2R1R0R
41 442,4
2R2R5R3R4R3L-5R4L1R5L1R4L 3L4L4R5L0L1L-3L3R4R2R2L4L
4R2R4R1L0R3L-5R0L5L5L0R0L
19 469,2
1L0L0R4L3R0R-5L0R1R4L0R0R
40 409
2L2R4L5R0R3L-5L0L2R5R1R3L 5R3L2L4R3L0R-1L3L1R1R0L2L
3L3R0R0R2L0L-3L3L0R0R5R4R
18 420,5
2R3R5L5R1L2R-3R2R5L5R0L2R
18 398
2R4R0R1L5R3L-5R2L1R0L1R2L 0L2L0L2L2R4L-5L4R3L1L5L0R
2R2R5L5R2L2R-3R2R5L5R5L2R
18 398
4L0R1L2R0R1L-4L5L2L1R0R3R
18 423,8
0L3L1R5R5L0L-1L0R3R1L2L4L 1R0R5R4L4R2R-3R5R5R1L0L1L
5L1L0L2L1R3R-2L2L0R4R1R1R
18 427,8
4L1L5R2L0R3R-4L3R0R5R0R1R
19 450,8
5R4L3L5R1R0L-2R4L4L1L1R3L 3L1R2L4L5L0R-4L2R1L1L5L2L
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Tab. C.6.: Das jeweils beste gemeinsam evolvierte System vom Typ UVT -m aus jedem der 30
Durchläufe des GA für das Experiment aus Abschn. 6.2.1.
Genom (U und V ) T f Genom (U und V ) T f
2R4R4R1L1L0L-5R3L0L1R5L0L
40 411,8
5R1R3L3R3R0L-5R3R0R3R3R0L
48 411
3L2L1L5L2L2R-4R3R4L1L2R0R 5L4R4R2L3L4R-2L2L0R1R2R1R
2R5R0R4L3L1R-4R2R5L4L0L4R
40 407,6
1R0L0L5R3L4R-1R0L2R4L4L3L
38 397,2
3L4R5R1R2R1R-3L4R4R0R0L3L 0L5R5L4L5L4L-4R3R1L1L2R4L
1L5L0L1R4L3R-4R0L4L2L0L0L
44 464,4
1L4L4R0L2R1L-2L3R0R2L2R1L
38 437,4
3R2L0R4L3R0L-3R2L1R1L2R1L 4R0R3L5R0L1R-4R5L0L1L0L0L
2R5L5L3R4R2L-1R0L3L1R3L4R
38 440
5R4L1R4L4L0L-5R2L1L3R5R0L
38 411,4
3L4L5L0R2L0L-3L0R4R0R0L3R 2L4L3L1L0L2R-5L3L5L0R3R2R
4R1R2L1R1L3L-5R2R1L1R0R2L
41 442,2
4R5L5L4R3L0L-2R0R3L4R3L1R
38 436,2
1L4R0R4L3R2L-1L0R3R0L5R0L 3L3L5L4L5R4R-1R3R3L1L0R2L
1R0R5R2R0L1R-4R3L4R4R0L4L
38 426
4L1R2R1R3L3R-5L0L0R2L0L0R
48 414,2
2L4L4R4R1R1R-2L0L0R0R3L5R 1R3L4R2L2L2L-1R0L0R1R2L0L
2R0R0L0L0L0R-2R2L0L5L1L1R
38 424,8
2L2L5L0R1R4L-3L4L5L0R0L3R
42 377,6
4L1L3R2R2L0R-5L5L4L0L1R0R 0R5L3R4R3R1L-5L2R4L4R5R4L
1R3R0R4L3R0L-5R0L1L5L2L0L
42 432,8
4L5R1R2R0L1R-3R4R4R1L1L2L
42 382,6
3L4L0L1L0L4R-2L2L0R2R4R5R 2L0R5L5L1R3R-1L0R0R4L4L1R
5R1R0R2L2L3L-5R5L0R2L2R0L
46 427,4
4L5L5L0R0R2L-4L5R1R3L0R4L
38 384,8
1L1R2R2R5R5R-3R5L0R4L5L4R 0R2L3R2R5R0L-1R4L3R4L1R0L
3R2R2L2L4R5L-4R0L5L1L5R4L
43 456,8
1R0L5L4R1L0R-1R2L5L0L4L2R
44 394,6
5L4R0R5R2L1L-2L2R0R2R3L3L 5R2R0L4L1R4L-2R3L0L2R2L3L
5L4R3R3R5L0L-1R4R4L2L1L0L
42 411,6
4R4R0L5R0L1R-4R4L2L4R0L2L
42 412,2
1R4R0R4L2R0R-3R5L0L0L2R3R 1R5L4R5L2R2L-4L4R4R4L3R0R
3R0R4R5L2L4L-3R5R4R0L0R4L
44 380,1
4R5L5L2R3L4L-3L3L3R1R3R0R
44 438,8
5L0L1R0R2L4L-5L5L1R4R3L4R 5R3L2L0L5R0L-5R4R3R4L4L0L
1L0R3R3L5L4R-1L0R4R0L5R1L
40 422,2
2R4R5L4L3L2R-1R4L5L4R2R2R
38 395,2
5R2L3R5R0L2L-4R4R5L2R0L1L 1L3L2R2R0R3L-4L5R3R1L0R4L
2R5R3R4L3L2R-4R4R4R4L1L0L
46 402,2
5L3L4R2L1R0L-3R4L4R1R1R1L
40 375
3R5L5R1R4R2L-4R3L3R1R1L1R 5R2L3R2R0R3R-1R2L1R4L1R3R
3R2R4R0L5R3L-3R1L1L0L3L2L
42 410,4
4R2L5L5L0L0R-5L4L5L4L2L2R
40 425,9
5L2R3L4R3R4L-3L3L1L0R3R1R 5R4L3L4L5R2R-1L4L1R0L1R5L
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Tab. C.7.: Das jeweils beste evolvierte System vom Typ UT VT -u aus jedem der 30 Durchläufe des
GA für das Experiment aus Abschn. 6.2.1.
Genom (U und V ) TU/TV f Genom (U und V ) TU/TV f
2R1L0L4R4R1R-2R5R0L1R2R3L 30
385,9
3L4L3R0R1R4L-4L4L5L2L1R0L 34
363,2
5R2L5L2L4R3R-4L4L0L2R1R4L 4 4L2L0R3L3L0R-2R4L0L5L0R4L 2
3R1R2L4L2R1R-5R2R1L3L0R1R 35
456,8
4L1L5L5L1R2L-5R0L5L0R3R0L 2
395,4
5L4L3R0L3R4R-5L2R1L4L3R4R 41 1R4L5R0R2L1R-2R4L4R4R2L2L 40
5R5R3L4L1L3L-5R2R3L4L0L3R 4
382,2
2R5L0L1L5L3R-2R0R0L0R4R4L 32
368,6
4R4L2R4L0L1L-4R4L5L4L0L1R 37 2R4R4R0L3L1R-5L5L2L4L0R1R 6
2L5R3L5R4L1L-1L5R0L2R2R1L 60
369,4
4L5L2R5R4R4R-3L4L0R0R1R2R 2
373
4L5R3R5L2L3L-2L5R1L5L3R1L 12 2R4L1L0L1R5L-3R3R0L0L0R0R 28
2R3L3R1L3R1L-1L5L5R2R5R2L 36
462,4
3R2L5R2R5R1R-3R4L2R0L1R3R 4
444,1
1L5L5R0R5L5R-3L0R4R0R5L4R 3 1L2R4R4R0L1R-4R2R4R5R2L4L 29
5L1L0L1L3L4L-2R5R0L3L4L0L 2
381,8
0L2R1R2R3L4L-5L3L3L4R5L0R 14
439,4
4L3R0R0R0R1R-4L3L2R1L0R5R 36 5R3R1R1L3R5L-3R3R3R1L0L0L 24
1R1L0L4L2R3R-5R3L5R1R3L0L 10
385,6
4L5R0L1L0L0L-4L3R4R4R3L2L 10
350,8
4L3R4R5L0R3L-4L2L3R3R0R0L 30 4R5L3L4R3L0R-5L5L0L4L1L1R 32
2L3R4R2L0R1L-3L4L5R2L1L0L 1
440,8
2R3R1R1L0L4R-3R3R1R5L0L4R 2
340,1
3R2L3R0R2L0L-1R0L1L0R1R2L 35 2L2R3R4R0L2R-2L2L0R2L0L4R 30
2R4R0L5R0R2R-2R0L0L4L4L2L 48
373,8
2R2R0L4R4R4R-2R1L0L4R0L3R 30
400,2
1L3L2L1R2L0R-5L2R4L4L0R0R 28 3R1R0L2R1R4L-2L5R0R5L1L2L 8
2R0L0R1L5L0L-2R3L3R2L5L4L 30
444,1
4L2R0L1R0R5R-2R2R1L5R1R5R 34
357,2
4L5R2L3L2R0L-5R5R2L4R3L1L 6 1R3R3R5L2R3L-4L0L4L2R0R4L 8
3R3R0L0L5L0R-3R0R1L0L0R0R 30
364,2
5L3L4L0R4R0R-5L1R1R1L0R0R 34
342,6
1R1R4L5R0R2L-3L0R0R0R1L5L 6 3L5R4R5R1L2R-3L4R4R2L1L2R 4
3L4R1L2L4R0R-5R3R3L0R4R0L 2
366,6
3L3R4R0R5L5L-3L3L4R0R2L4L 58
401
2L3R0L1L1R5L-1L3R4L1L5R0L 34 3R1R4R0R2R1L-2R2R1L5L2R4L 28
1L1L4R5L3R4L-2L5L4R0R2L3L 4
377,4
1L4R3R5L4L5L-5R2L1R5R1L3L 6
378,4
4R5R3R5L0L1R-4R0L4R1R0L4L 30 1R3R1R4L3R0L-4R3L0R4L3R2L 28
1R0L5L5R5R0R-1R0L2R0L2R2L 30
364,2
3L2R4R3L1L2R-5R2R5R0L5R0L 2
370,6
4R3L1R5L4R0R-2L1L0R0R0R4L 6 2L5L1R5R5R4L-2L2L1R3R2R1R 32
2R4L4L5L5L1R-1R4L0L4R3L3L 10
385,5
5R5L4L0R2R3R-2R3R4L3L2R4R 32
359,2
1R0L3R5L5R3R-1R0L4L2R2R3R 28 5R3R0L2L1R3R-4L4L3L1R1R5L 6
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Tab. C.8.: Das jeweils beste evolvierte System vom Typ UT VT -m aus jedem der 30 Durchläufe des
GA für das Experiment aus Abschn. 6.2.1.
Genom (U und V ) TU/TV f Genom (U und V ) TU/TV f
4R4R1R4R1R0L-5R5L0R2R3L0L 69
445,2
3R1L1R4L4R0R-2R4L1L5L1R5L 35
428
0R0R5L2R3R0L-1R0L3L2R2L4R 38 2L2R0L2R4R0L-2R5L1L5R2L3L 63
3L4R5R4L3L3L-2L0L0R4R1L3L 81
422,8
0L3R4R5L5R1L-2L1R0R2R0R2L 37
452
0L1L2R4L3L4L-2L1R0R5R4L2L 33 1R3R0L4R3L3R-2R3R0L2L0R0R 60
2L0L5R3R5L1L-3L3R4L0R0R3L 35
425,8
0L0L0R1L0R4L-1L0R5L3R5L2R 42
439,2
5R5L3L0R4R0R-5L3L3R1R4R2R 60 5L3R3L2R1L0R-4L4R4L0R1L0L 54
1R2L5R3L3L3L-2R1R4L4L3R5L 26
445,8
2L1L2R5R5L5R-3R5L4R5L2L1R 44
445
3L4L0R0R5R3R-3L4R0R0R4L0L 50 1R5R4L3R1R1L-2L5R4L5R2R2L 63
2L5R0L4L0R5R-4R4R5R1L1L3R 24
423,6
5L4L2L3R4R4R-3R3L3L2R5R4L 41
426,2
3R4L5R1L3L2L-2R2L5R1L1L2L 54 4L0R5L2R2L2L-1L0R1R2L2L0L 60
2L5R0R0R2R0L-5R5R1R4R3R1L 60
356,9
1R5R2L0L3L1L-3R0L0R0L0L3L 56
418,4
5R3L1R1L0L2L-4R2L1R1L1R3R 36 4R2L2L5R3L5L-1L2R1L4L1R1R 37
1L5L0R0R5R1R-2R5L5L0L1L1R 54
415
1L4R4L5L1R3R-2R3L3R5L4L3R 46
365,2
4R2R2R0L1R1L-5R2L1R2L2R3R 26 4R2L1L3R0R3R-1R0L5R1R3L0L 30
5L3L4R3L3L1R-4L3R1L1L2L2R 20
419,1
1L4R3L2L5L5L-5R0L0R2L2R0L 40
455,4
1R0L4R4L5L0R-1R0L4L2L5R2R 60 1R0R0L4R1R0L-5R0L4L4L2R4R 67
3L5R5L1R5L5L-2L0R4R4R2L0L 39
439,6
1L2R4L3L0L5R-5R2L1R5L0L3R 35
453,6
3R3L3R4R3L2L-3R1L5R4R5L2L 73 2R0R3L5L0R3L-2R3R0L5R5R0R 71
4R5R5R3L0L0R-4R4L2L2L0L4L 50
427,8
0R5L0R1L3R4R-5R3L5R0L5R0L 24
422,8
0L2R5R1R3L4R-4L3R4R4L0R0L 24 5R2R1L1R3R3L-1R2R1L0R1R4L 52
2R2L4L3L5L1R-3R5L0R0L0L0R 39
442,4
4R2R3L0R2L0R-3L2L3L2R2L0R 40
413,2
5L4R0R5L1L1R-2L4L0R4L0L3R 55 5R4L1L2L1L0L-1R3L5R1R1R1L 8
1L5R0R1R0L4R-1L5R5R0R5L4R 76
400,2
2L5L5L2R2L3R-4L5R1L0L0R4L 26
416,9
3L5R4L2L1L4L-2R3R3L1L0L1L 10 3R5R3L0L2L1L-3R2R0L0L0L2R 48
1R3L2L3R4R0R-4R5R4L1L2R2L 24
434,2
2R0L3R1L2R5L-1R0L3R1L3R3R 81
440,2
1R4R3L2R4L1L-2R0R3L2R5L5R 53 4L3R2R3L1L2R-5R2R3R2L5L1L 88
4R5L1L3L4L5R-3R2R1L5L2L3R 40
435,2
5L1L0R3R5R4L-3L3L1L1R2L4R 36
425,8
3R5L1R5R5L3R-1R0L0R5L0R4R 85 2R4L3L4L1R3L-2R5L0L4L0R4L 50
5L5R2R4L2L0R-4R2L1R1L1L2R 40
440,2
0L4L0R5L3L2L-1L0R4R3R0L1L 39
443,8
1R2R3L0L5L3R-4R2R4L2L0L3R 60 2R2L1R5L0L2L-4R4L1R4R0L5R 62
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Tab. C.9.: Die für jede Entscheidungsmenge in 30 GA-Durchläufen beste evolvierte FSM aus dem
Experiment in Abschn. 6.2.2.
Typ Genom f
U 2/Rx 2/Rx 3/Lx 0/Lx 3/Lx 1/Lx - 2/Lx 4/Rx 5/Rx 0/Lx 3/Rx 1/Lx 605,6
V 5/Lx 0/Rx 4/Lx 1/Rx 5/Sx 1/Rx - 5/Lx 0/Rx 0/Sx 2/Lx 3/Sx 2/Rx 470,6
W0
3/R0 4/L0 2/S1 0/Sx 1/L0 2/S1 - 4/R0 5/R0 3/S1 0/Sx 4/Sx 5/S1
330,1
3/S1 0/L0 4/R0 2/R0 2/Sx 1/Sx - 2/R0 4/R0 1/Sx 0/R0 4/L0 1/R0
W1
5/S0 0/R0 4/Sx 2/R0 0/L1 1/L1 - 3/S0 0/S0 4/L1 3/S0 3/L1 2/L1
376,5
1/R0 3/R0 3/L1 4/S0 4/R0 5/L1 - 0/S0 5/Sx 2/Sx 2/R0 2/R0 5/Sx
W2
4/R0 4/L1 4/S1 1/Sx 2/R0 0/Sx - 0/Sx 4/R0 2/L1 4/S1 4/S1 0/S1
344,8
4/R0 4/L1 5/L1 4/L1 5/L1 3/S1 - 0/R0 3/R0 0/L1 3/S1 2/L1 5/S1
W3
5/S0 1/Sx 2/R0 2/Lx 5/R0 3/R0 - 3/R0 0/Lx 4/R0 2/R0 4/S0 5/Sx
325,5
5/Sx 1/S0 3/S0 1/R0 5/R0 4/Lx - 5/Sx 5/Sx 0/S0 4/R0 4/R0 0/Sx
W4
0/S1 2/S1 3/Sx 4/Lx 5/R0 5/Lx - 4/S1 3/Lx 2/S1 2/Lx 4/Sx 3/Lx
319,6
1/R0 2/R0 5/S1 4/Lx 5/R0 1/Sx - 5/S1 5/Lx 5/Lx 5/Lx 4/R0 4/Lx
W5
2/L1 5/Sx 4/S0 4/Sx 5/L1 2/R1 - 3/L1 0/L1 2/L1 4/L1 5/L1 5/S0
378,6
2/S0 3/R1 2/R1 1/R1 4/S0 2/R1 - 3/S0 5/S0 4/L1 3/Sx 1/L1 1/S0
W6
5/Lx 4/S1 5/Lx 1/R1 4/Lx 3/Lx - 0/S0 1/S0 5/Lx 1/R1 2/Lx 5/S1
340,2
3/Lx 5/S1 0/S1 0/S0 5/R1 1/R1 - 1/R1 4/S0 4/S1 4/S0 1/S0 4/S0
W7
0/Lx 3/R1 3/Lx 0/Lx 0/R1 2/S0 - 1/R1 3/R1 4/Sx 3/S0 5/R1 1/R1
376,8
0/Lx 3/Lx 1/R1 1/Lx 1/Sx 3/S0 - 3/S0 5/S0 5/Sx 0/S0 5/S0 5/Sx
W8
1/Rx 0/Rx 5/Lx 5/Lx 4/Lx 3/Lx - 3/Rx 2/S0 3/S0 2/S0 0/Rx 4/Rx
332,4
3/Rx 1/S1 3/Lx 2/Lx 0/S0 3/Rx - 4/S1 3/Rx 5/Rx 3/S0 4/S1 4/Rx
Tab. C.10.: Bewegungs-FSM für das beste System A aus Abschn. 6.2.2.
Inputs aktueller Zustand
F f ack m 0 1 2 3 4 5 6 7
0 0 0 4/Rg 4/Sr 5/Sr 0/Bg 1/Bg 5/Lr 1/Lg 3/Sg
0 0 1 1/Lr 4/Rr 3/Rg 5/Br 4/Lg 1/Sr 0/Sg 3/Rr
0 1 0 1/Lr 0/Sr 5/Lr 4/Bg 3/Sg 2/Rr 4/Lr 5/Bg
0 1 1 5/Sg 4/Br 2/Sr 1/Lg 0/Sg 0/Lg 3/Bg 6/Rr
1 0 0 4/Lg 4/Sr 3/Sg 1/Lg 1/Rg 7/Sg 7/Sg 1/Lr
1 0 1 0/Bg 1/Sg 4/Rg 4/Br 0/Rg 7/Lg 7/Sg 1/Rg
1 1 0 0/Br 1/Sr 1/Rr 6/Bg 0/Sg 2/Rg 0/Lg 2/Br
1 1 1 7/Rr 3/Bg 3/Sr 5/Rr 3/Br 6/Bg 1/Lr 1/Bg
Tab. C.11.: Flag-FSM für das beste System A aus Abschn. 6.2.2.
Inputs aktueller Zustand
F ack 0 1 2 3 4 5 6 7
0 0 0/C1 1/C1 7/C0 3/C1 6/C1 1/C1 3/C1 6/C1
0 1 3/C0 4/C0 2/C0 2/C0 0/C1 5/C0 6/C1 2/C0
1 0 6/C1 6/C0 3/C0 3/C1 7/C1 4/C1 3/C1 1/C1
1 1 6/C0 4/C1 3/C0 6/C1 1/C1 4/C0 3/C0 6/C0
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Tab. C.12.: Die vier komplett erfolgreichen, evolvierten FSMs für das ARP-Experiment in Abschn.
6.3.1.
Input FSM 1 FSM 2 FSM 3 FSM 4
0 2L1B1B3B3R3L 2L0B0L3L3R5L 2L4B3L3B1R1R 2B2B4L4R3S2R
1 5S4R4R3R3S3L 5S5R4R3R3S3L 5S1R4R3R3S3L 5S4S4R3R3S3L
2 4S3L0S5S3S1S 4S3L0S5S3S1S 4S3L0S1S5S3S 4S4L0S5S3S1S
3 3S1B3L2L0L0B 3S1R3S2L0L0S 3S0S1L2L0L5R 3S0B4S2L0L3S
4 0B0L0B2R3R4R 4B2R2L2R4R4R 0B1B0R2R4R4R 0R4B5R2R2R4R
5 3B2S4S1L2B4R 4B2B5S0R0B0B 4B3R5B1L2B3R 0B3B2L1L2L0B
6 4B0R5R4R5R2S 4B1B0B4R1R3L 4B2S4L4R4R5R 4B0L4B4R0L3L
Tab. C.13.: Die beste randomisierte FSM für den Fall mit 256 Agenten des ARP-Experiments aus
Abschn. 6.3.2.
Inputs aktueller Zustand
m Zone 0 1 2 3 4 5 6 7
0 0 1/R 6/S 2/S 3/R 3/R 3/L 6/S 4/S
0 1 5/R 3/R 5/S 0/L 0/R 7/R 6/R 7/R
0 2 0/R 2/R 5/R 4/B 6/B 5/B 6/B 7/R
0 3 6/S 0/S 4/S 4/S 4/S 7/S 4/S 1/S
0 4 3/R 4/L 1/L 1/S 5/S 2/S 7/S 5/S
0 5 6/B 7/B 0/B 5/L 2/S 1/R 1/R 4/L
0 6 2/S 1/S 6/L 1/S 4/L 7/S 6/L 2/S
0 7 3/L 7/L 1/L 0/L 7/S 2/L 2/L 4/L
0 8 7/L 4/L 2/L 4/L 6/B 0/L 5/B 3/L
1 0 4/S 1/R 3/R 5/R 3/R 4/S 4/S 4/S
1 1 1/S 5/R 0/R 2/R 5/R 0/R 2/R 7/R
1 2 0/R 2/R 6/R 6/R 2/R 5/R 1/R 5/R
1 3 2/S 5/S 3/R 0/L 2/S 4/S 6/S 3/S
1 4 3/R 6/S 7/L 2/S 6/S 0/S 0/S 5/S
1 5 7/L 1/L 0/L 5/L 3/R 2/B 4/B 1/R
1 6 1/L 7/S 6/S 7/S 6/S 6/S 4/L 6/L
1 7 3/L 7/L 6/L 3/L 0/L 4/L 5/L 1/L
1 8 3/L 5/L 5/L 7/L 4/L 5/B 0/L 3/L
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D Glossar
• Agent (im CA-Modell): Ein (aktives) Objekt, welches autonom, perzeptiv und reaktiv ist.
Der Agent besteht aus Sensor, Aktuator, Kontrollfunktion, sowie Datenzustand (vgl. Abb.
2.1).
• Agentenarchitektur: Die Einheit aus Sensor, Aktuator und falls vorhanden Aktionsarbitermit
Schnittstelle zur Kontrollfunktion auf der einen und zur Umwelt und Datenzustand auf der
anderen Seite (Abschn. 3.2).
• Agentenprogramm: Konkrete Implementierung, mit der die Kontrollfunktion programmiert
wurde, also die inhaltliche Füllung der strukturellen Kontrollfunktion (Abschn. 2.1.2).
• Agentenwelt: Die Gesamtheit aller Agenten und anderer Elemente im MAS (vgl. Abb. 2.2).
• Aktion: Die Ausgabe des Aktuators, die Veränderungen des Datenzustands und des Zustands
der Umwelt induziert (vgl. Abb. 2.1 und Abb. 3.4).
• Aktionsarbiter: Erhält als Eingabe die Aktionen (möglicherweise von mehreren Agenten)
und löst Konflikte sich widersprechender Aktionen auf. Die Ausgabe sind (elementare)
Wirkungen, die als Basisoperationen den Rechenfunktionen zugeführt werden (vgl. Abb.
3.4).
• Aktionsmapping: Eine Abbildungsfunktion im Aktuator, die Entscheidungen und weitere
Inputs auf Aktionen abbildet (Abschn. 3.1.2).
• Aktionsmenge: Die Menge aller möglichen Aktionen eines bestimmten Agenten.
• Aktuator: Funktion, die die Entscheidung des Agenten möglicherweise unter Berücksichti-
gung von weiteren Bedingungen auf Aktionen abbildet (vgl. Abb. 2.1 und Abb. 3.4).
• Attribut (eines Objekts im MAS): Ein zum Objekt gehöriger Zustand, der intern (also für
das Objekt bzw. seine Verhaltensregel) und/oder extern (für andere Objekte auf der Zelle
oder in Nachbarzellen) sichtbar ist. Alle Attribute bilden gemeinsam mit dem Zelltyp den
Zustand der Zelle. Attribute von Agenten sind ein Teil ihres Datenzustands (vgl. Abb. 3.1).
• Ausgangskonfiguration oder initiale Konfiguration: Die Konfiguration eines Zellularen Fel-
des zum Zeitpunkt 0.
• Basisoperation: Ausgaben des Aktionsarbiters, die in der Rechenfunktion die Veränderung
eines einzelnen Attributs oder des Zelltyps bewirkt (vgl. Abb. 3.4).
• Datenzustand (eines Agenten): Die Gesamtheit aller Attribute eines Agenten. Die Aktion
kann auf den eigenen Datenzustand ebenso eine Wirkung haben, wie auf den Zustand der
Umwelt (vgl. Abb. 2.1).
• Entscheidung: Die Ausgabe der Kontrollfunktion, die vom Aktuator in eine Aktion umgesetzt
wird. Nicht zu verwechseln mit der Aktion (vgl. Abb. 2.1 und Abb. 3.4).
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• Entscheidungsmenge: Die Menge aller möglichen Entscheidungen eines bestimmten Agen-
ten.
• Fitness: Die Fitness eines Kandidaten in einem Genetischen Algorithmus ist seine Quali-
tätsbewertung. Über den Fitnesswert können mehrere Kandidaten miteinander verglichen
werden.
• Fitnessfunktion: Die Abbildungsfunktion der Kandidaten in einem Genetischen Algorithmus
auf seine jeweilige Fitness.
• Folgezustand: Der Zustand einer Zelle im nächsten Taktschritt.
• Frontzelle: Die Nachbarzelle eines gerichteten Agenten in der Richtung des Agenten. Nicht
zu verwechseln mit der Zielzelle.
• Gen: Unteilbarer Bestandteil eines Genoms. Hier bestehend aus einem Paar Folgezustand
und Entscheidung (Abschn. 5.3.2).
• Generation: Die Konfiguration des gesamten Zellularen Feldes zu einem bestimmten Zeit-
punkt.
• Genom: Repräsentation eines Individuums (eines potentiellen Lösungskandidaten) in ei-
nem Genetischen Algorithmus. Hier die Repräsentation einer FSM als String (Abschn.
5.3.2).
• Inputreduktion: Funktion, die als Bestandteil des Sensors oder dem Sensor vorgelagert, die
Inputs der Nachbarzellen auf weniger Inputs für die Kontrollfunktion reduziert (Abschn.
3.1.2).
• Kollision: Tatsächlicher, nicht erlaubter Zusammenstoß mehrerer Agenten auf einer Zelle.
Nicht zu verwechseln mit Konflikt.
• Konfiguration: Die Gesamtheit aller Zustände in einem Zellularen Feld.
• Konflikt: Situation, in der sich mehrere Agenten auf eine Zelle bewegen würden, und damit
eine nicht erlaubte Kollision verursachen würden.
• Konfliktzelle: Die Zelle, in der ein Konflikt auftritt.
• Kontrolleinheit: Die Gesamtheit aus Sensor, Kontrollfunktion und Aktuator, also der Teil des
Agenten, der die Zustände der Umwelt auf eine Aktion abbildet. Nicht zu verwechseln mit
der Kontrollfunktion.
• Kontrollfunktion: Die Abbildung vonWahrnehmung auf Entscheidung. Nicht zu verwechseln
mit der Kontrolleinheit oder dem Agentenprogramm (vgl. Abb. 2.1).
• Kontrollzustand: Zustand innerhalb der Kontrollfunktion, von dem die Entscheidungen
abhängen. Der Kontrollzustand ist kein Teil des Datenzustands, kann aber in den Daten-
zustand ausgelagert werden, wenn der Sensor und der Aktuator entsprechend angepasst
werden.
• Mediatorzelle: Eine Zelle, die gleichzeitig Frontzelle von mehreren Agenten ist, die in dieser
Situation kommunizieren können (All-to-All Communication Task).
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• Multiagentensystem (MAS): Ein (lose verbundenes) Netzwerk von Agenten, die sich in einer
Umwelt befinden und ein bestimmtes Verhalten haben.
• Nachbarschaft: Die Menge aller Zellen, deren Zustand ganz oder teilweise von einer Zelle
zur Berechnung der Zellregel gelesen werden kann. Die eigene Zelle kann eingeschlossen
sein.
• Nachkommenschaft: siehe Offspring.
• Objekt (im MAS): Eine zusammenhängende, in sich abgeschlossene Einheit im MAS, die
als Ganzes immer in einer einzigen Zelle untergebracht ist. Agenten sind Spezialfälle von
Objekten.
• Objekttyp: Gleiche Objekte (mit den gleichen Attributen und Regeln), werden unter einem
Objekttyp zusammengefasst.
• Offspring: Eine Liste von Lösungskandidaten, die nach bestimmten Verfahren aus der Po-
pulation gebildet wird.
• Operation: Die Gesamtheit aller Basisoperationen.
• Population: Eine Liste von Lösungskandidaten, mit der der Genetische Algorithmus aktuell
arbeitet.
• Rechenfunktion: Funktion, die eine Basisoperation ausführt. Inputs sind eine von mehreren
möglichen Basisoperationen und der Wert des Attributs oder Zelltyps, der aktualisiert wird
(vgl. Abb. 3.4).
• Rechenwerk: Die Rechenfunktion inklusive des Zustands, den diese aktualisiert. Das Rechen-
werk stellt einen Moore-Automaten dar .
• Quellzelle: Nur im Zusammenhang mit der Zielzelle, die Zelle von der aus sich ein Agent
(oder ein anderes Objekt) wegbewegt.
• Sensor: Bildet den Zustand oder einen Teil des Zustands der Umwelt und des Agenten selbst
auf die für den Agenten sichtbaren Teil (die Wahrnehmung) ab (vgl. Abb. 2.1 und Abb.
3.4).
• Sichtbereich: Die Menge aller Zellen, die für den Agenten zu diesem Zeitpunkt wahrnehm-
bare Elemente (für die Verarbeitung in seiner Kontrolleinheit) enthalten. Nicht zu verwech-
seln mit der Nachbarschaft der Zelle und der Wahrnehmung. Der Sichtbereich enthält die
zu einem bestimmten Zeitpunkt wahrnehmbare Umwelt und den Agenten selbst.
• Startposition: Die Position im Zellularen Feld, an der ein Agent (oder ein anderes Objekt)
sich in der initialen Konfiguration befindet.
• Swap: Ein Positionstausch zweier gerichteter Agenten, die sich in der Frontzelle des jeweils
anderen befinden.
• Transitionsfunktion: Die Funktion, die den momentanen Zustand der Zelle und die Inputs
(z. B. von Nachbarzellen oder globalen Parametern) auf den Folgezustand abbildet.
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• Umwelt: Die Gesamtheit aller für einen Agenten zu irgendeinem Zeitpunkt sichtbaren oder
manipulierbaren Elemente, exklusive des Agenten selbst. Nicht zu verwechseln mit dem
Sichtbereich und der Agentenwelt. Der zu einem bestimmten Zeitpunkt wahrnehmbare Aus-
schnitt und der modifizierbare Ausschnitt der Umwelt sind zwei Teilemengen der Umwelt
(vgl. Abb. 2.2).
• Verhalten: Die Gesamtheit der Abbildungen von Wahrnehmung auf Aktionen über die ge-
samte Laufzeit des MAS hinweg.
• Wahrnehmung: Der Teil der Zustände der Umwelt und des Agenten selbst, der durch den
Sensor bestimmt wird und als Eingang in die Kontrollfunktion geht (vgl. Abb. 2.1 und Abb.
3.4).
• Welt: kurz für Agentenwelt.
• Wirkung: Die durch die Aktionen aller Agenten erzielte Veränderung eines Zustands oder
Teilzustands in der Agentenwelt. Die Wirkung wird durch die Operationsfunktionen reali-
siert.
• Zellregel: siehe Transitionsfunktion.
• Zellstruktur: Die Gesamtheit aller strukturellen Elemente einer abgeschlossenen Zelle mit
Schnittstellen zu anderen Zellen, beinhaltet also auch die komplette Zellregel.
• Zelltyp: Teil des gesamten Zellzustands, der angibt, welche Objekte sich gerade auf der Zelle
befinden, und damit, welche der anderen Teilzustände (Attribute von Objekten) relevant
sind (vgl. Abb. 3.1).
• Zellulares Feld: Die Gesamtheit aller Zellen, die zur Agentenwelt gehören, und deren Ver-
bindungstopologie.
• Zielposition: Die Position im Zellularen Feld, die ein Agent in einem MAS erreichen soll
(Agent Routing Problem). Nicht zu verwechseln mit der Zielzelle.
• Zielzelle: Die Zelle, auf die sich ein Agent (oder auch ein anderes Objekt) in diesem Takt
tatsächlich bewegt. Mögliche Zielzellen sind solche, auf die sich ein Agent nach den Re-
geln des MAS (nicht nach dem Agentenprogramm) in diesem Takt bewegen darf. Nicht zu
verwechseln mit der Zielposition.
• Zustandsalphabet: Die Menge der möglichen Zustände einer Zelle im CA. Zum Zustand
einer Zelle gehören in einem MAS der Zelltyp und die Attribute aller Objekte.
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E Abkürzungsverzeichnis
1P One-Point Crossover
ANN Artificial Neural Network (Künstliches Neuronales Netz)
ANTS Autonomous Nano Technology Swarm
ARP Agent Routing Problem
ATAC All-to-All Communication Task
BDI Belief Desire Intention
CA Cellular Automata (Zellulare Automaten)
CAM Cellular Automata Machine
CDL Cellular Description Language
CEP Creatures’ Exploration Problem
CEPRA Cellular Processing Array
DAI Distributed Artificial Intelligence (Verteilte Künstliche Intelligenz)
DB Double-Gene Mutation
EA Evolutionary Algorithms (Evolutionäre Algorithmen)
EV Every-Gene Mutation
FSM Finite State Machine (Endlicher Zustandsautomat)
GA Genetic Algorithms (Genetische Algorithmen)
GCA Global Cellular Automata (Globale Zellulare Automaten)
GP Genetic Programming (Genetische Programmierung)
IBM International Business Machines Corporation
IGA Incremental Genetic Algorithm (Inkrementeller Genetischer Algorithmus)
IRT Input Reduction Table (Inputreduktionstabelle)
KL Künstliches Leben (Artificial Life)
MAS Multi Agent System (Multiagentensystem)
NASA National Aeronautics and Space Administration
PAP Particle Alignment Problem
PCA Probabilistic Cellular Automata (Probabilistische Zellulare Automaten)
SG Single-Gene Mutation
TS Time-Shuffling Technique (Time-Shuffling-Technik)
UN Uniform Crossover
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F Symbolverzeichnis
Zellulare Automaten
A Zellularer Automat
d Dimension der CA-Koordinaten
g Generation
l Länge in einer Dimension
N Nachbarschaftsbeziehung
r Radius der Nachbarschaft
R nicht-uniforme Menge von Regelmengen
S Zustandsalphabet
t diskreter Zeitpunkt im CA
z Zelle im CA
γ globaler Parameter im CA
Γ Alphabet der golabelen Parameter im CA
φ Zustandsübergangsfunktion
Φ Zustandsübergangsfunktionsmenge
δ nicht-uniformes Mapping
MAS-Modell im Zellularen Automaten und Beispielsysteme
a Agentenaktion
ab bedingte Agentenaktion
b Basisoperation
~c Bitvektor des Agenten im ATAC
d Richtungsattribut eines Agenten
e Agentenentscheidung
F Flag im ATAC
i Anzahl der möglichen Inputkombinationen einer FSM
k Anzahl der Agenten
m Bewegungsbedingung für einen Agenten
n Anzahl der möglichen Zustände einer FSM
o Anzahl der möglichen Outputkombinationen einer FSM
P Prioritätenliste zur Konfliktauflösung
pos Positionsfunktion der Prioritätenliste
s Kontrollzustand des Agenten
w Swap-Bedingung eines Agenten (in der Zellregel)
x Input für die Kontrollfunktion des Agenten
x r reduzierter Input für die Kontrollfunktion des Agenten
y Output der Kontrollfunktion des Agenten
∆x , ∆y horizontale/vertikale Distanz im zweidimensionalen Zellfeld
τ Zelltyp
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Heuristische Optimierungsverfahren
C Menge der Heruasforderer (engl.: Challengers) für die Wettbewerbsselektion
D Menge der Verteidiger (engl.: Defenders) für die Wettbewerbsselektion
f Fitness einer Lösung
I Anzahl der Inseln im Insellmodell-GA
K Menge aller Lösungskandidaten im Suchraum
M Mutationstechnik
O Menge der Nachkommen (engl.: Offspring) im GA
p Mutations-, Rekombinations- oder Selektionswahrscheinlichkeiten
P Population in einem evolutionären Algorithmus
q Elternquote für die Selektion
Q Q-Wert beim Q-Learning
r Belohnungsfunktion beim Q-Learning
R Rekombinationstechnik
S Menge der für die Rekombination selektierten Lösungen
t diskreter Zeitpunkt (Iteration) im GA oder Berechnungszeit der Evolvierung
W Menge der Gewinner (engl.: Winners) der Wettbewerbsselektion
α Lernrate beim Q-Learning
γ Discountfaktor beim Q-Learning
Optimierungstechniken für die Agentenstruktur
ce Clock enable für Time-Shuffling und randomisierte FSMs
p Zufallswahrscheinlichkeit bei randomisierten FSMs
T Time-Shuffling-Periode
λ Time-Shuffling-Selektor
Π Anzahl der möglichen TS-Perioden bzw. Zufallswahrscheinlichkeiten
Qualitätsbewertung der Kontrollfunktionen
A Abdeckung der Zellen im CEP
ack Acknowledge-Signal für Informationsgewinn im ATAC
C Kosten für die Lösung einer Welt
c
v
Anzahl der vollständig informierten Agenten im ATAC
com Indikator für stattgefundene Kommunikation im ATAC
E Anzahl der erfolgreich gelösten Welten
G mittlere Dauer für die Lösung einer Welt
gˇ Anzahl der Generationen, die für einen Erfolg benötigt werden
j Index der zu lösenden Agentenwelten
J Anzahl der zu lösenden Agentenwelten
l im Grenze, ab der eine Strafe zur Fitness addiert wird
pen Fitnessstrafe für das Nicht-Erreichen eines Mindestziels
suc Indikator für eine erfolgreich gelöste Welt
t, t¯ erreichte/nicht erreichte Zielpositionen im ARP
v , v¯ besuchte/nicht besuchte Zellen im CEP
Z Anzahl aller zu besuchenden Zellen im CEP
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