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facility throughout its lifecycle. May the research findings documented here influence a future
where intrinsically safe reliable operations are not only virtually possible, but also physically
inevitable.
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ABSTRACT

The Digital Twins of complex facilities, specifically 3D models created during their
design, are potentially a valuable information asset. This three-article dissertation explores the
business case for firms in the petrochemical process industry to manage digital twins throughout
the facility lifecycle. A maturity model is provided to illustrate the stages of digital twin
evolution and serves as a tool to help communicate each of the five levels of digital twin
maturity achievable in various use cases. An industry analysis reviews existing literature and
proposes a model to assess the insight value of digital twins from three perspectives. Next, an
empirical findings article documents action research efforts of an anonymized oil and gas firm
(referred to as “SuperMajor”) to investigate the status of digital twin lifecycle management
across its enterprise. The insights from the qualitative case study of a facilitated internal focus
group session is compared to a transcript of a process industry standards organization (USPI-NL)
project kick off meeting, providing external validation of the findings in the action research
study that digital twins are valued, but underappreciated assets. Finally, the third article journals
the efforts of USPI-NL to develop a business case to manage 3D models throughout the lifecycle
of complex facilities. The engaged scholar/researcher employs elaborated Action Design
Research to evaluate the development stage of artifact creation and assists USPI-NL in designing
meaningful artifacts that accomplish their desired objective and provide further support for
adoption and maintenance of digital twin technology into the operating phase of complex
facilities. Results include a compelling case for lifecycle investment in digital twins.
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CHAPTER ONE:
INFORMING VALUE: INDUSTRY ANALYSIS FOR COMPLEX PROCESS
FACILITY DIGITAL TWINS

Abstract
The organizational capability of a firm to create, integrate and maintain cyber versions of
complex physical systems known as Digital Twins is a key enabler for joining the 4th Industrial
Revolution. This article highlights the business case for firms in the petrochemical process
industry to manage digital twins as valuable business assets based on academic and business
literature, webcast and live presentations, and the professional experiences of the author. A
digital twin maturity model is provided to differentiate how each level of data integration
contributes to informing. Three digital twin asset valuation models are introduced to illustrate
how digital twins can inform value in different contexts. Findings include how knowledge is
generated from digital twins, and how an informing attribute of decision making referred to here
as ‘insight value’ can be realized from maintaining digital twins over the full asset lifecycle.
Many software applications and tools have become available for firms to adopt this innovative
technology; however, integration with the diverse and often siloed systems that serve as data
sources have been hampered by inconsistent data governance, data exchange requirements, and
interface standards. This article, the first in a series of three, explores on-going efforts to mitigate
this problem of practice as interest in application of this innovative technology reaches the
tipping point where industry-wide adoption drives greater efficiency and improves decision
making throughout the complex facility lifecycle.
1

Introduction
Reflection requires a source of illumination. Mack looked in the mirror and saw nothing;
then, he turned on a light. The instant Mack flipped the switch, he was informed by what he
could see. The mirror was not Mack, but it really looked like him; it even moved like him. The
mirror was valueless to Mack on the wall of a dark room, but with a light on, the reflection
offered him instantaneous insight. The moment of observation allowed Mack to assess his
readiness; it provided valuable real-time decision support. Mack may have been able to obtain
this information in other ways, but this data source was available, economical, insightful, timely,
and accurate. The mirror just needed Mack’s support to fulfil its purpose.
Mack had decisions to make at work, too. As an information handover specialist at a
large firm, he helped major capital project teams prepare documentation and data related to
design, construction, operation, and maintenance of complex process facilities for transition to
the operations organization. Mack had served in numerous information technology (IT) roles
over the years. As his clients complained about IT’s cost relative to its perceived value, Mack
wondered if a more honest acronym for “IT” would be “iT.” He felt that the strategic emphasis in
IT in recent years was more on the “T” (technology) and not enough on the “i” (information). He
also understood that most good decisions are made by looking carefully at the information; the
technology is merely the means to access or deliver it. Like the light that illuminated Mack’s
mirror, firms should pursue an appropriate balance of focus between information and the
technology required to do the illuminating. Just as too much light focused on a mirror would
potentially compromise its capacity to inform value, excess technology for technology’s sake
could potentially create data overload, rendering the decision maker confused and frustrated.
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As breakthrough information technologies are ushering in countless innovations every
day, decision makers need ways to measure the extent that IT contributes to value in the form of
insights i.e., ‘insight value.’ This industry analysis article focuses on how a rapidly emerging
information technology is poised to revolutionize how petrochemical process industry (PcPI)
facilities in the oil and gas (O&G) sector are managed and maintained throughout their lifecycle.
So, Mack, the techno-skeptic, wants to know, “What is this innovative technology and is it worth
the investment?” To answer these questions, this article begins with a summary of digital twin
(DT) technology, highlights a few techno-trends leading to increased adoption of digital
innovations in the O&G sector, and provides background proposing why it has taken the O&G
sector so long to do so relative to its peers in other industries. Next, key stakeholders in the
industry are identified, including how each of their roles may benefit from adoption of DT
technology up and down the PcPI supply chain.
Following an in-depth background of the context of the problem of practice associated
with DT technology is an outline of the methods for this research to analyze the problem and
propose solutions. Next, the article introduces a framework for understanding how digital
transformation may enable the value DT technology contributes to information assets and
emphasizes how it can provide clarity to help navigate uncertainty, inform better decisions,
optimize efficiency, foster greater productivity, and improve overall performance. Finally, a
discussion of the application of a maturity model and use cases for how insight value can be
assessed from three different perspectives is provided. The conclusion highlights the ways DT
technology will help firms realize more profitable return on investment for legacy complex
facility assets with better stewardship of the digital versions of those assets, well into their
operational lifecycle.
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Technology Summary: Origins of Digital Twins Concept
This research shows how the O&G sector has an opportunity to adapt to complexity in a
way that facilitates the role firms in that sector must inevitably play in bringing about the 4th
Industrial Revolution (also referred to as Industry 4.0). At the dawn of the 21st century, the
manufacturing industry began to pursue digital innovations that would transform how it would
do business for the decades that followed. In 2002, Professor Michael Grieves introduced the
concept of “product lifecycle management” (Grieves & Vickers, 2017, p. 93). He proposed a
model suggesting rapidly evolving modern computing technology would soon allow designers to
create a virtual version of new products, minimizing the “information inefficiencies” (p. 102)
that often plague new ideas. Those ideas may have even sounded good at the time, but the high
cost of building physical prototypes for visualization and testing doomed many of them before
they could get past the proposal stage. Professor Grieves stated that reducing informing
inefficiency manifested as a wasted “time, energy, material trade-off” (p. 102). Investment in
virtual modeling at various phases of a product lifecycle would “have a major impact on
reduction of wasted resources in the lifecycle of our systems. Preventing a catastrophe caused by
undesirable emergent behavior that results in loss of life is… priceless” (p. 103).
Grieves’ concept of designing, prototyping, and testing in the virtual space disrupted how
products were created and brought to market. Any product improvement feedback from
consumers could be rapidly integrated into the virtual versions, further reducing the cost, and
speeding up the time to market in closer alignment with what customers want. As this approach
gained traction throughout the early 2000s, more innovations were added to include predictive
modeling, simulations, failure analysis, and an electronic platform for referencing lessons
captured from prior iterations. By 2010, Grieves’ colleague at NASA, John Vickers, coined the
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term ‘digital twin’ to refer to the virtual twinning of the physical domain as its adoption was
driving innovation in the aerospace industry (Grieves & Vickers, 2017).
The evolution of digital twins began at the earliest stages of data collection and analysis.
Human capacity for innovation increased as each stage of technology improved. For example,
before the first industrial revolution, productivity improvements depended on human experience
as the data source; information was collected manually, and storage typically depended on
human memory. Data analysis was arbitrary, and data was primarily transferred verbally from
one person to another. Data management was not possible in this scenario. As machines were
introduced, humans interacted with machines, and each served as a data source. Data was still
collected manually but eventually stored in written documents. Analysis of data took on a
systematic nature and transferred via documents on various physical media. Human operators
conducted data management in simple forms, such as cataloging, filing systems, shelves,
libraries, etc. (Tao et al., 2018).
When the information age emerged in the latter half of the 20th century, humans,
machines, computers, and information systems served as data sources (Tao et al., 2018).
Collection of data was semi-automated and stored in databases of increasing complexity (2018).
Analysis of data applied conventional algorithms, and data began to be transferred via digital
files as a primary media rather than physical media (2018). Data management increased in
complexity and was managed via sophisticated information systems (2018). As ‘Big Data’ has
taken hold, data sources include machines, sensors, users, information systems, public data, and
the results of complex automated data collection mechanisms (LaValle et al., 2011; Tao et al.,
2018). Primary storage of data in the modern ‘Big Data’ environment is cloud-based rather than
in a proprietarily hosted on-premises computer network (2018). Data is analyzed via complicated
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Big Data algorithms and transferred digitally via standardized digital file formats (2018). Data
management is conducted by cloud services and artificial intelligence systems (2018). These
evolutionary steps form the data foundation (LaValle et al., 2011) for the introduction of digital
twins as a key enabling technology for innovation (Qi et al., 2021).
The Petrochemical Process Industry: Oil and Gas Sector
The modern PcPI consists of public and private firms that manage the technical aspects of
complex facilities and infrastructure, including utility systems, pipelines, electrical power
generation, gas compression systems, water treatment, oil, gas, water separation systems,
lubricants, instrumentation systems, safety systems, product storage, waste management,
transport systems, power distribution systems, chemical plants, refineries, blending facilities,
energy production systems, drilling, subsea, mining, shipping, etc. (Hassani et al, 2017). Direct
and indirect stakeholders of PcPI include anyone in need of economical energy, utilities,
infrastructure, and chemical compounds necessary to support modern industrial human existence
on planet earth.
The O&G sector of the PcPI delayed its shift to embrace digital transformation for nearly
a decade compared to other technology dependent industries (Kohli & Johnson, 2011) due to
complacency. That complacency stemmed from a period of record high commodity prices
(USEIA, 2013) and ambitious global capital development projects that distracted most firms
from heeding the warning signs that precipitated the oil price shock of 2014 (USEIA, 2014). By
mid-2015, Ernst & Young estimated that at least $200 billion in capital projects had been
cancelled or delayed (Bousso, 2015). Six months later, Wood McKensie Ltd. estimated that over
$180 billion more had been delayed indefinitely world-wide, forcing industry consolidation,
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rationalization, and retraction (Stapczynski, 2016), further constraining the resources needed to
invest in the ongoing digital transformation (Kohli & Johnson, 2011).
In 2019, Shell, Chevron, and BP, three of the four largest publicly traded global O&G
sector companies, announced significant digital transformation initiatives (Beamer, 2019;
Microsoft, 2019; Shell, 2020), promising to be leaner while encouraging employees and partners
to embrace a digital mindset centered on agility and sustainability through what then promised to
be an ongoing commodity price down cycle (USEIA, 2019). Complex facility investments grew
last decade by 10% annually (AlixPartners, 2021); however, recent industry trends indicate a
shift in capital investment in the future toward more carbon neutral energy sources (Goldthau et
al., 2018) as several European based O&G firms have pledged to reduce emissions and pressure
on U.S. based firms to follow their lead (BP, 2020; Crowley, 2020). Managing this transition to
clean, sustainable operations demanded a deeper understanding of the technologies and resources
necessary to transform energy production.
According to Baker (2019), to adapt to the challenges faced in the modern O&G sector,
firms are beginning to forge close collaborative partnerships with experts in modelling, analytics,
cloud computing, and artificial intelligence. He states, “digital twins will rapidly become
standard for every new asset and a growing number of existing facilities” (Baker, 2019, p. 44).
Baker believes owner operators who are willing to expose their complex facility assets to
detailed data-gathering systems and integrating their virtual and physical assets as digital twins
will find dramatic improvements stemming from this closed feedback loop boosting production,
increasing asset life, maximizing efficiency, and ultimately improving safety (Baker, 2019).
Digital transformation finally reached the oil patch, and not a moment too soon. The
digital infrastructure laid down throughout 2019 served as a foundation for business survival as
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the global COVID-19 pandemic in early 2020 resulted in a majority of the industry’s
professional workforce out of traditional office buildings and into virtual “tele-work” digital
environments, rapidly accelerating the pivot to online collaboration and information sharing
(Rystad, 2020). Looking back on 2020, the International Energy Agency (IEA) specifically
included “digital twins for [operations and maintenance]” as an example of sustainable
development technology that “replaces hardware or labour with digital solutions” (International
Energy Agency, 2021, p. 337). By the fourth quarter of 2020, production cuts and lower prices
further reduced revenues in this sector. resulting in higher pressure from the investment
community for leaders in this industry to communicate how their firms planned to navigate what
was becoming a more challenging economic and geopolitical landscape in 2021 and beyond
(Dickson, 2020).
Stakeholders for Digital Twin Adoption in the Oil and Gas Sector
Numerous stakeholders are interested in understanding the contribution digital twin
adoption can make to designing safer, more reliable facilities, improving decisions in all asset
lifecycle phases, optimizing facility operations, and supporting a strong business case for ongoing investment to usher in Industry 4.0 innovations and its promise of fully autonomous
complex facilities. As shown in Table 1.1, stakeholders may benefit from adopting digital twins
in different ways. Though some benefits realized are financial in nature (cost savings, return on
investment, etc.), many benefits are intangible yet no less valuable to the overall organization.
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Table 1.1 Digital Twin Benefits by Stakeholder Role
Stakeholder Role(s)
complex facility project supplier;
project engineering manager;
design engineer/architect
engineering data manager;
3D model application user;
reality capture system user
procurement/construction
contractor;
operations & maintenance engineer;
work package coordinator
engineering information manager;
process safety information steward;
information architect;
MoC coordinator
training coordinator;
personnel recruiter;
safety orientation team leader;
personnel on board (POB) manager

Benefits from Adopting Full Lifecycle Management of
Digital Twins
virtual modeling of the future physical asset before bidding,
buying, or building any aspect of the asset -scheduling/planning of materials and manpower needed to
fabricate, ship, construct, test, and start up a facility and its
component systems
provides accurate destination tool for getting maximum value
out of 3D model investment by linking it to other data sources
(process information, engineering asset register, internet of
things, etc.)
better decisions from real-time linkage to procurement and
logistics systems, maintenance management systems, spare
parts inventory tracking/warehousing, geographic information
systems, management of change database, asset integrity &
reliability tracking systems, etc.
standard platform for consolidating information governance
across systems to maximize enterprise value of shared content
leveraging lessons learned and best practices, while integrating
them to span traditional organizational silos – better modeling
of site changes before they happen improves safety, reliability,
minimizes downtime
serves as a graphical visualization tool to foster simulations,
training, conduct emergency response drills, predict potential
points of failure, and expedite orientation of new personnel
(particularly those that demand greater interactions with
augmented, virtual and mixed reality platforms enabled by
photo accurate digital twins).

Although the focus of this article is on the digital twins associated with complex O&G
systems and facilities, many lessons may be applicable to other technical aspects of the process
industry, including nuclear, geothermal, solar, desalinization, and water treatment plants. The
complexity faced by leaders in this industry is compounded by the global geographic distribution
of the supply chain for design, development, construction, and operational staffing of these
facilities. Recent political and societal shifts toward fostering a more sustainable energy footprint
is applying greater pressure on O&G firms to elevate the importance of corporate social
responsibility that emphasizes innovative approaches to resolving the challenges of the energy
equation (Biden, 2021). To meet many of these challenges, firms in the industry have embraced
9

innovative digital technology (Hassani et al., 2017) and engaged in an ongoing digital
transformation (Kohli & Johnson, 2011).
Background
As firms in the O&G sector transform, they strive to measure the value of Information as
an Asset. In their qualitative study interviewing business managers about the barriers to effective
deployment of information assets, Evans et al. (2012) quote a Chief Financial Officer, “We
certainly struggle with it, and we don't bring it to the surface and give it the level of resources
that it would need to get that value out. I think if we did understand the value then we'd change
our thinking.” (p. 167).
Rodgers (2007) echoes that senior managers struggle to grasp information value, but he
does not fully explain why other than mentioning that executives have difficulty defining what
aspects of information should be measured. Organizations often treat their information assets as a
necessary maintenance cost, but they should, “regard data, information, and knowledge as their
greatest assets and invest in their management accordingly” (Evans et al., 2012, p. 163).
Although information is deemed critical to the firm’s performance and a driver of competitive
advantage, few studies provide more than anecdotal evidence for their opinions to explain why
information is not better managed over its lifecycle.
Business journal articles, mass-media publications, and a recent book have been written
exploring the field of “Infonomics,” an emerging Information Management sub-discipline coined
by Gartner business consultant and author Doug Laney. Laney (2017) suggests that firms should
seek to get more out of their data than just “insights;” rather, they should seek what he calls
“outsights” (p. 16). By proactively investing in information visualization assets such as digital
twins, leaders can be intentionally forward looking, planning and anticipating where they are
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taking the organization. A holistic view of information enables decision makers to cast a vision
for the future; this is information’s true value (Laney, 2017).
From the researcher’s professional experience, facilities engineering (FE) and operations
personnel in the O&G sector are rarely given the opportunity to consider the origins of facility
information. For example, content originating from 3D models and ‘intelligent’ design databases
from capital facility projects have typically been handed over to operations as 2D rendered
drawings, data sheets, piping and instrumentation diagrams, lists, or fact reports because the
systems of record for storing and sharing that content were based on file format and storage
using a physical file cabinet/library shelf metaphor. This approach constrained innovation as
more interactive file sharing system complexity was simply not scalable to operational field
locations in the pre-cloud storage platform era. As organizations gradually shifted to digital
platforms, the challenge to remove redundant, obsolete, and trivial content overwhelmed
migration systems and much of the legacy content was simply archived if it was not actively
flagged for reference and retention. Systems of record for FE information are evolving to be
more holistic, but the discipline and investment required to clean up decades of legacy content
for existing facilities only adds to the difficulty of efficiently managing information for complex
process facilities. That situation could influence the business case for adding yet another
category of data to manage, such as digital twins.
The origins of a twin version of a complex physical system began during the Apollo
Space program at NASA where they allocated resources that enabled design engineers to work
with physical prototypes of a full-scale complex system or spacecraft. Like the modern O&G
sector, the aerospace industry of the 1960s faced challenges where organizations worked with
systems that were very expensive, often customized to the point that very few systems were
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alike, and due to their unique application to their environment, the systems rarely or, in some
cases, had never been made before. Pressure to economize due to budgetary constraints as well
as improvements in 3D design model technology made the use of a digital version of the physical
asset possible (Grieves & Vickers, 2017).
In 2002, Michael Grieves introduced the concept of the lifecycle of a product in terms of
its existence initially in a virtual space and later manifesting in a physical space when the design
matured to the state where manufacture was possible (Grieves, 2019). His colleague John
Vickers, NASA’s chief technologist, first coined the term Digital Twin in a NASA technology
roadmap released in 2010 (Grieves & Vickers, 2017). The term has taken on buzzword status
with several definitions, transformational promises, and misunderstandings. Nearly everyone
using the term has a unique perspective for what it is and how it is applied to their situation.
Grieves (2019) defines Digital Twin as:
[T]he information construct of the Physical Twin. The intent of the Digital Twin is that it
can provide the same or better information than could be obtained by being in physical
possession of the Physical Twin. The key assumption is that the type, granularity, and
amount of information contained in the Digital Twin is driven by use cases (pp. 176177).
Although this definition includes other constructs, the use cases for this article are limited to the
digital twins derived from photogrammetry or 3D models used in the operational context of
O&G facilities. As described by Evans et al. (2019), early maturity level digital twins provide an
on ramp to developing the Industry 4.0 semi-autonomous and autonomous facilities of the future.
Figure 1.1 is a maturity model developed to help firms assess where the digital twins of their
complex facility assets fit along an evolutionary continuum.
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Figure 1.1. Digital Twin Maturity Model (Adapted from Evans et al., 2019)

If we struggle to maintain our 3D model today, how will we be able to train an
autonomous bot to manage it for us in the future? Development of organizational capability to
maintain digital twins (DTs) is an evolutionary process that, for now, requires distinction in use
cases between the need for basic block diagram/layout drawing graphics and full photo realism
(Uitgebried Samenwerkingsverband Procesindustrie-Nederland [USPI-NL], 2020a). Valid use
cases exist for each, and framing the discussion to understand one vs. the other is critical to being
able to think clearly about how DTs can transform the way business, engineering, and
operational decisions are made. For example, a foundation level 1 (basic 3D model) DT enables
modeling, testing, improving, and validating compliance or accuracy in the virtual context before
bringing the physical design into practical reality. In contrast, a photo or laser accurate level 0
twin must be linked to static asset data (level 2) to improve orientation, training, logistics
planning and human to machine interactions or decisions, but that may not be possible until the
physical version is built. Organizations must be intentional to progress their lower-level DTs to
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higher levels on the maturity model as shown in Figure 1.1 based on a DNV-GL (2020)
“evolutionary stages” (p. 5) slide and Evans et al. (2019).
Literature Review Method
Reflecting on the challenges I faced as a subject matter expert in complex systems capital
project handover to operations, I encountered a category of data, a hybrid between structured and
unstructured data that merited further investigation. This hybrid was the semi-structured data
contained in 3D design models and the so-called ‘smart’ instrumentation and electrical databases
that were used as the source for designing process control of complex facility assets. Exploring
terms associated with semi-structured data led to a realization that this was a potential area where
the O&G sector seemed, as a whole, to be lagging in adoption at the time while other industries
had made existential commitments to transform their strategies to leverage this innovative
technology (Jones et al., 2020). Validating that assumption and determining how latent value
might be exploited to influence greater adoption within this sector led to expanded searches for
literature that illuminated this problem of practice (lagging adoption). This literature analysis
also helped the researcher define the business case for better management of this hybrid category
of business and technical data across all industries.
I began in early 2019 with an extensive literature review focused on understanding how
O&G sector firms regard information as an asset, with a particular focus on engineering and
technical design information that was typically part of the information handover to operations at
the conclusion of a large capital project. I used the ABI/Inform Global database filtering on peer
reviewed articles that contained keywords related to my research topic and soon realized that
business, in general, and the O&G sector, in particular, had limited empirical evidence on this
broad topic. I revisited that research several months later following a similar approach but
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expanded my Boolean searches via EBSCOHost to cast a wider net to detect whether any content
had been missed or new research had been published in this domain. This later search also
included articles written by industry experts outside of academia, such as Gartner or O&G sector
consultancies.
When the phrase ‘data is a company asset’ found traction as a strategic theme in the
O&G firm where I worked, I expanded my search criteria to try to better understand the
categories of data that might be included in that primary digital imperative. I then subscribed to
notifications from Gartner whenever they published new articles related to the data as an asset
topic. Any content from both of those search efforts provided new keywords to consider and led
to follow up search strings for recent articles via EBSCOHost or Google Scholar. Two research
questions surfaced that inform the problem of practice:
1. Why is the Oil and Gas sector lagging in adoption of Industry 4.0 innovations?
2. What are the key value drivers that influence adoption of digital twins in the Oil and Gas
sector?
Next, with these questions in mind, I scanned the resulting articles for any seminal
academic authors of digital twin definitions or referenced articles of completed explorations of
these topics. I then conducted new searches selecting only articles that I could access, checking
for peer reviewed content with a connection to the O&G sector or process industry, or
generalizable findings associated with digital transformation, digital twin adoption, industry 4.0
innovations and analysis tools to track technical debt. Appendix 1.1 is a summary table of
academic literature that met search criteria categorized by major themes included in the overall
research activity for this article exploring the PcPI and the core problem of practice. It includes a
5-star ranking system used to code each article depending on how well the article content maps
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to the research questions and whether each provided useful insights representative of the
industry, sector, or technical discipline under investigation in this line of inquiry.
As recommended by Yin (2018), to ensure external validity, I also referenced industry
trade journals, government publications, regulatory requirements, conference proceedings, and
academic and professional journal articles written about my research focus area: informing the
insight value of digital twin lifecycle management and standardization. Several use cases and
research themes were derived from analysis of archival data from Uitgebried
Samenwerkingsverband Procesindustrie-Nederland (USPI-NL), a process industry standards
organization consisting of members representing complex facility owner operators, engineering
and procurement contractors, software vendors and suppliers (USPI-NL, 2020b).
Key Findings from the Literature Review
Research Question 1: Why is the Oil and Gas sector lagging in adoption of Industry 4.0
innovations?
•

The PcPI, in general, and the O&G sector, in particular, have been lagging in
adoption of Industry 4.0 related digital innovations over the past two decades
(Kohli & Johnson, 2011; Jones et al., 2020; Wanasinghe et al., 2020; Ross et al.,
2019; Reuters Events, 2020)

•

From 2001 to 2014, the O&G sector experienced a protracted boom cycle,
diverting capital resources to complex facility development projects (U.S. Energy
Information Administration, 2013; 2014)

•

The O&G sector is currently facing unprecedented uncertainty and pressure to
transform how it conducts business (Stevens, 2016; EY, 2020; IEA, 2021;
Dickson, 2020)
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Research Question 2: What are the key value drivers that influence adoption of digital twins in
the Oil and Gas sector?
•

Information is a valuable business asset (Moody & Walsh, 1999; Evans et al.,
2012)

•

The O&G sector is under pressure to become more carbon neutral, requiring
greater insights in sustainable operations (Goldthau et al., 2018)

•

Digital Twins provide an efficient means to manage complex assets throughout
their lifecycle (Grieves & Vickers, 2017)

•

Digital Twins in O&G can be made more maintainable, sustainable with better
standards (Cameron et al., 2018)

•

Digital Twin value is evident when applied to Operations & Maintenance of
existing complex process facilities (IEA, 2021)

•

Digital Twin value can be realized at every level across O&G organizations
(Lheureux et al., 2020)

•

Digital Twin adoption prepares firms for the transition to the workforce of the
future (Schuster et al., 2015; Encinas et al., 2012)

•

Digital Twin adoption and maturity increases intrinsic safety of complex systems
(Evans et al., 2019)

Analysis
Finding 1: The Oil & Gas sector was lagging other industries in adoption of innovative
digital technologies.
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Diffusion S Curve
In his seminal work Diffusion of Innovation, Everett M. Rogers (2003) points out that his
“S-shaped curve describes only cases of successful innovation in which an innovation spreads to
almost all of the potential adopters in a social system” (p. 275). As a whole, the PcPI lagged the
digital adoption curve as evidenced in the book Designed for Digital. Based on more than a
decade of research on companies that had begun a digital transformation, not a single firm in the
O&G sector was included as having committed to digital platforms (Ross et al., 2019). In late
2018, Dr. Jeanne W. Ross noted at a live teleconference that her core research findings in 2009
had not changed significantly in the ensuing nine years. Ross commented, “the only thing
different now is the packaging” (Ross, 2018). As Ross and her research team prepared to publish
their updated study, she admonished O&G sector business leaders to get on board as the tipping
point was eminent and the modern tech-savvy workforce was demanding innovation and
commitment to a digital-based organizational design (Ross, 2018).
Rogers (2003) highlights the consequences of innovation demand further as change
agents tend to focus on positive benefits of adoption. Rogers (2003) also mentions that
“consequences are often difficult to measure” (p. 470). Rogers’ perception about difficulty of
measuring innovation consequences aligns with the challenges that many industries have
experienced in building a business case for adoption of digital twin technology. O&G firms, in
particular, have lagged more than a decade behind the leaders in DT technology (the
manufacturing industry). Following an upward trend in oil prices in 2016, “O&G companies
appeared to shift away from cost cutting and resumed investment in innovation. The rapid
digitalization associated with Industry 4.0 may have also contributed to the recent interest
towards DT technologies” (Wanasinghe et al., 2020, p. 104,185).
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Adoption of DT technology can take many different forms. A recent Gartner whitepaper
describes three distinct types of DTs, and each has its own value proposition and trade-offs
related to how it is developed and maintained. Specifically, “Discrete digital twins – [optimizes
individual assets, personnel, and resources],” “Composite digital twins – [combines multiple
discrete DTs and data within system or facility],” and “Digital twins of organizations –
[maximizes value of a process throughout enterprise operations]” (Lheureux et al., 2020, p. 5).
Each of these different forms of DTs enhances situational awareness and predictive capability of
the system. When implemented as an enterprise decision support system, DTs also serve to
improve decision quality at every level of the organization (Lheureux et al., 2020).
O&G firms’ aspirations to adopt innovative digital technologies was evidenced in a
recent survey conducted by EY (2020). O&G companies are seeking to “drive efficiency and
productivity into operations, transforming how they operate and truly doing more with less” (EY,
2020, p. 1). The technical skills needed to support higher level DT technologies, such as virtual
and/or augmented reality, artificial intelligence, internet of things, machine learning, remote
monitoring, advanced analytics, and autonomous transport, are below where the respondents felt
they must be to support sustained operations in the future. O&G sector firms are not only
competing with other industries for personnel, but they are also retooling their existing
workforce to meet these challenges. The importance of shifting from focusing on metrics
associated with training completion to actively evaluating applied learning is key, according to
an HR executive at an integrated oil company (EY, 2020). This observation demonstrates that
lagging others in necessary technology adoption adds human resource constraints to the list of
innovation diffusion “difficult to measure” consequences (Rogers, 2003, p. 470).
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Though the evidence of the lagging adoption is real, the pressure is rising for PcPI to
adapt to meet the challenges of the global energy transition that Dr. Fatih Birol, Executive
Director of the IEA, contends is underway as he highlighted in the forward to IEA’s “Energy
Technology Perspectives 2020,”
[M]ore and more governments around the world are backing clean energy technologies as
part of their economic recovery plans in response to the Covid-19 crisis… The private
sector is also upping its game, with some oil and gas majors betting their futures on
becoming lower carbon energy companies and top information technology companies
putting increasing resources into renewables and energy storage” (IEA, 2021, p. 3).
In November 2020, Dr. Birol explained, “[the] digital world and energy world; they have just
recently met. There are [currently] very few intersections that the digital world and energy world
make use of each other…” (Reuters Events, 2020). He described the pivotal role policy makers
and industry leaders need to play to bring about “…global energy digital transformations”
(Reuters Events, 2020).
Finding 2: Knowledge generation and enterprise scale value from digital twins can be
derived thousands of miles from the physical facility. However, the companies in the Oil & Gas
sector often struggle to leverage their global scale when managing these valuable information
assets.
S/W/O/T Analysis
According to the process industry standards organization (USPI-NL), O&G sector firms
have traditionally not received or simply discarded design data during complex process facility
handover to operations (USPI-NL, 2020a). I have experienced this phenomenon and seen it lead
to lost opportunities (e.g., project cancellations), greater vulnerability to external threats (e.g.,
COVID-19, price volatility, supplier bankruptcy), and intrinsic weaknesses (e.g., limited
organizational capability to maintain DTs). The main strength of most large firms in the O&G
sector is their massive scale and global reach. Complex facility projects tend to involve partners
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with deep pockets and highly experienced technical and professional personnel. This strength
taken to an extreme is also one of its greatest weaknesses. Large multinational integrated O&G
companies could be illuminated by DTs in one region, yet in the dark in another. O&G firms
tend to create silos where successes or failures are not intrinsically shared throughout the
enterprise. Firms may treat each facility as a unique system with no insight value to other
facilities. This treatment often creates an environment where valuable lessons are experienced
and lost in the crowd rather than learned and incorporated into the corporate culture.
An opportunity for large firms in this sector is to leverage their scale and reach on major
capital projects. Their massive scale often engenders a too big to fail mindset among owner
operators, partners, and investors. Complex process facility projects may span decades and cost
several billion dollars once final investment decisions (FID) have been made. Mega projects tend
to be funded to completion even if the economics no longer make sense or performance metrics
fall short of the classic triple constraints of project management (schedule, budget, scope).
Compromises have historically plagued mega projects with nearly 78% failing to achieve the
promises of their FID budget/schedule projections (Merrow, 2012). O&G firms are rationalizing
their portfolios given the effect of low margins on returns that is forcing much longer facility
break even points. When large capital projects fail to deliver on their original FID, value is a
serious threat to credibility and faith in the forecasting system. With greater flexibility regarding
technology risk in their project execution methodology, those facilities could have paid off and
far exceeded their design capacity if their design and contracting strategy had been more
adaptable to technological innovations that become available after project contracts are signed
and funded, representing an opportunity if they succeed in managing technology risk and a threat
if they fail to do so.
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Finding 3: The Digital Twins of complex facilities in the O&G sector are a valuable
business asset and should be maintained throughout the facility lifecycle to maximize the return
on investment from that asset and ensure that its corresponding insight value is not degraded by
neglect and lack of strategic consideration.
Information Asset Valuation
As O&G firms set out to improve capital project performance, they must also leverage
their scale to capture the benefits of treating their information as a valuable business asset.
Enterprise level intentional sharing, use, visualization, and integration of information assets can
be the key to unlock the latent lessons from project failures and best practices that would
otherwise be lost in information silos. Digital twins are no exception. As Gartner suggested,
information meets the criteria to be considered an asset; however, it is not typically treated as
one using current accounting methods, complicating how business leaders make decisions about
their information (Laney, White, & Duncan, 2018). Often, leaders default to discarding what
they do not understand or appreciate, explaining why 3D design models of complex facilities
tend to rarely survive into the operational context. As the entry point for maturing DTs in Figure
1.1, 3D model lifecycle management suffers from short-sightedness at the O&G facility level at
best and complete neglect at the enterprise level at worst.
Moody and Walsh (1999) presented a paper at a conference that highlighted how
valuation theories for intangible assets could be applied to information assets by accounting for
the cost plus the benefits they bring during their lifecycle. The Digital Twin Asset Valuation
Models that follow were generated as an abstraction derived from three of “the seven ‘laws’ of
information” as proposed by Moody and Walsh (1999, p. 4). Specifically,
•

DT asset (lifecycle) value increases with use
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•

DT asset (integrity) value increases with accuracy (data quality)

•

DT asset (maturity) value increases with integration with other information
These models are generalized to illustrate how insight value can be assessed in

conjunction with an incremental cost basis to track the interrelationship between dependent
variables (V), such as lifecycle value (Figure 1.2), integrity value (Figure 1.3), and maturity
value (Figure 1.4). In each figure, the estimated insight value (i) is influenced by differing
incremental cost (c) bases; data asset (Figure 1.2), data quality (Figure 1.3), and data integration
(Figure 1.4). The resulting graphs show how these variables track against one another, dependent
upon the following:
•

asset lifecycle stage across the axis of time (Figure 1.2)

•

data quality level across the axis of improvement (Figure 1.3)

•

six maturity levels across the axis of DT integration progression (Figure 1.4)
The relative value depicted on each model is scaled to fit the range of V observation

points across each axis. A decision threshold line is provided in each model to show the value
state that must be reached before insight (i) from these assets can positively affect decisions.

Figure 1.2. Digital Twin Asset Lifecycle Value Model (demonstrates how value increases with use)
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In the Design asset lifecycle stage, the cost basis of building the digital twin, typically a
3D design model, is almost equal to its insight value to the contractor and project team but has
little or no value to the operational context of the asset lifecycle because it is just a conceptual
construct that could be many years away from its physical manifestation in its reality. During the
Construction stage, insight value of the 3D model to the enterprise increases because it allows
owner-operators to visualize what was previously an abstract idea, allowing them to begin
planning for integrating it into their existing systems and processes. At this stage, the only cost is
to keep it current with respect to changes occurring during the construction and commissioning
activity; the lifecycle value roughly matches the incremental cost to maintain it.
As the asset enters the Operation stage, data asset costs remain steady as it is merely a
maintenance function to keep it current with minor asset updates through the management of
change process. In this stage, firms that have not maintained a 3D model may opt to expend
resources to employ laser scanners to generate a point cloud or photogrammetry to create a
digital model to reflect the built environment electronically (Collins et al., 2018). DT asset value
increases in proportion to the amount of insight value the operations and extended enterprise
gleans from the asset, depending on how much integration is taking place with other static or real
time data sources.
In the Modification stage that typically accompanies major turnarounds or brownfield
project enhancements, the costs rise due to the increase in updates to the core 3D model.
However, the DT value jumps considerably due to the decisions that an accurate digital twin
supports with predictive simulations of the current or future state, allowing engineering teams to
optimize logistic material flow, concurrent processes, temporary process by-passes, and
scheduling of work packages for completion. In the final stage of the asset lifecycle, the accurate
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DT has high informing and cumulative value at relatively little or no incremental cost as the asset
undergoes Retirement.
Decisions related to work package planning, material movement, decommissioning, and
decarbonizing systems are improved by an up-to-date digital version of the truth. It even
continues to pay valuable dividends to stakeholders in other parts of the organization preparing
for similar activities on other facilities as they can visualize lessons learned without having to
physically visit the facility, even long after it has been taken out of service.

Figure 1.3. Digital Twin Asset Integrity Value Model (shows how value increases with accuracy)

The difference in the calculation formula in Figure 1.3 is that cost is added to vs.
subtracted from insight value because costs associated with improving data quality are
considered more of a strategic investment in decision quality than a tactical operating expense.
The track of digital twin asset integrity value illustrates how Very Low data quality for a DT
renders its insight value less than useless because of the costs associated with the consequences
of bad decisions based on bad data, or the cost of rework, second guessing, and accommodating
uncertainty due to poor decision quality. At this state, actual costs to ensure the quality of data
are deferred, allowing those resources to be allocated elsewhere, hence the negative cost basis.
Overall negative DT asset integrity value is amplified because of the perception that it would be
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more economical to recreate the DT from scratch than try to mitigate the errors embedded in an
untrusted virtual version of the physical asset. At the Low state, it may be cost neutral because
there may be hope of mitigating the data quality to bring it above the decision threshold level of
insight value for critical asset components.
The integrity value is better at the Medium data quality state, but it still reflects higher
data quality management costs than perceived value, reinforcing management skepticism at this
state. DT managers must emphasize the strategic value of investing in this asset, even though
costs to do so greatly exceed the data’s trustworthiness for informing decisions. Upon achieving
the High data quality state, decision quality improves with insight value, and incremental costs
start showing return on investment. However, there is a point where costs in the Very High data
quality state cease to provide the same level of impact on insight value as timeliness of decisions
may not be able to wait until all error or omission is removed from the system. The diminishing
returns also appear more significantly when DT content management prioritizes data accuracy
over data currency, particularly when the information is about non-critical system components,
such as pipe supports, cable trays, and structural elements of complex facilities.

Figure 1.4. Digital Twin Asset Maturity Value Model (demonstrates how value increases with integration
with other data)
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The premise that “information becomes more valuable when it can be compared and
combined with other information” (Moody & Walsh, 1999, p. 8) is a perfect application of the
justification for moving DT assets from lower levels on the maturity continuum to higher levels
as illustrated in Figure 1.1. Since most O&G sector DTs of complex facilities appear to be at
level 2 with some approaching level 3 (Marquardt-Tynan, 2021), any aspirations for more
organizations to move their DTs to level 3 in the next few years must be met with the realization
that there is fierce competition for operating expense resources in the current low oil price
environment brought on by an oil supply glut and depressed global demand due to the on-going
global COVID-19 pandemic (Dickson, 2020).
Geopolitical pressure to decarbonize the energy equation is rising as climate science
continues to highlight the adverse effects of greenhouse gas emissions associated with most
modern industrial activities (Goldthau et al., 2018). That reality further constrains available
resources as O&G firms seek to invest in more sustainable alternatives to fossil fuel-based
petrochemical products. Figure 1.4 reflects the benefits that may be gained by the natural
reduction in incremental information integration costs as digital enabling technology
infrastructure investments begin to pay off; analytical systems at higher levels of maturity are
intrinsically designed for greater interoperability with open architecture while taking advantage
of economical Platform-as-a-Service innovations. Similar to the DT asset lifecycle model, the
insight value exceeds the cumulative maturity value, but more consistently correlated due to
greater intentionality for positive growth along that axis than would naturally occur over a DT
lifecycle without adoption of a maturity roadmap (as depicted in Figure 1.2).
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Discussion
The findings above show how O&G firms have lagged their peers in other industries in
adoption of digital technology but are rapidly working to catch up. Through digital
transformation, O&G firms are reinventing how they are structured as well as shedding the
traditional silos associated with upstream, midstream, and downstream business functions to
focus on delivery of technological innovation through digital platforms across their enterprise
(Lu et al., 2019). Also, the primary strength of O&G (its global scale and reach) has been
weakened in the past by creation of information silos. A firm in this sector could distinguish
itself by accelerating the intentional breaking of silos and leverage its scale to apply lessons
learned from experiences at other facilities across the enterprise. In this way, the digital
transformation provides a unique opportunity to change long standing cultural paradigms that
have constrained the capacity for operational efficiency.
USPI-NL initiated the Facility Lifecycle 3D Model Standards (FL3DMS) project when
their consortium of process industry information management standards experts determined that
the neglected state of 3D models of complex process facilities was a gap that needed to be closed
and any aspiration of digital twins appeared ‘dead on arrival’ without driving to the root cause:
failure to maintain the design data into the operational context (USPI-NL, 2020a). They quickly
determined that having a data standard for the 3D model produces value pockets and exposes
latent value pockets from greater information efficiency. Further insights derived from informal
conversations with key stakeholders demonstrated that application of greater academic rigor on
the business case for investment in maintenance of the 3D model throughout the facility lifecycle
could enlighten the industry to a step change innovation in that it enables the aspiration of digital
twins. However, this effort requires the corporate will for key decision makers of owner-operator
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organizations to prioritize investment in DTs, despite the localized optimization logic that tends
to devalue design information based on ignorance regarding the consequences and opportunity
costs of not maintaining or further integrating foundation level DTs, for example, 3D models
linked to other operational systems (e.g., industrial internet of things, asset registers, sensors,
real-time monitoring, remote control, process information, safety integrity level) (USPI-NL,
2021).
Any struggle to achieve anticipated operational efficiencies from the initial capital project
proposal and design stage tends to create tension between project engineers and operations
management personnel. Construction and start up may attribute the gaps to poor design, the
design engineers may attribute them to contractor suppliers failing to execute the design intent,
and operations is forced to evaluate personnel training, operating procedures, technical
documentation, and maintenance strategy in a never-ending search for the root cause as to why
they are unable to achieve optimal plant efficiency once they accept custody of the systems and
processes. Also, given the relatively long complex facility project lifecycle, by the time physical
facilities are built and installed, their basis of design and some of the technologies specified to
track modifications throughout the construction and commissioning process may become
obsolete.
Improving visibility of how digital twins could inform better decisions in the operational
context should foster greater engagement between operations and project design teams. Earlier
operational asset ownership of the digital twin during the project engineering design and
execution phases may be a solution to mitigate these issues. If a project was to have to submit to
operational Management of Change (MoC) processes, it would shift the paradigm that project
work is discrete and independent from operational activities. In cases such as the recent
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turnaround activity on the Wheatstone Upstream platform completed in early 2018, large O&G
firms can readily demonstrate the value of developing and maintaining digital twins while
concurrent engineering and work package planning is underway (Chevron, 2021). This approach
is particularly relevant during periods of relatively low O&G product prices when companies in
this sector pursue more brownfield projects to extend the operational life or improve the
efficiency of existing facilities. Fully integrated, well-maintained DTs provide a virtual
laboratory to explore new and creative ways to maximize complex process facility efficiency.
Conclusions
The modern petrochemical process industry is rapidly waking up to the importance of
preparing for Industry 4.0 and thus, recognizes the need to develop and maintain digital twins of
complex facility assets. Large firms in the O&G sector face the challenge that the foundational
elements to create digital twins have typically not been handed over to operations when the
facilities were initially designed, constructed, and commissioned. This industry analysis article
explores how understanding the business case for maintaining 3D design models in the
operational context informs decision makers about this effective entry point for these firms to
begin developing integrated digital twins. The researcher provides a digital twin maturity model
(Figure 1.1) based on industry research explaining how these information assets serve as a bridge
to attaining and maintaining fully autonomous facilities.
The literature regarding effective implementation of full lifecycle digital twins is limited
(Jones et al., 2020) and requires greater exploration as the trends over the past three years
demonstrate heightened academic and practitioner interest that portends engineering, information
systems, and business schools will eventually produce graduates expecting digital twin
technology tools to be as ubiquitous as a laptop or a mobile device is in the modern workplace.
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The treatment of DT information as a valuable business asset is complicated by a general
lack of appreciation of the value that quality information is to decision making. The researcher
reflects upon an approach to assign relative value to informing decisions at various stages of the
asset lifecycle (Figure 1.2), various levels of data quality (Figure 1.3), and various levels of
digital twin maturity (Figure 1.4).
The process industry standards organization, USPI-NL, is actively coalescing key
stakeholders around a standard to build the competency and governance guardrails to further
reduce information inefficiencies (USPI-NL, 2020b). Subsequent studies in this series of three
articles (as shown in Figure 1.5) include an empirical findings evaluation of recent efforts to
implement digital twins at O&G firms and a design science research investigation of the business
case for facility lifecycle investment in 3D models as a foundation for developing integrated
digital twins using the elaborated Action Design Research (eADR) methodology (Mullarkey &
Hevner, 2019).

Figure 1.5. Research Trilogy Roadmap – Informing Complexity: the business case for managing digital
twins of complex process facilities

The aspiration to develop the organizational capability necessary to adapt to an Industry
4.0 future requires investment in technological innovations and transformation of culture to
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proactively integrate information system assets with physical facility data throughout the asset
lifecycle. Recent technological innovations in data aggregation (i.e., Big Data) and integration
are fundamentally improving the human experience with cyber-physical systems (Tao et al.,
2018) that enable the workforce to glean greater insight and improve decision quality (LaValle et
al., 2011). Firms that invest in maintaining digital twins recognize benefits in productivity,
process safety, and personnel training (Qi et al., 2021); also, they harness lessons learned from
other use cases across an organization (Tao et al., 2018). The artist Claude Monet once
proclaimed, “It's on the strength of observation and reflection that one finds a way. So, we must
dig and delve unceasingly” (Monet & Kendall, 2000, p. 20). Observations of current trends in
the petrochemical process industry and reflections upon the academic literature reveal that
effectively managing asset information value is a viable pathway to sustainability and profitable
enterprise.
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APPENDIX 1.1:
LITERATURE SELECTED FOR INDUSTRY ANAYLSIS BY THEME

Summary:
Table 1A. Core Themes and Subthemes from the Literature
Core Themes: (article count)
Sub Themes: (article count)
Digital Transformation (4)
Adoption (1); Oil & Gas (2)
Digital Twin
(25)
Adoption (2); Definition (3); Development (6);
Lifecycle (4); Oil & Gas (5); Safety (2); Value (3)
Industry 4.0
(7)
Adoption (1); Oil & Gas (2); Uncertainty (1);
Virtual Learning (1)
PcPI History
(12)
Economics (3); Safety (3)

37

Figure 1A. Screen shot of table built in EndNote™ to depict Article ratings by theme

*Subjective ratings of academic, peer reviewed articles/books assigned by the researcher indicate
a combination of factors including fidelity, academic rigor, alignment with research objective,
relevance, and currency. Articles assigned higher star ratings were more likely to be included as
a reference.
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CHAPTER TWO:
INFORMING OPERATIONS: EVALUATING THE NEED TO MAINTAIN COMPLEX
PROCESS FACILITY DIGITAL TWINS

Abstract
During the design phase of major capital projects, information content about complex process
facilities is created and used to model how the facility will operate once completed. In the Oil
and Gas (O&G) sector, this digital design data is referenced to plan material orders, stage testing,
and track commissioning of the facility components. It can also inform decisions related to
construction, installation, and ongoing operational activities of these facilities across multiple
locations around the world. Training the workforce to build and maintain this content in the
operational context is one of the critical infrastructure challenges of the Industry 4.0 digital
transformation. This empirical findings study evaluated a large integrated petrochemical process
industry (PcPI) firm as it struggled to understand the need to manage three-dimensional (3D)
design models as digital twins after custody of facilities transitioned from project to operations.
Results from an exploratory case study at that firm were compared to a transcript of a project
kickoff meeting hosted by process industry standards organization. Consistent themes and
recommendations surfaced across both sessions and validated findings. Understanding how firms
in this sector perceive the need to manage 3D models as digital twins throughout the facility
lifecycle supports the need to determine the informing value of this important category of digital
assets.
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Introduction
Paula was frustrated. In her circumstances, you might be too. As the regional business
unit’s facilities engineering information manager, she knew a complex $5 billion off-shore oil
and gas processing facility was rapidly approaching its first major maintenance turnaround event
and she still had not received an expected as-built version of the 3D model that was used to
design and build it. How could Paula realistically prepare for this ‘planned’ facility shutdown if
she did not yet have care, custody, and control of an accurate comprehensive electronic record of
the asset? Although she had received the core process safety information deliverables required at
start up to operate the new plant, access to this valuable digital version of the physical asset
eluded her and her team of engineering data analysts. From recent experience on other large
capital projects, Paula understood that when more complexity is introduced to the overall
systems environment, more rigor is required to manage the modern facility efficiently.
Specifically, accurate three-dimensional (3D) visualizations of complex facilities must be
continuously maintained throughout the facility lifecycle (from initial design through asset
retirement). Paula wondered if her situation was unique and thought, “How can anyone make
important decisions about operational management of these new high-tech facilities without
access to accurate information?”
This article explores the situation Paula faced. Is she alone? If not, what is the root cause
of this recurring capital project information handover issue? Even if she gets the as-built model,
would Paula have access to the technical skills to bring it up to date with what has changed since
start up and maintain a 3D computer aided design (CAD) model once she accepted custody of it?
Will Paula’s organization have the operational discipline to incorporate key elements of these
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models into its management of change (MoC) process? Could the organization justify the
operating expense to maintain them? Can it afford not to?
Accurate asset information enables decision makers to allocate resources where they are
needed most. This empirical research is the second of a three-part investigation to understand the
value of information assets through analysis of a specific category of business data known as
digital twins: the virtual or electronic representation of physical assets (Grieves, 2019). Despite
the immense scale of the oil and gas (O&G) sector, there has been limited academic research or
documented empirical evidence of firms that have implemented a practical approach to address
this problem for highly complex operating environments (Cameron et al., 2018).
Firms in the O&G sector are rapidly adjusting to greater emphasis on digital innovation
and automated decision support systems. Organizational capability (OC) to manage digital twin
visualizations of assets as 3D CAD models is becoming a strategic imperative that O&G firms
must procure or cultivate to prepare for the demands of designing, developing, deploying, and
maintaining the complex facilities of the future (Cameron et al., 2018). This article documents
evidence of this important technology trend in the O&G sector at a large firm and an industry
standards organization evaluating the business case to maintain digital twins of complex process
facilities as a valuable business asset.
The article starts with background details regarding a key problem of practice: lagging
investment in lifecycle management of digital twins of complex facilities in the O&G sector.
Recent academic and business literature are analyzed to provide a holistic perspective regarding
the historical context of this problem in search of a recommended path forward to address it.
After the term ‘digital twins’ is defined for this research context, a maturity model is introduced
to aid in assessing where an organization is along a continuum of evolving digital twins from the
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most basic 3D model to a self-maintaining electronic record of a fully autonomous operational
facility. Then, details of the research protocol used to analyze empirical evidence of the need for
digital twin lifecycle management are provided, followed by a discussion of the findings and
conclusions made throughout the course of this research study. Finally, we revisit Paula’s
dilemma and propose how future research could influence greater adoption of digital twin
lifecycle management throughout the petrochemical process industry (PcPI).
Problem of Practice: Project Information Handover and Management
Firms in the O&G sector are facing complex challenges associated with decades of
entrenched practices that often ran counter to strategic intentions. Design documents are
typically handed over as point-in-time accurate (or as-built) information, primarily 2D
renderings or fact reports. However, even as firms in this sector become more fluent in digital
innovation and decision support systems, the systems of record for managing facility information
have not traditionally kept up with the complexity required to efficiently manage the modern
facility (McNair, 2021). One such innovation is the 3D model-based visualizations of the asset
created when a facility is designed or undergoes major modification.

Figure 2.1. Typical Project As-Built Document Handover Workflow

Figure 2.1 shows how 3D models used for the facility design phase typically do not
survive the facility construction or modification phase. In many cases on O&G projects, these 3D
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models are built by external engineering contractors as design tools to help them visualize the
facility so that they can create material and equipment orders, construction plans, drawings, and
reports for how the facility will function after completion (McNair, 2021). Although it may
increase engineering cost to update and maintain these 3D models as digital twins after initial
construction is complete, future autonomous facilities will not be possible unless the capacity to
visualize these facilities and conduct real-time analysis of status and performance is built into a
day-to-day systems management process (SMP). Figure 2.2 depicts how the SMP will need to
flow to enable the technical competence or organizational capability to maintain and operate
higher level digital twins. Note that the SMP may include contractor or owner/operator actions or
a hybrid combination of both depending on the firm’s engineering services sourcing strategy.

Figure 2.2. Proposed As Built Digital Twin Handover Workflow

Background
Beginning with the first commercial production well in 1869 (Stevens, 2013), the rise of
the nascent PcPI was, in hindsight, a disruptive influence similar to how relatively cheap coal
fueled the first industrial revolution (Wrigley, 2010). The demand for reliable sources of energy
to fuel the second industrial revolution resulted in multi-billion-dollar investments in exploration,
production, distribution, and marketing of petroleum-based products. In the latter half of the
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twentieth century, the third industrial revolution increased demand for fossil fuels, lubricants,
complex plastics, and other petroleum-based chemical compounds. About the time forecasters
were predicting that the world had reached “peak oil” (Aleklett & Campbell, 2003), innovations
in unconventional drilling and recovery technology unlocked vast reserves of hydrocarbons,
extending the life of mature fields and opening new frontiers for exploration and exploitation
(Baumeister & Kilian, 2016).
As the digital age has expanded humanity’s capacity for managing complex systems, we
find ourselves on the verge of a fourth industrial revolution: Industry 4.0 (Magruk, 2016).
Traditional tools for analysis and discovery have been set aside in favor of technological
advances, such as big data, artificial intelligence, and machine learning (2016). Remote sensing
instrumentation, the industrial internet of things, advanced robotics, drone technology, and
countless other modern innovations are fueling aspirations of autonomous production and
distribution facilities spanning the globe (2016).
Though lagging many other industries (Kohli & Johnson, 2011), major O&G firms are
undergoing a “digital transformation” (Dickson, 2020, p. 5). Urgency to catch up is driven by
technological advances leveraging data analytics across the industry’s value chain to cope with
an expected protracted down cycle in energy prices (Mohaddes & Pesaran, 2017). PcPI
influencers must proactively increase awareness of benefits, competitive advantages, and
improved asset integrity and reliability that could be gained by moving from unstructured 2D
document-based information management systems to semi-structured 3D data, metadata, and
model-based facility information management systems. However, to fully realize those benefits,
firms must be willing to increase investment in OC and MoC. Industry standards organizations
such as USPI-NL, IOGP and DEXPI have each completed efforts to coalesce around a standard
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for capital project information handover to operations (Cameron et al., 2018). In April 2020,
USPI-NL initiated a project to develop a standard for 3D Model management throughout the
lifecycle of complex process facilities and document the business case/value proposition for
implementing that standard across the process industry (USPI-NL, 2020).
Over the past two decades, researchers have proposed general cost accounting-based
approaches to information asset valuation (Moody & Walsh, 1999); however, the PcPI recently
has embraced a strategic imperative to regard information as an asset (Kohli & Johnson, 2011).
As more firms adopt a growth mindset (Canning et al., 2020), the business climate has become
more receptive to bringing innovative and iterative research techniques to this problem. The
O&G sector is also experiencing political and economic pressure to reduce environmental impact
on the planet while increasing investment in technologies to automate facilities (Goldthau et al.,
2018). This trend of supporting the development of autonomous operations could also reduce
reliance on human performance factors that would mitigate many of the occupational health and
safety risks associated with complex facilities (Stevens, 2016). The transition to Industry 4.0 is
underway; thus, digital twins and the organizations that support them must evolve beyond the
lower levels of the digital twin maturity lifecycle model (McNair, 2021).
Management of Change Dilemma: Accumulation of Technical Debt
According to Seaman et al. (2012), the metaphor “technical debt” (p. 45) refers to the
situation in practice when an engineer, operator, or other technical information steward
compromises the maintainability of a technical artifact (e.g., electronic documentation) to meet
the demands of delivering a physical product, service, or modification on time to the receiving
organization. This trade-off does not mean that the work to update the documentation is never
accomplished; it may be postponed indefinitely due to more pressing client or operational
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expectations. This compromise creates a “debt” that must be accounted for and eventually settled
to ensure the ongoing health of the installed or modified physical system. The “interest” that
incurs while this debt is outstanding is realized in the form of impaired decision making,
compromised maintainability, or higher risk of incidents resulting from inaccuracies in
information stored in the official system of record for that content (Seaman et al., 2012).
Although not typically part of the O&G facilities engineering technical information management
jargon, the information systems concept of technical debt has generalizable applicability to the
maintenance of information in the O&G sector as documentation has become a key digital
component of process systems that have evolved into complex cyber physical entities at a higher
order of abstraction than traditional document management processes, systems, and standards
were designed to accommodate.
Owner-Operators amass technical debt whenever information accuracy changes due to
modification of the physical asset, but the operations organization does not update the
corresponding version of the asset in the virtual space. The global and dynamic nature of the
workforce in the process industry often translates to subjectivity of expectations as to what
constitutes minimum requirements. For example, the U.S. Department of Labor’s Occupational
Health and Safety Administration (OSHA) has “recognized and generally accepted good
engineering practices” (OSHA, 2016) that outline the codes, consensus standards, and practices
to protect personnel in the operational context of certain hazardous conditions that may exist in a
workplace. However, the guidelines may be subject to ongoing variation in interpretation or
enforcement from one federal executive administration to the next.
From the researcher’s professional experience in evaluating the handover requirements
governing for more than 100 major capital projects over the past two decades, in a single

46

complex process facility, it is not uncommon for several hundred thousand documents to be
created during the project design, construction, and commissioning phases. These documents
were traditionally provided to operations at handover as several hundred binders containing
volumes of printed drawings, diagrams, data sheets, manuals, and reports, filling shelves from
the floor to the ceiling with content that represented the facility at the state it was when it left the
fabrication yard. The handover document binders would typically be revised and updated to
include the final as built version of content and delivered to site, maintenance, and project
archive libraries within a few years after completion and start up. These palletized and boxed
capital project design and construction implementation documentation sets were often also
shipped to other recipients and stored as archival records located at operations and maintenance
(O&M) warehouses, facilities engineering libraries on-site, off-shore, on-shore, or in the owneroperator’s home country in massive long-term contract document storage facilities (see
Appendix 2.3).
With the advent of electronic record keeping, these point-in-time accurate printed
versions of complex facilities are rarely maintained as accurate representations of the operational
asset unless local policy or regulations mandate that firms do so (in some cases, requiring content
to be printed and maintained in multiple languages and always consistent with the corresponding
electronic versions). The paradigm of physical records storage persisted through the mid-2010s.
However, the rise in complexity at these facilities combined with legacy hardcopy library record
keeping requirements embedded in project handover contract deliverables written for a different
era created a logistical storage dilemma that simply failed to anticipate the volumes of mostly
unread documents filling shipping containers, storerooms, operations centers, offices, and in at
least one case – a crew recreation room (see Appendix 2.3).
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The normalization of hard copy content being out of sync with the changes to physical
assets often would eventually spill over into the electronic arena as well. MoC activity at
complex facilities often encountered subjective requirements regarding what defined a completed
change event. For owner-operators, the MoC approval and sign off process, typically governed
by local occupational safety and health requirements, focused on managing the physical safety of
the personnel or processes involved change event rather than consistently ensuring that
documentation of the changes was updated to reflect the final as built version after the change
was complete. The submission of scanned versions of redlined drawings and documents may
have sufficed for close out of the MoC work package, expecting that the operations or
engineering team would later incorporate those changes into the system of record versions of the
master electronic files. For process safety information (PSI), it was common for organizations to
mandate extensive master file documentation updates to prepare for periodic process hazard
analysis events and compliance audits, but the status quo demanded that engineers and operators
focus on the next project or task in front of them; thus, the completed ‘paperwork’ may lag
months, if not years, behind the temporary or permanent modification. This persistent lag in
updating the system of record with the dynamic activity happening is an ongoing source of latent
technical debt.
The impact of technical debt on the process system’s intrinsic complexity quickly
complicates the calculus for compliance in this arena. Variation in the definition of terms of
compliance (requirements, mandates, standards, guidelines, specifications, regulations, etc.),
variability of jurisdictions regarding the authorities responsible for enforcing compliance
(regional, municipal, federal, governmental, industry, corporate, etc.), and diverse opinions as to
what constitutes ‘process safety’ demand that certain PSI is maintained as a continuously
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accurate version of the truth. However, the standards of what constitutes PSI varies from region
to region, operator to operator, asset to asset, potentially individual to individual. The adage ‘no
job is finished until the paperwork is done’ has not consistently kept up with the shift to the
electronic realm. As work package completion and MoC accountability often focus on what is
happening in the physical world in terms of planning for safe operation of the change event, the
MoC process must also include accountability for timely update of the virtual or interest from
technical debt compounds as the potential of increasing incremental brownfield project and
operational maintenance costs accumulate over time. The cost of time spent doing physical or
virtual ‘paperwork’ vs. the risks and technical debt incurred because of postponing or avoiding it
should be part of the organization’s overall facilities engineering information management
strategy.
The owner-operator must have a clear governance process in place to determine if a
change demands updates to key documentation, such as asset registers, instrument index, data
sheets, Piping and Instrumentation Diagrams (P&ID), layout drawings, location plans, wiring
diagrams, cause and effect charts, or alarm and trip lists. Differing opinions at the human level as
to what level of detail must be updated to meet the required definition of done for an MoC
project may adversely impact informing value of the content for future decisions or the systems
that feed from that information. In the design phase of a large capital project, much of PSI
content is generated from a source design tool such as a smart P&ID system, 3D CAD model,
chemical engineering model, intelligent instrumentation, or electrical database. The fact that
many of these design tools do not transition into the operational context is a source of technical
debt. For example, PSI, such as the instrument index, cause and effect chart, instrument data
sheet, or instrument wiring diagram, are significantly more difficult to update/maintain in the 2D
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native CAD or PDF version of the document than in a smart instrumentation database that
created and rendered those documents at project handover. The 3D CAD model is another one of
these foundational semi-structured information tools that has the highest potential for returning
tangible value on investment in maintenance in the operational context of complex process
facilities.
Past Research: Digital Twins Defined
The term ‘Digital Twins’ emerged in recent years as a buzzword in popular technobabble
vernacular, yet it has not attained universal consensus regarding its meaning. It is rooted in the
manufacturing industry, as the concept was introduced by Michael W. Grieves during his
presentation to the Society of Manufacturing Engineering Management Forum in 2002. He
defines the Digital Twin as follows:
[T]he information construct of the Physical Twin. The intent of the Digital Twin is that it
can provide the same or better information than could be obtained by being in physical
possession of the Physical Twin. The key assumption is that the type, granularity, and
amount of information contained in the Digital Twin is driven by use cases (Grieves,
2019, pp. 176-177).
Grieves’ initial research for the manufacturing sector, based on the work done at NASA
on the Apollo Program, emphasizes the information efficiency gains possible when the virtual
space aligns with the physical space. He describes how the virtual version of the ‘product’ exists
in the design stage and can be very useful in determining what can or should exist in the physical
version. As the complexity of the virtual model improves, a feedback loop forms in that data
flows from the physical to the virtual model, and information to enhance decisions making flows
from the virtual model to the physical environment (Grieves, 2019).
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Conceptual Framework: Digital Twin Maturity Throughout Asset Lifecycle
When an O&G firm chooses to build and maintain digital twins for an existing asset, the
value available to realize from that investment is dependent on its level of maturity. Figure 2. 3 is
derived from a DNV-GL (2020) “evolutionary stages” slide (p. 5) and a model proposed in a
white paper released by the Institution of Engineering and Technology encouraging digital twin
infrastructure adoption. It depicts these stages as a step-by-step maturity level progression
beginning with the 3D model developed during the design phase (level 1). If the design model is
not available, the O&G firm may have to start at a lower level with reality capture tools (level 0).
The digital twin evolves in complexity as organizations incrementally integrate technologies and
standards to support the full facility lifecycle of physical and digital assets (levels 2-4) with the
aspiration of fully autonomous facilities at the highest level of maturity (level 5). Each level of
maturity “further enables removing humans from hazardous processes or tasks, intrinsically
improving safety” (Evans et al., 2019, pp. 10-11).

Figure 2.3. Digital Twin Maturity Model (Adapted from Evans et al., 2019)
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Firms that want to create and evolve to higher order digital twins of existing facilities
typically resort to reverse engineering them from level 0 since it has historically not been
widespread practice for the level 1 digital twins (3D design models) used to create these facilities
to be included in the final handover to operations nor maintained after facility construction and
commissioning. Thus, modern laser scanners are often deployed to develop a point cloud to
create more accurate 3D models based on the as-built facility in its current state and linking them
to static data to produce a level 2 digital twin (McNair, 2021). This task requires a high degree of
technical skill due to the complexity of managing and encoding the data to interpret it correctly
(Chowdary et al., 2011).
Uhlmann et al. (2017) identified a significant need for pursuing alternative methods to
realize what he called “a Cyber-Physical Production System (CPPS),” thus making the system
process visible enough to enable “real-time production control” (p. 336). Realization of what
amounts to a level 3 digital twin of the production system is a key factor in achieving Industry
4.0 readiness as it ensures the appropriate level of data quality to implement greater systems
integration without compromising the benefits of having a digital twin and, by extension, the
CPPS (Uhlmann et al., 2017).
Once a level 3 digital twin is achieved, the next evolutionary step includes adapting to the
challenges of moving dynamically between the virtual and physical through simulation so that a
trusted level 4 digital twin will be a training and process optimization tool. For example,
according to Schuster et al. (2015), industry needs to begin preparing for the future now by
training engineering students to meet the demands of Industry 4.0 by exposing them to CPS,
“Internet of Things,” and “virtual learning environments (VLEs)” (p. 14). To overcome the
complexity of current systems, they will need to be able to navigate the transition from
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document-based learning systems to interactive “collaborative VLEs” (p. 14). This trend towards
more eLearning (electronic technology enabled learning systems) extends beyond basic skills
acquisition to provide greater linkage to higher education.
Cooperative and collaborative learning creates a new knowledge baseline. VLEs can
include gaming type environments that run fictional scenarios modeling against real facility
simulations. Even real-time activity can be monitored for instant feedback and improvement of
skills through artificial intelligence (AI) and augmented reality. They also point out that modern
society has created a generation of learners who have grown up with digital learning
technologies and are better equipped for the Industry 4.0 jobs of tomorrow as this generation of
learners has developed greater hand/eye/cursor coordination skills than those who first learned
primarily using traditional pencil and paper methods (Schuster et al., 2015).
Thus, digital twins are rapidly becoming an expected mode of human interaction with
physical systems and heightens the importance that firms grow OC to ensure that digital twins
are maintained as accurate representations of the current state throughout the asset lifecycle.
Level 4 digital twin technological advancements could produce an “automated production plant”
that, through simulation, reduces cost in the design and implementation phases by leveraging
multiple technologies (Programmable Logic Controllers, automated material handling systems,
wireless warehousing, and radio frequency identification), enabling error reduction in the
physical and simulated domains (Encinas et al., 2012, p. 849).
Oztemel and Samet (2020) define “Cyber-Physical Systems” (CPS) as a term to describe
a fully integrated evolution to a level 5 twin of the digital and physical asset that must have
robust “Machine-to-Machine” (M2M) connectivity and an efficient language bridge so that it can
operate interactively with optimal efficiency. Pursuing that pinnacle of digital twin development
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offers the most direct pathway to the Industry 4.0 facility environment available today. Thus,
they define Industry 4.0 as “a collection of values of objects, internet services and cyber-physical
systems. At the same time, this structure plays a major role in the formation of intelligent
[primarily unmanned autonomous facilities]” (Oztemel & Samet, 2020, p. 132).
Research Questions
This empirical findings article focuses on two research questions that explore the problem
of practice associated with evaluating the need to maintain accurate digital twins throughout the
lifecycle of complex facilities in the oil and gas sector.
Research Question 1 (RQ1): How do Oil & Gas industry experts perceive the need to
maintain a digital twin of complex process facilities throughout the asset lifecycle?
Many industries are waking up to the Industry 4.0 evolution of business in the modern
world; the O&G sector of the PcPI is no exception (Wanasinghe et al., 2020). They are
prioritizing technology investments to enable advanced analytics, restructuring business
processes, and transforming organizational hierarchies to accommodate modern workflows with
agility leveraging recent digital innovations (Dickson, 2020; McNair, 2021). However, these
same organizations often struggle to extend transformation across their entire enterprise because
it requires a cultural shift in how work is resourced, how people collaborate across business
function silos, and how business product owners communicate their needs and expectations of
delivery organizations (Wanasinghe et al., 2020).
Research Question 2 (RQ2): What insights can be acquired from examples of how 3D
models of complex facilities are managed in the Oil & Gas sector after these assets are handed
over to operations?
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This research question delves deeper into the specific problem of practice that is
primarily focused on digital information asset management challenges that surface after
handover to facility operations. Future design, construction, and maintenance of automated or
remotely controlled complex facilities will increasingly require realistic operational simulations,
continuous training supplemented by augmented reality, modern collaboration, advanced
ideation, and perpetual iterative innovation. Firms in this sector must actively invest adequate
resources to manage this information throughout its lifecycle. Common data sharing platforms
across an enterprise allows for greater transparency and clearer insight into the value drivers for
progressing to higher levels of digital twin maturity (Wanasinghe et al., 2020).
Research Protocol
The researcher applied qualitative design (Maxwell, 2013) and “action research” (Hevner
& Chatterjee, 2010, pp. 182-183) methods to investigate how a firm collaborated across multiple
organizational silos to assess OC for effective management of facilities engineering information
assets. Specific emphasis has been applied to understand how 3D CAD models were being
managed after the care, custody, and control of complex facilities were transitioned from the
project to operations context since these 3D models are “foundational elements” (level 1) of a
firm’s digital twin assets. (McNair, 2021).
The two research questions were evaluated from analysis of the transcript of an O&G
company focus group session that was convened to brainstorm how to grow OC to manage 3D
models of complex facilities. The makeup of the group included subject matter experts and
spanned functional boundaries and resulting information silos. To test external validity, the
results of this analysis were compared to a transcript of a kick-off meeting composed of subject
matter experts at an industry standards organization based in the Netherlands; the experts were
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tasked with developing a standard for managing 3D models throughout the complex process
facility lifecycle (USPI-NL, 2020).
Primary Research: Qualitative Case Method
Primary research for this article began with a small exploratory qualitative case study
focused on answering research questions as recommended by Joseph A. Maxwell (2013).
Maxwell contends that this type of inquiry is necessary to gain an understanding of the “concepts
and theories held by the [individuals within the organization] being studied” (p. 67) because
those perceptions may change as more information is discovered in the process of learning about
the problem under consideration. Maxwell cautions that internal generalizability of findings from
case research is an issue that must be evaluated to “adequately understand the variation in the
phenomena of interest in the setting or group of people being studied” (p. 137). This type of
generalization helps ensure “validity of the conclusions” (Maxwell, 2013, p. 137).
Exploratory Case Study: Focus Group Session regarding Digital Twins
In this case study, as shown in Figure 2.4, the researcher sent out a meeting request to
ensure that the right subject matter experts (SMEs) and interested stakeholders were available
and represented in the discussion. Pre-read materials were posted via an internal on-line
discussion board encouraging participants to forward the invitation to others who might be
interested and could speak to the scope of the problem within their business unit or corporate
functional area.
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Figure 2.4. Focus Group Engagement Plan

Next, the session was conducted as a ninety-minute recorded (voice only) teleconference
combined with ten participants, including the researcher, meeting face-to-face in a large
conference room, and about 25 others dialing in via Cisco Webex®. The session was facilitated
by the researcher as an ad hoc information management community of practice (IMCOP) focus
group meeting with SMEs and interested stakeholders. Evaluation included using voice
recognition software to build an initial session transcript. The researcher then manually edited
the transcript to ensure it was an accurate record of the conversation and context. That document
was disseminated to all participants, and they were given an opportunity to validate its accuracy
and comment or post any corrections or clarifications. For this article, the document was
anonymized and encoded following Saldaña’s The Coding Manual for Qualitative Researchers
techniques. The researcher initially applied grounded theory (emergent categories from holistic
coding) to detect themes discovered during the literature review and then applied structured
coding techniques on the transcript, leveraging those themes to see if the experience of the
subject matter experts aligned with or contradicted those themes (Saldaña, 2016). See Appendix
2.1 for the qualitative analysis report resulting from the focus group session that was conducted
via teleconference call in October 2019.
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The researcher used QDA Miner software to conduct semantic analysis and descriptive
coding in multiple iterations through the transcript until saturation was achieved. This process
helped craft research questions for future studies and provided a framework for follow-on
discussions with the community that was formed out of this engagement (Saldaña, 2016). New
themes or sub-texts that arose through in vivo analysis of the transcript were added as categories
or codes respectively and compared across the transcript to detect if they exposed new insights
specific to the PcPI not previously detected in the literature, given the limited scholarship
published regarding the maintenance of digital twins in the O&G sector (Cameron et al., 2018).
The focus group session was comprised of practitioners representing the following corporate
business areas: enterprise information management, enterprise facilities engineering, regional
(including international) strategic business units, field engineering, information technology
architecture, digital innovation, major capital projects information technology (IT), contract
administration, and facility operations. Facilitated discussions were ad hoc but centered on
determining the current state of OC for storage and management of 3D models (semi-structured
design data) since most of the firm’s operational content management systems and processes
were designed for 2D documentation (unstructured information repositories).
Generalizability of Findings: Comparative Analysis
To ensure external validity to aid in generalizability of the findings, archival analysis was
used to complement the “what” element in RQ2. Yin (2018) recommends that documentation for
case analysis can include articles, mass media releases, internet content, letters, agendas, reports,
or records of meetings if the researcher factors in bias and tests for validity. Yin further
recommends comparative analysis for external validity in another case with similar subjects
(e.g., subject matter experts in another organization within the same industry). He contends that
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for case studies, “the most important use of documentation is to corroborate and augment
evidence from other sources” (Yin, 2018, p. 115). However, Maxwell (2013) cautions that “the
value of a qualitative study may depend on its lack of external generalizability” (p. 137).
Maxwell’s caution does not assert findings that demonstrate external validity are not meaningful,
but they may not help the researcher formulate a unique theory that may not apply under
different circumstances. With this admonition in mind, the researcher tested for external validity
through comparative analysis.
Thus, comparative analysis for the exploratory case includes review of documentation
from a project commissioned by USPI-NL, an industry standards organization, as the Facility
Lifecycle 3D Model Standard (FL3DMS). This project set out to document the business case for
implementing a new standard for maintaining 3D models throughout the facility lifecycle (USPINL, 2020). The specific content chosen for analysis was an audio recording and the resulting
transcript of a business case analysis kickoff meeting with key stakeholders (SMEs from major
O&G firms, Vendors, Suppliers, and contractors) recorded in August 2020. Note that the
researcher gained access to the archives of the FL3DMS project through a contact at the O&G
firm in the initial case study. The director of USPI-NL agreed that their business case
development efforts could benefit from the researcher’s external perspective to help ensure they
were accurately documenting the informing value of 3D models.

Figure 2.5. Comparative Analysis Plan
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As shown in Figure 2.5, the results from coding the internal firm’s focus group session
were compared side-by-side to coding and narrative analysis of the kickoff meeting transcript.
Insights from analysis of the transcript of this recording are included with Appendix 2.1. The
researcher initially coded for the same themes, categories, and codes to compare them against the
findings from the exploratory case study transcript. Nine new themes emerged during the
analysis, and a second coding pass through the exploratory case study transcript was conducted
to assess whether those themes were present, but not detected in the first pass; four of these
themes were found in the exploratory case study transcript, and five were unique to the kickoff
meeting transcript. Each subsequent pass through both transcripts (until saturation was reached)
served as a comprehensive refinement of the overall themes and findings expressed in the final
report and other artifacts.
Results
The analysis (included as Appendices 2.1 and 2.2) demonstrates how the convergence of
recent technology improvements and increased awareness of information asset value presents a
strong use case for greater investment in information assets and proposed opportunities for how
the organization studied could grow OC to maintain accurate digital twins. For example, internal
findings suggest that the organization should intentionally share lessons learned, best practices,
and opportunities to collaborate with other business units while improving visibility of corporate
sponsored digital twin research and development efforts. To validate generalizability of findings,
analysis of an internal focus group discussion was compared to qualitative analysis results of a
kickoff meeting transcript for an international industry organization developing a standard and
exploring the business case for investment in maintenance of 3D models throughout the facility
lifecycle (USPI-NL, 2020).
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Comparative Analysis: Evidence of External Validity
In the exploratory and external case study transcripts, the subject matter experts discussed
challenges getting operations to invest in maintaining 3D CAD model content from the project
context. There were a few examples where operations had initiated a level 0 digital twin from
photogrammetry or laser scan point cloud data. The focus group indicated that several efforts
were underway to develop an ‘engineering portal’ for linking asset register (tag data for facility
systems) 2D technical drawings and data sheets. Issues incorporating 3D CAD models into the
portal included data that was not maintained as part of the change management process, so the
information was not reliable; often, the 3D model was not as built before the project team or
contractor that created it had demobilized.

Figure 2.6. Venn diagram showing intersection of key themes identified by coding transcript of internal
case study conducted in 2019 vs. FL3DMS project kickoff session recorded in 2020

In the industry standards group session, many of the organizations represented indicated
that they rely upon contractors to maintain the 3D Model. There was a perception that
contractors had to have their own version of an accurate 3D model to support their technical
engineering activities for the owner-operator. They asserted that it probably provided the
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contractor who designed the facility a competitive advantage when bidding for brownfield and
MoC work in the operational context as they would have a better tool for estimating work
packages and avoiding spatial relationship conflicts that may not be apparent in 2D drawings.
When combined as a theme, the need for better specifications/standards was the most
frequently mentioned requirement to nurture development of OC to maintain digital twins (3D
models). This result supports the premise the FL3DMS project is undertaking as it has developed
a standard and are actively defining the business case for implementing the data standard (open
architecture) as well as the use cases for a full facility lifecycle approach to maintenance of the
model. There was overall agreement between the two transcripts in terms of tone, strategic
direction, frustration with the status quo, and general desire for improvement. The uncertainty
and complexity firms in this sector face demands a unified response as calls for digital
transformation echo through board rooms and out to industry stakeholders up and down the value
chain, particularly owner-operator organizations hit hard by recent commodity price volatility
(Dickson, 2020).
As illustrated in Figure 2.6, two recorded teleconference gatherings of SMEs within the
same industry were independently initiated to discuss the need for maintaining 3D models of
complex process facilities. They were hosted and facilitated under completely unique
circumstances; however, the questions raised, the topics discussed, and the outcomes from
transcript coding analysis of each indicated high correlation of the key themes (listed). The
gatherings also suggested consistent approaches to mitigate the legacy challenges that
information managers across the O&G sector have faced with ensuring that this key source of
insight into facility maintenance, operation, and eventual retirement is trusted to inform decisions
throughout the facility lifecycle. Figure 2.7 presents this data from another perspective to show
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how the majority (over 72%) of the themes discovered during the analysis were shared by both
groups.

Figure 2.7. Themes shared by both groups vs. only in each group

The themes analyzed in the two cases were categorized by topics and the frequency the
theme appeared in the coded transcript was ranked within the topic for each case. Three of the
eight categories explored had 100% agreement with respect to the relative rankings of the
responses within each case. The two that did not align were interesting because they accurately
reflect the contextual differences between the stated objectives of the two meeting sessions.
Figure 2.8 is a screen clip from a spreadsheet used to analyze topical fidelity between the two
case studies. Appendix 2.2 discusses the differences in each of these categories and the relative
rankings in greater detail.

Figure 2.8. Relative ranking agreement of case theme frequency by category
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Findings
RQ1 asks, How do Oil & Gas industry experts perceive the need to maintain a digital
twin of complex process facilities throughout the asset lifecycle? The transcripts from each
session and the coding results were in full agreement that the time has arrived when the O&G
sector is reaching a tipping point where demand for insights from digital twins is highlighting the
gap in the ongoing maintenance of 3D visualizations after the project that created them has
demobilized. Experts in both transcripts agreed that efforts to recreate them as needed and
maintain them evergreen has met with mixed results when firms in this sector attempt to do so on
a local, facility by facility basis. Industry or corporate standards governance or intervention may
help the business case to maintain digital twins alignment with the perceived need to do so.
RQ2 takes this line of inquiry a bit deeper by asking, What insights can be acquired from
examples of how 3D models of complex facilities are managed in the Oil & Gas sector after
these assets are handed over to operations? This question seeks insights from O&G sector use
cases that stem from examples of past 3D model management to help fill some of the cross-silo
informing gaps that have traditionally hindered adoption of a full facility lifecycle management
strategy. The two case studies outline instances where latent efforts to manage 3D models in the
operational context exist, but were unknown to other participants in the session (see Table 2.1).
The act of participating in the discussion sessions in both cases created solidarity regarding this
subject matter, engendering a sense that these experiences were part of a bigger story that
merited greater transparency and further investigation.
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Table 2.1. Examples of 3D Model Management in Operations Context
Source of 3D Model

Insights regarding scope of use in operational context

Design stage of
greenfield projects

•
•
•
•

Field Operations did not have the OC to manage models (>12 instances)
Models resided on an on-premises server at the corporate central office
No access to field personnel provided (nor aware the repository existed)
Models not connected to field MoC process – project archive only

Brownfield
modification of a
complex facility

•
•
•

Model created from a laser scan for planning a brownfield project
Project canceled, model was not maintained evergreen
Design model was archived/never handed over from EPC to operations

Design stage of a
single modern facility

•
•

Model developed as digital twin – connected to sensor data and asset info
Operations tracked locally, but no sharing/visibility outside of that asset

Execution stage / As
laid survey

•

Pipeline 3D model created from photogrammetry and laser scan after
construction – used for maintenance tracking and drone guidance

Discussion
The experts participating in the exploratory study session expressed concerns that there
are diverse ways that organizations use 3D models during the operational context. One facilities
engineering (FE) expert in the exploratory case study focus group discussion stated,
I have had an FE manager tell me recently, “I'm going to add a new pump [to a process
facility], so I am going to model just a small portion of the facility and then do my project
and move on”. So, it's not necessarily an actual model of the facility; it is just a model of
a portion of the facility to do the project. That is a very different model from maintaining
a full facility 3D model as a digital twin ... And so, I had to ask the manager “Do you
expect this model to be exactly what you have in the field? or kind of close? or just
[updated] for a certain project?” … There is a mix of models out there for the same
facility at various levels of accuracy, some created by contractors, others in house, and
others a bit of a hybrid mix of both (transcript of IMCOP session, 2019).
This sentiment was echoed by the experts in the kickoff session with the industry standards
organization. For example, a digital innovation manager for her O&G firm’s global projects
organization commented,
Within operations, we have essentially three [stakeholder groups – upstream,
downstream, midstream] ... and there is not alignment necessarily between them on what
the value of a 3D model is for their different business units. [There is no] centralized
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[standard] for 3D models in order to enable their use in these assets… We have a number
of business units in chemicals and refining that are quite old, so they don't have native 3D
models... [We asked them,] “Do your use cases have value, and do we want to generate
them through laser scanning or retroactive build of the 3D model?” [We also asked,]
“What kind of capabilities do we need to meet those use cases?” … But we haven't
necessarily gotten to conclusions on sustainment, capture, or 3D model value cases yet,
so. But we're in progress (transcript of FL3DMS kickoff session, 2020).
Although these two perspectives seem to support the need for maintaining 3D models, the
opinions of two people and their explanations about their stakeholders’ needs may not represent
the entire O&G sector. However, by looking closer at the 69 statements in the two cases coded to
RQ1 (expert perceptions of need to maintain digital twin) as a theme (more than any other code),
a more complete picture comes into focus.
One engineer with over 35 years of experience in the process industry, most of it working
for a major capital projects contractor, stated that the biggest challenge he faces is how to
efficiently get the digital twin they create in the project context transferred across to the operator,
implying that the demand and process is not there. The facilitator then posed the following
question to digital domain experts at two of the largest owner-operator O&G companies in the
world, “Are the ambitions [of maintaining a digital twin] mainly still related to the projects? Or
are they also related to the operational phase already?” They responded, almost in unison, “It's
both!” They laughed, and one continued, “It’s actually heavily pushed by operations, but
obviously, in projects as well, so starting projects, but moving on with a digital twin into the
operate phase” (transcript of FL3DMS kickoff session, 2020).
The facilitator prompted the one who had stopped speaking to listen to her counterpart’s
response, “I believe you wanted to say something else?” She graciously replied, “No, I think
we're all agreeing, I was just saying, definitely full lifecycle” (transcript of FL3DMS kickoff
session, 2020). When later asked a follow up question as to whether her firm’s digital twin
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ambitions in operations were only on newer facilities (or did they include other legacy assets),
she responded emphatically,
I have received very similar feedback on what they would use the 3D model for.
Obviously, the assets are on a different time scale; all our production units are primarily
modern, all of our refining and manufacturing sites are primarily old. So, the tools that
they can use today vary significantly. But when we ask them what they would do if they
had a 3D model, and to envision what kind of things they would like to be able to do,
they are very much aligned. I haven't heard different stories (transcript of FL3DMS
kickoff session, 2020).
A lengthy discussion ensued where each of the twelve participants on the call chimed in
and echoed the need for full lifecycle management of 3D models. A few mentioned how
connectivity to other data sources to reach what would be a higher level of digital twin maturity
was needed before it would provide meaningful insight, but all agreed that it was a gateway to
informing that needed standards and better stewardship throughout the facility lifecycle to
achieve the latent value potential they knew was possible, but just out of reach of many owneroperators in the O&G sector. Contractor firms seemed to take maintenance of the model more
seriously as they saw it as a competitive advantage in bidding for maintenance and brownfield
project work, but they all agreed that OC to maintain the 3D model has not typically been
prioritized in the past (transcript of FL3DMS kickoff session, 2020).
A similar conversation occurred in the exploratory case focus group discussion. An FE
expert stated that whenever he receives a 3D model from a project, it makes a lot of sense to
maintain it,
As [BD] stated, a lot of times we threw it away because we didn't see the value in it, and
3 to 5 years later were seeing [how much we miss it]-- once the projects handover the
data, they don't necessarily hand over all the data, they just hand over the critical PSI, but
there are engineers that say, “Well, this is nice to have, I would like to-- even if the model
is not up to date, it's good to look at, because it is probably going to be 80 - 90% up to
date.” The facilities don't drastically change. So, it is easier to maintain them once you
create them. But it is millions of dollars to create it in the operations [context] vs.
hundreds of thousands [of dollars] to maintain it (transcript of IMCOP session, 2019)
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He then asked, “Do you use it in your business process to get the value out of it?” (transcript of
IMCOP session, 2019). He indicated that a lot of the business units update drawings and
documents with “redlines”, and they may have paper files that they keep up to date. He noted
that asking field personnel to do that level of upkeep on a 3D model would be an even greater
challenge.
This dialog demonstrates that interest exists, but the resources at that point in time
seemed to be lacking at the operating expense level. A discussion then ensued about whether it
was due to a lack of OC or corporate funding for that effort. The manager of the firm’s ‘smart
facilities’ program spoke up, proclaiming,
If there are business units [(BUs)] going through that process right now and want to be
able to do more with their 3D models during 'operate and maintain,' we do have some
funding from an R&D corporate funding perspective to try and support BUs in that
process and I would be happy to try and support some of those activities (transcript of
IMCOP session, 2019).
This bold statement from a key decision maker with a budget demonstrated the value of simply
starting the conversation in a collaborative setting. The statement led to follow up engagements
and tangible progress in the effort to bring the importance of this line of research inquiry to the
forefront, even during the challenging economic environment the firm and the industry would
face in the months ahead.
Other examples from the exploratory case study indicate there has been a breakdown in
perceived value of investment in lifecycle management of models after the projects that created
them has demobilized. The findings from industry analysis indicate that maintenance of 3D
models improves the likelihood that the firm will be able to leverage innovations, such as an
engineering ‘portal’ in the exploratory case study (McNair, 2021). The FE expert said that for
one business unit, “We're getting the 3D models they have, and tying some of that real-time data
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to it as well as well as the portal. We're building all that and trying to see how that will work, but
a lot of it requires a 3D model.” He also indicated that “you would be behind the 8-ball” if you
tried to do that with just visual capture tools such as laser scans or photogrammetry (transcript of
IMCOP session, 2019). This perspective supports the premise that a localized effort to move
from level 0 to a level 3 digital twin maturity would be less complicated if the starting point is a
3D model (level 1) and then incrementally integrating more data into it to achieve higher stages
of maturity.
The term ‘digital twin’ was often misunderstood, and many of the SMEs in both
transcripts expressed a tendency to avoid using it with their stakeholders because it has so many
different connotations depending on the context and digital twin maturity level (see Figure 2.3).
As shown in Appendix 2.2, most SMEs acknowledged an operational need for asset visualization
(level 0) while others only referred to a stand-alone 3D model (level 1). A few SMEs mentioned
the model or laser scan connected to static data as a digital twin (level 2), and some even had
connected their model to sensor or process information (PI) data servers (level 3). One of the
SMEs stated he had attained a bi-directional digital twin with remote control capability and some
automation of decision making (level 4), but none at the time of the call indicated a fully
autonomous facility (level 5) was part of their aspirations for digital twins. Note: The researcher
found documentation in a later follow up conversation stating one participant who joined the call
after this line of inquiry concluded is employed by an O&G firm that has deployed a level 5
digital twin of a fully automated facility in one business unit, but it has not yet been integrated to
inform enterprise level decisions, so its benefits are localized.
Many organizations have found that evolving a 3D model to at least a level 2 digital twin
has been shown to pay dividends in management of key operational decisions. For example, the
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FL3DMS kickoff session mentioned several cases where digital twin technology is improving
enterprise understanding of the asset and enabling engineers and contractors to make better
estimates on brownfield projects that are trending as a more common way to extend or optimize
the useful life of existing assets, given how current economic uncertainty and external pressure
to decarbonize O&G investments are constraining resources that would otherwise have gone
towards greenfield developments projects in potentially more complex operating conditions
(transcript of FL3DMS kickoff session, 2020).
As shown in Table 2.1, there were latent examples where digital twins were being used in
the operational phase of the asset lifecycle (after the project context) but not consistently across
business and functional silos. Benefits were localized and not shared widely, often limiting value
to individual facility decision support. The exploratory case study revealed enough anecdotal
evidence of localized success stories and missed opportunities to strongly support the
recommendation to conduct an in-depth analysis of prior project archives. The participants
agreed that it would yield valuable insights that could enhance the use case for better stewardship
of 3D CAD models and other semi-structured data (such as ‘smart’ Instrumentation or Electrical
design databases) into the operational context.
The industry session corroborated the premise of localized perspectives when one of the
participants from a field engineering office of a major O&G firm stated that the organization
seeks a standard that will mitigate this gap. “[Now, whenever] we want to add something [to a
facility asset], whether it's about permitting, isolation, identification, etc. We look… not
necessarily in the 3D model specification space, we look at this in what we call the 3D
visualization space” (transcript of FL3DMS kickoff session, 2020).
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During the exploratory case focus group session, an example of a 3D design model that
was used during transfer to operations to help design, test, build, and deploy an early production
system resulted in significant value realization plus validation of the reservoir’s production
forecast nearly 12 months ahead of schedule. A team member mentioned that the effort to keep
the 3D model current beyond the design stage and into the construction and commissioning
phase allowed engineers to creatively evaluate the feasibility of using a temporary drilling rig
tethered to a new wellhead platform to direct oil on-shore from initial wells for processing (with
minor modifications) even though the production platform was over a year away from readiness
for processing oil and gas off-shore (see Figure 2.9).

Figure 2.9. A drill rig attached to a wellhead platform on left; production complex under construction on
the right

The irony at the time of the meeting was that the final as-built version of the 3D model
for these same assets had not been delivered, so the opportunity to exploit its value for the
upcoming maintenance turnaround planning activity was moot until the model was finally
delivered by the contractor to the owner-operator engineering team 15 months later.
Reflection on the results from the exploratory case study included completion of action
items and ensuring that the key participants responsible for progressing the conversation had
access to the transcript, recording and analysis so that they would be better equipped for follow
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up on the recommendations, and insights that it provided. Reflection included the potential
impact on legacy physical assets of heightened interest in maintaining 3D models generated on
most large complex process facility projects during the design phase. For example, during the
focus group session, it was revealed that the firm’s central Major Capital Projects IT team had
created a repository of past project 3D models of selected complex facilities for analytical
purposes. However, the data quality for operational use was suspect since the content had not
been updated since the design phase of the projects in many cases. The fact that this data was
available for analysis and potential integration into operational systems was news to many of the
field operations and facilities engineering personnel on the call.
Although there was interest in field personnel to get licenses and network access to
exploit the data, a process to do so had not yet been created and policy regarding care, custody,
and control of the content had not yet been developed. Absent a clear strategy to mitigate this
gap only highlighted the limited organizational capability in the business units to host this
content and make it available to other stakeholders in the organization. Training in how to use
the ‘portal’ was also limited. The risk of misinformation (potential decisions made from
inaccurate or incomplete data) was high and thus, an interesting informing challenge surfaced
meriting follow up discussions with interested parties to develop an enterprise 3D model hosting
strategy. Thus, the researcher shared this finding with key decision makers in the firm’s digital
transformation team as an example of how a centralized effort to support portal development
would foster greater stewardship of this valuable information as a company asset.
Directions for Future Research
The high correlation of themes in common between the internal focus group and the
external kickoff session highlights the need for further investigation and greater transparency
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across large multinational organizations regarding the scope of the problem of practice
documented in this article as well as the overall struggle to manage valuable information assets.
As future design science research grows out of this effort, the researcher will use “elaborated
Action Design Research (eADR)” (Mullarkey & Hevner, 2019, p. 8) to assess value pockets for
implementation of standards and help USPI-NL influence their consortium of owner-operators,
contractors, suppliers, and vendors as they promote the process industry’s adaptation to the
transformative technology known as digital twins. The report of this research is the third
installment of a trilogy of research highlighted in the following research roadmap (Figure 2.10).

Figure 2.10. Research Trilogy Roadmap

Limitations
In late 2019, shortly after the internal publication of initial findings and recommendations
to the exploratory case study sponsors, the firm announced an enterprise-wide digital
transformation. This diversion from status quo was followed in early 2020 with an unforeseen oil
supply glut resulting from a price control dispute between Russia and Saudi Arabia coupled with
the unprecedented global impact of reduced energy demand as most industrial nations shutdown
their economies as a reaction to the COVID-19 pandemic. The firm adjusted quickly with a
telework mandate affecting most of our study participants. The pressure to cut costs, cancel non-
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essential activities, and make tangible preparations for a prolonged disruption to normal
activities amplified the distractions the firm faced, but never compromised their core values to
protect people and the environment while continuing safe O&G operations around the world.
Although the firm was prepared to weather the compounding crises, they had to forego a
planned follow up longitudinal study to dig deeper and pursue the preliminary recommendations
of the exploratory case study that would have provided greater opportunities to test internal
validity of the findings. One of the principal custodians of digital twin content from major capital
projects IT suggested that the researcher contact other organizations to determine next steps at
the industry level. He heard that USPI-NL, the organization that developed the O&G industry
standard for capital facility information handover (CFIHOS) a few years earlier, recently
initiated the FL3DMS project for the process industry. The researcher contacted them to see if
they were interested in collaborating on further research into this difficult problem of practice.
This external engagement led to discovery of the kickoff meeting recording and other artifacts to
be analyzed on an eADR project with the FL3DMS project team.
Without this serendipitous circumstance, the comparative analysis of the kickoff meeting
may not have been possible. Interviews or surveys with industry experts may have yielded
equivalent results; however, large firms in this sector have traditionally been cautious about
sharing cost and asset management information in the past. The researcher expects that greater
industry alignment around standards for digital twin systems integration technologies will result
in more opportunities for scientific inquiry and action research into the innerworkings of the
entire O&G sector supply chain.
Another limitation is the fact that opinions of the selected experts within these
organizations may be biased towards digital twin adoption given their participation in either of
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the two ad hoc discussions. The topic for each session was focused on ways to encourage digital
twin or 3D model lifecycle management adoption, rather than random perspectives of experts
from the O&G sector at large. Future research may consider a broader industry expert survey to
determine if there are perspectives that might present impediments to adoption that might need to
be overcome through behavioral change management strategies or industry workforce
engagement efforts.
Conclusions
The literature reviewed indicates firms that aspire to meet the technology demands and
organizational capability required for Industry 4.0 innovations must maintain digital twins of
complex facility assets. The researcher worked collaboratively with a firm’s SMEs and
confirmed findings of the exploratory study with external industry experts. The exploratory study
findings include:
•

Experts agree that there is expected informing value in maintaining accurate 3D
CAD models throughout the facility lifecycle

•

Efforts to build organizational capability already existed within the firm; they
simply lacked transparency (visibility) across organizational and business
function silos

Like we observed in Paula’s situation, when decision makers did not have access to the
full lifecycle informing value of a 3D model of their facility assets to operations, handover of
facility information at project closeout typically only prioritized the minimal format required for
safe operations and physical maintenance based on past experience or regulatory requirements
(McNair, 2021). However, this research validated that facilities engineering design tools, such as
the 3D CAD model and ‘smart’ design databases, were frequently archived and rarely
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maintained after construction completion and facilities began day-to-day operation. Even if the
3D model was provided by contractors, organizational capability and operational MoC processes
often only focus on maintaining accurate process safety related content.
These findings alone will not transform the way information is managed at any one firm,
but as a catalyst for greater cross-silo engagement, there is value in identifying and illuminating
latent lessons from a greater understanding of how information has been managed in prior cases.
As more innovation in the digital space is recognized as a strategic imperative, scarce resources
will be allocated for further investment in solutions such as those proposed by this research
effort. Key contributions from this research include:
•

The concept of digital twins is now better understood within the exploratory study firm,
influencing how its new organization manages project information handover to
operations
o Project organization opened limited access to central repository of 3D CAD
models
o Use of 3D model in planning stage of operations and maintenance gains higher
visibility
o Greater stakeholder visibility into corporate sponsored programs to research and
develop full facility lifecycle digital twins as a valuable business asset

•

The exploratory research documented the need for a deeper understanding of the value of
maintaining 3D design models as the foundation for digital twins across the enterprise

•

The internally expressed sentiments and findings in the exploratory case study achieved
external validation with analysis of industry SMEs facing a similar decision point
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Reflections and Next Steps
Unknowns affecting energy policy include environmental and economic impacts of
unconventional oil exploration and production, risks inherent with nuclear power, the cost of
renewables, and growing pressure to reduce hydrocarbon emissions associated with global
climate change, just to name a few (Stevens, 2016). It would be easy to assume that there is too
much uncertainty, the problems in this complex industry are too big, the issues are too nuanced,
and it would be impossible to propose theories or models that will solve these challenges, so why
bother trying? It is precisely these circumstances that Herbert Simon anticipated in his book, The
Sciences of the Artificial. He states that human beings are naturally simple creatures; however, a
human’s perspective of the complexity he/she faces in life is informed by the complexity of
his/her environment. The closer we look at our specific reactions to individual stimuli, we can
observe and gather evidence of the logic we use to safely navigate our environment. This
reductive approach is scientific in nature. Most modern human experiences are derived from
artificial (or synthetic) vs. natural environments. Consider the air we breathe, the water we drink,
and the food we eat; since the beginning of civilization, we have been continuously creating and
innovating in a never-ending quest to shape our environment (Simon, 1996).
The literature reviews showed a rapidly growing global trend within the O&G sector to
evolve its physical and digital facility assets by adapting them to accommodate the ‘artificial’
innovative technologies that will be required in the future. As firms transform in preparation for
Industry 4.0, they must strategically plan and take actions to grow OC to support the dynamic
nature of the modern industrial landscape.
Complex systems interact with various elements across the enterprise. Insights from
examples such as those explored in this case study, regardless of whether they are internal or
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external, succeed or fail, can inform decisions and provide a means to influence outcomes with
greater efficiency. The USPI-NL community is a fertile ground for such follow up research, and
their commitment to influence the industry to invest in lifecycle management of digital twins as
evidenced by the business case project kickoff discussion that demonstrates the moment of an
“information cascade” (Gill, 2008, p. 318) is at hand as the industry reaches a “tipping point”(p.
312) in adoption of full facility lifecycle digital twins.
Primary research for this article focused on the way a firm in the O&G sector struggled to
maintain accurate 3D CAD models of facility assets that were created during the design phase of
complex facility projects. This effort highlighted an increasing demand for growing
organizational capability to support digital twins in the operational context. With this insight,
further study is needed to determine how these perceptions and other use cases of successes or
failures could inform future decisions regarding the retention and maintenance of 3D models as
foundational digital twins beyond the project context and into the operational context through
asset retirement.
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APPENDIX 2.1:
RAW ANALYSIS: SESSION WITH SUPERMAJOR SMES

Initial analysis of the focus group session with subject matter experts (SMEs) in a large O&G firm
(anonymized as “SuperMajor”) is provided as Figure 2A below. To better understand how digital twins
are managed at the firm the researcher investigated from the context of these two basic questions: Who
maintains the models and where is digital twin data stored?

WHO M AINTAINS 3D M ODELS AT SUPER M AJOR ?

Figure 2A. Screen capture of QDA Minor analysis showing detailed text extracts by category for case 1
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As this screen capture (Figure 2B) from QDA Miner of a table of coding segments shows, the Engineering
Procurement Contractor (EPC) or any external contractor or out-source provider currently provide the
majority of the 3D Model support at SuperMajor. Internal (owner-operator) organizations such as
business units, project personnel, and engineering support teams provide or plan to provide that
support in the future. There is some interest in a hybrid combination of internal and external
maintenance of the 3D model depending on the use case. Note, because this category focused on
Organization Capability (OC), some of the comments reflect aspiration rather than current state.

WH AT S YSTEMS CONTAIN DIGITAL T WIN DATA AT S UPER M AJOR ?

Figure 2B. Screen capture of QDA Minor analysis showing detailed text extracts by code for case 1
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A firm’s organizational capability (OC) regarding maintenance of digital twins is dependent on systems
infrastructure in place to provide data sources for them. The responses above show that Document
Management Systems and the level-2 maturity digital twin at SuperMajor coded as a Digital Twin
Portal were the two most mentioned repositories for models, tag, and unstructured engineering
technical content. Asset Registers needed to fully realize level-2 maturity were only mentioned in
passing. Point clouds are mentioned another source, frequently generated by brownfield projects
seeking to modify existing assets.
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APPENDIX 2.2:
COMPARATIVE ANALYSIS: SUPERMAJOR SESSION VS. KICKOFF MEETING
WITH SMES

This analysis includes screen captures from a spreadsheet generated with results extracted from QDA
Miner code frequency reports of qualitative data analysis done using in vivo and descriptive coding to
detect themes and categories that explore two research questions. Relative frequency of each code
appearing is highlighted in green or blue according to each transcript’s net results (SuperMajor/IMCOP
Focus Group Session = Green, FL3DMS/External Kickoff Meeting = Blue). Figure 2C below provides a
simple visual validation of whether the coded responses agreed with or contradicted the findings
compared to one another. Following each graphic is a narrative describing the results.

Frequency of Responses Related to Research Questions:

Figure 2C. Frequency of Responses Related to Research Questions for Comparison
For RQ1, given the number of companies represented on the industry group discussion (FL3DMS), the
relative number of mentions though higher is comparable to the number of mentions on the
SuperMajor (IMCOP) session. For RQ2, given the diverse perspectives represented on the industry group
discussion, the relative number of mentions though lower is comparable to the number of mentions on
the individual firm session. This may be due to the team building/kickoff nature of the meeting, and less
reflective of the actual perspectives of the parties represented on the video conference. As the FL3DMS
call transcript was based on archival records, not facilitated by researchers with these questions in mind,
it is interesting that these seven insights surfaced unprompted.

Frequency the following key Stakeholders were mentioned:

Figure 2D. Frequency selected key Stakeholders were mentioned
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Given the number of companies represented on the industry group discussion, the relative number
emphasizing of key stakeholders for 3D model maintenance though higher is comparable to the number
of mentions on the individual firm session. As shown in Figure 2E, operations is demonstrably important
to both groups as the focus of both discussions was related to maintenance of digital twins throughout
the facility lifecycle, the longest period being the operational phase. The project team as a 3D model
stakeholder was mentioned almost as frequently for operations. This reinforces the premise that the
project context is where the industry experts indicated has the most active use cases for digital twin
content.

Frequency the mode of Organizational Capability (OC) to maintain 3D models was mentioned:

Figure 2E. Frequency the mode of Organizational Capability (OC) to maintain 3D models was
mentioned
The industry group companies represented seemed to have a higher propensity to rely upon contractors
to provide the OC to maintain the 3D models. SuperMajor's business units represented did however
seem to support the premise that this is not a core skill for the operations engineering personnel within
its organization thus mentioning it more often than supporting the 3D model in-house. There was
agreement between the two transcripts on this metric where they both seemed to mention internal OC
as less likely to maintain the 3D models than external parties. The Hybrid option had a very similar
result, but the overall internal count reflected few instances where 3D models are currently being
maintained and thus low OC within the firms represented to take on even a portion of the responsibility.
Ownership of the intellectual property of the 3D model itself was a question that was raised on the
FL3DMS call as they pointed out that some contracts do not stipulate who owns the digital version of
the physical asset prior to its completion. This contract strategy gap is particularly important in cases
where transfer of custody of these electronic assets may not happen if the project never achieves final
investment or the contract is cancelled. A comment on the IMCOP call from an expert was that a point
cloud of a relatively new facility was generated for a proposed brownfield project but it was never
passed to operations because the project was cancelled resulting in a loss of nearly $1.5 million in
project expenditure on the point cloud capture, not including the international travel, visas, permitting
and disruption to operations that took place while the survey was conducted. The potentially valuable
insights from that project investment were never integrated into the operational environment.

Frequency the project type that would be a source of a 3D Model was mentioned:

Figure 2F. Frequency the project type that would be a source of a 3D Model was mentioned
According to the SuperMajor experts, the source of a maintainable 3D model is more likely to be
generated on a brownfield project (see Figure 2.1). This is primarily due to the lack of faith in the quality
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of a model that was never as built. The industry group on the FL3DMS meeting did not discuss
brownfield situations very much during the session. Greenfield projects seem to be a popular source for
maintainable 3D Models if the specifications and standards are put in place with the intention to
maintain them. There is little harmony with the individual firm on this topic because they had no
enterprise-wide specification for 3D model handover in 2019 when the discussion took place.
There was relative agreement between the groups that facility maintenance and turnaround activity
may be a viable source for a maintainable 3D model. With more digitization of procurement systems,
there were a few use cases with the visualization of procurement data that typically serves as the digital
platform for computerized maintenance management systems (CMMS).

Frequency the Asset Lifecycle Phase where 3D Models are generated was mentioned:

Figure 2G. Frequency the Asset Lifecycle Phase where 3D Models are generated was mentioned
As shown in figure 2G., more of the industry group members mentioned Front End Engineering & Design
(FEED) as the source of the 3D model content. This may be because of the makeup of the SuperMajor
focus group not being as familiar with activity in the project phases given that they typically have not
received the model from projects in the past. Detailed Design was mentioned several times as the
source of the 3D Model and that harmonizes with the industry group's other responses. The fact that
fewer in the industry group considered the model to be created during construction/execution stage
could be more related to the backgrounds of the personnel on the call rather than the desired source of
the model. Clearly, for both groups the Operate Asset phase was where the model type at the focus of
the conversation would be generated given that models from legacy assets were either out of date or
not handed over to operations after startup.
Neither group mentioned the need for a model in asset retirement, though it did come up in later
discussions as a viable use case/value pocket because of the logistics and asset disposition for the "full
lifecycle" including retirement. Of particular note based on a follow up conversation with an industry
expert is the value a digital twin of a retired asset may have as an informing pathway when data is
aggregated at the enterprise level. Higher order digital twins of existing and retired facilities can
continue to contribute valuable lessons as source for historical data to help train an AI in conditions that
may not exist in new facilities but are more likely to surface integrity and reliability risk factors in older
assets as they begin to operate outside of original design parameters due to age or continuous use.

Frequency the business case for investment in a digital twin was mentioned:

Figure 2H. Frequency the business case for investment in a digital twin was mentioned
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As illustrated Figure 2H, cost drivers for managing 3D models was a more important consideration to the
business for the firm than for the industry at large. Safety improvement was equally important to both
organizations. Identifying ways to derive value from the 3D model was a greater consideration to the
firm than to the industry at large, though both considered it important. Though important to both,
visualization of assets was less important to the SuperMajor than to the industry at large that focused
on it more than any other consideration.

Frequency the Level of Digital Twin Maturity for the 3D Model was mentioned:

Figure 2I. Frequency the Level of Digital Twin Maturity for the 3D Model was mentioned
The industry group seemed to have more examples of photogrammetry/laser scan/point cloud-based
models, though it was the second highest level of maturity for the individual firm (see Figure 2I). The
SuperMajor experts seemed to have much more focus on the 3D model as a standalone entity and a
desire to maintain it, but the industry group that focused on standards for the 3D model saw it primarily
as a bridge to higher levels of maturity. For SuperMajor, there were some examples where static data
was integrated with the model via what they called the “company portal”, but it was more the exception
than the rule. The industry group indicated a greater interest in that as it was the second most discussed
level of maturity.
The two transcripts seemed to agree that real-time sensor data was a meaningful aspiration, but it was
slightly more so for SuperMajor than the industry group. SuperMajor experts mentioned only one
instance of a fully interactive digital twin, while there were a few more examples in the industry group,
but since there were more companies represented, this could be considered a comparable result (a
slightly higher instance of this aspirational digital twin maturity level than SuperMajor). Neither group
expressed an aspiration or plan to move into a fully autonomous facility environment during the
discussion, though a later follow up discussion did reveal that there is at least one example within the
companies represented in the industry organization that has already achieved autonomous operations.

Frequency investment in OC to maintain Digital Twins were mentioned:

Figure 2J. Frequency investment in OC to maintain Digital Twins were mentioned
Justifications for investment in OC was more important to the industry group than to SuperMajor
experts (see Figure 2J). The need to have the OC to maintain models after handover was slightly more
important to SuperMajor than to the industry group. The transcript reveals that many firms represented
by the industry group outsource most 3D model maintenance.
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Specifications OC to maintain 3D Models was most important to the industry standards organization,
though also moderately important to SuperMajor. This could be explained by the need for specifications
when outsourcing OC. Standards were important to both, as it was the most frequently mentioned
Digital capability for the individual firm and the second highest for the industry group. When combined,
specifications and standards was the dominant theme related to investment priorities for maintaining
digital twins.
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APPENDIX 2.3:
TECHNICAL DEBT EXAMPLE: LEGACY HARDCOPY STORAGE USE CASES AT
SUPERMAJOR

The following photographs from the researcher’s collection illustrate various use cases in the mid-2010’s
when ‘SuperMajor’ was beginning to challenge the need for physical storage of legacy project handover
information that in many cases had already been captured in electronic form.

Figure 2K. On-shore maintenance warehouse hard copy documentation storage.
As shown in Figure 2K, the top rack has pallets of boxed set of binders containing equipment manuals for
a complex facility completed in 2003, these boxes were never opened, contents destroyed in 2016. A
shipping invoice was attached to them showing they had been airfreighted and customs tariff paid at a
total cost of $145,000 USD. Not pictured on the same shelf is a set of two pallets of boxes of maintenance
manuals from another facility completed in 2009, also never opened. Book shelves of legacy equipment
manuals dating back to 1980’s stored in random order on opposite side of warehouse.
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Figure 2L. On-shore laydown area, missing documentation discovered under tarp.
Figure 2L illustrates what happened when hard copy subsea scope documents went missing for nearly 3
years. They were found under a tarp on pallets onshore in an abandoned project laydown area while it was
being cleared for demolition. Note the document binders on the left were at some point removed from the
box they were in. The binders were piled directly on the pallet and were covered in mold, completely
useless. This was the only hardcopy of the subsea work received for that facility. The aluminum box was
later found containing fishing gear in a demobilized portable project office building that was also being
razed to make room for a new drill pipe laydown area.
The following excerpts are from a hardcopy document hunt the researcher conducted offshore in 2012 at a
facility completed in 2009. As shown in Figure 2M, the dog-eared, marked-up bound document was a set
of fab yard P&IDs from 2007. A spot check of the changes noted in this book found few were reflected in
the final as built set saved in the onshore system of record for these documents. The justification was that
these were for ‘temporary MoCs’ so they did not update the record versions.

Figure 2M. Documentation located in facility operations supervisor office.
The issue raised was that at least one of the temporary modifications included the introduction of sample
points that were not removed and not part of the original pipe design and hydro-test specification. This
finding was brought to the attention of the superintendent who ordered a complete audit of all facility PSI
documentation modifications in preparation for an upcoming process hazard analysis.
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Figure 2N. Construction reference documents in recreation room.
Figure 2N is a clip showing documentation that was shipped with the facility when it left the fab yard that
were stored floor to ceiling in the facility’s recreation room. It was determined that the original facility
‘library’ was needed as office space, so the documents were stored “temporarily” in this recreation room
but stayed there, unused for three years unsorted and not maintained. The bookshelves also compromised
the crew’s ability to access some of the recreation equipment.
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This hardcopy data gathering effort helped the researcher recognize the risks associated with hard copy
content being shipped to the facility. Rather than trusting the digital system of record, the operators had
been conditioned to rely upon their own version of the truth. With rotational staff (28-days on/28-days
off), this means that half the time, someone else was documenting a different version of the truth as
changes took place and they may or may note share that insight with the person replacing them at the end
of their rotation. This discovery and observations that this situation was not unique to this facility, region,
or company led to the researcher’s decade long quest to understand how to better manage information.

Figure 2O. On-shore Facilities Engineering documentation library.
Figure 2O shows three rows of the second floor of on-shore base camp climate-controlled warehouse
containing library of Facilities Engineering information dating back to 1960’s. Note the metal containers
on the left of each photo, those are special filing cabinets used to store full A1 size sheets of drawings
hand-printed on vellum.

Figure 2P. Below the library.
Below the grating piles of unfiled project handover documents stacked and miscellaneous boxes on the
first floor as shown in Figure 2P. Outside this warehouse, not pictured, was a row of ten (leaky) 20’ steel
containers filled with documents.
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Figure 2Q. Document Storage warehouse.
Figure 2Q shows shelves of hardcopy file boxes located in a 70 million cubic foot section of a contract
warehouse in the United States. It contains the archive of capital project documentation dating back to the
1930’s from companies that it has acquired or merged with over the past century. Most of this content is
slated to be digitized over the next few years. Current policy is to no longer receive content in hardcopy
format. This location could be easily mistaken for the set used in the closing scene from the movie
Raiders of the Lost Ark.
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CHAPTER THREE:
INFORMING STANDARDS: EVOLVING THE BUSINESS CASE FOR MAINTAINING
COMPLEX PROCESS FACILITY DIGITAL TWINS

Abstract
An industry standards organization sponsors a project to design a standard and document a
means to assess the practical and economic benefits of 3D model maintenance throughout the
complex process facility lifecycle. This article chronicles the elaborated action design research
(eADR) approach used to evaluate the design and implementation stages of this project,
reflecting on this ongoing effort to deploy a standard for management of 3D models. These 3D
design models are a foundational element of the virtual representation or ‘digital twin’ of
physical assets. The researcher evaluates the project artifacts created to date, focusing on the
business case for the standard with various use cases where value can be derived from
investment in maintaining the model beyond the design stage of capital facility development and
its impact on total cost of ownership. Included in the analysis is an outline of key artifacts
created as part of the researcher’s intervention and how they were created as well as a summary
of the project’s artifacts and the use cases they support. Initial results of the project team’s
analysis reveal how firms can reduce total cost of ownership while improving the performance
and reliability of complex process facilities by maintaining the 3D design models and using them
throughout the facility lifecycle.
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Introduction
Anders, the chairman of USPI-NL, had more questions than answers. He knew that to
create and evolve digital twins to higher levels of maturity for his industry, it must start
somewhere; 3D models seemed like a logical choice. But, he asked himself, “How much value
could a 3D model bring to an operational asset? What are the extra costs incurred when
organizations fail to make use of the 3D model created when projects handover to operations?
What are the use cases for extracting value out of an accurate 3D model throughout the lifecycle
of a complex process facility?”
This article explores the problem of practice faced by Anders and stakeholders of USPINL, the process industry standards organization that launched the Facility Lifecycle 3D Model
Standards (FL3DMS) project in 2020. USPI-NL’s break out business case development working
group of volunteers began by brainstorming potential ‘value pockets’ then mapping them back to
various use cases in the process industry. The task of bringing together all the findings into a
single deliverable seemed overwhelming. Anders knew he could not do it by himself,
particularly if his goal was to develop a solution that would accommodate his stakeholders’ use
cases. By evaluating where they had come from, reflecting on what they had accomplished so
far, and learning from other perspectives, the researcher could help the FL3DMS project team
develop a tactical plan to create a practical business case for 3D model lifecycle management,
the primary objective of this research-based intervention.
According to Gartner research, a major challenge for designers of digital twins is the
production of several items identified by Lheureux et al (2020), including“entity metadata” (p.
7), such as a 3D model, at the level of detail that excludes “superfluous information” (p. 7) yet
still includes “information we need” (p. 7). They also highlight another challenge associated with
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these 3D design models, “To avoid data becoming obsolete, policies will be needed to ensure
that digital twin metadata is updated when changes occur (e.g., when the model or make of
equipment, or a change to a process, changes)” (Lheureux et al., 2020, p. 7). The operating cost
associated with maintaining these models (typically created on large capital projects) is not well
understood. As large firms prepare for Industry 4.0, digital transformation initiatives are an
opportunity to alter paradigms that have previously constrained operational efficiency (McNair,
2021a). Organizational structures are being reimagined; also, traditional information silos are
breaking down in favor of enterprise level data management and information sharing while
technological innovations are being enabled through digital platforms. Firms that undergo this
transformation will be better equipped to apply valuable lessons learned from
experiences elsewhere (Kohli & Johnson, 2011).
This article documents a scientifically based action design research (ADR) approach to
understand, document, and mitigate a challenge oil and gas (O&G) facilities information
managers have faced since the advent of the network connected personal computer: Facilities
engineering information management systems and processes in this sector were typically
architected to support 2-Dimensional (2D) unstructured electronic content (McNair, 2021a). As
the technologies and planning involved in managing operational requirements for process
facilities have become more complex, there is an ever-increasing demand for comprehensive 3D
visualizations of these facilities linked to data from component systems. The effort to manage
and maintain 3D content as a continuously accurate representation of the corresponding physical
assets is difficult and commands a higher level of organizational capability and engineering rigor
than required by siloed 2D-based content management processes. The many competing software
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tools to create, edit, update, visualize, and share this content require consistent standards
guidance for data governance (Cameron et al., 2018).
Research Roadmap
As variation from one organization to the next creates a barrier inhibiting sharing and
integration across silos of data and information repositories, a few standards organizations are
attempting to address that challenge. To that end, the International Standards Organization (ISO)
has recently updated ISO 10303-1:1994, the legacy international standard for industrial
automation systems and integration for product data representation and exchange. The new
standard, ISO 10303-1:2021, states that it seeks to provide the ability to describe a product
throughout its lifecycle. The standard applies to file exchange, database sharing, and content
archiving. The content about a product is used for many purposes at each lifecycle stage. Its
usage may connect multiple computer systems across various locations. To accommodate these
use cases, information must be represented in a common format to ensure consistency and
completeness when data exchange occurs between different computer systems (International
Standards Organization [ISO], 2021a).
The Facility Lifecycle 3D Model Standards (FL3DMS) project is an example of an
industry endeavor to support that objective. This project is a collaborative international effort
sponsored by USPI-NL (also known as Uitgebried Samenwerkingsverband ProcesindustrieNederland), a process industry standards consortium based in the Netherlands that has brought
together owner/operators (OOs) of large capital facilities (primarily in the O&G sector),
Engineering/Procurement/Construction contractors (EPCs), 3D modeling software firms, and
other stakeholder members of the Capital Facilities Information Handover Standard
(JIP36/CFIHOS) community. The FL3DMS project team recently drafted an industry standard
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for 3D model content while simultaneously working on developing use cases for implementation
of the standard in various stakeholder organizations, particularly OOs and EPCs
(Uitgebried Samenwerkingsverband Procesindustrie-Nederland [USPI-NL], 2020).

Figure 3.1. Roadmap of Research into Digital Twins as Valuable Asset

As shown in Figure 3.1, an industry analysis completed earlier this year highlights the
problem of practice faced by O&G firms in the petrochemical process industry resulting from
lagging adoption of digital twin technology. It reviews the research literature and identifies
limitations imposed by the economic, political, environmental, process safety, and societal
constraints the O&G sector has encountered over the past decade. As many firms in this sector
have begun to consider information a valuable business asset, they are also facing financial
pressure to extract more value out of existing physical assets. The convergence of digital
innovations in data visualization, integration, and analysis requires firms to invest in smarter
technologies in the future as they pivot to prepare for Industry 4.0 (McNair, 2021a). An
empirical study completed in January 2021 determined that firms in the O&G sector must also
proactively work to build the organization capability to leverage the value derived from these
innovations (McNair, 2021b).
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Figure 3.2. Digital Twin Maturity Model (Adapted from Evans et al., 2019)

Figure 3.2 is a Digital Twin Maturity Model adapted for this trilogy of research articles
from similar models used to illustrate the incrementally more complex stages a digital twin must
pass through as it evolves to higher levels of maturity (DNV-GL, 2020; Evans et al., 2019). The
FL3DMS project is focused on establishing foundational (level 1) digital twins in the form of
basic 3D models. The project’s key assumption is that to evolve to higher levels, the model used
to visualize, design, and build the complex process facility must be trustworthy and complete
throughout the facility lifecycle. Software agnostic standard data schematics and model element
nomenclature ensure that stakeholders can expect uniform consistency of key data across
complex process facilities resulting in greater insights from data aggregation, providing
optimized integration opportunities as other smart systems and data are connected to the 3D
model to adapt into a higher-level digital twin.
Beginning in 2020, the FL3DMS project team built a prototype use case value pocket
assessment tool to help calculate the cost, benefits, and return on greater investment in
maintenance of the 3D model for the full facility lifecycle. This third article in the series
100

documents actions taken to improve project deliverables. The researcher joined the FL3DMS
project team in early 2021 to assist with refining the business case for adopting both new
standard and its recommended 3D model lifecycle management strategy. After analyzing their
project archives, the researcher introduced an ADR methodology (Sein et al., 2011) that was
enhanced by Mullarkey and Hevner (2019) to allow evaluation and evolution of a project already
underway. Next, the researcher shared resulting findings with the project team and documented
the lessons learned as they continued to iterate on their deliverables based on observations,
interventions, and design recommendations.
Background/Context
Global adoption of the standards for 3D model implementation will foster greater
informing efficiency throughout the value chain, resulting in reduced waste, increased
productivity, and better alignment with Industry 4.0 capabilities associated with the on-going
digital transformation in the O&G sector (Kohli & Johnson, 2011). Initial findings show that
firms in the process industry have increasing interest in coalescing around a standard,
particularly as the current low commodity price environment has tightened capital budgets
(Mohaddes & Pesaran, 2017) and increased pressure on firms in this sector to glean latent value
from data assets (Wanasinghe et al., 2020).
The current trend favoring digital twin adoption in the O&G sector (McNair, 2021a)
supports a better understanding of digital twin value, costs, and benefits for OOs of complex
process facilities. Preceding this trend, firms in the O&G sector have rarely invested scarce
operating expense resources on the maintenance of 3D models of complex facilities after custody
transferred from the capital project implementation team to the operations organization following
start up. This research evaluates the business case for various use cases for maintaining the 3D
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model. It starts by assessing the potential adoption of a detailed cost/benefit tool developed for
sharing with members of the process industry standards organization. The researcher then
recommends improvements to their tool based on the application of academic research rigor
following a scientific process. One research objective is to help the project team develop and
deploy a tool to help decision executives, operations managers, and engineering data managers
make better decisions about the need to maintain 3D models for the full facility lifecycle and
highlight the opportunity costs lost if the model is not updated and maintained after the design
phase of a complex facility development project.
This research is important because there is widespread recognition within the O&G sector
that 3D models (that take the form of a digital twin of a complex facility) have value
(Wanasinghe et al., 2020); the FL3DMS project seeks to show managers how to assess that value
and enable their organizations to capture that value through investment in maintaining the 3D
models throughout the asset lifecycle (McNair, 2021b). This practitioner-scholar engagement
offers the researcher direct access to the diverse perspectives of thought leaders within the global
USPI-NL community. The researcher’s interventions on the project provide a framework to
improve the artifacts to ensure that the project objectives are realized while informing the
researcher with greater empirical insight into the financial and technical drivers supporting
adoption of this technology across the process industry supply chain.
Although value is derived in all phases of the lifecycle, the FL3DMS project effort is
focused on exposing underappreciated value pockets after the design phase, beginning with
execution, start up, and commissioning phase of capital projects, and continuing through
operations and maintenance (O&M) phase as well as management of change events, including
facility turnarounds, brownfield projects, facility decommissioning, and/or asset retirement.
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Particular interest is in the O&M phase as that is where the best use case for lower total cost of
ownership is predicted to exist based on input from OOs and EPCs. This premise is supported in
“International Energy Agency - Energy Technology Perspectives 2020” that listed “digital twin
O&M” as an example of an innovative “sustainable development scenario” that “replaces
hardware or labour with digital solutions” (International Energy Agency, 2021, p. 337).
Methods
The research began by reflecting upon “observational case studies” and considering the
results of a “confirmatory focus group” study (Hevner & Chatterjee, 2010, p. 119) conducted on
the FL3DMS kick off session in August of 2020. Coding done on the transcript of that session
using Saldaña’s (2016) methodology externally validated the empirical observations from an
O&G firm’s exploratory case study conducted in 2019 (McNair, 2021b).
The Design Science Research (DSR) methodology known as eADR (elaborated Action
Design Research) was employed to evaluate the artifacts created from project inception through
each iteration leading to global deployment. Through evaluation, the research designer analyzes
the prior efforts and suggests improvements for the planning stage of their next iteration. This
active role in the artifact creation process allows for a practical engagement; without this direct
involvement, “designers can never know which techniques or methods are effective, or why
certain approaches fail” (Hevner & Chatterjee, p. 111). The researcher intervention entry points
in the eADR process (outlined in Figure 3.3) allow the researcher direct participation in the
instantiation of a solution to the problem of practice being investigated (Mullarkey & Hevner,
2015).
Qualitative analysis on these observations based on Saldaña’s (2016) textual coding
methodology was conducted on transcripts of working group sessions, periodic project iteration
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deliverables, and several use case narratives. Themes manually derived from these artifacts
provided the researcher with a holistic understanding of the project team’s desired outcomes,
their progress to date, and their plans for future development to instantiate a solution. By
comparing their stated objectives against the actual results of their efforts, the researcher was
able to identify gaps and provide meaningful feedback to help the project team forge a plan to
mitigate the gaps. Figure 3.4 depicts the roadmap the researcher used to conduct this intervention
based on the core eADR process illustrated in Figure 3.3.
Research Question/Research Objectives
What factors influence the rationale for maintaining complex process facility digital
twins? The researcher evaluated an in-flight project to assess ways to support the need to
instantiate solutions to the problem of practice that stems from foundational (level 1) digital
twins (specifically, 3D design models) rarely being maintained as accurate representations of the
current state in the operational context of complex facilities in the process industry (McNair,
2021a).
The primary objective for the researcher is to inform the business case for maintaining
digital twins at complex process facilities through a systems management process as proposed in
the empirical findings article noted in Figure 3.1. Next, as recommended by Maxwell (2013),
building upon those findings in a use case provides a means for triangulation to reduce “the risk
of chance associations and systematic biases due to a specific method” (p. 128) while improving
the researcher’s ability to assess the generalizability of the findings, specifically, those associated
with building a foundation use case for developing digital twins in the O&G sector (McNair,
2021b).
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The secondary objective of this DSR project is to leverage the opportunity to apply
academic rigor to the analysis of a global cross-functional design team’s iterative process to
develop a business case and assist with the evaluation of its applicability outside of the
organization upon which it was based. The desired results of this research underscore the method
the project team used to show how organizations that invest in maintaining digital twins can be
cost efficient, productive, and resilient amidst uncertainty, particularly during periods of low
commodity price pressure on profitability. This research also highlights expected personnel and
process safety benefits as industry 4.0 innovations foster the emergence of adaptive cyberphysical systems (McNair, 2021a).
Design Science Research Review
Design Science Research (DSR) is an approach for systematically exploring and solving
the world’s wicked problems using scientific rigor to better understand the way things are
through development of innovative DSR artifacts. The researcher uses these artifacts to reveal
new knowledge about the way things could be (Hevner & Chatterjee, 2010). Sein et al. (2011)
offer a methodology known as Action Design Research (ADR) that facilitates development of a
DSR artifact in designs, experiences, and assessment activities that directly involve building,
intervention, and evaluation activities that occur during direct engagements with practitioners.
The resulting DSR artifact can be applied to practical requirements that are influenced by an
iterative process based on sound theory. Elaborated Action Design Research (eADR) is an
iterative approach within the DSR process to generate artifacts through diagnosis, design,
implementation, and continuous improvement while investigating a given phenomenon or
problem/solution domain (Mullarkey & Hevner, 2019).
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The DSR artifacts for this research article leverage eADR methodology to evaluate
development of an industry standard to manage 3D Models of selected complex facility assets.
This process repeats until a viable solution artifact emerges that anchors the concept presented by
addressing the research objectives and ultimately, resolving the problem of practice.

Figure 3.3. Nature of Interventions at each stage in the eADR method (Used by permission from
Mullarkey & Hevner, 2019)

Adapted from Mullarkey and Hevner (2015), Figure 3.3 illustrates how each stage of the
eADR process cycles through five steps. As each stage is informed by the preceding stage, the
ADR cycles iterate until they achieve a state that contributes to one or more innovative artifacts.
Note the steps in this illustration are abbreviated as follows: P = Problem Formulation/Planning;
A = Artifact Creation; E = Evaluation; R = Reflection; L = Learning (Mullarkey & Hevner,
2019).
Though all four stages are potential entry points, according to Mullarkey and Hevner
(2019), the third ADR stage (Development) supports the progression to final release of
instantiated artifacts during the Implementation cycle. This stage allows the researcher to
evaluate “the efficiency and effectiveness of the proposed design” (Mullarkey & Hevner, 2019,
p. 10). The evaluated artifacts in this cycle include systems, tools, data repositories, and
processes. Mullarkey and Hevner (2019) also recommend that this eADR process be expanded
and adapted to demonstrate its utility to practitioners in other application domains beyond IT
106

projects. This recommendation aligns with the FL3DMS objective that involves corporations,
consultants, vendors, suppliers, and public utility professionals. Thus, the researcher adapted
Figure 3.3 into a graphical depiction of the eADR interventions on the FL3DMS project as
Figure 3.4.

Figure 3.4. Flow of eADR interventions on FL3DMS project, Adapted from Mullarkey & Hevner, 2019

Narrative of the Intervention
For this research, since the FL3DMS project was already underway as the project team
prepared to release its primary deliverable, the researcher started at the Development Centered
entry point with the Evaluation step in the Implementation ADR stage of the eADR process
(following the green arrows on Figure 3.4). The first direct action was to assess whether the
FL3DMS project’s principal artifact (a value pocket worksheet) satisfied the stated requirements
of the project team, industry standards body, and its intended audience. The researcher did not
publish this feedback as an artifact to the full project team at this stage but met personally with
key members of the team to determine how decisions were made and how receptive they were to
outside perspectives. Nearly all the researcher’s interactions were conducted via formal
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Microsoft Teams® meetings or informal Teams® chat sessions without video in many cases, so
the researcher found it difficult to assess body language and reactions to appraisal feedback
without first establishing a foundation of trust, personal connection, and solidarity of purpose.
Building this foundation solidified mutual respect between the researcher and those who
served on the business case working group. This mutual respect enabled the researcher to secure
team member confidence then invite team members to Reflect upon prior iterations to identify
how their principal artifact was produced and prompt them regarding what could be done
differently on future iterations to evolve the artifact to a final instantiation. As the eADR process
was new to the team but not unlike “sprints” in the iterative Scrum® methodology (Sutherland &
Schwaber, 2020, p. 7) that many research participants used in their workplace on product
development projects, it only took a few weeks of direct engagements and non-verbal
interactions to gather a representative set of data to generate useful research artifacts.
Next, best practices and lessons learned were shared with the researcher in the Learning
step. These insights were coupled with the researcher’s Teams® discussion thread postings of
eADR artifacts provided in the general channel open to all FL3DMS project participants. This
active engaged scholarship demonstrated the researcher’s commitment to the project team’s
objectives. For example, one of the DSR artifacts posted was a mind map of relevant examples
of value pockets from an external perspective based on the researcher’s professional experience
and extensive literature reviews conducted for the Industry Analysis (McNair, 2021a) and
Empirical Findings (McNair, 2021b) studies referenced in Figure 3.1. This mind map generated a
lot of discussion, and at least two weekly progress meetings were dedicated to discussing any
value pockets gaps that their initial prototype total cost of ownership model had not yet
incorporated. In the project team’s first stop at the Planning step, the researcher invited the team
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to ideate around recommended improvements to the principal artifact prior to release for use in
practical situations. This Teams® discussion thread incorporated feedback from a broader
audience of stakeholders and new members who had joined the project team in later iterations.
At the Implementation stage Artifact Creation step, several DSR artifacts were presented
to the team (noted by the green document icon on Figure 3.4). Artifact 1 was posted via Teams®
shortly after the researcher joined the project. It was an anonymized transcript of the kickoff
meeting for the FL3DMS project dated August 2020. The artifact was generated from an audio
recording featuring practitioners representing several O&G firms as well as other interested
parties (EPCs, Software Vendors, etc.) It highlighted the project team’s initial objectives and
included key stakeholders assembled by the project sponsor: USPI-NL, a process industry
standards organization interested in 3D content management for the full asset lifecycle.
Discussions focused on the need to coalesce around a standard for full lifecycle management of
3D Models and building a business case to implement that standard within the industry (McNair,
2021b).
Artifact 2 was an early draft of the digital twin maturity model (Figure 3.2) used to help
the project team assess what level of evolution the 3D model needed to reach for various value
pocket use cases before value realization could take place. Artifact 3 was the mind map of
potential digital twin value pockets created independent of any FL3DMS content, later edited for
clarity and supplemented as artifact 4 with narrative of digital twin value pockets at various asset
lifecycle stages based on the researcher’s professional experience. It was then integrated with the
maturity levels in artifact 2 so the project team had a consistent reference point for assessment of
owner/operator readiness to progress to higher level digital twin maturity. Appendix 3.1 is
included as a reference table used to develop artifacts 3 and 4 when feedback from the project
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team indicated that a simple mind map needed further clarification to help project team members
understand the digital twin lifecycle maturity context of each of the value pockets proposed.
Appendix 3.2 includes both of these eADR research artifacts.
In the next step of the eADR process, the project team evaluated these new DSR artifacts
by comparing them to the principle FL3DMS artifact (value pocket worksheet). This extra
Evaluation step in the Implementation stage assessed any gaps not captured in earlier iterations
prior to researcher participation. Following the blue arrows in Figure 3.4, results of the gap
analysis were analyzed in subsequent sessions of the working group and the decision was made
to revert to the Design stage to include the researcher’s participation in subsequent weekly
working group sessions. Informal interviews were conducted with members of the project team
to ask them for Reflection upon the new DSR artifacts and how they may impact the final
deliverable. The feedback from those engagements led to insights in the Learning step that
resulted in a special planning meeting where project leadership opted to revise their deliverable
plan in their second stop at the Planning step of the Implementation stage. They created a list of
five new project deliverables (the blue document icon at the Artifact Creation step). This list
included action items, due dates, and accountability assignments targeted to satisfy the new
FL3DMS project objectives. From here, the project team will continue to iterate until they reach
instantiation of a solution, as new deliverables are identified in the reflection step, learnings from
that reflection are added to the backlog, and new deliverables are assigned a priority during the
next stop in the planning step. The cycle continues to repeat; however, some deliverables are
promoted off the action list into instantiation in the artifact creation step of the implementation
stage.
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The researcher’s ongoing contribution to the revised project deliverable list includes
update and delivery of the iteration-by-iteration critique of the value pocket spreadsheet deck
(mentioned earlier) with recommendations for improvement observed sequentially, noting any
improvement incorporated before the researcher joined the team (artifact 5). Because the eADR
intervention identified material gaps in the project team’s principal artifact’s readiness for release
through this process, the researcher discussed and documented the designers’ experiences as they
developed their new deliverables using Design Science Research (DSR) principles. DSR
analysis of the design stage was contrasted with alternative approaches that had been used by
these designers and developers in past iterations. Finally, the researcher concluded this stage of
the intervention by identifying what the development group identified as ‘best practices’ over the
course of their eADR experience and the potential impact it may have on a future instantiation of
their desired solution to the original and revised problem of practice the FL3DMS project was
created to address.
Discussion Regarding Implications of this Research
The DSR process facilitates design improvements by providing a framework for
collaboration, ideation, iteration, and instantiation of viable solutions to complex ‘wicked’
problems (Mullarkey & Hevner, 2019). Herbert Simon (1996) suggests that complex systems
that lack discernable hierarchies “may to a considerable extent escape our observation and
understanding” (p. 207). The complexity of facilities in the process industry tend to fit this
description. From a systems management process perspective, during the early phases of a
capital project to build a complex process facility, the facilities engineer may be able to track,
categorize, and describe a system’s component elements at the discipline, sub-system, or tag
number level. However, to illustrate Simon’s point, not long after that system is put into service,
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many untracked factors external to the hierarchies of a complex system have a potential impact
on its remaining lifecycle.
For example, the protective coatings on a pressure vessel may be expected to last a given
“average” duration based on the manufacturer’s specifications, but those guidelines cannot fully
account for the random actions of wildlife, extreme weather conditions, sun exposure, radiation
from flare stacks, humidity, algae growth, proximity to petrochemical solvents, acidic gases, and
other by-products of O&G production. As a result, predictability regarding its potential future
failure to preserve the integrity of the vessel is compromised. Something as simple as a bump or
scrape from a passing hand truck could potentially compromise the coating’s capacity to fulfil its
designed purpose.
This unpredictability is compounded by variations that may not be physically apparent to
a passing observer. A given pressure vessel’s post oil/gas/water separator feedstock may have
been expected to consist of natural gas hydrates at a specified acidity, so its expected useful life
was predicated on consistency of the inputs over a projected time span. When this hypothetical
production process was later modified to include reinjection of produced water into the reservoir
to boost production pressure, the net effect was higher concentrations of hydrogen sulfide (H2S)
in the pressure vessel. The design 3D model would have only accounted for the design criteria
based on known conditions. Uncertainty is introduced unless that model evolves to a higher-level
digital twin (e.g., connected to a sensor data system capable of tracking variations in the acidity
or even accounting for predictable effects of higher injection rates in the reservoir). In this case,
the original 3D model used for facility design would no longer reflect the current state of that
vessel, thus compromising the “insight value” (McNair, 2021a) that informs the pressure vessel’s
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preventative maintenance schedule, spare parts (e.g., seals, rings, instruments), inspections, and
maximum pressure capacity.
A standard for 3D model digital interfaces and data storage requirements that might
better inform decisions regarding equipment after it is put into service could reduce uncertainty,
creating a more accurate visualization and service history of the asset over its lifecycle. The
FL3DMS project seeks to provide the foundation for that standard (USPI-NL, 2020). Although
their first published iteration may not be able to accommodate every use case, a disciplined
scientific approach to developing the standard and improving its value proposition would benefit
from actively managed feedback loops such as those provided by the researcher in this eADR
project.
Discussion of Research Outcomes
This research effort asked the question, ‘What factors influence the rationale for
maintaining complex process facility digital twins?’ Table 3.1 lists insights gained from analysis
of each value pocket at various steps in the eADR process and how they may contribute to the
business case for investment in lifecycle management of digital twins. According to the project
team’s analysis using information from EPCs, OOs, and Software Vendors, the estimated cost of
maintaining a 3D CAD model is 2.85% of Capital Expense (CapEx) or 0.5% of the Total Cost of
Ownership (TCO) for a greenfield project. The cost of 3D model lifecycle management is mostly
offset by an estimated net benefit over the lifecycle of the asset that ranges from 0.47% to 0.85%,
assuming the original asset is never modified in the brownfield context. Since that use case is
practically unheard of in the process industry, the TCO consideration must include costs and
benefits in the operational context, allowing for an additional 0.46% TCO investment in
brownfield model lifecycle management.
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Based on the value pockets analysis conducted by the FL3DMS project, CapEx for a
complex process facility project represents roughly 35% of the TCO. Assuming the asset
undergoes at least one major brownfield capital modification, the total TCO % savings potential
from 3D model management ranges from 1.31% minimum to 2.84% maximum. Thus, a typical
$500 million would translate to a lifecycle TCO of $1.43 billion; 3D model management over
that asset lifecycle would cost $13.72 million, and potential savings would range from $18.7
million to $40.6 million. Table 3.1 shows the eADR step where the influencing factor was
identified, the factor that specifically contributes to the business case for lifecycle 3D model
management, and a column listing selected benefits or cost savings within the activities
associated with that value pocket factor. Table 3.1 only lists tangible cost savings and benefits
associated with maintaining the 3D model. Intangible benefits, such as any resulting increase in
decision quality, safety performance improvements, opportunity costs avoided, engineering and
operations workforce retention, training quality enhancement, greater production throughput, and
higher asset reliability, are extra benefits that contribute to the overall value proposition for 3D
model management.
Interesting Aspects of Design Science Influence on Outcomes
During the Implementation ADR stage, the use of the Digital Twins Maturity Model
adapted from similar models proposed by DNV-GL (2020) and Evans et al. (2020) allowed the
researcher to bring the perspectives of experts in digital innovation and best practice
recommendations into the artifact design and development process. Specifically, understanding
how 3D models evolve as digital twins at higher levels of maturity enabled the team to expose
latent value pockets that might have otherwise been obscured as their focus was primarily on the
benefits of maintaining a stand-alone 3D model.
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Table 3.1. Factors Contributing to Business Case (derived from FL3DMS Project Business Case
Spreadsheet – used by permission)
eADR step
influencing factor
analyzed
Evaluation

Reflection
Reflection
Reflection
Reflection
Learning
Learning
Learning
Planning
Artifact Creation

Factors contributing
to business case
Level of value realization from each cost category

Value pockets expected to benefit from 3D model
standardization (required or preferably)
Safety improvement / project risk reduction
‘Hands on Tool Time’ reduction
Travel expense reduction, particularly at brownfield sites
(post-pandemic logistics)
Effectiveness of management of change integration with
3D model maintenance
Relative improvement in decision quality support in each
stage of asset lifecycle
Greater energy efficiency / sustainability
Organizational capability to maintain
Level of 3D model contribution to data as an enterprise
asset (reuse, standardization)

Artifact Creation
Artifact Creation

Training efficiency gains / employee retention
Level of 3D model integration with other data sources

Artifact Creation
Artifact Creation
Artifact Creation
Artifact Creation

Level of complexity of systems / facilities
Age of systems / facility assets
Geographic location of asset (on-shore/offshore/remote/centralized/seasonal access)
Advanced Work Package (AWP) integration

Artifact Creation
Artifact Creation

Minimize rework
Planning efficiency gains (beyond AWP)

Artifact Creation

Relative reduction in total cost of ownership (TCO)
across all lifecycle stages

Benefits or Cost Savings
within activity
FEED:
10 ~ 13%
Design:
2.1 ~ 3.4%
Maintenance:
3 ~ 7%
Brownfield Eng:
3 ~ 10%
Brownfield Const: 3 ~ 6%
Decommissioning: 0.5 ~ 3%
84% (16 of 19) value pockets
identified
100% of cost categories
Pre-FEED:
2 ~ 4%
60% of cost categories
60% of cost categories
1 ~ 3% savings in Brownfield
engineering
70% of cost categories
40% of cost categories
FEED:
1 ~ 2%
Detail Eng:
10 ~ 13%
Execution:
0.4 ~ 7.5%
Operations:
2.5 ~ 5%
Detail Design:
1 ~ 2%
Repair/Maint:
2.5 ~ 5%
Brownfield Eng:
1 ~ 3%
Repair/Maint:
3 ~ 7%
Repair/Maint:
2.5 ~ 5%
Greenfield Const: 2 ~ 4%
Brownfield Const: 1 ~ 2%
Brownfield Design: 3 ~ 6%
Detailed Design: 0.4 ~7%
Construction:
1 ~ 2%
Brownfield Eng:
2 ~ 7%
Decommissioning: 0.5 ~ 3%
Net 1.31 ~ 2.84% < TCO

Since the project team struggled to articulate their definition of ‘done’ prior to eADR
influence, prior iterations had developed linearly in gradual increments. The introduction of an
intentional feedback loop with learning and planning steps built in allowed the project team to
collaborate around a solution and maintain closer alignment on what they ultimately agreed
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would be their minimum viable product for their first release. The Design Science approach
enabled the project team to focus on the key insights from their prototype value pocket analysis
workbook. That effort resulted in a total cost of ownership model that highlights how each cost
category contains value pockets that could contribute to savings derived from their proposed
standard and on-going maintenance of 3D models at each stage of the complex facility lifecycle.
Implications for Design Science
The flexibility of the eADR process with multiple entry points, as illustrated with the
diagram in Figure 3.4, allowed the researcher to focus on specific interventions within a defined
research period with clearly understood objectives and expected outcomes. Action Design
Research methodology foregrounds artifacts that are influenced by the values, assumptions, and
interests of diverse communities of stakeholders, including developers, end users, and external
contractors, “without letting go of the essence of design” as research (Sein et al., 2011, p. 38).
This convergence of the internal and external enabled by eADR thought demonstrates how the
methodology is capable of adaptation and evolution in accordance with the needs and dynamic
circumstances of the specific design project context wherever its methodologies are applied. This
work is empirical evidence that eADR can be adapted to projects that did not set out explicitly to
create Information Systems (IS) artifacts as much as to develop standards and a business case for
an IS related tool or systems management process.
Implications for Stakeholders
The active collaboration of the researcher with the project team to prepare its deliverables
for release provided a fertile environment for expanding its influence beyond the participants’
individual firms. As the regular interventions sparked side conversations with participants, the
researcher’s role as an engaged scholar vs. a positional peer or direct competitor fostered greater
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transparency and trust through mutual respect of the process used to help team members improve
their desired outcomes from the project deliverables. Beyond the team, the findings benefit
stakeholders in the broader community who represent constituent interests that may or may not
align with the unique perspectives of the individual members of the project team. The intentional
pursuit of generalizable value pockets in multiple use cases allows stakeholders to evaluate their
unique situations against the project team’s artifacts to make informed decisions based on data
designed to account for variability in cost accounting procedures, contracting strategy, content
hosting platforms, data ownership, and diverse operational contexts.
The O&G sector may be late adopters of digital twin technology, but with a better
understanding of the latent value of these information assets, it can leverage its immense scale
and rapidly accelerating interest in the need for digital transformation to meet the challenges of
these uncertain times (McNair, 2021a). Information stewards and decision makers in the process
industry need tools to understand the potentially lower total cost of ownership with lifecycle
management of the 3D model foundation that enables the evolution of complex process facility
digital twins. This research supports that endeavor by providing insights from academia and
industry in a systematic, repeatable process of continuous feedback and solution improvement.
Limitations and Directions for Future Research
The researcher’s availability for near full-time participation in this effort was
serendipitous as it coincided with a convergence of the project team’s need for external
perspectives, the researcher’s interest in expanding influence beyond a single O&G firm, and the
industry’s call for standards and viable business case for adoption of them. Circumstances that
enabled the intervention to succeed in this case may be difficult to duplicate as this novel
solution to a problem that has persisted in the process industry for decades has more to do with a
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convergence of will and purpose among the participants than the researcher’s specific choice of
this research design protocol. Acknowledging the researcher’s perceived bias towards greater
adoption of an innovative category of digital technology may have been offset by the mutually
beneficial objective of empowering study participants to pursue better stewardship of
information assets throughout the O&G sector.
Conclusions
This design science research article explored the problem of practice associated with
understanding the business case for ongoing investment in 3D model management as a
foundational element for developing digital twins of complex process facilities. The FL3DMS
team identified ‘value pockets’ related to use cases at each stage in the asset lifecycle and
incorporated them into a comprehensive tool to allow decision makers to estimate the total cost
ownership reductions available that more than offset incrementally higher 3D model
maintenance costs. The engaged scholar intervention of the researcher evaluated the project
artifacts and incrementally presented artifacts of analysis and recommended improvements. This
intervention led to the working team co-creating a clear definition of specific project
deliverables, each targeting the needs of various stakeholders (c-suite executives, facilities
information managers, operations and maintenance planners, etc.).
The evaluation, reflection, learning, planning, and artifact creation process facilitated the
eADR methodology and enabled the FL3DMS project team to develop a tactical plan to create a
practical business case for 3D model lifecycle management, the primary objective of the
researcher’s intervention. The process industry is on a rapid trajectory to transition from outdated
legacy content management systems to comprehensive digital twins of complex process facility
physical assets. The literature and recent empirical findings (McNair, 2021a; 2021b) now, more

118

than ever, support the need for standards regarding the creation, editing, updating, visualization,
and sharing of digital versions of the real world. Complexity and uncertainty in the O&G sector
are a daily challenge for decision makers as they seek clarity of information to support tactical
actions in support of a strategic vision for the future.
Anders’ questions about the lower total cost of ownership justification from reduced
ongoing operating and maintenance costs and a use case-based tools to assess the lifecycle value
of the 3D model were answered, discovered, and documented in a deliverable plan developed by
the project team with the support of the researcher as the best path forward to fulfil the objectives
of the FL3DMS team.
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APPENDIX 3.1:
TYPICAL OIL AND GAS BUSINESS FUNCTIONS THAT BENEFIT FROM 3D
VISUALIZATIONS

Table 3A outlines how typical Oil & Gas (O&G) Business Functions benefit from Threedimensional visualizations. The right most column references the target maturity digital twin
(DT) level from Figure 3.2.
Table 3A. Typical O&G Use Cases benefiting from Digital Twin Value
Function

Use Case

Current
use in
O&G

Target
DT
Maturity
Level

Aviation

Ground Control
Aircraft Maintenance Records
Fuel Systems
Helicopter Operations
Drone Management
Flight Control Simulators

Limited
Limited
Limited
Active
Archive
Active

4
3
3
3
4
5

Fixed Equipment (Pipe, Storage Tank, Heat Exchangers, Insulation)
Integrity Inspections
Manufacturing
Process Flow Modeling
Real-time Remote Monitoring

Archive
Archive
Archive
Active

2
2
4
4

Retail Planograms (Store Layout)
Underground Fuel Storage Tank & line placement
Fleet Management
Dynamic Positioning
Heavy Lift Construction
Weight / Load Balancing
Floating Platform Tethering Systems
Weather Systems / Prevailing Current tracking
Charting/Aids and Hazards to Navigation
Anchoring/Mooring
Crew Transport Logistics
ROV/Drone Management

Active
Archive
Limited
Active
Archive
Limited
Active
Active
Active
Active
Limited
Limited

3
2
3
4
4
4
3
3
3
3
4
4

Marketing

Marine
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Table 3A. (Continued)
Function

Use Case

Current
use in
O&G

Target
DT
Maturity
Level

Product
Distribution

Pipeline (Valve control, SCADA)
Pipe Inspection & Maintenance
Shipping (Load Modeling, Global Positioning, FPSO Vessel location)

Active
Active
Active

4
3
4

Production
Maintenance

Power Systems (Turbine Generators, Power Distribution, Switch
Systems, Automated Power Management)
Instrument Control Network

Archive
Archive

2
2

Subsea Trees
Gas/Water Injection Systems
Remote Command Center Console
Engineering Design Office
SCADA systems
Product Flow & Storage
Flaring Systems
Office Building HVAC
Workspace Floor Plans
Electrical and Telecoms Wiring
Fire Protection Systems
Transport Systems (Elevator, Escalator, Window Cleaning Davits)
Alarm & Annunciation Systems
Building egress / evacuation systems
4D Seismic Reservoir Visualization
Directional Drilling Systems
Hydraulic Fracturing
Drill Rig Location Planning
Lifeboat Systems
Fire Suppression Systems
Temporary Emergency Evacuation Route Planning/Modeling
Platform Control Room Simulation
Onboarding – Remote Site Facility Orientation

Archive
Archive
Active
Archive
Active
Archive
Archive
Archive
Archive
Archive
Archive
Archive
Archive
Archive
Active
Active
Active
Archive
Limited
Archive
Archive
Active
Limited

4
3
4
2
4
4
3
4
2
3
4
4
4
4
4
5
5
3
5
5
3
4
4

Inventory Stock Location Planning
Automated Stock/Order Management

Active
Limited

3
5

Production
Operations

Real Estate
Management

Resource
Exploration
Safety
Training
Warehousing
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APPENDIX 3.2:
SELECTED ARTIFACTS FROM EADR PROJECT INTERVENTIONS

Figure 3A. Mind Map visualization of 3D model value pockets considered for two phases.

ARTIFACT 3: CONSTRUCTION/COMMISSIONING PHASE VALUE POCKET MIND MAP AND NARRATIVE
Note: The mind map in figure 3A points out potential value pockets for the use of digital twins during the
construction and commissioning phase of major capital projects for the development of complex process
facilities. It is based on the researchers personal experience and leverages many of the value use cases
included as Appendix 3.1.
*The numbers marked in red hand-written text represent the digital twin lifecycle level where the value
pocket is most likely to add value. Yellow highlighting depicts value pockets that were either not
captured or explored in the 3D model value pocket worksheet artifact at the time it was provided to the
project team. Text not included in the original artifact submitted to the project team is italicized.
For this artifact, the map is broken into smaller sets to include the narrative below within that category
of value realization. Note that this artifact does not discuss value derived in the pre-FEED or FEED stage
as that value is already realized for the most part and where most digital twins have traditionally been
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archived rather than handed over to later stages of the asset lifecycle for further value creation. See
Artifact 4 for value creation during later lifecycle stages.

Figure 3B. Value Pocket Mind Map - Construction/Commissioning phase

Figure 3C. Value Pocket Mind Map – Pre-Startup/Construction
Lift & Materials Handling:
During construction, the 3D Model allows for visualization of material handling equipment, temporary
and permanent lifting equipment/scaffolding, etc. to position skids and component structure, supports,
civil works, etc. This eliminates need for worksite disassembly/reassembly which increases tool time,
increase risk of damage, overrides factory acceptance certification, etc.
Example Use Cases:
•
•

Off-Shore heavy lift companies generate sophisticated 3D models to do weight load balancing,
modeling of the actual placement of modules/platforms/jackets/equipment
Logistics and movement of transport equipment through the construction site and/or marine
operating area, above and below sea level
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•

Valuable insights to planned vs. actual as a record of construction including anchoring,
personnel transports, seabed soil analysis, cable & pipeline "as laid" mapping, container
laydown management, etc.

Civil Works Progress Tracking
3D model could serve as a basis to enable 4D systems with time series data capabilities to journal
movement of dirt, laterite, foundation elements, obstructions encountered vs. expected, soil conditions,
drainage, underground utilities encountered, predetermined warning areas for water jet trenching vs.
back hoe (i.e., is a greenfield really “green” vs. brownfield?).
DA Comment:
Not sure we would want progress tracking in the 3D model – will leave it bloated – this can be stored in
the construction digital twin platform/4D model (derived from the 3D model data).
Potentially a case for continuous site monitoring scanning and therefore mesh modelling as opposed to
object modeling. That said, object scans can be classified with meta data and thus analyzed as design
modelled objects. This can be brought into the 4D CDE. Statement could apply multiple times throughout
this document.
RM Comment:
Great point @DA - I have made a few modifications to the sentence but you are correct, that is a higher
level Digital twin (DT) value pocket. This document probably needs to be reframed to focus on value
pockets that are available intrinsically vs. those that require significant evolution of the DT.

Workpack/Scheduling & Planning
3D Models could help planners assess workpack component, prework, dependencies, visual prewalkthroughs vs. relying solely on reactive results. If actual tool time and worksite activity feedback is
loaded into the model, future scheduling/planning accuracy improves with each iteration.
Construction Fleet Logistics
Includes temporary roads/crossings, weight restrictions for vehicles as they transit over underground
piping and cable runs, where to park/stage cement mixers, dump trucks, tracked vehicles, etc. Identifies
where to position SimOps activities with respect to blast zone, noise, radiation exposure, etc. exclusion
areas (particularly on brownfield projects or facilities that start up in progressive stages).
Module Integration (Systems Completion)
Plan how the module hookup and commissioning activity will take place using a 4D [3D + time lapse]
perspective for resource availability, as follows…
•
•
•
•
•

obstacle/impediments might interact with the dynamic installation
integration tie-ins to existing systems at various different points in time
visualizations of the construction/assembly process provides planners with a realistic
virtualization environment to avoid conflicts
streamline and prioritize permitting process and documentation clearances
aligns the project and operational Management of Change processes, etc.
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This is particularly important for the systems completion process as it informs the subsystems
commissioning engineers/schedulers with insights that allow them to share resources such as
inspection personnel, tools, test equipment, nitrogen generators, etc. in alignment with
operator/owner organization personnel availability, etc. Virtualization of the systems completion
process would allow for better progress communication (e.g. daily stand up planning meeting
content, end of day status debriefs, feedback for next day's activities, etc.)

Figure 3D. Value Pocket Mind Map – Startup/Handover
Start Up/Handover:
3D Models used in the construction and commissioning stage could be handed over to the team
managing any Operational Readiness Review assessments that must precede the gradual transition
of care/custody/control of capital facility project teams to the operations organization. This includes
enabling virtual walk down inspections including validation of as-built documentation and
verification of model accuracy. If the factory acceptance testing and asset integrity/reliability
baseline process requires inspections prior to shipment from fabrication to the final assembly
location, an interactive 3D model connected to the document management system, and asset
register, would allow for remote inspections via AR/VR/Mixed Reality tools such as the Microsoft
Hololens™. It would also allow the handover team to derive Baseline Inspection Isometrics for piping
using the as-built 3D Model (e.g., between isolation points vs. construction spool ISO’s which are
rarely “as built”) would greatly enhance the operational piping integrity & reliability monitoring
evaluation process in the operational context.
Pre-start up Safety Reviews leveraging realistic 4D (time series completion data elements of the
model forecasted into the future) interactive walkthroughs would allow teams to anticipate what to
expect when stepping into the construction zone at a given point in time providing a photo-realistic
understanding and appreciation for scale, elevation, layout, scaffolding, or welding habitats and
other impediments that might not otherwise appear on 2D P&ID, elevation, general arrangement or
layout drawings. This would minimize and optimize the time spent by operations personnel in the
construction zone during PSSR walkdowns, and help them dynamically adjust their plan accordingly.
For example, they could anticipate and proactively model any logistical risks associated with
variations resulting from last minute resource constraints, fast tracking, schedule modifications, or
construction, commissioning activity delays.
DA Comment:
This section doesn’t cover in-field capability and is very office centric planning and remote inspection
phases in its approach however on-site ambiguity around modelled equipment testing and supporting
documentation can be served by continuous constraints management – as addressed below with 5x low
hanging fruits. This in-field process ensures that any data remotely accessed can be relied upon for realtime accuracy.
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Figure 3E. Value Pocket Mind Map – Project Management of Change
Project Management of Change (MOC)
Management of Change across all contexts is a significant potential pocket of value for 3D models. In the
project context, they could be used to model how a planned change might affect construction or
commissioning work in progress activity. It serves as a relatable environment for identification of
opportunities to derive value from work in progress assets.
For example, an early production system (EPS) may be proposed if wells are complete and there is an
FPSO or on-shore facility nearby with spare capacity and pipeline connectivity, even if the production
platform is months or years away from completion. An accurate brownfield operating area integrated
3D model allows process engineers to assess the assets available for repurposing and lock out/tag
out/tie in to import/export pipelines allowing for revenue capture and cash flow to offset the impact of
leaving the wellhead asset idle waiting for the greenfield project’s planned production capacity to come
on line. Power & Control systems using common PSI wiring & configuration standards could be more
easily adapted to the existing facilities.
A more accurate assessment of systems lifecycle maintenance / warranty / and reliability impacts is
possible if the model includes updates of the design basis and planned facility turnaround schedule. The
benefits of an EPS may be outweighed by the lifecycle cost impact if decisions for tactical early start up a
facility fail to account for the strategic investment and how those changes in the project context could
degrade the overall return on investment of the field or facility. Another decision factor the EPS could
expose is that provides empirical feedback regarding actual well pressures and throughput values that
could be plugged into the 3D process model to reveal possible modifications needed to validate or
modify the final production facility baseline design assumptions.
Original Utility Systems design in EPS environments may need to be modified temporarily to support the
requirements for operating the asset. Layers in the 3D model could be designed to provide the planned
vs. actual vs. modified vs. restored vs. final configurations of water, waste, and power management
systems. These models could better inform the construction, commissioning, start up, preservations,
operations and maintenance personnel with a clear perspective on the impact of the EPS on the original
project execution plan and basis of design. Analysis of the impact of the EPS on the overall systems
lifecycle is enriched by continuous maintenance of the 3D model as its revision history provides an
artifact of the project changes so that any future decision to leverage EPS opportunities can be
supported by lessons learned from the decisions made before, during and after the EPS is put into
operation all the way through its decommissioning and restoration to the original facility design (if
applicable). Simultaneous Operations (SimOps) is another factor which must be considered as it
introduces greater complexity to the project execution plan and brings with it higher risk of incidents. A
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3D model which factors in the exclusion zones, hot work areas, weld habitats, blinds, temporary valves,
scaffolding, control systems and utility piping and cable runs would allow visibility into the risk
mitigation tactical environment as a tool for planning and worker orientation.
Risk Management can be further enhanced with 3D models as it can be used to visualize how a change
might impact human factors engineers’ intrinsically safe design assumptions. By modeling the change,
whether temporary or permanent, it provides a tool to contextualize the perspective the operator,
maintenance, or construction worker would have and potentially highlights latent risks that a purely 2D
document review might miss. It also enriches the permitting process by allowing the lock out/tag out
process to visualize isolation points, even those under construction which might not otherwise be
reflected in construction drawings which often don’t show work in progress status of physical
equipment installations.
Note: The content below was added by a subject matter expert from a UK-based third party vendor
consortium/consulting company after the researcher posted the original artifact to the project team.
Dynamic Field-Based Constraint Management
Beyond AWP with ability to progress monitor object resource model-based workflows through a
construction / handover 4D model visualisation and ability to access Planning Remote Experts to
manage constraints immediately.
Digitalized (hands-free) inspections and expedited Root-Cause-Analyses
Through use of model-based data repositories, 4D scheduled/planned inspections can be implemented
to compliment plant activities in much the same method as construction planning. However, if
supporting maintenance and operational data logs are intrinsically linked to the model asset, it will be
possible for a deeper planning assessment to be made in context of the operating plant. Handsfree
inspections can access this information via Remote Expert to query issues and call related modelled
systems information to better on-site decision making.
Improved FAT/SAT activities and management
Often overlooked in terms of 4D model planning, the FAT/SAT process can have a high impact on
schedule if documentation highlights any issues in terms of performance testing, installation, systems
testing and handover. A 4D object resource strategy can bring life to key stages in releasing systems for
operations and ability to track the history for downstream operational maintenance queries.
Improved/Digitalized LOTO Management
Similar to the FAT/SAT use case, LOTO management whether during construction or operations phase, a
4D model-based approach provides clear visibility of both spatial and temporal clashes for analysis for
optimizing minimal impact.
Status Visualization for Project Stakeholders’ (and supply chain) transparency
Through a comprehensive model & time-based approach, the model CDE can then be configured to
provide role based stakeholder visualisation and cross-functional impact analysis. This modelling
approach aggregates all information and leverages the investment beyond engineering to provide a true
digital twin medium for all stakeholders throughout the project lifecycle.
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Artifact 4: Operational Phase Value Pocket Mind Map and Narrative

Figure 3F. Value Pocket Mind Map – Operational phase
Operator Training

Figure 3G. Value Pocket Mind Map – Operational phase / Operator Training
The use of 3D Models in the development of virtualizations is rapidly becoming commonplace in other
industries and the oil & gas sector of the process industry is no exception. As gamification of learning
activities is proven to be an effective way to orient a new generation of personnel to the complex
situations and conditions they are likely to encounter in a process facility, the benefits from this
innovative addition to the learning and development toolkit will require more realistic models for
operators of remotely managed and semi-autonomous facilities. As a bridge to industry 4.0, the model
provides visualizations to assist emergency shutdown response, familiarization to safe work practices,
and simulation of complex facility control rooms and physical environments or procedures. Just like the
aviation and nuclear power industry requires completion of qualifications including “seat time” in a
simulator before being given responsibility for the safe operation of a plane or a plant, the operator in
the complex process industry will someday have to meet similar standards.
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Maintenance

Figure 3H. Value Pocket Mind Map – Operational phase / Maintenance
Modern materials management systems are beginning to include more robust visualizations to include
on line data sheets, interactive asset registers and connectivity to photogrammetry and 3D models to
provide maintenance crews a holistic view of planned, preventative, reactive, and inventory
management/warehousing. As maintenance personnel interact with the physical systems, they are a
critical link to the accurate maintenance of the virtual systems as well. They can detect and correct
records for missing equipment, environmental variables that might impact future
construction/modification (corrosion, coatings, and structural decay/settlement).
Operations Management of Change (MOC)

Figure 3I. Value Pocket Mind Map – Operational phase / Management of Change
Management of Change has many use cases for leveraging the value of 3D Models. Permanent changes
such as Turnarounds or Brownfield engineering projects often require models to adapt the legacy facility
to accommodate the new systems that will be replacing or connecting to the existing facility systems or
structure. With concurrent engineering protocols in place, regular field updating of the model before,
during and after the change allows remote engineering teams to manage the logistics, visualizations,
work package creation and coordination of operations and facility interdependences. Temporary MOCs
allow the creation of a roadmap/layer for visualizing the impacts of the change before it is executed and
provides insights to support permitting, lock out, tag out, isolation, rerouting and reversion back to the
original after the change is no longer required.
As a critical safety process, MOC should govern all changes in an operating area, including large scale
major capital projects all the way down to minor temporary modifications to a component item. A
rigorous MOC process ensures that changes are tracked and lessons learned from those changes and
how they are conducted can be applied to other projects in other locations or points in time as a

131

perpetual feedback loop that allows for iterative improvements based on empirical findings through the
experience of those conducting or managing the modifications.
Asset Integrity/Reliability

Figure 3J. Value Pocket Mind Map – Operational phase / Asset Integrity/Reliability
As a separate, but related discipline to maintenance, Asset Integrity/Reliability leverages 3D models to
generate accurate baseline inspection isometrics used to evaluate corrosion and assess vulnerability to
failure caused by unforeseen environmental variables. Maintaining the model based on regular
inspection data ensures that plans to conduct process hazard analysis activities account for real world
conditions. Non-destructive entry and drone based remote inspections and monitoring systems must be
trained with accurate mappings of layouts, spatial relationships between objects and structures as well
as temporary structures which might otherwise obstruct a drone’s flight or transit path.
Asset Retirement

Figure 3K. Value Pocket Mind Map – Operational phase / Asset Retirement
During the final stage of the facility lifecycle, the 3D model helps plan for the decommissioning,
assessment of the environmental condition, remediation of any hazardous releases (e.g. 4D tracking of
extent of impact), handling of hazardous material, and identification of and disposition of salvage and
recycling opportunities. The 3D model’s change history record also provides a final visualization and
artifact of the facility which could be used to help an enterprise compare original basis of design to the
asset’s ultimate contribution to profit/loss and capital investment return. In the future autonomous
facility environments, Time-lapse analysis 3D models and photogrammetry will contribute significantly
to the body of knowledge for how things were built and deployed, long after the personnel who built
and maintained the facilities have moved on to other roles or organizations.
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APPENDIX 3.3:
GLOSSARY OF TERMS USED IN ARTICLE AND APPENDICES

Table 3B. Glossary of Terms Used In Article And Appendices
Term
2-Dimensional

Acronym
2D

3-Dimensional

3D

4-Dimensional

4D

Action Design Research
Application Program
Interface
Artifact

ADR
API

Building Information
Modeling/Management

BIM

Computer Aided Design
Capital Facilities Information
Handover Standards

CAD
CFIHOS

Data Exchange in the Process
Industry

DEXPI

Digital Twin
Design Science Research

DT
DSR

Elaborated Action Design
Research
Engineering Procurement
Construction
Facility Lifecycle 3D Model
Standard
Final Investment Decision

eADR
EPC

Definition
Flat document or data visualization in two
dimensions (typically length and width).
Though it may refer to a hardcopy
(printed) format, it also includes pdf or
native renderings of drawings and
documents as files that are viewable or
accessible from a system of record that
governs their care, custody, control.
Data visualization in three dimensions
(typically length, width, & height)
3D with an additional dimension,
typically time-based

(Sein, et al., 2011)

Content created during a project to
support a design objective
Collaborative process to plan, design, and
construct a structure or building within
one 3D model

Contractor

FL3DMS
FID

Reference/Source

Home – JIP36:
CFIHOS (jip36cfihos.org)
DEXPI – Data
Exchange in the
Process Industry
(McNair, 2021a)
(Hevner & Chatterjee,
2010)
(Mullarkey & Hevner,
2019)
Fl3DMS (uspi.nl)

Capital Project term referring to the point
when the project is approved
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Table 3B. (Continued)
Term
Floating Production Storage
Offloading
Front End Engineering &
Design

Acronym
FPSO

Definition
Vessel

FEED

Graphics Language
Transmission Format
Heating Ventilation Air
Conditioning
Industry 4.0

gITF

Early stages of a major capital project
(including pre-FEED) when concept is
improved and virtual asset is created and
modeled to reach a Final Investment
Decision (FID)
Open standard file format for 3D
computer-based graphics

International Standards
Organization
International Standards
Organization, Draft
International Standard
Level of Development
*(Detail)
Management of Change

ISO

Oil and Gas
Owner-Operator
Supervisory Control and
Data Acquisition

O&G
OO
SCADA

Safety Integrity Level

SIL

System of Record

SoR

Total Cost of Ownership

TCO

Uitgebried Samenwerkingsve
rband ProcesindustrieNederland

USPI-NL

HVAC

Fourth Industrial Revolution represented
by autonomous facilities up and down the
supply/product chain

ISO/DIS

Reference/Source

glTF Overview – The
Khronos Group Inc

ISO – Glossary
ISO – Glossary

LoD

Part of BIM

MoC

Internal governance over changes to
assets or information
A control system architecture consisting
of computers, graphical interfaces,
networked communications for remote or
centralized process management

A system of monitoring and tracking the
safe operation limits of an instrument or
vessel throughout its lifecycle
The official storage and access location
for documents and other records related
to a business asset
The aggregate of all costs throughout a
facility lifecycle (capital and operating
expense)
Process Industry Standards Consortium
based out of the Netherlands
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BIMForum - LOD

Boyer, S. (2010).
SCADA USA: ISA –
International Society
of Automation.
P. 179.
ISBN 978-1-93600709-7.

https://uspi.nl/
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