For a random closed set X and a compact observation window W the mean coverage fraction of W can be estimated by measuring the area of W covered
Introduction
The fraction of area in the plane covered by a random set X can be statistically estimated in various ways: by measuring the area covered by X within a sampling region W; by placing a nite set of xed points in the plane and counting the number of points covered by X; by placing a line segment in the plane and measuring the length of the part covered by X; and by combinations of these estimators. These estimators are applied in practice in microscopy, image analysis and spatial survey sampling 8, 7] .
Jensen and Gundersen 4] described a surprising example where the estimator based on point counting has smaller variance than that based on area measurement. The sampling window W is the unit square; the random set X is a disc of radius R positioned at random conditional on intersecting W. If p is the expected fraction of area of W covered by X, two unbiased estimators of p arep W , the observed area fraction, andp 4 , the count of the number of corners of W covered by X divided by 4. For large values of R, the point count estimatorp 4 has smaller variance thanp W . This is counterintuitive, sincep 4 uses less of the available information.
Such paradoxes are well-known in the statistics of random elds 3, 5] and are related to the`change of support' problem in geostatistics 2, Section m 5.2]. Baddeley and Cruz-Orive 1] added another interpretation and gave some more general classes of examples in stochastic geometry. This note reports further investigations regarding the optimal (minimum variance) estimator of the area fraction. In particular it is proved that the point count estimator is optimal in the original Jensen is the uniformly best unbiased estimator of type (1). We give an elementary proof for this fact in our special case.
Theorem 1 (Grenander, 1950 ) Let Q be a probability measure on W with Z W cov(x; y) Q(dy) = C for some C > 0 for all x 2 W:
Then b p Q has minimal variance within the set of estimators of type (1).
Proof. Let Q be as assumed in (3) and P another probability measure on W. Then (P ? Q)(W) = 1 ? 1 = 0 and
On the other hand the assumption (3) gives
This proves the assertion.
In general there is no hope of nding uniformly best unbiased estimators by solving the integral equation (3) As soon as the problem is not reducible to one dimensional subproblems Grenander's Theorem is not a good tool for nding uniformly best unbiased estimators. Even in the next simplest case of isotropic X and rotationally symmetric W it seems to be impossible to solve the integral equation (3) explicitly. A little more insight into the Jensen-Gundersen paradox can be gained using Whittle's Theorem 9].
Whittle's Theorem and the Jensen-Gundersen paradox
Let W be the unit square and X a uniformly random translation of a disc of radius R intersecting W. Jensen 
De ne the function F The lower bound 5 4 p 2 for R is far from being the critical value of R at which (7) does not hold anymore. Numerical results suggest that the critical value is greater than 3 4 and less than 1. The plot of F for R = 1 shows that the minima are at the vertices of W, see Figure 1 . On the other hand the three dimensional plot for R = 3 shows that this is wrong. The discrepancy between our lower bound 5 4 p 2 and the true critical value is due to the fact that it is far from necessary that f t be non-decreasing. For R close to 1 the function f t behaves like shown in Figure 3 . 
