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ABSTRAK
Sistem Persamaan Linear (SPL) dapat dibentuk ke dalam persamaan matriks AX =B. Koefisien
pada sistem persamaan linear ada yang berbentuk bilangan riil dan ada yang berbentuk bilangan
kompleks. Sistem persamaan linear dengan koefisien bilangan kompleks dapat diselesaikan
dengan menggunakan metode Singular Value Decomposition (SVD). Metode SVD merupakan
suatu metode yang mendekomposisikan suatu matriks A menjadi tiga komponen matriks USVH.
Metode SVD dapat digunakan untuk mencari solusi dari sistem persamaan linear kompleks  yang
konsisten maupun sistem persamaan linear kompleks yang tidak konsisten. Solusi yang diperoleh
dari sistem persamaan linear kompleks yang konsisten adalah solusi tunggal dan banyak solusi.
Sedangkan, solusi yang diperoleh dari sistem persamaan linear kompleks yang tidak konsisten
adalah solusi pendekatan terbaik.
Katakunci: basis ortonormal, sistem persamaan linear kompleks, Singular Value Decomposition
(SVD).
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BAB I
PENDAHULUAN
1.1 Latar Belakang
Sistem persamaan linear merupakan sebuah materi dalam ilmu aljabar
linear, yang mana merupakan salah satu bahasan penting dalam matematika.
Sistem persamaan linear dapat dibentuk sebagai persamaan matriks =
(Lipschutz, S, 2006). Sistem persamaan linear mempunyai beberapa bentuk
pemecahan atau solusi, yaitu solusi tunggal, banyak solusi dan tidak ada solusi.
Sistem persamaan linear merupakan sekumpulan persamaan linear yang
terdiri dari koefisien dan variabel. Koefisien pada sistem persamaan linear ada
yang berbentuk bilangan riil dan ada yang berbentuk bilangan kompleks. Sistem
persamaan linear yang berkoefisien bilangan riil telah banyak dipelajari atau
dibahas di dalam perkuliahan, sedangkan sistem persamaan linear yang
berkoefisien bilangan kompleks sangat jarang dipelajari.
Metode yang dapat digunakan untuk menyelesaikan sistem persamaan
linear diantaranya Operasi Baris Elementer (OBE) dan Singular Value
Decomposition (SVD). Metode SVD adalah suatu metode yang
mendekomposisikan suatu matriks menjadi tiga komponen matriks , di
mana merupakan matriks uniter berukuran × , merupakan matriks yang
berukuran × yang semua entri di luar diagonalnya 0, dan merupakan
matriks uniter berukuran × (Leon, S, 2001).
Kelebihan metode SVD dalam menyelesaikan sistem persamaan linear
yaitu solusi dari sistem persamaan linear dapat dicari meskipun matriks koefisien
yang terbentuk bukanlah matriks persegi maupun matriks yang tidak mempunyai
invers. Kelebihan lain dari metode SVD adalah dapat menyelesaikan sistem
persamaan linear yang tidak konsisten, dalam hal ini solusi yang diperoleh adalah
solusi pendekatan terbaik (Ahmad, I, 2010).
Metode SVD telah digunakan oleh beberapa peneliti sebelumnya,
diantaranya oleh Dina Mariya (2008) yang menggunakan SVD untuk menentukan
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invers Moore Penrose dari suatu matriks. Peneliti selanjutnya Adiwijaya, dkk
(2009) yang menggunakan SVD untuk mengurangi noise yang terdapat pada citra
digital dengan bantuan DFT (Discrete Fourier Transform). Kemudian Irdam
Haidir Ahmad dan Lucia Ratnasari (2010) yang juga menggunakan SVD untuk
menyelesaikan sistem persamaan linear dengan koefisien bilangan riil.
Berdasarkan uraian di atas, maka penulis tertarik untuk menggunakan
SVD dalam menyelesaikan sistem persamaan linear dengan koefisien bilangan
kompleks. Sehingga pada tugas akhir ini penulis melakukan penelitian dengan
judul “Penyelesaian Sistem Persamaan Linear Kompleks Menggunakan
Metode Dekomposisi Nilai Singular (SVD)”.
1.2 Rumusan Masalah
Berdasarkan latar belakang yang telah diuraikan, maka penulis
merumuskan masalah yaitu “Bagaimana penyelesaian sistem persamaan linear
kompleks dengan menggunakan metode SVD”.
1.3 Batasan Masalah
Agar tujuan dari penelitian ini dapat dicapai dengan baik dan tepat, maka
diperlukan adanya pembatasan masalah, diantaranya:
a. Sistem persamaan linear kompleks yang akan diselesaikan adalah sistem
persamaan linear kompleks yang tidak konsisten.
b. Sistem persamaan linear kompleks dengan persamaan dan variabel
yang dibatasi pada contoh yaitu:
1. > dengan = 6 dan = 5.
2. > dengan = 8 dan = 7.
1.4 Tujuan Penelitian
Tujuan penelitian ini adalah:
a. Mendapatkan penyelesaian sistem persamaan linear kompleks dengan
menggunakan metode SVD.
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b. Mendapatkan solusi dari sistem persamaan linear kompleks yang tidak
konsisten.
1.5 Manfaat Penulisan
Manfaat dari penulisan ini adalah sebagai berikut:
a. Untuk memperdalam ilmu pengetahuan mengenai materi tentang sistem
persamaan linear kompleks, dan mengembangkan wawasan disiplin ilmu
yang telah dipelajari untuk mengkaji suatu permasalahan aljabar linear
khususnya dalam hal menyelesaikan sistem persamaan linear kompleks
dengan menggunakan metode SVD.
b. Memberikan informasi kepada pembaca bahwa SVD dapat juga digunakan
untuk menyelesaikan sistem persamaan linear kompleks.
1.6 Sistematika Penulisan
Sistematika penulisan tugas akhir ini adalah sebagai berikut:
Bab I     Pendahuluan
Bab ini bersisi latar belakang masalah, rumusan masalah, batasan
masalah, tujuan penelitian, manfaat penulisan, dan sistematika penulisan.
Bab II    Landasan Teori
Bab ini menjelaskan tentang bilangan kompleks, konjugat kompleks,
sistem persamaan linear, sistem persamaan linear riil, sistem persamaan
linear kompleks, metode Singular Value Decomposition (SVD),
ortogonal dan basis ortonormal, nilai eigen dan vektor eigen dan matriks
kompleks.
Bab III  Metodologi Penelitian
Bab ini berisikan langkah-langkah atau prosedur dalam penyelesaian
sistem persamaan linear kompleks dengan menggunakan metode
Singular Value Decomposition (SVD).
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Bab IV  Pembahasan
Bab ini berisikan penjelasan bagaimana metode Singular Value
Decomposition (SVD) dapat digunakan untuk penyelesaian suatu sistem
persamaan linear kompleks.
Bab V    Kesimpulan Dan Saran
Bab ini berisikan kesimpulan dari hasil dan pembahasan yang telah
dilakukan pada bab IV dan saran dari penulis.
BAB II
LANDASAN TEORI
Bab II ini membahas teori-teoripendukung yang digunakan untuk
pembahasan selanjutnya yaitu tentangbilangan kompleks, konjugat kompleks,
sistem persamaan linear, sistem persamaan linear riil, sistem persamaan
linearkompleks, metode Singular Value Decomposition (SVD), ortogonal dan
basis ortonormal, nilai eigen dan vektor eigen dan matriks kompleks.
2.1 Bilangan Kompleks
Definisi 2.1(Churchill, R, 1990): Bilangan kompleks dapat didefinisikan
sebagai pasangan berurut = ( , ) yang mana , ∈ ℝ.
i. Bagian rill atau Re( ) =
ii. Bagian imajiner atau Im( ) = .
Selanjutnya, akan dijelaskan tentang operasi aljabar terhadap bilangan
kompleks:
1. Operasi penjumlahan + = ( + ) + ( + )= ( + ) + ( + ).
2. Operasi pengurangan − = ( + ) − ( + )= ( − ) + ( − ).
3. Operasi perkalian = ( + ) + ( + )= ( + ) + ( + )= ( − ) + ( + ).
4. Operasi pembagian= ++
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= ++ −−= ++ + −+ .
Contoh 2.1:
Diberikan dua buah bilangan kompleks sebagai berikut:= 4 + 3 dan = 5 − 4
Akan ditentukan penjumlahan, pengurangan, perkalian dan pembagian dari dua
buah bilangan kompleks dan .
Penyelesaian:
1. Penjumlahan + = (4 + 3 ) + (5 − 4 )= (4 + 5) + (3 − 4)= 9 − .
2. Pengurangan − = (4 + 3 ) − (5 − 4 )= (4 − 5) + 3 − (−4)= −1 + 7 .
3. Perkalian . = (4 + 3 )(5 − 4 )= 20 − 16 + 15 + 12= 32 − .
4. Pembagian= 4 + 35 − 4 ∙ 5 + 45 + 4= 20 + 16 + 15 + 1225 + 20 − 20 − 16 = 20 − 12 + 3141 = 841 + 3141 .
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2.2 Konjugat Kompleks
Konjugat kompleks ̅ dari bilangan kompleks = + didefinisikan
sebagai: ̅ = − . Perkalian antara bilangan kompleks dengan konjugat
kompleksnya didefinisikan sebagai:̅ = ( + )( − ) = + .
Sedangkan, modulus dan norma vektor dari bilangan kompleks didefinisikan
sebagai:| | = ̅
dan ‖ ‖ = | | + | | + ⋯+ | | .
Akan diberikan contoh perkalian antara bilangan kompleks dengan konjugat
kompleksnya dan norma vektor dari bilangan kompleks.
Contoh 2.2:
Diberikan bilangan kompleks dengan konjugat kompleksnya sebagai berikut:= 3 + 2 dan ̅ = 3 − 2
Akan ditentukan perkalian antara bilangan kompleks dengan konjugat
kompleksnya dan norma vektor dari bilangan kompleks.
Penyelesaian:
1. Menentukan perkalian antara bilangan kompleks dengan konjugat
kompleksnya ̅ = (3 + 2 )(3 − 2 )= 9 − 6 + 6 + 4= 13.
2. Menentukan norma vektor dari bilangan kompleks‖ ‖ = | |= √ ̅= (3 + 2 )(3 − 2 )= √9 + 4= √13.
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2.3 Sistem Persamaan Linear
Sistem persamaan linear adalah sekumpulan persamaan linear yang terdiri
dari persamaan , , … , , dengan variabel , , … , , yang dapat
disusun dalam bentuk standar + +⋯+ =+ +⋯+ = (2.1)⋮⋮⋮⋮+ +⋯+ =
yang mana dan adalah konstanta. Huruf adalah koefisiendari variabel
pada persamaan , dan bilangan adalah konstantadari persamaan .
Sistem persamaan linear pada persamaan (2.1) yang terdiri dari
persamaan linear dengan variabel ekuivalen dengan persamaan matriks……⋮⋮ ⋮… ⋮ = ⋮ atau = (2.2)
yang mana = adalah matriks koefisien, = adalah vektor kolom dari
variabel-variabel, dan = [ ] adalah vektor kolom dari konstanta.
Beberapa bentuk pemecahan atau solusi dari sistem persamaan linear
adalah sebagai berikut:
1. Solusi tunggal
Dikatakan memiliki solusi tunggal apabila terdapat satu titik potong dari
sistem persamaan linear.
2. Banyak solusi
Dikatakan memiliki banyak solusi apabila terdapat banyak titik potong dari
sistem persamaan linear.
3. Tidak ada solusi
Dikatakan tidak ada solusi apabila tidak ada titik potong dari sistem
persamaan linear.
Koefisien pada sistem persamaan linear ada yang berbentuk bilangan riil
dan ada yang berbentuk bilangan kompleks.Selanjutnya, akan diberikanpenjelasan
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tentang sistem persamaan linear yang berkoefisien bilangan riil dan sistem
persamaan linear dengan koefisien bilangan kompleks.
2.3.1 Sistem Persamaan Linear Riil
Sebelum membahas sistem persamaan linear riil, kita perlu mengetahui
terlebih dahulu pengertian bilangan riil. Bilangan riil adalah gabungan dari
bilangan rasional dan bilangan irrasional.
Sistem persamaan linear riil merupakan sistem persamaan linear dengan
koefisien bilangan riil.Metode dasar yang sering digunakan untuk menyelesaikan
sistem persamaan linear riil adalah Operasi Baris Elementer (OBE). OBE
merupakan suatu metode untuk menyelesaikan sistem persamaan lineardengan
menerapkan tiga tipe operasi yaitu mengalikan sebuah baris dengan sebuah
konstanta yang taksama dengan nol, menukarkan dua barisdan menambahkan
perkalian dari satu baris pada baris yang lainnya. Selanjutnya, akan diberikan
contoh penyelesaian sistem persamaan linear riil.
Contoh 2.3:
Selesaikan sistem persamaan linearriil berikut dengan menggunakan Operasi
Baris Elementer: + + 2 = 92 + 4 − 3 = 13 + 6 − 5 = 0
Penyelesaian:
1. Dari sistem persamaan linear riil di atas dapat dibuat ke dalam bentuk
persamaan matriks sebagai berikut:1 1 22 4 −33 6 −5910
2. Dengan menambahkan baris ke 2 dengan −2 kali baris ke 1 dan
kemudianmenambahkan baris ke 3 dengan −3 kali baris ke 1 maka akan
diperoleh matriks sebagai berikut:
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1 1 20 2 −70 3 −11 9−17−27
3. Dengan mengalikan baris ke 2 dengan 1 2⁄ maka akan diperoleh matriks
sebagai berikut: 1 1 20 1 −7 2⁄0 3 −11 9−17 2⁄−27
4. Dengan menambahkan baris ke 1 dengan −1 kali baris ke 2 dan
kemudianmenambahkan baris ke 3 dengan −3 kali baris ke 2 maka akan
diperoleh matriks sebagai berikut:1 0 11 2⁄0 1 −7 2⁄0 0 −1 2⁄ 35 2⁄−17 2⁄−3 2⁄
5. Dengan mengalikan baris ke 3 dengan−2 maka akan diperoleh matriks
sebagai berikut: 1 0 11 2⁄0 1 −7 2⁄0 0 1 35 2⁄−17 2⁄3
6. Dengan menambahkan baris ke 1 dengan −11 2⁄ kali baris ke 3 dan
kemudianmenambahkan baris ke 2 dengan 7 2⁄ kali baris ke 3 maka akan
diperoleh matriks sebagai berikut: 1 0 00 1 00 0 1123 .
Jadi, solusi yang diperoleh dari sistem persamaan linear di atas dengan
menggunakan Operasi Baris Elementeradalah solusi tunggaldengan = 1,= 2, dan = 3.
2.3.2 Sistem Persamaan Linear Kompleks
Sistem persamaan linear kompleks merupakan sistem persamaan linear
dengan koefisien bilangan kompleks. Bilangan kompleks adalah bilangan yang
terdiri dari bilangan riil dan bilangan imajiner. Menurut Nicholson (2001) sistem
persamaan linear kompleks dapat juga diselesaikan dengan menggunakan Operasi
Baris Elementer.
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Contoh 2.4:
Selesaikan sistem persamaan linear kompleks berikut dengan
menggunakanOperasi Baris Elementer:+ (1 + ) = 1 − 2− + = 2(−1 + ) − − = 2 + 3
Penyelesaian:
1. Dari sistem persamaan linear kompleks di atas dapat dibuat ke dalam bentuk
persamaan matriks sebagai berikut:1 1 + 0−1−1 + −1 −11 − 222 + 3
2. Dengan menambahkan baris ke 2 dengan − kali baris ke 1 dan
kemudianmenambahkan baris ke 3 dengan (1 − ) kali baris ke 1 maka akan
diperoleh matriks sebagai berikut:1 1 + 00 −0 1 −11 − 2−1
3. Dengan mengalikan baris ke 2 dengan maka akan diperoleh matriks sebagai
berikut: 1 1 + 00 1 −10 1 −11 − 211
4. Dengan menambahkan baris ke 1 dengan −(1 + ) kali baris ke 2 dan
kemudian menambahkan baris ke 3 dengan −1 kali baris ke 2 maka akan
diperoleh matriks sebagai berikut:1 0 1 +0 1 −10 0 0 −310 .
Jadi, solusi yang diperoleh dari sistem persamaan linear di atas dengan
menggunakan Operasi Baris Elementer adalah banyak solusi dengan dimisalkan= , maka didapat = −3 − (1 + ) , dan = 1 + .
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2.4 Metode Singular Value Decomposition (SVD)
Singular Value Decomposition atau Dekomposisi Nilai Singular yang
selanjutnya ditulis dengan SVD adalah suatumetode yangmendekomposisikan
suatu matriks menjadi tiga komponen matriks , yang mana salah satu dari
matriks tersebut entrinya merupakan nilai singular dari matriks . Proses
dekomposisi ini sering juga disebut dengan faktorisasi. Berikut akan diberikan
definisi dari nilai singular.
Definisi 2.2(Ahmad, 2010): Diketahui matriks ∈ ℂ × dengan ( ) = ,
yang mana ≤ ( , ). Nilai eigen dari matriks adalah ≥ ≥ ⋯ ≥> = ⋯ = = 0. Akar nilai eigen positif dari disebut dengan nilai
singular ( ) dari matriks dan dinyatakan dengan = , untuk setiap1 ≤ ≤ .
Berikut ini akan diberikan penjelasan tentang matriks , dan .
1. adalah matriks uniter berukuran × . Basis ortonormal dari( )didefinisikan oleh (Kalman, 2002):= 1 ,
untuk setiap dengan1 ≤ ≤ . Sedangkan untuk setiap dengan+ 1 ≤ ≤ akan membentuk basis ortonormaluntuk ( )dan
himpunan { , , … , }membentuk basis ortonormal untuk .
2. adalah matriks yang berukuran × yang semua entri di luar diagonalnya
adalah 0, dan elemen-elemen diagonalnya memenuhi ≥ ≥ ⋯ ≥ ≥0. Semua yang ditentukan adalah tunggal dan disebut nilai-nilai singular
dari matriks . Matriks mempunyai bentuk:
= ∑ 00 0 dengan ∑ = ⎣⎢⎢⎢
⎡ 00 ⋯⋯ 0 00 0⋮⋮ ⋱ ⋮⋮0 00 0 ⋯⋯ 00 ⎦⎥⎥⎥
⎤.
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3. adalah matriks uniter berukuran × .Agar vektor-vektor kolom matriks
membentuk himpunan ortonormal, maka vektor-vektor eigen dari
tersebut dinormalisasikan, yaitu:= 1‖ ‖ ,
adalah vektor eigen yang bersesuaian dengan nilai eigen . Untuk setiap1 ≤ ≤ , akan membentuk basis ortonormal
untuk ( ).Sedangkanuntuk setiap + 1 ≤ ≤ , akan membentuk basis
ortonormal untuk ( )dan himpunan { , , ⋯ , }membentuk basis
ortonormal untuk .
Contoh 2.5:
Diberikansistem persamaan linear riil dengan 3persamaan dan 2 variabel sebagai
berikut: + = 3−2 + 3 = 12 − = 2
Selesaikan sistem persamaan linear riil di atas dengan menggunakan metode SVD.
Penyelesaian:
1. Mengubah sistem persamaan linear ke dalam bentuk persamaan matriks= 1 1−2 32 −1 = 312 .
2. Mencari nilai eigen dan vektor eigen
a. Mengubah matriks menjadi matriks= 9 −7−7 11 .
b. Mencari nilai-nilai eigen( − ) = λ 1 00 1 − 9 −7−7 11 = − 9 77 − 11 ,
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( − ) = − 9 77 − 11 = λ − 20λ + 50.
Persamaan karakteristik dari adalahλ − 20λ − 50 = 0.
Sehingga, didapat nilai-nilai eigen dari adalah= 17.0711 dan = 2.9290.
c. Mencari vektor-vektor eigen
1. Untuk = 17.0711
Didapat vektor eigen untuk = 17.0711, yaitu:= [−0.8673 1] .
2. Untuk = 2.9290
Didapat vektor eigen untuk = 2.9290, yaitu:= [1.1530 1] .
3. Mendekomposisikan matriks menjadi tiga komponen matriks
a. Menyusun matriks
Nilai singular dari matriks adalah= = √17.0711 = 4.1317.= = √2.9290 = 1.7114.
Matriks singular yang terbentuk adalah∑ = 4.1317 00 1.7114 ,
maka = 4.1317 00 1.71140 0 .
b. Menyusun matriks= 1‖ ‖ ,
maka= 1(−0.8673) + (1) −0.86731 = 11.3237 −0.86731 = −0.65520.7555 .
Selanjutnya untuk adalah:
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= 1(1.1530) + (1) 1.15301 = 11.5262 1.15301 = 0.75550.6552 .
Sehingga diperoleh matriks sebagai berikut:= −0.65520.7555 0.75550.6552 .
c. Menyusun matriks= 1 ,
maka= 14.1317 1 1−2 32 −1 −0.65520.7555 = 14.1317 0.10033.5769−2.0659 = 0.02430.8657−0.5 .
Selanjutnya untuk adalah:= 11.7114 1 1−2 32 −1 0.75550.6552 = 11.7114 1.41070.45450.8558 = 0.82430.26560.5 .
Sehingga diperoleh matriks sebagai berikut:= 0.02430.8657−0.5 0.82430.26560.5 ,
matriks tersebut mempunyai ukuran 3 × 2, padahal seharusnya berukuran3 × 3. Agar berukuran 3 × 3, maka matriks harus ditambahkan satu
kolom lagi, yang mana kolom tersebut saling ortonormal dengan vektor
kolom lainnya. Misalnya diambil= −0.56570.42430.7071 ,
sehingga = 0.02430.8657−0.5 0.82430.26560.5 −0.56570.42430.7071 .
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Sehingga bentuk SVD dari matriks adalah:== 0.02430.8657−0.5 0.82430.26560.5 −0.56570.42430.7071 4.1317 00 1.71140 0 −0.65520.7555 0.75550.6552= −0.0658 + 1.0658 0.0759 + 0.9243−2.3435 + 0.3434 2.7022 + 0.29781.3535 + 0.6465 −1.5607 + 0.5607= 1 1−2 32 −1 .
4. Menentukan basis-basis ortonormal untuk ( ), ( ), ( ), dan ( )
a. Untuk basis ( )
Basis dari ( )adalah { , } = 0.02430.8657−0.5 , 0.82430.26560.5 .
b. Untuk basis ( )
Basis dari ( )adalah { } = −0.56570.42430.7071 .
c. Untuk basis ( )
Basis dari ( ) adalah { , } = −0.65520.7555 , 0.75550.6552 .
d. Untuk basis ( )
Basis dari ( )adalah { } = {0}.
5. Menentukan solusi dari suatu sistem persamaan linear riil〈 , ( )〉 = 〈 , 〉‖ ‖= 〈 , 〉‖ ‖ + 〈 , 〉‖ ‖= 〈 , 〉 + 〈 , 〉= (3, 1, 2)(0.0243, 0.8657,−0.5) 0.02430.8657−0.5 +
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(3, 1, 2)(0.8243, 0.2656, 0.5) 0.82430.26560.5= −0.0614 0.02430.8657−0.5 + 3.7385 0.82430.26560.5= −0.0015−0.05320.0307 + 3.0820.99291.8693= 3.080.941.9 .
Berdasarkan perhitungan tersebut diperoleh 〈 , ( )〉 ≠ atau(3.08, 0.94, 1.9) ≠ (3, 1, 2).Karena 〈 , ( )〉 ≠ berarti ≠ ( ). Maka
sistem persamaan linear riil di atas tidak konsisten, akan tetapi solusi pendekatan
terbaiknya dapat dicari, yaitu:= 〈 , 〉‖ ‖= 〈 , 〉‖ ‖ + 〈 , 〉‖ ‖= 〈 , 〉 + 〈 , 〉= −0.06144.1317 −0.65520.7555 + 3.73851.7114 0.75550.6552= −0.0149 −0.65520.7555 + 2.1845 0.75550.6552= 0.0098−0.0112 + 1.65021.4312= 1.661.42 .
Jadi, solusi pendekatan terbaik dari sistem persamaan linear di atas adalah= 1.66 dan = 1.42.
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2.5 Ortogonal dan Basis Ortonormal
Sebelum membahas ortogonal dan basis ortonormal terlebih dahulu akan
dibahas tentang vektor, proyeksi, kombinasi linear dan basis. Vektor adalah
besaran yang mempunyai panjang dan arah. Vektor atau titik dapat diidentifikasi
sebagai: = ( , . … , ).
Proyeksi dari suatu vektor pada suatu vektor bukan-nol didefinisikan sebagai:( , ) = .‖ ‖ .
Suatu vektor dikatakan kombinasi linear dari himpunan vektor { , , … , }
bila terdapat skalar-skalar , , … , sedemikian sehingga= + +⋯+ .
Himpunan vektor-vektor = { , , … , } adalah basis dari , jika setiap ∈
dapat dinyatakan secara unik sebagai kombinasi linear dari vektor-vektor basis.
Selanjutnya, akan diberikan definisi ortogonal dan teorema basis
ortonormal.
2.5.1 Ortogonal
Sebelum diberikan definisi mengenai ortogonal akan didefinisikan
terlebih dahulu mengenai hasil kali dalam kompleks.
Definisi 2.3(Anton, H, 2000): Diketahui vektor = ( , , … , ) dan =( , , … , ) ∈ ℂ , maka hasil kali dalam vektor dan adalah. = ̅ + ̅ + ⋯+ ̅
yang mana ̅ , ̅ , … , ̅ adalah konjugat dari , , … , .
Selanjutnya akan diberikan definisi mengenai ortogonal.
Definisi 2.4 (Anton, H, 2000):Vektor , ∈ ℂ dikatakan ortogonal jika dan
hanya jika 〈 , 〉 = 0.
Contoh 2.6:
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Diberikan vektor-vektor sebagai berikut:= ( , 1) dan = (1, )
Akan ditentukan apakah vektor ortogonal terhadap vektor .
Penyelesaian:
Untuk menentukan apakah vektor ortogonal terhadap vektor maka akan
ditunjukkan hasil kali dalam 〈 . 〉 = 0 yaitu:〈 . 〉 = .= ̅ + ̅= ( )(1) + (1)( )̅= ( )(1) + (1)(− )= −= 0.
Karena 〈 . 〉 = 0 maka vektor ortogonal terhadap vektor .
2.5.2 Basis Ortonormal
Berikut akan diberikan teorema mengenai basis ortonormal.
Teorema 2.1 (Anton, H, 2000):Jika = { , , … , } adalah basis ortonormal
untuk ruang hasil kali dalam , dan adalah sebarang vektor dalam , maka= 〈 , 〉 + 〈 , 〉 + ⋯+ 〈 , 〉 .
Bukti:Karena = { , , … , } adalah basis, maka vektor dapat dinyatakan
dalam bentuk= + +⋯+
selanjutnya akan ditunjukkan bahwa = 〈 , 〉 untuk = 1, 2, … , . Untuk
setiap vektor dalam diperoleh〈 , 〉 = 〈 + +⋯+ 〉= 〈 , 〉 + 〈 , 〉 + ⋯+ 〈 , 〉.
Karena = { , , … , } adalah himpunan ortonormal maka diperoleh〈 , 〉 = ‖ ‖ = 1 dan 〈 , 〉 = 0, jika ≠ .
Maka persamaan di atas dapat disederhanakan menjadi
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〈 , 〉 = . □
Contoh 2.7:
Diberikan vektor-vektor sebagai berikut:= (0,− ) dan = (− , 0)
Akan ditentukan apakah himpunan vektor { , } merupakan basis ortonormal
jika dinyatakan vektor = (1, 1).
Penyelesaian:
1. Langkah pertama menunjukkan himpunan vektor { , }ortonormal〈 , 〉 = ‖ ‖== (0,− )(0, )= 1.〈 , 〉 = ‖ ‖== (− , 0)( , 0)= 1.〈 , 〉 == (0,− )( , 0)= 0.
Karena ‖ ‖ = 1, ‖ ‖ = 1 dan 〈 , 〉 = 0 maka himpunan vektor { , }
ortonormal.
2. Langkah kedua menunjukkanhimpunan vektor { , }basis ortonormal〈 , 〉 = .= . ̅= (1)(0) + (1)(− )= (1)(0) + (1)( )= 0 + = .〈 , 〉 = .= . ̅
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= (1)(− ) + (1)(0)= (1)( ) + (1)(0)= + 0 = .
Sehingga = 〈 , 〉 + 〈 , 〉= +(1, 1) = (0,− ) + (− , 0).
Karena = 〈 , 〉 + 〈 , 〉 maka himpunan vektor { , } basis
ortonormal.
2.6 Nilai Eigen dan Vektor Eigen
Berikut akan diberikan definisi mengenai nilai eigen dan vektor eigen.
Definisi 2.5(Sutojo, T, 2010): Diketahui adalah matriks × , maka vektor tak
nol di dalam ℂ dinamakan vektor eigen dari jika adalah kelipatan skalar
dari , yaitu: =
untuk suatu skalar . Skalar disebut nilai eigen dari dan dikatakan vektor
eigen yang bersesuaian dengan .
Setelah mengetahui definisi nilai eigen dan vektor eigen. Selanjutnya,
akan dijelaskan cara menghitung nilai eigen dan vektor eigen.
a. Menghitung nilai eigen
Untuk mencari nilai eigen dari matriks yang berukuran × maka kita
menuliskannya kembali sebagai =
atau ( I − ) = 0
dan persamaan di atas akan mempunyai penyelesaian jika| I − | = 0.
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Persamaan di atas disebut sebagai persamaan karakteristik . Mencari nilai eigen
berarti menghitung determinan tersebut sehingga diperoleh nilai-nilai .
b. Menghitung vektor eigen
Apabila nilai-nilai eigen diketahui, kemudian nilai-nilai ini dimasukkan
kepersamaan: ( I − ) = 0
Maka akan diperoleh vektor-vektor eigen yang bersesuaian dengan nilai eigen
. Selanjutnya, akan diberikan contoh mencari nilai-nilai eigen dan vektor eigen.
Contoh 2.8:
Carilah nilai-nilai eigen dan vektor-vektor eigen dari matriks= 2 1 +1 − 3 .
Penyelesaian:
1. Mencari nilai-nilai eigen( − ) = λ 1 00 1 − 2 1 +1 − 3 = − 2 −1 −−1 + − 3 ,( − ) = − 2 −1 −−1 + − 3 = λ − 5λ + 4.
Persamaan karakteristik dari adalahλ − 5λ + 4 = 0.
Sehingga, didapat nilai-nilai eigen dari adalah = 1dan = 4.
2. Mencari vektor-vektor eigen
a. Untuk = 1
Didapat vektor eigen untuk = 1, = [−1 − 1] .
b. Untuk = 4
Didapat vektor eigen untuk = 4, = 1 .
Sehingga, didapat vektor-vektor eigen dari adalah = [−1 − 1] dan= 1 +2 1 .
2.7Matriks Kompleks (Lipschutz, S, 2006)
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Sebelum membahas matriks kompleks, kita perlu mengetahui terlebih
dahulu pengertian matriks. Matriks adalah susunan segi empat siku-siku dari
bilangan-bilangan. Bilangan-bilangan dalam susunan tersebut dinamakan entri
dalam matriks.
Matriks kompleks yaitu matriks dengan entri-entri bilangan kompleks.
Misalkan A adalah matriks kompleks, jika = + adalah bilangan kompleks,
maka ̅ = − adalah konjugatnya. Konjugat dari matriks kompleks , yang
ditulis ̅, adalah matriks yang diperoleh dari dengan cara menghitung konjugat
dari setiap entri .
Notasi digunakan untuk transpos konjugat . Yaitu,= ( ̅ )
[Beberapa literatur menggunakan ∗ sebagai ganti ].
Contoh 2.9:
Carilah transpos konjugat dari matriks= 1 + − 02 3 − 2 .
Penyelesaian:
1. Mencari konjugat dari matriks̅ = 1 − 02 3 + 2 − .
2. Mencari transpos konjugat dari matriks
= ( ̅ ) = 1 − 23 + 20 − .
Dari hubungan antara matriks kompleks dan transpos konjugatnya
akan menghasilkan beberapa jenis matriks kompleks, salah satu diantaranya
adalah matriks uniter. Matriks uniter merupakan matriks kompleks yang baris-
baris (kolom-kolom)-nya membentuk suatu himpunan ortonormal yang relatif
tehadap hasil kali titik.
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Definisi 2.6(Anton, H, 2000): Sebuahmatriks dengan entri-entri bilangan
kompleks disebut uniter jika = .
Dengan catatan haruslah matriks bujursangkar dan dapat-dibalik.
Contoh 2.10:
Tunjukkan adalah matriks uniter
= 1 + 12 1 +21 −2 −1 +2 .
Penyelesaian:
1. Mencari matriks
= 1 −2 1 +21 −2 −1 −2 .
2. Mengalikan matriks dengan matriks
= 1 +2 1 +21 −2 −1 +2
1 −2 1 +21 −2 −1 −2 = 1 00 1 .
Karena = , maka = . Jadi merupakan matriks uniter.
BAB III
METODOLOGI PENELITIAN
Bab III ini membahas tentang metodologi penelitian yang penulis gunakan.
3.1 Metodologi Penelitian
Adapun metodologi penelitian yang penulis gunakan adalah metode studi
literatur dengan langkah-langkah sebagai berikut:
1. Diberikan sistem persamaan linear kompleks.
2. Mengubah suatu sistem persamaan linear kompleks ke dalam bentuk
persamaan matriks = .
3. Mencari nilai eigen dan vektor eigen dari matriks dengan cara membentuk
matriks baru .
4. Mendekomposisikan matriks menjadi tiga komponen matriks
a. adalah matriks uniter berukuran × . Basis ortonormal dari
didefinisikan oleh Kalman (2002):= .
b. adalah matriks yang berukuran × yang semua entri di luar
diagonalnya adalah 0, dan elemen-elemen diagonalnya memenuhi≥ ≥ ⋯ ≥ ≥ 0. Semua yang ditentukan adalah tunggal dan
disebut nilai-nilai singular dari matriks . Matriks mempunyai bentuk:
= ∑ 00 0 dengan ∑ = ⎣⎢⎢⎢
⎡ 00 ⋯⋯ 0 00 0⋮ ⋮ ⋱ ⋮ ⋮0 00 0 ⋯⋯ 00 ⎦⎥⎥⎥
⎤.
c. adalah matriks uniter berukuran × . Agar vektor-vektor kolom
matriks membentuk himpunan ortonormal, maka vektor-vektor eigen
dari tersebut dinormalisasikan, yaitu:= ‖ ‖ .
5. Membentuk basis-basis ortonormal ( ), ( ), ( ), dan ( ).
6. Menentukan solusi dari suatu sistem persamaan linear kompleks.
BAB IV
PEMBAHASAN DAN HASIL
Bab IV ini akan membahas tentang penyelesaian sistem persamaan linear
kompleks dengan menggunakan metode Singular Value Decomposition (SVD).
4.1 Penyelesaian SPL Kompleks Menggunakan Metode SVD
Berikut ini akan dijelaskan bagaimana metode SVD dapat digunakan
untuk menyelesaikan sistem persamaan linear kompleks. Seperti yang telah
diketahui bahwa sistem persamaan linear dapat dibentuk ke dalam persamaan
matriks = (4.1)
yang mana merupakan matriks koefisien yang akan dicari bentuk SVD-nya.
Langkah-langkah yang dilakukan untuk menyelesaikan sistem persamaan linear
kompleks menggunakan metode SVD adalah sebagai berikut:
1. Langkah 1
Dengan menggunakan metode SVD dari matriks akan didapatkan vektor{ , , … , } dan vektor { , , … , } yang masing-masing
merupakan basis ortonormal dari ( ) dan ( ), serta vektor { , , … ,} dan vektor { , , … , } yang masing-masing basis ortonormal
dari ( ) dan ( ).
2. Langkah 2
Suatu sistem persamaan linear kompleks akan konsisten jika dan hanya jika
berada dalam ( ). Untuk mengetahui bahwa berada dalam ( ),
maka akan diuji apakah sama dengan proyeksi pada ( ), yang mana( ) direntang oleh vektor { , , … , }. Proyeksi pada ( )
diberikan oleh persamaan di bawah ini:proy 〈 , ( )〉 = 〈 , 〉‖ ‖ (4.2)
IV-2
Berdasarkan pengujian di atas akan diperoleh dua kasus, yaitu:
1. Kasus untuk ∈ ( )
Pada kasus untuk ∈ ( ) maka sistem persamaan linear kompleks
konsisten dan mempunyai paling sedikit satu solusi. Karena ∈ ( ),
maka = proy 〈 , ( )〉 sehingga menurut persamaan (4.2) diperoleh
persamaan:= 〈 , 〉‖ ‖ .
Oleh karena = , maka
= 〈 , 〉‖ ‖
= 〈 , 〉‖ ‖ (4.3)
dengan membandingkan persamaan (4.3) dengan persamaan (4.1),
didapatkan== 〈 , 〉‖ ‖
= 〈 , 〉‖ ‖ (4.4)
yang merupakan solusi dari sistem persamaan linear kompleks pada
persamaan (4.1). Nilai solusi dari sistem persamaan linear kompleks
bergantung pada ruang nol dari matriks yaitu ( ). Sehingga ada dua
subkasus, yaitu:
a. Jika ( ) = {0}, maka sistem persamaan linear kompleks mempunyai
satu solusi, yang mana solusinya diberikan oleh persamaan (4.4).
Bukti: Untuk membuktikan ketunggalan dari solusinya, akan dibuktikan
dengan menggunakan kontradiksi.
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Misalkan terdapat solusi lain dari persamaan (4.1) yaitu ∗, maka= dan ∗ = kedua-duanya bernilai benar. Dengan
mengurangkan keduanya, akan didapatkan( − ∗) = − ∗ = − = 0.
Karena ( ) = {0}, maka berlaku 0 = 0. Hal ini berarti − ∗ = 0
atau = ∗, dengan kata lain solusinya adalah tunggal.
b. Jika ( ) ≠ {0}, maka sistem persamaan linear kompleks mempunyai
banyak solusi. Solusinya diberikan oleh:= 〈 , 〉‖ ‖ + (4.5)
Bukti: Solusi umum dari sistem persamaan linear kompleks dapat
dinyatakan dengan = + , yang mana ∈ ( ). Pada ( ) ={0} didapat solusinya = ∗. Namun karena pada ( ) ≠ {0}, maka
terdapat titik ∈ ( ) sedemikian sehingga = 0. Jadi, solusi
umum untuk kasus ini adalah = + , atau dinotasikan dengan= + (4.6)
Dengan demikian, untuk setiap titik-titiknya berlaku= ( + ) = + = + 0 = .
Setiap titik-titik dapat dinyatakan sebagai kombinasi linear dari vektor
basis, karena { , , … , } merupakan basis untuk ( ), maka
dapat dinyatakan dengan= (4.7)
sebelumnya telah diketahui bahwa= 〈 , 〉‖ ‖
sehingga = + dapat dinyatakan dengan= 〈 , 〉‖ ‖ + untuk suatu ∈ .
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2. Kasus untuk ∉ ( )
Pada kasus untuk ∉ ( ) maka sistem persamaaan linear kompleks tidak
konsisten, dalam hal ini solusi yang diperoleh adalah solusi pendekatan
terbaik. Solusi pendekatan terbaik tersebut adalah vektor sehingga=
yang mana di dalam ( ), dan adalah vektor yang terdekat dengan .
Solusi pendekatan terbaik diberikan oleh persamaan (4.4), yaitu:= 〈 , 〉‖ ‖ (4.8)
disebut sebagai solusi pendekatan terbaik, artinya jika = , maka
adalah vektor di ( ) yang terdekat dengan .
Sehingga vektor ( − ) akan tegak lurus dengan setiap vektor di ( )
termasuk vektor yang merentang ( ) yaitu vektor-vektor dengan1 ≤ ≤ , adalah vektor yang ortonormal, maka berlaku:〈( − ), 〉 = 〈( − ), 〉
= − 〈 , 〉‖ ‖ ,
= − 〈 , 〉‖ ‖ ,
= ⟨ , ⟩ − 〈 , 〉‖ ‖ ,= 〈 , 〉 − 〈 , 〉 = 0.
Hal ini menunjukkan bahwa ( − ) adalah tegak lurus dengan setiap
vektor di ( ) dan persamaan (4.8) merupakan solusi pendekatan terbaik.
Selanjutnya, akan diberikan beberapa contoh penyelesaian sistem
persamaan linear kompleks yang tidak konsisten dengan menggunakan metode
SVD. Beberapa contoh sistem persamaan linear kompleks yang diberikan
berdasarkan dengan persamaan dan variabel.
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Contoh 4.1: (untuk kasus > )
Diberikan sistem persamaan linear kompleks dengan 6 persamaan dan 5 variabel
sebagai berikut:− + = 3+ − = 42 + 5 = −32 + 2 = −5+ = 5+ = −3
Selesaikan sistem persamaan linear kompleks di atas dengan menggunakan
metode SVD.
Penyelesaian:
1. Mengubah sistem persamaan linear kompleks ke dalam bentuk persamaan
matriks =
⎣⎢⎢⎢
⎢⎡ 0 −11 1 −200 020 5200
0 10 00010
0010⎦⎥⎥⎥
⎥⎤ ⎣⎢⎢⎢
⎡
⎦⎥⎥⎥
⎤ = ⎣⎢⎢⎢
⎢⎡ 34−3−55−3 ⎦⎥⎥⎥
⎥⎤.
2. Mencari nilai eigen dan vektor eigen
a. Mengubah matriks menjadi matriks
= ⎣⎢⎢⎢
⎡− 1 20 1 0−101 00 −500
0 0 −−2 0 −200 011 000 ⎦⎥⎥⎥
⎤
⎣⎢⎢⎢
⎢⎡ 0 −11 1 −200 020 5200
0 10 00010
0010⎦⎥⎥⎥
⎥⎤
= ⎣⎢⎢⎢
⎡ 7 2 102 6 −5−100 500 310−1
0 −0 0011 −112 ⎦⎥⎥⎥
⎤.
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b. Mencari nilai-nilai eigen
Didapat nilai-nilai eigen dari adalah= 35. 2299, = 8.1496, = 2.6061, = 0.7617 dan =0.2527.
c. Mencari vektor-vektor eigen
1. Untuk = 35.2299
Didapat vektor eigen untuk = 35.2299, yaitu:= [0.3230 −0.1379 −0.9355 0.0011 0.0379 ] .
2. Untuk = 8.1496
Didapat vektor eigen untuk = 8.1496, yaitu:= [−0.6045 −0.7862 −0.0962 −0.0118 −0.0846 ] .
3. Untuk = 2.6061
Didapat vektor eigen untuk = 2.6061, yaitu:= [0.0673 −0.1591 −0.0811 −0.5188 −0.8333] .
4. Untuk = 0.7617
Didapat vektor eigen untuk = 0.7617, yaitu:= [−0.6313 0.5270 0.2996 −0.4705 0.1121] .
5. Untuk = 0.2527
Didapat vektor eigen untuk = 0.2527, yaitu:= [0.3567 −0.2446 −0.1384 −0.7137 0.5333] .
3. Mendekomposisikan matriks menjadi tiga komponen matriks
a. Menyusun matriks
Nilai singular dari matriks adalah= = √35.2299 = 5.9355.= = √8.1496 = 2.8547.= = √2.6061 = 1.6143.= = √0.7617 = 0.8728.= = √0.2527 = 0.5027.
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Matriks singular yang terbentuk adalah sebagai berikut:
= ⎣⎢⎢⎢
⎡5.9355 0 00 2.8547 0000 000 1.614300
0 00 000.87280 000.5027⎦⎥⎥⎥
⎤,
maka
= ⎣⎢⎢⎢
⎢⎡5.9355 0 00 2.8547 00000
0000
1.6143000
0 00 000.872800
000.50270 ⎦⎥⎥⎥
⎥⎤.
b. Menyusun matriks dengan persamaan:= 1‖ ‖ ,
maka= 1|0.3230| + |−0.1379| + |−0.9355 | + |0.0011 | + |0.0379 |
⎣⎢⎢⎢
⎡ 0.3230−0.1379−0.93550.00110.0379 ⎦⎥⎥⎥
⎤
= ⎣⎢⎢⎢
⎡ 0.3230−0.1379−0.93550.00110.0379 ⎦⎥⎥⎥
⎤.
Selanjutnya untuk adalah:= 1|−0.6045| + |−0.7862| + |−0.0962 | + |−0.0118 | + |−0.0846 |
⎣⎢⎢⎢
⎡ −0.6045−0.7862−0.0962−0.0118−0.0846 ⎦⎥⎥⎥
⎤
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= ⎣⎢⎢⎢
⎡ −0.6045−0.7862−0.0962−0.0118−0.0846 ⎦⎥⎥⎥
⎤.
Selanjutnya untuk adalah:= 1|0.0673 | + |−0.1591 | + |−0.0811| + |−0.5188| + |−0.8333|
⎣⎢⎢⎢
⎡ 0.0673−0.1591−0.0811−0.5188−0.8333 ⎦⎥⎥⎥
⎤
= ⎣⎢⎢⎢
⎡ 0.0673−0.1591−0.0811−0.5188−0.8333 ⎦⎥⎥⎥
⎤.
Selanjutnya untuk adalah:= 1|−0.6313 | + |−0.5270 | + |0.2996| + |−0.4705| + |0.1121|
⎣⎢⎢⎢
⎡−0.63130.52700.2996−0.47050.1121 ⎦⎥⎥⎥
⎤
= ⎣⎢⎢⎢
⎡−0.63130.52700.2996−0.47050.1121 ⎦⎥⎥⎥
⎤.
yang terakhir untuk adalah:= 1|0.3567 | + |−0.2446 | + |−0.1384| + |−0.7137| + |0.5333|
⎣⎢⎢⎢
⎡ 0.3567−0.2446−0.1384−0.71370.5333 ⎦⎥⎥⎥
⎤
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= ⎣⎢⎢⎢
⎡ 0.3567−0.2446−0.1384−0.71370.5333 ⎦⎥⎥⎥
⎤.
Setelah matriks , , , dan diperoleh maka matriks yang terbentuk
adalah sebagai berikut:
= ⎣⎢⎢⎢
⎡ 0.3230−0.1379−0.93550.00110.0379
−0.6045−0.7862−0.0962−0.0118−0.0846
0.0673−0.1591−0.0811−0.5188−0.8333
−0.63130.52700.2996−0.47050.1121
0.3567−0.2446−0.1384−0.71370.5333 ⎦⎥⎥⎥
⎤.
c. Menyusun matriks dengan persamaan:= 1 ,
maka
= 15.9355 ⎣⎢⎢⎢
⎢⎡ 0 −11 1 −200 020 5200
0 10 00010
0010⎦⎥⎥⎥
⎥⎤
⎣⎢⎢⎢
⎡ 0.3230−0.1379−0.93550.00110.0379 ⎦⎥⎥⎥
⎤
= ⎣⎢⎢⎢
⎢⎡ 0.2184−0.12640.8969−0.36170.00660.0312 ⎦⎥⎥⎥
⎥⎤.
Selanjutnya untuk adalah:
= 12.8547 ⎣⎢⎢⎢
⎢⎡ 0 −11 1 −200 020 5200
0 10 00010
0010⎦⎥⎥⎥
⎥⎤
⎣⎢⎢⎢
⎡ −0.6045−0.7862−0.0962−0.0118−0.0846 ⎦⎥⎥⎥
⎤
= ⎣⎢⎢⎢
⎢⎡ 0.2158−0.5209−0.2550−0.6182−0.0338−0.4872 ⎦⎥⎥⎥
⎥⎤.
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Selanjutnya untuk adalah:
= 11.6143 ⎣⎢⎢⎢
⎢⎡ 0 −11 1 −200 020 5200
0 10 00010
0010⎦⎥⎥⎥
⎥⎤ ⎣⎢⎢⎢
⎡ 0.0673−0.1591−0.0811−0.5188−0.8333 ⎦⎥⎥⎥
⎤
= ⎣⎢⎢⎢
⎢⎡ −0.5077−0.0066−0.16780.0966−0.83760.0569 ⎦⎥⎥⎥
⎥⎤.
Selanjutnya untuk adalah:
= 10.8728 ⎣⎢⎢⎢
⎢⎡ 0 −11 1 −200 020 5200
0 10 00010
0010⎦⎥⎥⎥
⎥⎤ ⎣⎢⎢⎢
⎡−0.63130.52700.2996−0.47050.1121 ⎦⎥⎥⎥
⎤
= ⎣⎢⎢⎢
⎢⎡ 0.5085−0.46280.2697−0.5122−0.41060.1195 ⎦⎥⎥⎥
⎥⎤.
yang terakhir untuk adalah:
= 10.5027 ⎣⎢⎢⎢
⎢⎡ 0 −11 1 −200 020 5200
0 10 00010
0010⎦⎥⎥⎥
⎥⎤
⎣⎢⎢⎢
⎡ 0.3567−0.2446−0.1384−0.71370.5333 ⎦⎥⎥⎥
⎤
= ⎣⎢⎢⎢
⎢⎡ 0.62660.49830.04260.4225−0.3589−0.2230⎦⎥⎥⎥
⎥⎤.
Setelah matriks , , , dan diperoleh maka matriks yang terbentuk
adalah sebagai berikut:
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= ⎣⎢⎢⎢
⎢⎡ 0.2184−0.12640.8969−0.36170.00660.0312
0.2158−0.5209−0.2550−0.6182−0.0338−0.4872
−0.5077−0.0066−0.16780.0966−0.83760.0569
0.5085−0.46280.2697−0.5122−0.41060.1195
0.62660.49830.04260.4225−0.3589−0.2230⎦⎥⎥⎥
⎥⎤,
diperhatikan matriks uniter ∈ ℂ × , agar matriks uniter menjadi matriks
persegi berukuran 6 × 6 harus ditambahkan satu kolom lagi, yang mana kolom
tersebut saling ortonormal dengan vektor kolom lainnya. Misalnya diambil
= ⎣⎢⎢⎢
⎢⎡ 00.50.1667−0.166700.8333 ⎦⎥⎥⎥
⎥⎤,
sehingga
= ⎣⎢⎢⎢
⎢⎡ 0.2184−0.12640.8969−0.36170.00660.0312
0.2158−0.5209−0.2550−0.6182−0.0338−0.4872
−0.5077−0.0066−0.16780.0966−0.83760.0569
0.5085−0.46280.2697−0.5122−0.41060.1195
0.62660.49830.04260.4225−0.3589−0.2230
00.50.1667−0.166700.8333 ⎦⎥⎥⎥
⎥⎤.
Sehingga bentuk SVD dari matriks adalah:=
= ⎣⎢⎢⎢
⎢⎡ 0.2184−0.12640.8969−0.36170.00660.0312
0.2158−0.5209−0.2550−0.6182−0.0338−0.4872
−0.5077−0.0066−0.16780.0966−0.83760.0569
0.5085−0.46280.2697−0.5122−0.41060.1195
0.62660.49830.04260.4225−0.3589−0.2230
00.50.1667−0.166700.8333 ⎦⎥⎥⎥
⎥⎤
⎣⎢⎢⎢
⎢⎡5.9355 0 00 2.8547 00000
0000
1.6143000
0 00 000.872800
000.50270 ⎦⎥⎥⎥
⎥⎤
⎣⎢⎢⎢
⎡ 0.3230 −0.1379 −0.9355−0.6045 −0.7862 −0.09620.0673−0.63130.3567 −0.15910.5270−0.2446 −0.08110.2996−0.1384
0.0011 0.0379−0.0118 −0.0846−0.5188−0.4705−0.7137 −0.83330.11210.5333 ⎦⎥⎥⎥
⎤
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= ⎣⎢⎢⎢
⎢⎡ 0 −11 1 −200 020 5200
0 10 00010
0010⎦⎥⎥⎥
⎥⎤.
4. Menentukan basis-basis ortonormal untuk ( ), ( ), ( ), dan ( )
a. Untuk basis ( )
Basis dari ( ) adalah { , , , , }
= ⎩⎪⎨
⎪⎧
⎣⎢⎢⎢
⎢⎡ 0.2184−0.12640.8969−0.36170.00660.0312 ⎦⎥⎥⎥
⎥⎤ , ⎣⎢⎢⎢
⎢⎡ 0.2158−0.5209−0.2550−0.6182−0.0338−0.4872 ⎦⎥⎥⎥
⎥⎤ , ⎣⎢⎢⎢
⎢⎡ −0.5077−0.0066−0.16780.0966−0.83760.0569 ⎦⎥⎥⎥
⎥⎤ , ⎣⎢⎢⎢
⎢⎡ 0.5085−0.46280.2697−0.5122−0.41060.1195 ⎦⎥⎥⎥
⎥⎤ , ⎣⎢⎢⎢
⎢⎡ 0.62660.49830.04260.4225−0.3589−0.2230⎦⎥⎥⎥
⎥⎤
⎭⎪⎬
⎪⎫.
b. Untuk basis ( )
Basis dari ( ) adalah { } = ⎩⎪⎨
⎪⎧
⎣⎢⎢⎢
⎢⎡ 00.50.1667−0.166700.8333 ⎦⎥⎥⎥
⎥⎤
⎭⎪⎬
⎪⎫.
c. Untuk basis ( )
Basis dari ( ) adalah { , , , , }
= ⎩⎪⎨
⎪⎧⎣⎢⎢⎢
⎡ 0.3230−0.1379−0.93550.00110.0379 ⎦⎥⎥⎥
⎤ , ⎣⎢⎢⎢
⎡ −0.6045−0.7862−0.0962−0.0118−0.0846 ⎦⎥⎥⎥
⎤ , ⎣⎢⎢⎢
⎡ 0.0673−0.1591−0.0811−0.5188−0.8333 ⎦⎥⎥⎥
⎤ , ⎣⎢⎢⎢
⎡−0.63130.52700.2996−0.47050.1121 ⎦⎥⎥⎥
⎤ , ⎣⎢⎢⎢
⎡ 0.3567−0.2446−0.1384−0.71370.5333 ⎦⎥⎥⎥
⎤
⎭⎪⎬
⎪⎫.
d. Untuk basis ( )
Basis dari ( ) adalah { } = {0}.
5. Menentukan solusi dari suatu sistem persamaan linear kompleksproy 〈 , ( )〉 = 〈 , 〉‖ ‖= 〈 , 〉‖ ‖ + 〈 , 〉‖ ‖ + 〈 , 〉‖ ‖ + 〈 , 〉‖ ‖
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+〈 , 〉‖ ‖= 〈 , 〉 + 〈 , 〉 + 〈 , 〉 + 〈 , 〉+〈 , 〉= ( . ) + ( , ) + ( , ) + ( , )+( , )
= ⎣⎢⎢⎢
⎢⎡ 1.22290.7078−5.0221−2.02530.03700.1747 ⎦⎥⎥⎥
⎥⎤ + ⎣⎢⎢⎢
⎢⎡ 1.37023.30751.6191−3.9253−0.2146−3.0935⎦⎥⎥⎥
⎥⎤ + ⎣⎢⎢⎢
⎢⎡ 2.98920.03890.9880−0.56884.9316−0.3350⎦⎥⎥⎥
⎥⎤ + ⎣⎢⎢⎢
⎢⎡ −0.50100.4560−0.26570.50470.4046−0.1177 ⎦⎥⎥⎥
⎥⎤
+ ⎣⎢⎢⎢
⎢⎡ 0.31780.25270.02160.2143−0.1820−0.1131⎦⎥⎥⎥
⎥⎤
= ⎣⎢⎢⎢
⎢⎡ 5.39924.7629−2.6591−5.80044.9765−3.4847 ⎦⎥⎥⎥
⎥⎤.
Berdasarkan perhitungan tersebut diperoleh proy 〈 , ( )〉 ≠ atau(5.3992, 4.7629 ,−2.6591 , −5.8004, 4.9765,−3.4847) ≠ (3, 4 , −3 , −5, 5,−3). Karena proy 〈 , ( )〉 ≠ berarti ≠ ( ). Maka sistem persamaan
linear kompleks di atas tidak  konsisten, akan tetapi solusi pendekatan terbaiknya
dapat dicari, yaitu:= 〈 , 〉‖ ‖
= 〈 , 〉‖ ‖ + 〈 , 〉‖ ‖ + 〈 , 〉‖ ‖ + 〈 , 〉‖ ‖ + 〈 , 〉‖ ‖= 〈 , 〉 + 〈 , 〉 + 〈 , 〉 + 〈 , 〉 + 〈 , 〉
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= −5.59945.9355 ⎣⎢⎢⎢
⎡ 0.3230−0.1379−0.93550.00110.0379 ⎦⎥⎥⎥
⎤ + −6.34962.8547 ⎣⎢⎢⎢
⎡ −0.6045−0.7862−0.0962−0.0118−0.0846 ⎦⎥⎥⎥
⎤ + −5.88781.6143 ⎣⎢⎢⎢
⎡ 0.0673−0.1591−0.0811−0.5188−0.8333 ⎦⎥⎥⎥
⎤
+−0.98530.8728 ⎣⎢⎢⎢
⎡−0.63130.52700.2996−0.47050.1121 ⎦⎥⎥⎥
⎤ + 0.50720.5027 ⎣⎢⎢⎢
⎡ 0.3567−0.2446−0.1384−0.71370.5333 ⎦⎥⎥⎥
⎤
= ⎣⎢⎢⎢
⎡ 1.86701.6174−1.27861.67803.2984 ⎦⎥⎥⎥
⎤.
Jadi, solusi pendekatan terbaik yang diperoleh dari sistem persamaan linear
kompleks di atas adalah = 1.8670 , = 1.6174 , = −1.2786, =1.6780 dan = 3.2984.
Untuk mengetahui bahwa merupakan solusi pendekatan terbaik, akan
ditunjukkan bahwa 〈( − ), 〉 = 0 sebagai berikut:
1. Untuk〈( − ), 〉 = ( − ) ∙= (0.2900)(−0.1284 ) + (−0.7630 )(−0.1264)+(−0.3410 )(0.8969) + (0.7920)(0.3617 )+(0.0236)(−0.0066 ) + (0.4844)(−0.0312 )= −0.0015 .
2. Untuk〈( − ), 〉 = ( − ) ∙= (0.2900)(−0.2158 ) + (−0.7630 )(−0.5209)+(−0.3410 )(−0.2550) + (0.7920)(0.6182 )+(0.0236)(0.0338 ) + (0.4844)(0.4872 )= 0.0042 .
3. Untuk〈( − ), 〉 = ( − ) ∙= (0.2900)(−0.5077) + (−0.7630 )(0.0066 )
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+(−0.3410 )(0.1678 ) + (0.7920)(0.0966)+(0.0236)(−0.8376) + (0.4844)(0.0569)= −0.0006.
4. Untuk〈( − ), 〉 = ( − ) ∙= (0.2900)(0.5085) + (−0.7630 )(0.4628 )+(−0.3410 )(−0.2679 ) + (0.7920)(−0.5122)+(0.0236)(,−0.4106) + (0.4844)(0.1195)= 0.0511.
5. Untuk〈( − ), 〉 = ( − ) ∙= (0.2900)(0.6266) + (−0.7630 )(−0.4983 )+(−0.3410 )(−0.0426 ) + (0.7920)(0.4225)+(0.0236)(, −0.3589) + (0.4844)(−0.2230)= 0.0052.
Contoh 4.2: (untuk kasus > )
Diberikan sistem persamaan linear kompleks dengan 8 persamaan dan 7 variabel
sebagai berikut:+ = 3− =+ + = 7+ = 5+ + = 22 + = 5− + + = 3+ = 5
Selesaikan sistem persamaan linear kompleks di atas dengan menggunakan
metode SVD.
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Penyelesaian:
1. Mengubah sistem persamaan linear kompleks ke dalam bentuk persamaan
matriks =
⎣⎢⎢⎢
⎢⎢⎢⎡
1 0 00 1 0000−11
000000
1000
0 00 0 −01020
001000
01100
0000000⎦⎥⎥⎥
⎥⎥⎥⎤
⎣⎢⎢⎢
⎢⎢⎡
⎦⎥⎥⎥
⎥⎥⎤ =
⎣⎢⎢⎢
⎢⎢⎢⎡
3752535 ⎦⎥⎥⎥
⎥⎥⎥⎤.
2. Mencari nilai eigen dan vektor eigen
a. Mengubah matriks menjadi matriks
=
⎣⎢⎢⎢
⎢⎢⎡ 1 0 00 1 1000−0
0000
−00−0
0 − 0 −1 10 0 0 0 011000
00110
0 0 −2 − 00 0 01 0 00 − 0 ⎦⎥⎥
⎥⎥⎥⎤
⎣⎢⎢⎢
⎢⎢⎢⎡
1 0 00 1 0000−11
000000
1000
0 00 0 −01020
001000
01100
0000000⎦⎥⎥⎥
⎥⎥⎥⎤
=
⎣⎢⎢⎢
⎢⎢⎡ 4 00 2−0
−0000
31010
− − 0 −0 0 0 016021
00110
1 02 11 05 00 1 ⎦⎥⎥⎥
⎥⎥⎤.
b. Mencari nilai-nilai eigen
Didapat nilai-nilai eigen dari adalah= 8.2229, = 5.2412, = 3.6483, = 2.7866, = 0.2906,= 1.1452 dan = 0.6652.
c. Mencari vektor-vektor eigen
1. Untuk = 8.2229
Didapat vektor eigen untuk = 8.2229, yaitu:= [0.1797 −0.0362 0.2253 0.7517 0.1036 0.5685 0.1290 ] .
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2. Untuk = 5.2412
Didapat vektor eigen untuk = 5.2412, yaitu:= [−0.7612 −0.1468 −0.4758 0.1473 0.1074 −0.3057 0.2142] .
3. Untuk = 3.6483
Didapat vektor eigen untuk = 3.6483, yaitu:= [0.1894 0.1464 −0.2414 −0.5188 0.3352 0.6982 −0.1244 ] .
4. Untuk = 2.7866
Didapat vektor eigen untuk = 2.7866, yaitu:= [−0.4209 0.6574 0.5171 −0.2706 0.1929 −0.0762 0.0841] .
5. Untuk = 0.2906
Didapat vektor eigen untuk = 0.2906, yaitu:= [−0.3838 0.0798 −0.1364 0.0727 0.7761 −0.1667 0.4386] .
6. Untuk = 1.1452
Didapat vektor eigen untuk = 1.1452 , yaitu:= [−0.1550 −0.7187 0.6143 −0.1340 0.1611 −0.1316 0.1446] .
7. Untuk = 0.6652
Didapat vektor eigen untuk = 0.6652 , yaitu:= [−0.0623 0.0265 −0.0354 −0.2182 −0.4472 0.2120 0.8377] .
3. Mendekomposisikan matriks menjadi tiga komponen matriks
a. Menyusun matriks
Nilai singular dari matriks adalah= = √8.2229 = 2.8676.= = √5.2412 = 2.2894.= = √3.6483 = 1.9100.= = √2.7866 = 1.6693.= = √0.2906 = 1.0702.= = √1.1452 = 0.8156.= = √0.6652 = 0.5391.
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Matriks singular yang terbentuk adalah
=
⎣⎢⎢⎢
⎢⎢⎡2.8676 0 00 2.2894 000000
00000
1.91000000
0 0 0 00 0 0 001.6693000
001.070200
0000.81560
00000.5391⎦⎥⎥⎥
⎥⎥⎤ ,
sehingga didapat matriks adalah sebagai berikut:
=
⎣⎢⎢⎢
⎢⎢⎢⎡
2.8676 0 00 2.2894 0000000
000000
1.910000000
0 0 0 00 0 0 001.66930000
001.0702000
0000.815600
00000.53910 ⎦⎥⎥
⎥⎥⎥⎥
⎤.
b. Menyusun matriks dengan persamaan:= 1‖ ‖ ,
maka
= 1|0.1797| + |−0.0362| + ⋯ + |0.1290 | ⎣⎢⎢⎢
⎢⎢⎡ 0.1797−0.03620.22530.75170.10360.56850.1290 ⎦⎥⎥⎥
⎥⎥⎤
=
⎣⎢⎢⎢
⎢⎢⎡ 0.1797−0.03620.22530.75170.10360.56850.1290 ⎦⎥⎥⎥
⎥⎥⎤.
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Selanjutnya untuk adalah:
= 1|−0.7612| + |−0.1468| + ⋯+ |−0.2142 | ⎣⎢⎢⎢
⎢⎢⎡ −0.7612−0.14680.4758−0.1473−0.10740.3057−0.2142 ⎦⎥⎥⎥
⎥⎥⎤
=
⎣⎢⎢⎢
⎢⎢⎡ −0.7612−0.14680.4758−0.1473−0.10740.3057−0.2142 ⎦⎥⎥⎥
⎥⎥⎤.
Selanjutnya untuk adalah:
= 1|0.1894| + |0.1464| + ⋯+ |−0.1244 | ⎣⎢⎢⎢
⎢⎢⎡ 0.18940.1464−0.2414−0.51880.33520.6982−0.1244 ⎦⎥⎥⎥
⎥⎥⎤
=
⎣⎢⎢⎢
⎢⎢⎡ 0.18940.1464−0.2414−0.51880.33520.6982−0.1244 ⎦⎥⎥⎥
⎥⎥⎤.
Selanjutnya untuk adalah:
= 1|−0.4209| + |0.6574| + ⋯+ |−0.0841 | ⎣⎢⎢⎢
⎢⎢⎡ −0.42090.6574−0.51710.2706−0.19290.0762−0.0841 ⎦⎥⎥⎥
⎥⎥⎤
=
⎣⎢⎢⎢
⎢⎢⎡ −0.42090.6574−0.51710.2706−0.19290.0762−0.0841 ⎦⎥⎥⎥
⎥⎥⎤.
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Selanjutnya untuk adalah:
= 1|0.3838| + |0.0798| + ⋯+ |−0.4386 | ⎣⎢⎢⎢
⎢⎢⎡ 0.38380.07980.1364−0.0727−0.77610.1667−0.4386 ⎦⎥⎥⎥
⎥⎥⎤
=
⎣⎢⎢⎢
⎢⎢⎡ 0.38380.07980.1364−0.0727−0.77610.1667−0.4386 ⎦⎥⎥⎥
⎥⎥⎤.
Selanjutnya untuk adalah:
= 1|0.1550| + |0.7187| + ⋯+ |0.1446 | ⎣⎢⎢⎢
⎢⎢⎡ 0.15500.71870.6143−0.13400.1611−0.13160.1446 ⎦⎥⎥⎥
⎥⎥⎤
=
⎣⎢⎢⎢
⎢⎢⎡ 0.15500.71870.6143−0.13400.1611−0.13160.1446 ⎦⎥⎥⎥
⎥⎥⎤.
yang terakhir untuk adalah:
= 1|−0.0623| + |−0.0265| + ⋯+ |0.8377 | ⎣⎢⎢⎢
⎢⎢⎡ −0.0623−0.0265−0.0354−0.2182−0.44720.21200.8377 ⎦⎥⎥⎥
⎥⎥⎤
=
⎣⎢⎢⎢
⎢⎢⎡ −0.0623−0.0265−0.0354−0.2182−0.44720.21200.8377 ⎦⎥⎥⎥
⎥⎥⎤.
IV-21
Setelah matriks , , , , , dan diperoleh maka matriks yang
terbentuk adalah sebagai berikut:
=
⎣⎢⎢⎢
⎢⎢⎡ 0.1797−0.03620.22530.75170.10360.56850.1290
−0.7612−0.14680.4758−0.1473−0.10740.3057−0.2142
0.18940.1464−0.2414−0.51880.33520.6982−0.1244
−0.42090.6574−0.51710.2706−0.19290.0762−0.0841
0.38380.07980.1364−0.0727−0.77610.1667−0.4386
0.15500.71870.6143−0.13400.1611−0.13160.1446
−0.0623−0.0265−0.0354−0.2182−0.44720.21200.8377 ⎦⎥⎥⎥
⎥⎥⎤.
c. Menyusun matriks dengan persamaan:= 1 ,
maka
= 12.8676 ⎣⎢⎢⎢
⎢⎢⎢⎡
1 0 00 1 0000−11
000000
1000
0 00 0 −01020
001000
01100
0000000⎦⎥⎥⎥
⎥⎥⎥⎤
⎣⎢⎢⎢
⎢⎢⎡ 0.1797−0.03620.22530.75170.10360.56850.1290 ⎦⎥⎥⎥
⎥⎥⎤
=
⎣⎢⎢⎢
⎢⎢⎢⎡
−0.13560.1856−0.28940.34070.29710.7225−0.3698−0.0159⎦⎥⎥
⎥⎥⎥⎥
⎤.
Selanjutnya untuk adalah:
= 12.2894 ⎣⎢⎢⎢
⎢⎢⎢⎡
1 0 00 1 0000−11
000000
1000
0 00 0 −01020
001000
01100
0000000⎦⎥⎥⎥
⎥⎥⎥⎤
⎣⎢⎢⎢
⎢⎢⎡ −0.7612−0.14680.4758−0.1473−0.10740.3057−0.2142 ⎦⎥⎥⎥
⎥⎥⎤
IV-22
=
⎣⎢⎢⎢
⎢⎢⎢⎡
−0.46600.0694−0.40550.1435−0.24590.00480.4904−0.5403 ⎦⎥⎥
⎥⎥⎥⎥
⎤.
Selanjutnya untuk adalah:
= 11.9100 ⎣⎢⎢⎢
⎢⎢⎢⎡
1 0 00 1 0000−11
000000
1000
0 00 0 −01020
001000
01100
0000000⎦⎥⎥⎥
⎥⎥⎥⎤
⎣⎢⎢⎢
⎢⎢⎡ 0.18940.1464−0.2414−0.51880.33520.6982−0.1244 ⎦⎥⎥⎥
⎥⎥⎤
=
⎣⎢⎢⎢
⎢⎢⎢⎡
−0.26640.4422−0.1625−0.39080.6402−0.17770.23760.2255 ⎦⎥⎥
⎥⎥⎥⎥
⎤.
Selanjutnya untuk adalah:
= 11.6693 ⎣⎢⎢⎢
⎢⎢⎢⎡
1 0 00 1 0000−11
000000
1000
0 00 0 −01020
001000
01100
0000000⎦⎥⎥⎥
⎥⎥⎥⎤
⎣⎢⎢⎢
⎢⎢⎡ −0.42090.6574−0.51710.2706−0.19290.0762−0.0841 ⎦⎥⎥⎥
⎥⎥⎤
=
⎣⎢⎢⎢
⎢⎢⎢⎡
−0.29780.43950.6579−0.1477−0.32200.36990.14040.0576 ⎦⎥⎥
⎥⎥⎥⎥
⎤.
IV-23
Selanjutnya untuk adalah:
= 11.0702 ⎣⎢⎢⎢
⎢⎢⎢⎡
1 0 00 1 0000−11
000000
1000
0 00 0 −01020
001000
01100
0000000⎦⎥⎥⎥
⎥⎥⎥⎤
⎣⎢⎢⎢
⎢⎢⎡ 0.38380.07980.1364−0.0727−0.77610.1667−0.4386 ⎦⎥⎥⎥
⎥⎥⎤
=
⎣⎢⎢⎢
⎢⎢⎢⎡
0.26790.54850.22050.44880.1724−0.3735−0.1547−0.4291 ⎦⎥⎥
⎥⎥⎥⎥
⎤.
Selanjutnya untuk adalah:
= 10.8156 ⎣⎢⎢⎢
⎢⎢⎢⎡
1 0 00 1 0000−11
000000
1000
0 00 0 −01020
001000
01100
0000000⎦⎥⎥⎥
⎥⎥⎥⎤
⎣⎢⎢⎢
⎢⎢⎡ 0.15500.71870.6143−0.13400.1611−0.13160.1446 ⎦⎥⎥⎥
⎥⎥⎤
=
⎣⎢⎢⎢
⎢⎢⎢⎡
−0.33630.2274−0.2490−0.3109−0.3647−0.2751−0.6832−0.0330 ⎦⎥⎥⎥
⎥⎥⎥⎤.
yang terakhir untuk adalah:
IV-24
= 10.5391 ⎣⎢⎢⎢
⎢⎢⎢⎡
1 0 00 1 0000−11
000000
1000
0 00 0 −01020
001000
01100
0000000⎦⎥⎥⎥
⎥⎥⎥⎤
⎣⎢⎢⎢
⎢⎢⎡ −0.0623−0.0265−0.0354−0.2182−0.44720.21200.8377 ⎦⎥⎥⎥
⎥⎥⎤
=
⎣⎢⎢⎢
⎢⎢⎢⎡
0.40280.4573−0.41420.1182−0.41840.03950.23640.4589 ⎦⎥⎥⎥
⎥⎥⎥⎤.
Setelah matriks , , , , , dan diperoleh maka matriks yang
terbentuk adalah sebagai berikut:
=
⎣⎢⎢⎢
⎢⎢⎢⎡
−0.13560.1856−0.28940.34070.29710.7225−0.3698−0.0159
−0.46600.0694−0.40550.1435−0.24590.00480.4904−0.5403
−0.26640.4422−0.1625−0.39080.6402−0.17770.23760.2255
−0.29780.43950.6579−0.1477−0.32200.36990.14040.0576
0.26790.54850.22050.44880.1724−0.3735−0.1547−0.4291
−0.33630.2274−0.2490−0.3109−0.3647−0.2751−0.6832−0.0330
0.40280.4573−0.41420.1182−0.41840.03950.23640.4589 ⎦⎥⎥⎥
⎥⎥⎥⎤,
diperhatikan matriks uniter ∈ ℂ × , agar matriks uniter menjadi matriks
persegi berukuran 8 × 8 harus ditambahkan satu kolom lagi, yang mana
kolom tersebut saling ortonormal dengan vektor kolom lainnya. Misalnya
diambil
=
⎣⎢⎢⎢
⎢⎢⎢⎡
−0.5077−0.10150.10150.60920−0.304600.5077 ⎦⎥⎥
⎥⎥⎥⎥
⎤,
sehingga didapat matriks adalah sebagai berikut:
IV-25
=
⎣⎢⎢⎢
⎢⎢⎢⎡
−0.13560.1856−0.28940.34070.29710.7225−0.3698−0.0159
−0.46600.0694−0.40550.1435−0.24590.00480.4904−0.5403
−0.26640.4422−0.1625−0.39080.6402−0.17770.23760.2255
−0.29780.43950.6579−0.1477−0.32200.36990.14040.0576
0.26790.54850.22050.44880.1724−0.3735−0.1547−0.4291
−0.33630.2274−0.2490−0.3109−0.3647−0.2751−0.6832−0.0330
0.40280.4573−0.41420.1182−0.41840.03950.23640.4589
−0.5077−0.10150.10150.60920−0.304600.5077 ⎦⎥⎥⎥
⎥⎥⎥⎤.
Sehingga bentuk SVD dari matriks adalah:=
=
⎣⎢⎢⎢
⎢⎢⎢⎡
−0.13560.1856−0.28940.34070.29710.7225−0.3698−0.0159
−0.46600.0694−0.40550.1435−0.24590.00480.4904−0.5403
−0.26640.4422−0.1625−0.39080.6402−0.17770.23760.2255
−0.29780.43950.6579−0.1477−0.32200.36990.14040.0576
0.26790.54850.22050.44880.1724−0.3735−0.1547−0.4291
−0.33630.2274−0.2490−0.3109−0.3647−0.2751−0.6832−0.0330
0.40280.4573−0.41420.1182−0.41840.03950.23640.4589
−0.5077−0.10150.10150.60920−0.304600.5077 ⎦⎥⎥
⎥⎥⎥⎥
⎤
⎣⎢⎢⎢
⎢⎢⎢⎡
2.8676 0 00 2.2894 0000000
000000
1.910000000
0 0 0 00 0 0 001.66930000
001.0702000
0000.815600
00000.53910 ⎦⎥⎥
⎥⎥⎥⎥
⎤
⎣⎢⎢⎢
⎢⎢⎡ 0.1797−0.76120.1894−0.42090.38380.1550−0.0623
−0.0362−0.14680.14640.65740.07980.7187−0.0265
−0.2253−0.47580.24140.5171−0.1364−0.61430.0354
−0.75170.14730.5188−0.27060.07270.13400.2182
−0.10360.1074−0.33520.19290.7761−0.16110.4472
−0.5685−0.3057−0.6982−0.0762−0.16670.1316−0.2120
−0.12900.21420.12440.08410.4386−0.1446−0.8377 ⎦⎥⎥⎥
⎥⎥⎤
=
⎣⎢⎢⎢
⎢⎢⎢⎡
1 0 00 1 0000−11
000000
1000
0 00 0 −01020
001000
01100
0000000⎦⎥⎥⎥
⎥⎥⎥⎤.
4. Menentukan basis-basis ortonormal untuk ( ), ( ), ( ), dan ( )
a. Untuk basis ( )
Basis dari ( ) adalah { , , , , , , }
IV-26
=
⎩⎪⎪⎨
⎪⎪⎧
⎣⎢⎢⎢
⎢⎢⎢⎡
−0.13560.1856−0.28940.34070.29710.7225−0.3698−0.0159⎦⎥⎥
⎥⎥⎥⎥
⎤ ,
⎣⎢⎢⎢
⎢⎢⎢⎡
−0.46600.0694−0.40550.1435−0.24590.00480.4904−0.5403 ⎦⎥⎥
⎥⎥⎥⎥
⎤ ,
⎣⎢⎢⎢
⎢⎢⎢⎡
−0.26640.4422−0.1625−0.39080.6402−0.17770.23760.2255 ⎦⎥⎥
⎥⎥⎥⎥
⎤ ,
⎣⎢⎢⎢
⎢⎢⎢⎡
−0.29780.43950.6579−0.1477−0.32200.36990.14040.0576 ⎦⎥⎥
⎥⎥⎥⎥
⎤ ,
⎣⎢⎢⎢
⎢⎢⎢⎡
0.26790.54850.22050.44880.1724−0.3735−0.1547−0.4291 ⎦⎥⎥
⎥⎥⎥⎥
⎤ ,
⎣⎢⎢⎢
⎢⎢⎢⎡
−0.33630.2274−0.2490−0.3109−0.3647−0.2751−0.6832−0.0330 ⎦⎥⎥
⎥⎥⎥⎥
⎤ ,
⎣⎢⎢⎢
⎢⎢⎢⎡
0.40280.4573−0.41420.1182−0.41840.03950.23640.4589 ⎦⎥⎥
⎥⎥⎥⎥
⎤
⎭⎪⎪⎬
⎪⎪⎫
b. Untuk basis ( )
Basis dari ( ) adalah { } =
⎩⎪⎪⎨
⎪⎪⎧
⎣⎢⎢⎢
⎢⎢⎢⎡
−0.5077−0.10150.10150.60920−0.304600.5077 ⎦⎥⎥
⎥⎥⎥⎥
⎤
⎭⎪⎪⎬
⎪⎪⎫.
c. Untuk basis ( )
Basis dari ( ) adalah { , , , , , , }
=
⎩⎪⎪⎨
⎪⎪⎧
⎣⎢⎢⎢
⎢⎢⎡ 0.1797−0.03620.22530.75170.10360.56850.1290 ⎦⎥⎥⎥
⎥⎥⎤ ,
⎣⎢⎢⎢
⎢⎢⎡ −0.7612−0.14680.4758−0.1473−0.10740.3057−0.2142 ⎦⎥⎥⎥
⎥⎥⎤ ,
⎣⎢⎢⎢
⎢⎢⎡ 0.18940.1464−0.2414−0.51880.33520.6982−0.1244 ⎦⎥⎥⎥
⎥⎥⎤ ,
⎣⎢⎢⎢
⎢⎢⎡ −0.42090.6574−0.51710.2706−0.19290.0762−0.0841 ⎦⎥⎥⎥
⎥⎥⎤ ,
⎣⎢⎢⎢
⎢⎢⎡ 0.38380.07980.1364−0.0727−0.77610.1667−0.4386 ⎦⎥⎥⎥
⎥⎥⎤ ,
⎣⎢⎢⎢
⎢⎢⎡ 0.15500.71870.6143−0.13400.1611−0.13160.1446 ⎦⎥⎥⎥
⎥⎥⎤ ,
⎣⎢⎢⎢
⎢⎢⎡ −0.0623−0.0265−0.0354−0.2182−0.44720.21200.8377 ⎦⎥⎥⎥
⎥⎥⎤
⎭⎪⎪⎬
⎪⎪⎫.
d. Untuk basis ( )
Basis dari ( ) adalah { } = {0}.
5. Menentukan solusi dari suatu sistem persamaan linear kompleksproy 〈 , ( )〉 = 〈 , 〉‖ ‖= 〈 , 〉‖ ‖ + 〈 , 〉‖ ‖ + 〈 , 〉‖ ‖ + 〈 , 〉‖ ‖+ 〈 , 〉‖ ‖ + 〈 , 〉‖ ‖ + 〈 , 〉‖ ‖= 〈 , 〉 + 〈 , 〉 + 〈 , 〉 + 〈 , 〉+〈 , 〉 + 〈 , 〉 + 〈 , 〉= ( . ) + ( , ) + ( , ) + ( , )+( , ) + ( , ) + ( , )
IV-27
=
⎣⎢⎢⎢
⎢⎢⎢⎡
1.2673−1.73462.70483.18422.77676.75263.45620.1486 ⎦⎥⎥
⎥⎥⎥⎥
⎤ +
⎣⎢⎢⎢
⎢⎢⎢⎡
2.6315−0.39192.28990.8104−1.38860.0271−2.76933.0511 ⎦⎥⎥
⎥⎥⎥⎥
⎤ +
⎣⎢⎢⎢
⎢⎢⎢⎡
−0.50830.8437−0.31000.7456−1.22140.33900.45330.4302 ⎦⎥⎥
⎥⎥⎥⎥
⎤ +
⎣⎢⎢⎢
⎢⎢⎢⎡
−1.30841.93102.89050.64891.4147−1.62520.61690.2531 ⎦⎥⎥
⎥⎥⎥⎥
⎤
+
⎣⎢⎢⎢
⎢⎢⎢⎡
0.13210.27040.1087−0.2213−0.08500.18410.0763−0.2115 ⎦⎥⎥
⎥⎥⎥⎥
⎤ +
⎣⎢⎢⎢
⎢⎢⎢⎡
0.3631−0.24550.2688−0.3357−0.3938−0.29700.73770.0356 ⎦⎥⎥⎥
⎥⎥⎥⎤ +
⎣⎢⎢⎢
⎢⎢⎢⎡
0.73240.8315−0.7531−0.21490.7608−0.07180.42980.8344 ⎦⎥⎥
⎥⎥⎥⎥
⎤
=
⎣⎢⎢⎢
⎢⎢⎢⎡
3.30971.50467.19964.61721.86345.30883.00094.5415 ⎦⎥⎥⎥
⎥⎥⎥⎤.
Berdasarkan perhitungan tersebut diperoleh proy 〈 , ( )〉 ≠ atau (3.3097 ,1.5046 , 7.1996 , 4.6172, 1.8634, 5.3088, 3.0009 , 4.5415 ) ≠ (3 , , 7 , 5, 2, 5,3 , 5 ). Karena proy 〈 , ( )〉 ≠ berarti ≠ ( ). Maka sistem persamaan
linear kompleks di atas tidak  konsisten, akan tetapi solusi pendekatan terbaiknya
dapat dicari, yaitu:= 〈 , 〉‖ ‖= 〈 , 〉‖ ‖ + 〈 , 〉‖ ‖ + 〈 , 〉‖ ‖ + 〈 , 〉‖ ‖+ 〈 , 〉‖ ‖ + 〈 , 〉‖ ‖ + 〈 , 〉‖ ‖= 〈 , 〉 + 〈 , 〉 + 〈 , 〉 + 〈 , 〉 + 〈 , 〉+ 〈 , 〉 + 〈 , 〉
IV-28
= −9.34612.8676 ⎣⎢⎢⎢
⎢⎢⎡ 0.1797−0.03620.22530.75170.10360.56850.1290 ⎦⎥⎥⎥
⎥⎥⎤ + −5.64712.2894 ⎣⎢⎢⎢
⎢⎢⎡ −0.7612−0.14680.4758−0.1473−0.10740.3057−0.2142 ⎦⎥⎥⎥
⎥⎥⎤ + 1.90791.9100 ⎣⎢⎢⎢
⎢⎢⎡ 0.18940.1464−0.2414−0.51880.33520.6982−0.1244 ⎦⎥⎥⎥
⎥⎥⎤
+4.39361.6693 ⎣⎢⎢⎢
⎢⎢⎡ −0.42090.6574−0.51710.2706−0.19290.0762−0.0841 ⎦⎥⎥⎥
⎥⎥⎤ + 0.4931.0702 ⎣⎢⎢⎢
⎢⎢⎡ 0.38380.07980.1364−0.0727−0.77610.1667−0.4386 ⎦⎥⎥⎥
⎥⎥⎤ + −1.07970.8156 ⎣⎢⎢⎢
⎢⎢⎡ 0.15500.71870.6143−0.13400.1611−0.13160.1446 ⎦⎥⎥⎥
⎥⎥⎤
+1.81830.5391 ⎣⎢⎢⎢
⎢⎢⎡ −0.0623−0.0265−0.0354−0.2182−0.44720.21200.8377 ⎦⎥⎥⎥
⎥⎥⎤
=
⎣⎢⎢⎢
⎢⎢⎡1.53002.30303.34062.33443.44320.84940.8123 ⎦⎥⎥⎥
⎥⎥⎤.
Jadi, solusi pendekatan terbaik dari sistem persamaan linear kompleks di atas
adalah = 1.5300 , = 2.3030 , = 3.3406, = 2.3344, = 3.4432,= 0.8494 dan = 0.8123.
Untuk mengetahui bahwa merupakan solusi pendekatan terbaik, akan
ditunjukkan bahwa 〈( − ), 〉 = 0 sebagai berikut:
1. Untuk〈( − ), 〉 = ( − ) ∙= (2.3794 )(−0.1356) + (1.4536 )( 0.1856)+(4.1900 )(−0.2894) + (5.6750)(−0.3407 )+(2.7626)(−0.2971 ) + (5.5182)(− 0.7225 )+(1.6167 )(−0.3698) + (4.8706 )(−0.0159)= 0.0023 .
IV-29
2. Untuk〈( − ), 〉 = ( − ) ∙= (2.3794 )(−0.4660) + (1.4536 )( 0.0694)+(4.1900 )(−0.4055) + (5.6750)(−0.1435 )+(2.7626)(0.2459 ) + (5.5182)(− 0.0048 )+(1.6167 )(0.4904) + (4.8706 )(−0.5403)= −0.0059 .
3. Untuk〈( − ), 〉 = ( − ) ∙= (2.3794 )(−0.2664) + (1.4536 )( 0.4422)+(4.1900 )(−0.1625) + (5.6750)(0.3908 )+(2.7626)(−0.6402 ) + (5.5182)(− 0.1777 )+(1.6167 )(0.2376) + (4.8706 )(0.2255)= 0.0419.
4. Untuk〈( − ), 〉 = ( − ) ∙= (2.3794 )(−0.2978) + (1.4536 )( 0.4395)+(4.1900 )(0.6579) + (5.6750)(0.1477 )+(2.7626)(0.3220 ) + (5.5182)(− 0.3699 )+(1.6167 )(0.1404) + (4.8706 )(0.0576)= 0.0025.
5. Untuk〈( − ), 〉 = ( − ) ∙= (2.3794 )(0.2679) + (1.4536 )( 0.5485)+(4.1900 )(0.2205) + (5.6750)(− 0.4488 )+(2.7626)(−0.1724 ) + (5.5182)(0.3735 )+(1.6167 )(−0.1547) + (4.8706 )(−0.4291)= 0.0007.
IV-30
6. Untuk〈( − ), 〉 = ( − ) ∙= (2.3794 )(−0.3363) + (1.4536 )( 0.2274)+(4.1900 )(−0.2490) + (5.6750)(0.3109 )+(2.7626)(0.3647 ) + (5.5182)(0.2751 )+(1.6167 )(−0.6832) + (4.8706 )(−0.0330)= −0.0006.
7. Untuk〈( − ), 〉 = ( − ) ∙= (2.3794 )(0.4028) + (1.4536 )( 0.4573)+(4.1900 )(−0.4142) + (5.6750)(−0.1182 )+(2.7626)(0.4148 ) + (5.5182)(− 0.0395 )+(1.6167 )(0.2364) + (4.8706 )(0.4589)= 0.0002.
Berdasarkan dua contoh penyelesaian sistem persamaan linear kompleks
yang tidak konsisten di atas dapat disimpulkan bahwa solusi pendekatan terbaik
yang diperoleh dari dua contoh tersebut merupakan solusi pendekatan terbaik
yang memiliki tingkat kesalahan yang relatif kecil, karena solusi pendekatan
terbaik yang diperoleh dari dua contoh tersebut memiliki hasil kali 〈( −), 〉 yang mendekati nol.
BAB V
KESIMPULAN DAN SARAN
5.1 Kesimpulan
Berdasarkan pembahasan pada bab IV, diperoleh hasil penelitian yaitu
metode Singular Value Decomposition (SVD) dapat digunakan untuk
menyelesaikan sistem persamaan linear kompleks. Berdasarkan contoh yang
diberikan merupakan sistem persamaan linear kompleks yang tidak konsisten dan
dengan menggunakan langkah-langkah SVD dalam penyelesaian sistem
persamaan linear kompleks solusi yang diperoleh adalah solusi pendekatan
terbaik, yaitu:
a. Contoh 4.1 dengan 6 persamaan dan 5 variabel diperoleh solusi pendekatan
terbaiknya adalah = 1.8670 , = 1.6174 , = −1.2786, =1.6780 dan = 3.2984.
b. Contoh 4.2 dengan 8 persamaan dan 7 variabel diperoleh solusi pendekatan
terbaiknya adalah = 1.5300 , = 2.3030 , = 3.3406, =2.3344, = 3.4432, = 0.8494 dan = 0.8123.
5.2 Saran
Tugas akhir ini, penulis menggunakan metode Singular Value
Decomposition (SVD) untuk menyelesaikan sistem persamaan linear kompleks,
diharapkan bagi pembaca yang berminat dapat mencoba menggunakan metode
lain untuk menyelesaikan sistem persamaan linear kompleks.
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