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1. Introduction
In [4] it was shown that for
Jˆ =
(
1 0
0 −1
)
a Jˆ -unitary 2 × 2 matrix polynomial on the unit circle admits an essentially unique
factorization into elementary Jˆ -unitary matrix polynomials. The essential tool was
the theory of reproducing kernel Pontryagin spaces and the Schur algorithm for
generalized Schur functions as developed in [2–7,12,14,17,19].
In the present note we prove a corresponding factorization result for a 2 × 2
matrix polynomial U(z) which is J -unitary on the real axis, where now
J =
(
0 −1
1 0
)
.
The starting point of the considerations is the observation that for such a matrix
polynomial the kernel
KU(z,w) = J − U(z)JU(w)
∗
z − w∗ , z, w ∈ C, z /= w
∗,
is hermitian and has a finite number κ of negative squares. Thus, with U(z) there
is associated a (finite dimensional) reproducing kernel Pontryagin space K(U).
The corresponding difference quotient operator R0 (see (2.8)) has a unique chain
of invariant subspaces which leads to a unique representation of the corresponding
characteristic function U(z) as a product of elementary factors. Whereas in the case
of a Jˆ -unitary matrix polynomial on the circle there appeared three different forms of
elementary factors, in the present situation, if the elementary factors are normalized
(that means chosen such that they are equal to the identity matrix at z = 0), they are
all of the form
U(z) = I2 + p(z)uu∗J
with a 2-vector u such that u∗Ju = 0 and a nontrivial real polynomial p(z) such that
p(0) = 0.
An algorithm leading to this factorization of a J -unitary matrix polynomial U(z)
is given in Section 6. In fact with U(z) a scalar generalized Nevanlinna function
N(z) ∈Nκ with a nice asymptotic behavior near infinity is associated to which
repeatedly an analog of the Schur transformation can be applied. The coefficients
of these transformations are the essential ingredients for the elementary factors of
U(z). Recall that the Schur transformation is originally defined for Schur functions
on the unit disc. The analog for Nevanlinna functions can be found in [1] and is re-
lated to the Hamburger moment problem; for its generalization to functions from the
classNκ , see [18,23]. The factorization of a J -unitary matrix polynomial U(z) can
be obtained in a more comprehensive way using orthogonal polynomials, see [23].
This will be done in another publication.
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If the (normalized) J -unitary matrix polynomial U(z) on the line is even J -inner:
U(z)(iJ )U(z)∗  (iJ ), z ∈ C+, which means that the kernel KU(z,w) is nonneg-
ative, the decomposition of U(z) into elementary factors follows from a result of
de Branges (see [13, Theorem VI]) that such a matrix function is the matrizant of a
2 × 2 canonical system with the Hamiltonian being nonnegative and a step function
with a finite number of jumps. In the situation of an only J -unitary matrix function
(on the line) this canonical system becomes more complicated as the eigenvalue
parameter can enter the differential equation nonlinearly, or the Hamiltonian need
not be positive on some interval, see Remark 3.3.
A brief synopsis is as follows. In Section 2 we adapt to our purpose and extend
slightly the results of Alpay and Gohberg [10] about the realization of rational J -
unitary matrix functions. In Section 3 these statements are used in order to prove
the factorization in Theorem 3.1, which is the main result of the paper. In Sections
4 and 5 the Schur transform for generalized Nevanlinna functions is introduced and
some statements about reproducing kernel Pontryagin spaces for generalized Nevan-
linna functions with a nice asymptotic at infinity are proved. Finally, in Section 6
we describe the algorithm which ultimately leads to the factorization of the rational
J -unitary matrix functions on the line.
Some of the statements of the paper can be generalized to matrix functions of
greater size. However, in this case for example the crucial fact that the R0-invariant
subspaces form a chain (see the proof of Theorem 3.1) is not true in general.
2. Rational J -unitary matrix functions
2.1. Realizations
Let U(z) be a rational p × p matrix function which is holomorphic at z = 0. Then
U(z) admits a realization, that is, there exist matrices A, B, C, and D of sizes r × r ,
r × p, p × r , and p × p, respectively, such that
U(z) = D + zC(Ir − zA)−1B. (2.1)
This realization is called minimal if r is as small as possible, and then r is called
the MacMillan degree of U(z); we write r = degU . According to [11], if U(z) is a
polynomial matrix
U(z) = znAn + zn−1An−1 + · · · + zA1 + A0
then there is a simple formula for the MacMillan degree of U(z), namely
degU = rank

An An−1 · · · A1
0 An · · · A2
...
...
...
0 0 · · · An
 .
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Minimality of the realization prevails if and only if the pair (C,A) is observable:
r⋂
j=0
kerCAj = {0},
and the pair (A,B) is controllable:
span
{
ranAjB | j = 0, 1, . . . , r} = Cr .
For details see [11].
The symbol J in the sequel stands for a p × p matrix with the properties
J = −J ∗ = −J−1; (2.2)
starting from Section 3 we shall use mainly
J =
(
0 −1
1 0
)
.
The rational matrix function U(z) is called J -unitary on the real line if for all z ∈ R
for which U(z) is defined we have U(z)JU(z)∗ = J , or equivalently, U(z)∗JU(z) =
J ; if U(z) is independent of z it is called a J -unitary constant. For a minimal
realization (2.1) of U(z), the J -unitarity of U(z) is characterized by the following
properties:
(i) D∗JD = J ,
(ii) for an invertible Hermitian r × r matrix P the Lyapunov equation
PA − A∗P = C∗JC (2.3)
holds, and B = P−1C∗JD.
In this case it follows easily that
KU(z,w) = J − U(z)JU(w)
∗
z − w∗ = C(Ir − zA)
−1P−1(Ir − wA)−∗C∗.
Thus the number of negative (positive) squares of the kernel KU(z,w) equals the
number of negative (positive) eigenvalues of P (counted with their multiplicities),
and the reproducing kernel Pontryagin space K(U) associated with this kernel is
spanned by the functions z → C(Ir − zA)−1c, c ∈ Cr ; see, for example, [8]. Be-
cause the pair (C,A) is observable, the map c → C(Ir − zA)−1c is a linear bijection
from Cr onto K(U) and hence dimK(U) = r = degU . These results are taken
from [10]. In the sequel we shall also use a converse.
Theorem 2.1. Let the p × r matrix C and the r × r matrix A form an observable
pair of matrices and let P be an invertible hermitian r × r matrix. Consider the
linear space of p-vector functions
M = {C(Ir − zA)−1c | c ∈ Cr}
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endowed with the inner product〈
C(Ir − zA)−1c, C(Ir − zA)−1d
〉 = d∗Pc. (2.4)
Then M is a reproducing kernel Pontryagin space. Its reproducing kernel is of the
form
KU(z,w) = J − U(z)JU(w)
∗
z − w∗ (2.5)
with matrix J satisfying (2.2) and a rational p × p matrix function U(z) if and only
if J and P satisfy the Lyapunov equation (2.3). In this case U(z) is given by the
formula
U(z) = I + (z − z0)C(Ir − zA)−1P−1(Ir − z0A)−∗C∗J (2.6)
where z0 is any real number at which U(z) is defined. Two different choices of z0
lead to functions U(z) differing by a right factor which is a J -unitary constant.
A calculation shows that the right-hand side in (2.6) is of the form (2.1) with B,
C, and D replaced by
P−1(Ir − z0)A)−∗C∗J, C(Ir − z0A), and Ip − z0CP−1(Ir − z0A)−∗C∗Jˆ ,
respectively.
Proof of Theorem 2.1. It follows from the observability of the pair (C,A) that the
inner product inM is well defined. Indeed, if c ∈ Cr is such that C(I − zA)−1c ≡ 0
then using the Taylor expansion of the function on the left-hand side around z = 0 we
obtain that CAc = 0 for  = 0, 1, . . . and thus c = 0. The invertibility of P implies
that the inner product is nondegenerate: If there is a d ∈ Cr such that〈
C(Ir − zA)−1c, C(Ir − zA)−1d
〉
M
= 0
for all c ∈ Cr then d∗Pc = 0 for all c ∈ Cr and so d = 0.
The reproducing kernel ofM is equal to
K(z,w) = C(Ir − zA)−1P−1(Ir − wA)−∗C∗.
Assume it is of the form (2.5) for some rational matrix function U(z), that is,
C(Ir − zA)−1P−1(Ir − wA)−∗C∗ = J − U(z)JU(w)
∗
z − w∗ . (2.7)
If we normalize U(z) so that it equals Ip at a real point z0 where it is analytic,
then this equality implies that U(z) is of the form (2.6). We now plug (2.6) in the
expression on the right-hand side of (2.7) to obtain a condition on P. Observing that
z0 is real we have
J − U(z)JU(w)∗
= (z − z0)C(Ir − zA)−1P−1(Ir − z0A)−∗C∗
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−(w∗ − z0)C(Ir − z0A)−1P−1(Ir − wA)−∗C∗
−(z − z0)(w∗ − z0)C(Ir − zA)−1P−1
×(Ir − z0A)−∗C∗JC(Ir − z0A)−1P−1(Ir − wA)−∗C∗
= C(I − zA)−1P−1(Ir − z0A)−∗{(z − z0)(Ir − w∗A∗)P(Ir − z0A)
−(w∗ − z0)(Ir − z0A∗)P(Ir − zA)
−(z − z0)(w∗ − z0)C∗JC}(Ir − z0A)−1P−1(Ir − wA)−∗C∗.
The sum of terms in between the curly brackets can be written as
(z − w∗)(Ir − z0A∗)P(Ir − z0A)+(z − z0)(w∗ − z0)(PA − A∗P− C∗JC).
Hence we have
J − U(z)JU(w)∗
z − w∗
= C(Ir − zA)−1P−1(Ir − wA)−∗C∗
+ (z − z0)(w
∗ − z0)
z − w∗ C(Ir − zA)
−1P−1(Ir − z0A)−∗
×(PA − A∗P− C∗JC)(Ir − z0A)−1P−1(Ir − wA)−∗C∗.
This expression coincides with the left-hand side of (2.7) if and only if Lyapunov’s
equation holds. The remainder of the proof is left to the reader. 
2.2. The difference quotient operator
In the sequel an important role is played by the difference quotient operator R0.
It is defined for any matrix function f (z) which is holomorphic at z = 0 by
(R0f )(z) := f (z) − f (0)
z
. (2.8)
Theorem 2.2. Let U(z) be a rational r × r matrix function which is holomorphic
at z = 0 and J -unitary on R. ThenK(U) is invariant under R0, the identity
〈R0f, g〉K(U) − 〈f,R0g〉K(U) = g(0)∗Jf (0), f, g ∈K(U), (2.9)
holds and
K(U) = span{Rk0U(z)c | c ∈ Cr , k = 1, 2, . . . }. (2.10)
For the identity (2.9), which is also called the de Branges identity, and more
results on reproducing kernel Pontryagin spaces we refer to [8,9]. We give a direct
proof of this theorem, where we use freely the notations and results preceding the
theorem.
D. Alpay et al. / Linear Algebra and its Applications 387 (2004) 313–342 319
Proof of Theorem 2.2. The space K(U) is spanned by the elements of the form
C(Ir − zA)−1c, c ∈ Cr . From R0C(Ir − zA)−1c = C(Ir − zA)−1Ac it follows that
K(U) is invariant under R0. The de Branges identity follows by checking it for func-
tions of the form f (z) = KU(z,w)c and g(z) = KU(z, v)d, because such elements
also span the spaceK(U). This is left to the reader.
We now prove (2.10). In (2.6) we take z0 = 0. This is legitimate since U(z) is
holomorphic at z = 0 and hence so are the functions inK(U). From (2.6) we get
Rk0U(z)c = C(Ir − zA)−1Ak−1P−1C∗J c, k = 1, 2, . . . .
In view of the inner product (2.4) we have that an element C(Ir − zA)−1d ∈K(U)
is orthogonal to all Rk0U(z)c, where k = 1, 2, . . . and c runs through Cr , if and only
if
c∗JCP−1A∗kPd = 0, k = 0, 1, 2, . . . , c ∈ Cr ,
or, equivalently, if
d ∈
∞⋂
k=0
ker(CP−1A∗kP). (2.11)
We claim that for every n  0 there exist matrices Mn,j such that
CP−1A∗nP = CAn +
n−1∑
j=0
Mn,jCA
j .
Assuming the claim, we see that (2.11) implies that d ∈ ⋂∞n=0 ker(CAn) and hence
d = 0 since the pair (C,A) is observable. This proves (2.10).
It remains to prove the claim. The proof is by induction using (2.3) in the form
A − P−1A∗P = P−1C∗JC.
For n = 0 there is nothing to prove. Assume the claim is true for n. Then
CP−1A∗(n+1)P= CP−1A∗nPP−1A∗P
=
CAn + n−1∑
j=0
Mn,jCA
j
P−1A∗P
=
CAn + n−1∑
j=0
Mn,jCA
j
 (A − P−1C∗JC)
= CAn+1 + MC +
n∑
j=1
Mn,j−1CAj
= CAn+1 +
n∑
j=0
Mn+1,jCAj ,
where M = −(CAn +∑n−1j=0 Mn,jCAj )P−1C∗J . 
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3. J -unitary matrix polynomials, invariant subspaces, and factorizations
We apply the results of the previous section to the case where
J =
(
0 −1
1 0
)
,
and
U(z) =
(
a(z) b(z)
c(z) d(z)
)
is a 2 × 2 matrix polynomial which is J -unitary onR or, for short, a J -unitary matrix
polynomial:
U(z)∗JU(z) = J, z ∈ R.
The class of all J -unitary matrix polynomials is denoted byUJ . If U(z) ∈ UJ then,
by analytic continuation,
U(z∗)∗JU(z) = J, z ∈ C.
Hence detU(z) /= 0, z ∈ C, and so, detU(z) being a polynomial in z, we have that
detU(z) ≡ c with |c| = 1 and if no entry of U(z) is equal to zero then
deg a(z) + deg d(z) = deg b(z) + deg c(z). (3.1)
Moreover, U(z)−1 = −JU(z∗)∗J , z ∈ C, and therefore U(z)JU(z)∗ = J , z ∈ R.
A constant J -unitary matrix polynomial U(z) = C is called a J -unitary constant;
these are the matrices of the form
C =
(
α β
γ δ
)
eiθ
with α, β, γ , δ, and θ ∈ R and αδ − βγ = 1. The matrix polynomial U(z) ∈ UJ is
called normalized if U(0) = I2. Clearly,UJ is a group with respect to multiplication.
We say that a product or a factorization (depending on the point of view)
U(z) = U1(z)U2(z) · · ·Un(z)
with factors U1(z), U2(z), . . . , Un(z) ∈ UJ is minimal if the MacMillan degrees
add up, that is,
degU = degU1 + degU2 + · · · + degUn.
For example, the product(
1 0
u(z) + v(z) 1
)
=
(
1 0
u(z) 1
)(
1 0
v(z) 1
)
with nonconstant polynomials u(z) and v(z) is not minimal. The matrix polyno-
mial U(z) ∈ UJ is called an elementary factor if in any minimal factorization of
U(z) = U1(z)U2(z) with U1(z), U2(z) ∈ UJ at least one of the factors is a J -unitary
constant.
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In the rest of this section we prove the existence and essential uniqueness of a min-
imal factorization of U(z) ∈ UJ with normalized elementary factors and a J-unitary
constant.
As in Section 2, if U(z) ∈ UJ we denote byK(U) the reproducing kernel Pon-
tryagin space with reproducing kernel
KU(z,w) = J − U(z)JU(w)
∗
z − w∗ .
Note that this kernel is a 2 × 2 matrix polynomial in z and w∗. The spaceK(U) is
finite dimensional: dimK(U) = degU , the elements ofK(U) are 2-vector polyno-
mials, and we haveK(U) = {0} if and only if U(z) is a J -unitary constant.
Theorem 3.1. Assume U(z) ∈ UJ . Then:
(i) U(z) is a normalized elementary factor if and only if it is of the form
U(z) = I2 + p(z)uu∗J, (3.2)
where u ∈ C2 satisfies u∗Ju = 0 and p(z) is a real polynomial with p(0) = 0.
In this case: if p(z) = tkzk + · · · + t1z with tk /= 0, then k = dimK(U) and
the negative index κ of the Pontryagin spaceK(U) is given by
κ =
{[k/2], tk > 0,[
(k + 1)/2], tk < 0. (3.3)
(ii) U(z) admits a unique minimal factorization
U(z) = U1(z) · · ·Un(z)U(0) (3.4)
with normalized elementary factors Uj (z), j = 1, 2, . . . , n, and the J -unitary
constant U(0).
The factorization (3.4) is unique in that the J -unitary constant U(0) is the last
factor in the product. It could be positioned at any other place of the product. Then
the normalized elementary factors need not be the same as in (3.4). This is why
before the theorem we used the term ‘essential uniqueness’.
Proof of Theorem 3.1. Since K(U) is finite dimensional and invariant under R0,
this operator has an eigenvalue λ, and if f (z) is a corresponding eigenfunction it
must be of the form
f (z) = c
1 − λz , c ∈ C
2, c /= 0.
As f (z) is a polynomial, we have λ = 0 and {0} /= kerR0 ⊂ C2. By (2.9), if c, d ∈
kerR0 then d∗J c = 0, and hence kerR0 is one-dimensional. We conclude thatK(U)
has a basis whose elements form a chain for the operator R0 corresponding to the
eigenvalue λ = 0:
f0(z) ≡ c0, fj (z) = zfj−1(z) + cj , j = 1, . . . , r − 1, r = dimK(U);
(3.5)
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here cj ∈ C2, f0(z) is an eigenfunction of R0, and
c∗0J c0 = 0. (3.6)
If
c0 =
(
α
β
)
( /= 0), α, β ∈ C, (3.7)
the relation (3.6) implies αβ∗ = α∗β and, consequently, the matrix
V = Vα,β :=

(
β∗ −α∗
α−1 0
)
, α /= 0,(
β∗ 0
0 β−1
)
, α = 0,
(3.8)
is a J–unitary constant satisfying
V c0 =
(
0
1
)
. (3.9)
Since
V
J − U(z)JU(w)∗
z − w∗ V
∗ = J − VU(z)J (VU(w))
∗
z − w∗ ,
we have VK(U) =K(VU), and the mapping f (z) → Vf (z) defines an iso-
morphism fromK(U) ontoK(V U); see, for example, [8, Theorem 1.5.7].
We continue with U˜ (z) = VU(z) instead of U(z). The space K(U˜) has a basis
which is a chain for R0 at λ = 0 starting, according to (3.9), with the eigenfunction(0
1
)
. This chain may be replaced by the chain given by the columns of the 2 × r
matrix polynomial
C(Ir − zA)−1,
where for some complex numbers s0, s1, . . . , sr−2 the 2 × r matrix C is
C =
(
0 s0 s1 · · · sr−2
1 0 0 · · · 0
)
,
and A is the r × r shift matrix
A =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
...
0 0 0 · · · 1
0 0 0 · · · 0
 . (3.10)
Since the columns of C(Ir − zA)−1 form a basis ofK(U˜), the pair (C,A) is observ-
able. In case r = 1, we have C = (01) and A = 0. We leave the following calculations
for this case to the reader and assume from now on r  2.
From (2.9) it follows that if P = (pij )r−1i,j=0 is the Gram matrix associated with
the r columns of C(Ir − zA)−1, that is,
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d∗Pc = 〈C(Ir − zA)−1c, C(Ir − zA)−1d〉K(U˜), c, d ∈ Cr ,
then P satisfies the Lyapunov equation
PA − A∗P = C∗JC. (3.11)
Substituting the r × r matrices
C∗JC =

0 s0 · · · sr−2
−s∗0 0 · · · 0
...
...
...
−s∗r−2 0 · · · 0
 ,
PA =

0 p0,0 · · · p0,r−2
0 p1,0 · · · p1,r−2
...
...
...
0 pr−1,0 · · · pr−1,r−2
 ,
and the adjoint of the latter into (3.11) we find that the numbers s0, s1, . . . , sr−2 are
real and that there exist real numbers sr−1, sr , . . . , s2r−2 such that P is the Hankel
matrix
P = Sr−1 =

s0 s1 · · · sr−1
s1 s2 · · · sr
...
...
...
sr−1 sr · · · s2r−2
 .
Denote the columns of the matrix C(Ir − zA)−1 by g0(z), g1(z), . . . , gr−1(z). Then,
by the Hankel form of the matrix P, we have
si+j = pij = 〈gj (z), gi(z)〉K(U˜ ), i, j = 0, 1, . . . , r − 1.
If k is the smallest integer  1 such that sk−1 /= 0, then k is also the smallest integer
 1 such that the (lower triangular) Hankel matrix Sk−1 is invertible, and the smallest
integer  1 such that the elements g0(z), g1(z), . . . , gk−1(z) span a nondegenerate
subspaceM ofK(U˜). These elements are the columns of the 2 × k matrix
C(Ir − zA)−1
(
Ik
O(r−k)×(r−k)
)
= Ĉ(Ik − zÂ)−1, (3.12)
where the 2 × k matrix Ĉ is given by
Ĉ =
(
0 0 · · · 0
1 0 · · · 0
)
= C
(
Ik
O(r−k)×(r−k)
)
and Â is the k × k shift matrix (3.10). The pair (Ĉ, Â) is observable. If P̂ is the k × k
Gram matrix associated with the columns of the matrix (3.12), then
P̂ =
(
Ik
O(r−k)×(r−k)
)
P
(
Ik
O(r−k)×(r−k)
)
= Sk−1.
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It follows from (3.11) that P̂Â − Â∗P̂ = Ĉ∗J Ĉ. Hence, on account of Theorem 2.1
with z0 = 0,M =K(Û) where Û (z) is the J -unitary polynomial matrix
Û (z) = I2 + zĈ(Ik − zÂ)−1P̂−1Ĉ∗J. (3.13)
The inverse of P̂ is an upper triangular matrix of the form
P̂
−1 =

t1 t2 · · · tk−1 tk
t2 t3 · · · tk 0
...
...
...
...
tk−1 tk · · · 0 0
tk 0 · · · 0 0
 .
with real numbers t1, t2, . . . , tk−1, tk = 1/sk−1. If we set
q(z) = tkzk−1 + tk−1zk−2 + · · · + t2z + t1,
then straightforward calculations yield
Û (z) = I2 + z
(
0 0 · · · 0
1 0 · · · 0
)
1 z z2 · · · zk
0 1 z · · · zk−1
...
...
...
...
0 0 0 · · · 1

× P̂−1

0 1
0 0
...
...
0 0

(
0 −1
1 0
)
= I2 + z
(
0 0 0 · · · 0
1 z z2 · · · zk
)
P̂
−1

0 1
0 0
...
...
0 0

(
0 −1
1 0
)
= I2 + z
(
0 0
0 q(z)
)(
0 −1
1 0
)
=
(
1 0
p(z) 1
)
,
where p(z) = zq(z). If V = Vα,β is the J -unitary matrix given by (3.8) then
U1(z) := V −1Û (z)V = I2 + p(z)uu∗J,
where u = c0 is the eigenvector of R0 at eigenvalue 0 given by (3.7) and which
satisfies (3.6).
Define U2(z) = U(z)U1(z)−1, then, because detU1(z) is a nonzero constant,
we have U2(z) ∈ UJ and, moreover,
KU(z,w) = KU1(z, w) + U1(z)KU2(z, w)U1(w)∗. (3.14)
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Since V is an isomorphism fromK(U) ontoK(U˜) it follows that
M1 :=K(U1) = V −1M = V −1K(Û) ⊂ V −1K(U˜) =K(U)
and the inclusion map is an isometry. From this and (3.14) we obtain the orthogonal
decomposition
K(U) =K(U1) ⊕ U1K(U2).
Moreover, the map f (z) → U1(z)f (z) is an isomorphism ofK(U2) onto U1K(U2)
considered as a subspace ofK(U). Therefore,
degU = degU1 + degU2,
and hence the factorization U(z) = U1(z)U2(z) is minimal. Repeating this procedure
we arrive at the factorization mentioned in part (ii) of the theorem.
Now we use [10, Theorem 2.6] adapted to the J -unitary polynomial case. It
implies that there is a bijective correspondence between minimal factorizations of
U(z) into factors from UJ and nondegenerate R0-invariant subspaces of K(U),
or, equivalently, in terms of the minimal representation (2.1), A-invariant subspaces
of Cr which are nondegenerate with respect to the inner product d∗Pc, c, d ∈ Cr .
Firstly, this statement and the construction ofM1 imply that the U(z)’s described in
part (i) of the theorem are elementary and that they are the only elementary elements
inUJ . Secondly, the theorem also implies the uniqueness of the factorization in part
(ii). To see this recall that K(U) is spanned by the chain (fj−1(z))rj=1, see (3.5).
By taking the spans of f0(z), . . . , fj−1(z) for j = 1, . . . , r and checking if they are
degenerate or not, we obtain a unique maximal sequence of increasing R0-invariant
nondegenerate subspaces
{0} /=M1M2 · · ·Mn−1Mn =K(U).
The factorization of U(z) gives rise to the chain of subspaces
{0} /=K(U1)K(U1U2) · · ·K(U1U2 · · ·Um−1)K(U1U2 · · ·Um) =K(U)
with the same properties. Hence m = n and for j = 1, 2, . . . , n we have
Mj =K(U1U2 · · ·Uj)
=K(U1) ⊕ U1K(U2) ⊕ · · · ⊕ U1U2 · · ·Uj−1K(Uj ),
where we have set U0(z) = I2. If U(z) = V1(z)V2(z) · · ·Vn(z)U(0) is also a factor-
ization of U(z) into normalized elementary factors, it follows thatK(U1) =K(V1),
U1K(U2) = V1K(V2), U1U2K(U3) = V1V2K(V3), etc. From the first equality we
conclude that U1(z) = V1(z)C, where, because of the normalization, the J -unitary
constant C equals I2. The second equality implies K(U2) =K(V2) and hence
U2(z) = V2(z), and in the same way now the third equality yields U3(z) = V3(z),
etc. This proves the uniqueness.
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Finally, if U(z) is the normalized elementary factor as in (3.2) then
KU(z,w) = J − U(z)JU(w)
∗
z − w∗ = u
p(z) − p(w)∗
z − w∗ u
∗,
and the second statement in part (i) follows from the well known fact that the number
κ of negative squares of the kernel on the right-hand side of the last formula is given
by (3.3), see also (5.2) in Lemma 5.1. 
Remark 3.2. In the representation (3.2) of a normalized elementary factor we can
assume that the leading coefficient of p(z) is equal to ±1. Then two such representa-
tions define the same elementary factor if their polynomials p(z) coincide and their
vectors u differ at most by a multiplicative constant of modulus 1.
Remark 3.3. Let U0(z) be a normalized elementary factor in UJ :
U0(z) = I2 + p0(z)u0u∗0J.
Since u∗0Ju0 = 0 it can be written as
U0(z) = ep0(z)u0u∗0J ,
or, in other words, it is the solution W(1; z) of the following canonical initial value
problem on the interval [0, 1]:
W ′(x; z)J = p0(z)W(x; z)H0(x), W(0; z) = I2,
where
H0(x) := u0u∗0, 0  x  1.
More generally, consider U(z) ∈ UJ as in Theorem 3.1(ii), which is normalized,
that is, U(0) = I2 and assume that the elementary factors in (3.4) are of the form
Uj(z) = I2 + pj (z)uju∗j J, j = 1, 2, . . . , n.
Define the 2 × 2 matrix function H(x; z), 0  x  n, z ∈ C, by
H(x; z) := pj (z)Hj , j − 1 < x  j, j = 1, 2, . . . , n,
with
Hj := uju∗j .
Then, on account of the first part of this remark, U(z) = W(n; z) where W(x; z) is
the solution of the following initial value problem on [0, n]:
W ′(x; z) = W(x; z)H(x; z)J, W(0; z) = I2.
Observe that, whereas in the representation (3.2) there is an ambiguity with respect
to multiplication of the vector u by a constant of modulus one, the Hamiltonian
H(x; z) is uniquely determined. Finally, we note that in [23] the matrices Hj were
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constructed by means of the orthogonal polynomials and they were chosen trace
normed. As mentioned in the Introduction we return to this in a future publication.
4. The Schur transformation of generalized Nevanlinna functions
If κ ∈ N0, by Nκ we denote the class of (scalar) generalized Nevanlinna func-
tions N(z) which are meromorphic in the open upper half plane C+ and such that
the kernel
LN(z,w) = N(z) − N(w)
∗
z − w∗ , z, w ∈ ρ(N),
has κ negative squares. Here ρ(N) denotes the set of all points z at which N(z)
is holomorphic. A function N(z) ∈Nκ is always considered to be extended to the
open lower half plane by symmetry:
N(z∗) = N(z)∗, z ∈ ρ(N), (4.1)
and to those points of the real axis into which it can be continued analytically. The
kernel LN(z,w) extended to all these points if w /= z∗ and set equal to N ′(z) when
w = z∗ still has κ negative squares. For κ = 0 the class N0 consists of all Nevan-
linna functions N(z): they are locally holomorphic on C+ ∪ C−, satisfy (4.1) and
ImN(z)/Im z  0, z ∈ C\R.
The Schur transform is defined for functions N(z) ∈Nκ with the following
property: For some integer n  1,
(i) N(z) has an asymptotic expansion of the form
N(z) = − s0
z
− s1
z2
− · · · − s2n−1
z2n
+ O
(
1
z2n+1
)
, z = iy, y ↑ ∞, (4.2)
where sj ∈ R, j = 0, 1, . . . , 2n − 1, such that
(ii) not all coefficients s0, s1, . . . , sn−1 are equal to 0.
The expansion (4.2) is equivalent to
N(z) = − s0
z
− s1
z2
− · · · − s2n−1
z2n
− s2n
z2n+1
+ o
(
1
z2n+1
)
, z = iy, y ↑ ∞,
for some additional real number s2n (see [22, Bemerkung 1.11]). Note that any
rational function which vanishes at ∞ admits an expansion (4.2) for any integer
n  1.
For N(z) ∈Nκ , satisfying (i) and (ii), and 0  m  n, by Sm we denote the
(m + 1) × (m + 1) Hankel matrix
Sm :=

s0 s1 · · · sm
s1 s2 · · · sm+1
...
...
...
sm sm+1 · · · s2m

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and we set
Dm := det Sm.
Moreover, if k denotes the smallest integer  1 such that sk−1 /= 0 (hence k  n),
then we define

k−1 := sgn sk−1, εk(z) = 1
Dk−1
det

0 0 . . . sk−1 sk
0 0 . . . sk sk+1
...
...
...
...
sk−1 sk . . . s2k−2 s2k−1
1 z . . . zk−1 zk
 ,
(4.3)
where, in this case, Dk−1 = (−1)[k/2]skk−1. Now the Schur transform N˜(z) of the
function N(z) ∈Nκ is the function
N˜(z) := −εk(z)N(z) + sk−1

k−1N(z)
. (4.4)
Evidently, the inverse transformation is given by
N(z) = − sk−1

k−1N˜(z) + εk(z)
. (4.5)
This transformation is a generalization of [1, Lemma 3.3.6]. Indeed, if N(z) ∈N0
does not vanish identically then s0 > 0, hence k = 1 and then relation (4.5) can be
written as
N(z) = − s0
z − s1
s0
+ N˜(z) ,
and this is the first step in a continuous fraction expansion of N(z). The latter is also
true in the case κ > 0, see [23].
As to (4.4), it can be shown (see [18] and also Lemma 5.1) that
(a) N˜(z) ∈Nκ˜ with
κ˜ = κ −
{[k/2], 
k−1 = 1,
[(k + 1)/2], 
k−1 = −1,
(b) N˜(z) has an asymptotic expansion of the form
N˜(z) = − s˜0
z
− s˜1
z2
− · · · − s˜2n˜−1
z2n˜
− s˜2n˜
z2n˜+1
+ o
(
1
z2n˜+1
)
, z = iy, y ↑ ∞,
(4.6)
where n˜ = n − k.
If the asymptotic expansion (4.6) for N˜(z) satisfies again (ii) above then the Schur
transform can be applied to N˜(z), and so on, and we speak of the Schur algorithm.
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It is related to the (truncated) moment problem which asks for all generalized Nevan-
linna functions with preassigned moments sj up to a certain index, see [1] for the
classical moment problem, and [15,18,20,23] for the moment problem in an indefi-
nite setting.
To write the Schur transformation in a shorter way we introduce some further
notation. If
W(z) =
(
w11(z) w12(z)
w21(z) w22(z)
)
is a 2 × 2 matrix function and f (z) is a scalar function, thenTW(f ) stands for the
linear fractional transformation of f defined by
g(z) :=TW(f )(z) := −w11(z)f (z) + w12(z)
w21(z)f (z) − w22(z) ,
for which we shall also write
f (z)
W(z)−→ g(z).
Note that with self-evident notation
TW1(TW2) =TW1W2 .
With this notation the relation (4.5) can be written as N =TV˜ (N˜) or N V˜−→ N˜ with
the matrix
V˜ (z) := 1√|sk−1|
(
0 sk−1
−
k−1 εk(z)
)
, (4.7)
which we call the matrix associated with the Schur transform N˜(z) of N(z). Note
that this matrix belongs to UJ and is an elementary factor, in fact
V˜ (z)V˜ (0)−1 = I2 + p2(z)uu∗J
with
u =
(
0
1
)
, p2(z) = 1
sk−1
(εk(z) − εk(0)).
5. On reproducing kernel spacesL(N)
In the sequel, if N(z) is a generalized Nevanlinna function, L(N) denotes the
reproducing kernel Pontryagin space with reproducing kernel
LN(z,w) = N(z) − N(w)
∗
z − w∗ .
In this section we collect some statements about the spacesL(N). We start with the
case where the generalized Nevanlinna function is a real polynomial.
Lemma 5.1. Let εk(z) be given by (4.3). Then the function sk−1/εk(z) has the
asymptotic expansion
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sk−1
εk(z)
= sk−1
zk
+ sk
zk+1
+ · · · + s2k−1
z2k
+ O
(
1
z2k+1
)
, z = iy, y ↑ ∞.
(5.1)
Moreover,
(i) dimL(εk/sk−1) = k.
(ii) The functions 1, z, . . . , zk−1 form a basis forL(εk/sk−1) and the Gram matrix
for this basis is the Hankel matrix
G =

0 0 · · · 0 sk−1
0 0 · · · sk−1 sk
...
...
...
...
sk−1 sk · · · s2k−3 s2k−2
 .
(iii) The negative index κ ofL(εk/sk−1) is given by
κ =
{[k/2], sk−1 > 0,
[(k + 1)/2], sk−1 < 0. (5.2)
Proof. To show (5.1), we follow [18]. Write
1
sk−1
εk(z) = tkzk + tk−1zk−1 + · · · + t1z + t0
with tk = 1/sk−1. By Cramer’s rule, the coefficients tj are the solutions of the equa-
tion 
0 0 . . . sk−1 sk
0 0 . . . sk sk+1
...
...
...
...
sk−1 sk . . . s2k−2 s2k−1
sk sk+1 . . . s2k−1 s˜2k


t0
t1
...
tk−1
tk
 =

0
0
...
0
D˜k/(sk−1Dk−1)
 ,
where s˜2k is a number such that the matrix on the left-hand side has a determinant
D˜k /= 0. Such a number exists because Dk−1 /= 0. Again by Cramer’s rule these
coefficients are also the solutions of the equation
0 0 · · · 0 sk−1
0 0 · · · sk−1 sk
...
...
...
...
sk−1 sk · · · s2k−2 s2k−1


t0
t1
...
tk
 =

1
0
...
0
 .
This implies (5.1).
Items (i)–(iii) actually hold for real valued polynomials of degree k. This is proved
in, for example, [16, Proposition 2.1].
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Lemma 5.2. Assume N(z) ∈Nκ has the asymptotic expansion (5.1) or, equi-
valently,
N(z) = − s0
z
− s1
z2
− · · · − s2n
z2n+1
+ o
(
1
z2n+1
)
, z = iy, y ↑ ∞. (5.3)
Then the functions
f0(z)= N(z),
f1(z)= zN(z) + s0,
...
fn(z)= znN(z) + zn−1s0 + · · · + sn−1
belong toL(N) and
〈fl(z), fk(z)〉L(N) = sk+l , k, l = 0, 1, . . . , n. (5.4)
Proof. The moments sj in the expansion (5.3) are given by
sj = − lim
z=iy,y↑∞ z
(
zjN(z) + zj−1s0 + · · · + sj−1
)
, j = 0, . . . , 2n.
We consider, for w ∈ ρ(N) being a parameter, the following functions of z:
gl(z, w) := wl+1LN(z,w∗) +
l∑
k=1
wkfl−k(z), l = 0, 1, . . . , n,
and show by induction that, for l = 0, 1, . . . , n,
(1) gl(z, w) ∈L(N),
(2) gl(z, iy) → −fl(z), pointwise, as y ↑ ∞,
(3) 〈gl(z, iy) − gl(z, iu), gl(z, iy) − gl(z, iu)〉L(N) → 0 if y, u ↑ ∞.
From (1)–(3) it follows that fl(z) ∈L(N) and gl(z, iy) → −fl(z) in L(N) as
y ↑ ∞ (see [21, Theorem 2.4]), and with this we then prove (5.4).
First we set l = 0. Evidently,
g0(z, w) = wN(z) − N(w)
z − w ∈L(N),
〈g0(z, iu), g0(z, iy)〉L(N) = iuyN(−iy) − N(iu)
u + y (5.5)
= s0 + uy
u + y
(
o
(
1
y
)
+ o
(
1
u
))
, u, y ↑ ∞,
and (2) and (3) hold for l = 0. Hence f0(z) ∈L(N) and g0(z, iy) → −f0(z) in
L(N) as y ↑ ∞, and also (5.4) for k = l = 0 follows from (5.5). Note that f0(z) ∈
L(N) implies g1(z, w) ∈L(N) and so we can continue with induction.
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Assume that (1)–(3) and (5.4) hold for k, l = 0, 1, . . . , j − 1 and j  n. Then
fj−1(z) and hence also gj (z, w) ∈L(N). This proves (1). To prove (2) we use
the relation
gj (z, w)(z − w) = [{wzj−1 + w2zj−2 + · · · + wj }(z − w) + wj+1]N(z)
+{wzj−2 + w2zj−3 + · · · + wj−1}(z − w)s0
+{wzj−3 + w2zj−4 + · · · + wj−2}(z − w)s1
+ · · · + w(z − w)sj−2 − wj+1N(w)
= zjwN(z) + (zj−1w − wj)s0 + (zj−2w − wj+1)s1
+ · · · + (zw − w2)sj−2 − wj+1N(w)
=wfj (z) − wj+1
{ s0
w
+ · · · + sj−1
wj
}
− wj+1N(w)
to obtain
gj (z, w) = wfj (z) + w
j+1o(1/wj )
z − w −→ −fj (z), w = iy, y ↑ ∞.
Now we prove (3):
〈gj (z, v), gj (z, w)〉L(N)
=
〈
j∑
k=1
vkfj−k(z)+ vj+1LN(z, v∗),
j∑
l=1
wlfj−l (z)+ wj+1LN(z,w∗)
〉
L(N)
=
j∑
k,l=1
vkw∗ls2j−k−l + w∗(j+1)
j∑
k=1
vkfj−k(w∗)
+ vj+1
j∑
l=1
w∗lfj−l (v∗)∗ + (vw∗)j+1LN(w∗, v∗).
The first summand on the right-hand side can be written as
j−1∑
k,l=0
vj−kw∗(j−l)sk+l
and the second as
a(v,w) := vw∗2j
{
− sj−1
w∗j
− · · · − s2j
w∗(2j+1)
+ r2j (w∗)
}
+ v2w∗(2j−1)
{
− sj−2
w∗(j−1)
− · · · − s2j
w∗(2j+1)
+ r2j (w∗)
}
+ · · · + vj−1w∗(j+2)
{
− s1
w∗2
− · · · − s2j
w∗(2j+1)
+ r2j (w∗)
}
+ vjw∗(j+1)
{
− s0
w∗
− · · · − s2j
w∗(2j+1)
+ r2j (w∗)
}
,
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where
r2j (z) = N(z) − s0
z
− · · · − s2j
z2j+1
= o(1/z2j+1).
Then the third summand is equal to a(w, v)∗ and, finally, the fourth can be written
as
(vw∗)j+1 N(w
∗) − N(v)
w∗ − v
= (vw
∗)j+1
w∗ − v

2j∑
k=0
w∗k − vk
w∗kvk
sk + r2j (w∗) − r2j (v)
 .
Simple calculations show that the coefficients of sk in the summands add up to 0
if k ∈ {0, 1, . . . , 2j − 1}, to 1 if k = 2j , and that the remaining terms add up to
vw∗(2j+1)
w∗ − v o
(
1
w∗(2j+1)
)
− w
∗v2j+1
w∗ − v o
(
1
v2j+1
)
which tends to 0 when v = iu, w = iy and u, y ↑ ∞. These calculations imply (3)
and show that gj (z, iy) → −fj (z) inL(N) as y ↑ ∞. Moreover, they imply
〈fj (z), fj (z)〉L(N) = s2j .
The proofs for the remaining inner products in (5.4) can be obtained through similar
calculations and are left to the reader. 
Remark 5.3. In the case N(z) is a rational p × p matrix function which is analytic
at z = ∞ and such that
N(z∗) = N(z)∗, (5.6)
another proof of Lemma 5.2 can be given using the minimal representation
N(z) = D + C(zIr − A)−1B (5.7)
(compare with (2.1)). Indeed, (5.6) holds if and only if in (5.7) we have
(i) D = D∗.
(ii) There exist an invertible hermitian matrix H such that
AH = HA∗ and B∗ = −CH. (5.8)
In this case we have
LN(z,w) = N(z) − N(w)
∗
z − w∗ = C(zIr − A)
−1H(wIr − A)−∗C∗,
L(N) = {C(zIr − A)−1c | c ∈ Cr},
and the inner product onL(N) is given by〈
C(zIr − A)−1c, C(zIr − A)−1d
〉
L(N)
= d∗H−1c.
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These results can be proved as in [10], where functions are considered which are
self-adjoint on the imaginary axis rather than on the real axis.
The proof of Lemma 5.2 is now as follows: We have D = 0 since N(∞) = 0, and
for sufficiently large z,
N(z) = −1
z
C
 ∞∑
j=0
Aj
zj
HC∗,
which implies sj = CAjHC∗. By the second equality in (5.8),
fj (z) = zjN(z) + zj−1s0 + · · · + sj−1
= −zjC(zIr − A)−1HC∗ + zj−1CHC∗ + · · · + CAj−1HC∗
=C(zIr − A)−1
{− zj + (zIr − A)(zj−1 + Azj−2 + · · · + Ap−1}HC∗
=C(zIr − A)−1{−zj + (zj − Aj)}HC∗
= −C(zIr − A)−1AjHC∗,
which shows that fj (z) ∈L(N). Furthermore, using HA∗k = AkH (see (5.8)), we
obtain
〈fj , fk〉L(N) =
〈
C(zIr − A)−1AjHC∗, C(zIr − A)−1AkHC∗
〉
L(N)
= CHA∗kH−1AjHC∗ = CAk+jHC∗ = sj+k.
Lemma 5.4. Let N(z) ∈Nκ be such that the Schur transformation
N(z)
V˜ (z)−→ N˜(z),
defined in Section 4, can be applied. Then the map (1 N) :K(V˜ ) →L(N) is
isometric.
Proof. If sk−1 is the first nonzero term in the asymptotic expansion (4.2) of N(z)
then V˜ (z) is given by (4.7). From the equality
KV˜ (z,w) =
(
0 0
0 1
sk−1
εk(z)−εk(w)∗
z−w∗
)
we have thatK(V˜ ) = {0} ⊕L(εk/sk−1). Hence, by Lemma 5.1,(
0
1
)
,
(
0
z
)
, . . . ,
(
0
zk−1
)
and, according Lemma 5.2,
N(z), zN(z), . . . , zk−1N(z)
are bases forK(V˜ ) andL(N), respectively, with the same Gram matrix. The lemma
now follows from the equalities(
1 N(z)
) (0
zi
)
= ziN(z), i = 0, 1, . . . k − 1. 
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6. Factorization of J -unitary matrix polynomials via the Schur algorithm
6.1. The first reduction
In order to construct from U(z) ∈ UJ a generalized Nevanlinna function N(z)
with asymptotic expansion (4.2) we first multiply U by a suitable J -unitary constant.
Lemma 6.1. Given U(z) ∈ UJ ,
U(z) =
(
a(z) b(z)
c(z) d(z)
)
,
which is not a J -unitary constant. Then there exists a J -unitary constant V0 such
that the entries in
U˜ (z) := V0U(z) =
(
a˜(z) b˜(z)
c˜(z) d˜(z)
)
satisfy the inequality
max(deg a˜(z), deg b˜(z)) < max(deg c˜(z), deg d˜(z)). (6.1)
Proof. If one of the entries of U(z) is zero, then the two entries in the same row and
the same column as this zero entry are nonzero constants because the determinant
of U(z) is a constant. Since U(z) is not constant the fourth entry is a nonconstant
polynomial. If a(z) = 0 or b(z) = 0 the U(z) already has the property (6.1) and
we choose V0 = I . If c(z) = 0 or d(z) = 0 then we can choose V0 = J .
Now suppose that all the entries of U(z) are not identically equal to zero. Then,
because of (3.1),
deg c(z) − deg a(z) = deg d(z) − deg b(z).
If deg c(z) > deg a(z) then also deg d(z) > deg b(z) and we choose V0 = I ; if
deg c(z) < deg a(z) we choose V0 = J . Finally, if deg c(z) = deg a(z) and α, γ are
the leading coefficients of a(z) and c(z), respectively, then the J -unitarity of U(z)
implies
c(z)∗a(z) − a(z)∗c(z) = 0
and hence γ ∗α − α∗γ = 0, or α/γ is real. It follows that the matrix
V0 = Vα,γ =
(
γ ∗ −α∗
1/α∗ 0
)
(see (3.8)) is J -unitary, and since
deg(γ ∗a(z) − α∗c(z)) < deg(−a(z)/α∗),
V0 has the desired property. 
Remark 6.2. Lemma 6.1 can also be proved as follows. According to Theorem 2.2
the spaceK(U) is spanned by the 2-vector functions
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Rk0U(z)
(
1
0
)
, R0U(z)
(
0
1
)
with k,   1. Choose k and  such that(
α′
γ ′
)
= Rk0U(z)
(
1
0
)
,
(
β ′
δ′
)
= R0U(z)
(
0
1
)
are nonzero vectors in C2. According to the beginning of the proof of Theorem 3.1,
these vectors are eigenfunctions of R0 at the eigenvalue 0 and, since dim kerR0 = 1,
they are linearly dependent. Since either α′ is the leading coefficient of a(z) or γ ′
is the leading coefficient of c(z) or both, and either β ′ is the leading coefficient of
b(z) or δ′ is the leading coefficient of d(z) or both, we see that if we take Vα′,γ ′ as in
(3.8), then the entries of Vα′,γ ′U(z) satisfy the inequality (6.1).
6.2. The factorization
In this subsection we assume that U(z) ∈ UJ ,
U(z) =
(
a(z) b(z)
c(z) d(z)
)
,
and satisfies (6.1), that is,
max(deg a(z), deg b(z)) < max(deg c(z), deg d(z)). (6.2)
Choose  ∈ R such that
deg(c(z) − b(z)) = max{deg c(z), deg d(z)}
or, equivalently,
deg(−a(z) + b(z)) = max{deg a(z), deg b(z)}
and consider the function
N(z) = −a(z) + b(z)
c(z) − d(z) =TU(ρ)(z). (6.3)
If deg c(z) < deg a(z) we can also choose  = ∞ and then
N(z) = −a(z)/c(z) =TU(∞)(z). (6.4)
Evidently, in both cases N(z) is rational and has the property
lim
y→∞N(iy) = 0. (6.5)
Lemma 6.3. Suppose U(z) ∈ UJ satisfies (6.2). Then:
(i) The function N(z) given by (6.3) or (6.4) belongs to the classNκ , where κ is
equal to the number of negative squares of the kernel KU(z,w).
(ii) The map (1 N(z)) :K(U)→L(N) is unitary, hence dimL(N)= dimK(U).
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Proof. Assume  /= ∞. Then (1 )J (1

) = 0 and with
e(z) := τ−c(z) + d(z) , τ := detU(z),
we have(
1 N(z)
) = e(z) (1 )U(z)−1.
It follows that
LN(z,w)= N(z) − N(w)
∗
z − w∗
= (1 N(z)) J
z − w∗
(
1
N(w)∗
)
= e(z) (1 ) U(z)−1JU(w)−∗ − J + J
z − w∗
(
1

)
e(w)∗
= e(z) (1 )U(z)−1KU(z,w)U(w)−∗ (1
)
e(w)∗
= (1 N(z))KU(z,w)( 1N(w)∗
)
.
Hence N(z) is a generalized Nevanlinna function from the class Nκ with κ  the
number of negative squares of KU(z,w). We claim that
F(z) ∈K(U), (1 N(z))F(z) = 0 ⇒ F(z) = 0.
If the claim is true then (i) and (ii) follow from [8, Theorem 1.5.7].
As to the proof of the claim, the assumption can be written as(
1 
)
U(z)−1F(z) = 0
and this implies for some function h(z),
U(z)−1F(z) =
(−
1
)
h(z).
Write F(z) = (f (z)
g(z)
)
. Comparing both sides of the equality we find that
h(z) = a(z)g(z) − c(z)f (z)
τ
,
and therefore(
f (z)
g(z)
)
= U(z)
(−
1
)
a(z)g(z) − c(z)f (z)
τ
= −
(
a(z) − b(z)
c(z) − d(z)
)
a(z)g(z) − c(z)f (z)
τ
.
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By (2.10) (or the first lines in the proof of Lemma 6.1) and the choice of  we have
deg f (z) < max{deg a(z), deg b(z)} = deg(a(z) − b(z))  deg f (z),
and hence f (z) = 0. Then also g(z) = 0, that is, F(z) = 0.
For the case  = ∞ the lemma can be proved in a similar way by replacing the
vector (1 ) by (0 1). The details are left to the reader. 
Since N(z) is rational and satisfies (6.5), it has asymptotics (4.2) of any order.
Therefore we can apply the Schur algorithm as explained in Section 4:
N(z)
V1(z)−→N1(z) V2(z)−→N2(z) · · · (6.6)
Here in the first step, N1(z) and V1(z) are obtained as follows. If
N(z) = − s0
z
− s1
z2
− · · · − s2n−1
z2n
− s2n
z2n+1
+ o
(
1
z2n+1
)
, z = iy, y ↑+∞
and k is the smallest integer  0 such that sk−1 /= 0, then
N1(z) = N˜(z) = − sk−1 + εk(z)N(z)

k−1N(z)
is the Schur transform of N(z) and
V1(z) = V˜ (z) = 1√|sk−1|
(
0 sk−1
−
k−1 εk(z)
)
is the associated coefficient matrix (see (4.3)–(4.7)). Since N1(z) is again rational
and vanishes at ∞, the procedure can be continued with N1(z) instead of N(z), etc.
Theorem 6.4. Suppose U(z) ∈ UJ satisfies (6.2). Then after finitely many, say n,
steps in the Schur algorithm (6.6) the function Nn(z) is a real constant and
U(z) = V1(z)V2(z) · · ·Vn(z)C (6.7)
for some J -unitary constant C; the product on the right-hand side of (6.7) is mini-
mal.
Proof. The proof is by induction. Set V̂0 := U(z), N0(z) := N(z), and
V̂j (z) := V −1j (z) · · ·V1(z)−1U(z), j = 1, 2, . . . .
Assume that for some j ∈ {0, 1, . . .}
(ij ) the map (1 Nj) :K(V̂j ) →L(Nj ) is unitary.
We claim that if V̂j is not constant, then
(ii) K(Vj+1) ⊂K(V̂j ), the inclusion is isometric, and
(iii) the statement (ij+1) holds.
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Assuming the claims are true, the theorem is proved as follows. By Lemma 6.3,
(i0) holds and so, by (iii), also for all j for which V̂j is not constant or, equi-
valently,K(V̂j ) /= {0}. From (ii) and V̂j (z) = Vj+1(z)V̂j+1(z) we obtain the ortho-
gonal decomposition
K(V̂j ) =K(Vj+1) ⊕ Vj+1K(V̂j+1), j = 0, 1, 2, . . . . (6.8)
It implies that dimK(V̂j ) is a strictly decreasing function of j . Thus there is an n for
whichK(V̂n) = {0}, that is, V̂n(z) = C, a J -unitary constant and the equality (6.7)
follows. The minimality of this product is also a consequence of (6.8). It remains to
prove the claims.
Proof of (ii). Let sk−1 be the first nonzero term in the asymptotic expansion of
Nj(z). We claim that(
0
zi
)
∈K(V̂j ), i = 0, 1, . . . , k − 1.
Since the space is invariant under the difference quotient operator R0 it suffices to
show this for i = k − 1. Because the element belongs to K(Vj+1) and by Lemma
5.4 and assumption (ij ), we have
Nj(z)z
k−1 ∈L(Nj ) =
(
1 Nj(z)
)
K(V̂j ).
Therefore there exists an element(
f (z)
g(z)
)
∈K(V̂j )
such that
Nj(z)z
k−1 = f (z) + Nj(z)g(z).
Thus,
f (z) = Nj(z)(g(z) − zk−1) =
(
− sk−1
zk
+ O
(
1
zk+1
))
(g(z) − zk−1),
so that
zkf (z) =
(
−sk−1 + O
(
1
z
))
(g(z) − zk−1). (6.9)
We now distinguish two cases: deg g(z)  k and deg g(z) < k. In the first case,
we obtain from (6.9) that deg g(z) = deg f (z) + k and hence(
0
zk−1
)
∈ span
{
R0
(
f
g
) ∣∣∣∣  = 0, 1, . . .} ⊂K(V̂j ).
In the second case, f (z) = 0 and thus g(z) = zk−1. This proves the claim and hence
K(Vj+1) ⊂K(V̂j ). That the inclusion is isometric is a consequence of〈(
0
zs
)
,
(
0
zr
)〉
K(Vj+1)
= 〈zsNj (z), zrNj (z)〉L(Nj ) =
〈(
0
zs
)
,
(
0
zr
)〉
K(V̂j )
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with 0  s, r  k − 1. Here the first equality follows from Lemma 5.4 and the sec-
ond from assumption (ij ).
Proof of (iii). We must show that the map (1 Nj+1) :K(V̂j+1) →L(Nj+1)
is unitary. We have(
1 Nj(z)
)
Vj+1(z) = αj (z)
(
1 Nj+1(z)
)
,
where αj (z) is a multiple of Nj(z). This implies
KNj (z,w)=
(
1 Nj(z)
) J
z − w∗
(
1
Nj(w)
∗
)
= αj (z)
(
1 Nj+1(z)
) Vj+1(z)−1JVj+1(w)−∗ − J + J
z − w∗
×
(
1
Nj+1(w)∗
)
αj (w)
∗
= (1 Nj(z))KVj+1(z, w)( 1Nj(w)∗
)
+ αj (z)KNj+1(z, w)αj (w)∗
and hence, by Lemma 5.4,
L(Nj ) =
(
1 Nj
)
K(Vj+1) ⊕ αjL(Nj+1)
and multiplication by αj (z) is an isometry from L(Nj+1) onto αjL(Nj+1) as a
subspace ofL(Nj ). On the other hand, on account of (6.8) and assumption (ij ), we
have the decomposition
L(Nj )=
(
1 Nj
)
K(V̂j )
= (1 Nj )K(Vj+1) ⊕ (1 Nj )Vj+1K(V̂j+1)
= (1 Nj )K(Vj+1) ⊕ αj (1 Nj+1)K(V̂j+1),
and multiplication by αj (z) is an isometry from (1 Nj+1)K(V̂j+1) onto
αj
(
1 Nj+1
)
K(V̂j+1)
considered as a subspace ofL(Nj ). Comparing the two decompositions ofL(Nj )
we see that
L(Nj+1) =
(
1 Nj+1
)
K(V̂j+1).
Since
ker
(
1 Nj+1
) = ker αj (1 Nj+1) = ker (1 Nj )Vj+1 = {0},
the map (1 Nj+1) :K(V̂j+1) →L(Nj+1) is unitary. 
6.3. The factorization algorithm for U(z) ∈ UJ
Given an arbitrary nonconstant U(z) ∈ UJ , the representation (3.4) of U(z) in
Theorem 3.1 can now be obtained as follows:
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(a) Determine V0 as in Lemma 6.1 such that U(z) = V −10 U˜ (z) with U˜ (z) ∈ UJ
satisfying (6.1).
(b) Associate with U˜ (z) a generalized Nevanlinna function N(z) as in formulas
(6.3) or (6.4).
(c) Apply, as in Theorem 6.4, the Schur algorithm to N(z) to obtain the minimal
factorization
U˜ (z) = V1(z)V2(z) · · ·Vn(z)C,
and hence
U(z) = V −10 V1(z)V2(z) · · ·Vn(z)C. (6.10)
(d) Normalize the factors in (6.10) to obtain the factorization
U(z) = U1(z)U2(z) · · ·Un(z)U(0)
with normalized elementary factors U1, U2, . . . , Un.
The factorization in step (d) is obtained from (6.10) via the formulas
U1(z)= V −10 V1(z)V1(0)−1V0,
U2(z)= V −10 V1(0)V2(z)V2(0)−1V1(0)−1V0,
U3(z)= V −10 V1(0)V2(0)V3(z)V3(0)−1V2(0)−1V1(0)−1V0,
and so on.
Finally we mention that all four steps in this algorithm are constructive.
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