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1章 序論 
 
 
1.1. 研究の背景と位置づけ 
1900 年代半ばから急成長を遂げた半導体集積回路技術は社会に多大な恩恵をもたら
してきた。かつては大型コンピュータで行っていた規模の演算処理を一つの半導体集積
回路チップで実行できるようになり、半導体集積回路は狭義のコンピュータに用いられ
るだけでなく、我々の身の回りの様々なものに組み込まれるようになった。自動車や産
業装置等の機械に対しても、半導体集積回路を核とする電子制御システムの導入が進ん
だ。このような電子制御システムは機械式の制御システムに比べて小さなスペースで複
雑な処理を実行でき、様々な機械の高機能化、省エネ化、小型化等の進化を牽引してき
た。 
近年では機械の制御は新たな局面に移り、自律制御が社会に革新をもたらす新たな技
術潮流として注目されている。代表例が自動車の自動運転であり、前方障害物を検知し
て停止する自動制御ブレーキや高速道路の走行補助機能が実用化され、より高度な自動
化を目指し開発がなされている。産業分野でも、地形設計図に従って施工する建設機械
や、物流倉庫で指定された商品を自動で抜き出し運搬するピッキングロボットをはじめ
多くの分野で研究開発が行われ、段階的に実用化が進められている。また、先進国での
高齢化や核家族化を背景として、家事の補助を行う家庭用ロボットへの期待も高まって
自動運転車 運転支援機能付建設機械
自律機械
電子制御
システム
基盤
ハードウェア
倉庫用自動搬送機
認識 判断
センシング
家庭用ロボットハンド
自己状態 外界物体 外界状態予測 動作計画
演算
自己位置 外界物体位置/形状 高度演算 高信頼
高メモリバンド幅高電力効率自己姿勢 外界物体特性
メモリインターフェース
技術 [3章]
演算ハードウェア
技術 [2章]
ロボットハンド向け
センシング技術
[4章]
出展： 日立建機(株)  HP 出展： 東京大学 HP
自動車向け開発で
進展著しい領域
出展： Amazon社 HP出展： Waymo社 HP
図 1-1 研究の背景と位置づけ 
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いる。 
このような自律制御の実現には電子制御システムが大きな役割を担う(図 1-1)。なか
でも機械の自己状態や外界状態を認識する技術と、認識に基づいて判断する技術が自律
制御の成否の鍵を握る。認識の過程では、機械は様々なセンサを介して情報を取得し、
その情報を用いて自己の状態や周辺外界物体の状態を認識するための演算処理を行う。
判断の過程では、認識した情報に基づき外界の次の状態を予測しながら最適な動作計画
を算出する。実用的な自律制御のためには、これらの認識や判断を正確かつリアルタイ
ムに実行する必要がある。そのために認識や判断のアルゴリズムが重要である事は言う
までもないが、それに加えて電子制御システムには、性能向上のトレンドを上回る演算
性能と従来を超える種類や分解能の情報を取得できるセンシング性能を有するハード
ウェアが不可欠となる。 
まず、電子制御システムに対して期待される演算性能とそれに関わる動向について図 
1-2 を用いて述べる[1]-[8]。その期待性能は、従来のトレンドを超越し、現在の電子制
御システムで使用されている動作周波数が数 10MHz から数 100MHz 程度の制御用マイ
クロコントローラ(図 1-2(a))の性能の数 100 倍、数 1000 倍にもなる[7][8]。そのため、
これまでのようなマイクロコントローラの動作周波数の向上では要求される演算性能
を実現することができず、異なる手段での性能向上が不可避である。半導体の微細加工
の進展により向上してきた CPU の動作周波数が近年は頭打ちとなっている事からもこ
れは避けられない[1][2]。要求される膨大な演算を実現する手段としては、多数の演算
器を1チップに集積したFPGA(Field Programmable Gate Array)やGPU(Graphics Processing 
Unit)が有力な候補となる(図 1-2(c)(d))。FPGA は実行する処理に応じて回路を書き換え
られる構造を持ち、近年では数 1000 から 10000 を超える膨大な数の算術演算器を搭載
したチップが登場している[3][4]。GPU はその名のとおり画像処理をリアルタイムで実
行するために開発されたプロセッサチップである[5][6]。算術演算に特化するために演
104
103
102
101
100
10-1
(a) CPUs for 
embedded
F
lo
at
in
g-
po
in
t p
er
fo
rm
an
ce
 (
G
F
LO
P
S
/s
ec
) 
(c) GPU (d) FPGA(b) CPUs for 
server
Target
図 1-2 演算性能の目標と各種デバイスの演算性能の傾向 
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算器を多数並べた構成をもち、FPGA と同様に通常の CPU に比べて並列度が格段に高
い。このように演算能力の観点からは FPGA や GPU が有望であり、これらのデバイス
を電子制御システムへ適用するための研究開発が進められるようになった。この研究開
発においては、演算性能と並んで、信頼性の確保やコストに直結する電力効率の向上も
主要課題である。 
また、実際のアプリケーションで想定通りの演算性能や電力効率を得るためには演算
器に十分なデータを供給する必要があり、高いスループットと電力効率を持つメモリイ
ンターフェースも必要である。図 1-3 は演算の際の主要なワークメモリとなる DRAM
インターフェースのデータスループットと、代表的なプロセッサの演算性能あたりの供
給データ量の変遷を示す[2][9][10]。図のように DRAM のインターフェースは世代毎に
データ転送のスループットを向上させてきた。しかしながら、プロセッサは演算器の並
列度を高めることで、それを上回る速度で演算性能の向上を続けた。その結果、演算あ
たりの供給データ量は低下する傾向にあり、実効演算性能を向上させるためには、より
高いデータスループットと電力効率の実現が期待される。この課題に対するブレークス
ルー技術として、半導体チップを積層しそれらの間を多数の信号で通信する三次元通信
技術が注目されている。 
次に、電子制御システムのハードウェアとして上述の演算とともに不可欠なセンシン
グハードウェアについて述べる。自律制御向けのセンシングには、機械の位置や姿勢と
いった機械の自己状態に関する情報、外界物体の位置等の周辺の三次元構造に関する情
報、外界物体の種類や特性に関する情報等、様々な情報の取得が求められる(図 1-1)。
現在、これらのセンシング技術の多くは最大のアプリケーションである自動車の自動運
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転をターゲットに研究開発が進められている。自己位置等の自己状態のセンシング技術
は、カーナビゲーションや横滑り防止装置等の安全補助機能向けに古くから本格的な開
発がなされ、(狭義のセンサではないが) GPS に代表される衛星測位システムや慣性セン
サ等の様々な技術が実用化されている。また近年では、道路周辺の外界物体の三次元構
造や種類を認識するためのセンシング技術の開発が盛んに行われている。代表的な例と
して、周辺の三次元構造を精度よく取得できる LIDAR、天候の影響を受けにくく測定範
囲も広いミリ波レーダー、測定範囲等の制約はあるが様々な情報を取得できる光学式カ
メラ等が挙げられる。このように、自律制御向けのセンシング技術の開発は車両走行に
関わる技術を中心に進められ、著しい成果が得られている。一方、将来に向けては車両
走行以外に向けたセンシング技術の強化も重要である。特に、家事の補助や物流倉庫で
のピッキングへの応用がある自律制御ロボットハンドは、大きな期待が持てる分野であ
る。このようなロボットハンドに対しても車両走行向けに開発されたセンシング技術の
多くは活用できるが、それらに加えてハンド固有のセンシング技術も必須となる。その
なかの主要な技術がハンドリング対象物体の特性を認識するためのセンシングである。
家庭向けや物流倉庫向けの新分野のロボットハンドは、工場での組み立てロボットと異
なり多様な物体を扱い、その物体に適した力や動作でハンドリングを行う事が求められ
るためである。以上のように、強化すべき自律制御向けのセンシング技術のひとつとし
てロボットハンド用の技術が挙げられる。 
著者は、約 10 年間、自律制御をはじめとする機械の高度知能化を指向して、半導体
集積回路を核とした演算やセンシングを行うハードウェア技術の研究開発に携わって
きた。本論文では、上述の背景を踏まえて、膨大な算術演算を高い信頼性と電力効率を
伴い実行する演算ハードウェア技術、演算性能を最大化するメモリインターフェース技
術、及び、将来のロボットハンドをターゲットとしたセンシングハードウェア技術につ
いて論じる(図 1-1)。まず、次節ではこれらの技術に対する研究方針を述べる。   
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1.2. 研究の方針 
 
1.2.1. 演算ハードウェア技術 
先に述べたように機械の自律制御で求められる演算性能は従来の制御用マイクロコ
ントローラの性能トレンドを大きく超える。また、機械に組み込む電子制御システムで
あることから電力効率も重要な評価指標となる。消費電力が大きければ大きいほど、安
定した電源供給や冷却のためのコストが大きくなり、特に機械に組込む用途ではその傾
向が強くなるためである。更に、機械制御用途では高い信頼性も必須要件となる。 
演算性能の観点では上述のように FPGA や GPU が有力な候補となるが、電力効率や
信頼性の観点からの検討も行わなければならない。図 1-4 のグラフは、演算ハードウ
ェア技術の課題と研究方針を示すために、CPU、GPU、FPGA の性能の傾向を電力効率
と信頼性の両面でプロットしたものである[2][3][5][11][12][13][15][16][17]。ここでは膨
大な算術演算を行うことが前提であるため、比較対象とした各デバイスは高性能品種と
した(これらの多くは現時点ではサーバー等が主用途である)。また、CPU と GPU はメ
モリデータ保護用の ECC(Error Correction Code)機能付き品種を想定した[2][5]。図 1-4
のグラフの横軸は CPU を基準とした電力効率を示し、単位電力あたりの単精度浮動小
数点演算性能(GFLOPS/W)を指標としている。縦軸は信頼性の指標となる故障率を示し、
同じく CPU を基準として表している。 
電力効率の面では、候補となる FPGA と GPU は共に制御システムで主流の CPU を超
える性能を持つが、FPGA が最も有力な候補である。FPGA と GPU は共に多数の演算器
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図 1-4 演算ハードウェア技術の研究方針 
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を搭載し演算効率を高めた構造を有するが、これらの差は演算を制御する方式にある。
GPU は、CPU と同様にメモリから読出した命令列を解釈し、その命令に従ってメモリ
からデータを読出し演算を実行する。GPU は算術演算に特化し演算並列度を高め演算
器の密度を上げた分、算術演算に対する電力効率が良い。他方の FPGA は、CPU や GPU
と異なるハードワイヤードロジック構造を持ち、予めプログラムされた演算回路の接続
に沿ってデータを流す制御方式である。そのため、命令の読出しや解釈が必要なく、ま
た演算内容にあわせて最適化されたデータ処理のパイプラインを構成できる(ただし、
FPGA はハードワイヤードロジックで構築できるプログラムの大きさに制約がある)。こ
の構造によって、FPGA は更に高い電力効率を達成できるポテンシャルを持つ。このよ
うに電力効率の面では FPGA が最も有力な候補といえる。 
一方、信頼性の面では GPU が FPGA より優位である。信頼性の指標とした故障率は
ハードウェアの破壊によるハードエラーとメモリに格納されたデータが反転するソフ
トエラーを含む。ソフトエラーは放射線等の影響で発生し、半導体デバイスの中でその
発生確率が最も高いのは内蔵 SRAM の部分である[14]-[17]。FPGA の故障率が CPU や
GPU に比べて高くなるのは、FPGA が回路構成情報を専用の内蔵 SRAM であるコンフィ
ギュレーションメモリ(CRAM)に格納し、その回路構成情報がソフトエラーにより破壊
されるためである。CRAM は多数に分散配置され多ポートとなるため通常の CPU のキ
ャッシュメモリのように ECC 機能を付与するのが困難であり、同様の方法での故障率
低減ができない。他方の CPU や GPU でも SRAM はキャッシュやレジスタファイルに用
いられているが ECC 機能による故障訂正が可能である。このグラフでの CPU と GPU
のソフトエラーによる故障率は SRAM が ECC 付であることを想定し、ECC によって
99.9%のソフトエラーが訂正されるとした値である。このような理由で FPGA の故障率
は CPU や GPU に比べて高くなる。 
以上のように FPGA も GPU も電力効率と信頼性の観点で一長一短がある。電力効率
と信頼性の両立という課題に対して複数のアプローチが考えられるが、著者は FPGA の
信頼性を向上する技術開発を行う方針を選択した（図 1-4）。FPGA は従来の CPU とは
異なる原理の演算アーキテクチャを有するデバイスであり、電力効率と信頼性の両立に
対して大きな効果を生み出せるポテンシャルがあると考えたためである。更に FPGA に
は、機械の制御に必要なアクチュエータの駆動やセンサとの通信のためのインターフェ
ース回路を容易に構成できる利点もある。 
以上を踏まえ本論文では、高い信頼性と電力効率を伴い膨大な算術演算を実行する演
算ハードウェアの構築に向けた具体的なアプローチとして、FPGA の信頼性を向上させ
る論理回路アーキテクチャについて論じる。  
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1.2.2. メモリインターフェース技術 
アプリケーション実行の際の実効演算性能は、演算器の性能だけではなく、演算対象
となるデータを演算器に供給する性能にも強く依存する。このデータ供給のボトルネッ
クとなるのが演算を行うプロセッサチップ(演算チップ)とメモリチップの間を結ぶメモ
リインターフェースである。演算の際の主要なワークメモリとなる DRAM は世代毎に
スループットと電力効率を向上させてきたが、プロセッサチップは演算器の並列度を高
めることで、それを上回る速度で性能向上を続けてきた。その結果、演算あたりの供給
データ量は低下しており、実効演算性能を向上させるために、より高いデータスループ
ットと電力効率の実現が期待される。 
そこでメモリインターフェースのスループットと電力効率の両方を向上させる革新
的技術として、チップを積層しそれらの間を多数の信号で通信する三次元通信技術の研
究が盛んに行われるようになった[18]-[25]。スループットや電力効率の向上には通信距
離の短縮が大きな効果を持つが、従来のボード実装では限界があった。三次元通信が実
現すると、プロセッサチップとメモリチップの間を最短距離で接続することができる。 
代表的な三次元通信技術としては、チップの回路実装面から裏面へチップを貫通する
配線を有線で形成する貫通電極(TSV：Though Silicon Via)方式と[22]-[25]、誘導結合を利
用して通信を行う無線の誘導結合方式が挙げられる[18]-[21]。 
貫通電極方式は、積層されるチップ間を有線で接続する方式であり、チップ内の通信
とも整合性が高く回路面での技術ギャップが小さいという利点がある。一方で、LSI の
製造に追加の工程が必要となりコスト増加が懸念される。本研究開発の時点では、歩留
まりも含めた貫通電極の製造技術の確立が第一課題であった。 
誘導結合方式は、通信を行うそれぞれのチップの回路面に配線を用いてインダクタ
(コイル)を形成し、それらインダクタ間の誘導結合(磁界結合)を利用してチップ間の通
信を行う方式である。この方式は無線方式であり、現在のチップ内の通信方式とは大き
く異なり回路面での技術ギャップは大きい。一方でこの方式の利点は、製造技術として
確立している通常の LSI 製造プロセスを用いて実現でき、製造面のコスト増加が小さい
点である。また、配線層数が増えると同一回路面積でインダクタの巻き数が増え信号伝
達強度を上げることができる。このため、製造プロセスの進化に伴う通信性能の向上が
可能である。 
このように貫通電極方式と誘導結合方式は異なる利点を持つが、著者は既存の LSI 製
造プロセスを用いて課題を解決することを重視し、誘導結合通信に着目した。 
以上を踏まえ本論文では、プロセッサ上に複数枚のメモリを積層し、それらを誘導結
合通信によって接続する LSI 三次元集積技術について論じる。ここでメモリを複数枚積
層する理由は、実アプリケーションで演算性能を最大限に引き出すためにはワークメモ
リの容量も重要になるためである。技術課題は、多層チップ間通信を小面積かつ高い電
力効率で行うための実装、回路、通信方式の構築であった。積層された二枚のチップ間
の誘導結合通信に関しては著しい研究成果が発表されていたが、このような三枚以上の
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チップ間の誘導結合通信に関する研究はまだ十分になされていなかった。 
 
1.2.3. センシングハードウェア技術 
センシング技術のターゲットであるロボットハンドは、これまでは主に工場での機械
製品等の組み立て用途に向けて開発されてきた。一方近年では、家事を補助する家庭向
けや様々な商品を自動制御でピックアップする物流倉庫向け等の新しい分野への応用
に期待が高まっている。 
これらの新応用ロボットハンドの研究開発の多くは、先行している組み立て用ロボッ
トハンドをベースとして進められているが、新応用では硬さや重さや形状等の異なる多
様な物体を扱うことが要求され、これが新たな技術課題となっている。従来の組み立て
用途においては、限られた時間に多くの製品を組み立てることが必要とされ、予め定め
られた機械部品等の操作を如何に高速に行うかが主な性能指標であった。そのため多様
な物体への対応には開発の重点が置かれていなかった。対して、家庭や倉庫向けのロボ
ットハンドが扱う対象物は決められた機械部品ではなく硬さや重さ等が異なる多様な
物体である。特に家庭向けロボットハンドは日常の非常に柔らかい物体や壊れやすい物
体も扱う必要がある。 
この課題を解決するために、物体の機微な情報を取得できる分解能の高い触覚センシ
ング技術の研究開発を行った。高分解能の触覚センシングにより非常に柔らかく軽い物
体であっても認識することができ、センシングで得られた情報を基に繊細な力の制御が
可能となると考えたためである。本論文では、開発した触覚センシング方式、及び、こ
れを活用したロボットハンドシステムについて述べる。 
 
 
1.3. 論文の構成と概要 
本論文では、機械の自律制御の核となる電子制御システムのハードウェア技術の構築
を目的として、高性能と高信頼を両立する演算ハードウェア技術、演算性能を最大化す
るメモリインターフェース技術、及び、将来のロボットハンドをターゲットとしたセン
シングハードウェア技術について論じる。上述の研究方針に基づいて、第二章では演算
ハードウェア技術として、FPGA を高信頼に活用するための論理回路アーキテクチャ技
術について述べる。第三章ではメモリインターフェース技術として、誘導結合通信を用
いた LSI 三次元集積技術について述べる。また、第四章ではロボットハンド向けのセン
シング技術として、多様な物体を把持するための高分解能な触覚センシング方式を論じ、
この方式を適用したロボットハンドシステムに関しても検討結果を記す。これら第二章
から第四章の概要は次のとおりである。  
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演算ハードウェア技術： 高信頼 FPGA回路アーキテクチャ 
膨大な算術演算を高い信頼性と電力効率を伴い実行するために、演算性能と電力効率
が高い SRAM ベースの FPGA を高信頼に活用する論理回路アーキテクチャを開発した。
FPGAは SRAMに格納された回路構成情報が放射線により破壊されるソフトエラーの影
響で信頼性に課題がある。この課題に対して開発した方式は、二重化した回路の信号を
比較する事により検出した回路構成情報の故障を割込み修理し、故障により失敗した処
理を再実行する手法で故障を隠ぺいする。本方式を適用したプロトタイプ回路を FPGA
に実装し、放射線照射実験による信頼性評価を実施した。この実験で放射線による故障
が想定通り修理されることが確認され、提案方式が放射線ソフトエラー耐性を向上させ
る有効なアーキテクチャであることが実証された。また、提案方式は高信頼化のための
回路規模のオーバーヘッドを従来方式に比べて低減する優位点を持っており、上記のプ
ロトタイプ回路においては主流の多数決方式に比べて回路規模を 42%低減することに成
功した。 
 
メモリインターフェース技術： 誘導結合通信を用いた LSI三次元集積 
プロセッサチップと複数枚のメモリチップを積層し、それらのチップ間を誘導結合通
信で結ぶ LSI 三次元集積技術を開発した。本研究では一枚のプロセッサチップの上に二
枚の SRAM チップを積層した三次元集積チップを試作し評価を行った。技術課題は三枚
以上のチップを積層した場合の通信効率の向上であった。そのためには三次元通信距離
の短縮が有効であり、これに対してワイヤ埋め込み多層積層技術を開発した。この技術
によって、電源ワイヤを含む積層チップ間のスペースをチップ厚以下となる 40μmに削
減できることを実証した。また、通信をしていない誘導結合用インダクタによる通信信
号強度の低下という問題に対しては、開発したインダクタ開放制御技術により 5.5%か
ら 25%の信号強度の向上が可能であることを示した。これらの技術を適用した三次元集
積チップを用いた評価を実施し、最大通信スループット 19.2 Gbps、電力効率 1 pJ/b の
通信に成功した。更に三次元集積の副次的な問題となる熱密度の上昇に対する方策とし
て、環境温度にあわせて処理実行の調整を行うことで性能を最大化する適応温度制御方
式の開発を行い、試作チップを用いてその効果を確認した。 
 
センシングハードウェア技術： ロボットハンド向け触覚センシング 
ロボットハンドによる多様な物体の把持を実現するために、高い分解能とセンシング
位置に対するロバスト性を有する光学式－機械式融合型の触覚センシング方式、及び、
そのセンシング情報を用いてハンドの把持力を繊細に制御するアルゴリズムの開発を
行った。これらの技術を搭載したロボットハンドを試作し、把持する物体の特性を予め
指示することなく、極めて変形しやすい 4g のペーパータオルの円柱物体から変形しに
くい 500g の物体まで特性の大きく異なる物体の自律把持制御に成功した。また、この
技術を活用したアプリケーションとして、このロボットハンドとユーザインターフェー
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スからなる遠隔操作向けロボットハンドシステムを構築し評価を行った。遠隔操作を模
擬した評価実験を実施し、提案技術により通信遅延が大きい遠隔操作環境でもスムーズ
な物体把持が可能であることを示した。 
 
 
1.4. 開発技術の今後の展開 
本論文で述べる演算ハードウェア技術、メモリインターフェース技術、センシングハ
ードウェア技術は様々な機械の制御に独立して適用できる技術である。 
一方、これら三つ全ての技術が有効に適用されるシステムのひとつとしては、高齢者
等を介助する将来のロボットハンド付自律走行車椅子が挙げられる(図 1-5)。このロボ
ット車椅子は、自律走行により使用者を目的地に導き、ロボットハンドで使用者の意図
通りに様々な物体のハンドリングを行う。これによって使用者は座ったままで日常生活
に必要な移動や作業を行うことができ、使用者の QOL 向上に繋がる。 
このようなロボット車椅子を実現する電子制御システムには、自律走行や自律ハンド
リングのための膨大な演算を高信頼に実行することが求められる。更に、バッテリ動作
による電力制約や搭載空間の制約等を考慮すると、演算に対する電力効率も重要な指標
となる。そのため、本論文で述べる高信頼 FPGA 論理回路アーキテクチャ技術や高い電
力効率で演算器に十分なデータを供給する LSI 三次元集積技術が有効である。また、日
常生活では柔らかなものを含む多様な物体をハンドリングする必要があるため、高分解
能の触覚センシング技術も不可欠である。 
自律機械への社会の期待が高まる中、その基盤となる電子制御システムは技術的な転
機を迎えている。本論文で論じる技術が次世代の電子制御システムの一翼を担いより良
い社会の実現に貢献するためには、更なる技術の向上とともに様々なシステムへの展開
を推進していく必要がある。 
Self-driving wheelchair
with autonomous 
robotic hand
Computing for self-driving and handling
3D-integration using 
inductive-couple link
Soft-error-tolerant 
FPGA architecture
Tactile sensor for 
handling various objects 
図 1-5 開発技術の適用候補としてのロボットハンド付自律走行車椅子 
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2章 演算ハードウェア技術： 
 高信頼 FPGA回路アーキテクチャ 
 
 
2.1. 動機と方針 
FPGA は使用者がチップ内の回路構成をプログラム可能なデバイスである。近年では
膨大な数の演算器が集積されるようになり、演算処理のアクセラレーションに有効なデ
バイスとして注目されている。これまで汎用プロセッサでは実現が難しい高い性能を持
つ LSI が必要な場合は、専用回路を有する LSI を用途にあわせて設計・製造してきたが、
FPGA がこれを代替する有力な候補となっている。 
しかしながら FPGA を高い信頼性を求められる機械制御に活用する際には、放射線ソ
フトエラーに対する耐性の向上が課題として挙げられている[1]-[4]。これは FPGA が使
用者のプログラムした回路構成情報を内蔵 SRAM に格納する構造を持ち、その回路構成
情報の一部のビットが放射線の影響により反転し回路情報が破壊されることによるも
のである。この破壊は SRAM 回路自体の破壊ではなく、記憶された回路情報の破壊であ
るため、ソフトエラーと呼ばれる。この放射線ソフトエラーへの耐性が高い FPGA とし
てコンフィギュレーションメモリが SRAM ではなくフラッシュメモリで構成されたも
のもあるが、本研究のように高い性能を求めるアプリケーションに対しては最先端の半
導体プロセスで製造される SRAM タイプが選択肢となる。また、FPGA 内の回路情報を
記憶する SRAM をコンフィギュレーションメモリ(CRAM)と呼ぶ。 
課題である放射線耐性の向上に対しては様々な研究開発が行われており[5]-[16]、効
果的なアプローチとして回路構成情報に対してエラーのチェックと訂正を行う CRAM
スクラビングと呼ばれる手法が挙げられる[5][6]。この手法は、CRAM 内の回路構成情
報を読み出す回路を設け、この回路を介して情報を順に読出しエラーのチェックと訂正
を行う。この方式の利点は、小さな回路規模でどのような回路情報に対しても汎用的に
ソフトエラー対策が行える点である。 
一方この方式で問題となるのは、回路構成情報を順に読出し検証するために、そのエ
ラー検出に時間を要し、その間に故障による誤った値を出力する可能性がある点である。
その時間は規模に依存し、主流の規模のもので数 10ms から数 100ms というオーダーで
あり、大規模なものほど大きくなる。このエラー検出時間の期間中は故障により誤った
出力をしている可能性があり、機械制御の場合はこれが誤った動作につながる。機械制
御の分野では、その機械自体の動作時定数が数 10ms から数 100ms であることも多いた
め、この時間は問題となる。更に機械制御においては、故障が発生しても動作を停止せ
ずに継続できるフェールオペレーショナルな処理への要求も非常に高い。 
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これに対して、故障検出時間中の誤った出力を防ぐ有効な方式が、上述の CRAM スク
ラビングと回路冗長三重化(TMR、Triple Modular Redundancy)を組み合せた、CRAM スク
ラビング付 TMR 方式である[7]-[12]。TMR 方式では、機能回路を三つに複製し、三つの
回路の信号による多数決処理を行うため、故障によるエラーが発生してもそれを隠ぺい
することが可能であり、誤った出力を防止することができる。これによりフェールオペ
レーショナルな演算処理が実現できる。しかしながら、CRAM スクラビング付 TMR 方
式は、回路の三重化を行うため回路規模が大幅に増加するという問題がある。これがコ
スト上昇に繋がり、適用範囲が制限されてきた。 
そこで本研究では、高い演算性能を持つ FPGA を信頼性が求められる機械制御に活用
することを目指して、より小さな回路規模で放射線ソフトエラーに対してフェールオペ
レーショナルな演算処理を実現できる回路アーキテクチャの研究開発を行った。 
 
 
2.2. 修理機能とリトライ機能を有する二重冗長方式（DRR） 
2.2.1.  課題 
 本研究の目的は、放射線ソフトエラーに対してフェールオペレーショナルな演算処理
をより小規模な回路で実現する FPGA 論理回路アーキテクチャの構築である。 
上述のフェールオペレーショナルな処理の実現のために有効な方式である CRAM ス
クラビング付 TMR 方式の構成を図 2-1(a)に示す。この回路アーキテクチャは、三つの
同一の機能回路(FB)と、多数決回路(V)と、CRAM スクラビングのため修理制御回路(RC)
を含む。多数決回路は三つの機能回路の同一の信号に対して多数決処理を行い、故障に
よるエラーを次段に伝搬させずエラーを隠ぺいする。CRAM スクラビングを行う修理制
御回路は、CRAM 内の回路構成情報を順に読出し、その内容をチェックして誤りがある
場合はその内容を訂正して CRAM に書き戻しを行う。この CRAM スクラビングは、通
常の処理を行っているバックグランドで実行される。 
CRAM スクラビングを用いない TMR のみでも同一部分への二重故障が発生しなけれ
ばフェールオペレーショナルな処理を実現できるが、放射線ソフトエラーによる故障率
が高いため二重故障を防ぐ CRAM スクラビングが必要となる。また、CRAM スクラビ
ング周期内での二重故障が発生する可能性は無視できる程度であるため、この二つの方
式を組み合わせることで十分な信頼性を確保することが可能となる。また、本方式は、
回路の種類を選ばず汎用性高く適用することができる点も利点である。 
一方でその課題は上述のように機能回路の三重化による回路規模の大きさである。実
際に本方式をフェールオペレーショナルなシステムに有効に適用するには、機能回路の
内部にも多くの多数決回路を挿入する必要があり、実際の回路規模は元の機能回路の 4
倍から 5 倍程度になる。以上のように、FPGA の高信頼な処理への適用には、CRAM ス
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クラビング付 TMR 方式のフェールオペレーショナルな演算処理能力を引き継ぎつつ回
路規模を削減する事が求められる。 
 
2.2.2.  放射線ソフトエラー耐性を向上させる DRR方式 
 CRAM スクラビング修理付 TMR 方式の回路規模に大きな影響を与えるのが回路の冗
長度である。著者はフェールオペレーショナル性の低下を抑えつつ冗長度を下げ回路規
模を削減するアプローチで検討を行い、修理機能とリトライ機能を有する二重冗長方式
を開発した。この方式を本論文では DRR (Dual-modular-redundancy architecture with 
Repair and Retry scheme)方式と呼ぶ。本方式のコンセプトは、二重化された機能回路(FB)
の信号を比較し、不一致があった場合にそれら機能回路の CRAM の回路構成情報を部
分的に割込みで修理し、その後故障により失敗し完了していない処理を再実行するとい
うものである。故障が検出された場合に割込み修理が発生し、その修理のために短時間
停止するオーバーヘッドがあるが、冗長性を落とすことによる回路の小規模化が可能で
ある。 
RQ
Processing 
request Retry req.
FB
(main)
FB
(diagnosis)
FD
RCCRAM IF
Output
Fault 
detection
V
RC
FB FB FB
CRAM IF
Processing 
request
(b) DRR architecture (this work)(a) TMR architecture
図 2-1 フェールオペレーショナル論理回路アーキテクチャ 
(© 2017 IEICE, 研究業績[3]) 
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本 DRR 方式の回路構成の概要を図 2-1(b)に示す。DRR 方式では、二重化された機能
回路(FB)と、故障を検知する故障検出回路(FD)と、修理制御回路(RC)と、リトライキュ
ー回路(RQ)を有する。故障検出回路は、二つの機能回路の信号を比較して故障を検出し、
故障検出時にはそれを修理制御回路に通知する。DRR 方式における修理制御回路は、
CRAM 内の回路構成情報の誤り検出と訂正を行うという点では図 2-1(a)の TMR 方式と
同様であるが、DRR 方式固有の制御のために拡張がされた回路である(詳細は後述)。リ
トライキュー回路は機能回路で実行中かつ完了していない処理(コマンド)を記憶するた
めの回路である。 
 次に状態遷移図(図 2-2)を用いて DRR 方式の修理動作の流れの概要を示す。この遷移
図が示すように、修理動作は周期修理状態(Cyclic repair state)と割込み修理状態(Interrupt 
repair state)からなる。周期修理状態は故障検出回路で故障が検出されておらず機能回路
が通常通り動作している状態である。一方、故障検出回路で故障が検出されると、故障
検出通知が修理制御回路に伝達され、割込み修理状態に遷移し故障箇所の修理が実行さ
れる。 
 周期修理状態では機能回路は通常動作を行う。修理制御回路はバックグランドで
CRAM 内の回路構成情報を順に読出し、誤りがある場合はその内容を訂正して CRAM
に書き戻しを行う CRAM スクラビングを実行する。このように周期修理は機能回路で
顕在化していない潜在故障を修理し、同一部分の二重故障の発生を防止する。 
 他方の割込み修理状態では、修理制御回路は故障が検出された部分の回路構成情報を
訂正する割込み修理を実行する。この状態は、二つのサブ状態である CRAM 修理状態
(Correction of circuit-configuration data)とリトライ状態(Retry)を含む。故障検出回路から
故障検出が修理制御回路に通知されると CRAM 修理状態に遷移し、修理制御回路は故
障が検出された部分の回路構成情報の修理を行う。この修理が完了するとリトライ状態
に遷移する。リトライ状態では、修理制御回路から修理完了の通知を受けたリトライキ
ュー回路が、故障で中止された処理に対する要求を再発行し、通常の周期修理状態に戻
る。 
Interrupt repair 
Correction of circuit-
configuration data 
Retry 
Cyclic repair
Fault detection
Completion of 
interrupt repair
図 2-2 DRR方式の修理動作の状態遷移 
(© 2017 IEICE, 研究業績[3]) 
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 以上のように、DRR 方式では、潜在故障を修理する周期修理状態での CRAM スクラ
ビングに加えて、顕在化した故障に対する割込み修理を行う。これによって、回路の冗
長度を三重から二重に下げることができる。また、DRR 方式も TMR 方式と同様に、ハ
ードウェアのみの処理で故障を隠ぺいできるため、ソフトウェアへの影響がないという
利点をもつ。 
 
 
2.3.  DRR方式を適用したメモリ制御回路 
2.3.1.  回路構成 
 提案した DRR 方式を具体化し評価するために、本方式を適用した DRAM 制御回路を
開発した。この回路は FPGA 内のプロセッサ等の回路ブロックから、FGPA に接続され
た DRAM にアクセスし、DRAM 内部のデータを読み書きするための回路である。適用
回路として DRAM 制御回路を選択した理由は、メモリ制御が機械制御コントローラ向
けの回路として、プロセッサと並び外すことのできない主要機能であることによる。ま
た本開発ではメモリ制御回路の中でも DRAM 制御回路を対象としたが、SRAM などの他
のメモリ向けの制御回路も類似の構造を持つため技術展開は容易である。 
 この DRR 方式を適用した DRAM 制御回路のブロック構成を図 2-3(a)に示す。この
DRAM 制御回路は、プロセッサ等からの DRAM アクセス要求(リード又はライト)を受信
し、DRAM へのアクセスを行い、要求に対する返信としてリードデータまたはライト完
了通知をプロセッサに送信する。 
 本回路において、DRAM アクセス制御を行う主機能回路(DRAM control block)は故障検
出のために二重化されている。その他の回路は高信頼化のための回路であり、前述の修
理制御回路(RC)、リトライキュー回路(RQ)、故障検出回路(FD/FD1/FD2)に加えて、メ
モリ制御回路向けの誤書込み無効化回路(WI、Write-invalidation block)、および、DRAM
状態修復回路(SR、DRAM-state recovery block)を持つ。誤書込み無効化回路は FPGA に
故障が発生した際に DRAM への書込みを無効化する。故障発生時の書込みデータは誤
りを含んでいる可能性があり、本回路は誤りを含んだデータにより DRAM に格納され
ている正しいデータが上書きされてしまうのを防ぐ。DRAM は冗長化されていないため、
リトライにより動作を継続するためには DRAM 内データの破壊の防止は必須である。
また、DRAM 状態修復回路は、FPGA に故障が発生した際に意図しない状態に遷移した
DRAM の状態を適性状態に戻すための回路である。FPGA の故障により DRAM への処理
要求の中断や誤りが発生すると、DRAM が意図しない状態に遷移してしまう場合があり、
リトライ処理の前にこの状態を修復する必要がある。また、本 DRAM 制御回路におい
て、故障検出回路は、主検出回路(FD)と二つのサブ検出回路(FD1 と FD2)からなる。サ
ブ検出回路 FD1 は、冗長化された二つの主機能回路の信号を比較することで主機能回
路の故障を検出し、その結果を主検出回路(FD)に通知する。サブ検出回路 FD2 は、二
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つの主機能回路からプロセッサへの返信信号(Memory access response)を比較すること
で故障を検出する。冗長化された返信信号の値が一致していれば、正しく DRAM アク
セスが完了したとみなし、処理完了信号(Completion signal)を発行しそのまま動作を継続
する。逆に一致しない場合は、その結果を主検出回路(FD)に通知する。主検出回路(FD)
は、サブ検出回路から故障検出通知を受け取ると、これを修理制御回路(RC)と誤書込み
無効化回路(WI)に通知し修理動作を要求する。このようにプロセッサから DRAM へのア
クセスに対する故障は、故障検出サブ回路 FD1 が二つの機能回路の信号を比較するこ
とで検出する。また、DRAM からプロセッサへのリードデータの返信とライト完了通知
に対する故障は、故障検出サブ回路 FD1 及び FD2 が、二つの主機能回路からの信号の
比較及びリードデータに付随する ECC により検出する。なお、これらの高信頼化のた
めの回路はそれら自体の誤動作を防ぐため冗長化を行っている。本節で記載した DRR
方式に基づく回路によって DRAM 制御回路のソフトエラー耐性を向上させる。 
 
2.3.2.  故障修理動作 
 次に状態遷移図(図 2-3(b))を用いて DRAM 制御回路の故障修理動作の流れを説明す
る。2.2.2 節で述べたように、修理動作は周期修理状態(Cyclic repair state)と割込み修理
状態(Interrupt repair state)からなる。図 2-2 で示した汎用的な状態遷移と本 DRAM 制御
回路用の状態遷移が異なる点は、DRAM 制御特有のサブ状態である出力無効化状態
(Write-invalidation state)と再開準備状態(Resume-preparation state)が割込み修理状態に
追加された点である。 
 DRAM 制御回路は通常は周期修理状態でありバックグラウンドで回路全体の CRAM
スクラビングが行われるが、故障検出回路により故障が検出され修理制御回路に通知さ
れると割込み修理の出力無効化状態に遷移する。この状態では誤書込み無効化回路が
DRAM にあるデータを保護するために DRAM への書込みを無効化し、DRAM 制御回路
で実行中の全ての処理の実行が中止される。次に CRAM 修理状態に遷移し、修理制御
回路が故障検出回路により通知された部分の回路構成情報を CRAM から読出し訂正す
る。この部分訂正が完了すると再開準備状態に遷移する。この状態では修理制御回路か
ら要求を受けた DRAM 状態修復回路が DRAM の状態の修復を行う。この状態修復が完
了するとリトライ状態に遷移し、修理制御回路はリトライキュー回路にリトライ要求を
発行する。この要求を受けたリトライキュー回路は故障により中止された DRAM アク
セス処理要求を DRAM 制御回路の主機能回路に再発行し、これを受けた主機能回路が
再発行された処理を実行する。このリトライ処理後、修理制御の状態は元の周期修理状
態に戻り通常の処理が再開される。この修理制御動作はリードアクセスでもライトアク
セスでも共通である。 
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図 2-3 DRR方式を適用した DRAM制御回路の構成と動作 
(© 2017 IEICE, 研究業績[3]) 
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以上のように、DRR 方式は、回路に顕在化した故障が発生しても割込み修理処理によ
り故障発生部分の修理を行い、修理完了後に故障により中止された処理を再実行し処理
を再開する。これにより、DRAM アクセス要求を送ったプロセッサからは DRAM 制御
回路内で顕在化した故障は隠ぺいされ、プロセッサで実行されるソフトウェアプログラ
ムの観点からは故障が発生していなかったかのように動作が継続される。 
 以下の節においては、DRAM 制御回路の故障耐性を向上させるための各回路の構成と
動作を説明する。 
 
2.3.3.  誤書込み無効化回路 
 本節では誤書込み無効化回路(WI)の動作と回路構成に関して記載する。本回路は、
DRAM制御回路で故障が検出された時にDRAMへの書込みを無効化する。これは、FPGA
が故障により DRAM に誤ったデータの書込みを行い、修理動作が不可能になるのを防
ぐための機能である。 
 誤書込み無効化回路は、データマスク信号(DM)をアサートすることにより書込みの無
効化を行う。故障検出時の DRAM インターフェースの動作の例を図 2-4(a)に示す。こ
の例では、故障検出回路 FD1 が C3 のタイミングで故障を検出し、その故障検出回路か
ら通知を受けた誤書込み無効化回路がデータマスク信号をアサートしている。この無効
化は回路構成情報の訂正が完了するまで継続される。 
 次に回路構成を図 2-4(b)に示す。誤書込み無効化回路は、スイッチ回路とシーケンサ
回路からなる。シーケンサ回路は、故障検出通知を受信してから回路構成情報の訂正が
完了するまでの間、データマスクの全信号が 1 となるようにスイッチ回路を制御する。 
以上のように、書込み無効化の手段としてデータマスク信号のアサートを用いること
で、本機能を単純な制御でかつ小規模な回路で実現できる。 
 
2.3.4.  DRAM状態修復回路 
 DRAM 状態修復回路は、再開準備状態において、DRAM の状態を修復するための機能
を持つ。状態を修復するために、DRAM 状態修復回路は、意図しない状態にある DRAM
を Idle 状態に遷移させるように、コマンドを発行する。 
 この動作を DRAM の状態遷移図を用いて説明する。図 2-5 は DRAM の状態遷移図の
主部分と、状態回復処理時の状態の遷移を示している（この状態遷移図は Micron 社の
DDR-SDRAM のドキュメント[17]を基にした）。本図では、状態回復処理時の遷移を太
線（実線と点線の両方を含む）で示し、その他の遷移は通常の線で示している。再開準
備状態に入ると、DRAM 状態修復回路は DRAM の状態を Idle 状態に遷移させるために、
PRE (Precharge)と SRX (Self-refresh exit)と PDX (Power down exit)のコマンドを DRAM に
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発行する。例えば、故障発生時に DRAM の状態が意図せずに Bank active 状態であって
も、DRAM 状態修復回路が再開準備状態で PRE コマンドを発行することでその状態を
Idle 状態に遷移させることができる。 
このように、DRAM 状態修復回路は、数種類のコマンド発行によって意図しない状態
にある DRAM の状態を Idle 状態に遷移させることで修復する。この機能によって故障
後でも DRAM アクセス処理を意図通りに再開できる。 
  
(b) Block diagram
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図 2-4 誤書込み無効化回路の動作と構成 
(© 2017 IEICE, 研究業績[3]) 
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2.3.5.  リトライキュー回路 
 リトライキュー回路は、プロセッサから受信した DRAM アクセス要求のうちで処理
が完了していない要求を保持し、故障検出時に再実行が必要になった際に保持している
要求を主機能回路に再発行する。 
 図 2-3 に沿ってその動作を示す。リトライキュー回路(RQ)はプロセッサからリード
やライトの DRAM アクセス要求(Processing request)を受けるとその要求を内部の要求キ
ュー回路に保持し、一方で保持された要求を DRAM 制御回路の主機能回路(DRAM 
control block)に発行する。主機能回路はこの要求を受けて DRAM へのリード又はライト
のアクセスを行う。主機能回路がこの DRAM アクセスを完了させてプロセッサに要求
に対する応答(Processing response)を問題なく返信すると、故障検出サブ回路(FD2)がリ
トライキュー回路に対してアクセス完了信号(Completion signal)を発行する。故障検出サ
ブ回路は、二つの主機能回路の信号を比較して、有効な応答(リードデータ又はライト
完了通知)が誤りなくプロセッサに返信された時のみこの完了信号を発行する。次に、
リトライキュー回路はこの完了信号を受信すると、キュー回路内に保持された対応する
アクセス要求を消去する。 
 逆に、故障検出サブ回路(FD2)は、応答に誤りを検出するとその応答を無効化し、主
検出回路(FD)を介して検出した故障を修理制御回路に通知し割込み修理を開始させる。
この際には当然リトライキュー回路への完了信号は発行されないため、リトライキュー
回路は故障によって完了しなかったアクセス要求をそのまま保持することになる。そし
て修理完了後に修理制御回路からの再発行要求(Retry request)を受けて保持しておいた
アクセス要求を再発行する。 
 このような動作によって、リトライキュー回路は完了していないアクセス要求のみを
保持しておくことができ、動作再開時に故障時の中止された DRAM アクセスを再発行
することができる。 
 
2.3.6.  修理制御回路 
 修理制御回路(RC)は DRR 方式の核となる回路であり、主に、修理シーケンスの制御、
回路構成情報の訂正、修理動作評価のための回路構成情報への誤り注入の三つの機能を
持つ。そして、これらの機能を実行するために、修理制御回路は、修理シーケンス制御
回路(Repair-sequencer block)と、CRAM 訂正回路(CRAM-correction block)と、誤り注入回
路(Error-injection block)を有する(図 2-6)。 
 第一の修理シーケンス制御回路は、図 2-3 に示した状態遷移に沿って、修理動作を
制御する。 
 第二の CRAM 訂正回路は、周期修理状態と割込み修理の CRAM 訂正状態において、
回路構成情報の誤りを検出しその訂正を行う。この CRAM の訂正は、コンフィギュレ
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ーションフレームと呼ばれる CRAM の要素単位毎に実行される。この訂正動作では、
CRAM 訂正回路は最初に CRAM インターフェース回路(CRAM interface block)を介して、
CRAM のコンフィギュレーションフレームから回路構成情報を読み出す。この CRAM
インターフェース回路は CRAM 内の回路構成情報を読み書きするための回路であり、
FPGA メーカーにより用意されている。Xilinx 社の FPGA では ICAP と呼ばれる回路が
これに相当する[18]。次に CRAM 訂正回路は ECC と CRC を用いて読み出した回路構成
情報に誤りがないかどうかを検査する。最後に CRAM 訂正回路は誤りを発見するとそ
の情報の訂正を行う。この誤りが 1 ビット誤りであれば ECC を用いて訂正する。それ
以外の誤りの場合は、フラッシュメモリインターフェース回路(Flash memory interface 
block)を介して正しい情報をフラッシュメモリから読出し、この情報を用いてコンフィ
ギュレーションフレームの誤った回路構成情報の上書き訂正を行う。 
 第三の誤り注入回路は、修理動作の評価のために回路構成情報に意図的に誤りを注入
する回路である[19]。本回路は、要求信号(Error-injection request)がアサートされると、
回路構成情報の指定ビットの情報を反転させ誤りを注入する。なお、本回路は DRR に
よる信頼性向上の評価時のみに用いられる。 
 
 
図 2-6 修理制御回路の構成 
(© 2017 IEICE, 研究業績[3]) 
 
  
CRAM-correction block
Fault detection
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Error-injection block
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Repair-sequencer block 
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2.4. プロトタイプ回路の実装 
 
2.4.1. 回路構成 
 DRR 方式を FPGA に実装して評価するためにプロトタイプ回路を構築した(図 2-7)。
図に示すように、このプロトタイプ回路は、DRR 方式を適用した DRAM 制御回路(DRAM 
controller)と修理制御回路(RC)とプロセッサ(Processor)と本プトロタイプ回路の評価に
用いる実験用回路(PR)から構成される。本プロトタイプ回路では、通常の機械制御用コ
ントローラ向けのマイコンと同様に、プロセッサが DRAM アクセスを含むプログラム
を実行する。 
これらの要素回路の中でDRAM制御回路と修理制御回路は前節で述べた回路である。 
プロセッサには OpenRISC プロジェクトにてオープンソースの CPU として開発された
OR1200 マイクロプロセッサを用い、高信頼化のための方式として CRAM スクラビング
付 TMR 方式を適用した[7]。この OR1200 は合成可能な RISC コアであり、32 ビット長
の命令セットを持つ[20]。また、実験用回路はこのプロトタイプ回路を FPGA に実装し
て信頼性を評価する際に用いられる。その主な機能は、FPGA に実装されたプロトタイ
プ回路と実験制御用のホスト PC を RC-232C 通信を介して接続し、評価中のプロトタ
イプ回路の動作履歴をホスト PC に送信することである。 
 なお、このプロトタイプ回路の修理動作は 2.3.2 節で述べたものである。通常は周期
修理状態にあり、DRAM 制御回路で故障が検出されると割込み修理状態に遷移する。周
期修理状態では、全ての回路(プロセッサ、DRAM 制御回路、修理制御回路、実験用回
路)の回路構成情報に対して順に CRAM スクラビングを実施する。一方、割込み修理状
態では、DRAM 制御回路で検出された故障に対して、故障箇所近辺の回路構成情報のみ
の検証と訂正を実施する。 
 
2.4.2. FPGAへの実装 
 前述のプロトタイプ回路を、Xilinx 社の FPGA チップである Kintex®-7 (XC7K325T)
に実装した[21]。この FPGA は 28 nm の CMOS 製造プロセスで製造された中規模クラス
のチップであり、搭載される FPGA 回路の基本単位であるルックアップテーブル(LUT)
の数は約 20 万個、DSP 演算ブロックの数は 840 個である。本 FPGA の CRAM は SRAM
で実装されている。また、この FPGA へのプロトタイプ回路の実装は、Xilinx 社が提供
する開発ツールである Vivado®を用いた [22]。このツールを用いると、開発した
RTL(register transfer level)記述の回路に対して、論理合成、配置配線、その結果として
得られた回路構成情報の FPGA 実装までを一貫して行うことができる。 
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 本プロトタイプ回路を前述の Vivado を用いて配置配線した実装イメージを図 2-8 に、
各回路ブロックの主な仕様を表 2-1 に示す。四つの回路の主要部分の動作周波数は全
て 100 MHz とし、DRAM 制御回路がアクセスするメモリには DDR3 SDRAM を用いた。
本実装時の LUT の使用率は 33％であった。また、修理制御回路が CRAM にアクセスす
るためのインターフェース回路としては、FPGA に実装されている Xilinx 社の ICAP 回
路を利用した[5][18]。 
 
表 2-1 プロトタイプ回路の諸元 
(© 2017 IEICE, 研究業績[3]) 
Function block Features 
Processor Base core： OR1200 
 Operating frequency： 100 MHz 
DRAM controller DRAM type: DD3-800 
 Data width： 64 bit 
 Operating frequency： 100 MHz 
Repair controller (RC) CRAM access circuit： ICAP 
 Operating frequency： 100 MHz 
Proto controller (PR) Communication interface： RS-232C 
 Operating frequency： 100 MHz 
  
IO circuit
CRAM IF
Retry req.
FPGA
FlashDDR-SDRAM
DRAM controller (DRR)
Communication 
with PC
PR
Error-injection
request
Bit-inversion
results
Fault
detection
Resume prep. req.
RC
Processor (TMR)
OR 1200 OR 1200 OR 1200
Test-program execution results
Flash IF
図 2-7 プロトタイプ回路の構成 
(© 2017 IEICE, 研究業績[3]) 
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図 2-8 プロトタイプ回路の FPGA実装 
(© 2017 IEICE, 研究業績[3]) 
 
 
2.5. 評価 
2.5.1.  修理動作の実証 
 前述の FPGA に実装したプロトタイプ回路を用いて、DRR 方式による修理動作を実
証した。この実証実験ではターゲットとなる FPGA に実験制御用の PC を接続して実験
を行った。図 2-9 はその実験環境である。 
 修理動作の確認には回路構成情報に誤りを発生させる必要があり、本実験では前述の
修理制御回路内の故障注入回路(2.3.6 節)を用いて誤りを意図的に発生させた。また、修
理動作が想定通りに行われているか確認するために、FPGA に実装されたプロトタイプ
回路の一部の信号の動作を取得し観測した。この FPGA 内の信号動作の取得には、Xilinx
社の提供する FPGA 内部動作解析機能である Integrated Logic Analyzer (ILA)を活用した
[23]。この ILA 機能は、予め指定した信号の動作を定めたサンプリング周波数でサンプ
リングし、その値を FPGA 内部の使用していない RAM に一時的に格納し、FPGA の動
Processor
OR1200
（TMR）
RC
PR
DRAM controller
（DRR）
Prototype circuit
FPGA: Xilinx Kintex-7 XC7K325T
Design tool: Vivado 14.2
LUT utilization: 33 %
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作を停止させてからホスト PCにそのデータを転送し信号波形として再現する事ができ
る。FPGA の持つ空きメモリ容量等により取得できる信号数と時間サンプル数は制限さ
れるものの、内部信号動作を観測できる。 
 この ILA 機能を用いて再現された割込み修理時のプロトタイプ回路の信号波形を図 
2-10 に示す。本波形はシミュレーションによる結果ではなく、実 FPGA 上で回路動作
をさせた際の測定波形である。この実験では、DRAM へのライトアクセス中に DRAM
制御回路内に誤りが注入されている。 
 図 2-10 (a)はこの割込み修理の全体の動作を示している。本図の時間 T1 において、
DRAM 制御回路の故障検出回路が DRAM ライトアクセス中の DRAM 制御回路内に故障
を検出し、その故障を修理制御回路に通知している。この時実行中であった DRAM ラ
イト動作は中止される。時間 T1 に通知を受けた修理制御回路は割込み修理動作を開始
する。本例では、修理制御回路によって、時間 T2 と T3 の間で故障が発生した箇所の
回路構成情報の訂正が行われている。時間 T1 と T2 の期間は、周期修理状態から割込
み修理状態へ遷移する切換え時間である。この切換え時間が必要な理由は、本修理制御
回路が訂正を行う CRAM の単位をコンフィギュレーションフレームとし、あるフレー
ムの検証と訂正を開始するとそのフレームの処理を完了するまで動作を続ける仕様と
しているためである。この時間 T1 から T3 の期間は DRAM 制御回路の動作は停止して
おり、プロセッサからの DRAM へのアクセスは実行できない。一連の修理が完了する
時間 T3 において、故障発生によって中止された DRAM アクセスがリトライキュー回路
から再発行され再実行される。その後は再実行されたアクセスに続いて処理が継続され
ている事が分かる。また、本例において、故障を検知してから修理が完了するまでの修
理時間は、時間 T1 から T3 の時間であり 319μs であった。 
 図 2-10(b)は(a)で示した修理動作の時間 T1 付近の信号動作を拡大し表示している。
本図より、アドレス 0x3FFFFFF4 へのライトアクセス中に故障が検出され、ライト処理
が完了する前にライトアクセスが中止されていることが分かる(処理が完了するとライ
トアクセス完了信号(DRAM write completion)がアサートされるが本例ではアサートされ
FPGA
Probed signals
図 2-9 評価実験環境 
(© 2017 IEICE, 研究業績[3]) 
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ていない)。 
 図(c)は修理動作が完了する時間 T3 付近の信号動作を拡大し表示している。発行され
たリトライ要求(Retry request)を受けて、時間 T3 において、先に中止されたアドレス
0x3FFFFFF4 へのライトアクセスが再発行されている。この時点では既に誤りが訂正さ
れているため、このライトアクセスは正常に完了し、ライトアクセス完了信号がプロセ
ッサに対してアサートされている。以上の信号動作より、開発したプロトタイプ回路が
意図通りに修理動作を実行していることを確認できた。 
次に、本 DRR 方式を CRAM スクラビング付 TMR 方式と比較する際に重要となる修
理時間に関して整理しておく。本章の 2.2.2 で触れたように、DRR 方式は TMR 方式に
比べて大幅な回路規模の削減が期待できる一方で、回路動作が一時停止する修理期間が
発生する(ただし、CRAM スクラビングのみを適用した場合と異なり、この期間も誤っ
た情報は出力されない)。そのため修理時間のオーダーを確認しておく必要がある。こ
の修理時間は修理動作を行う CRAM の容量に依存し、その容量が小さいほど時間も短
くなる。この容量を下げるためには回路構成情報の量を小さくすればよく、そのために
は回路を分割すればよい。修理時間の最大値は、分割されたブロックのうちで最も大き
な回路規模のブロックによって決まる。今回の FPGA 実装では DRAM 制御回路を 9 ブ
ロックに分割しており、最大修理時間は 1.2 ms であった。本 DRR 方式は、この修理時
間の一時停止を許容できるシステムには、有効な高信頼化方式であるといえる。実シス
テム適用時には、許容される停止時間制約を満たすように、回路の分割を検討し設計す
る必要がある。 
  
Repair time (319 ms) (a) Overall view
T1 T3T2
Fault detection in DRAM write access Retry request
DRAM accesses Resumed DRAM accesses
Fault detection
Retry request
Interrupt repair state
State of RC
Write request to DRAM
Write address to DRAM
DRAM write completion
DRAM access request
DRAM access response
Repair sequence
100,000 150,000Switching time (21 ms) 200,000 250,000 300,000 350,000 ns
(c) Enlarged view at completion of interrupt repair 
Write request to DRAM (ADR:  0x3FFFFFF4)
retried after repair
Write success response
for retried request
T3 (End of interrupt repair)
Retry request
328,000 328,200 328,400 328,600 328,800 ns
T1 (Start of interrupt repair)
(b) Enlarged view at start of interrupt repair
Write request to DRAM (ADR:  0x3FFFFFF4)
canceled due to fault occurrence
Fault detection
9,200 9,400 9,600 9,8009,0008,800 ns
DRAM write access executed 
successfully (ADR:  0x3FFFFFF0)
図 2-10 割込み修理時の信号動作（測定結果） 
(© 2017 IEICE, 研究業績[3]) 
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2.5.2.  回路規模の評価 
 本 DRR 方式は、TMR 方式と比較して回路規模を大幅に削減できることが期待される。
この回路規模の評価を、DRAM 制御回路を用いて実施した。 
 図 2-11 のグラフはこの評価の結果を示す。グラフの横軸は使用したルックアップテ
ーブル(LUT)の数であり、この数は回路規模に相当する。棒グラフ(a)は、CRAM スクラ
ビング付 TMR の LUT 数を表す(修理制御回路も含む)。この実装は文献[7]に基づいて行
い、主機能回路は三重化され、主機能回路の入出力だけでなく内部にも多くの多数決回
路が挿入されている。これらの多数決回路により、故障の伝搬が防止される構造となっ
ている。 
 他方の棒グラフ(b)は、同一の DRAM 制御回路に DRR 方式を適用した場合の LUT 数
を表し、DRAM 制御回路と修理制御回路が含まれている(これらは前節で説明した回路
である)。 
 グラフが示すように、この評価において DRR 方式は TMR 方式に対して使用する LUT
数を 42％低減することに成功した。これより DRR 方式が回路規模の削減を可能にする
方式であることが実証された。 
  
(a) TMR  
(b) DRR  
0 
Utilization (kLUT)
10 20 30 40 50 60 70 
Repair controller
42 % reduction
DRAM controller 
図 2-11 回路規模の評価 
(© 2017 IEICE, 研究業績[3]) 
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2.5.3.  中性子照射実験による信頼性評価 
 プロトタイプ回路を実装した FPGA に対する中性子照射実験を実施し、DRR 方式の
ソフトエラー耐性を評価した。本評価は、大阪大学 核物理研究センターの実験施設を
借用し実施した[24]。 
 評価装置の配置と構成を図 2-12(a)と(b)に示す。本実験では上記実験施設の中性子照
射口(Neutron irradiation hole)の前にターゲットとなる FPGA を配置し、その FPGA を
JTAG(Joint Test Action Group)通信と RS-232C通信を介して実験用 PCに接続した。JTAG
は FPGA の回路構成情報の書込みに用い、RS-232C は主にプロトタイプ回路の動作履歴
を FPGA から PC に送るために用いた。 
 図(c)は本実験でのプロトタイプ回路の動作を示す。本動作は次の三つのステップから
なり、それが繰り返し実行される。最初のステップでは、プロトタイプ回路は算術演算
とDRAMアクセスからなるテストプログラムを実行する。2.3節で記述した修理動作も、
このテストプログラムの実行と並行してバックグラウンドで行われる。この修理動作に
よって CRAM 内の回路構成情報に誤り(ビット反転)が検出されると、修理制御回路は訂
正を行うと同時にビット反転情報を記録する。このビット反転情報には、反転が発生し
た FPGA 内の位置と実行された修理の種類(周期修理、又は、割込み修理)が含まれる。 
 次に、テストプログラムの実行が終わると、プロトタイプ回路は、テストプログラム
の実行結果と、記録しておいてビット反転情報をRS-232C通信を介してPCに送信する。
プロトタイプ回路は以上で述べた処理を中性子照射実験中繰り返し行う。 
 最後に、テストプログラム実行結果とビット反転情報を受け取った PC は、その実行
結果を期待される値と比較することで、プロトタイプ回路によるテストプログラムの実
行が正しく行われたかどうかを確認する。実行結果が期待値と一致し、且、ビット反転
が発生していた場合は、修理動作が正しく実行され故障が隠ぺいされたことを示す。実
行結果が期待値と一致し、ビット反転が発生していなかった場合は、故障が発生しなか
ったことを示す。一方、実行結果が期待値と一致しなかった場合は、故障による誤りが
修理できず誤った実行結果を出力してしまったことを示す。 
 本実験中の平均中性子照射数は基準となるニューヨーク市の海抜レベルの中性子照
射数の 8.7×107倍であり、有効照射時間は 11.8 時間であった。これより、本実験で照
射した中性子数は、ニューヨーク市の海抜レベルでの 1.0×109時間分に相当する。また、
平均 DRAM アクセス頻度(リードとライト両方の合計)は一秒間に約 1.7×106回であり、
利用した DRAM の容量は 1 GB である。 
 表 2-2 は本実験の結果を示す。プロセッサ回路と DRAM 制御回路のそれぞれに対し
て、回路構成情報にビット反転が発生した回数と、割込み修理により故障を検出し情報
の訂正を行った回数と、周期修理により故障を検出し情報の訂正を行った回数と、テス
トプログラム実行結果が期待値と異なりテストプログラム実行が失敗した回数が記載
されている。 
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 TMR 実装されたプロセッサに関しては、1145 回のビット反転が発生し、これらは周
期修理によって訂正が行われ、プログラムの実行は正しく行われた。 
 他方の DRR 方式を適用した DRAM 制御回路に対しても、1903 回の全ての回路構成情
報のビット反転に対して期待通りの修理動作が行われ、プログラム実行が誤りなく成功
した。この DRAM 制御回路に対する修理のうちの 42 回は割込み修理によるもので、残
りは周期修理によるものであった。 
この実験結果より、DRR 方式がソフトエラー耐性を向上させる有効なアーキテクチャ
であることが実証された。 
FPGA
Neutron irradiation hole
Research Center for Nuclear Physics, Osaka University 
(a) Experimental setup
Prototype circuit executes test-
program (arithmetic processing
and DRAM access) 
Start 
PC 
Operating 
results 
(c) Evaluation procedure(b) Block diagram
Prototype circuit sends bit-
inversion results and test-
program-execution results to PC
PC judges whether repair is 
executed successfully by checking 
received results
FPGA 
DRAM Flash
Prototype circuit
図 2-12 中性子照射実験による信頼性評価の環境と手順 
(© 2017 IEICE, 研究業績[3]) 
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表 2-2 中性子照射実験による放射線ソフトエラー耐性評価の結果 
(© 2017 IEICE, 研究業績[3]) 
 
Processor 
DRAM 
controller 
Number of bit inversions 1145 1903 
Number of interrupt repairs － 42 
Number of cyclic repairs 1145 1861 
Number of test-program exec. failures 0 0 
 
 
2.6. 考察 
 本章で述べた DRR 方式と TMR 方式は、放射線ソフトエラーに対するフェールオペレ
ーショナルなアーキテクチャとして異なる優位点を有し、両方が有効な設計選択肢とな
る。ターゲットとなるシステムや回路の特性に応じて適用する方式を選択するのが良い。 
 まず、高いソフトエラー耐性は共通の強みである。双方ともに回路の冗長性を持つた
め、誤った出力を行う支配的要因は冗長化された回路間の共通原因故障(Common caused 
failure)でありクロックや電源やリセット等に限定される。そのため誤動作に繋がる故障
率は十分小さな値となる。 
 TMR 方式の固有の優位点はソフトエラー発生時も含めた無停止動作と適用の容易さ
である。他方の DRR 方式の優位点は TMR 方式と比較して小さい回路規模である。しか
し DRR 方式はその回路規模のトレードオフとして割込み修理の際に一時停止するとい
う制約がある。そのため、DRR 方式はこの修理時間が受け入れ可能なシステムに対して
有力な選択肢となる。例えば、制御周期がこの修理時間より十分長いシステムは、修理
時間による瞬時の停止は問題とならず DRR 方式の活用に適する。実際にはこの停止時
間は(回路規模に依存するが)100 マイクロ秒から数ミリ秒に設計することが可能であり、
DRR 方式は多くのシステムに適用可能であると考えられる。 
 
 
2.7. まとめ 
本章では FPGA の放射線ソフトエラー耐性の向上を従来方式に対して小規模な回路
で実現するための論理回路アーキテクチャについて述べた。この目的のために修理機能
とリトライ機能を有する二重冗長方式を開発した。本方式では、二重化された機能回路
の信号を比較し、不一致があった場合には CRAM 上のそれら機能回路の回路構成情報
を部分的に修理し、その後、故障により失敗し完了していない処理を再実行する。故障
が検出された場合には割込み修理が発生しその修理のために短時間停止するオーバー
ヘッドがあるが、従来の多数決方式に比べて回路の小規模化が可能である。本方式を適
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用したメモリ制御回路を FPGA に実装し、放射線照射実験による評価を実施した。この
評価により、放射線による故障の修理が想定通り実行され、提案方式が放射線ソフトエ
ラー耐性を向上させるための有効なアーキテクチャであることが実証された。また、上
記のメモリ制御回路の実装評価において、提案方式は従来の多数決方式に比べて回路規
模を 42%低減することに成功した。これにより提案方式が回路規模の面で優位性を持つ
ことが示された。一方でトレードオフとなるのが故障時の割込み修理のための短時間の
停止であり、この停止時間は回路規模に依存するが多くの場合 100 マイクロ秒から数ミ
リ秒であり実用可能な範囲である。以上のように、本章では開発した論理回路アーキテ
クチャが FPGA を高信頼に活用するための有効な手段であることを示した。 
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3章 メモリインターフェース技術： 
 誘導結合通信を用いた LSI三次元集積 
 
 
3.1. 動機と方針 
プロセッサチップ(演算チップ)の演算性能は、チップ内に集積する演算器の数を増加
させることにより継続的に向上している。この代表例が FPGA や GPU である。しかし
ながら、その演算性能を最大限に引き出すためには、演算器に十分なデータを供給する
必要があり、プロセッサチップとメモリチップ間のメモリインターフェースのスループ
ットと電力効率の向上が求められる。そのためには通信距離削減が大きな効果を持つが、
従来のボード実装では限界がある。 
そこでメモリインターフェースのスループットと電力効率の両方を向上させる革新
的技術として、LSI チップを積層しそれらの間を多数の信号で通信する三次元通信技術
が着目され、様々な研究が行われている[1]-[14]。代表的な三次元通信の方式としては、
チップの回路面から裏面(回路実装面と反対の面)へチップを貫通する配線を有線で形成
する貫通電極(TSV：though silicon via)方式[10]-[14]と誘導結合を利用して通信を行う無
線の誘導結合方式[1]-[7]が挙げられる。 
2 章で述べたように貫通電極方式と誘導結合方式は各々の優位点がある。貫通電極方
式はチップ間を有線で接続する方式であり回路面での技術ギャップが小さいという利
点があるが、貫通電極はLSIの製造に追加の工程が必要となりコスト増加が懸念される。
一方の誘導結合方式は無線方式であり、現在のチップ内の通信方式とは大きく異なり回
路面での技術ギャップは大きいが、LSI 製造プロセスへの負荷が無く製造面のコスト増
加が小さいという利点がある。上述のように本研究では既存の LSI 製造プロセスを用い
て三次元通信を実現することを重視し、プロセッサとメモリ間のインターフェースとし
図 3-1 誘導結合を用いた三次元集積 LSIの模式図 
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て誘導結合通信を活用する。 
図 3-1 は誘導結合通信を用いてプロセッサチップとメモリチップ間を接続した三次
元集積 LSI の模式図である。プロセッサチップの演算性能を最大限に引き出すためには
ワークメモリの容量は大きいことが望ましく、本図のように複数毎のメモリチップが積
層される実装が理想的である。そこで本研究では、プロセッサ上に複数枚のメモリを積
層しそれらを誘導結合通信で接続する LSI 三次元集積技術の開発を試みた。 
 
 
3.2. 誘導結合を用いた多層積層 LSI間通信の課題 
誘導結合通信方式は、積層されるチップ上に金属配線を用いて形成されたインダクタ
間の誘導結合を利用してチップ間の通信を行う方式である。代表的な誘導結合の通信回
路の方式は、送信用インダクタに急峻な傾きを持つ電流を流して電磁信号を発生させ、
別チップの受信用インダクタに誘導される電圧を信号として受信するものである。誘導
結合方式は、積層された 2 枚のチップ間の通信に対して、従来の平面実装を大きく越え
る電力効率でチャネルあたりの通信速度 1Gbps（当時のトップクラス）の通信を実現し、
優れた性能を有することが実証されていた[6]。 
しかしながら、プロセッサの上に複数のメモリチップを積層する場合等の 3 枚以上の
チップ間の誘導結合通信に関しては十分な研究がなされておらず、このような多層チッ
プ間通信を小面積かつ高い電力効率で行うためには、実装、回路、通信方式等の面で新
たな技術課題を解決する必要があった。通信を高効率に行うためには送信回路で発生し
た信号の強度をなるべく劣化させずに受信回路に伝達することが鍵となる。特に誘導結
合通信における信号強度の減衰は通信距離に強く依存するため通信距離を小さくする
ことが極めて有効である。そのため、一つ目の課題は、通信距離を短くするために積層
チップ間隔を狭くする積層実装方式の開発である。通信距離の削減は回路面積および消
費電力の両方によい効果をもたらす。二つ目の課題は、直接通信に関わらない不使用イ
ンダクタに誘起される誘導電流による通信信号強度の劣化を抑制することである。三つ
目の課題は、積層された複数チップ間で誘導結合通信路を共有する際に通信を衝突なく
行うための通信制御方式の開発である。 
更に三次元積層時の副次的な課題として LSI の温度制御が挙げられる。過度な発熱に
よる LSI の温度上昇は熱暴走など深刻なエラーを引き起こすが、三次元集積により熱密
度が増しそのリスクが高まるためである。 
そこで本研究では、第一の課題である通信距離を小さくするためのワイヤ埋め込み多
層積層技術、第二の課題である信号強度を改善するためのインダクタ開放制御技術、第
三の課題である共有通信路で衝突なく通信を行うためのメモリアクセス制御技術、第四
の課題に対する適応温度制御技術の開発を行った。 
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3.3. 三次元集積技術 
3.3.1. 三次元集積 LSI 
本研究では、一枚のプロセッサチップ[15][16]の上に二枚の SRAM チップを積層し、
チップ間のデータ通信を誘導結合通信で行う三次元集積 LSI を開発した(図 3-2)。この
中のプロセッサチップ(Processor)には、8 個のプロセッサコア（PU）と、誘導結合通信
の制御を行う回路(ICCP)と、それらをつなぐオンチップインタコネクト回路(OCIC)と、
誘導結合通信用の送信回路(Txp)と、誘導結合通信用の受信回路(Rxp)と、誘導結合通信
用のインダクタが集積される。他方の SRAM チップ(SRAM0/1)には、1 MB の SRAM ア
レイと、誘導結合通信の制御を行う回路(ICC0/1)と、誘導結合通信用の送信回路(Tx0/1)
と、誘導結合通信用の受信回路(Rx0/1)と、誘導結合通信用のインダクタが集積される。
なお、SRAM チップへの電力供給については安定性と効率の面からワイヤボンディング
を用いた。 
この三次元集積 LSI の 8 個のプロセッサコアは、プログラム実行時に誘導結合通信を
介して積層された SRAM チップへのデータアクセスを行う。データアクセスの際には、
プロセッサコアが発行したデータ読み出し/書き込み要求が誘導結合通信を介して
SRAM チップへ伝達され、この要求に対する読み出しデータが SRAM チップから誘導結
合通信を介してプロセッサへ伝達される。この誘導結合による三次元通信経路は、プロ
セッサチップのTxpからSRAMチップのRx0/1へアクセスを行うアップリンクと、SRAM
Inductive-couple link (uplink/downlink)
(clock (600 MHz), 16-bit data, control signal)
ICCP
PU
(x 8)
Rxp
Txp
ICC0
1-MB
SRAM
Rx0
Tx0
ICC1
1-MB
SRAM
Rx1
Tx1
Processor
(bottom layer)
SRAM0
(middle layer)
SRAM1
(top layer)
OCIC
Uplink
Downlink
図 3-2 三次元集積 LSIの構成 
(© 2010 IEEE, 研究業績[1]) 
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チップの Tx0/1 からプロセッサチップの Rxp へデータを返信するダウンリンクからな
る。また、これらのリンクはソースクロック同期方式を用いており、それぞれのリンク
は 600 MHz のクロック信号と 16bit のデータ信号と 2bit の制御信号からなる。 
この三次元集積 LSI の特徴は、チップ間通信用の誘導結合と電源供給用のワイヤ接続
によるハイブリッドコネクトを用いて、プロセッサチップ上に複数枚の SRAM チップを
積層した点である。 
 
3.3.2. ワイヤ埋め込み多層積層技術 
試作したプロセッサチップと SRAM チップのチップ写真を図 3-3 に示す。今回の試作
ではプロセッサチップを 90nm-COMS プロセスで、SRAM チップを 65nm-CMOS プロセ
スで製造した。異なる製造プロセスの LSI チップを集積できる点も三次元集積の利点で
ある。 
次に、図 3-3 に示す積層実装の断面図を用いて、本試作での実装の概要と実装面の技
術課題を説明する。この試作ではプロセッサチップはパッケージボード上にフェイスダ
ウンで C4 バンプを用いてマウントされる。SRAM0 はこのプロセッサチップの上にフェ
イスアップで接着され、SRAM0 の上面に電源供給用のワイヤがボンディングされる。
9.
88
 m
m Processor (8-core)
90-nm CMOS
6.
5 
m
m SRAM (1-MB)
65-nm CMOS
SRAM0 (face up)
Processor (face down)
Package board
SRAM1 (face up)50 mm Short risk B
50 mm
50 mm
Short risk ACrack risk
Wires
Inductive-coupling links
図 3-3 三次元集積における実装面の課題 
(© 2010 IEEE, 研究業績[1]) 
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更に、この SRAM0 の上に SRAM1 がフェイスアップで接着され、SRAM1 の上面に電源
供給用のワイヤがボンディングされる。また、通信距離を短くするためにこれらのチッ
プは 50μm 厚に削られている。 
 本実装における課題は、小面積かつ低消費電力で誘導結合通信を実現するためにチッ
プ間の通信距離を短くすることである。しかしながら、電源供給のためにワイヤ接続を
用いるハイブリッドコネクトでは二つの技術課題がある。一つ目の技術課題は、SRAM0
のワイヤと SRAM1の背面の接触(図 3-3の短絡リスクA)及び SRAM0のワイヤと SRAM0
のエッジの接触(図 3-3 の短絡リスク B)を回避しつつ、SRAM0 と SRAM1 間のスペース
を狭くすることである。もう一つの技術課題は、薄い SRAM1 にひびを入れずに SRAM1
にワイヤボンディングを行うことである。このためには、SRAM0 の電源供給用のワイ
ヤが存在する狭い SRAM チップ間に隙間なく接着剤を詰めることが必要である。 
 これらの課題を二つの実装技術により解決した（図 3-4）。第一には、ボンディング
SRAM0 (face up)
Processor (face down)
Package board
SRAM1 (face up)50 mm
40 mm (glue)
50 mm
50 mm
20 mm (glue) Shaping plateWire penetration into glue
Power supply for SRAM0
(wire penetration into glue)
SRAM0
ProcessorShaping plate
SRAM1
Glue
Power supply for SRAM1
図 3-4 ワイヤ埋め込み多層積層 
(© 2010 IEEE, 研究業績[1]) 
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ワイヤの接触を回避するためのワイヤ支持プレート(Shaping plate)を用いたワイヤ形成
である。ワイヤ支持プレートにより、短絡リスク A と B を心配することなく SRAM0 の
ワイヤの高さを下げることができ、チップ間距離の削減が可能となる。第二には、ワイ
ヤを埋め込むことが可能な特殊な接着シート（日立化成 HS シリーズ）を用いたワイヤ
埋め込み積層である。本接着シートは、適切な温度と圧力を与えることで、ワイヤを接
着シート内に埋め込ませることができる。これにより最小のチップ間隔で隙間なく接着
剤を詰めることが可能となる。 
これらの技術を用いた積層結果を図 3-4 の写真に示す。SRAM0 チップへのワイヤが
接着剤中に埋め込まれていること、ワイヤとチップの短絡がないこと、ボンディング部
分にひびがないことが分かる。これらの技術により、課題であった SRAM0 と SRAM1
のチップ間距離をチップ厚以下の 40μm 厚に抑えることに成功した。その結果、プロ
セッサチップと 2 枚の SRAM チップ間の通信距離を 210μm に抑えた三次元集積 LSI の
実現が可能となった。 
 
3.3.3. インダクタ開放制御技術 
プロセッサ上に複数の同一のメモリを積層する場合、プロセッサのインダクタの上
には複数のメモリのインダクタが位置する構造となる。そのため、プロセッサが一方の
メモリにアクセスする際には、アクセスしないメモリチップの不使用インダクタにも電
流が誘導され、これが信号強度の劣化の原因となる。 
この不使用インダクタの誘導電流による信号強度劣化の程度をシミュレーションに
より評価した（表 3-1）。通信距離が同じという条件で不使用インダクタが無い場合
(Case 1)と有る場合(Case 2)を比較評価することで信号強度劣化を定量的に算出した。こ
の評価によって、信号強度の劣化が大きいのは通信を行うインダクタの間に不使用イン
ダクタが配置されるプロセッサチップと SRAM1 間の通信であることが分かる。特にプ
ロセッサチップの Txp から SRAM1 の Rx1 へのアップリンクの経路で最も大きな 10.8％
の劣化が発生する。 
著者等はこの信号劣化を最小限に抑えるために、インダクタ開放制御技術を開発し
た。これは不使用インダクタを開放状態にすることで、誘導電流を最小にするものであ
る。例えば、プロセッサチップの Txp から SRAM1 の Rx1 へのアクセスが発生する場合
には、通信に関係のない SRAM0 の Rx0 に接続されたインダクタを開放状態にする。 
このインダクタ開放制御機能を備える三次元通信受信回路と送信回路の構成を図 
3-5 に示す。図 3-5(a)が受信回路である。この受信回路は消費電力を減らすためにイネ
ーブル信号の立ち上がりでデータをセンスし保持する構成をとる。この受信回路におい
て、インダクタを開放状態にするための制御信号が B0_en/B1_en であり、受信回路のバ
イアス電圧を制御することで接続されるインダクタを開放状態にする。一方、送信回路
(図 3-5(b))は、送信イネーブル信号(Tx0_en/Tx1_en)にパルスを印加することで、インダ
クタに電流を流す構成である。この送信回路においては、送信イネーブル信号を Low
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に保つことでインダクタを開放状態にする。 
本方式を用いた回路の動作を、タイミングチャートを用いて示す。図 3-6 はプロセ
ッサチップから SRAM0、SRAM１へのアクセスを順に行った場合の動作を示す。プロセ
ッサチップから SRAM0 へのアクセスを例にとると、プロセッサチップが TXP_en信号をア
クティブにすることで送信インダクタにひげ状の電流 ITxp を発生させる。この ITxp によ
り、SRAM0 の受信インダクタには IRx0が、SRAM1 の受信インダクタには IRx1がそれぞれ
誘起される。しかしながら、SRAM1 の受信回路が搭載されたインダクタ開放制御回路
を用いてインダクタを開放状態に制御しているため、誘導される不要な電流 IRx1は抑制
される。ここで、IRx1が 0 にならないのは、寄生容量に流れる電流が存在するためであ
る。 
このインダクタ開放制御による通信の信号強度の向上をシミュレーションにより評
価した。図 3-7 は、今回開発した三次元 LSI と同じようにプロセッサチップに 2 枚の
SRAM メモリチップを 210μm の積層厚に積層した場合の結果を示す。通信を行うチッ
プ間に不使用インダクタが配置されるケース(図 3-7 の(2)(4))で効果が高く、プロセッサ
チップから SRAM1 チップへの通信強度は 5.5％向上するという結果が得られた。 
また、三次元実装ではチップが薄いほど通信距離が短くなり優位となるため、今後は
チップの薄膜化が期待される。この際のインダクタ開放制御技術の効果をシミュレーシ
ョンにより評価した。図 3-7(b)は、今回の試作と同じ 210μm 厚に積層する LSI チップ
の枚数を増加させた場合の評価結果である。この結果から、積層枚数が増えるほどイン
ダクタ開放制御技術を適用した時の効果が大きくなることが分かる。4 枚の SRAM チッ
プが 210μm 厚に積層された場合では、25%の通信信号強度向上が可能となる。これは
積層枚数が増加するほど不使用インダクタ数が増えるためであり、期待どおりの結果と
いえる。 
 
表 3-1 不使用インダクタの誘導電流による信号強度の劣化 
(© 2010 IEEE, 研究業績[1]) 
Technology process Uplink 
Processor 
 SRAM0 
Uplink 
Processor 
 SRAM1 
Downlink 
SRAM0 
 Processor 
Downlink 
SRAM1 
 Processor 
Distance (mm) 
 
120 210 120 210 
Case 1: 2-chips 
stacked (no unused 
inductors) 
100.0 
(w/o SRAM1) 
38.9 
(w/o SRAM0) 
99.7 
(w/o SRAM1) 
38.9 
(w/o SRAM0) 
Case 2: 3-chips 
stacked (unused 
inductors exist) 
96.4 34.7 96.4 35.0 
Degradation of  
Case 2 to Case 1 
3.6% 10.8% 3.3% 10.0% 
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(a) Receiver circuit Rx0/1 of SRAM 0/1
(b) Transmitter circuit Tx0/1 of SRAM 0/1
Rx0/1_en
Rx0/1_data
B0/1_en
IC
C
0/
1
IC
C
0/
1
Tx0/1_en
Tx0/1_data
IRx0/1
ITx0/1
図 3-5 インダクタ開放制御機能を備える受信回路と送信回路 
(© 2010 IEEE, 研究業績[1]) 
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ITxp
IRx0
IRx1
Txp_en
Rx0_en
Rx1_en
Processor 
SRAM0
Processor 
SRAM1
Selected 
SRAM
SRAM0
SRAM1IRx1
IRx0
ITxp
SRAM0
Processor
Open-skipped inductor
Timing margin
SRAM1
B0_en
B1_en
図 3-6 インダクタ解放制御のタイミングチャート 
(© 2010 IEEE, 研究業績[1]) 
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3.3.4. 多層メモリアクセス制御方式 
 本三次元集積LSIは二つの SRAMチップが同じ誘導結合通信路を共有するバス構成を
有する。このようなバス型の通信路は拡張性や回路の小規模化の面で優位であるが、共
有の通信路上でのデータ衝突により通信が誤ることを避ける手段が必要となる。 
 そこで本三次元集積 LSI では、このデータ衝突を避ける多層メモリアクセス制御方式
を誘導結合通信回路に実装した。通信データの衝突が発生しうるのは複数の SRAM チッ
プからプロセッサチップにリードデータが通信されるダウンリンクであり、データ衝突
の可能性のあるリードデータはプロセッサからのリード要求に対する返信である事に
着目した。これに基づき、各々の SRAM チップのクロックとリードデータの送信をリー
ドデータの返信タイミングのみとすること、及び、リードデータの返信タイミングがオ
図 3-7 インダクタ開放制御による三次元通信の信号強度の向上 
(© 2010 IEEE, 研究業績[1]) 
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ーバーラップしないようにプロセッサのメモリアクセス要求を発行することを特徴と
するメモリアクセス制御方式を開発し、データ衝突の課題を解決した。本論文ではこの
方式をピンポイントデータ取得方式と呼ぶ。 
 この方式を組み込んだ誘導結合通信制御回路(ICCP)の構成を図 3-8 に示す。本回路は、
メモリアクセス要求を発行するアクセス要求制御回路(Request controller)と、リクエス
ト要求タイミング生成回路(Request-timing-generator)と、Rxp からの受信リードデータ
を格納するバッファ回路(RSBF)と、プロセッサにリードデータを提供するためのインタ
ーフェース回路(ICRSC)と、ピンポイントデータ取得制御回路(Pinpoint-data-capture 
circuit)からなる。 
この方式の鍵となるのは、リクエスト要求タイミング生成回路と、ピンポイントデー
タ取得制御回路である。リクエスト要求タイミング生成回路は、リードデータ取得サイ
クルカウンタ(Capture-cycle counter)によって、リードデータの返信タイミングがオーバ
ーラップしないように連続するリード要求間隔を制御する。このカウンタには、メモリ
へのリード要求を発行するタイミングで、リードデータ取得に要するサイクル数(マー
ジンを含む)が設定される。この値はリードデータのサイズに依存する。一方、ピンポ
イントデータ取得制御回路は、二つのカウンタを用いてリードデータを取得するタイミ
ングを計測しリードデータ取得のためのトリガ信号を生成するデータ取得タイミング
生成回路(Capture-timing generator)を持つ。この二つのカウンタのうちの一つである返
信レイテンシカウンタ(Response-latency counter)には、この誘導結合通信制御回路がメ
モリへのリード要求を発行してからリードデータの最初のセルがメモリから送信され
るまでのクロックサイクルが設定される。もう一方のリードデータ取得回数カウンタ
(Capture-number counter)には、リードデータのサイズに応じたリードデータ取得回数が
設定される。このリードデータ取得回数は、リードデータのサイズをリードデータの通
信制御回路内信号幅で割ったものである。これらのカウンタによってプロセッサチップ
はリードデータを受け取るクロックサイクルを知ることができる。 
 また図 3-8 のタイミングチャートは、このピンポイントデータ取得方式の動作の例
を示す。プロセッサチップが SRAM チップに誘導結合のアップリンクを介してリード要
求を発行し、これに対して SRAM チップはクロック信号とリードデータ信号を誘導結合
のダウンリンクに返信する。特徴は、SRAM チップからのクロック信号とリードデータ
信号の送信がリードデータ返信の期間のみであり、その他の期間にダウンリンクへの送
信は行われない点である。また、上述のピンポイントデータ取得制御回路は、リード要
求発行タイミングで、返信レイテンシカウンタとリードデータ取得回数カウンタに所定
の値をセットし、それらをダウンカウントすることでリードデータを取得するクロック
サイクルを計測している。このようなピンポイントデータ取得方式により、通信路での
データ衝突を回避することで、バス型の誘導結合通信路を用いた多層チップ間の通信を
実現した。 
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図 3-8 多層メモリアクセス制御方式 
(© 2010 IEEE, 研究業績[1]) 
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3.3.5. 測定結果と緒元 
試作した三次元集積 LSIを用いてプロセッサチップと SRAMチップ間の通信を評価し
た。測定結果から得られた通信のタイミングマージンを図 3-9 に示す。通信距離が大
きいほどマージンが小さいことが分かる。例えば SRAM1 からプロセッサへのダウンリ
ンクのタイミングマージンは、SRAM0 からプロセッサへのマージンと比べて 27％小さ
い。しかしながら、通信に必要なマージンは確保できており、誘導結合により三枚の積
層チップ間の通信が正しく行えることが実証された。 
本 LSI の諸元を表 3-2 に示す。本試作では、前述のように 50μm 厚の三枚のチップ
（一枚のプロセッサチップと二枚の SRAM チップ）を積層した。チップ間の最大通信距
離は 210μm である。また、最大通信スループットは 19.2 Gbps であり、通信用の回路
およびインダクタの電力は 1 pJ/b、面積は 0.15 mm2/Gbps である。特に通信の電力効率
は通常のボード上の二次元実装の 10 倍を超える優れたものである。 
以上のように、一枚のプロセッサチップと複数枚のメモリチップを積層しそれらの間
の通信を誘導結合で行う三次元集積技術を開発し、期待通りの通信スループット性能と
電力効率を有する三次元通信に成功した。 
 
表 3-2 三次元集積 LSIの諸元 
(© 2010 IEEE, 研究業績[1]) 
Processor chip 
 Technology process 90 nm 
 Supply voltage 1.0 V 
 Stacking Face-down 
 Chip thickness 50μm 
 Inductor size Date：240μm、Clock：350μm 
SRAM chip 
 Technology process 65 nm 
 Supply voltage 1.2 V 
 Stacking Face-up 
 Chip thickness 50μm 
 Inductor size Data：240μm、Clock：350μm 
Inductive-coupling communication 
 Communication distance 120μm / 210μm 
 Energy Efficiency 1pJ/b 
 Total bandwidth 19.2 Gbps (600MHz) 
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3.4. 温度制御技術 
3.4.1.  方式概要 
三次元通信技術は、演算のボトルネックとなるプロセッサからメモリへのアクセス性
能を高め、プロセッサの実質的な演算性能を向上させることができる。しかしながら、
三次元集積により熱密度が増すことに起因する LSI の発熱による制約が、演算性能の向
上を妨げる要因となり得る[17]-[21]。プロセッサが過度な発熱により熱暴走など深刻な
エラーを引き起こさないように許容される消費電力が制限され、結果としてプロセッサ
の実行性能が抑制されるためである。これはプロセッサとして FPGA 等の演算性能の高
いデバイスを用いる場合により重要な問題となる。この問題に対する解決策の一つは放
熱能力の向上であるが、コストの増加や信頼性の低下に直結するため、他の手法も組み
合せて対処することが望まれる。 
この課題に対して、許容される消費電力の制約を動的に最適化し実効的な性能を向上
させることが有効であると考え、LSI が使用される環境温度と性能との関係に着目した。
図 3-10 はこの関係を模式的に表す。この図において、横軸は LSI が動作する環境温度
(Ambient temperature, Ta)であり、縦軸は対応する環境温度において発揮できる LSI の性
能(Performance)である。熱制約による性能の限界は環境温度と消費電力から決まり、環
境温度が高いほど許容される消費電力が小さくなり、結果としてその条件下での性能が
低くなる。この時、許容される性能限界ライン(Performance-limit line)の傾きはパッケー
(1) Processor 
 SRAM0
Timing margin (ps)
0 100 200 300 400
(3) SRAM0 
 Processor
-27%
(2) Processor 
 SRAM1
(4) SRAM1 
 Processor
図 3-9 各通信リンクのタイミングマージンの測定結果 
(© 2010 IEEE, 研究業績[1]) 
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ジを含めたシステムの放熱性能に依存し、この性能限界ラインのＸ切片は LSI の動作温
度限界値で決まる。図中のドット領域は熱によるエラーが発生しうる部分であり、この
領域に入らないよう制御することが必要である。 
従来の設計の主流は、最も厳しい動作条件で LSI の性能を決定するワーストケース設
計に基づいている。発熱の問題に関しては、動作保証しなければならない保証環境温度
の上限（Ta_max）での性能がシステムの性能を決定する。図 3-10 においてはポイント A
で性能が決まり、その性能は Pmax_1となる。組み込み機器用の LSI は一般的に広い使用
環境温度下での動作保証が求められるが、環境温度が低い場合においてもワースト条件
で決まる性能（Pmax_1）で動作せざるを得なかった。 
 著者は、環境温度にあわせた性能最適化により、同一の放熱性能下でも使用者からみ
た実質的な性能向上が行えると考えた。これは通常使用時の環境温度が保証される環境
温度の上限値より低いからである。開発した適応温度制御方式では、温度センサなど
LSI に集積したモニタから得られる情報を用いて環境温度を推定し、その値を用いて許
容される消費電力を算出することで、実効的な性能の向上を可能にする(図 3-10 におい
て最大性能は Pmax_２に向上する) 。 
関連する研究として、必要な技術要素となるオンチップの温度センサについては複数
の開発がなされている[22]-[24]。また、ハイエンドのプロセッサにおいては温度センサ
を搭載する LSI が発表されており、ここではチップの温度がある値を超えたら低消費電
力モードに遷移させるという手法が用いられている[25]-[28]。しかし、組込み LSI は機
械の制御処理等の急な中断ができない処理を多く含むため、より最適化された温度制御
が望まれる。本研究では多くの処理の継続実行を可能にすることを狙い、許容される消
費電力を予め算出し実行処理量を最適に制御する適応温度制御技術を開発した。 
 
図 3-10 適応温度制御による実効性能向上の概念 
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3.4.2. 回路アーキテクチャ 
本節では前節で述べた適応温度制御を実行するためのLSIアーキテクチャについて説
明する。なお、本論文において、温度制御を実行する機能をリソースマネージメント機
能、この機能を実行する回路をリソースマネージャと呼ぶ。プロセッサやメモリ等の
LSI 内の様々なリソースを温度等の条件にあわせて最適にマネージメントするための機
能であることから、このような名称とした。 
開発した LSI の構成を図 3-11 に示す。本 LSI は、アプリケーションを実行するため
の CPU 等の主機能部と、上述の温度制御を行うリソースマネージャ部(Resource manager 
(RM) blocks)に大別される。 
アプリケーションを実行するための主機能部は、処理の中心となる二つのメイン
CPU(SH-CPU0 と SH-CPU1)、二つのディア処理向け演算ブロック (HWACC0 と
Clocks
On-chip IC
FLASH/SRAMSDRAM
SH-CPU0/1: Processor core
HWACC0/1: Hardware accelerator
for media processing
PR： Peripheral blocks
DRMC: DDR SDRAM controller
FRMC: Flash/SRAM controller
RM peripheral block: 
Resource manager peripheral blocks
RM core: Resource manager processor core
RM arbiter: Bus arbiter for resource manager 
PFM: Performance Monitor
CLKC: Clock controller
FRQT: Operation frequency table
PR
HWACC1
RM core
Thermal 
sensor
RM arbiter
HWACC0
SH-CPU0 SH-CPU1
CLKC
Resource manager (RM) blocks
Control parts
DRMC
FRQT
PFM
Monitor parts
FRMC
Clocks
RM peripheral
block
図 3-11 適応温度制御方式評価用 LSIの回路構成 
(© 2007 IEEE, 研究業績[4]) 
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HWACC1)、DDR-SDRAM 制御ブロック(DRMC)、フラッシュメモリ/SRAM 制御ブロッ
ク(FRMC)、主機能用周辺回路ブロック(PR)、これら回路間を接続するオンチップインタ
コネクト(On-chip IC)からなる。 
一方、リソースマネージャ部は、チップの温度情報と各回路のモニタリング情報を元
に、許容される電力予算値を算出し主機能部の性能を制御するブロックである。このリ
ソースマネージャ部は、LSI の温度情報および消費電力情報を得るためのモニタ部
(Monitor parts)と、モニタリング情報を基に許容される消費電力値を算出するための制
御部（Control parts）からなる。モニタ部は、LSI の温度情報を取得するための温度セ
ンサ(Thermal sensor)、パフォーマンスモニタ(PFM)、クロック制御ブロック(CLKC)内の
動作周波数テーブル(FRQT)からなる。このクロック制御ブロックは、各回路ブロック
へのクロックを供給するブロックである。パフォーマンスモニタは、主機能部の各回路
の動作状況をモニタする。このパフォーマンスモニタを介して、CPU 等の演算ブロッ
クの実行命令数、内蔵メモリアクセス数等のパフォーマンス情報を、その演算ブロック
で実行された処理量を算出するためのモニタリング情報として取得することができる。
一方、動作周波数テーブルは、各回路ブロックの動作周波数を示し、クロック・ライン
の消費電力を算出する際に有用である。開発した適応温度制御方式では、パフォーマン
スモニタと動作周波数テーブルからのモニタリング情報を活用し消費電力の算出を行
う。 
制御部は、小型プロセッサをベースとする RM コア(RM core)と周辺回路ブロック(RM 
peripheral block)からなり、この RM コアで温度制御演算が実行される。周辺ブロックの
主な役割は RM コアへの割込み機能であり、タイマ割り込みと、温度センサからの温度
情報を RM コアに伝える温度割り込みをサポートする。また、温度制御のためには回路
の消費電力を適切に制御する必要があり、クロック制御ブロック(CLKC)は、RM コアか
ら主機能部の各ブロックの動作周波数を変更する機能を持つ。 
本リソースマネージャの特徴は内蔵の温度センサを用いた制御機能であり、その核と
なる温度センサと RM コアの接続構成を図 3-12 に示す。温度センサはセンサブロック
と AD 変換器(ADC)からなり、得られた温度情報は RM 周辺回路ブロックを介して、RM
コアに伝達される。RM 周辺回路ブロックは、温度センサからの信号のノイズを除去す
るための移動平均フィルタ機能と、予め設定しておいた温度閾値を超えると RM コアに
割込みを行う温度割込み機能(Thermal interrupt)を備える(RM コアからの温度情報の取
得はレジスタの読み出しでも可能）。また、RM コアは消費電力低減のためのスタンバイ
状態への遷移機能と、割込みによるスタンバイ状態からの復帰機能を有する。スタンバ
イ状態とは、RM コアの大部分へのクロック供給を停止した状態であり、スタンバイ時
の消費電力は動作時の約 10 分の 1 である。RM 周辺回路ブロックの割込み機能と RM コ
アのスタンバイ機能を活用することで、温度制御が必要な時のみ RM コアを動作させる
ことができ、電力オーバーヘッドの低減が可能となる。 
以上で述べたように、本リソースマネージャは、チップの温度情報を取得する機能、
各回路ブロックの消費電力を見積もるためのパフォーマンス情報とクロック情報を取
得するモニタリング機能、温度制御のための演算を行う機能、この演算結果に基づきク
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ロック周波数等を制御し各回路ブロックの消費電力を調整する機能を有する。これらの
機能によって温度を考慮した実行処理の管理が可能となる。 
 
3.4.3. 制御アルゴリズム 
次に、前述のリソースマネージャで実行される適応温度制御のアルゴリズムについて
説明する。本適応温度制御では、消費電力の予算値をリソースマネージャで算出し、そ
の予算に応じて性能を調整する。この制御において、リソースマネージャは、チップ温
度と回路ブロックの動作情報を含むモニタリング情報を元に許容される消費電力の予
算値を算出し、その値をアプリケーション側のメイン CPU(SH-CPU0/1) に通知する。
消費電力は機能実現のためのスイッチング電力(Psw)とリーク電力(Plk)に大別できるが、
本機能で算出すべきはスイッチング電力の予算である。一方のメイン CPU は、通知さ
れた予算に応じて実行する処理を選択し、必要に応じてリソースマネージャに動作周波
数の変更要求を発行する。この処理の選択において、メイン CPU は中断が許されない
処理の実行を継続しつつ、その他の処理の実行を予算にあわせて調整する。リソースマ
ネージャはメイン CPU から動作周波数の変更要求を受け取ると、クロック制御ブロッ
ク(CLKC)にアクセスしてクロック周波数を制御する。 
この適応温度制御の手順は図 3-13 に示す 4 つのステップからなる。この手順を図に
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図 3-12 温度モニタリングのための回路ブロックの構成 
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沿って以下に示す。 
 
[ステップ 1] 
 ステップ 1 では消費しているスイッチング電力(Psw)の値を算出する。RM コアは、パ
フォーマンスモニタ(PFM)と動作周波数テーブル(FRQT)から得られる情報を用いて、各
主機能回路ブロックが消費したスイッチング電力を算出する。消費電力の算出は各々の
回路ブロックの特性に応じて適した方法を選択する必要があるが、以下では本開発で用
いた手法を示す。回路ブロックのスイッチング電力(Psw)は、機能実行のために要した消
費電力とクロック電力の和として算出される。このうちの機能実行のために要した電力
は、パフォーマンスモニタが出力する実行オペレーション数とメモリアクセス数に予め
計測して求めておいた電力係数値を掛けた値として求められる。他方のクロック電力は、
動作周波数テーブルから得られる動作周波数と、予め計測して求めた電力係数値の積と
して得られる。最後にこれらの値の和をとることで、回路ブロックのスイッチング電力
Chip temperature,Tj :
Thermal capacitance,C : Thermal resistance,q :
Ambient temperature,Ta :
Switching power consumption,Psw : Leakage power consumptionPlk :
Ta + q Plk =
- ( tn – tm )
q C
Tj (tn) – Tj (tm)  exp{                   }
1 - exp{                    }
- ( tn – tm )
q C
- q Psw
Calculate Psw budget using the estimated (Ta + q Plk)
Target chip temperature‐ (Ta + q Plk)
Psw budget  = q
Estimate (Ta + q Plk) based on thermal model
[Step 2]
[Step 3]
Calculate current switching power consumption (Psw)
[Step 1]
Allocate the calculated budget to each processing
[Step 4]
Start of thermal control
End of thermal control
図 3-13 適応温度制御アルゴリズム 
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が算出される。 
 
[ステップ 2]  
 このステップでは、ステップ１で算出したスイッチング電力値と、温度センサから得
られるチップ温度情報を用いて、動作環境温度とリーク電力による温度上昇値の和を算
出する。このステップの演算は図 3-14 に示す熱モデルをベースとする。このモデルに
おいて、LSI チップはスイッチング電力(Psw)とリーク電力(Plk)を持つ熱源であり、その熱
がパッケージを含めたシステムの熱抵抗(θ)と熱容量（C）を介して放出される。Tj は
温度センサによって測定されるチップの温度であり、Taは動作環境温度である。本モデ
ルにおいて、スイッチング電力はステップ１で算出済みであり、熱抵抗(θ)と熱容量（C）
はシステム固有の値であるため、環境温度とチップ特性や温度に依存するリーク電力が
未知数である。本ステップではこれらを合わせて、リーク電力による温度上昇値と環境
温度の和として求める。 
 この値を算出するために、二つの時点のチップ温度に着目する。時刻 tm におけるチ
ップ温度を Tj(tm)、時刻 tn におけるチップ温度を Tj(tn)、二つの時点間の経過時間をΔt
とする。このとき、Tj(tn)は、時刻 tm におけるチップ温度 Tj(tm)と、Δt 間に消費した電
力と、動作環境温度によって決まる。この関係を利用すると、リーク電力による温度上
昇値と環境温度の和を図 3-13 のステップ 2 の式で求めることができる。 
 
[ステップ 3] 
 このステップではスイッチング電力の予算(Psw budget)を、図 3-13 のステップ 3 の式
に基づいて算出する。本式は上記熱モデルの熱平衡時の関係を表すものである。式中
の”Target chip temperature”は、チップの最大許容温度である。スイッチング電力の予算
はこの最大許容温度とステップ 2 で求めた値の差から算出される。 
 以上のように、RM コアはステップ 1 からステップ 3 の計算を実行することによりス
イッチング電力の予算を算出する。 
 
[ステップ４] 
 RM コアは求めたスイッチング電力予算を、アプリケーションを実行するメイン CPU
に通知する。メイン CPU は通知された電力予算に合うよう実行する処理の取捨選択を
C Ta
Tj
P
(= Psw+ Plk)
q
図 3-14 熱モデル 
(© 2007 IEEE, 研究業績[4]) 
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行う。またこの際には必要に応じてその動作周波数の変更を行う。 
 
 以上で述べた制御アルゴリズムを、3.4.2 節で述べた回路に実装することで適応温度
制御を実行する。この温度制御の処理は、常時実行する必要はなく、温度センサで測定
された温度値が予め決めておいた閾値以上になった際に周期的に実行される。 
 
3.4.4. 評価チップ実装 
3.4.2 節で記載した LSI アーキテクチャに基づく評価チップを試作した。本評価チッ
プは、90nm-CMOS プロセスで製造された。本チップのダイ写真を図 3-15 に、諸元を
表 3-3 に示す。 
本論文で示す温度制御機能は主処理であるアプリケーションをサポートする機能で
あり、そのチップ面積や消費電力はチップ全体の中で十分小さい事が望まれる。そのた
め、核となる RM コアには小型プロセッサであるルネサス社製の H8S マイコン(16 ビッ
ト)を用いた。このプロセッサは温度制御向けの演算処理をソフトウェア実行するため
の乗除算命令や積和演算命令を有し、動作周波数は 50MHz である。また、温度センサ
回路にはバンドギャップベースの回路方式を用いた。 
チップ実装の結果、温度センサとその他の RM ブロック群のチップ面積は、それぞれ
0.3 mm2と 0.4 mm2である。これは、一般的な LSI の面積の数％程度である。また、消費
電力も 10mW 以下であり、数 W 程度の全体の消費電力に対して十分小さい。これらの
結果より、本温度制御機能の追加が製品コストに大きな影響を与えないことが分かる。  
RM core
RM peripheral
block
SH-CPU1SH-CPU0HWACC0
HWACC1
Thermal 
sensor
図 3-15 評価チップの写真 
(© 2007 IEEE, 研究業績[4]) 
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表 3-3  評価チップの諸元 
Technology process  90 nm CMOS, 8-metal 
Supply voltage Digital 
Analog 
1.0V 
3.3V 
Operating frequency 
(max) 
RM blocks 
SH-CPU0/1 
HWACC0/1 
50 MHz  
600 MHz  
300 MHz 
Area of RM blocks RM blocks (w/o sensor) 
Thermal sensor 
0.4 mm2 
0.3 mm2 
Power consumption RM blocks (w/o sensor) 
 
Thermal sensor 
6.30 mW (active) 
0.59 mW (standby) 
0.25 mW 
 
 
3.4.5. 制御アルゴリズムの妥当性の評価 
適応温度制御のアルゴリズムの妥当性をシミュレーションにより確認した。評価結果
を図 3-16 に示す。本評価結果は適応温度制御を用いた場合のチップ温度(Tj)と処理性能
の時間変化を示している。この評価において、環境温度(Ta)は緩やかに変化し(300 秒の
間に 30℃上昇)、チップの最大許容温度は 85℃である。 
この結果から、環境温度に応じた制御が実現されていることを確認できる。上述のよ
うに本制御方式は現消費電力とチップ温度の変化から許容される消費電力を予め算出
して処理量を調整するため、急な性能低下のない点が特徴である。これにより中断が許
されない処理の継続実行が可能となる。 
 
3.4.6. 温度センサの特性の評価 
 実装したバンドギャップベースの温度センサの測定結果を図 3-17 に示す。横軸がチ
ップ温度、縦軸が出力電圧を示す。チップ温度に応じた出力電圧を想定どおり得られる
ことを確認した。RM コアはこの出力電圧を AD 変換器により変換した値をチップ温度
として利用する。  
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図 3-16 制御アルゴリズムの妥当性評価 
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3.4.7.  適応温度制御の効果 
開発した温度制御アルゴリズムを評価チップの RM コアのプログラムとして実装し、
適応温度制御の効果を評価した。なお、本アルゴリズムで必要なパラメータである熱抵
抗値と熱容量値については先にその測定を行い、それぞれ 11.2℃/W、2.08J/℃とした。 
図 3-18 は評価チップに実装した温度制御アルゴリズムの評価結果であり、チップの
最大許容温度を 85℃として温度制御を行った場合の測定結果を示している。グラフの
横軸は環境温度、縦軸は規格化された処理性能を表す。プロットされた 5 つの点は、そ
れぞれの環境温度条件下での本評価チップの実行性能である。この結果は適応温度制御
によって環境温度に応じた性能の制御が実現されていることを示す。 
次に、適応温度制御の効果を考える。ここでは保証環境温度の範囲の上限を 60℃と
し、最も厳しい環境温度条件で性能を決定する従来のワーストケース設計と比較するこ
とで効果を定量化する。図 3-18 のグラフが示すように、保障する環境温度の上限で性
能が制限されるワーストケース設計に対して、適応温度制御を用いることで最大 57%の
性能向上を実現できる。 
 
3.5. 考察 
従来の二次元通信に対する三次元通信の主要な優位点のひとつは電力効率である。
今回開発した誘導結合通信の通信電力は 1 pJ/b であった。これは通常の DRAM インタ
ーフェースで用いられている SSTL 方式の約 10 分の１である[7]。 
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図 3-19 は誘導結合通信による電力低減効果(見積り)を示す。本見積りにおいては、
実行演算量を 1 TFLOPS、従来の二次元通信メモリインターフェースの消費電力を 10 
pJ/b、演算あたりのデータ量を 0.1 Byte/FLOPS、演算の電力効率を 10 GFLOPS/W、20 
GFLOPS/W、40 GFLOPS/W の三種類とした。当然のことながら演算の電力効率が向上
するほどメモリインターフェースが占める電力割合は増すため、誘導結合通信による電
力低減の効果の比率は大きくなる。演算の電力効率が 40 GFLOPS/W の場合では、誘導
結合通信の適用により 22%の電力効率向上が見込める。現在も演算自体の電力効率は向
上を続けており、アクセスするデータ量も増加していることから、電力効率の観点での
三次元集積技術の意義は今後更に大きくなる。 
 
3.6. まとめ 
本章ではプロセッサチップと複数枚のメモリチップを積層し、チップ間を誘導結合
通信で結ぶ LSI 三次元集積技術について述べた。技術課題は三枚以上のチップを積層し
た場合の通信効率の向上であった。そのためには三次元通信距離を短縮する事が有効で
ある。これに対して、上層チップへ電源供給するワイヤの形状を保ちながら積層チップ
間のスペースを狭くできる実装技術として、ワイヤ埋め込み多層積層技術を開発した。
この技術により電源ワイヤを含む積層チップ間のスペースを 40μm に削減することに
成功した。また、通信をしていない誘導結合用インダクタによる通信信号強度の低下と
いう問題に対しては、不使用インダクタを開放状態にして誘導電流を最小にするインダ
クタ開放制御技術を開発した。この技術により 5.5%から 25%の信号強度の向上が可能で
あることを示した。これらの技術を用いて、一枚のプロセッサチップの上に二枚の
SRAM チップを積層した三次元集積チップを試作し、最大スループット 19.2Gbps、電力
効率 1 pJ/b の通信に成功した。更に三次元集積の副次的な問題となる熱密度の上昇に
対する方策として、環境温度にあわせて処理実行の調整を行うことで性能を最大化する
適応温度制御方式の開発を行い、その効果を確認した。 
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4章 センシングハードウェア技術： 
 ロボットハンド向け触覚センシング 
 
 
4.1. 動機と方針 
本研究でターゲットとする新応用のロボットハンドは、家庭での家事の補助や物流倉
庫での様々な商品のピッキング等を行うことを期待される。このようなロボットハンド
は硬さも重さも異なる多様な物体を扱うことを求められ、特に家庭向けでは非常に柔ら
かい物体や壊れやすい物体もハンドリングする必要がある。この要求は現在のロボット
ハンドの主流である工場用組み立て作業ロボットに対するものとは異なるため、この要
求に対する技術の構築が不可避の課題となっている。 
この課題を解決するために、本研究では、柔らかい物体も含めた対象物の機微な情報
を取得できる分解能の高い触覚センシングと、そのセンシング情報を用いて繊細な力の
制御を行うロボットハンド制御方式の開発に取り組んだ。なお、研究対象とするハンド
リングの種類は、把持動作(掴むこと)とした。理由は、把持動作がハンドリングの基本
動作で適用範囲が広いことや高精細な力制御が必要なことであり、応用面と技術面の両
方の観点で実現優先度が高いと考えたためである。また把持対象物体のターゲットは、
柔らかな紙でできた物体に定めた。柔らかな紙でできた紙筒等は、大抵の家庭や倉庫の
把持対象物(食品、食器、文具、紙の箱、本等)より柔らかく壊れやすいため技術開発目
標として適切である。 
また、将来のロボットハンドシステムでは多数の触覚センサからの情報を集めハンド
の制御を行う必要があるため、そのプラットフォームとなる制御演算コントローラ向け
の階層プロセッサ型アーキテクチャの開発も行った。 
更に、開発した触覚センシングと制御方式を活用したアプリケーションとして遠隔操
作向けロボットハンドシステムを構築し、開発した触覚センシング等の技術の効果を実
証した。 
以下、触覚センシングと力制御の方式については 4.2 節、階層マルチプロセッサ型ア
ーキテクチャについては 4.3 節、遠隔操作向けロボットハンドシステム向けの技術につ
いては4.4節、技術評価のためのロボットハンドプロトタイプの構成については4.5節、
このプロトタイプを用いた評価結果については 4.6 節で論じる。 
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4.2. 高分解能触覚センシング方式と力制御方式 
 
4.2.1.  触覚センシングの技術課題 
本研究では、把持動作のための触覚センシング方式として、ロボットハンドと対象物
体の間の滑りをセンシングすることに着目した。滑りを高分解能(高感度)でセンシング
することで、ロボットハンドは物体を落下させない把持力を知ることができ、柔らかく
壊れやすい物体を含む多様な物体の把持を実現できる。 
触覚センサを活用した物体把持の方式に関しては、これまで複数の方式が研究されて
おり[1]-[20]、著者等が着目する滑りセンシングを用いた方式についても報告がある
[1]-[15]。報告されている滑りセンシングを用いた把持方式の多くは、ハンドの接触面
に実装された滑りセンサが、物体を把持した時に生じるセンサ自体の変形を検知し滑り
をセンシングする。このようなセンサの変形を活用した滑りセンシングの方式の原理は
様々であり、対象物が滑る際に生じる振動を検知する方式、対象物が滑っている時とそ
うでない場合の変形量の差を検知する方式、接触面の接線方向の力と法線方向の力の比
を算出する方式等がある。このようなセンサ自体の変形を検知する方式を用いたセンサ
の多くは、小型化が可能で多くのセンサをハンド表面に高密度で実装できるという利点
を有する。 
しかしながら、センサ自体の変形を検知する方式は、軽量の物体や柔らかな物体に対
して十分な分解能(感度)を実現するのが難しい。滑り検知のためにセンサの変形をもた
らす力を必要とするためである。対象とする把持動作の場合、特にロボットハンド面の
接線方向のセンサの変形を高分解能で発生させるのは困難である。そのためハンド面接
線方向のセンサの変形を要さない触覚センシングの方式が分解能の面で優位である。 
分解能(感度)の観点で有望な方式としては光学式の滑りセンシング方式が挙げられる。
この方式はロボットハンドと対象物の相対位置関係をイメージセンサで測定し滑りを
検知するため、センシングに力を必要とせず高い分解能の実現が期待できる[14][15]。
しかし欠点もあり、光学式は小型化が難しく多数のセンサを高密度に実装はできないた
め、滑りをセンシングするポイントが限定されてしまう。その結果として対象物とハン
ドの接触位置が滑りセンシングのポイントとずれると把持が失敗する。このように光学
式では位置に対するロバスト性が課題となる。 
従って、滑りセンシング方式の開発においては、高い分解能と広いセンシングエリア
の両立が課題となる。高い分解能により柔らかく壊れやすい物体の検知が可能となり、
広いセンシングエリアにより位置に対するロバスト性が向上し、実用性の高いセンシン
グ方式となる。 
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4.2.2.  光学式‐機械式融合型触覚センシング方式 
 本研究では、課題とした高い分解能と広いセンシングエリアを実現するセンシング方
式として、高分解能の光学式滑りセンシングと小型かつ高分解能の圧力センサを組み合
せた、光学式－機械式融合型の触覚センシング方式を開発した。光学式のセンサはセン
サ自体の変形を必要としないため高い分解能を実現できる可能性があるが、一方でセン
サが大きく高密度の搭載が難しいためセンシングエリアが限定される。そのため、小型
の圧力センサをロボットハンドの表面に複数搭載し、それらの圧力センシング情報を用
いて把持対象物体が光学式センサのセンシングポイントにあうようにロボットハンド
の位置を微調整する制御を行う。これによりロボットハンドの位置に対するロバスト性
を確保できる。 
このような高分解能と位置ロバスト性を有する光学式-機械式融合型の触覚センサを
搭載したロボットハンドの指先モジュールの構造を図 4-1 に示す。触覚センサを体積
の小さい指先にあえて搭載する理由は、様々な大きさや形状の物体の把持を行うために
は各指独立の動作制御が必要と考えたためである。この指先モジュールには、光学式の
滑りセンサ(Optical slip sensor module)と、複数の圧力センサ(MEMS pressure sensor)と、
これらのセンサから得られるセンサデータを処理するセンシング処理プロセッサ(SPC)
が搭載される。光学式滑りセンサは、核となるイメージセンサと把持対象物体を照らす
Side cross-sectional view
Image sensor
LED
SPC
Optical slip
sensor module
to/from MPC
p1 p20 (origin)p-1p-2
x
Hole
PS+1 PS+2PS-1PS-2
MEMS pressure sensors
Contact face view
図 4-1 光学式-機械式融合型触覚センサを搭載した指先モジュール 
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LED を有する。このセンサは、周期的に対象物体の表面画像を取得し、それらを比較す
ることで滑りが発生したかどうかを判断する。他方の圧力センサには小さなサイズと高
分解能が求められるため、先に開発された MEMS 圧力センサを用いた[21]。本センサは
小サイズと高分解能を特徴としており本応用に適する。 
 次に、位置ロバスト性を実現するための位置調整手法を図 4-1 を用いて説明する。
本手法では、光学式センサの検知位置である滑りセンシング位置と対象物体との接触位
置がずれている場合に、ロボットハンドを位置ずれ分だけ移動し調整する。この位置ず
れ量は圧力センサによって得られた接触位置情報から算出される。今回は対象物体とし
て凸形状を想定しており、位置ずれ量(Displacement amount、DA)は下記の式で表される。 
sensorscontactingofnumberTotal
sensorcontactingofPosition
DA

                    (1) 
本式における座標軸は、滑りセンシング位置の中心を原点として、図 4-1 に定義する
通りである。この式の表すところは、位置ずれ量は対象物体と接触している圧力センサ
の平均位置であるという事である。例えば、圧力センサ PS+1と PS+2が接触を検知した場
合、位置ずれ量は次式(2)となる。  
2
21 ppDA

                       (2) 
 また、圧力センサの実装密度は、把持対象物体の大きさと形状に合わせて決定する必
要がある。上記の式(1)で表される方法で位置ずれ量を算出するためには、少なくとも隣
り合う二つの圧力センサで接触を確認しなければならない。そのため隣り合う圧力セン
サの間隔が対象物体とロボットハンドとの接触面の幅より小さいことが求められる。本
方式を適用する際には利用用途で想定される対象物体の形状を考慮し、センサの間隔が
十分小さくなるよう圧力センサを配置する必要がある。 
 
4.2.3.  力制御方式 
 上述の滑りセンシングを用いて、ロボットハンドが物体を壊さず掴み持ち上げるため
の制御フローを図 4-2に沿って説明する。この制御フローは三つのステップからなる。
以下に各ステップでの制御内容を記載する。 
 
[ステップ 1] 
ロボットハンドは物体把持の指示を受けると、物体に触れるまで指を閉じる。この時
各指は独立に制御され、指先モジュールに搭載された圧力センサが対象物との接触を検
知するまで指を閉じる動作を行う。  
67 
 
[ステップ 2] 
次にロボットハンドは滑りセンシング位置の調整を行う。このステップでは、光学セ
ンサの滑りセンシング位置が、ハンドと対象物体の接触面に合うように調整される。最
初はまず、どの圧力センサが接触しているかを確認する。その時、圧力センサ PS-1 と
PS+1の両方が接触を検知していれば、ハンド位置は適正で、滑りセンサが正しく働く位
置にあるため調整の必要はない。逆にそうでない場合には、位置ずれ量を式(1)に基づい
て算出し、その分だけロボットハンド位置を移動させる。以上の動作で、ロボットハン
ドの位置の調整は完了である。 
 本ステップの位置調整アルゴリズムでは、最終的には圧力センサ PS-1と PS+1の両方が
Start (fingers: opened)
Closing fingers
Is contact detected?
No
[Step 1]
Rough finger-shape 
control using contact 
information
PS+1 and PS-1 detect contact?
Stop closing fingers
Yes
Calculate displacement amount (formula (1)) 
Hand moving up
Is slip detected?
Grasping operation completes
[Step 2]
Hand-position 
adjustment using 
contact information
No
Open fingers and move hand by calculated value
Yes
Yes
No
[Step 3]
Fine grasping force 
control using slip 
information
Closing fingers slightly
図 4-2 把持動作の制御手順 
(© 2014 IEEE, 研究業績[2]) 
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接触を検知する必要がある。そのため、ハンド位置の調整を実施したにも関わらず隣り
合う二つの圧力センサで接触を検知できない時は調整動作を停止する。この場合は、対
象物体が圧力センサ間隔に対して小さすぎる、あるいは、対象物体の形状が凸でないと
いう可能性が考えられる。 
 
[ステップ 3] 
最後のステップは滑りセンシング情報を活用した対象物体の持ち上げである。このス
テップでは、ロボットハンドの指の形状を物体が滑らないように微調整しながら、ハン
ド位置を上昇させる。ハンド位置を上昇させる際にハンドと対象物体の間に滑りが検出
された時は、滑りが検知された指を少し閉じる制御を行う。もし滑りが検知されなけれ
ば、指の形状をそのまま維持し、ハンド位置を上昇させる。このステップ 3 の制御は持
ち上げ動作の速度に対して十分早い周期間隔で繰り返し実行される。 
 
 以上のように、指の形状を対象物体にあわせる、滑りセンシング位置を対象物体の位
置にあわせる、滑りをセンシングしながら滑りが発生しない把持力で物体を持ち上げる
という三つのステップの制御を行うことで、課題であった柔らかで壊れやすい物体の把
持が可能となる。 
 
 
4.3. 階層プロセッサ型演算アーキテクチャ 
 本論文では物体把持に焦点を絞ったが、将来、様々なハンドリングを器用に行うロボ
ットハンドを実現するためには、触覚センサ等のセンサをより多く搭載する必要がある。
更に、スムーズな動作を行うためには、その動作の時定数に対して十分短い時間間隔で、
多数センサからの情報を用いた制御演算を行うことも求められる。 
これを実現する際のキーコンポーネントの一つが制御演算コントローラである。制御
演算コントローラの主な役割は、全てのセンサからセンシング情報を収集しノイズ除去
等の前処理を行うこと、前処理後のセンシング情報から必要な情報を抽出すること、制
御演算を実行すること、演算結果に基づく制御値をアクチュエータに送信することであ
る。 
 従来の多くの制御演算コントローラは、一つのメインプロセッサ(M-PU)とインター
フェース回路等の周辺回路をワンチップに集積したマイコンを用いていた(図 4-3(a))。
この構成はコントローラを小型化できる利点を持つが処理時間に課題がある。図 4-4(a)
に示すように、メインプロセッサがセンサからのセンシング情報の収集と前処理をシー
ケンシャルに処理するために、処理時間が長くなり処理のボトルネックとなる。将来セ
ンサ数が増大した時には問題はより顕在化する。 
 そこで、階層プロセッサ構造を持ち非同期にセンシングデータを取得するコントロー
ラアーキテクチャの開発を行った。その構成を図 4-3(b)に示す。この構成では、四つの
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タイプのプロセッサが階層的に接続され、上述の四つの種類の処理が分散実行される。
センシング処理プロセッサ(S-PU)はセンサから情報を収集し前処理を行う。センシング
情報統合プロセッサ(C-PU)は、前処理後のセンシング情報をセンシング処理プロセッサ
から収集し、必要な情報を抽出しメインプロセッサ(M-PU)に渡す。メインプロセッサ
は制御演算を実行する。アクチュエータ制御プロセッサ(A-PU)は、メインプロセッサか
ら制御演算結果を受け取り、その値に沿ってアクチュエータの制御を行う。今回の開発
では、これらの四つのプロセッサを二つのチップに分散配置する。センシング処理プロ
セッサは、センサの近くに搭載する必要があるため、ロボットハンドの指内のセンシン
グ処理チップ(SPC)に配置される。その他のプロセッサは、メイン制御チップ(MPC)内に
配置される。 
 このような階層構造化により、センサ数に対してスケーラブルなセンシング情報の収
集とセンシング情報からの情報抽出をメインプロセッサから分離することができ、制御
全体の処理時間の短縮が可能となる。しかしながら、メインプロセッサがセンシング情
報統合プロセッサからセンサ情報を取得する際の情報伝達時間を十分小さくできなけ
れば、この階層構造化による処理時間の短縮効果が薄れる。今回この情報伝達時間を抑
えるために、センサからの最新のセンシング情報をメインプロセッサの近くの共有メモ
リ(Shared memory)に常時更新しておく方式を採用した。本方式では、センシング処理プ
ロセッサとセンシング情報統合プロセッサは、メインプロセッサとは非同期かつ十分早
M-PU
Actuator
control I/O
Actuator
Sensor elements
MUX
ADC
MUX
ADC
(a) Single-processor 
Main-control
processing
chip (MPC)
Actuator
control I/O
Actuator
A-PU
M-PU
(b) Hierarchical multi-processor
COM
I/O
COM
I/O
Sensor-data 
processing 
chip (SPC)
MPC
C-PU
S-PU
ADC
S-PU
ADC
IRQ
Asynchronous 
operation
Shared
memory
Inter-PU
channel
Loosely
coupled
図 4-3 階層プロセッサ型演算アーキテクチャ 
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い時間周期で、共有メモリ上のセンシング情報を更新する。メインプロセッサはセンシ
ング情報が必要になった時に、離れたセンサから情報取得する必要がなく、近傍の共有
メモリから待ち時間なく取得できる。これによって、課題であったセンシングデータの
情報伝達時間は抑制され、メインプロセッサの演算能力を最大限に活用することができ
る。図 4-4(b)に示すタイミングチャートは、本節で述べたプロセッサの階層構造による
並列演算処理と非同期センシング情報更新方式を適用した場合の処理時間短縮効果を
模式的に示す。 
 このようなセンシング情報の処理を並列化する階層プロセッサ型アーキテクチャに
より、多数のセンサを搭載する将来ロボットハンドにも対応できる拡張性を持った制御
演算コントローラの実現が可能となる。 
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図 4-4 階層プロセッサ型アーキテクチャによる処理時間の短縮 
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4.4. ロボットハンドシステム 
 
4.4.1.  開発目的と技術課題 
前述のように高齢者等の家庭での日常作業を支援するロボットには大きな期待が寄
せられており[22]-[24]、遠隔支援システムも実現が強く望まれているものの一つである。
そこで、本章で論じた触覚センシングと制御アルゴリズムを活用したアプリケーション
として、遠隔からのスムーズな物体把持を可能にするロボットハンドシステムの開発を
行った。このシステムは、ロボットハンドと、そのロボットハンドに対して遠隔から操
作者が指示を送るためのユーザインターフェースから構成される。 
遠隔操作型のロボットハンドシステムの開発は宇宙開発用等の特殊用途で先行して
いるが、家庭向けに実用化を目指すためには一般の人々が容易に使える操作性の実現が
主な課題の一つに挙げられる。遠隔では通信ネットワークでの時間遅延や現場情報(視
覚、聴覚、触覚等)の不足が原因で、ロボットの操作が非常に困難である[25]-[28]。特に、
ハンドリングする物体が、柔らかな物や壊れやすい物であれば尚更であり、その操作は
ストレスが高い作業となってしまう。 
この課題に対する方策の一つは、ロボットが状況に応じて細かな動作調整を自動で行
う協調制御方式である[29][30]。この方式に基づきロボットハンドが把持対象物に応じ
た繊細な力調整を自律制御することで、操作者はロボットハンドに細やかな指示を与え
ずにすみ、様々な物体を簡単に把持できる。協調制御型ロボットハンドシステムを実現
するためには、本章で述べたロボットハンドの触覚センシングや力制御の技術に加えて、
操作者の指示をロボットハンドに適切に伝えるマンマシンインターフェース技術の開
発が必要である。このマンマシンインターフェースには、操作者が細かな指示をしなく
てもロボットハンドに動作に必要な情報を与えられることが求められ、この要求を満た
す方式の構築が技術課題となる。従って本節では、遠隔からの物体把持をストレス無く
実行できるロボットハンドシステムの実現を目的としたマンマシンインターフェース
の方式について論じる。 
 
4.4.2.  マスタスレーブ型マンマシンインターフェース 
 マンマシンインターフェースの成否を決める鍵となるのは、ユーザインターフェース
からどのような指示をロボットハンドに与え、ロボットハンドがその指示に対してどの
ような制御を行うかという操作指示の方式である。 
ロボットの操作用のマンマシンインターフェース方式としてシンプルで汎用性の高
い方式は、マスタスレーブ方式である[26]。この方式では、操作者がロボットハンドの
位置情報や形状情報等を含む詳細な動作指示情報を送り、ロボットハンドはその指示通
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りに正確に動作する。典型的な例としては、操作者の手の動きと同じ動きを再現するロ
ボットハンドが挙げられる。ロボットハンドではないが、一般的な自動車のステアリン
グや建設機械の操作等もマスタスレーブ方式に相当する。 
このマスタスレーブ方式の優位点は、操作者の指示に忠実であるため操作自由度が高
く汎用性がある点である。しかしながら、マスタスレーブ方式による壊れやすい物体の
ハンドリングや離れた場所からのハンドリングには高い操作技術が求められ、このよう
なケースに対しては異なる方式が適する。 
 
4.4.3.  操作意図ベースマンマシンインターフェース 
 上述の課題に対して、遠隔からのロボットハンドの操作性を向上させる方式として、
操作者意図をベースとしたマンマシンインターフェースを開発した。以下、この方式を
操作意図ベースマンマシンインターフェースと呼ぶ。本方式を用いたロボットハンドシ
ステムを図 4-5 に示す。このシステムは直感操作ユーザインターフェースと触覚セン
サを搭載したロボットハンドから構成される。 
 この操作意図ベースマンマシンインターフェースの特徴は、操作者とロボットハンド
の間の操作情報(Command)にある。ユーザインターフェースは操作者から操作意図情報
(Action intention)を読み取り、ロボットハンドはこの情報に沿って指の力を繊細に自律
制御する。このように操作意図情報を伝える点が特徴である。操作意図情報とは、操作
者がロボットハンドを使ってどんな種類のハンドリング操作をしたいのかを示す情報
である。典型的な例としては、“把持(掴むこと)”や“握りつぶす”等の操作意図が挙げ
られる。これらのようにハンドの形状は近いが操作者の意図は全く別の場合が多くある。  
操作意図ベースマンマシンインターフェースにおいて、ロボットハンドはユーザイン
ターフェースからこの操作意図情報(Action intention)とハンド位置情報(Hand position)を
コマンドとして受け取る。ロボットハンドは、まず受け取った位置情報に従いハンドの
位置を制御し、その後、操作意図情報に基づき力制御や位置の微調整を自律的に行う。 
今回開発したロボットハンドシステムでは、操作意図ベース協調制御方式を、把持動
作を中心とする操作に適用した。このシステムでは、“把持する”、“握りつぶす”、“指
で触れる”、“指で押す”という四つのタイプの操作を行うことができる。この操作を実
現するためのロボットハンドの状態遷移を図 4-6 に示す。上記の四つの操作に対応す
る状態に初期状態を加えた五つの状態からなる。次に各状態について説明する。 
－開く(Idle)： 指を開く(初期状態) 
－把持する(Grasp)： 物体を壊さない力で掴む 
－握りつぶす(Crush)： 強い力で指を閉じ物体を握りつぶす 
－触れる(Touch)： 一本の指で物体に触れる 
－押す(Push)： 一本の指で強い力で物体を押す 
これらの状態のうち、“把持する”と“握りつぶす”、また、“触れる”と“押す”と
いう状態ではハンド形状に違いはないが加える力が異なる。そのためハンドの形状だけ
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では操作者がどういう操作をしたいのかを伝えるのが難しい。 
 ロボットハンドは各状態で定義された力と形状に基づいて自体の指を制御する。これ
らの状態間の遷移は、ユーザインターフェースから送信される操作意図情報の変化によ
り発生する。例えば、ロボットハンドが把持状態(Grasp)にある時に、握りつぶすという
操作意図情報を含む指示をユーザインターフェースから与えると、ロボットハンドの制
御状態は握りつぶす状態(Crush)に遷移しロボットハンドは指の力を強める。 
 このような操作意図ベースマンマシンインターフェースを実現するためには、ユーザ
インターフェースが操作者から操作意図、及び、ハンドの操作位置を抽出することが必
要となる。これに対して開発したユーザインターフェースは、直観的な操作を可能にす
るよう、操作者の手の形状、力、手の位置の変化をセンシングし、センシングされた情
報からロボットハンドに伝える操作意図情報とハンド位置情報を生成する (図 4-5)。 
 このユーザインターフェースでの操作意図情報の生成方法を表 4-1 に示す。操作意
図の種類は上記の状態に対応する五つであり、操作者の手の形状(Hand shape of operator)
と操作者の力の状態(Force of operator’s action)をセンシングすることで操作意図情報を
生成する。操作意図情報の生成に対して二つの例を示す。操作者が手を軽く閉じるポー
ズをすると、ユーザインターフェースは操作意図として把持(Grasp)が入力されたと解釈
する。また、操作者が力を込めて手を閉じるポーズをすると、ユーザインターフェース
は操作意図として握りつぶす(Crush)が入力されたと解釈する。 
 開発したユーザインターフェースは、このようなセンシングを行うために五つの種類
のセンサを搭載する。 
－操作者の手の形状をセンスするための曲がりセンサ 
－力をセンスするための筋電センサ(EMG) [31] 
－手の位置変化をセンスするための加速度センサと磁気センサとジャイロセンサ 
 以上のように操作意図ベースマンマシンインターフェースでは、操作者がユーザイン
ターフェースを介して操作意図を伝え、力や位置の調整はロボットハンドが自律的に行
Controller
Tactile
sensors
- Action intention
- Hand position
Command Automated Ctrl.
- Force adjustment
User interface Robotic handNetwork
Sensors
- Shape and force
- Position displace.
Sensing of hand 
図 4-5 操作意図ベースマンマシンインターフェースによるシステム 
(© 2014 IEEE, 研究業績[2]) 
74  第四章 センシングハードウェア技術 
う。これによってロボットハンドの遠隔からの操作性の向上が期待できる。 
 
表 4-1 操作意図情報の生成ルール 
(© 2014 IEEE, 研究業績[2]) 
 Force of operator’s action 
Weak Strong 
Hand shape of 
operator 
Opening Open Open 
Closing Grasp Crush 
Pointing Touch Push 
 
  
Crush 
Idle (Open)
Reset 
Open 
Grasp Crush
Touch Push
Open Grasp Crush 
Open Open Touch Push 
Push 
図 4-6 ロボットハンドの状態遷移図 
(© 2014 IEEE, 研究業績[2]) 
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4.5. 評価用プロトタイプ 
 開発した触覚センシング方式、力制御方式、演算アーキテクチャ、マンマシンインタ
ーフェースの評価のために、ロボットハンドとユーザインターフェースを含むプロトタ
イプを構築した(図 4-7)。 
  
Robotic hand
FPGA-based main-
control processing chip (MPC)
Flexure sensor
Accelerometer,
magnetometer,
gyroscope
EMG sensor
Fingertip module
Sensor-data 
processing chip (SPC)
13.5
17.0 15.0
MEMS pressure sensorsOptical slip sensor
(mm)
図 4-7 ロボットハンドシステムの評価用プロトタイプ 
(© 2014 IEEE, 研究業績[2]) 
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 次にこのシステムの構成要素を説明する。ロボットハンドのメカニカルプラットフォ
ームは 3 指型ハンドであり(Barrett Technology 社の BH8-280[32]を活用)、これがスライ
ダーに取り付けられている。このプロトタイプの特徴はロボットハンドの各指の先に取
り付けられた指先モジュール(Fingertip module)である。この指先モジュールは前述の触
覚センサとセンシング処理チップ(SPC)を搭載している。触覚センサは、三つの高分解
能 MEMS 圧力センサ[21]と、光学式滑りセンサからなる。光学式滑りセンサのイメージ
センサとしては Avago Technologies 社の ADNS-5050 を活用し、センシング処理チップ
としては Cypress Semiconductor 社の PSoC-5 を用いた。触覚センサはセンシング処理チ
ップに指先モジュール内で接続され、センシング処理チップはセンサから読み出したセ
ンシング情報に対してノイズ除去のための信号処理を行い、結果をメイン制御チップ
(MPC)に送信する。 
 一方のユーザインターフェースは 5 種類のセンサを搭載する。搭載したセンサは、操
作者の指の形状をセンシングするための屈曲センサ(5DT 社の Data Glove)、力の強度を
センシングするための筋電センサ(追坂電子機器社)、操作者の手の位置をセンシングす
るための加速度センサ、磁気センサ、ジャイロセンサ(Sparkfun Electronics 社の 9DOF 
Sensor Stick)である。 
 また 4.3 章で述べた階層構造を有する制御演算コントローラは、FPGA で実装された
メイン制御チップ(MPC)と指先モジュール内のセンシング処理チップ(SPC) から構成さ
れる。メイン制御チップの中には、制御演算を実行するメインプロセッサ(M-PU)と、
センシング情報統合プロセッサ(C-PU)と、アクチュエータ制御プロセッサ(A-PU)が実装
されている。表 4-2 はこれらプロセッサと各々が制御する通信インターフェースの仕
様を示す。 
 
表 4-2 制御演算コントローラの仕様 
(© 2014 IEEE, 研究業績[2]) 
Main-control processing chip (MPC) 
 M-PU Power PC 440 with FPU running at 400 MHz 
 Shared memory 16 kB SRAM with hardware mutex 
 C-PU MicroBlaze running at 100 MHz 
 Communication IOs: SPI for SPCs 
 A-PU MicroBlaze running at 100 MHz 
 Actuator ctrl. IOs: CAN 2.0A 
Sensor-data processing chip (SPC)  
 S-PU ARM Cortex-M3 running at 25 MHz 
 Communication IO: SPI for slip sensor 
 Analog IOs: ADC (500 k SPS) for pressure sensors 
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4.6. 評価結果 
 
4.6.1.  演算処理時間 
 開発した階層プロセッサ型演算アーキテクチャによる演算時間削減効果の評価を、シ
ングルプロセッサ型アーキテクチャによる演算時間と比較することで実施した。比較対
象としたシングルプロセッサ型とはメイン制御チップ(MPC)内のプロセッサとしてメ
インプロセッサ(M-PU)のみを有するものである(図 4-3 (a))。前述のプロトタイプの
FPGA に 400MHz のメインプロセッサ(M-PU)を実装し、センシング情報統合プロセッサ
(C-PU)とアクチュエータ制御プロセッサ(A-PU)を取り除いたものとなる。 
 ハンド制御プログラム実行に要したメインプロセッサの演算時間を測定した結果を
図 4-8 に示す。シングルプロセッサ型ではセンシングデータの収集に約 80μs を要し、
トータルの演算時間は 100μs を超える結果となった。 
これに対して階層プロセッサ型ではセンシングデータの収集にかかる時間が 5μs と
大幅に短縮された。この結果、階層プロセッサ型では、メインプロセッサの演算時間を
シングルプロセッサ型と比較して 62%短縮できた。これは触覚センサで得られたセンシ
ング情報をより早くロボットハンドの動作に反映できる事を意味し、ロボットハンドの
動作速度の向上に寄与する。また、この結果はセンサ数に強く依存する処理にかかる時
間を小さく抑えることができることを示しており、階層プロセッサ型は多数のセンサを
搭載した将来ロボットハンドにも対応できる拡張性を有すると言える。  
Single processor
Hierarchical 
multi-processor
(this work)
Processing time (ms)
20 40 60 80 100
Executing control algorithms
Dispatching actuator commands
80 18 9 107 ms
16
62% reduction
Gathering & processing sensor data
5 18 40 ms
0 120
図 4-8 階層プロセッサ型演算アーキテクチャによる処理時間の短縮 
(© 2014 IEEE, 研究業績[2]) 
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4.6.2.  物体把持 
 ロボットハンドシステム評価用プロトタイプ(4.5 節)を用いて異なる重さや硬さの物
体の把持を行い、提案した触覚センシング方式と力制御方式の評価を実施した。図 4-9
は三つの異なる物体を把持した際の連続写真である。図 4-9 (a)の把持対象は厚紙に粘
土を詰めた 500ｇの柱状物体であり、図 4-9 (b)の把持対象はスポンジに粘土を詰めた
100ｇの柱状物体であり、図 4-9 (c)の把持対象は柔らかなペーパータオルを柱状にした
4ｇの物体である。この図が示すように本ロボットハンドは、これらの重さも硬さも大
きく異なる物体の把持に成功した。なお、この実験の際には、把持動作前に把持対象物
体に関わる如何なる情報もロボットハンドに与えておらず、この成功はロボットハンド
が自律把持制御を行った結果である。これは高分解能の触覚センシング方式と高精細な
力制御方式の有効性を実証するものである。 
 図 4-10 は把持動作中の触覚センサのセンシング値をプロットしたグラフである。上
段のグラフは圧力センシング値の把持動作中の時間変化を表し、下段のグラフは滑りセ
ンシング値の時間変化を示す。これらのセンシング値は、ロボットハンドが指を開いた
状態から動作を開始し、指を閉じて物体を把持し持ち上げる動作中に測定された値であ
(a) Clay-filled cardboard tube (weight: 500 g)
(c) Rolled-up paper towel (weight: 4 g)
(b) Clay-filled sponge tube (weight: 100 g)
図 4-9 異なる重さや硬さの物体の把持の実証 
(© 2014 IEEE, 研究業績[2]) 
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る。 
本図の“No-contact”フェーズでは、ロボットハンドは開いていた指を指先の圧力セ
ンサが把持対象物体への接触を検知するまで閉じる動作を行っている。指先の圧力セン
サが接触を検知すると指を閉じる動作を停止し、持ち上げ動作の開始までハンドの状態
を維持する。この状態が図の”Contact”フェーズである。次に持ち上げ動作を行う。こ
の時、滑りセンシングの値を観測しながら、滑りが検知されると把持対象物の滑りがな
くなるまで少しずつ指を閉じながら持ち上げ動作を行う。この状態が図の”Slip”フェー
ズである。このように滑りをセンシングしながら指形状の微調整を行うことで物体の把
持に成功した。この状態が図の”Successful grasp”フェーズである。このセンシングの結
果は、把持動作時の制御が提案した触覚センシングと力制御の方式に沿って実行された
ことを実証している。 
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図 4-10 把持動作時の触覚センシング結果 
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4.6.3.  操作性 
 操作者の操作意図情報を基にロボットハンドの制御を行う操作意図ベースマンマシ
ンインターフェースによる操作性の評価を実施した。前述のように本方式では、ユーザ
インターフェースが操作者から操作意図情報を読み取り、ロボットハンドはこの情報に
沿って指の力を繊細に制御する。 
 このマンマシンインターフェースを用いて、ロボットハンドに開く、掴む、握りつぶ
すという三つの動作を実行させた結果を図 4-11 に示す。このロボットハンドシステム
は 4.4.3 節に記載した状態遷移に沿って動作する。本実験において、操作者はロボット
ハンドを開いた状態から掴む、握りつぶす、もう一度ハンドを開くという一連の指示を、
開発したユーザインターフェースを介して入力した。これに対して、ロボットハンドの
状態は、指を開いた状態”Idle(open)”から、物体を柔らかく掴んだ状態”Grasp”、物体を
握りつぶす状態”Crush”、 指を開いた状態”Idle”へ遷移し、ロボットハンドは操作者の
意図通りに制御された。特に、”Grasp”と”Crush”は操作者の手の形状は同じで力の加え
方が違うだけの操作である。この結果より、操作者の意図がユーザインターフェースに
より適切に読みとられ、その意図通りにロボットハンドが制御されていることが確認で
きる。 
 次にこのプロトタイプシステムを用いた遠隔操作時の操作性を評価した。遠隔操作で
はネットワークを介した情報伝達の通信遅延が操作を困難にする。評価実験では、ユー
ザインターフェースとロボットハンドの間のネットワーク通信遅延を 500ms と 1000ms
に設定した。この条件下で、提案した操作意図ベースの方式とシンプルなマスタスレー
ブ方式(4.4.2 節)を用いて、柱状のペーパータオル(ペーパータオル柱)を掴んで持ち上げ
る操作を実行した。なお本実験は、二人の操作者にロボットハンドシステムになれるた
めのトレーニングを一度行い、その翌日に実施した結果である。 
 図 4-12 に実験の結果を示す。このグラフは上記の遠隔操作評価用の設定を行ったロ
ボットハンドシステムを用いて対象物のペーパータオル柱を掴み持ち上げるのに要し
た時間を表している。本実験では、操作方式と通信遅延時間が異なる 4 種類のケースの
実験を行った(ケース 1 からケース 4)。各ケースに対して 20 回の把持動作を実行した。
ケース１は遅延が 0.5 秒の通信環境でマスタスレーブ方式を用いた場合、ケース 2 は遅
延が 0.5 秒の通信環境で提案方式を用いた場合、ケース 3 は遅延が 1 秒の通信環境でマ
スタスレーブ方式を用いた場合、ケース 4 は遅延が 1 秒の通信環境で提案方式を用いた
場合である。グラフの各々の棒グラフは各ケースでの平均所要時間を示し、各エラーバ
ーは所要時間のばらつきを示す。棒グラフの初期遅延時間(Initial command latency)とは、
ユーザインターフェースが操作者からの指示を受けてから、ロボットハンドがユーザイ
ンターフェースから最初の指示を受け取るまでの時間であり、操作意図を読み取り指示
を生成する時間とネットワーク通信遅延時間からなる。また、把持操作時間
(Grasp-control time)とは、ロボットハンドがユーザインターフェースから最初の指示を
受けてから物体を持ち上げる操作が完了するまでの時間である。 
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本評価結果は、通信遅延が 0.5 秒の場合と 1.0 秒の場合のどちらの場合でも、提案し
た操作意図ベースの方式の方が短時間で把持動作を実施できることを示している。ここ
で提案方式の初期遅延時間がシンプルなマスタスレーブ方式より長くなるのは、提案方
式が操作者の手の一時点のスナップショットではなく、手の動きをセンシングして操作
意図を読み取っているからである。また、本実験での把持の成功率は、ケース 1 が 85%、
ケース 2 が 95%、ケース 3 が 70%、ケース 4 が 100%であった。この実験によって、操作
意図ベースマンマシンインターフェースが効率的な遠隔操作を可能にすることが実証
された。 
 図 4-13 は、通信遅延 0.5 秒の遠隔操作時のロボットハンド動作の測定結果であり、
ロボットハンドが物体を掴む際の一本の指の関節角度をプロットしたものである。グラ
フの横軸は所要時間であり、縦軸は関節角度である。関節角度は規格化されており、0
とはロボットハンドが”Idle”状態で指を開いた際の角度を指し、1 とは最終的に把持で
きた時点での角度を示す。本実験では物体を把持するためにロボットハンドの指は対象
物体を潰さないように閉じられる。このような大きな遅延のある通信環境ではシンプル
なマスタスレーブ方式による操作は時間もかかり困難であるが、提案した操作意図ベー
スマンマシンインターフェースはこの操作性を著しく改善する。 
 
Idle state
Grasp state
Grasp state Crush state
Idle state
Grasp command
Crush command
Open command
図 4-11 操作意図ベースマンマシンインターフェースによる操作 
(© 2014 IEEE, 研究業績[2]) 
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図 4-12 遠隔からの物体把持の操作性の評価 
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4.7. まとめ 
本章では、ロボットハンドによる多様な物体の把持を実現するための触覚センシン
グ方式とそのセンシング情報を用いてハンドの把持力を繊細に制御する方式について
述べた。開発した触覚センシング方式は、高分解能の光学式滑りセンサと小型の圧力セ
ンサを組み合せることにより、課題であった高い分解能とセンシング位置に対するロバ
スト性の両立を実現した。また、開発した力制御方式は、センシングされた滑り情報を
用いて物体を落下させない最適な力制御を行うことにより、柔らかく壊れやすい物体を
含む多様な物体の把持を可能にした。これらの技術を搭載したロボットハンドを試作し、
把持する物体の特性を予め指示することなく、極めて変形しやすい 4g のペーパータオ
ルの円柱物体から変形しにくい 500g の物体まで特性の大きく異なる物体の自律把持に
成功した。また、この技術を活用したアプリケーションとして、このロボットハンドと
ユーザインターフェースからなる遠隔操作向けロボットハンドプロトタイプシステム
を構築した。このプロトタイプシステムを用いて遠隔操作を模擬した評価実験を実施し、
提案技術により通信遅延が大きい遠隔操作環境でもスムーズな物体把持が可能である
ことを示した。これらの評価結果は高分解能の触覚センシング方式と力制御方式の有効
性を実証するものである。 
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5章 結言 
 
 
5.1. 結論 
 社会に次の革新をもたらす技術として機械の自律制御への期待が高まっている。自律
制御のためには、中核となる電子制御システムが自己や外界の状態の認識や認識に基づ
く判断を正確かつリアルタイムに実行する必要がある。そのために電子制御システムに
は、性能向上のトレンドを上回る演算性能と従来を超える種類や分解能の情報を取得で
きるセンシング性能を有するハードウェアが不可欠となる。本論文では、求められる膨
大な演算を高い信頼性と電力効率を伴い実行する演算ハードウェア技術、演算性能を最
大化するメモリインターフェース技術、及び、将来のロボットハンドをターゲットとし
たセンシングハードウェア技術について課題を明らかにすると共に、解となる技術の提
案と実証を試みた。これらの各々の技術に対する結論は以下の通りである。  
 
演算ハードウェア技術 
膨大な算術演算を高い信頼性と高い電力効率を伴い実行するために、演算性能と電力
効率が高いSRAMベースのFPGAを高信頼に活用する論理回路アーキテクチャの開発を
行った。FPGA は、集積された多数の演算器により膨大な演算処理を実行でき、更に演
算内容に応じて回路構成をプログラムできる構造により電力効率の面でも優位性を有
する。しかしながら、SRAM に格納された回路構成情報が放射線により破壊されるソフ
トエラーの影響で信頼性に課題がある。この課題を解決するために修理機能とリトライ
機能を有する二重冗長方式を開発した。この方式は、二重化された回路の信号比較によ
り検出された回路構成情報の故障を割込み修理し、故障により失敗した処理を再実行す
る手法でソフトエラーを隠ぺいする。本方式を適用したメモリ制御回路を FPGA に実装
し、放射線照射実験による評価を実施した。この評価結果により、提案方式が放射線に
よる故障の修理を想定通り実行し、FPGA の放射線ソフトエラー耐性を向上させるため
に有効な方式であることが実証された。また、提案方式は従来の多数決方式と比較して
高信頼化による回路規模のオーバーヘッドが小さいという利点を持つ。上記のメモリ制
御回路の実装評価では、提案方式は多数決方式に比べて回路規模を 42%低減することに
成功した。一方でトレードオフとなるのが、故障時の割込み修理のための短時間の停止
である。この停止時間は回路規模に依存するが、多くの場合 100 マイクロ秒から数ミリ
秒の実用可能な範囲に抑えることができる。以上の評価結果は、開発したアーキテクチ
ャが FPGA を高信頼に活用するために有効であることを示すものである。 
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メモリインターフェース技術 
演算器に十分なデータを供給しその演算能力を引き出すために、プロセッサチップと
複数枚のメモリチップを積層し、それらのチップ間を誘導結合通信で結ぶ LSI 三次元集
積技術を開発した。技術課題は三枚以上のチップを積層した場合の通信効率の向上であ
った。そのために三次元通信距離を短縮する事が有効であり、これに対してワイヤ埋め
込み多層積層技術を開発し、電源ワイヤを含む積層チップ間のスペースを 40μm に削
減することに成功した。また、通信をしていない誘導結合用インダクタによる通信信号
強度の低下という問題に対しては、開発したインダクタ開放制御技術により 5.5%から
25%の信号強度の向上が可能であることを示した。一枚のプロセッサチップの上に二枚
の SRAM チップを積層した三次元集積チップを試作し、スループット 19.2Gbps、消費
電力 1pJ/b の通信に成功した。更に、三次元集積の副次的な問題となる熱密度の上昇に
対する方策として、環境温度にあわせて処理実行の調整を行うことで性能を最適化する
適応温度制御方式を開発した。温度センサや小型プロセッサを搭載した評価用チップを
試作し、本適応制御によって環境温度に応じた性能の最適化が実現できることを確認し
た。 
 
センシングハードウェア技術 
家事の補助や物流倉庫でのピッキングへの応用が期待される自律制御ロボットハン
ドをターゲットとして、触覚センシング技術の開発を行った。ロボットハンドによる多
様な物体の把持を実現するために、高い分解能とセンシング位置に対するロバスト性を
特徴とする光学式－機械式融合型の触覚センシング方式と、そのセンシング情報を用い
てハンドの把持力を繊細に調整する力制御方式を開発した。これらの技術を搭載したロ
ボットハンドを試作し、把持する物体の特性を予め指示することなく、極めて変形しや
すい 4gのペーパータオルの円柱物体から変形しにくい 500gの物体まで特性の大きく異
なる物体の自律把持に成功した。また、これらの技術を活用したアプリケーションとし
て、このロボットハンドとユーザインターフェースからなる遠隔操作向けロボットハン
ドプロトタイプシステムを構築した。このプロトタイプシステムを用いて遠隔操作を模
擬した評価実験を実施し、通信遅延が大きい遠隔操作環境でもスムーズな物体把持が可
能であることを示した。これらの評価結果は高分解能の触覚センシング方式と力制御方
式の有効性を実証するものである。 
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5.2. 今後の課題 
本論文では、機械の自律制御の核となる電子制御システムのハードウェア技術につい
て論じた。ただし、世の大きな期待に応えるためには多くの技術課題が残されており、
これらを段階的に解決し実用化を進めていく必要がある。 
課題の一つとしては、複雑化する制御処理の安全性や可用性を適切なコストで担保す
るアーキテクチャ及び検証技術の構築が挙げられる。本論文で述べた演算アーキテクチ
ャはプロセッサチップ上のランダム故障に対する安全性や可用性を向上させる解とな
るが、ハードウェアやソフトウェアが複雑になると設計ミスによるシステマティック故
障も懸念され、システマティック故障に耐性を持つアーキテクチャや、それを設計段階
で極力取り除く検証技術の確立も求められる。 
 また、より高いインテリジェンスの実現に向けては、データセンタ等の豊富なコンピ
ューティングパワーを活用したシステムアーキテクチャの構築も課題となる。処理が膨
大になると全ての処理を機械の中で行うのは実装スペースの面でもコストの面でも最
適ではない場合も多い。保証されるべき処理のリアルタイム性と、通信を含めて実現で
きる処理のレスポンスタイムを考慮した提案が必要となる。 
また、ロボットハンド向けのセンシングに関しては、触覚センシングに加えて、周囲
状況や対象物体の認識のためのセンシング手法の開発が求められる。走行制御用の技術
の応用を含め大きな進展が見込める技術分野であり、検討を進める必要がある。 
本書で述べたように、自律機械への社会の期待が高まる中、それを支える電子制御シ
ステムは技術的な転機を迎えている。新たな電子制御システムの構築にはまだ多くの技
術課題が残されているが、ビジネスの面でも社会貢献の面でも開発の意義は大きい。著
者も研究開発を継続し、技術開発を通じてより良い社会の実現に寄与したいと考えてい
る。 
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