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RÉSUMÉ 
Les réseaux sans fil ont connu au cours deux dernières décennies des avancées techno-
logiques considérables. Les équipements qui constituent les réseaux actuels implémentent 
diverses applications inconcevables dans le passé. Cette nouvelle génération de réseaux ainsi 
que les générations futures reposent principalement sur l'utilisation de plusieurs t echnologies 
émergentes , à savoir la technologie MIMO multi-usager et la radio-cognitive. L'utilisation de 
ces technologies permet une amélioration de la qualité des communications sans fil. Toute-
foi s, cette amélioration ne peut être obtenue sans la conception d 'algorithmes qui permettent 
d 'effectuer une allocation des ressources très limitées d 'une manière efficace. En effet, la tech-
nologie MIMO permet au réseau de disposer d'une nouvelle ressource, à savoir la ressource 
spatiale (plusieurs antennes), qui doit être gérée effi cacement. Tandis que la technologie 
radio-cognitive pousse les concepteurs des techniques d 'allocation des ressources à repenser 
la gestion du spectre radio. 
Dans la présente thèse, nous proposons plusieurs algorithmes d'allocation des ressources 
pour les réseaux sans fil de la prochaine génération. Nous nous intéressons au début aux 
réseaux sans fil MIMO-CDMA qui combinent le gain de multiplexage et de diversité multi-
usager des systèmes MIMO multi-usagers à la robustesse de la technique d'accès CDMA. 
Nous proposons un algorithme permettant d 'allouer efficacement les ressources fréquentielles, 
temporelles ainsi que les codes et les puissances aux différents équipements du réseau. En se 
basant sur la théorie des graphes et la mét aheuristique de la recherche tabou , l'algorithme 
proposé réalise un bon compromis complexité/ débit . De plus, nous étudions l'impact de 
deux types d 'imperfections sur les performances de l'allocation des ressources. Pour le même 
type de réseaux, nous proposons t rois algorithmes basés sur une conception trans-couche qui 
permettent de réaliser différents degrés de qualité de service et d'équité. 
En second lieu, nous proposons deux algorithmes d 'allocation des ressources pour les 
réseaux à radios cognitives. Le système étudié est un réseau sans infrastructure dans lequel 
plusieurs liens secondaires coexistent avec des liens primaires. Le premier algorithme utilise 
une approche gloutonne qui possède une complexité algorithmique t rès réduite. Il se base sur 
la théorie des graphes pour effectuer le partage du spectre et une technique très simple pour le 
cont rôle des puissances. Le deuxième algorithme est basé sur la métaheuristique génétique et 
résout une variante des problèmes du sac à dos. Ce deuxième algorithme permet d'atteindre 
des débits quasi-optimaux avec une complexité t rès réduite. 
Finalement, nous abordons le problème d'allocation des ressources pour les réseaux à 
radios cognitives multi-ant.ennes. Le système étudié dans cette dernière partie est composé 
d 'un réseau secondaire avec infrastructure qui coexiste avec un ou plusieurs réseaux pri-
maires. Nous proposons de nouveaux algorithmes d 'allocation des ressources pour ce type de 
réseaux. Les deux premiers algorithmes se basent sur la technique d'affectation d 'antennes 
et possèdent des complexités algorithmiques assez réduites. Le premier algorithme réussit à 
atteindre des débits quasi-optimaux tandis que le deuxième algorithme se base sur l'ordon-
nancement « round robin» afin d 'assurer une équité parfaite ent re les usagers. Le t roisième 
algorithme utilise une technique de formation des faisceaux et possède une complexité algo-
XV Ill 
rithmique très réduite grâce à la théorie des graphes et l'approche gloutonne. Les simulations 
réalisées permettent de prouver l'intérêt de cet algorithme qui propose un bon compromis 
entre la complexité et le débit total du système. De plus, l'équité assurée par ce dernier 
algori thme est améliorée par l'introduction de quelques changements. 
Mots clés : Allocation des ressources, systèmes 1\I IMO-CDMA, réseaux à radios cog-
nitives, complexité a lgorithmique, algorithmes gloutons, métaheuritiques, conception trans-
couche. 
CHAPITRE I 
INTRODUCTION 
Le monde des réseaux de télécommunications a connu au cours des deux dernières 
décennies des avancées technologiques considérables . Les réseaux sans fil n 'étaient pas épargnés 
et les équipements sans fil , sous toutes leurs formes, commencent à implémenter diverses 
applications non envisageables dans le passé. Et puisque l'appétit vient en mangeant, les 
st andards de communication sans fil ne cessent de se mult iplier et les besoins dos utili-
sateurs s'accroissent sans limite. Malheureusement, les ressources, dont dispose ce genre 
d'équipements , sont limitées et la façon avec laquelle elles sont gérées n 'est pas toujours op-
timale. Ceci pénalise fortement les performances des réseaux sans fil et constitue un handicap 
dans leurs batailles contre les réseaux fil aires. Par conséquent, et afin de combler l'écart de 
performances qui sépare los deux typos do réseaux, les protocoles responsables de la gestion 
des ressources dans les réseaux sans fil nécessitent d 'être repensés. 
Les principales ressources qu'un réseau sans fi l doit gérer sont la puissance, la fréquence 
et le temps. Durant la dernière décennie, une quatrième ressource est omniprésente dans la 
plupart des ôquipernents sans fil ; il s'agit de la ressource spatiale qui sc manifeste par le 
déploiement de plusieurs antennes. Nous décrivons dans ce qui suit ces quatre ressources et 
présentons les problématiques d 'allocations qui concernent chacune d'entre elles. 
2 
1.1 Les problématiques d'allocation des ressources 
1.1 .1 Première ressource : la puissance 
Les appareils sans fil mobiles sont souvent équipés de petites batteries vus leurs petites 
tailles. Les utilisateurs de tels équipements exigent une bonne gestion de la puissance des 
batteries pour ne pas avoir à les recharger très souvent . En outre, dans des types de réseaux 
tels que ceux de capteurs , les équipements sans fil ne peuvent pas être rechargés, et se voient 
ainsi obligés de minimiser leur consommation de puissance; synonyme de leur durée de vie. 
Ainsi , l'allocation de la puissance au niveau des appareils sans fil se présente comme étant un 
défi à relever lors de la conception des protocoles de communication aux différents niveaux 
de la pile du modèle OSI (Interconnexion de systèmes ouverts). Cette opération se fait au 
moyen du développement d'algorithmes efficaces d'allocation et de contrôle de puissance qui 
doivent être adaptés selon le type du système et la nature de l'environnement. Ces algorithmes 
doivent aussi prendre en compte les différents problèmes liés aux interférences. En effet , 
dans le cas d 'un réseau sans fil où plusieurs communications coexist ent dans la même zone 
géographique, l'augmentation de la puissance d 'une transmission provoque un effet négatif 
sur les autres transmissions qui vont souffrir d 'un niveau plus élevé d 'interférence. Des études 
prouvent que la capacité des réseaux sans fil est limitée par les interférences mutuelles entre 
les différentes transmissions (Gupta et Kumar, 2000). Un nombre important d 'algorithmes 
d 'allocation ou de contrôle de puissance sont présents dans la littérature (Goldsmith , 2005) , 
(Foschini et Miljanic, 1993) et (Paulraj et al., 2003) . Dans le présent document , nous allons 
utiliser quelques-uns de ces algorithmes en plus de la conception de nouvelles solutions mieux 
adaptées aux systèmes étudiés. 
1. 1. 2 Deuxième ressource : la fréquence 
La deuxième ressource qui doit être gérée dans le cadre des communications sans fil est 
la fréquence. En effet , le spectre radio est une ressource naturelle d 'une grande importance 
mais aussi très limitée et elle doit être partagée par un nombre t rès élevé de réseaux. Pour 
cet te raison, la tâche de partage du spectre est souvent confiée à des organismes spécialisés 
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tant au niveau régional que mondial. Aux États-Unis, l'allocation des différents spectres de 
fréquences disponibles est assurée par la commission fédérale des communications (FCC). Au 
Canada, cette tâche est confiée à Industrie Canada tandis qu'au niveau mondial, elle est la 
spécialité de l'union internationale des télécommunications (UIT). L'allocation des spectres 
de fréquence est effectuée jusqu'à présent d 'une manière statique. En effet, les organismes 
cités attribuent des licences à long t erme pour des zones géographiques très étendues ce 
qui a rapidement épuisé la plupart des spectres de fréquence importants. Les portions de 
fréquence restantes sont allouées à des prix excessivement élevés. Par exemple, les compagnies 
de télécommunications britanniques ont dû débourser plus de 3,5 mill iards de dollars pour 
acquérir une portion de fréquence dans la bande autour de 800 Mhz pour le déploiement 
de leurs réseaux de quatrième génération (Agence France-Presse, 2013). Le gouvernement 
canadien proj ette d 'encaisser un montant plus élevé lors des enchères qui seront tenues en 
novembre 2013 (Trichur , 2013) . 
Cette approche d'allocation et de partage, vu son caractère statique, entraîne une sous-
utilisation du spectre radio. En effet une grande portion du spectre reste quasiment inoccupée 
dans plusieurs zones géographiques ou pendant de longs intervalles de temps. Selon la FCC, 
le pourcentage de cette sous-ut ilisatiou peut être énorme, attcignaut jusqu 'à 85% (FCC, 
2003) . Par conséquent , un grand effort de recherche a été consacré afin de développer des 
solut ions à ce problème. 
Récemment, des techniques de partage dynamique de spectre entre différents systèmes de 
transmission ont été proposées dans le but de mettre fin au problème de sous-utilisation du 
spectre radio (Akyildiz et al. , 2008). La principale t echnologie qui a ouvert la voie aux solu-
tions de partage dynamique de spectre est connue sous le nom de la radio-cognitive. Un réseau 
doté d'une telle technologie permet à des équipements, initialement dépourvus de tout droit 
d 'émettre dans les spectres privés, de communiquer dans un spectre de fréquence en l'absence 
des porteurs de licence. Cependant, ces équipements doivent posséder une nature dite radio-
cognitive qui leur permettra d'observer leur environnement et d 'adapter leurs paramètres 
de transmission selon r.ctte perception. Malgré le grand intérêt que connaît le domaine des 
réseaux à radios cognitives, plusieurs voies de recherche restent inexplorées. La proposition 
d'algorithmes qui permettent le partage des bandes spectrales entre les équipements à radio 
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cognitive d'une manière à la fois efficace et avec une complexité réduite constitue une de 
ces voies. Par conséquent, nous proposons clans cette thèse des algorithmes cl 'allocation des 
ressources pour des réseaux à radios cognitives avec ou sans infrastructure qui effectuent le 
partage du spectre ainsi que l'allocation de la puissance. 
1.1.3 Troisième ressource : le temps 
Une des ressources les plus importantes dans les systèmes sans fil multi-usagers est la 
ressource temps. Vu que les ressources présentées ci-dessus, en l'occurrence la puissance 
et la fréquence, sont limitées, on a souvent tendance à les partager entre les équipements 
sans fil d 'une manière temporelle. D' autre part , le caractère fluctuant clans le temps du 
support physique nous pousse parfois à gaspiller une grande puissance ou d 'utiliser une 
large bande passante afin d 'atteindre les débits exigés. Pour remédier à ce problème, la 
ressource temps est souvent divisée en des intervalles appelés cases temporelles. Pendant 
chaque intervalle et selon l'état du média physique, la puissance ainsi que la fréquence seront 
a llouées aux différents usagers présents dans le système. Autrement di t, la division du temps 
en intervalles permet l'allocation des ressources non-fractionnables aux différents usagers. 
Plusieurs standards de communication sans fil , tels que le standard GSM (Global System fo r 
Mobile Communications) ainsi que les réseaux satellites, utilisent des algori thmes d 'allocation 
de ressources basés sur l'accès multiple par division de temps (TDMA). 
1. 1.4 Quatrième ressource : l'espace 
Au cours des quinze dernières années, et plus précisément, depuis la publication des 
travaux de (Telatar , 1999] et (Foschini , 1998) , les systèmes de communication sans fil utilisant 
plusieurs antennes dits MIMO (en anglais multiple-input multiple-output) ont constitué un 
des domaines de recherche les plus populaires. Dans ce type de systèmes, une quatrième 
ressource vient s'ajouter aux trois premières citées ci-dessus, souvent désignée par le terme de 
ressource espace. Il a été démontré que les réseaux ut ilisant des appareils équipés de plusieurs 
antennes atteignent des débits très élevés sans avoir à utiliser plus de puissance ni de bande 
passante plus large. De plus, la technologie MIMO peut être ut ilisée soit pour maximiser les 
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débits de transmission en envoyant des données différentes à partir de chaque antenne, soit 
pour minimiser le t aux d 'erreur sur les données en envoyant la même information à partir 
de toutes les antennes (source de diversité dite spatiale). 
Malgré le grand nombre d 'articles de recherche t raitant de l'ut ilisation de la technolo-
gie MIMO , plusieurs problèmes restent encore ouverts. En effet, les avantages qu 'offrent les 
systèmes multi-antennes attirent les concepteurs des standards sans fil à étudier la com-
binaison du MIMO avec des technologies qui ont déjà prouvé leur robustesse telles que 
les standards basés sur l'accès multiple à répartition par code (CDMA) et l'accès mul-
tiple à répartit ion en fréquences ort hogonales (OFDMA). Cependant, de telles combinaisons 
nécessitent des algorithmes d 'allocation des ressources spécialement adaptés aux systèmes 
hybrides afin de maximiser leurs performances. D 'autre part, les réseaux de la prochaine 
génération sans fil tels que les réseaux à radios cognit ives doivent aussi implémenter des algo-
rithmes d 'allocation des ressources spéciales dans le cas où ils ut ilisent la technologie MIMO . 
Cet te combinaison , di te MIMO-cogni t ive, constitue un domaine de recherche t rès récent. 
Nous proposons dans cette t hèse des algor ithmes d'allocation des ressources spécialement 
adapté aux réseaux qui ut ilisent cette combinaison. 
1.2 Contribut ions 
1. 2.1 Méthodologie générale 
Dans le cadre de cette thèse, nous concevons plusieurs algorithmes d'allocat ion des res-
sources pour les réseaux san.s fi l .émergents. Ces réseaux ut ilisent des technologies récentes, 
à savoir la technologie MIMO et la radio-cognit ive. La conception des algorithmes présentés 
dans cette t hèse sui t la méthodologie de recherche suivante. Nous étudions plusieurs modèles 
de systèmes de transmission. Pour chaque système, nous commençons par une modélisation 
du système et une fo rmulation du problème d'allocation des ressources. Nous reformulons 
par la suite Je problème en un problème connu de la théorie des graphes ou de la théorie 
de l'optimisation combinatoire. Ensuite, Nous concevons des algorithmes basés sur des ap-
proches heuristiques ou métaheuristiques. Et finalement, nous évaluons les complexités algo-
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rithmiques des solutions proposées avant de présenter leurs performances en termes de débit , 
de délai ou d 'équité. 
Les principales contribut ions de cette thèse peuvent être résumées comme suit. 
1.2.2 Allocation des ressources dans les réseaux MIMO-CDMA 
Nous proposons un algorithme qui effectue l'allocation des ressources dans un réseau à 
infrastructure MIMO-CDMA. Dans le réseau étudié, plusieurs res~ources doivent être gérées 
··." 
d'une manière efficace, à savoir , 
(i) la ressource spatiale vu que la station de base est équipée de plusieurs antennes, 
(ii ) la ressource puissance vu que la station de base dispose d 'une puissance limitée, 
(iii ) la ressource code vu que le réseau utilise une méthode d 'accès multiple CDMA et 
(iv) la ressource temporelle vu que les caractéristiques du média sans fil changent dans le 
temps. 
Nous concevons ainsi un algorit hme qui optimise l'utilisation de toutes ces ressources 
avec l'objectif d 'approcher le débit total maximal du système. 
Le problème d'allocation des ressources étudié est prouvé d 'être NP - difficile. De plus, 
vu que l 'état du média sans fil change rapidement , la décision d'allocation des ressources doit 
êt re prise dans un temps assez réduit afin de maximiser le temps de transmission des données 
utiles. Par conséquent , l'algorithme proposé cherche à trouver le meilleur compromis entre la 
complexité algorithmique et les performances du système en termes de débit. Nous utilisons 
ainsi une approche de conception basée sur la théorie des graphes et la métaheuristique de 
recherche tabou. Nous évaluons la complexité asymptotique de l'algorit hme proposé et nous 
la comparons à celles de l'algorithme glouton (Driouch et Ajib, 2008) et de l'algorithme 
optimal à force brute . Nous comparons aussi les performances en termes de débit des trois 
algorithmes par le biais de simulations. Les comparaisons effectuées convergent toutes à la 
même conclusion, soit celle que l'algorithme de recherche tabou propose un meilleur compro-
mis complexité/ débit vu qu'il approche les débits optimaux avec une petite augmentation 
de la complexité comparé à l'algorithme glouton. Nous considérons aussi le cas dans lequel 
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le système étudié présente des imperfections (une non orthogonalité des codes d 'étalement 
du spectre et une information erroné sur l'état des canaux). Nous étudions ainsi l'effet de 
ces imperfections sur la robustesse de l'algorithme d 'allocation des ressources. 
En se basant sur une :ccmception trans-couches (en anglais cross layer design), nous 
proposons trois algorithmes d'allocation des ressources qui visent à satisfaire l'un ou les 
deux objectifs suivants, à savoir , 
(i) la satisfaction des contraintes de qualité de service (QdS) et 
(ii ) l'équité entre les usagers. 
Nous comparons, par le biais de simulations, les performances des t rois algorithmes à 
celles de l'algorithme de recherche t abou qui a pour unique objectif la maximisation du 
débit total du système. 
1. 2.3 Allocation des ressources dans les réseaux à radios cognit ives 
Nous nous sommes intéressés dans un second lieu aux réseaux à radios cogni t ives sans 
infrastructure dans lesquels plusieurs liens à radios cognit ives coexistent avec des liens por-
teurs de licence. La problématique d'allocation des ressources concerne la gestion des bandes 
de fréquences ct. le contrôle des puissances des émetteurs à radios cognitives avec l'objectif 
de maximiser le débit total du réseau à radios cognit ives. Nous formulons le problème d 'al-
locat ion des ressources à l'aide de la théorie de l 'opt imisation combinatoire sous forme d'un 
problème de sac à dos NP-difficile. u que le temps pour prendre une décision d 'alloca-
tion des ressources est encore une fois un cri tère déterminant pour ce genre de réseau, nous 
concevons deux algorithmes qui réalisent des compromis complexité/débit différents. 
Le premier algorithme proposé repose sur une modélisat ion du réseau à l'aide de la théorie 
des graphes et sur une approche gloutonne pour la sélection des liens à activer. L'allocation 
de la puissance sc fait. dans une deuxième phase, ct nous ut ilisant deux techniques pour 
la réaliser. Ce premier algorithme privilégie la réduction de la complexité algorithmique 
au détriment des performances en termes de débit. Le deuxième algorithme se base sur 
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les algorithmes génétiques afin de t rouver un meilleur compromis entre la complexité et le 
débit . La comparaison des complexités algorithmiques donne un net avantage à l'algorithme 
glouton. Cependant, les complexités des deux algorithmes restent beaucoup moins élevées que 
celle de l'algorithme optimal. En se basant sur les résultats des simulations, nous concluons 
que l'algorithme génétique approche considérablement les performancès optimales avec une 
grande réduction de la complexité de calcul. 
1.2.4 Allocation des ressources dans les réseaux à radios cognitives multi-antennes 
Dans cette dernière partie, nous nous sommes intéressés aux réseaux à radios cognitives 
multi-antennes avec infrastructure. Il s'agit d'un type de système dans lequel un réseau multi-
usager à radios cognitives multi-antennes coexiste avec un ou plusieurs réseaux porteurs de 
licence. Nous étudions deux cas : 
(i) le cas où les porteurs de licence tolèrent un certain niveau· d 'interférence et 
(ii ) le cas où ils ne tolèrent aucune interférence. 
Dans le premier cas, nous proposons un algorithme d 'allocation des ressources qui utilise 
la technique d 'affectation des antennes. L'algorithme proposé fonctionne en deux phases. 
Dans sa première phase, il choisit les équipements à servir et leur affecte les antennes qui 
maximisent leurs performances. Tandis que dans sa deuxième phase, l'algorithme effectue une 
allocation optimale de la puissance aux antennes activées. Aussi, nous proposons un deuxième 
algorithme basé sur l'algorithme d 'ordonnancement « round robin » en vue d 'assurer une 
équité parfaite. Ces deux algorithmes visent des objectifs différents mais assurent tous les 
deux des complexités algorithmiques très réduites comparés à l'algorithme de force brute 
optimal. De plus , le premier algorithme permet d'atteindre des performances très proches de 
l'optimal. 
. Dans le cas où les porteurs de licence ne tolèrent aucune interférence, nous proposons 
un algorithme .glouton pour l'allocation des ressources qui utilise la technique de forma-
t ion de faisceaux. Celui-ci utilise une formulation du problème en théorie des graphes (un 
problème de coloration) ainsi qu 'une approche gloutonne pour l'affectation des équipements 
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à radios cognit ives aux différentes bandes de fréquences. La sélection est effectuée selon un 
des quatre critères développés. L'algorithme effectue par la suite une allocation optimale de 
la. puissance limitée dont dispose la st ation de base multi-antennes. En se basant sm la no-
tion d 'équité proportionnelle, nous effectuons quelques changements sur l' algorithme proposé 
afin d 'améliorer son degré d 'équité. Nous reformulons aussi le problème de coloration en un 
problème d'optimisation combinatoire en nombres binaires afin de trouver les performances 
opt imales pour des fins de comparaison. Ces dernières sont obtenues par des simulations qui 
prouvent. le bon r.mnpromis complexité/débit. que permet d'at teindre l' algorithme glouton 
proposé. 
1. 3 Organisation 
La présente thèse est organisée comme suit . Le chapitre 2 décrit brièvement les systèmes 
MIMO et les réseaux à radio-cognitives et présente une vaste revue de littérature des tech-
niques d 'allocation des ressources dans ce genre de systèmes. Le chapitre 3 détaille notre 
algorithme d 'allocation des ressources pour les réseaux MIYIO-CDMA. Il présente anssi les 
aut res algorithmes que nous proposons pour ce genre de réseaux et qui visent à assurer la 
QdS et l'équité . Le chapit re 4 décrit les deux algori thmes que nous proposons pour effectuer 
l' allocation des ressources dans les réseaux à radios cognit ives. Le chapitre 5 se divise en deux 
parties. La première partie comprend la descript ion d 'un algori thme basé sur l'affectation 
d'antennes . Tandis que la deuxième partie présente un algorithme basé sur la formation de 
faisceaux. Les deux algorit hmes proposés visent à allouer les ressources dans les réseaux à 
radios cogni tives à antennes mul t iples sous différentes cont raintes. Le chapitre 6 présente les 
principales conclusions de cette thèse et les possibilités de t ravaux fu t urs . 
..... :, . 

CHAPITRE II 
ÉTAT DE L'ART 
Dans ce chapitre, Nous présentons une revue de littérature des techniques d 'allocation 
des ressources dans les systèmes utilisant les technologies MIMO et rad io-cognitive. La 
présentation de la technologie MIMO commence par une brève introduction des systèmes 
multi-antennes. Les systèmes MIMO mult i-usagers sont discutés par la sui te. Nous nous 
concentrons plus précisément sur les techniques d'affectation d'antennes et de format ion des 
faisceaux. Puis , nous t erminons en présentant quelques travaux de recherche qui traitent de 
la problématique n'allocat ion ctes rc:ssonrccs dans les systèmes qui combinent la technologie 
MIMO avec des techniques d'accès multiples. La présentation de la radio-cognitive commence 
par quelques définitions de cette technologie. Nous présentons par la suite une revue de la 
littérature des techniques d'allocation des ressources dans les réseaux à radios cognitives. 
Le chapitre sc termine par la présentation de l'état de l'art des tcchuiques d'allocation des 
ressources dans les réseaux qui combinent la technologie MIMO à celle de la radio-cogni t ive. 
2.1 Allocation des ressources et systèmes MIMO 
2.1.1 Les systèmes multi-antennes (MIMO) 
Durant. les quinze: dernières années, la technologie: MIMO, qui offre ctc:s gains c:n perfor-
mance assez considérables en utilisant plusieurs antennes à l'émission ou à la réception, a 
connu un grand intérêt de recherche. Elle a même constit ué une des technologies les plus 
utilisées dans les nouvelles générations de réseaux sans fil , tels que les réseaux 802.lln et 
W iMax et les réseaux mobiles de troisième génération (Li et al ., 2009). Tout a commencé 
lorsque E. Telatar a calculé la capacité d'un système de communication MIMO utilisant M 
antennes de transmission et N antennes de réception (Telatar, 1999). Il a démontré que la 
capacité (au sens de la théorie de l'information) d'un tel système augmente linéairement avec 
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min (M , N). Ce résultat très important démontre qu'on peut améliorer les perfo rmances d 'un 
système de communication sans fil par le simple ajout d 'antennes, sans avoir à dépenser plus, 
ni en puissance ni en bande passante. 
Deux autres travaux très importants qui traitent des techniques de transmissions dans 
les systèmes MIMO ont été publiés bien avant le calcul de capac ité effectué par Telatar. 
Dans (Foschini, 1998), Foschini a proposé la première technique de mult iplexage spatial sous 
le nom B ell Laboratories Layered Space Time (BLAST) qui consiste à maximiser le débit 
d 'un système MIMO. La deuxième technique de transmission a ét é proposée par Alamouti 
(Alamouti , 1998) et cherche à utiliser une forme de diversité dite spatiale afin de diminuer 
le taux d 'erreur dans un canal MIMO . 
2.1.2 Les systèmes MIMO mult i-usagers (MU-MIMO) 
Un système de communication sans fil dans lequel une station de base équipée de plusieurs 
antennes communique avec des usagers équipés avec une ou plusieurs antennes est connu dans 
la littérature sous le nom de MIMO multi-usager (en anglais multiuser MIMO MU-MIMO). 
Des exemples d'un tel système incluent les réseaux locaux sans fil (WLAN ), les réseaux 
satellites et les réseaux cellulaires. Encouragés par les gains en performance des systèmes 
MIMO à usager unique (SU-MIMO ), plusieurs travaux de recherche ont essayé de tirer 
profi t de l'ut ilisation de plusieurs antennes dans les systèmes MU-MIMO . Aussi, la plupart 
des nouveaux standards et normes des réseaux sans fil optent pour l'utilisation du MU-
MIMO , en l'occurrence les st andards LTE et LTE-A pour les systèmes cellulaires (Liu et al., 
2012), les standards 802.11ac et 802.11ad pour les WLAN (Van Nee, 2011 ) et le standard 
802.16m pour les réseaux métropolitains sans fil (WMAN) (IEEE, 2011 ). L'utilisation du 
MU-MIMO dans ces standards s'avère plus bénéfi que que le SU-MIMO. En effet, le nombre 
d 'antennes au niveau d 'un équipement mobile est souvent plus petit que celui au niveau de la 
station de base. Par conséquent, le gain en mult iplexage spatial d 'un système SU-MIMO se 
voit limité à une augmentation de l'ordre de min(M , N) = N. Par contre, un système MU-
MIMO ne souffre pas de ce problème et la somme des capacités augmente avec min(M, n N ), 
où n est le nombre d 'usagers servis simultanément par la station de base (Lim et al. , 2013). Il 
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suffit ainsi que nN soit plus grand que M pour que la capacité totale du système augmente 
avec M . Dans ce cas, le système profite pleinement de la ressource spatiale dont dispose la 
station de base. Toutefois, ce gain en performance ne peut être atteint que si les algorithmes 
d'allocation des ressources ut ilisés sont bien conçus. 
Les auteurs de (Ajib et Haccoun, 2005) présentent une revue de littérature des prin-
cipaux algorithmes d 'ordonnancement dans les systèmes MU-MIMO. Ils ont montré qu 'un 
algori thme bien conçu doit utiliser les informations concernant la qualité des canaux entre la 
st ation de base et les usagers afin de maximiser les performances du système. Ces informa-
t ions sont souvent disponibles au niveau de la couche physique pour des besoins d'allocation 
de puissance. De plus, ces informations peuvent être partielles (les gains des canaux) ou 
complètes (les coeffi cients d 'évanouissement du canal). 
2.1.2.1 Technique d'affectation d'antennes 
Dans le cas où la station de base possède une information sur les gains des canaux des 
différents usagers, elle emploie un mécanisme connu dans la littérature sous le nom d'affec-
tation d'antennes (en anglais antenna assignment). Il consiste à choisir un nombre défini 
d 'usagers et à affecter à chacun d'eux une seule antenne. L'antenne qui servira un usager 
provoquera bien évidemment de l'interférence au niveau des usagers servis par les aut res 
antennes. En employant ce mécanisme, le nombre d'usagers qui peuvent être servis simul-
tanément est évidement limité au nombre d'antennes de la station de base. Les performances 
de ce mécanisme dépendent fortement de l'algori thme d'allocation des ressources employé 
par la station de base. et algor ithme a la responsabilité de choisir les usager à servir et 
d 'effectuer l'affectation d 'antennes. Il doit aussi allouer les portions de puissance d'une façon 
à maximiser les performances du système. 
Plusieurs travaux étudiant le mécanisme d'affectation d'antennes ont été proposés. En ef-
fet, (Aktas et El Gama!, 2003) propose un algorithme d'ordonnancement basé sur l'affectation 
d'antennes. L'algorithme choisit le meilleur groupe d'usagers (celui maximisant lc débit total 
du système), en se basant sur l'information sur leurs gains de canal ainsi que de l'information 
concernant les interférences mutuelles entre ces usagers . L'algorithme n'effectué toutefois pas 
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d 'allocation de puissance et se contente de diviser la puissance dont dispose la station de base 
en portions égales entre les antennes activées. L'algorithme proposé dans (Chai et al. , 2004) 
utilise la théorie des graphes afin d 'effectuer une affectation d 'antennes qui maximise le débit 
total du système. Les auteurs modélisent le système MU-MIMO par un graphe bipartite et 
proposent la résolution du problème d 'affectation d 'une façon optimale par l'algorithme hon-
' grois (Munkres, 1957) . Toutefois, l'approche utilisée n'est optimale que si le nombre d 'usagers 
est égal au nombre d 'antennes de la station de base. Cette hypothèse n'est pas vraie pour un 
grand nombre de systèmes sans fil. De plus, bien que les auteurs supposent une connaissance 
parfaite des gains des canaux des usagers au niveau de la st ation de base, l'algorithme qu 'ils 
proposent effectue une allocation égale des puissances. Ce genre d 'allocation est sous-optimal 
et pénalise ainsi les performances du système. D'autres travaux, en l 'occurrence (Torabzadeh 
et Ajib , 2008) et (Niyato et al., 2009) , proposent des algorithmes d 'allocation des ressources 
basés sur le mécanisme d'affectation d 'antennes pour des systèmes présentant des contraintes 
en termes de qualité de service et d 'équité. 
2. 1.2.2 Technique de formation de faisceau 
Dans le cas où la station de base connaît parfaitement les coeffi cients d'évanouissement 
des canaux de tous les usagers, (Weingarten et al., 2006) montrent que la capacité pour 
Je lien descendant d 'un système MU-MIM 0 ( c.-à-d. le lien de la station de base vers les 
usagers) peut être atteinte à l'aide d 'une technique appelée Dirty paper coding (DPC) (Costa, 
1983) . Toutefois, l 'implémentation de cette technique dans un système réel est pratiquement 
impossible à cause de sa très .grande complexité. Par conséquent, le DPC constitue une 
limite théorique qu'on essaye d'approcher en utilisant des techniques sous-optimales. Une 
des techniques de t ransmission MIMO qui permet d.' atteindre des performances comparables 
à ceux du DPC est la technique de formation de faisceaux par fo rçage à zéro (en anglais 
zero forcing beamforming ZFBF). Cependant, le ZFBF doit être combiné à un algorithme 
d 'allocation des ressources qui fait le choix des usagers et l'allocation de puissance d 'une 
manière optimale. (Yoo et Goldsmith , 2006) montrent que le problème du choix des usagers 
à servir avec une station de base utilisant le ZFBF est N P-diffidle. Par conséquent , plusieurs 
algorithmes ont été proposés ayant comme objectif de trouver un bon ordonnancement des 
----- --- ---
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usagers dans un temps raisonnable. 
Dans (Dimic et Sidiropoulos, 2005), les auteurs proposent un algorithme glouton, pour 
le choix d'usagers, ayant une complexité algorithmique relativement rédui te. Dans chaqne 
itération de l'algorithme, l'usager pouvant maximiser le débit total du système (une inver-
sion de matrice est effectuée pour chaque usager) est a jouté à la liste d 'usagers à servir. Une 
amélioration de cet algorithme en termes de complexité algorithmique (minimisant le nombre 
d'inversions de matrice) a été proposé dans (Liu et al., 2009) . Un troisième algorithme (Yoo et 
Goldsmith, 2006) prc'scntc' sous le nom de la« sc'lec.tion des nsagcrs scmi-orthogonanx » choi-
sit les usagers ayant des vecteurs des coefficients de canal presque orthogonaux. (Lau, 2005) 
propose un algorithme génétique ayant une complexité algorithmique assez rédu ite. Les per-
formances ainsi que la complexité de l'algorithme génétique sont comparées à celles obtenues 
par les algorithmes glouton et optimal. Les résultats de cette comparaison montrent que 
l'algorithme génétique présente un bon compromis entre la complexité algorithmique et les 
performances en termes de débit. 
2.1.2.3 MU-MIMO ct accès multiple 
Lorsque la technologie MIMO est combinée avec une technique d'accès multiple au ni-
veau de la sous-couche de contrôle d'accès au support (MAC) , les problèmes d 'allocation des 
ressources présentent plus de défis. Toutefois, il existe peu de travaux, comparé aux t ravaux 
étudiant d 'autres aspects de la technologie MIMO, qui traitent de ces problèmes dans ce type 
de combinaisons. La combinaison MIMO-OFDMA (accès multiple à répartition de fréquences 
orthogonales) est la plus étudiée dans la li ttérature. Les auteurs de (Rui ct Lau, 2007) pro-
posent un algori thme d'allocation des ressources effectuant un ordonnancement d'usagers 
(selon les deux dimensions fréquentielles et spatiales) et une allocation de puissance dans les 
systèmes MIMO-OFDMA ut ilisant le ZFBF comme technique de transmission. Ils analysent 
les performances de leurs algorithmes dans le cas où la station de base possède une infor-
mation erronée des canaux des usagers. (Elliott ct Krzymien, 2009) présente un algorithme 
d'ordonnancement, pour les systèmes MIMO-OFDMA utilisant la technique de transmission 
DPC, basé sur une métaheuristique génétique. Malgré les grandes performances que per-
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mettent d'atteindre ces deux algorithmes en termes de débit , ils souffrent toutefois d 'une 
grande complexité algorithmique. 
La combinaison MIMO-CDMA a été aussi étudiée dans la littérature. Cependant, la 
plupart des travaux qui traitent cle cette teduwlogie s' intéresse à la conception des techniques 
de réception plutôt que d'algorithmes d 'allocation des ressources pour la t ransmission. Les 
auteurs de (Ma et al., 2007) analysent les performances d'un système MIMO-CDMA qui 
utilise la technique de réception de combinaison à rapport maximal. Deux autres travaux, 
(Choi et al., 2007) et (Choi et Andrews , 2007), décrivent des récepteurs linéaires pour des 
systèmes MIMO-CDMA qui affectent à chaque usager une antenne et un code diflérents. À 
l 'inverse de tous ces travaux qui étudient le lien descendant des systèmes MIMO-CDMA, une 
étude récente (Pan et al. , 2013) introduit une analyse asymptotique des performances du lien 
montant d 'un système MIMO-CDMA. Les résultats de tous ces travaux convergent vers une 
même conclusion, soit l'importance de la combinaison MIMO-CDMA dans le développement 
cles nouveaux standards de communication sans fil. 
2.2 Allocation des ressources et réseaux à radios cognitives (CRN) 
2.2.1 La technologie radio-cognitive 
Le terme « radio-cogrri tive » est utilisé pour la première fois par Joseph Mitola dans 
son article (Mitola et Maguire, 1999) pour désigner une radio qui utilise un raisonnement 
par modèle en vue d 'améliorer ses performances. Depuis la parution de l'article de Mi-
tola, peu de travaux se sont intéressés à ce nouveau paradigme. En 2003, la commission 
fédérale des communications (FCC), l'organisme responsable de réglementer le domaine des 
t élécommunications aux États-Unis, s'est intéressée à ce nouveau paradigme et a proposé 
une nouvelle définition du terme ''radio-cognitive" (FCC, 2003). Selon la FCC, il s'agit 
d 'une radio capable de changer ses paramètres de t ransmission (ou de réception) en fonction 
des changements que subit l'environnement dans lequel elle fonctionne. L'intérêt porté par 
la FCC à la technologie de la radio cognit ive lui a permis de prendre une vaste portion 
des travaux de recherche dans le domaine des communicat ions sans fil. De plus, plusieurs 
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standards reposant sur cette technologie sont en cours de développement, en l'occurrence le 
standard 802.22 pour les réseaux régionaux sans fil (WR.AN) et le standard 802. 1laf pour 
les WLAN (Ghosh et al., 2011). 
Récemment , la technologie radio-cognitive est considérée comme étant la solution au 
problème de la sous-utilisation du spectre radio provoquée par l 'affectation statique des 
bandes de fréquence aux différents réseaux. Cette technologie permet, en ut ilisant une gestion 
dynamique du spectre radio , de donner le droit d 'ut iliser les bandes de fréquence propriétaires 
(lorsqu 'elles sont. inoccupées) à des usagers secondaires, c.-à-d . n 'ayant. pas le droit d'émettre 
sur ces bandes. Autrement dit, la. technologie radio-cognitive permet à des équipements 
« intelligents» dit à radio-cognitive (selon la définition de (Haykin, 2005)) d'utiliser d'une 
manière opportuniste les bandes de spectre inoccupées . Toutefois, ces équipements doivent 
avoir la capacité de détecter ces bandes de fréquence et d'adapter leurs paramètres de trans-
mission selon leur perception de l'environnement. (Akyildiz et al., 2008) présente une bonne 
introduction aux techniques de gestion du spectre proposées dans la littérature. Les auteurs 
divisent la gestion du spectre en quatre grandes étapes : la détection du spectre, le choix du 
spectre, le partage du spectre et la mobilité du spectre. Pour chacune de ces étapes , (Akyildiz 
et al., 2008) présente les différentes techniques utilisées et les défis à surmonter. 
2.2.2 Allocation des ressources dans les réseaux à radios cognit ives 
Une bonne gestion du spectre radio passe par la conception d'un algorithme de partage du 
spectre qui doit être à la fois efficace et qui permet de satisfaire les différentes exigences des 
usagers secondaires en termes de qualité de service et d'équité. La plupart de ces algorithmes 
utilisent une formulation du problème de partage du spectre en utilisant la théorie des jeux 
ainsi que la t héorie de l 'optimisation . Les auteurs de (Etkin et al. , 2007) proposent une 
modélisation du problème de partage du spectre en un jeu non-coopératif et répétitif dans 
lequel les joueurs (représentant des transmissions secondaires) cherchent à maximiser leurs 
scores à chaque nouvelle manche (game stage). Les articles (Wang et al., 2010) et (Ji et 
Liu, 2007) proposent des revues de la littérature des principaux algorithmes de partage du 
spectre utilisant la théorie des jeux. 
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Les algorithmes issus de la théorie des jeux présentent souvent l'avantage d'être des 
algorithmes distribués qui ne nécessitent pas de point central pour prendre une décision. 
Toutefois, les approches centralisées donnent de meilleures performances. Les algorithmes 
centralisés sont souvent obtenus par l'utilisat ion d'une modélisation basée sur la théorie des 
graphes. (Zheng et Peng, 2005) constitue le premier article~ a~~ir proposé une modélisat ion 
du problème de partage du spect re en un problème de la théorie des graphes . Les auteurs 
de (Zheng et Peng, 2005) proposent de modéliser le réseau des transmissions secondaires en 
un graphe et cherchent à résoudre plusieurs problèmes d 'optimisation avec la coloration de 
ce graphe. Le partage du spectre proposé dans (Zheng et Peng, 2005) repose sur un modèle 
protocolaire pour modéliser l'interférence entre les liens qui partagent la même bande de 
fréquence. La simplicité de ce modèle le rend non fi able, cont rairement au modèle physique 
qui repose sur l'utilisation des mesures des rapports signal sur brui t plus interférence (SINR). 
Plusieurs autres travaux (Wang et al ., 2009) (Swami et al., 2008) se sont inspirés de (Zheng 
et Peng, 2005) afin de développer des algorithmes centralisés pour le partage du spectre qui 
répondent à des exigences en qualité de service ou en équité. 
Les algorithmes présentés dans le paragraphe précédent supposent que le partage du 
spectre sc fait en l 'absence des usagers porteurs de licence de transmission (appelé aussi 
usagers premiers ou primaires). Une fois que ces usagers commencent à utiliser la bande de 
fréquence en question, les usagers secondaires doivent cesser immédiatement toute transmis-
sion sur cette bande. Ce type de partage du spectre, dans lequel les usagers primaires ont 
zéro tolérance aux interférences secondaires , est appelé overlay selon la classification pro-
posée dans (Zhao et Sadler , 2007) (il porte le nom de interweave selon (Goldsmith et al., 
2009)). Lorsque les usagers primaires permettent un certain seuil d 'interférence, une autre 
technique de partage de spectre doit être utilisée, et est appelée communément underlay. 
(Le et Hossain, 2008) proposent deux algorithmes de partage du spectre combinés à des 
algorithmes d 'allocation de puissance dans le cas d 'un accès underlay. Les auteurs considèrent 
upe seule bande de fréquence partagée par plusieurs usagers secondaires et primaires et un 
point central responsable des décisions du partage elu spectre et d 'allocation de puissance. 
Les usagers secondaires cherchent à satisfaire leurs demandes en qualité de service (exprimées 
en SINR.) sans pour autant nuire aux transmissions primaires qui tolèrent un certain niveau 
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d'interférence . En se basant sur la théorie des jeux, (El Ferkouss et Ajib , 2012) proposent un 
algorithme d 'allocation des ressources (bandes de fréquence et puissance) pour un réseau à 
radios cognitives en underlay. L'algorithme vise à maximiser un des deux objectifs, à savoir le 
débit total du réseau secondaire ou l'indice d 'équité ent re ses usagers . Toutefois, l'allocation 
proposée ne se soucie pas du temps d 'exécution ce qui peut la rendre inadaptée pour les 
systèmes réels. 
2.2 .3 Allocation des ressources dans les réseaux MIMO-cognitive 
Au niveau d'un réseau sans fi l à radios cognitives, l'ut ilisation de la technologie MIMO 
peut s'avérer d'une grande utilité. D 'un premier côté, la technologie MIMO peut servir à 
accroître considérablement le débit ou la fi abilité des réseaux sans fil à radios cognitives . 
D 'un aut re côté, vu que les réseaux à radios cognitives souffrent. t.ros souvent ctu problème 
d 'interférence que peuvent causer les transmissions secondaires aux t ransmissions primaires, 
l'emploi de plusieurs antennes aux niveaux des usagers ou stations de base secondaires peut 
servir à éliminer ce problème o~ au moins à diminuer son intensité jusqu 'à un certain ni-
veau. En conséquence, l'utilisation d 'une telle combinaison, dite MIMO-cognitive, nécessite 
le développement de techniques d 'allocation des ressources adéquates afin d 'optimiser leurs 
performances. 
Les travaux portant sur la combinaison MIMO-cogni t ive di ffè rent par les modèles des 
syst èmes considérés . Les études théoriques t raitent souvent de modèles simples afin de cal-
culer des limites théoriques telles que la capacité au sens de Shannon . En effet, (S ridharan 
ct Vishwanath, 2008) déterminent la région de la capacit é pour un système composé d'une 
transmission MIMO primaire qui coexist e avec une transmission secondaire . Les auteurs 
ont mont ré que l'ut ilisation du codage DPC permet d'éliminer l'interférence causée par la 
transmission primaire au niveau du récepteur secondaire, ce qui permet d 'atteindre la ca-
pacité du lien secondair~ . Le même système est ét udié dans (Bixio et al., 2010) pour un 
lien primaire SISO (en anglais single-input. single-output) . Les auteurs ont conçu des tech-
niques de précodage et de réception linéaires qui permettent d'atteindre le débit maximal 
du lien secondaire. De plus', ils supposent qu'aucune interférence n'est permise au niveau 
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du récepteur primaire. En utilisant cette même hypothèse, (Guo et Leung, 2012) proposent 
de sacrifier une antenne secondaire afin de respecter la contrainte de zéro interférence. Les 
autres antennes sont utilisées afin d'améliorer la diversité par un codage spatio-temporel en 
blocs (STBC). Dans (Zhang et Liang, 2008), le système étudié ~st composé d'un lien MIMO 
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secondaire qui coexiste avec plusieurs récepteurs primaires selon un modèle underlay. Les 
auteurs s'intéressent à l'étude du compromis qui se pose au niveau d'un émetteur secon-
daire entre l'utilisation de ses antennes pour diminuer le degré d 'interférence aux usagers 
primaires (en utilisant une technique de formation des faisceaux), et leur utilisation pour 
l'augmentation de son propre débit. 
Un autre modèle de systèmes MIMO-cognitive étudié dans la littérature consiste en la 
coexistence d'un réseau secondaire à infrastructure avec un ou plusieurs liens ou réseaux 
primaires. Dans (Hamdi et al ., 2009) , les auteurs proposent un algorithme d 'allocation des 
ressources dans un réseau secondaire qui utilise la technique du ZFBF au niveau de la sta-
tion de base secondaire rnulti-antennes. Cette dernière se sert de ces antennes afin de servir 
les usagers secondaires et de rédulre l'interférence causée à un seul récepteur primaire. Son 
objectif étant de maximiser le débit du réseau secondail'e tout en respectant la contrainte 
d 'interférence imposée par l'usager primaire. Le choix des usagers e fait à l'aide d 'un algo-
rithme glouton très simple mais peu performant . De plus, le fait de considérer un seul usager 
primaire et une seule bande de fréquence limite l'intérêt de 1 'algorithme proposé. En utilisant 
les mêmes hypothèses, (Islam et al. , 2007) propose une technique de formation des faisceaux 
couplée à une allocation de puissance en vue d'être utilisée au niveau de la station de base 
secondaire. Les auteurs supposent aussi que le nombre d'usagers secondaires est inférieur au 
nombre d 'antennes de la st ation de base, ce qui limite davantage l 'algorithme proposé. Les 
mêmes auteurs proposent dans (Islam et al., 2008) un autre algori thme pour le trafic mon-
tant (c.-à-d . des usagers vers la stat ion de base) en utilisant le même modèle de système. Un 
autre algorithme proposé dans (Hamdi et al., 2013) adapte la technique ZFBF afin d 'aider 
la transmission primaire. La station de base bénéficie en même temps d 'une partie de la 
bande passante afin de servir ses propres usagers. Ces derniers sont choisis d 'une manière 
gloutonne. 
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2.3 Conclusion 
Ce chapitre a présenté une revue de la littérature des principaux t ravaux de recherche 
en relation avec les contributions de la présente thèse. Nous avons introduit brièvement les 
deux principales t echnologies qui vont être ut ilisées dans les réseaux étudiés dans cette thèse, 
à savoir la technologie MU-MIMO et la radio-cognitive. Malgré le grand nombre de travaux 
qui traitent des différents aspects de ces deux technologies, plusieurs problémat iques de re-
cherches restent inexplorées. Aussi, plusieurs algorithmes d 'allocation des ressources proposés 
dans la littérature permettent d 'obtenir des performances opt imales ou quasi-optimales sans 
se soucier de leur complexité algori t hmique qui est souvent t rès élevée. Toutefois, la com-
plexité algorit hmique constitue un critère important pour les algorithmes d'allocation des 
ressources. Ces derniers disposent d'un temps t rès limité afin de prendre une décision cruciale. 
En effet, une décision rapide permet de donner plus de temps à la transmission des données 
utiles. Par conséquent, nous proposons dans la présente thèse des algori thmes d'allocation 
des ressources qui permettent d 'avoir des décisions quasi-optimales avec une complexité al-
gori thmique assez réduite. 

- --------------- - ---- -
CHAPITRE III 
ALLOCATION DES RESSOURCES DANS LES RÉSEAUX MIMO CDMA 
Comme mentionné dans le chapitre précédent , les systèmes multi-antennes ut ilisent une 
technologie émergente qui a pu s'imposer dans un grand nombre de standards récents ou 
en cours de développement . Lorsque la technologie MIMO est combinée avec la technique 
d'accès multiple CDMA, elle permet d'améliorer davantage les performances des réseaux 
en termes de débit , de QdS ou d 'équité. Toutefois , cette amélioration ne peut être atteinte 
sans une allocat ion effi cace des ressources limitées dont disposent les différents équipements 
qui composent le réseau. Par conséquent , nous proposons dans ce chapitre des algori thmes 
d 'allocation des ressources pour les réseaux MIMO-CDMA qui visent à satisfaire plusieurs 
objectifs. Les algorithmes conçus se dist inguent aussi par leur simplicité en termes de com-
plexité algorithmique. Cette dernière constitue un cri tère déterminant pour juger de la qualité 
de l'allocation des ressources . 
Ce chapitre est organisé comme suit . La section 3. 1 décri t le modèle du système en 
détaillant les principales hypothèses ut ilisées. La sect ion 3.2 formule le problème d 'allocation 
des ressources en un problème de la théorie des graphes. La sect ion 3.3 présente l'algorithme 
d 'allocation des ressources proposé qui se base sur la métaheuristique de la recherche tabou. 
Nous décrivant dans la section 3.4 t rois autres algori thmes qui visent à satisfaire différentes 
cont raintes de QdS et d 'équité. Dans la dernière section, nous étudions les performances 
des algori thmes proposés. Une étude de la complexité est présentée en premier lieu, suivie 
de la présentation des résultats de simulations qui montrent les performances des différents 
algorithmes proposés. 
3.1 Modèle du système 
Le système étudié est un ré~eau sans fi l avec infrastructure dans lequel une seule station 
de base tente de servir un ensemble de K appareils mobiles (que nous appellerons dorénavant 
usagers) . La station de base est équipée de M antennes tandis que chaque usager dispose 
d'une seule antenne. Les algorithmes proposés dans ce chapitre peuvent être adaptés fa-
--------------
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cilement pour supporter des usagers à antennes multiples en appliquant la technique de 
sélect ion d 'antennes réceptrices (en anglais receive antenna selection), voir (Hamdi et al. , 
2009). Dans la littérature, le système étudié prend souvent le nom de système MU-MISO 
ou MU-MIMO. Dans cette étude, seul le trafic descendant (de la station de base vers les 
usagers) sera considéré. 
Nous considérons que la ressource temps e:;L ùivi:;ée en intervalles égaux (souvent désignés 
par time slots TS). L 'état des canaux sans fil entre la station de base et les usagers reste 
inchangé pendant toute la durée d 'un intervalle de temps. Nous supposons aussi que la 
station de base utilise une technique d 'accès multiple CDMA et qu 'elle dispose de N codes 
d'étalement du spectre dénotés par en, avec n = 1, . .. , N. La station de base dispose ainsi 
ùe ressources limitées, à savoir le uombrc de ses anteunes émettrices, le uornbre de codes 
et la durée de l'intervalle de temps; auxquelles s'ajoute la puissance de transmission. Ainsi , 
au début de chaque intervalle, la station de base doit choisir un nombre limité d 'usagers à 
servir en fonction de ces ressources. La décision de l'algorithme proposé changera à chaque 
intervalle de temps selon les caractéristiques des canaux durant cet intervalle. 
Le choix des usagers à servir est une décision importante vu son impact direct sur les 
performances du système. La station de base range les usagers choisis dans N ensembles ou 
moins. Cette limitation sur le nombre d 'ensembles est régie par le nombre limité de codes 
dont dispose la station de base. Le symbole (n est utilisé pour désigner 1 'ensemble d'usagers 
servis par le code Cn (représenté par un vecteur de taille 1 x C où C représente la taille 
du code). La station de base emploie aussi une technique de précodage. Par conséquent, le 
symbole à transmettre vers un usager k appartenant à l'ensemble (n est multiplié dans un 
premier temps par le code d'étalement du spectre en. Le signal résultant est multiplié par la 
suite par un vecteur de précodage w~n) spécifique à l'usager k , de taille lVI x 1. 
Soit Sn la matrice de taille M x C formée par les vecteurs lignes représentant les signaux 
transmis vers les usagers de (n· La matrice Sn peut s'écrire sous la forme 
Sn= 2.:= .JP;:;w kn) CnXk , 
kE(n 
(3.1) 
où P n,k représente la portion de puissance allouée à l'usager k. La puissance disponible au 
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niveau de la st ation de base est fixée à P. Elle est la même pour tous les intervalles de temps . 
Soit Pn la portion de pui~s.ance · ~ll~uée aux usagers appartenant à l'ensemble (n · Ainsi, la 
puissance P doit être toujours supérieure ou égale à =~= ! P n. 
En plus de l 'utilisation du CDMA, la station de base emploie la technique ZFBF. Cette 
technique est appliquée à chaque ensemble d'usagers d 'une manière séparée. Ceci limite le 
nombre d 'usagers dans chacun des ensembles au nombre d'antennes M , c.-à-d . Card((n) < M 
où l'opérateur Gard(-) retourne le nombre d'éléments de l'ensemble. 
Nous supposons que les différents canaux sans fil entre les K antennes de la station de base 
et les usagers subissent un évanouissement dit Rayleigh. En d'autres termes, les coeffi cients 
de canal pour chaque usager sont représentés par \Ill vecteur h~n) à éléments complexes ck 
taille 1 x M , et suivent une distribution Gaussienne de moyenne nulle et de variance unitaire. 
De plus, les éléments de ces vecteurs sont supposés indépendants et identiquement distribués 
(i.i.d .). Pour obtenir une estimation de l'état du canal entre les différents usagers et la station 
de base, cette dernière envoie des signaux pilotes connus par tous les usagers. De leur côté, 
les usagers détectent ces s ig~au/et estiment les coefficients de leurs canaux. Finalement, les 
coefficients estimés sont envoyés vers la st ation de base. Ainsi, cette dernière dispose d'une 
info rmation qui va l'aider à prendre plusieurs décisions importantes lors de l'allocation des 
ressources. 
Soit Yk le vecteur de taille 1 x C représentant le signal reçu par l'usager k qui appartient 
à l'ensemble (n· Ce vecteur peut s'écrire sous la forme 
N 
Yk = h~n) · :L Sn, (3. 2) 
n=l 
N 
+ :L :L hr) JP;wY)Ct Xj + Z k, (3 .3 ) 
l= l , l-j-njEC,t 
où Zk est le vecteur de taillë 1 xC représentant le bruit blanc, additif et Gaussien de moyenne 
nulle et de variance a-;. La notation j E (n est utilisée pou_r montrer que l'usager j appartient 
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à l'ensemble (n· 
3.1.1 Cas 1 : Système parfait 
Dans un premier temps, deux hypothèses seront utilisées pour finaliser la description du 
système. La première hypothèse est la disponibilité d'une i~formation complète et correcte 
sur l'ét at du canal. La deuxième hypothèse concerne les codes d'étalement du spectre. Nous 
supposons que deux signaux utilisant deux codes différents arrivent parfaitement orthogo-
naux au niveau des récepteurs . En reposant sur la première hypothèse, l'utilisat ion du ZFBF 
permet d'annuler complètement l'interférence entre les usagers qui appartiennent au même 
ensemble. En effet, la conception des vecteurs de précodage pour la technique ZFBF utilise 
les coefficients des canaux des usagers à servir. Par conséquent , des coefficients erronés in-
fiuenceront sans doute sur les vecteurs de précodage et par la suite sur les performances du 
système. 
En utilisant ZFBF, les vecteurs w in) peuvent être obtenus par une simple pseudo-
inversion des matrices des coefficients de canal de la manière suivante : pour commencer , 
pour chaque ensemble (n , nous construisons une matrice Hçn de ta ille Card(Çn) x M formée 
par les vecteurs des canaux des usagers de l'ensemble (n· Nous construisons la matrice W çn 
en inversant la matrice Hçn. Vu que cette dernière n 'est pas forcement une matrice carrée, 
la matrice W (n est une pseudo-inverse et peut s'écrire sous la forme 
(3.4) 
où 1 'opérateur (-) * désigne 1 'hermitien d'une matrice (conjuguée et transposée). P ar conséquent , 
le vecteur de précodage de l'usager k servi par le code Cn est donné par win), la k - ième 
colonne de la matrice W (n. En utilisant cette matrice pour effectuer le précodage, aucune 
interférence provenant des usagers utilisant le même code Cn ne sera sentie au niveau de 
l'usager k puisque 
Vi E (n et i =J k, (3.5) 
et 
h (n) (n) _ 1 k wk - · 
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(3 .6 ) 
D'un autre côté, en se basant sur la deuxième hypothèse énoncée au début de cette section, 
l'utilisation du CDMA permet d'annuler l'interférence entre des usagers appartenant à des 
ensembles différents. E n effet, à la réception du signal, l'usager le multiplie par le code CnT 
afin d 'effectuer la détection. Cette multiplication permet d 'annuler les signaux envoyés vers 
les usagers des autres ensembles. Par conséquent , l'utilisat ion du ZFBF et de CDMA permet 
l'annulation des deux types d'interférence que subissent les signaux vers les différents usagers . 
L'équation 3.3 peut être ainsi réduite à 
(3.7) 
Puisque tous les termes d'interférence sont désormais éliminés, le débit maximum que 
l'usager k peut atteindre est donné par (Goldsmith, 2005) 
R(k) -l ( 1 + Pn,k) ç - og2 2 · 
n () z 
(3.8) 
Le débit du système est donné par la somme des débits de tous les usagers. Ce débit sem 
appelé par la suite, le "débit. somme" ( Sum rate) ct constituera nne métrique importante 
lors de l 'évaluation des perftmhances. Afin de maximiser la valeur de ce débit, la station de 
base doit optimiser l'utilisation des ressources dont elle dispose, à savoir les antennes, les 
codes et la puissance. Le débit somme maximum que le système peut atteindre est donné 
par 
N 
Rr = max~ax L L R~~)· 
( n n ,k n=l kE(n 
(3 .9) 
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Toutefois, la contrainte suivante doit être respectée 
N 
"" (n) 2 L L ll wk Il Pn,k :S: P. (3.10) 
n=l kE(n 
où Il · Il représente la nonne du vecteur . 
Selon l'équation 3.9 , la maximisation du débit somme passe par deux étapes : 
(i) un bon choix d'usagers (leur disposition dans les ensembles est d'une grande impor-
tance) et 
(ii) une optimisation de l'allocation de puissance. 
Cette dernière peut être obtenue, une fois le choix d'usagers effectué, en appliquant un 
algorithme connu dans la littérature sous le nom de l'algorithme du water-filling, (Paulraj 
et al. , 2003). Soit Pk,opt la portion de puissance optimale de l'usager k qui dépendra du choix 
d'usagers effectué. La portion Pk,opt est donnée par 
( )
+ 
p - j.J, - 0'2 k,opt - ( ) 2 z > 
llwt Il 
(3.11) 
où (x)+ est égal à x si x > 0 et à 0 sinon, et J.L est la solution de l'équation suivante 
(3.12) 
3.1.2 Cas 2 : Information erronée sur l'état des canaux 
Les deux hypothèses de la section précédente ne sont pas toujours vraies dans les systèmes 
réels. Malgré que ces hypothèses n 'aient pas un grand effet sur la conception de l'algorithme 
d 'allocation des ressources, nous allons tout de même étudier leur effet sur les performances 
du système de manière générale. Dans un premier lieu, supposons que la station de base 
dispose d'une information erronée sur l'état des canaux des différents usagers . Cette erreur 
peut survenir soit d'une estimation faussée par le bruit du canal ou bien des délais lors 
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du feedback (rétroaction) ce qui produit une information périmée. Les coeffi cients de canal 
erronés sont modélisés comme suit 1 (Rui et Lau, 2007) 
(3.13) 
où L:.hk représente un vecteur de taille 1 x M qui modélise l'erreur d 'estimation. Les éléments 
de ce vecteur sont des variables complexes de moyenne nulle et de variance O'~h et sont i.i.d . 
selon une distribution Gaussienne. 
À cause de l 'erreur d'estimation, La technique ZF BF n'est plus capable d'éliminer totale-
ment l'interférence produi te par les usagers du même ensemble. Par conséquent, l'équation 3.3 
s'écri t comme sui t 
Y k · CnT = ~hkWkXk- L JPjL:.hkW jXj + ZkCnT, 
jE(n, jf.k 
(3.14) 
D'après l'équation de canal précédente , les performances de l'usager k seront pénalisées 
par 1 'erreur d 'estimation de 1 'état de canal. Ce nouveau terme d 'interférence provoquera bien 
évidemment une dégradation du débit qui s'écri t maintenant sous la fo rme 
( 
P lhTw 12 ) R (k) _ 1 1 + k,opt k k (n - og2 2 "" T 12 . 
0' z + L..J P j,opt 1 L:.hk W j 
jE(n, jf.k 
(3. 15) 
Le débit somme est toujours donné par l'équation 3.9 sous la même contrainte 3.10. 
Toutefois, l'optimisation de l'allocation de puissance n'est plus une tâche fac ile vue la nouvelle 
formule du débit par usager. En effet, l'algorithme du water.filling ne peut plus s'appliquer 
directement à cause de la présence des puissances dans le dénominateur de la fr act ion à 
l'intérieur du logarithme qui représente le rapport signal sur brui t plus interférence (SINR.). 
Afin de simplifier le problème d'allocation des puissances, au moment de calculer la port ion 
de puissance de l'usager k, nous supposons que les autres usagers reçoivent des puissances 
1. Les indices de l'ensemble dans les vecteurs des canaux et les vecteurs poids seront omis dans la 
présentation des prochaines équations afin de simplifier les notations 
' . ' 
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égales. L'usager j est supposé recevoir la portion de puissance sous-optimale suivante 
p 
Pj ,sopi = N · 
Ln=l Card((n) 
(3.16) 
Par conséquent, la portion sous-optimale de puissance allouée à l'usager k peut mainte-
nant êt re calculée en utilisant l'algorithme du waterfilling en résolvant l'équation suivante 
( )
+ 
p - fJ - a2 - '"' k ,sopi - (k) 2 z Yk ' 
llw(n Il 
(3 .17) 
où "Yk = LjE(n, j f k Pj ,soptl .6.hk T wJ I2 et fJ est la solution de l'équation suivante : 
(3.18) 
3.1.3 Cas 3 : Non-orthogonalité des codes d'étalement du spectre 
Dans cette section, nous supposons que la deuxième hypothèse énoncée dans la sec-
tion 3.1.1 n 'est plus valable. À cause des caractéristiques du canal (surtout l'évanouisseme-
nt) , l'utilisation de codes orthogonaux n'assure pas que les signaux restent orthogonaux à 
la réception (Choi et al., 2007). Nous supposons que le système utilise des codes obtenus 
en combinant des codes pseudo-aléatoires (PN) et des codes orthogonaux (par exemple les 
codes Walsh-Hadamard) . P uisque les signaux ne sont plus orthogonaux à la récept ion, le 
tro isi{~rue terme de l'équation 3.3 qui corn~spond à l'iuterféreuœ causée par les usagers des 
différents ensembles ne pourra plus être annulé. Par conséquent , l'équation de canal s'écrit 
comme suit 
• 1 1 ~ ' 
T Yk · Cn JP;::kxk 
N 
+ L L jPjhkWjXjvlaP 
l= l , lolnjE(t 
T 
+zkcn ' 
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(3. 19) 
où p correspond à la corrélation entre les différents codes pseuc\o-aléatoires et a Gorrespond 
au degré de non-orthogonalité des codes orthogonaux utilisés, aussi appelé facteur d'ortho-
gonalité. 
L 'absence de la deuxième hypothèse pénalise le débit maximum qu'un usager peut at-
teindre. Le nouveau débit de l'usager k peut s'écrire maintenant sous la forme 
(3.20) 
La nouvelle formule du débit par usager est similaire à celle donnée par l'équation (3. 15). 
Alors, nous utilisons la même technique d 'allocation de puissance en utilisant la même hy-
pothèse donnée par l'équation 3.16. En ut ilisant encore une fois l'algorithme du waterfilling, 
la portion de puissance de l'usager k peut être obtenue en résolvant l'équation suivante 
( )
+ 
p 11· 2 2-
k ,sopt. = (k) 2 - CJz - a.p Ok ' 
llw(n Il 
(3.21) 
N 
où Ok= L:: L:: Pj,soptlh[ W jl 2 et p, est la solution de l 'équat ion suivante 
l=l, lolnjE(t 
(3.22) 
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3.2 Formulation du problème d 'allocations des ressources 
3.2. 1 Définition du problème 
Au début de chaque intervalle de temps, la station de base doit allouer les différentes 
ressources en sa possession à un nombre limité d'usagers. Cette allocation doit se faire d 'une 
manière intelligente afin de maximiser les performances du système, jusque-là exprimées en 
termes de débit somme. Le problème est divisé en deux sous-problèmes : 
(i) le problème de l'ordonnancement des différents usagers en utilisant les deux premières 
ressources qui sont les antennes et les codes puis 
(ii ) le problème de l'allocation de la troisième ressource, à savoir la puissance. 
Ce deuxième problème est un problème d 'optimisation qui gère des variables continues 
qui sont les portions de puissance allouées à chaque usager. La résolution de ce problème 
se fait à l'aide de l'algori thme du waterfilling. Toutefois, le deuxième problème ne peut être 
abordé avant que le problème d'ordonnancement ne soit résolu. 
Le problème d 'ordonnancement est un problème d 'optimisation combinatoire qui consiste 
à trouver les usagers à servir en assignant à chacun un code d 'étalement du spectre. La 
fonction objective que vise à maximiser cette opération d 'optimisation est le débi t somme 
du système. La station de base peut choisir au maximum N ensembles d' usagers, vu qu'elle 
dispose de N codes. Dans chaque ensemble, la station de base ne peut servir plus de M 
usagers , vu qu 'elle dispose de M antennes . La station de base doit ainsi choisir les usagers 
qui peuvent cohabiter dans le même ensemble. La prochaine section présente une formulation 
du problème d 'ordonnancement en théorie des graphes. 
~---- -- -----------------------, 
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3.2.2 Formulat ion en théorie des graphes 
3.2 .2.1 Modélisation 
La modélisation utilisée dans ce chapitre est simi laire à celle utilisée dans (Driouch ct 
Ajib, 2008). Le système MIMO-CDMA est modélisé par un graphe G {V,E} où V 
représente l'ensemble des sommets et E représente l'ensemble des arêtes. Chaque usager k 
présent dans le système correspond à un sommet Vk dans V . De plus , on associe à chaque 
sommet Vk un poids positif Àk égal au gain du canal de l'usager k, c.-à-d. Àk = llhkll 2 . Une 
' . d . 1 . lh khk'l ' arete ex1ste entre eux sommets Vk et Vk' SI et seu ement SI llhkllll hk'i! > c avec c representant 
un seuil appelé degré d'orthogonali té. Pour une discussion détaillée de la modélisation uti-
lisée, le lecteur est invité à consulter (Driouch ct Ajib, 2008). 
3.2.2.2 Formulation 
Soit G = {V, E} un graphe semblable à celui défin i dans la section précédente dans 
lequel ou associe à chaque sommet vk dans V un poids positif Àk. On définit le proLlèmc 
NP - difficile (Yannakakis et Gavril, 1987) du sous-graphe N-colorable à poids maximal 
comme suit (où 1 'application Cv' corresponds à une coloration possible du sous graphe V') : 
Trouver V' Ç V 
t el que 3Cv' avec N couleurs et max I: li 
.; · . . V' iEV' 
Comme discuté auparavant, l'algorithme d 'allocation de ressources doit choisir les en-
sembles d'usagers à servir durant un intervalle de temps, avant d'appliquer une allocation de 
puissance qui maximise le débit global du système. Pour faire une analogie entre le problème 
d 'ordonnancement et le problème de colorat ion il suffit. de remarquer : 
o que les K sommets du graphe ne sont autres que les K usagers du système ; 
o que le nombre de couleurs dont on dispose pour colorer le sous-graphe peut être pris 
égal au nombre de codes d'étalement de spectre N; 
o que les arêtes du graphe permettent d'interdire que deux sommets soient colorés de 
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la même couleur , c.-à-d . que deux usagers ayant des canaux presque parallèles soient 
servis en ZFBF dans le même ensemble ; et finalement 
o que la maximisation de la somme des poids des sommets colorés correspond à la maxi-
misation (ou plutôt d 'approcher le maximum) du débit somme des usagers choisis. 
Nous pouvons remarquer que le problème d'ordonnancement dans un système MIMO-
CDMA est équivalent à celui du sous-graphe N-colorable à poids maximal appliqué au graphe 
système (défini en 3.2.2.1). Ainsi , nous allons présenter dans la section suivante un algorithme 
heuristique qui permet de trouver une solution avantageuse à ces deux problèmes analogues. 
3.3 Algorithme de recherche tabou TSSA 
Le problème de coloration des graphes a reçu un intérêt ·de recherche très important 
depuis les années 1960. Cet intérêt s'est accentué avec les avancées qu'a connues la théorie 
de NP-complétude. Il découle aussi du nombre important et grandissant d' applications de 
ce problème dans de nombreux domaines. Vue la complexité du problème de coloration, plu-
sieurs heuristiques ont été proposées, chacune avec un compromis performance/ complexité 
différent . Parmi les algorithmes heuristiques les plus étudiés dans la littérature, on trouve 
l'algorithme TABUCOL :Hertz et de Werra, 1987). Il s'agit du premier algorithme à avoir 
utilisé la métaheuristique de recherche tabou pour résoudre le problème de coloration des 
graphes . TABUCOL a été utilisé par la suite dans plusieurs autres algorithmes et a été 
adapté à plusieurs cas d'utilisation. Selon les auteurs de TABUCOL, l'utilisation de la re-
cherche tabou s'avère plus intéressante dans le cas des graphes denses, c.-à-d . les graphes 
pour lesquelles le nombre d 'arêtes est important. Un résultat très important pour notre tra-
vail puisque nous manipulerons de tels graphes lors de notre allocation des ressources. Ainsi, 
basé sur ce constat et sur les bonnes performances que peut atteindre l'algorithme TABU-
COL, nous concevons da:J.s cet te section une heuristique qui utilise la recherche tabou afin 
de résondrc le problhnc d'allocation des n~ssourccs . 
Nous proposons un algorithme heuristique basé sur la recherche tabou en vue d 'améliorer 
les résultats obtenus par l'algorithme glouton présenté dans (Driouch et Ajib, 2008). Certes, 
l'approche gloutonne est très simple en termes de complexité algorithmique, toutefois, nous 
35 
montrons que la technique de recherche tabou peut donner de meilleurs résultats avec un 
temps d 'exécution à peine plus élevé. En effet , au lieu de trouver une solution optimale 
localement , la recherche tabou permet d 'explorer davantage l'univers des solutions dans le 
but de s'éloigner des optimums locaux afin de s'approcher de celui global. Ceci donne une 
meilleure solution au compromis performance/complexité par rapport à l'algorithme glouton 
et à la recherche exhaust ive. 
Afin d 'adapter la technique de recherche t abou à un problème d 'optimisation donné, 
l'algorithme doit comporter les ét apes suivantes : 
o construire une solution initiale; 
o définir les mouvements qui détermine le voisinage d'une solut ion ; 
o décider du contenu et de la taille de la liste tabou ; 
o concevoir des mécanismes de diversification. 
Les itérations d 'un algorit hme qui se base sur la recherche tabou prennent fi n lorsqu'on 
atteint : 
o le nombre maximum d 'itérations; ou 
o le nombre maximum d'itérations successives durant lesquelles la solut ion obtenue n'est 
pas significativement améliorée. 
Dans ce qui suit, nous décrivons les différentes ét apes de la recherche tabou adaptées à 
not re problème. 
: , . 
3.3. 1 Solution initiale 
Une fois la construction du graphe système G = (V, E) terminée, l'algori thme de recherche 
tabou doit trouver une solut ion init iale. Cette dernière se définit dans notre cas comme 
étant une coloration légale (deux sommets adj acents reçoivent deux couleurs différentes) d'un 
sous graphe de G avec au plus N couleurs. Nous proposons deux méthodes qui permettent 
d'obtenir une telle solution, soient la coloration aléatoire et la coloration gloutonne. La 
coloration aléatoire consiste à choisir les usagers un après l 'aut re d 'une façon aléatoire puis 
de colorier chacun avec la couleur de plus petit indice tout en vérifiant. la légali té du coloriage. 
La coloration gloutonne n'est autre que la solution obtenue par l'algorithme glouton proposé 
dans (Driouch et Ajib, 2008). Bien que la coloration gloutonne constitue sans doute une 
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meilleure solution initiale, nous optons pour la coloration aléatoire. Ce choix est motivé par 
la complexité très réduite (linéaire en O(N)) de cette coloration. 
3.3.2 Défini t ion du mouvement (voisinage) 
La définition du voisinage N e(s) de la solution courantes est d 'une grande importance 
lors de la conception d 'un algorithme basé sur la recherche tabou. En eflet, le voisinage d 'une 
solut ion nous renseigne sur les mouvements à venir de l'algorithme lors de son exploration de 
l'univers des solutions. Il existe plusieurs manières de définir un voisinage dans un algorithme 
de coloration. 
Pour notre algori thme, on génère un voisin s' de la solution s comme suit : on choisit 
aléatoirement un sommet Vi (les sommets non coloriés sont priori taires), on lui att ribue une 
couleur en puis on calcule la somme des poids W n du sous-graphe résultant . L'at tribution 
de la couleur Cn suppose qu 'on décolore tous les sommets de couleur Cn afin de garder 
une coloration légale. Un mouvement peut doue être défini par le triplet (vi , Cn , Wn) . On 
génère ainsi tous les mouvements possibles (en excluant les mouvements tabous) pour tout 
n = 1 . .. N puis on effectue le meilleur mouvement , c. -à-d. celui avec la plus grande somme 
des poids Wn. 
3.3.3 Définition de la liste tabou 
La liste tabou est une file de type premier arrivé premier servi (PAPS ou FIFO) qui 
contient les mouvements interdits lors de chaque itération. Après chaque mouvement, l'algo-
rithme met dans la liste tabou le couple (Sommet, Couleur ) qui correspond à ce mouvement . 
En d 'autres mots , si un sommet perd sa couleur lors d 'une itération donnée, alors il ne 
peut plus la récupérer pendant un nombre donné d 'itérations. Vu la nature de file FIFO que 
possède la liste tabou, le mouvement le plus ancien à être stocké clans la liste est éliminé à 
chaque fois qu 'un nouveau mouvement entre dans la liste. 
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3.3.4 Diversification 
La diversification est un mécanisme qui permet à la recherche tabou d'explorer davan-
tage l'univers des solutions. Dans l'algorithme proposé, il est permis d'effectuer un mou-
vement même s'il n 'améliore pas la solution atteinte jusque-là . Toutefois , si l' algorithme 
cesse d 'améliorer son score pendant un certain nombre d'itérations , alors il procède à une 
n'initialisation lui permettant d'échapper à un opt imum local. Cette opération est effectuée 
en régénérant une coloration aléatoire, d 'une façon semblable à la génération de la solution 
initiale. 
Le résumé de l'algorithme de recherche tabou est donné par Algori thme 1. 
3.4 Ordonnancement , équité et qualité de service 
L'algorithme proposé dans ce chapitre a pour unique objectif d 'approcher le plus possible 
le débit maximum que peut supporter Je système. Toutefois, les réseaux sans fil proposent 
de nos jours de plus en plus d 'applications ayant des besoins différents en t ermes de qualité 
de service (QdS ). Cette dernière peu t prendre plusieurs formes selon l'application supportée. 
E lle peut être exprimée par des contraintes sur le débit , sur le délai de service, sur la gigue ou 
sur le degré d'équité ent re les usagers servis. De plus, on remarque qu'au niveau de la couche 
physique du modèle OSI, les contraintes sur la QdS sont souvent synonymes de contraintes 
sur le taux d'erreur binaire (ou son équivalent en SINR). Tandis qu 'au niveau de la couche 
liaison, les contraintes sur la QdS concernent plutôt les délais de service. La conception 
classique des protocoles de communication procède souvent à une opt imisation disjointe 
de ces deux métriques, ce qui produi t de mauvaises performances. Par conséquent, nous 
nous basons sur une approche t rans-couches pour remédier à ce problème en concevant des 
algorithmes d'allocation des ressources qui proposent un bon compromis entre les différentes 
métriques de QdS, à savoir Je débit, le délai et l'équité . 
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Algorithme 1: Algorithme d 'allocation des ressources par recherche tabou TSSA 
Entrées : 
l max = Nomb re maximal d'itérations 
G=(V,E) 
N = ombre de couleurs 
ITI = Taille de la liste tabou 
Initialisation : 
Générer une N -coloration a léatoire légale 
Initialiser la 1 iste tabou T 
i f- 0 
Bad_move r- 0 
Change r- true 
tant que i < l max faire 
fin 
Choisir aléatoirement un sommet v; 
Générer tous les mouvements possibles 
Met.Lre à jour la coloration : 
Étapel : Choisir le meilleur mouvement : (v;, en) qui améliore la somme des poids 
Étape2 : Colorer v; avec Cn 
Étape3 : Décolorer les sommets adjacents à v; qui avaient la couleur Cn 
Étape4 : Mettre à jour T : Ajouter (v;, c,.) et enlever le plus ancien mouvement tabou 
s i La colomlion est mise à jour alors 
1 
Change r- true 
BesLColoring r- Cur renLColoring 
fin 
si Change = false alors 
1 
Réaliser le meilleur mouvement possible (même s'i l n 'améliore pas le score) 
BadJnove r- BadJTiove +1 
fin 
s i Bad_move = Allowed .. bad_moves a lors 
1 Appliquer la Diversification 
fin 
ir-i+ l 
Output : La co loration est donnée par la structure Best..Coulouring 
3.4.1 Définition des contraintes de QdS 
Nous commençons par la définition des contraintes de QdS en termes de délai. Nous 
considérons qu'il existe plusieurs classes d'usagers . Les usagers appartenant à la même classe 
d'indice l E { 1 ... L} possède les mêmes besoins en termes de délai de service. La contrainte 
cle délai pour les usagers cle la. classe cl 'indice l est clounée par 1 'exprcssiou sui vante 
(3.23) 
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où Dk représente le délai passé par le plus ancien paquet dans la file d 'attente de l'usager k 
(appelé aussi p aquet "head of line" HOL), et Ot correspond à la probabilité maximale qu'un 
usager dépasse le délai seuil fi xé à 1l pour la classe d 'indice l. 
Afin de maximiser les débits de transmission vers les usagers choisis, nous supposons 
que la station de base utilise une modulation adaptative. Ainsi, chaque usager servi tire un 
maximum de profit de 1 'état de son canal. Selon la qualité du SINR. d 'un usager , un schéma 
de modulation différent est utilisé. 
Nous considérons que la station de base u t ilise une modulation M-aire pour laquelle 
la taille de la constellation est défin ie par Mn = 2f3n , où n E { 1, 2, ... , N } et f3n est le 
nombre de bits par symbole. La région des SINR.s possibles est divisée en N + 1 régions : 
0 < 'YI < · · · < 'YN+l = oo. P ar conséquent, si 'Yk E ['Yn, 'Yn+I[ alors f3n bits par symbole 
peuvent être envoyés vers l'usager k. Les usagers avec des SINR. au-deçà de 'YI ne peuvent 
plus être servis durant l'intervalle de temps courant . Tandis que les usagers avec des SINR.s 
au delà de 'YN+ l sont servis avec la plus haute modulation. 
Les bornes des intervalles utilisés peuvent être obtenues cu ut ilisallt la fonction inverse 
du t aux binaire d 'erreur de la modulation M-QAM pour les canaux AWGN (Chung et 
Goldsmith, 2001). Les différents taux d 'erreurs binaires (en anglais bit error rate BER.) sont 
donnés par 
BER.n('Y)::::: 0, 2exp ( - ~· 6 'Y ) . 2 n- 1 (3 .24) 
Par conséquent, les bornes des intervalles des SINR.s pour un BER. seuil fixé BER.th sont 
données par 
2f3n - 1 
'Ynh)::::: 1.6 ln(5 BER.th) , 'r/nE{ 1,2, ... , N}. (3.25) 
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3.4 .2 Description des règles d'ordonnancement 
3.4.2.1 Ordonnanceur à délai maximum (MDS) 
La règle de délai maximum choisit les usagers dont les paquets ont passé le plus de temps 
au niveau des files d 'attente. Au niveau de l 'algorithme, le poids de chaque sommet k est 
donné par 
(3.26) 
3.4.2.2 Ordonnanceur à équité proport ionnelle (PFS ) , . 
La règle d 'équité proportionnelle (PFS) a pour objectif d 'assurer un grand degré d 'équité 
à long terme ent re les usagers. Cet te règle vise aussi à garder un débit assez élevé en servant 
le plus souvent possible les usagers avec un bon éta t de canal. Le poids du sommet k est 
donné par 
VkE {l , ... , K} , (3.27) 
où Rk est le gain moyen du canal de l'usager k sur un intervalle de temps de durée 6.t. Cet te 
moyenne est mise à jour selon les équat ions suivantes (Viswanath et al. , 2002) 
(3.28) 
où f t est l'ensemble des usagers ayant été servis durant l'intervalle de temps t. 
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3.4.2.3 Ordonnanceur M-LWDF (MLWDFS) 
La règle M-LWDF (Modi.fied Largest Weighted Delay First) (Andrews et al., 2001) se base 
sur deux paramètres dans le choix des usagers, à savoir la qualité du canal de chaque usager 
ainsi que les durées que les paquets ont passées dans les files d 'attente. Ainsi , l'algorithme 
affecte à chaque usager k le poids suivant 
'<lk E {1 , .. . , K} , 
où la valeur de v k est donnée selon (Andrews et al., 2001) comme vk 
- (logot) /1). 
(3.29) 
Les différentes étapes de l'algorithme qui fait appel à l'un des ordonnanceurs proposés 
sont données par l'organigramme de la Fig. 3.1. 
3.5 Étude des performances 
Dans cette dernière section, nous analysons les performances des algorithmes proposées. 
Pour la plupart des simulations, le nombre de code d'étalement de spectre utili sé ne dépasse 
pas quatre à cause de la complexité élevée de J'algori t hme optimal. Ce dernier réussit à 
trouver la solution optimale au problème d 'allocation des ressources en utilisant une recherche 
exhaustive parmi toutes les combinaisons possibles. 
3.5.1 Choix des paramètres 
Avant d 'analyser les performances de l'algorithme TSSA et de les comparer avec les per-
formances de l'algorithme <?Ptimal, plusieurs paramètres doivent être choisis d 'une manière 
judicieuse. L'algorithme proposé utilise principalement trois paramètres, à savoir : 
(i) le seuil d'orthogonali té c, 
(ii) la taille de la liste tabou ITI et 
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FIGURE 3.1: Organigramme représentant l'algorithme utilisant les règles d 'ordonnancement. 
(iii ) le nombre maximal d 'itérations, I m ax · 
Le premier paramètre est utilisé lors de la construction du graphe et a un effet direct sur 
les performances de l'algorithme. Toutefois , la complexité du TSSA n'est pas concernée par le 
changement de E. Les deux autres paramètres quant à eux ont un effet sur le compromis entre 
les performances et la complexité et peuvent ainsi être réglés selon les besoins du système. 
Les trois paramètres seront choisis par simulation. 
Afin de choisir la valeur du seuil d 'orthogonalité qui maximise les performances du TSSA, 
nous traçons dans Fig. 3.2 l'évolution du débit sormne en fonction de la valeur de E. Nous 
remarquons qu 'il existe bel et bien une valeur optimale de E pour laquelle les performances 
de l'algorithme sont maximales. Cependant, cette valeur dépend du nombre d 'antennes au 
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FIGURE 3.2: Débit somme en fonction du seuil d'orthogonalité c (Driouch et Ajib, 2008). 
niveau de la station de base. En effet, nous avons obtenu Eopt :::: 0, 5 pour M = 2 et Eopt :::: 
0, 375 pour M = 4. Le nombre d'usagers est établi à N = 20 puisqu'i l n 'a pas un grand 
effet sur la valeur optimale de c surtout lorsqu 'il ne dépasse pas· les 100 usagers . Cette 
affirmation est basée sur d'autres résultats de simulations ainsi que sur les résultats de 
travaux similaires (Yoo et Goldsmith, 2006) . Pour une discussion détaillée de l'impact du 
seuil d 'orthogonalité sur l'allocation des ressources, le lecteur est invité à consulter (Driouch 
et Ajib, 2008). 
Nous traçons dans la figure 3.3 le pourcentage d 'amélioration de la solution trouvée par 
le TSSA en fonction des deux paramètres ITI et Imax· Les autres paramètres du système 
sont fixés comme suit : K = 20 , M = 4 et N = 4. D'après la figure 3.3(a), la valeur 
optimale de ITI est à égale à dix. En effet, une taille réduite de la liste tabou peut entraîner 
l'algorithme dans des cycles et le bloquer dans un optimum local, tandis qu 'une grande valeur 
de ITI réduit le nombre de mouvements possibles à chaque itération. D'après la figure 3.3(b), 
les performances de 1 'algorithme proposé sont améliorées en augrrwntant la valeur de Imax . 
Toutefois, cette amélioration progresse de moins en moins pour les grandes valeurs de Imax 
surtout lorsqu'on dépasse les 400 itérations. Aller au-delà de cette valeur peut introduire 
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FIGURE 3.3: Impact (a) de la taille de la liste tabou et (b) du nombre maximal d' itérations 
sur la qualité de la solution de l'algorithme TSSA. 
plus de complexité sans pour autant améliorer considérablement les performances. De plus, 
la valeur de Imax dépend fortement de la taille du problème en termes de M , deN et surtout 
de K qui est souvent dominant. Pour les prochaines simulations, nous fixerons arbitrairement 
la valeur de Imax à 20 fois le nombre d 'usagers K . Lors du déploiement de notre algorithme 
dans un système réel, les valeurs optimales de tous les paramètres de l'algorithme doivent 
être trouvés par simulations et sauvegardés dans la station de base. 
Les autres paramèt res du système varient selon k besoin des simulations. Toutes les 
simulations sont effectuées pour 104 réalisations de canal, sauf indication contraire. Chaque 
réalisation du canal correspond exactement à un intervalle de temps. 
3.5.2 Étude de la complexité algorithmique 
Nous évaluons dans cette section la complexité algorithmique de l'algorithme proposé qui 
sera comparée aux complexités de l'algorithme glouton et de l'algorithme optimale. L<-~s trois 
complexités sont étudiées en notations asymptotiques en fonction de la taille du problème 
exprimée avec M , Net K. Pour le TSSA, sa complexité est aussi fonction de [T[ et Imax· 
45 
La complexité asymptotique de l'algorithme glouton est la somme des complexités des 
trois étapes importantes de l'algorithme, à savoir : la construction du graphe, la coloration 
et l'inversion de la matrice dn canal. Les denx premières étapes se font en O(K M) et O(K2 ) 
respectivement. La complexité des inversions des matrices de canal des ensembles des usagers 
est O(N M 3 ). Selon les valeurs de M , Net K , un des t rois termes de la complexité prédomine. 
La complexité de l'çtlgorithme glouton s'écrit comme suit 
(3.30) 
La complexité de l'algorithme TSSA est dominé par la boucle principale qui effectue 
la recherche proprement dite (soit la boucle tant que de Algori thme 1 ). Par conséquent , la 
complexité du TSSA s'écrit comme suit 
Cr= 0 ((NK) · NM3 · Imax ) , (3.31) 
où le terme O(N K) correspond à la complexité de générer les mouvements et d'en calculer 
les scores et le terme O(N M 3 ) corresponds à la complexité des inversions de matrices. 
La complexité de l'algorithme optimal est un peu plus complexe à calculer. Nous al-
lons ainsi fournir une borne inférieure sur cette complexité. L'algori thme opt imal est un 
algorithme de fo rce brute qui génère toutes les combinaisons d'ensembles possibles, calcule 
le débit somme de chaque combinaison et choisit enfin la combinaison qui donne le débit 
maximum. Il faut remarquer que l'ordre des usagers dans un ensemble n 'est pas important , 
c.-à-d. les deux ensembles { i, j} et {j, ·i} sont identiques. Aussi, l'ordre des ensembles dans 
la même combinaison n'importe pas, c.-à-d. les deux combinaisons { (n, (m} et { (m, (n} sont 
identiques ct doivent être g~nérées et comptabilisées une seule fois . Par conséquent, le nombre 
de combinaison est supérieur à ( ~ · (M+;:- l) · f1{:,1 (K A,}M)). La complexité algorithmique 
de l'algorithme optimal peut être approximée par 
(3.32) 
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TABLE 3.1: Complexités algorithmiques des différents algorithmes étudiés (Glouton, TSSA, 
recherche exhaustive) 
Glouton TSSA Optimal (recherche exhaustive) 
K= 20 ~ 472. '.::::' 256000 > 2. 109 
K=40 ~ 1712 '.::::' 512000 > 1012 
K = 100 ~ 10232 '.::::' 1280000 > 3. 1015 
où le terme N !VI3 correspond à la complexité des inversions de matrices vu que l'algorithme 
optimal doit calculer les poids du ZFBF pour chacune des combinaisons générées. 
Dans le tableau 3.1, nous évaluons les trois complexités pour dif.!'éreutes valeurs de K en 
posant !VI= 2 et N = 4. Ce tableau permet d 'avoir une idée approximative sur la complexité 
du TSSA comparée à la complexité très réduite de l'algorithme glouton et celle très élevée 
de l'algori thme optimal. Par exemple, nous remarquons que le TSSA réduit la complexité de 
l'algorithme principal de quatre ordres de grandeur pour K = 20. Cette réduction devient 
encore plus significative en augmentant le nombre d'usagers dans le système. De plus, le TSSA 
dispose de deux paramètres réglables qui permettent de réduire davantage sa complexité en 
sacrifiant une partie de ses performances. 
3.5 .3 Performances pour un système parfait 
Nous commençons par comparer les performances en termes de débit somme de l'algo-
rithme de recherche tabou et de l'algorithme glouton. Dans la figure3.4 , nous faisons varier 
le nombre d'usagers K entre 12 et 80 usagers. Les simulations sont faites avec une station 
de base équipée de deux ou quatre antennes ct disposant de quatre codes d 'étalement du 
spectre. Nous remarquons que le débit somme que permet d 'atteindre le TSSA est toujours 
supérieur à celui atteint par l'algorithme glouton. L'écart entre les deux performances ne 
cesse de se creuser pour de grandes valeur de K et M. En effet, la recherche tabou devient 
plus intéressante lorsque le graphe système est plus grand ( c.-à-d. il contient plus de som-
mets) et surtout lorsque le nombre de sommets permis par groupe augmente. Ainsi, l'écart 
de performance entre les deux algorithmes peut aller au-delà de 10%. N'oublions pas que 
l'algorithme TSSA permet de t irer davantage profit de la diversité multi-usager lorsque le 
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FIGURE 3.4: Débit somme des algori thmes glouton et TSSA en fonct ion du nombre d 'usagers 
K. 
nombre d'usagers augmente. 
Dans la figure 3.5 , nous t raçons l'évolut ion de la valeur de débit somme des trois algo-
ri thmes en fonction du nor:nb_re d 'usagers. Dans cette figure, nous nous intéressons surtout à 
la comparaison des performances du TSSA à ceux de l'algorithme optimal. Les paramètres 
du système sont lVI = 2 et N = 4. Le nombre d'usagers est limité à seize à cause de la 
complf'xité de l'algorithme optimal pour des valeurs de N au-delà de r.ctt.e limite. La figure 
montre clairement la quasi-optimalité de l'algorithme TSSA qui a des performances très 
proches de celles obtenues par la recherche exhaustive. De plus, l'écart de performance entre 
les deux algorithmes reste quasiment le même pour différentes valeurs de K. D'après les 
résultats de la section 4.5 .1 et les figures 3.4 et 3.5, nous concluons que l 'algorithme TSSA 
constitue un bon compromis entre les performances eu termes de débit et la complexité al-
gorithmique. En effet, les performances du TSSA dépassent celles de l'algorithme glouton, 
avec une complexité beaucoup moins élevée que celle de l'algorithme optimal. 
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3.5.4 Performances pour un système avec imperfections 
Dans cette section, nous étudions les performances de l'algorithme TSSA dans le cas 
d 'un système qui présente des imperfections. Ces performances sont comparées avec celles 
de l'algorithme optimal. Les imperfections étudiées sont : ( i) la non ort hogonalité des codes 
d'étalement du spectre et (ii) une information erronée sur l'ét at des canaux. Les expres-
sions des débits somme du système en considérant ces imperfections sont données dans la 
section 3.1. La figure 3.6 compare le débit somme des deux algorithmes pour un système 
dans lequel une station de base, qui utilise quatre codes orthogonaux/ PN, sert huit usagers. 
Nous faisons varier la puissance de transmission de la station de base ainsi que le nombre 
d 'antennes, M = 2 ou 4 et le facteur d 'orthogonali té, a= 0, 0.1 et 0.5. Nous remarquons que 
le débit somme atteint par les deux algorithmes est pénalisé par le degré de non orthogonalité 
des codes . Lorsque la valeur de a est élevée, la valeur du débit somme se sature rapidement 
pour les puissances élevées. En effet , la puissance d 'interférence entre les ensembles devient 
de plus en plus élevée pour les grandes valeurs de a et de P et provoquant ainsi une satura-
t ion du débit. Nous remarquons aussi que l'écart de performance entre les deux algorit hmes 
-----------------
49 
35 
10 
- Algorithme optimal 
- - · Algorithme TSSA 
4 6 8 10 12 14 16 18 
Puissance au niveau de la station de base (dB ) 
FIGURE 3.6: L'impact du tacteur d 'orthogonalité sur les performances en termes de débit 
pour différentes valeurs de P . 
se situe entre 3% et 5% au pire cas. L 'effet de o: sur cet écart n 'est pas très important vu 
que cet écart reste presque le même pour différentes valeurs de cette grandeur. 
Dans la figure 3.7, nous étudions l'effet de la deuxième imperfection sur les performances 
du TSSA. Nous utilisons les mêmes paramètres que pour la dernière fi gure tout en variant le 
degré d'erreur sur l'estimation des canaux, u~ = 0, 0.1 et 0.5 lorsque M = 2 et u~ = 0 et h h 
0, 1 lorsque M = 4. Les performances des deux algori thmes sont pénalisées par l'augmenta-
tion de l'erreur d'estimation. Cette pénalité est provoquée par la puissance de l'interference 
au sein du même ensemble qui devient plus élevée avec l'augmentation de u~h. Il faut aussi 
remarquer que l'effet de l'erreur sur l 'estimation du canal devient plus significat if pour de 
grandes valeurs de u~h vu que l'écart de performance entre les algorithmes TSSA et optimal 
devient assez important . 
Il est clair maintenant que les deux imperfections ont des effets négatifs sur les perfor-
mances d<~s deux algorithmes. Lorsque l'algorithme optimal est employé, l'cftd de la non 
orthogonalité des codes est plus significatif que celui de l'erreur sur l'estimation des canaux. 
En effet , la première imperfection dégrade les performances à cause de l'interférence causée 
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FIGURE 3.7: L'impact de l'erreur d 'estimation des canaux sur les performances en termes de 
débit pour différentes valeurs de P. 
par les signaux des autres ensembles d 'usagers . La puissance de cette interférence est plus 
élevée que celle de l'interférence causée par le~ signaux des usagers du même ensemble et qui 
se manifeste si on prend en compte la deuxième imperfection. Toutefois , lorsque la station de 
base emploie l'algorithme TSSA, l'effet de l'erreur sur l'estimation des canaux devient plus 
significat if vue que cette imperfection a une influence direct sur le choix des usagers. Une 
telle imperfection peut introduire des erreurs lors de la construction du graphe, ce qui peut 
conduire à la formation de mauvais ensembles d 'usagers ( c.-à- .d. des usagers ayant un grand 
degré d 'interférence peuvent faire partie du même ensemble). 
3.5 .5 Performances en t ermes de QdS 
Dans cette section, nous évaluons les performances des différents algorithmes présentés 
dans la section 3.4. Deux métriques seront ut ilisées : le délai moyen par paquet et le degré 
d 'équité. Afin d '<~valu er ces nouvelles métriques, plusieurs paramètres doivent c~ tre fixés. La 
station de base se trouve au milieu d 'une cellule circulaire de rayon 1000 m. Au début des 
simulations, la distance entre la station de base et chacun des usagers est choisie aléatoirement 
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F IGURE 3.8: Délai moyen par paquet c11 fo nct ion du nombre d 'antennes de la station de base. 
entre 0 et 1000 rn. Les usagers se déplacent avec des vitesses fixes choisies aléatoirement 
entre 0 et 30 km/ h. Un usager qui atteint les bordures de la cellule doit changer de direction. 
L'exposant d'affaiblissement de parcours est égal à (3 = 3, 7. La durée d 'un intervalle de 
temps est T = 2.4 ms . 
Nous considérons qu'il existe quatre types de trafic : voix, streaming vidéo, t ransfert de 
fichiers FTP et web. Les paramètres de chaque type de trafic sont similaires à (Torabzadeh 
et Ajib, 2010). La durée de la simulation est fixée à 40 s. Finalement, le paramètre 6. t de 
l'ordonnanceur PFS e t égal à 500 intervalles de temps. 
Nous traçons dans la figure 3.8 le délai moyen par paquet en fonction du nombre d'an-
tennes NI pour K = 100 usagers. Nous remarquons que les délais moyens obtenus en appli-
quant tous les algorithmes diminuent en ajoutant plus d 'antennes au niveau de la station de 
base. Ce gain en délai est plus significatif pour l'algorithme qui maximise Je débit somme. Cet 
algorithme permet à la station de base d'envoym plus de paquets que ks autres algorithmes. 
En effet, l'utilisation de la modulation adaptative permet à cet algorithme d'écouler plus de 
trafic puisqu'il utilise très souvent les modulations de grand ordre. Nous remarquons aussi 
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FIGURE 3.9: Délai moyen par paquet en fonction du nombre d 'usagers. 
que le délai obtenu par le MLWDF est meilleur que celui du PFS. Ce dernier n'inclut pas 
l'information sur le délai lors de son choix comme le fait le premier. L'algorithme MDS passe 
beaucoup de temps dans l'envoi d 'un seul paquet , vu qu 'il utilise de mauvaises modulations, 
cc qui influence clairement ses performances. Les mêmes remarques peuvent aussi être tirées. 
de la figure 3.9 qui montre le délai moyen par paquet des quatre algorithmes en fonction 
du nombre d 'usagers pour M = 4 antennes. Cette figure mont re que le délai moyen par pa-
quet augmente considérablement avec le nombre d 'usagers . Toutefois, ce délai change d 'un 
algorithme à un autre avec un net avantage pour l'algori thme qui maximise le débit somme. 
F inalement, Nous traçons dans la figure 3. 10 le degré d 'équité que permettent d'atteindre 
les algorithmes étudiés pour différentes valeurs de N. Nous utilisons la métrique d'équité 
proposée dans (Elliott, 2002). Parmi les algorithmes comparés, l'algorithme PFS réussit 
à atteindre le meilleur indice d 'équité vu qu 'il est conçu spécialement pour atteindre cet 
objectif. Le degré d 'équi té de l'algorithme MLWDF est très proche du PFS bien que l'objectif 
initial de cet algori thme n'est pas d 'assurer l'équité. L'algorit hme qui maximise le débit est 
pénalisé par sa stratégie de choix d'usagers vu qu'il choisit toujours les usagers avec les 
meilleures qualités de canal. 
0.95 
0.9 
" 0.85 
.S! [ii 
" 
" 
0.8 
·~
g. 0.75 
'" 'o 
" u 0.7 
'6 
" 
0.65 
0.6 
0.55 
0.5 
30 40 50 60 
Nombre d'usagers 
70 
--o- TSS A 
-+- M-LWDF 
-tt- PFS 
80 90 
FIG URE 3. 10: Indice d'équité d 'Elliott en fonction du nombre d 'usagers. 
3.6 Conclusion 
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Dans ce chapitre, nous avons présenté un nouvel algori thme d'allocation des ressources 
pour les réseaux MIMO-CDMA. L'algorithme proposé intitulé TSSA repose sur une modélisa-
tion du problème en un problème de coloration dans les graphes pondérés. Il utilise la 
métaheuristique de recherche tabou afin d'approcher le débit maximal du système avec 
une complexité algorithmique assez réduite. D'après les résultats de plusieurs simulat ions 
réalisées en considérant des scénarios différents, nous avons montré la quasi-optimali té des 
résultats obtenus par l'algorithme proposé. De plus, nous avons étudié l'impact de deux im-
perfections sur la qualité de l 'allocation des ressources. Enfin, nous avons décrit et évalué 
trois algorithmes qui permettent de satisfaire différents degrés de QdS et d'équité. 

CHAPITRE IV 
ALLOCATION DES RESSOURCES DANS LES RÉSEAUX À RADIOS COGNITIVES 
La technologie rad io-cognitive est considérée comme étant la solu t ion miraculeuse au 
problème d 'épuisement elu spectre radio. Elle permet de repenser la gestion de la ressource 
fréquentielle en permettant la coexistence des réseaux secondaires (sans licence d 'utilisation 
du spectre) avec les réseaux primaires (dotés d 'une licence d'ut ilisation du spectre) dans la 
même portion du spectre. Toutefois, cette coexistence doit être gérée d'une manière effi cace 
afin de maximiser les performances des usagers secondaires sans déranger les usagers pri-
maires. Une telle gestion est le rôle joué par l'algorithme de partage du spectre qui alloue les 
différentes ressources fréquentielles, t emporelles et de puissance aux différents éléments du 
réseau. Nous proposons ainsi dans ce chapitre deux algorithmes d'allocation des ressources 
dans les réseaux à radios cognitives qui effectuent le partage du spectre avec des temps 
d'exécution assez réduits. 
Ce chapitre est organisé comme sui t. La section 4.1 présente l'architecture du réseau 
à radios cognitives étudié. Dans la section 4.2, nous formulons le problème de partage du 
spectre en un problème d 'optimisation très étudié dans la li ttérature, à savoir le problème 
du sac à dos. La section 4.3 décrit le premier algorithme proposé qui se base sur la théorie 
des graphe et les algorithmes glouton. La section 4.4 présente le deuxième algorithme qui 
repose sur l 'utilisation des algorithmes génétiques. Les performances des deux algorithmes 
en termes de complexité algori t hmique et de débit total du système sont discutées dans la 
section 4.5. 
4. 1 Modèle du système 
Le système étudié dans ce chapitre est un réseau à radios cognitives composé de N liens 
secondaires . Chaque lien est formé d'un seul émetteur qui transmet vers un seul récepteur . 
Tous les deux disposent d 'une radio cognitive qui leur permet de s'adapter aux changements 
de l'environnement comme ils les perçoivent. Les liens secondaires coexistent avec M liens 
primaires dans la même zone géographique. Sans perte de généralité, nous supposons que 
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chaque lien primaire utilise une bande de fréquence différente. Ainsi, nous supposons qu 'il 
existe exactement M bandes de fréquence. Afin de simplifier les notations, l'indice m sert à 
désigner à la fois un lien primaire et la bande qu 'il utilise. 
Nous considérons que les liens secondaires peuvent utiliser les bandes de fréquences à 
condition qu'ils ne dérangent pas les transmissions primaires. Par conséquent. , le signal reçu 
par le récepteur du lien n en supposant qu'il utilise la bande m est donné par 
( 4.1) 
n'ESm , n'fn 
où Xn représente le signal transmis par l'émetteur du lien n , Pn représente la puissance de 
t ransmission de cet émetteur , Zn représente un échantillon de bruit modélisé par une variable 
i.i.d . selon une distribution Gaussienne de moyenne nulle ,etde ~ariance a-;,., hn,n représente 
le coefficient du canal entre l'émetteur et le récepteur du lien secondaire n, hn' ,n représente 
le coefficient du canal entre l'émetteur du lien secondaire n 1 et le récepteur du lien n, 9m,n est 
le coefficient du canal entre l'émetteur du lien primaire m et le récepteur du lien secondaire 
n et Pm est la puissance de transmission de l'émetteur primaire sur le lien m . Finalement, 
Sm représente l'ensemble des liens secondaires qui ut ilisent la même bande de fréquence m. 
Nous remarquons que le deuxième terme dans l'équation (4. 1) constitue l'interférence causée 
par les signaux provenant des émetteurs des liens secondaires qui utilisent la même bande de 
fréquence m. Aussi , le troisième terme dans cette équation constitue l'interférence causée par 
les signaux provenant des émetteurs primaires qui ut ilisent cette même bande de fréquence 
m. 
Vu qu 'on utilise le modèle Underlay, un lien primaire permet que des liens secondaires 
soient activés dans la même bande dont il a la licence. Toutefois , il définit une limite claire 
sur l'interférence qu'il peut tolérer. Ainsi, les liens secondaires qui utiliseront la bande de 
fréquence ne doivent pas dépasser cette limite. Nous définissons pour chacune des bandes 
de fréquence, un euil d 'interférence toléré par le récepteur primaire qui utilise cette bande. 
Ce seuil Pst noté fm pour la bande de fréquence m. Une puissance cl 'int.erfùence au-delà de 
r m est considéré comme nuisible au récepteur du lien primaire m. Les contraintes sur les 
puissances d 'interférence peuvent s'écrire comme suit 
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L l!n,ml2 Pn::; r ffi) VmE {1 , ... M} ( 4.2) 
nE Sm 
où fn,m représente le coefficient du canal entre l'émetteur du lien secondaire net le récepteur 
du lien primaire m. 
Les coefficients de canal (hn',n, 9m,n et f n,m V n = 1, .. . , N; n'= 1, .. . , N; m = 1, .. . , !11) 
définis dans les équations précédentes sont modélisés comme suit 
hn' ,n = ~ en' ,n, 
- ~d'-~ 1 9 m,n - vu m,n e m,n, 
f -~Il n,m- vu ·n,in e n,m, 
( 4.3) 
(4.4) 
( 4.5) 
où dn',n est la distance entre l'émetteur ct le récepteur des liens secondaires n' et n , respec-
tivement (d' m,n et d" n,m sont des distances définies d 'une manière similaire), en' ,n est une 
variable aléatoire complexe i.i.d. selon une distribution Gaussienne de moyenne nulle et de 
variance unitaire ( e' m,n et d' ;.,. ,m sont des variables définies d'une manière similaire) et f3 
représente l'exposant d 'affaiblissement de parcours. 
Dans le système étudié , les récepteurs secondaires n 'utilisent aucune technique d'annula-
tion d'interférence. Nous considérons ainsi les puissances de tous les signaux d 'interférences 
provenant des émetteurs secondaires et de l'émetteur primaire comme étant une puissance 
de brui t. Avec la présence des transmissions primaires, le débit maximal que peut atteindre 
un lien secondaire qui ut ilise la bande de fréquence m est donné par 
( 4.6) 
La métrique de performance que le serveur spectral cherchera à maximiser est la somme 
des débits que tous les liens secondaires activés peuvent atteindre. Ce débit est donné par 
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l'équation suivante 
M 
R= L L R~m). (4. 7) 
m=l iESm 
Nous supposons que les gains de tous les canaux sont connus au niveau du serveur 
spectral. Ce dernier a la mission de coordonner les transmissions sur les liens secondaires en 
activant le bon lien sur la meilleure bande de fréquence. Il doit aussi contrôler les puissances 
des émetteurs sur les liens secondaires activés afin de respecter les cont raintes d 'interférences 
imposées par les liens primaires. 
4.2 Formulation du problème 
Nous supposons que la ressource temps es t par tagée en intervalles. Au début de chaque 
intervalle de temps, le serveur spectral prend une décision d 'allocation de ressource qui consti-
tue le partage du spectre. Les principales ressources à allouer sont les bandes de fréquences, 
auxquelles on peut ajouter la ressources de puissance dont dispose chaque émetteur secon-
daire. 
Dans cette section , nous allons formuler le problème de partage cie spectre entre les 
liens secondaires sous forme d 'un problème d 'optimisation. Il s'agit d 'une formulation en 
un problème cie programmation non linéaire mixte en nombres entiers (en anglais Mixed 
integer non linear programming, MINLP) . Ce genre de problème manipule deux types de 
variables, à savoir , des variables entières elites aussi discrètes ainsi que des variables réelles 
dites aussi continues. De plus, le problème formulé est non linéaire, c.-à-d. au moins une des 
fonctions (fonction objectif ou fonction de contrainte) qui définissent le problème est non 
linéaire. Contrairement aux problèmes linéaires à variables réelles qui peuvent êt re résolus 
en temps polynomial, les problèmes MINLP sont souvent t rès difficiles à résoudre même 
pour des problèmes de petites tailles. Toutefois , il existe plusieurs algorithmes, malgré qu 'ils 
soient coûteux en termes de temps d 'exécution, qui donne des solutions quasi-optimales . Ce 
genre d 'algorithmes permettra ainsi d'évaluer les performances des heuristiques qui seront 
proposées plus loin dans ce chapitre. 
----- - --- --------------------------
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Soient les variables binaires 
an,m = 1 si la bande m est affecté au lien n 
= 0 sinon. 
Par conséqÙent, le problème de partage de spectre peut être fo rmulé sous la forme d'un 
problème MINLP comme suit 
N M ( 1 12 ) . . anm Pn hn n Maximiser L L log 1 + N ' ' , 
n=l m=l O"~n + L:n';;On an' ,m Pn' lhn',nl2 + Pm l9m,nl 2 
(4.8) 
Sous les contraintes , 
N 
L an,m l!n,ml2 Pn :s r m, Vm (4.9) 
n=l 
M 
L an,m :S 1, 'Vn (4.10) 
m= l 
an,mPm :S Pmax, 'Vn ( 4. 11 ) 
an,m E {0, 1} . 'Vn,m (4. 12) 
Dans le problème formulé, la solution optimale est donnée par la meilleur combinaison 
des valeurs réelles de puissances (Pn et Pm) et les valeurs binaires des variables (an,m) qui 
maximisent la. fonction objective. Cette dernière n'est autre que la somme des débi ts des 
liens secondaires donnée par (5 .7). P lusieurs contraintes doivent toutefois être respectées : 
les contraintes (4.9) garantissent que les seuils d 'interférence soient respectés pour tous les 
récepteurs primaires, les contraintes ( 4.10) garantissent que chaque lien secondaire utilise au 
plus une bande de fréquence et les contraintes ( 4.11) limitent les puissances des émet teurs 
des liens secondaires activés à une valeur maximale Pmax· 
Le problème MINLP formulé ressemble aux problèmes de sac à dos. Plus précisément , 
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notre problème est connu dans la littérature de la recherche opérationnelle sous le nom 
du problème du sac à dos multidimensionnel, non linéaire et non séparable (Bretthauer et 
Shetty, 2002). En effet, le caractère multidimensionnel du problème vient du fait que l 'op-
timisation est réalisée au niveau de plusieurs bandes de fréquence (par analogie à plusieurs 
sacs à dos). De plus, la fonction objective à maximiser est à la fois non linéaire et non 
séparable. En général, les problèmes de sac à dos appartiennent à la classe des problèmes 
NP-difficiles (Bretthauer et Shetty, 2002; Kellerer et al., 2004) ce qui indique qu 'il n 'existe 
aucun algorithme qui peut trouver une solution optimale à ces problèmes en temps poly-
nomial sauf si P =NP. Une réduct ion à partir du problème de sac à dos multidimension-
nel peut démontrer que le problème formulé appartient aussi à cette classe (Bretthauer et 
Shetty, 2002). D 'autre part , une décision de partage du spectre est une décision qui doit 
se faire d 'une manière rapide afin de maximiser le temps réservé pour les transmissions. Le 
temps d'exécution est un critère important lors de la conception de l'algorithme qui s'occupe 
de prendre cette décision. Par conséquent, nous proposons dans les sections suivantes deux 
algorithmes heuristiques ayant tous les deux des complexités algorithmiques très réduites. 
Le premier est basé sur la théorie des graphes, tandis que le deuxième s'appuie sur les algo-
rithmes génétiques. 
4.3 Algorithme glouton du partage de spectre GreSS 
Nous faisons appel encore une fois à la théorie des graphes afin de modéliser le problème 
d'allocation des ressources en un problème de coloration de graphe. En se basant sur cette 
théorie nous concevons un algorithme ayant une complexité très réduite avec l'objectif d 'ap-
procher les performances optimales en termes de débit maximal du système. L'algorithme 
proposé résout le problème d 'allocation des ressources sur deux phases. Dans sa première 
phase, l'algorithme choisit les liens secondaires qui vont être activés durant l'intervalle de 
temps courant en leur assignant les bandes de fréquence qu'ils vont utiliser. Dans sa deuxième 
phase, l'algorithme effectue une allocation de puissance en respectant les contraintes du 
système. 
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4.3. 1 Représentation en théorie des graphe 
Le réseau secondaire (à radios cognitives) est formulé sous forme d 'un graphe pondéré 
G= (V,E, W ) où : 
- V représente l'ensemble des sommets. Chaque lien secondaire n est modélisé par un 
sommet Vn. De plus, chaque sommet de V se voit assigné une liste ordonné de M poids 
positifs ou nuls. La matrice W de taille N x M contient les poids de tous les sommet 
de V. 
- E représente l'ensemble des arêtes. 
4.3. 1.1 Constructions des arêtes 
Soit Oij le degré d'interférence mutuelle entre les deux liens secondaires i et j. Nous 
définissons cette mesure comme suit 
a··= lh ·1 2lhl2 · t) t,) ],t (4 .13) 
Il existe une arête (Vi, Vj) entre les deux sommets Vi et Vj si et seulement si 
Oij > ê, (4.14) 
où ê représente le seuil maximal d 'int erférence tolérée pour que deux liens secondaires soient 
activés simultanément dans la même bande de fréquence. 
4.3.1.2 Calcul des poids 
Lors de la construction du graphe, un calcul initial des listes des poids de chaque sommet 
est effectué. Ces poids se verront mis à jour au fil des itérations. La mise à jour sera discutée 
plus loin dans cette section lorsque l'algorithme sera présenté. 
Les poids initiaux du sommet Vn sont donnés comme suit 
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m=1 , . .. , M. (4.15) 
Il faut remarquer que le poids Wn ,m correspond au débit que peut atteindre le lien secon-
daire n s'il est activé tout seul dans la bande de fréquence m. Bien que cette formule nous 
renseigne sur la quali té du lien n en présence de l'interférence provoquée par l'émetteur pri-
maire, elle reste incomplète vue qu 'elle ne cont ient aucune information sur les interférences 
provoquées par les transmissions secondaires. Toutefois , nous allons remédier à ce problème 
au moment de mettre à jour les poids. 
4.3.2 Formulation du problème de coloration 
Soit G = (V, E, W ) un graphe semblable à celui formuli da~~ la section précédente. Nous 
définissons le problème du sous-graphe M -colorable à poids maximal sensible .aux couleurs 
(en anglais, color sensitive maximum weight M-colorable subgraph problem CSMWS) comme 
suit : trouver un sous graphe G' = (V' , E') induit 1 de G tel qu 'il existe une coloration Cv' 
de G' avec au plus N couleurs qui maximise la somme des poids des sommets colorés, c. -à-d . 
qui maximise L; w?) où l est la couleur utilisée pour colorer Vi· Le problème peut être 
v; EV' 
formulé comme suit 
Trouver Cv', 
t. q. CV' utilise au plus L couleurs est maximise L; wfi). 
iE V' 
Comme la plupart des problèmes de coloration, Le problème formulé dans cett e section 
est aussi NP-difficile. En effet, si on prend M = 1, le problème formulé devient équivalent au 
problème de l 'ensemble indépendant de poids maximal (en anglais , maximum weight inde-
pendent set problem MWIS) (Sakai et al. , 2003). Par conséquent , le fait de trouver un algo-
rithme de complexité polynomiale qui résout le problème de coloration formulé permettra de 
résoudre le problème MWIS en temps polynomial (c .-à-.d le problème MWIS est réduct ible 
1. Un sous graphe G' induit de G est. un graphe défini par V ' , un sous ensemble de V et E' un sous 
ensemble de E , tel que pour tout deux sommets x et y dans V' , si (x, y) E E alors (x , y) E E' 
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en temps polynomial au problème formulé). De plus, le problème MWIS a été prouvé appar-
tenir à la classe des problèmes NP-complet (Sakai et al., 2003). Par conséquent , le problème 
du sous-graphe M - colorable à poids maximal sensible aux couleurs est un problème NP-
difficile. 
Le problème d 'allocat ion des ressources est semblable au problème de coloration formulé 
plus haut . En effet , Il suffit de remarquer que : 
o les N sommets du graphe représentent les N liens secondaires; 
o l'ensemble des coulenrs correspond à celui des bandes de fréquence ; 
o 1 'ensemble des poids dont dispose chaque sommet correspond à celui des débits que 
peut atteindre un lien dans chacune des bandes de fréquence; et fin alement 
o la maximisation de la somme des poids des sommets colorés correspond à la maximi-
sation (ou plutôt d 'approcher le maximum) du débit totale des liens activés. 
Nous allons présenter dans la section suivante un algorithme heurist ique qui permet de 
trouver une bonne solution au problème de coloration et par conséquent à celui du partage 
du spectre. 
4.3.3 Les deux phases de l'algorithme GreSS 
4.3.3 .1 Phase 1 : Sélection des liens secondaires 
La premiere phase de l'algorithme commence par une étape d 'initialisat ion dans laquelle 
on const ruit le graphe modélisant le réseau secondaire. Cette étape prend comme entrées les 
informations suivantes : 
o tous les coefficients des canaux entre émetteurs et récepteurs, 
o le seuil d 'interférence t: , 
o le nombre des bandes de fréquence M, et 
o l'allocat ion initiale des puissances des émetteurs secondaires. 
La puissance init iale de l'émetteur du lien n sur la bande de fréquence m doit respecter le 
seuil d 'interférence fi xé par 1 'émetteur primaire utilisant cet te bande. Elle doit aussi respecter 
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la puissance maximale Pmax dont dispose cet émetteur. Les puissances de l 'émetteur du lien 
n sur les différentes bandes de fréquence sont données comme suit 
P (m) - . (p r m ) 
n - mm max, [Jn,m[2 . ( 4.16) 
Une fois la const ruction du graphe terminée, l 'algorithme commence la coloration des 
sommets selon une approche gloutonne. À chaque nouvelle itération, l'algorithme décide 
du sommet à colorer. Cette décision étant définitive, l'algorithme ne peut ni décolorer ni 
remplacer la couleur d 'un sommet déjà coloré dans les prochaines itérations . Bien qu 'une 
telle approche minimise clairement le nombre d 'itérations nécessaire pour la coloration du 
sous-graphe, elle ne trouve qu'une solution localement optimale, ce qui influencera les perfor-
mances de l'algori thme. Dans sa première itération, l'algorithme choisit le sommet Vn ayant 
le plus grand poids et lui donne la couleur m qui correspond à ce poids (vue que le problème 
est sensible aux couleurs). Par la suite, l'algorithme remplace tous les éléments du vecteur 
poids de Vn par des zéros afin d 'empêcher la recoloration de Vn dans les prochaines itérations. 
Empêcher la recoloration peut aussi être garanti en considérant dans les prochaines itérations 
' . . · . ·' 1' 
les sommets non colorés seulement. De plus, les éléments qui correspondent à la couleur m 
récemment ut ilisée dans les vecteurs poids des sommets adjacents à Vn sont aussi remplacés 
par des zéros . Pour les sommets non adjacents à Vn, les poids qui correspondent à la couleur 
m sont aussi mis à jour afin d'inclure l'informat ion sur l 'interférence provoquée par le lien 
modélisé par Vn sur leurs récepteurs respectifs. Le processus de mise à jour peut être résumé 
comme suit 
0, si n1 =n, 
W n 1 ,m 1 == (vn', Vn) E E et m 1 = m, ( 4. 17) 
(vn' , vn) ~ E et m1 = m, 
où P~':') est la nouvelle puissance de transmission de l'émetteur du lien n 1 en prenant en 
compte les sommets colorés et l m représente la puissance d 'interférence provoquée par les 
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liens dont les sommets sont déjà colorés par m. 
À la fin de la première itér;ation , l'algorithme vérifie s' il peut encore colorer d'autres 
soinmets en s'assurant qu'il reste des éléments non nuls dans la matrice des poids. Si tel 
est le cas, l'algorithme répète les mêmes opérations effectuées lors de la première itération, 
à savoir , le choix d'un nouveau sommet, l'attribution de la meilleure couleur puis la mise 
à jour des poids en utilisant l'équation (4. 17). La première phase de l'algorithme prend fin 
lorsque tous les sommets sont colorés ou lorsque la matrice des poids W devient une matrice 
nulle (c.-à-d. plus aucun sommet ne peut être coloré). L'algorithme passe par la suite à la 
deuxième phase. 
4.3.3.2 Phase 2 : Allocation des puissances 
La coloration effectuée lors de la première phase forme plusieurs paires (n, m) où n est 
un lien secondaire choisi pour être activé dans la bande de fréquence m. Dans sa deuxième 
phase, l' algorithme va décider des puissances de transmission finales que les émetteurs des 
liens activés vont utiliser. ·cette allocation des puissances doit respecter les contraintes d 'in-
terférences. De plus, chaque puissance ne doit pas dépasser la puissance maximale dispo-
nible au niveau de chaque émetteur . L'allocation optimale des puissances n'est pas facile à 
déterminer et constitue une question de recherche encore sans réponse. Par conséquent , vu 
que l'objectif est de trouver un bon compromis entre la complexité et les performances, nous 
allons utiliser des techniques heuristiques simples d 'allocation de puissances qui privilégie 
la réduction de la complexité algorithmique. Deux techniques sont proposées : l'allocation 
uniforme des puissances (AUP) et l'allocation égale des puissances (AEP) . En ut ilisant la 
première technique, la puissance de transmission Pn du lien n utilisant la bande de fréquence 
m est donné par 
( 4. 18) 
Si la deuxième technique (AEP) est utilisée pour effectuer l'allocation des puissance, alors 
' ' ' ' 
la puissance de transmission Pn est donnée par 
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(4.19) 
Lorsque l'algorithme termine la deuxième phase, il donne à E une nouvelle valeur , construit 
un nouveau graphe puis réexécute ses deux phases. L'algorithme prend fin lorsqu'il épuise 
toutes les valeurs de E. Il choisit ensuite les paires (n, m) qui donne le plus grand débit 
comme étant le partage de spectre pour l 'intervalle de temps courant . Les différentes étapes 
de l'algorit hme GreSS sont données par l'organigramme de la figure 4. 1. 
Début 
• 
E = E suivant 
Construire le graphe G 
Choisir le sommet s uivant v 
(Celui avec le poids maximal) 
r 
Colorer v avec la couleur qui 
correspond au poids maximal 
E = Dernier E ? Fin 
Oui Effectuer l' allocat ion des W= ON ..\1? 
puissances 
Non 
Mettre à jour les poids de tous les 
sommet se lon (4.17) 
F IGURE 4.1: Un organigramme représentant l'algori thme GreSS 
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4.4 Algorithme génétique du partage de spectre GeneSS 
Il est clair que la complexité algorithmique de l'algorithme GreSS est très réduite en 
comparaison avec celle de l'algorithme optimale. Toutefois, comme nous allons le présenter 
dans la section 4.5.2, l'écart de performance entre les deux algorithmes devient plus important 
lorsque le nombre de liens secondaires augmente. Par conséquent, nous concevons dans cette 
section un deuxième algorithme heuristique qui vise à réduire cet écart de performance 
tout en gardant le temps d'exécution à un bas niveau. Ce deuxième algori thme, que nous 
appellerons GeneSS, se basera sur la métaheuristique génétique afin de trouver un meilleur 
compromis complexité/performance que celui de l'algorithme GreSS. 
Les algorithmes génétiques sont très ut ilisés pour la résolution des problèmes d'optimisa-
tion qui n'admettent pas de solution optimale en temps polynomial. Ce type d'algorithmes 
utilise et imite les principes de l'évolution et de la sélection naturelles empruntés à la bio-
logie. Ils s'inscrivent dans la lignée des algorithmes évolutionnistes et ont été proposé par 
John Rolland dans (Rolland, 1975). Un algorithme génétique est une métaheuristique qui 
explore l'univers des solutions en utilisant des opérateurs génétiques, à savoir la sélection, 
le croisement (en anglais crossover) et la mutation. Ces opérateurs changent d'un problème 
d'optimisation à un autre et doivent ainsi être clairement définis afin d'optimiser les perfor-
mances de l'algorithme conçu. 
4.4.1 Codage 
À chaque nouvelle itération de l'algorithme génétique, une nouvelle population de chro-
mosomes (appelés aussi individus) doit être générée. Chaque chromosome représente une 
solution (qu'elle soit réalisable ou non) dans l'univers des solut ions. Le concepteur d 'un al-
gorithme génétique doit tout d'abord décider du codage des chromosomes vu qu'il a un effet 
important sur le comportement de l'algorithme. La manière la plus utilisée pour coder les 
chromosomes est d'utiliser des chaînes binaires. Chaque variable du chromosome, appelé aussi 
gène, est codée d'une façon binaire. Malgré que ce codage est très utilisé et très efficace dans 
les problèmes de programmation binaire (dans lesquels les variables prennent des valeurs 0 
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ou 1), il a été montré qu'il ne l'est plus lorsqu'on traite des problèmes qui manipulent des 
variables à valeurs réelles. Par conséquent , un codage réel des chromosomes a été proposé et 
étudié dans la littérature ct a démontré qu 'il peut converger plus rapidement à une solution 
que le codage binaire (Wright , 1991). 
Dans l'algorithme GeneSS, nous utilisons un autre type decodage appelé codage binaire 
mixte (Yuan et al. , 2009). Nous codons ainsi chaque chromosome par une combinaison de 
gènes binaires et de gènes réels. La partie binaire du chromosome modélise les variables 
binaires an,m qui représentent les affectations des bandes de fréquences aux différents liens 
secondaires activés. Tandis que la partie réelle de chaque chromosome modélise les portions 
des puissances allouées à chaque lien. Par conséquent , un chromosome Xi s'écrit comme sui t 
( 4.20) 
Une population P est un ensemble de chromosomes {Xl , ... , xL} où L est la taille de 
la population. À chaque nouvelle itération (appelée aussi génération), nous calculons pour 
chaque chromosome dans P un score qui renseigne sur son aptitude à faire partie des pro-
chaines générat ions. Nous définissons la fonction d 'aptitude qui calcule ce score comme étant 
la fonction objective du problème de partage du spectre, c.-à-d. le débit total du système. 
4.4.2 Initialisation 
La première étape de l'algorithme GeneSS consiste à générer une population initiale de 
L chromosomes. La population initiale peut être formée soit par des chromosomes générés 
aléatoirement ou des chromosomes t rouvés par des heuristiques . La génération d 'une popu-
lation de chromosomes aléatoires a l 'avantage d 'être peu coûteuse en termes de complexité 
algorithmique. Toutefois, nous n 'avons aucune garantie quant à sa qualité en termes des ap-
t it udes de ses chromosomes. Par conséquent, l'algorithme GeneSS fera appel à l'algorithme 
GreSS pour générer un chromosome qui aura une aptitude assez élevée afin de l'insérer dans 
une population initiale de L - 1 chromosomes aléatoires. 
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4.4.3 Opérateurs génétiques 
Lorsque l'algorithme dispose de sa population initiale, il effectue un nombre donné 
d'itérations qui correspondent à plusieurs générations de populations. À chaque nouvelle 
itération, l'algorithme construit une nouvelle population à partir de la population de la 
génération précédente en appliquant les opérateurs génétiques suivants. 
4.4.3. 1 Sélection 
L'opérateur de sélection sert à décider des chromosomes qui prendront part à la génération 
de la population suivante. Lors de la sélection , les chromosomes ayant le plus grand score 
d 'aptitude seront choisis pour passer les aut res opérations génétiques. Plusieurs opérateurs 
de sélection ont été proposés depuis la publication des travaux de Rolland . Dans l'algorithme 
GeneSS, nous calculons les débits de tous les chromosomes avant d'appliquer l'opérateur de 
sélection par tournoi. Selon (Goldberg et Deb , 1991 ) qui présente un descriptif et comparatif 
des opérateurs de sélection, cet opérateur représente le meilleur choix de sélection tant au 
niveau de la convergence rapide de la solution qu 'au niveau du temps d 'exécution réduit. 
L'algorithme choisit un nombre de chromosomes donné pour part iciper à un tournoi dans 
lequel les chromosomes avec le plus grand score ont plus de chance à remporter le tournoi. 
Après plusieurs tournois , les vainqueurs sont choisis pour participer aux opérations génétiques 
qui suivent en prenant le rôle de parents. Ces derniers donneront naissance à la nonvelle 
progéniture (en anglais offsprings) que nous appellerons les chromosomes fils. 
L'algorithme GeneSS ut ilise aussi le principe d'éli tisme. Si le chromosome ayant le plus 
haut score n 'a pas été sélectionné comme parent à la fin de l'opération de sélection, il prend 
la place d 'un autre parent choisit d'une façon aléatoire. De cette manière, l'algorithme ne 
perd pas les meilleurs chromosomes qui constituent souvent des candidats intéressants pour 
l'exploration de l 'univers des solutions. 
, ·. 
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4.4.3.2 Croisement et mutation 
La génération des chromosomes fils à partir des pareuts s'effectue en ut ilisant les opérateurs 
de croisement et de mutation. Le croisement sert à échanger l'information entre les parents. 
Deux parents issus de l'opération de sélection échang nt des part ies de leurs gènes afin de 
former les fils. La mutation quant à elle agit sur un seul chromosome en changeant la valeur 
d 'un seul de ses gênes. La posit ion du gêne modifié est choisie d 'une manière aléatoire et 
l'opération de mutation s'effectue très rarement. 
Plusieurs opérateurs ont été proposés dans la littérature. La plupart étaient conçus pour 
des populations à chromosomes binaires et sont ainsi inadéquats pour notre problème. Par 
conséquent, l'algori thme GeneSS utilise des opérateurs de croisement et de mutation de 
chromosomes réels. Toutefois, ce choix peut introduire quelques problèmes de types de gènes 
vu qu 'on manipule des chromosomes mixte (binaire/ réel). La solut ion à ces problèmes sera 
discutée dans la section suivante. L'algori thme GeneSS utilise l'opérateur de croisement de 
Laplace proposé dans (Dccp ct Thakur , 2007a) et l'opérateur de tllutation de puissance (en 
anglais power mutation) proposé dans (Deep et Thakur , 2007b). Le croisement et la mutat ion 
se font avec des probabilités fixes de Pc = 0, 8 et Pm = 1/(N M + N) , respectivement (N 
désigne le nombre de liens secondaires et M désigne le nombre de bandes de fréquence). Les 
autres paramètres sont choisis similaires à ceux ut ilisés dans (Deep et T hakur , 2007a). 
4.4.3.3 Satisfaction des contraintes 
À la suite d'un croisement ou d'une mutation, un chromosome fils peut contenir des 
valeurs réelles dans sa partie binaire ou ne pas respecter les contraintes (la contrainte d 'in-
terférence par exemple). Dans le premier cas, si un gène an,m contient un 0 ou un 1 alors on 
le laisse sans modification, sinon son contenu est substitué par un 0 ou un 1, avec une pro-
babilité de 0,5 pour chacun des deux choix. Dans le deuxième cas, un chromosome qui viole 
les contraintes représente une solut ion non réalisable. Un tel chromosome n'est pas écarté 
automatiquement car il peut constituer un candidat intéressant dans la quête d'exploration 
de l 'univers des solut ions. Par conséquent, un chromosome non réalisable peut être choisi 
s'il est comparé à des chromosomes non réalisables. Ainsi, lorsque deux chromosomes non 
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réalisables sont comparés dans l'étape de sélection par tournoi , le vainqueur sera celui qui 
viole le moins les contraintes. 
4.4.4 Critères de terminaison 
Les itérations de l'algorithme prennent fin lorsque : 
o le nombre maximal d 'itérations (générations) I max est atteint; ou 
o le pourcentage d'amélioration de la meilleure solution durant un nombre défini d 'itérati-
on est inférieur à un seuil donné. 
Les deux critères qui mettent fin à l'algorithme sont d'une grande importance vis à. vis 
de la qualité de la solut ion et de la complexité de l'algorithme GeneSS . Nous discuterons 
dans la sect ion suivante de l'effet de I max sur l'algorithme. L'algorithme GeneSS est présenté 
dans l'organigramme de la fi gure 4.2. 
4.5 Études des performances 
4.5.1 Étude de la complexité algorithmique 
Nous évaluons dans cette section la complexité algorithmique des nlgorithmes proposés. 
Les complexités sont fourni es' en nota tions asymptot iques en fonction de la t aille du problème 
ainsi que des paramètres propres à chaque algorithme. La taille du problème de partage de 
spectre est exprimée en fonction de N , le nombre de liens secondaires et de M le nombre de 
bandes de fréquences. 
La complexité de l'algorithme GreSS inclut dans un premier lieu la complexité de construire 
le graphe du réseau secondaire. Cette dernière est la. somme des complexités des opérat ions 
suivantes : 
o la construction des arêtes avec une complexité de d~) = O(N(N + 1) / 2) , et 
o le calcul initial des poids qui s'opère avec une complexité de d::') = o(M N). 
'---- -------------------'---------------- ------ ----- - - - - - - - -------- -
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Générer une popu lation initi ale 
aléatoire {x_, .. . , x,} 
avec x,la solution du GreSS 
Effectuer une sé lection par 
tournoi 
Appliquer le croisement de 
Laplace et la mutation de 
uissance 
Calculer 1 'aptitude de lous les 
chromosomes de la population 
Non 
Oui 
F IGURE 4.2: Un organigramme représentant l'algorithme GeneSS 
À chaque nouvelle itérat ion , l'algorithme GreSS doit trouver le sommet ayant le poids 
maximal. Au pire cas, cette opéra tion s'effect ue avec une complexité de CbP = O(MN) . La 
mise à jour des poids a une complexité de Cb~) = o(N) . Finalement , au pire cas, l'algorithme 
doit effectuer N itérations afin d'obtenir une coloration (si tous les sommets sont colorés), 
et ce pour chaque valeur de E:. 
Par conséquent , la complexité algori thmique de l'algorithme GreSS peut s 'écrire comme 
suit 
---------- -----------------------, 
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N [c (e) + c (w) + N(c(l l + c(ul) ] 
E ~ ~ ~ ~ 
O(NEMN2) , (4.21) 
où NE représente le nombre des valeurs que E doit prendre. 
L 'algorithme GeneSS procède à une étape d 'initialisation avant de commencer les itératio-
ns génétiques . La complexité de cette première étape est dominée par la génération du 
chromosome heuristique qui se fait par le biais de l'algorithme GreSS. Ainsi, la complexité 
d 'initialisation est donnée par Cgr· L'algorithme effectue par la suite au plus Im.ax itérations. 
À chaque nouvelle it ération, l 'algorithme effectue en série les trois opérations génétiques 
décrites dans la section précédente. La complexité de chaque itération se situe principalement 
dans l'évaluation de la fonct ion d'aptitude. Cette évaluat ion doit être effectuée pour chaque 
chromosome de la population. Une seule évaluation se fait avec une complexité de o(M N 2). 
La complexité de chaque itération est ainsi égale à O(LM N 2 ) et la complexité de toutes les 
itérations est égale à o( Im.axLM N 2 ). 
Par conséquent, la complexité algorithmique de l'algorithme GeneSS s'écrit comme suit 
(4.22) 
4.5.2 Résult ats des simulations 
Nous évaluons cians cette section les performances des deux algorithmes proposés en 
termes du débit total du réseau secondaire en effectuant une série de simulations. Les 
différents liens secondaires et primaires sont disposés d 'une manière aléatoire selon une dis-
tribution uniforme dans une cellule circulaire de rayon 1000m. L'émetteur de chaque lien se 
trouve à une distance de 150m de son récepteur. L'exposant d'affaiblissement de parcours est 
fixé à a = 4. La variance du bruit de toutes les transmissions est égale à un. Sauf indication 
contraire, les autres paramètres du système sont fixés comme suit M = 3, Pm.ax = 10 dB and 
r = 5No. 
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FIGURE 4.5: Débit total de l'algorithme GreSS en fonction du nombre de lien secondaires 
pour deux ensembles différents de é . 
Comme indiqué dans les sections précédentes, les performances de l'algori thme GeneSS 
dépendent du choix de plusieurs paramètres. Nous discuterons ici le choix de deux pa-
ramètres, à savoir le nombre maximal d' itérat ions I max et la t aille de la population L. Nous 
traçons dans la figure 4.3 le débit total obtenu par l'algorithme GeneSS en fonct ion du 
nombre maximal d 'itérations permises pour différentes valeurs de N. Nous remarquons que 
les performances de l'algorithme GeneSS augmentent lorsqu 'on lui permet d'effectuer plus 
d 'itérations. Toutefois, cette améliorat ion de performances devient négligeable lorsqu 'on aug-
mente I max au-delà de 50 itérations. En efi'et , l'augmentation de I max de 50 à 150 ne donne 
qu 'une amélioration de moins de 0,3%. Par conséquent, pour les prochaines simulations la 
valeur de I max est fixée à 50 (si N dépasse 20 liens, alors la valeur de I max doit aussi augmen-
ter) . La figure 4.4 montre l'évolut ion du débit total en fonction de la taille de la population 
pour différentes valeurs de N. Nous remarquons encore que ce nouveau paramètre a un effet 
sur les performances de l'algorithme GeneSS. Toutefois, l 'amélioration de performance de-
vient non significative pour des grandes valeurs de L . En effet, une amôlioration de moins de 
0,45% est obtenue lorsque la taille de la population passe de 50 à 60 chromosomes. Pour les 
prochaines simulations la valeur de L est fixée à 50 chromosomes. Finalement, il faut remar-
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pour les deux techniques d 'allocat ion de puissance. 
quer que ces deux paramètres sont réglables et peuvent ainsi être changé selon le compromis 
complexité/performances que l'algorithme est censé obtenir . 
Les performances de l'algorithme GreSS quant à elles dépendent des valeurs de E ainsi 
que de la technique d'allocation des puissances . Vu que l'algorithme exécute ses deux phases 
pour plusieurs valeurs de E, le choix du pas entre deux valeurs successives devient important. 
Par conséquent , nous traçons dans la figure 4.5, le débit total obtenu par l'algorithme GreSS 
pour des pas de E différents en fonction de N . Nous remarquons que le fait d 'augmenter le 
nombre des valeurs de E utilisées (en réduisant le pas entre deux valeurs successives) a un 
effet négligeable sur les performances de l'algorithme. Cet effet ne dépasse pas 0.3% au pire 
cas. Dans la Fig. 4.6, nous comparons les performances des deux techniques d 'allocation de 
puissances, à savoir AUP et AEP. Nous concluons que la technique AUP permet d 'obtenir 
des performances meilleures que la technique AEP pour toutes les valeurs de Af et N utilisées 
dans les simulations. Par conséquent , nous optons pour la technique AUP pour les prochaines 
simulations afin d 'assurer des bonnes performances de l'algorithme GreSS . 
Dans les simulations qui suivent nous comparons les performances des deux algorithmes 
14,---,---,---.---,---,---,----.---,---,---, 
13.5 
~ 13 
o. 
e 
0) 
E 
'.':l 12.5 
<Il 
~ 
;::l 
~ 12 ~ 
8 
Il 
l t 12 13 14 15 16 
-+- Algori thme GreSS 
""*-- Algorithme GeneSS 
-e- Alg. quas i-optimal 
17 18 19 
Nombre de liens secondaires 
20 
77 
F IGURE 4. 7: Débit total des trois algorithmes en fonct ion du nombre des liens secondaire:;. 
proposées à celles d 'un algorithme qui résout le problème MINLP d 'une manière directe. Il 
s'agit de l'algorithme DIRECT proposé dans (Jones, 2009 ) et qui ut ilise le "global mixed-
integer nonlineaT' pm gmmming". Nous avons utilisé plus précisément une implémentation de 
l'algorithme DIRECT dans l'outil d 'optimisation TOMLAB (Bjorkman et Holmstrom, 1999). 
Bien que cet algorithme arrive à approcher la solution opt imale, son temps d 'exécution est 
extrêmement élevé et il ne peut être considéré ainsi pour des implémentations pratiques. 
Dans la figure 4.7, nous comparons les débits obtenus par les t rois algorithmes en faisant 
varier le nombre de liens secondaires. À éause de la complexité de l'algorithme DIR ECT, 
nous n'avons pas pu effectuer de simulations pour de valeurs de N au-delà de 20 liens. Nons 
remarquons dans tin premier temps que les performances de l'algori t hme GeneSS sont t rès 
proches des performances quasi-opt imales de l'algorithme DIRECT. L'écart de performance 
dépasse à peine les 2% au pire des cas. L'algorithme GeneSS dépasse clairement l'algorithme 
GreSS pour lequel l 'écart de performance avec l'algori thme DIRECT se situe ent re 6% et 
10%. Cette remarque semble évidente vu que l'algorithme GeneSS utilise l'algorithme glouton 
comme solut ion initiale. La remarque la plus importante est qu'il réussit toujours à améliorer 
la solution de l'algorithme GreSS. Lorsque le nombre des liens secondaires devient de plus 
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FIGURE 4.8: Débit total des deux algorithmes proposés en fonction du nombre des bandes 
de fréquence. 
en plus important , l 'écart de performance de l 'algorithme GreSS augmente considérablement 
tandis que l'algorithme GeneSS garde le même écart pour toutes les valeurs de N. Il ne faut 
pas oublier que l 'algorithme GreSS constitue un bon compromis complexité/performance 
grâce à sa complexité très réduite. 
Nous comparons dans la figure 4.8 les performances des deux algorithmes proposés en va-
riant le nombre de bandes de fréquence. Nous considérons qu 'il existe quinze liens secondaires 
dans le réseau. Nous remarquons que l'écart ent re les performances des deux algorithmes 
reste quasiment le même pour différentes valeurs de M. Une fo is de plus, l'algorithme Ge-
neSS réussit à améliorer les performances de sa solution initiale obtenue par l'algorithme 
GreSS, et ce pour différentes valeurs de M . La figure montre aussi que les dwx algorithmes 
améliorent leurs débits à chaque fois qu 'ils disposent d 'une nouvelle bande de fréquence prête 
à être allouée. 
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4.6 Conclusion 
Dans ce chapitre, nous avons conçu deux algori thmes d 'allocation des ressources pour 
les réseaux à radios cognit ives. Nous avons commencé par la formulation du problème en 
un problème d 'optimisation combinatoire connu sous le nom du problème du sac à dos. Par 
la suite, nous avons décrit les deux algorithmes proposés. Le premier algorithme, que nous 
avons appelé GreSS, utilise une formulation du problème à l'aide de la théorie des graphes. 
Il ut ilise une approche gloutonne po11r l'affectation des bandes de fréquences aux différents 
usagers suivi d'une allocation simple des puissances. Le deuxième algori thme intitulé GeneSS 
utilise la métaheuristique génétique afin de résoudre le problème. Les simulations et l'étude 
des complexités montrent que les deux algorithmes trouvent des bons compromis entre la 
complexité et le débit du système. 

CHAPITRE V 
ALLOCATION DES RESSOURCES DANS LES RÉSEAUX À RADIOS COGNITIVES À 
MULTI-ANTENNES 
Chacune des technologies étudiées dans les deux chapitres précédents, soient MIMO et 
radio-cognit ive, présente plusieurs avantages d'uti lisation qui permett.r.nt l'amélioration des 
performances des réseaux sans fil. La technologie MIMO , lorsqu'elle est ut ilisée dans un 
contexte multi-usagers , permet au réseau de profiter de la diversité spatiale et d'un gain en 
multiplexage en plus de la diversité multi-usager. Tandis que la technologie radio-cognitive 
permet aux usagers secondaires de profiter d 'un spectre plus large afin d'améliorer leurs 
débits de transmission et leurs QdS. Par conséquent , une combinaison des deux technologies 
permettra sans doute une amélioration encore plus considérable de la qualité des communi-
cations sans fil. Une amélioration qui passe obligatoirement par la conception d 'algorithmes 
d 'allocation des ressources et de partage du spectre adaptés spécialement pour cette com-
binaison technologique émergente. Nous présentons ainsi deux algorithmes qui utilisent des 
techniques différentes de t ransmission. 
Ce chapitre se divise en deux grandes parties, chacune présentant un algorithme pour 
un scénario de partage du spectre différent. La première partie propose un algori thme qui 
utilise la technique d 'affectation d 'antennes dans un mode underlay. La sect ion 5. 1.1 décrit 
le réseau étudié et présente les différentes hypothèses utilisées. Nous formulons le problème 
de partage du spectre dans la section 5.1.2. L'algorithme d'affectation cognitive d'antennes 
est détaillé dans la section 5.1.3. Un deuxième algorithme basé snr l'ordonnancement round 
robin est présenté dans la section 5. 1.4. Finalement, la section 5. 1.5 étudie les performances 
des deux algorithmes en les comparant à celles obtenues par l'algorithme optimal. Dans 
la deuxième partie de ce chapitre, nous proposons un autre algori thme d'allocation des 
ressources pour le mode Underlay avec une tolérance zéro pour l' interférence secondaire. Ce 
deuxième algori thme est basé sur la technique de formation des faisceaux. La section 5.2. 1 
décrit le système étudié. Les sections 5.2 .2 et 5.2.3 formulent le problème en un problème 
d 'optimisation puis en un problème de coloration des graphes. Nous décrivons l'algorithme 
proposé dans la section 5.2.4. Par la suite, nous proposons d'apporter quelques changements à 
l'algorithme dans la section 5.2 .5 afin d 'améliorer son indice d'équité. La section 5.2.6 présente 
une formulat ion du problème de coloration en un problème de programmation en nombres 
entiers. F inalement, la section 5.2. 7 compare les performances en termes de complexité et de 
débit de l'algorithme proposé à celles de l'algorithme de coloration optimale. 
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5.1 Partage du spectre en mode Underlay 
5.1.1 Modèle du système 
Dans cette première section, nous considérons que le réseau à radios cognitives coexiste 
dans la même zone géographique qu 'un réseau primaire composé d'un seul lien. Ce lien est 
formé d 'un émetteur et d 'un récepteur qui possèdent la licence pour ut iliser une bande de 
fréquence. Le lien primaire permet toutefois que le réseau secondaire ut ilise cette même bande 
à condition que l'interférence provoquée par ce dernier au niveau du récepteur primaire ne 
dépasse pas un certain seuil fixé au préalable. 
La st ation de base secondaire multi-antenne sert un sous ensemble des K usagers se-
condaires en affectant à chacun une seule antenne. Par conséquent, elle ne peut servir plus 
de M usagers simultanément, où lVI représente le nombre de ses antennes . Soit S l'en-
semble des paires (k* , mk·) dans lesquelles l'antenne mk* E {1, .. . , M} est affecté à l'usager 
k* E {1, . . . , K}. Ainsi, le signal envoyé vers les N antennes ·de, l'.usager k* subira deux types 
d 'interférences, soit celle provoquée par le signal primaire ainsi que celle provoquée par les 
signaux émis par les autres antennes (autres que mk• ). De même, la transmission primaire 
subira l'interférence provoquée par les signaux émis par toutes les antennes de la station de 
base secondaire. Le signal reçu par l'antenne n de l'usager secondaire k peut s 'écrire comme 
suit 
Ykn) J?;;::hkn)(mk)Xk + L ~hkn)(mj) 
jES j# 
(5.1) 
où Pmk est la puissance de transmission allouée à l 'usager k, hkn)(mk) est le coefficient du 
canal entre l'antenne n de l'usager k et l'antenne mk de la station de base, Xk est le symbole 
transmis vers l'usager k, f~n) est le coefficient du canal entre l'antenne de l 'usager primaire 
et l'antenne n de l'usager secondaire k , Pp est la puissance de transmission de l'émetteur 
primaire et Zkn) est le bruit AWGN modélisé par une variable i.i.d. selon une distribution 
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Gaussienne de moyenne nulle et de variance Zo . 
À la réception de son signal, l'usager secondaire utilise la technique de combinaison à 
rapport maximal (en anglais maximum ratio combining MRC) (Duman et Ghrayeb, 2007) 
afin de maximiser son SINR.. Par conséquent, le SINR. au niveau de 1 'usager k est donné 
par (Pun et al., 2011) 
(5 .2) 
respectivement, avec n = 1, . . . , N . 
Le SINR. au niveau du:récept~ur primaire s'écrit quant à lui sous la forme 
(5.3) 
où e est le coeffi cient du canal ent re l'émetteur et le récepteur du lien primaire, Zp est 
la variance du brui t AWGN au niveau · de la transmission primaire et gp(mk) représente 
le coeffi cient du canal entre l'antenne mk de la st ation de base et l'antenne du récepteur 
primaire. 
5.1.2 Formulation du problème 
Nous considérons que le temps est divisé rm intervalles. Au début· de chaque intervalle, la 
station de base secondaire doit décider des usagers qu'elle va servir. Elle doit aussi affecter 
à chaque usager choisi une seule de ses antennes . Elle doit par la sui te allouer à chaque 
antenne une portion de la '·p.uissànëe totale dont elle dispose. La station de base cherchera 
ainsi à t rouver la combinaison d 'usagers qui maximisera le nombre d'antennes ut ilisées, ou 
en d'autres termes qui maximisera le nombre d'usagers servis. Puisque nous utilisons la 
technique Underlay, la station de base doit protéger la transmission primaire en limitant la 
puissance d'interférence causée au niveau du récepteur primaire. Cette puissance ne doit pas 
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dépasser le seuil d 'interférence fixé par le lien primaire à rth· De plus, la station de base 
ne choisit un usager secondaire que si elle est sûre de satisfaire ses besoins de QdS. Nous 
exprimons les besoins de QdS en t ermes de SINR requis par l'usager secondaire b th) . 
Par conséquent , la recherche d 'un partage optimal du spectre passe par la résolution du 
problème d'affectation d 'antennes (c .-à-d. la gestion de la ressource spatiale) ainsi que par 
une allocation effi cace de la ressource puissance afin de maximiser le nombre d 'usagers servis 
durant chaque intervalle de temps. Le problème de partage du spectre est ainsi un problème 
d'optimisation qui s'écrit comme suit 
Maximiser 
sous les contraintes 
Card(S) 
'Yk :::: 'Y th ) 
L Pmk S Pmax, 
kES 
L Pmk [gp(mkW ::; rth , 
kES 
k E 5 (5 .4) 
(5.5) 
(5.6) 
où Pmax est la puissance maximale dont dispose la station de base secondaire. Les inéquations 
(5.4) représentent les contraintes sur la QdS des usagers secondaires, l'inéquation (5.5) cor-
respond à la contrainte sur la puissance maximale de la station de base et l'inéquation (5. 6) 
représente la contrainte d 'interférence imposée par le lien primaire. 
Le problème d'optimisation présenté peut aussi être formulé en tant que problème de 
programmation mixte en nombre entiers (binaires) en utilisant les variables 
am,k = 1 si l'antenne m est affecté à l 'usager k 
= 0 sinon. 
Le problème MINLP correspondant est le suivant 
Sous les contraintes 
M J< 
Maximiser L L am,k, 
m=l k= l 
L;;;=l "Lr=l am,kPmk lgp(mk)l 2 :::: ru~, 
am,kPmkll hk(mk)ll 2 + L(1 - am,k ) 2 
Îth ( L L am',k'Pm'k,ll h k(m' k' )11 2 + Zo + Ppll fkll 2 ) 
m'"'mk'"'k 
am,k E {0,1} , 
\fk 
\fm 
\fm, k 
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(5.7) 
(5.8) 
(5.9) 
(5.10) 
(5.11) 
(5.12) 
(5.13) 
(5.14) 
Dans (Goussevskaia et al., 2007), les auteurs ont prouvé la. NP-complétude du problème 
d 'ordonnancement qui utilise le SINR géométrique (soit le même modèle de SINR utilisé dans 
cette thèse) . Il s'agit d'un problème similaire à notre problème d'allocation des ressources 
mais qui considère une seule contrainte, soit celle qui concerne le SINR. avec une alloca-
t ion uniforme de la puissance. Les auteurs ont aussi discuté la NP- complétude du même 
problème avec une allocation optimale de la puissance. Ils sont arrivés à la. conclusion que la 
preuve de NP-complétude d'un tel problème est une question difficile qui reste encore une 
piste de recherche inexplorée. Par conséquent, la conception d'un algorithme à complexité 
polynomiale pour résoudre le problème d'allocation des ressources est une tâche difficile qui 
nous pousse à proposer dans la section suivante un algorithme heuristique avec des perfor-
mances quasi-optimales. 
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5.1.3 Algorithme d 'affectat ion cognitive des antennes 
Nous proposons l'algorithme d'affectation cognitive des antennes (en anglais cognit ive 
anteuna assigmnent algorithm C3A) qui résout le problème formulé en ùeux phases. Dans 
sa première phase, l'algorithme choisit les usagers secondaires ayant les meilleures quali tés 
de canal en affectant à chacun l'antenne de la station de base qui lui convient le mieux. 
La deuxième phase de l'algorithme effectue l'allocation des puissances aux différents usa-
gers choisis afin de satisfaire la contrainte de QdS. Si l'algorithme arrive à satisfaire cette 
contrainte, alors il passe à la vérification des autres contraintes. Sinon, il revient à la première 
phase afin de changer son choix d 'usagers. 
5. 1.3.1 Phase 1 :Affectation d'antennes 
L'algorithme commence la première phase par la construction d 'une matrice Q de taille 
K x M . Les éléments de la matrice Q sont données par 
ll h~c(mic)ll 2 
qlcj = - M,--1--'----'-"-----
2: ll h~c(mt)ll 2 
l= l ;l# 
(5. 15) 
Le numérateur du coefficient qlcl correspond au gain du canal entre l'usager k et l'antenne 
(où l E {1 , ... , M}) de la stat ion de base. Cette information correspond à la qualité du 
canal séparant l'usager et l'antenne. Le dénominateur de qlcl donne une idée sur la puissance 
d'interférence que peut causer l'utilisation des autres antennes (autre quel). 
L'algorithme cherche par la suite le plus grand élément de la matrice Q. Il choisit l'usager 
k* qui correspond à cet élément en lui affectant l'antenne correspondante l *. Avant de passer 
à une deuxième itération afin de choisir un deuxième usager, l'algorithme procède à une mise 
à jour de la matrice Q . Il substitue les éléments de Q qui correspondent à l 'usager choisi (la 
ligne d 'indice k* ) ainsi que ceux qui correspondent à l'antenne affectée (la colonne d'indice 
l*) par des zéros. L'algori thme passe par la suite à la deuxième itération ct cherche le plus 
grand élém nt dans la matrice mise à jour. Les processus de sélection et de mise à jour sont 
répétés d 'une façon gloutonne pendant M itérations afin de choisir M usagers en affectant 
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M antennes. Évidemment, à la fin de cette première phase, la matrice Q est devenue une 
matrice nulle. 
La conception de la matrice Q a un grand impact sur le choix des usagers et l'affèctation 
d 'antennes qui résultent de cette première phase. En effet , si l'algori thme choisit les usagers 
ayant les meilleurs gains de canal, alors les SNRs (rapports signal sur buit ) des usagers servis 
sont maximisés. Toutefois, ces usagers peuvent souffrir d'un grand degré d ' interférence ce 
qui pénaliserait leurs SINRs d'une façon signifi cat ive. De la même manière, si le choix cles 
usagers se base uniquement sur l'information sur l'interférence, alors les SINRs des usagers 
peuvent être pénalisés par des peti ts gains de canal. Par conséquent , nous ut ilisons les deux 
informations dans la conception de Q, à savoir la qualité du canal et le degré d ' interférence. 
5.1.3.2 Phase 2 : Allocation opt imale des puissances 
La deuxième phase de l'algorithme effectue l'a llocation des puissances en respectant 
les contraintes (5.4), (5.5) et (5.6). L'algorithme commence par considérer uniquement la 
cont rainte de QdS qui peut être écri t e sous la forme 
(5. 16) 
On peut écr ire (5 .16) sous forme matricielle de la façon suivante 
(1 - B ) P ~ u , (5.17) 
où 
k =f j , 
(5 .18) 
k =j, 
et 
(5.19) 
où 1 est la matrice identité de taille M x M. 
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Selon le théorème de Perron-Frobenius (Gantmacher , 1998), si le système d 'inéquations 
donné par (5 .17) admet une solution positive que nous noterons par P , alors il existe une 
solution unique P * ~ P qui satisfait (1 - B)P* = u. De plus, pour n'importe quel 'Yth > 0, le 
système d 'inéquations (5 .17) possède une solut ion si et seulement si la valeur propre maximale 
de la matrice B est inférieure à 1. Dans ce cas, cette solution est appelée la solution optimale 
au sens de Pareto et elle est donnée par le vecteur suivant 
(5 .20) 
En revenant à la description de la deuxième phase de l'algorithme, cette dernière com-
mence par construire la matrice B définie par (5. 18). Elle calcule ensuite les valeurs propres 
de cette matrice et vérifie si elles sont toutes inférieures à un. Si tel est le cas, alors l'allocation 
de puissance qui respecte la contrainte de QdS est donnée par le vec teur P qui se calcule en 
utilisant (5. 20 ). L'algorithme passe par la suite à la vérification des deux autres contraintes. 
il vérifie si la somme des éléments de P est inférieure ou égale à Pmax· Il vérifie aussi si le 
vecteur P respecte la contrainte d ' interférence imposée par le lien primaire. L'algorithme 
prend ainsi fin si toutes ces contraintes sont respectées. 
Si au moins une des trois contraintes est violée, alors l'algorithme revient pour réexécuter 
la première phase en procédant à une nouvelle itération (i = 2). La deuxième itération 
commence la première phase en construisant Ci = (M ~+1 ) matrices similaires à la matrice 
Q mais d 'une plus petite taille. Nous désignons ces matrices par Q (i,j) où i est l'indice de 
l'itération courante et j E { 1, . .. , Ct} représente l'indice de la matrice. La taille de chacune 
de ces matrice est ((M - i + 1) x 1) vu qu 'on réduit le nombre d 'antennes considérées dans 
l'opération d 'affectation d 'antennes. L'algorithme effectue une sélection d 'usagers différente 
pour chaque matrice et effectue pa r la suite les étapes de la deuxième phase. Si l'algorithme 
se voit obliger d'effectuer une troisième itération, alors les nouvelles matrices Q seront encore 
plus nombreuses mais d 'une plus petite taille vu qu 'on éliminera plus d'antennes (exactement 
i - 1 antennes) dans la concept ion de chaque matrice. 
Afin de réduire la complexité de l'algorithme, les matrices Q (i ,j) ne sont pas toutes 
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construites d 'un seul coup. L'algorithme commence plutôt par la construction de la matrice 
Q (i, l ) puis effectue les différentes opérations des deux phases. Si l'algorithme arrive à t rouver 
nne bonne allocation de puissance, alors il prend fin . Sinon, il procède à la construction de 
la deuxième matrice, et ainsi de suite. L'algorithme C3A est présenté dans Algorithme 2. 
A lgorithme 2: Algorithme d'affec tation cognitive des antennes C3A 
Init ia lisation : S +- 0 ; l +- 1 ; i +- 1 ; 
Phase 0 : 
Construire la matrice Q (l,i) en utilisant (5.15); 
Phase 1 : C hoix d'usagers et affectation d'antennes : 
tant que Q (l,i) =f La matrice nulle faire 
Chercher Je plus grand coefficient d 'indice (k,j) dans Q ; 
s +- (k , j ); 
Substituer les éléments de la ligne k et de la colonne j par des zéros; 
fin 
Phase 2 : A llocation op t imale des puissances : 
Construire B en utilisant (5.18) et calculer ses valeurs propres À(B) ; 
si max( ;\ (B )) ~ . 1 a lors 
s +- 0 ; 
si i < (M~+ 1 ) a lors i +- i + 1 ; 
s inon i +- 1 ; l +- l + 1 ; 
Aller à la phase 0 ; 
sinon 
fin 
Calculer P en utilisant (5.20); 
s i contraintes (5.5} et (5.6} sont violées a lors 
s +- 0; :·. ' 
si i < (M~+l) a lor s i +- i + 1 ; 
sinon i +- 1 ; l +- l + 1 ; 
Aller à la phase 0 ; 
s inon 
1 C3A prend fin (Partage du spectre trouvé) ; 
fin 
5. 1.4 Algorithme round robin adapté 
Dans cette section, nous présentons un deuxième algorithme qui permet de trouver une 
affectation d'antenne avec l'objectif d'assurer une équité parfaite entre les usagers secondaire. 
Cet algorithme est basé sur le mécanisme d'ordonnancement dit « round robin » (RR). Le 
l',; 
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round robin traditionnel sert à tour de rôle un seul usager dans chaque intervalle de temps. 
Toutes les ressources de la station de base, antennes et puissance, sont ainsi réservées à 
l'usager courant . Bien que le round robin assure une équité parfaite et un accès égal aux 
ressources à tous les usagers , ce mécanisme souffre de mauvaises performances en termes de 
débit vu qu 'il ne tire pas profit des deux diversités spatiale et multi-usagers. Par conséquent , 
nous proposons d'utiliser le round robin afin de profiter de l'équité parfaite qu 'il assure tout 
en apportant certaines modifications afin d'améliorer son débit de transmission. 
Nous désignons par SRR l'ensemble des usagers secondaires qui peuvent être servis dans 
l'intervalle de temps courant . Contrairement au round robin traditionnel pour lequel S RR 
contient un seul usager, dans le nouvel algorithme l'ensemble SRR contient M usagers. Le 
fonctionnement du nouvel algorithme est le suivant : 
1. L'algorithme met à jour pour chaque intervalle de temps l'ensemble SRR en ajoutant , 
d 'une manière round robin, au plus M usagers à partir des usagers qui ne sont pas 
encore servis et qui possèdent les plus petits indices. 
2. L'algorithme R.R. proposé utilise par la suite un algorithme d'affectation d'antennes à 
force brute qui effectue une recherche exhaustive parmi toutes les combinaisons des 
usagers qui sont dans SRR· Pour chaque combinaison, l'algorithme essaye de trouver 
une allocation de puissance réalisable. L'algorithme testera au plus L,~ 1 (K ;~l - l )! 
combinaisons. 
3. Lorsque l'algori thme R.R. sert tous les usagers dans le réseau , il recommence d 'une 
manière round robin . Toutefois, il peut arriver qu'un usager soit mis deux fois dans 
l'ensemble SRR sans qu 'il soit servi. Dans ce cas, l'algorithme sert l'usager en question 
tout seul immédiatement dans l'intervalle courant. 
Afin d ' illustrer le fonctionnement de l'algorithme R.R. proposé, nous uti lisons l'exemple 
suivant avec six usagers secondaires et t rois antennes. Dans le premier intervalle de temps, 
nous avons SRR = {1 , 2, 3}. Supposons que lorsque l'algorithme teste les combinaisons d 'af-
fectations d 'antennes, seuls les usagers 2 et 3 peuvent être servis. Par conséquent , dans le 
deuxième intervalle de temps, l'usager 1 est toujours dans SRR auquel on ajoute les deux 
usagers de plus petits indices non encore servis, soit les usagers 4 et 5, c.-à-d . SRR = {1, 4, 5}. 
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Si il existe une allocation de puissance réalisable pour la combinaison des t rois usagers , alors 
les trois vont être servis et nous aurons S RR = { 6, 1, 2} pour le troisième intervalle de temps. 
Si l'algorithme peut servir seulement les usagers 4 et 5, alors nous aurons SRR = {1 , 6, 1} 
pour le troisième intervalle de temps. Dans ce cas, l'algorithme servira l'usager 1 tout seul 
dans le troisième intervalle, et nous aurons S R R = {6, 1, 2} pour l'intervalle suivant. 
5.1.5 Études des performances 
Dans cet te section, nous analysons les performances des deux algori thmes proposés en 
t ermes de complexité algorithmique (pour l'algorithme C3A) et de performances . Le cri tère 
de performance utilisé est le nombre moyen d 'usagers servis. Plusieurs des simulations ef-
fectuées comparent les performances de l'algorithme C3A à ceux de l'algori thme opt imal. 
Ce dernier est un algorithme à force brute qui réussit à trouver la solution opt imale au 
problème d 'allocation des ressources en ut ilisant une recherche exhaustive parmi toutes les 
combinaisons possibles. 
5.1.5.1 Étude de la complexité algori thmique 
Nous évaluons dans cette section la complexité algori thmique de l'algori t hme C3A qui 
sera comparée à la complexité de l'algorithme optimal de force brute (en anglais brute force 
algori thm BFA) . Les complexités sont fournies en notations asymptotiques en fonction de la 
taille du problème exprimée avec lv! et K. 
L'algorithme C3A effectue plusjeurs itérations dans lesquelles il exécute les diffé rentes 
opérations des phases 0, 1 et 2 comme décrit dans l'Algorit hme 2. La complexité de la phase 0 
correspond à la complexité de la construction de la matrice Q qui est de o(K (M - l + 1)). 
Dans sa première phase, l'algorithme effectue (M-i+ 1) itérations. Dans chaque itération , 
l'opération qui t rouve le p~us grand élément dans la matrice Q possède une complexité de 
o(K(M - i + 1)). 
La complexité de la deuxième pllase est quant à elle dominée par la complexité du calcul 
des valeurs propres de la matrice B . Cette complexité est de o( (M - i+ 1)3 ) . Si la deuxième 
92 
phase ne réussit pas à trouver une allocation de puissance, alors l'algorithme doit retourner 
à la phase O. Ce retour peut construire un maximum de C.i = (M ~~+1 ) matrices Q pour un 
maximum de lvi itérations. Par conséquent., la complexité au pire cas de l'algorithme C3A 
est donnée par 
'~>cJA ~ 0 (t, (K(M - i + 1)2 + (M ~ i + 1)3) · c,) . (5.21) 
L'algorithme de force brute effectue une recherche exhaustive parmi toutes les combinai-
sons de partage du spectre possible. Il teste pour chacune la possibilité d 'avoir une allocation 
·de puissance qui respecte les contraintes du problème. Par conséquent, la complexité de l'al-
gorithme optimal est donnée par 
( 
M KI ) 
\]! B FA = 0 ~ ( K _ M ~ l _ 1)! · ( M - l + 1) 3 · Cl . 
l=l 
(5 .22) 
Le tableau 5.1 évalue les formules données par (5 .21) et (5.22) pour différentes valeurs 
de K et M afin de quantifier la différence entre la complexité de l'algori thme C3A et celle 
de l'algorithme optimal. 
TABLE 5.1: Comparaison des complexités algorithmiques du C3A ct BFA 
[K, M] C3A BFA 
[20, 2] 130 3080 
[20 , 4] 1824 > 8, 1.106 
[40, 4] 3424 > 1, 4.108 
5.1.5.2 Résultats des simulations 
Nous évaluons dans cette section les performances des algorithmes proposés. Le réseau se-
condaire et le lien primaire coexistent dans un cellule rectangulaire de taille (1000mx 1000m). 
La station de base secondaire est placée au milieu de la cellule au point (0 ,0). Les positions 
des usagers secondaires sont générées aléatoirement selon une distribution uniforme. Les 
coordonnées de l'émetteur et du récepteur primaires sont (125,500) et (-125 ,500), respec-
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FIGURE 5.1: Nombre moyen d'usagers servis en fonction de 'Yth pour différents nombres 
d'antennes à la station de base. 
tivement. Les variances des bruits sont toutes égales à 1. De plus, l'exposant d'affaiblis-
sement de parcours est fixé à a = 4 et chaque usager secondaire est équipé de N = 2 
antennes. Nous supposons que la transmission primaire requiert un SINR de 1; = 10 dB. 
Par conséquent , l'émetteur primaire adapte sa puissance afin de respecter son besoin en 
SINR., c.-à-d. Pp = (1 + fth ) · /p/iel 2 . 
Nous traçons dans la figure 5.1 le nombre moyen d 'usagers secondaires servis en utilisant 
le C3A en fonction du SINR. qu'ils requièrent pour différentes valeurs de M. Les autres 
paramètres sont fixés comme suit, fth = 10 dB et K = 20. Nous remarquons que la sta tion 
de base est capable de servir plus d 'usagers à chaque fois qu 'on a joute plus d 'antennes 
d 'émission. On peut ainsi déduire que l'algorithme C3A tire profit de la dimension spatiale, 
en utilisant la diversité spatiale qui existe dans les systèmes à antennes multiples. Toutefois, ce 
gain devient de moins en moins important lorsque le SINR requis par les usagers secondaires 
devient élevé. 
Pour les prochaines figures, nous considérons une station de base équipée de M = 4 
antennes. Les figures 5.2 et 5.3 montrent le nombre moyen d 'usagers servis en fonction du 
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nombre total d 'usagers secondaires qui existent dans la cellule. Nous varions aussi la valeur 
de /th et nous fixons le seuil d'interférence primaire à ru~ = 10 dB . Nous utilisons deux 
figures puisque l'algorithme optimal devient très complexe pour des valeurs de K supérieure 
à 22. La figure 5.2 démontre que l'algorithme C3A tire profi t de la diversité multi-usag0.r , et 
ce pour diverse valeurs de /th· Ce gain en diversité est présent même pour des réseaux à très 
forte densité. Contrairement aux performances de l'algorithme R.R. qui restent les mêmes pour 
toutes les valeurs de K , l'algorithme C3A réussit à servir plus d'usagers lorsque plus d 'usagers 
sont disponibles dans le réseau. Toutefois, bien que l'objectif principal de l'algorithme R.R 
soit d 'assur0.r une équité parfaite ent re les usagers , le nombr0. moy0.n d' usagers qu 'il arri v0. à 
servir avoisine les 1,4. 
La figure 5.3 compare les performances de l'algorithme C3A à celles de l'algorithme op-
timal. Nous remarquons que le nombre moyen d'usagers servis en utilisant l'algorithme C3A 
est très proche de celui obtenu par l'algorithme optimal. De plus, la figure montre que l'écart 
de performance entre les deux algorit hmes rest 0. quasiment le même pour diflôrentes valeurs 
de K et de / th· Sans oublier que cet écart de performance peut être considéré négligeable 
face au gain en complexité obtenu par 1 'utilisation du C3A. 
96 
2.81-.-----.-.---.---.--.---.-----,-r--;======;-J 
--+- C3A, y th = SdB 
2.6 
~ 
.0 § 1.8 
:z 
1 
.4 4L______L _ _L6 --'--------'8---'9'------ILO - 1"--1 _ IJ._2 _ _LI 3--'-14---'1 5.,----~1 L6 - 1"--7 __JI 8 
Seuil d'interférence r,h(dB) 
FIGURE 5.5: Nombre moyen d 'usagers servis en fonction de f th pour plusieurs valeurs de /th · 
Nous traçons dans la figure 5.4 le nombre moyen d 'usagers servis en fonction du SINR 
qu'ils requièrent pour différentes valeurs de P max et de fth · Le nombre d 'usagers dans le 
réseau est K = 20. Il est clair d 'après la figure que, encore une fois, les performances de 
l'algori thme C3A sont très proches des performances optimales. En effet , l'algorithme C3A 
réussit t rès souvent à t rouver la meilleure affectation d 'antennes, qui maximise les perfor-
man ces . 
Finalement , la figure 5.5 montre l'évolution du nombre d 'usager servis en fonction du 
seuil d'interférence fixé par le lien primaire. Nous traçons une courbe pour / th= 5dB et une 
autre pour /th = lOdB. Nous remarquons qu'il existe une valeur de fth pour laquelle les 
performances du réseau secondaire atteignent leur maximum. En s'éloignant de cette valeur , 
les performances se dégradent pour une de deux raisons. En effet , lorsque fth prend une 
petite valeur , la station de base sert peu d 'usagers puisqu 'elle se voit obligée de minimiser sa 
puissance d'émission afin de respecter la contrainte d 'interférence du lien primaire. Tandis 
que lorsque la valeur de fth est assez grande, la station de base augmente sa puissance de 
transmission et cause ainsi plus d'interférence aux usagers servis. Ceci pousse la station de 
base à réduire le nombre d 'usagers servis. 
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5.2 Partage du spectre en mode Underlay à interférence zéro 
5.2.1 Modèle du système 
Nous considérons que le réseau secondaire à radios cognitives coexiste avec plusieurs 
aut res réseaux primaires dans la même zone géographique. Le réseau secondaire est un réseau 
avec infrastructure dans lequel une station de base équipée de M antennes sert K usagers 
secondaires. Chaque réseau primaire est composé d 'un seul émetteur qui t ransmet vers plu-
sieurs récepteurs en ut ilisant une senle bande de fréquence. Il existe un total de N bandes 
de fréquence, c. -à-d. que nous supposons l 'existence d 'exactement N réseaux primaires. Les 
bandes de fréquence sont supposées être ort hogonales. Par conséquent, les transmissions 
simultanées qui s'effect uent sur des bandes différentes n 'interfèrent pas. 
Nous désignons par N~n) le nombre des récepteurs primaires qui ut ilisent la bande de 
fréquence n. Ce nombre est supposé inférieur au nombre d'antennes de la station de base 
pour t ous les réseaux primaires. Les récepteurs primaires ont l'exclusivité d 'ut iliser les bandes 
de fréquence et ne tolèrent ainsi aucune interférence de la part du réseau secondaire. Par 
conséquent , si la station de base décide d 'ut iliser une bande de fréquence n, elle doit s'assurer 
qu 'elle annule toute interférence dans cette bande. Le modèle du système est donné par la 
Fig. 5.6. 
Nous supposons que la station de base peut émettre sur plusieurs bandes de fréquence en 
même temps et que les usagers secondaires peuvent s'adapter afin de recevoir sur une bande 
de fréquence donnée. En supposant que l'usager k est servi sur la bande de fréquence n, le 
signal reçu par cet usager est donné par 
- h (s) + f (p) + Yk ,n- k,n X n k ,nXn Zk,n, (5.23) 
où x~) est le vecteur de taille M contenant les signaux (symboles précodés) transmis vers les 
usagers servis sur la bande de fréquence n; x~) est le signal transmis par ! '<~metteur pr imaire~ 
utilisant la bande n; Zk,n représente le bruit AWGN modélisé par une variable i.i .d. selon une 
distribution Gaussienne de moyenne nulle et de variance a;k ; le vecteur h k,n est le vecteur 
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FIGU RE 5.6: Modèle du système - Une station de base (BS) à M antennes sert K usagers 
(SU) sur 2 bandes (la bande 1 est utilisée par un émet teur primaire (PT) et deux récepteurs 
(PR) et la bande 2 es t utilisée par un PT et un PR.). 
de taille 1 x M qui contient les coeffi cients des canaux entre chaque antenne de la station 
de base et l'usager k et !k ,n est le coefficient du canal entre l 'émetteur primaire ut ilisant la 
bande n et l'usager k . Tous les canaux sout supposés éprouver un évanouissement plat sur 
chaque bande de fréquence , c.-à-d . que les coefficients de chaque canal sont fixes pour toute 
la bande mais différents d 'une bande à l'autre. L'indice n qui existe dans chaque coeffi cient 
de canal renseigne sur la bande de fréquence. 
Soit Sn l'ensemble des usagers secondaires qui vont être servis sur la bande de fréquence 
n. Avant d 'effectuer la transmission , la station de base secondaire multiplie le vecteur des 
symboles des usagers de Sn par uue matrice de précodagc W n ainsi que par un vecteur de 
puissances P n. L'équation peut se réécrire sous la forme 
Yk,n 
(5 .24) 
où /Pf1 représente la port ion de puissance allouée à 1 'usager k, M est la puissance 
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d'émission de l'émetteur primaire sur la bande n, Uk8~ est le symbole émis vers l'usager k et 
u~) est le symbole émis par l'émetteur primaire sur la bande n avec luk~~~ = 1 et l u~)l = 1. 
Puisque les bandes de fréque'nce sont supposées être ort hogonales, deux usagers servis sur 
deux bandes différentes ne ressentent aucune interférence mutuelle. Toutefois, la station de 
base doit s'occuper de l'annulation de toute interférence entre les usagers servis sur la même 
bande de fréquence n. De plus, elle doit aussi s'assurer qu'elle ne provoque aucune interférence 
au niveau des récepteurs primaires qui utilisent cette même bande. Pour réaliser ces deux ob-
jectifs , la station de base utilise une partie de ses antennes pour servir les usagers secondaires, 
et réserve la partie restante pour annuler l'interférence vers les récepteurs primaires. En effet, 
la station de base utilise la technique ZFBF en calculant une matrice de précodage différente 
au niveau de chaque bande de fréquence. Nous savons d 'après le chapitre 3 que l'ut ilisation 
du ZFBF limite le nombre d'usagers permis dans chaque bande au nombre d'antennes M. 
De plus, vu qu'il existe N~n) récepteurs primaires dans la bande n, il ne reste désormais que 
M - N~n) places pour des usagers secondaires, c. -à-d . Gard( Sn) < M- N~n) , 1::/n. 
Les vecteurs de précoclage, au niveau de chaque bande de fréquence, sont calculés d 'une 
manière similaire à ceux du, syst è;ne présenté dans le chapitre 3 (voir l'équation 3.4). Toute-
fois, la matrice de canal H (Sn) qui doit être inversée est une matrice de taille 
( (Card(Sn) + N~n)) x M) qui contient: 
o les vecteurs des coefficients de canaux des usagers secondaires appartenant à Sn ; et 
o les vecteurs des coefficients des canaux entre la station de base et les récepteurs pri-
maires opérant sur la bande n , désignés par gn(Pn) où Pn = 1, . . . , Nt'). 
La matrice de précodage utilisée an niveau de la bande de fréq uence n (qui contient les 
vecteurs wk,n) est donnée ainsi par 
(5.25) 
La conception de la matrice W n permet d'annuler l'interférence mutuelle entre les usagers 
secondaires comme c'était .Je oas pour le système du chapitre 3 (voir les équations 3.5 et 
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3.6). De plus, l'utilisation de la matrice W n permet à la station de base d'annuler toute 
interférence vers les récepteurs primaires puisque 
(5.26) 
En supposant que la station de base dispose des coefficients de toutes les matrices H (Sn) 
et que ces derniers sont à jour et ne cont iennent aucune erreur , l'utilisation du ZFBF nous 
permet de réécrire l'équat ion elu canal (5 .24) de la façon suivante 
r;;(;} (s) r:;;,)p(P)J (p) 
Yk ,n = v rk ,~ u k,n +v J<;{ ' k ,nUn + Zk,n · (5 .27) 
Par conséquent, le SINR au niveau de l'usager k s'écri t comme sui t 
(5. 28) 
-':• .... 
Si le terme d 'interférence est considéré comme étant un terme de bruit , le débit maximal 
que peut atteindre l'usager k servi sur la bande n est donné par 
(5 .29) 
5.2 .2 Formulation du problème 
La stat ion de base dispose d 'un algorithme de partage du spectre qui doit allouer ses 
ressources limitées aux usagers secondaires. Ces ressources sont les M antennes de la station 
de base, les N bandes de fréquences ainsi que la ressource puissance. Au début de chaque 
intervalle de temps, la station de base doit choisir les usagers qui seront servis pendant cet 
intervalle. Elle doit décider en même temps de la bande de fréquence sur laquelle chacun de 
ces usagers va être servi. En effet , met tre un usager dans un ensemble Sn correspond à servir 
cet usager sur la bande n . L'algor ithme de partage du spectre crée ainsi au maximum N 
1 
1 
1 
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ensembles d'usagers . D'un autre côté, la station de base ne doit causer aucune interférence 
aux récepteurs primaires opérant sur les N bandes. Une fois que les ensembles sont créés, 
l'algorithme doit effectuer une allocation optimale de la puissance P disponible au niveau 
de la station de base. Toutes les opérations effectuées par l'algorithme de partage du spectre 
doivent avoir comme object if fin al la maximisation du débit total du réseau secondaire. 
Le problème de part age du spectre peut ainsi s'écrire comme un problème d'opt imisation 
sous la forme suivante 
sous les contraintes 
N I< 
Maximiser Rr = L L rxk ,n R k,n 
n= l k= l 
N I< 
L L CXk,nllwk,nll 2 Pt~ :S P 
n=l k= l 
CXk,n E {0, 1} V'k, n 
(5 .30) 
(5 .31 ) 
(5.32) 
où rxk,n est une variable bina ire qui est égale à 1 si l'usager k est choisi pour être servi 
sur la bande n et égale à 0 sinon. Nous supposons aussi que chaque usager peut ut iliser 
une seule bande de fréquence à la fois. Par conséquent, la solut ion du problème d 'allocation 
des ressources doit satisfaire aussi la cont rainte que l:~= l rxk ,n :::; 1, pour tous les usagers 
secondaires. En d 'aut res termes, les ensembles d 'usagers doivent obligatoirement être dis-
joints, c. -à-d. Si n Sj = 0, ( i, j) E { 1, ... , N }2. outefois, le cas pour lequel les usagers 
secondaires peuvent ut iliser s imultanément plusieurs bandes de fréquences sera traité dans 
la section 5.2. 7. 
Lorsque la station de base dispose des différents ensembles d'usagers secondaires , elle 
peut ut iliser l'algorit hme du waterfilling afin d'allouer la puissance d 'une manière optimale. 
Nous supposons que la station de base connaît la puissance de l'interférence causée par 
les émetteurs primaires au niveau des différents usagers secondaires. Ces derniers peuvent 
estimer cette puissance et. 1 'envoyer à la station de base. Par conséquent , la port ion de 
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puissance allouée à l'usager k servi sur la bande n est donnée par 
p (s) _ IL _ o-2 _ p(P) 2 
( )
+ 
k,n- ll w~c ,nll2 zk n IIJ~c,nll ' (5 .33) 
où (X)+ est égale au max(O , X) et IL est obtenue en résolvant l'équation suivante 
(5.34) 
5.2.3 Modélisation en théorie des graphes 
Dans cette section, nous reformulons le problème du partage du spectre en un problème 
de la théorie des graphes . Le système étudié, qui est composé du réseau secondaire et des 
réseaux primaires, sera modélisé par un multigraphe 1. Ensuite, nous montrerons que le 
problème formulé dans la section précédente est analogue à un problème de coloration dans 
un multigraphe pondéré. 
5.2.3.1 Construction du multigraphe 
Le système étudié est modélisé par un multigraphe pondéré G = (V, E, C) où V est 
l'ensemble des sommets, E l'ensemble des arêtes et la matrice C contient les poids de chaque 
sommet dans V . 
5.2.3.1. 1 D éfinition d es ensembles V etE: chaque usager secondaire k est représenté 
par un sommet Vk E V. Les émetteurs et récepteurs primaires ne sont pas représentés par 
des sommets . 
Les arêtes représentent le degré d 'orthogonalité ent re les vecteurs des canaux des usagers 
secondaires dans chaque bande de fréquence. Par conséquent, chaque deux sommets seront 
reliés par un maximum deN arêtes . Chacune des arêtes correspond à exactement une bande 
1. Les graphes dans lesquels deux sommets peuvent être reliés par plusieurs arêtes sont connus dans la 
littérature de la théorie des graphes par mult igraphes ou pseudographes 
W3 
de fréquence. Ainsi, chaque arête représente un triplet qui contient en plus des deux sommets 
reliés, l'indice de la bande de fréquence. 
Nous défmissons le degré d 'orthogonalité entre les canaux de deux usagers secondaires k 
et k' sur la bande de fréquence n par le coefficient suivant 
(5.35) 
Il existe une arête notée ( vk, vk'' n) entre les sommets vk et vk' correspondant à la band0. 
n si et seulement si 
(5 .36) 
c. -à-d . les vecteurs des canaux sur la bande n des usagers k et k' ne sont pas cs-orthogonaux 
où cs est une constante entre 0 et 1 désignant un seuil d 'orthogonalité. Dans ce cas, les deux 
sommets Vk et Vk' sont dits n-adjacents. 
5.2.3.1.2 Définition de la matrice des poids W : nous définissons le degré d 'ortho-
gonalité entre le canal d 'nn usager secondaire k ct un réceptenr primaire Pn E { 1, ... , N~n) } 
sur la bande de fréquence n par le coeffi cient suivant 
(5 .37) 
Chaque sommet Vk dispose d 'exactement N poids, donnés par la k-ième ligne de la 
matrice C . Chacun de ces poids correspond à une bande de fréquence. Ainsi, le poids du 
sommet Vk qui correspond à la bande de fréquence n est donné par 
(5 .38) 
sinon, 
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c.-à-d. le poids du sommet Vk est égal au gain du canal de l'usager k si et seulement si le canal 
de ce dernier est cp - orthogonal aux canaux de tous les récepteurs primaires qui opèrent sur 
la bande n. Sinon, ce poids est nul. 
5.2.3.1.3 Définition du vecteur de disponibilité b : notre modèle du système limite 
le nombre d'usagers secondaires qui peuvent être servis dans chaque bande de fréquence. 
Cette limitation est causée par deux raisons , à savoir l'utilisation du ZFBF et la condition 
de zéro interférence par les récepteurs primaires. Par conséquent , le nombre de places que 
peuvent occuper les usagers secondaires dans chaque bande de fréquence est limité à M -
N~n). Nous définissons le vecteur b de taille N x 1 que nous appelons le vecteur de disponibilité 
et qui contient le nombre maximal d 'usagers secondaires que peut contenir chaque ensemble 
Sn· Chaque élément du vecteur b est donné par 
(5.39) 
Un exemple d 'un multigraphe modélisant le système est donnée par la Fig. 5.7. Dans 
cet exemple, le graphe dessiné Ge = (Ve, Ee, Ce) est composé de quatre sommets, Ve = 
{A , B , C, D} représentant quatre usagers secondaires. L'ensemble des arêtes estEe = 
{(A ,B ,2) , (B ,C, l ), (B , C, 2) , (B,C, 3) , (B,D, l) , (B , D , 2) ,(C , D , l)} et les éléments de la 
matrice Ce sont donnés par les poids des différents sommets. 
5.2.3.2 Formulation du problème selon la théorie des graphes 
Nous définissons dans cette section un problème de coloration similaire au problème du 
sous-graphe M -colorable à poids maximal sensible aux couleurs défini dans la section 4.3.2. 
Le nouveau problème s'applique aux multigraphes pondérés semblables au graphe défini dans 
la section précédente. La différence principale entre les deux problèmes est que deux sommets 
ne peuvent être colorés par la même couleur n que si ils sont n - adjacents . La deuxième 
différence est l'utilisation du vecteur de disponibilité qui limite le nombre de sommets qui 
peuvent recevoir chaque couleur. Nous appellerons ce nouveau problème, le problème du 
Col or 1 1 FB 1 
.- ·· 
.-· 
1 
1 
- - bëJ Col or 2 1 FB 2 
1 
1 
1 
Color 3 1 FD 3 
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FIGURE 5.7: L'exemple d'un multigraphe modélisant un système qui contient quatre usagers 
secondaires et ut ilise t rois bandes de fréquence. 
sous-multigraphe M - colorable à poids maximal sensible aux couleurs. 
En se basant sur la formulation du problème de p<trtage du spectre et sur la modélisation 
du système en multigraphe, nous remarquons que : 
o les sommets dans le graphe correspondent aux différents usagers secondaires, 
o les arêtes entre les sommets renseignent sur les degrés d 'ort hogonali té entre les canaux 
des usagers secondaires, 
o les poids des sommets renseignent sur la quali té des canaux ainsi que sur le degré 
d 'orthogonali té entre les canaux des récepteurs secondaires et primaires, 
o chaque couleur et chaque poids correspondent à une bande de fréquence précise, ~ . t 
o le vecteur de disponibilité renseigne sur le nombre maximal d 'usagers pouvant partager 
la même bande. 
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Par conséquent, résoudre le problème du sous-multigraphe M -colorable à poids maxi-
mal sensible aux couleurs nous permet d 'obtenir plusieurs ensembles de sommets ( c.-à-d. 
ensembles d'usagers). Chaque ensemble est coloré par la même couleur (c.-à-d . utilise la 
même bande). Chaque ensemble Sn contient des sommets qui ne sont pas n-adjacent (c.-
à-d. des usagers avec des canaux presque orthogonaux) . Les poids des sommets choisis ne 
sont pas nuls ( c.-à-d. usagers secondaires avec des canaux presque orthogonaux à ceux des 
récepteurs primaires). Finalement , la coloration maximise la somme des poids en respectant 
les limitations du vecteur de disponibilité (c.-à-d. maximise la somme des gains des canaux). 
Dans la section suivante, nous présentons un algorithme simple qui résout le problème de 
coloration et permet ainsi d'obtenir un partage du spectre vu que les deux problèmes sont 
analogues . 
5.2.4 Algorithme glouton 
5.2.4.1 Description de l'algorithme 
L'algorithme commence par construire le graphe modélisant le système. Il utilise les 
matrices des coefficients instantanés des canaux eutre la station de base et les usagers secon-
daires H et entre la station de base et les récepteurs primaires G . L'algorithme utilise aussi 
les seuils d 'orthogonalité Es et Ep. Par la suite, l 'algorithme effectue plusieurs itérat ions pen-
dant lesquelles plusieurs opérations vont être répétées. Pour chaque itératioll, l'algorithme 
choisit le meilleur sommet à colorer, soit celui que l 'algorithme considère comme le choix op-
t imal localement. Le cri tère selon lequel l'algorithme effectue son choix est d 'une importance 
majeure sur la qualité de la coloration finale. Après le choix du sommet et sa coloration, l'al-
gorithme procède à la mise à jour des poids des sommets adjacents au sommet récemment 
coloré. L'algorithme s'intéresse seulement aux sommets sans couleurs en substituant leurs 
poids qui correspondent à la couleur utilisée par des zéros. Une aut re mise à jour concerne 
le vecteur de disponibili té et s'effec tue en décrémentant l'élément de b qui correspond à la 
couleur utilisée. 
L'algorithme termine ses itérat ions lorsqu 'une des deux conditions suivantes est satisfaite: 
o le vecteur de disponibilité est égal au vecteur nul; ou 
o tous les sommets sont colorés. 
Phase 1 
Construire le graphe 
Phase 2 
.------.!Recalculer les critères de selection 
et choisir le prochain sommet v 
Phase 3 
Colorer v avec sa meilleure 
çouleur 
Oui 
Oui 
Phase 4 
Mettre à jour B et les vecteurs des 
· · poids des adj a cents de v 
FIGURE 5.8: Un organigramme représentant l'algori thme glouton proposé. 
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Les différentes étapes de l'algorithme proposé sont résumées dans l'organigramme de la 
figure 5.8. Les notations ON et OK ,.N désignent le vecteur nul de taille N x 1 et la matrice 
nulle de taille K x N , respectivement. 
5.2.4.2 Les critères de sélection 
L 'étape la plus importante de tout algorithme glouton est l'ét ape dans laqudlc il fait 
le choix du prochain mouvement à entreprendre. Pour l'algorithme proposé, cette étape 
correspond au choix du prochain sommet à colorer . La façon avec laquelle ce choix est fait 
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aura sans doute un effet important sur les performances de l'algorithme. Pour les graphes 
simples et non pondérés, la plupart des algorithmes heuristiques de coloration choisissent 
de colorer à chaque nouvelle itération le sommet qui possède le plus grand degré, c. -à-d. 
le sommet ayant le plus grand nombre de sommets adjacents. Ces algorithmes se basent 
sur l'idée que la coloration du sommet avec un grand degré devient plus difficile si elle est 
retardée. To.utefois, la structure du graphe formulé pour notre problème (plus précisément 
les poids et les arêtes multiples et le vecteur de disponibilité) nous incite à définir un nouveau 
critère de sélect ion. En effet, nous concevons quatre critères de sélection qui seront comparées 
plus tard dans ce chapitre. Ils sont définis comme suit : 
1. Cd(vk) désigne le degré des poids du sommet Vk· Il s'agit de la somme de tous les poids 
du sommet Vk. Lorsque l'algorithme utilise ce cri tère de sélection, la somme des poids 
de la solut ion augmente considérablement lors des premières itérations. Toutefois, la 
solution finale peut être pénalisée si les sommets choisis lors des premières itérations 
ont un grand nombre de sommets adj acents. 
2. Ed( vk) désigne le degré des arêtes du sommet Vk· Il s'agit de la somme de toutes les 
arêtes ayant comme extrémités Vk et un sommet non coloré. Les résultats de simulation 
montreront que ce critère est le moins performant vu qu 'il ne prend pas en compte les 
poids des sommets. 
3. Dd(vk) est donné par la différence entre les deux plus grands poids du sommet Vk · 
En utilisant ce critère, l'algorithme va colorer le sommet Vk (celui avec le plus grand 
Dd( vk)) avec sa meilleure couleur avant ses sommets adjacents. Par conséquent , Vk qui 
a un poids largement meilleur que ses autres poids ne sera pas pénalisé par une longue 
attente. 
4. Md(vk) est le critère le plus complexe de point de vue algorithmique mais qui réussit 
souvent à réaliser de bonnes performances. Nous définissons M~n) ( vk) comme étant 
la différence entre le nième poids de Vk et le plus grand n-ième poids parmi tous ses 
sommets adjacents et non colorés, c. -à-d . 
(5.40) 
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où vk' est un sommet qui n 'est pas encore coloré. La valeur du critère Md( vk) est la 
valeur du plus grand élément M~n)(vk)· La logique derrière ce quatrième cri tère est que 
tout sommet va être comparé uniquement à ses sommets adj acents. Par conséquent , 
le sommet ayant le plus grand Md(vk) = max Mt)(vk) se verra attribuer sa meilleure 
n 
couleur avant ses sommets adj acents. 
5. 2.4.3 Mise à jour des poids 
Au lieu d 'utiliser une affec tation statique des poids, l'algori thme glouton proposé peut 
mettre à jour les poids des sommets à chaque nouvelle itérat ion. Cette mise à jour permettra 
d'effectuer un meilleur choix du sommet à colorer en tenant compte des choix effectués 
précédemment . Les poids sont mis à jour en se basant sur l'algori thme de sélection des 
usagers semi-orthogonaux proposé dans (Yoo et Goldsmith , 2006). 
La phase de mise à jour est effectuée entre les phases 2 et 4 (voir la Fig. 5.8 afin de repérer 
les différentes phases). Nous changeons aussi la manière avec laquelle les poids initiaux sont 
définis. Nous définissons ainsi dans ce qui suit deux étapes, à savoir une étape d 'initialisation 
et une étape de mise à jour. Ces deux étapes peuvent être résumées comme suit . 
5.2.4.3.1 Étape d'initialisation dans cette étape, nous avons besoin cie défini r une 
nouvelle matrice pour chaque bande de fréquence n. Cette matrice est de t aille M x M et 
elle est donnée par 
(5 .41) 
Au lieu d 'ut iliser l 'équ~tion (5.38) , le poids du sommet vk qui correspond à la bande de 
fréquence n est donné maintenant par 
(5.42) 
sinon, 
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Algorithme 3: Algorithme de la phase de mise à jour des poids 
i +--- Indice de l'itération courante; 
(i- 1)* (i-1) 
Proj (n )(il = Proj(n)(i- 1) + q k,n . qk,'i'i 
1 
~t- 1 )12 
q k,n 
pour chaque Vk non n-adjacent à Vk faire 
q~i~ = h k,n (1- Proj (n) (il ) ; 
si 'cki~ I ) > 0 alors 
1 cti,~ = ll q~i.~ll; 
fin 
fin 
où q~~~ est le vecteur obtenu par la proj ection de h k,n dans le sous-espace vectoriel engendré 
par les vecteurs des canaux entre la station de base et les récepteurs primaires opérant sur 
la bande n 
(5.43) 
5.2.4.3.2 Étape de mise à jour à chaque fois que l'algorithme colore un nouveau 
sommet v;;; par une couleur n, il procède à la mise à jour des poids qui correspondent à la 
bande n des sommets non n-adjacents à v;;;. Cette mise à jour est donnée par l'algorithme 3. 
5.2.4.4 Réduction de la rétroaction secondaire (Feedback) 
Dans l'algorithme proposé, la station de base doit disposer de tous les coefficients des 
canaux entre la station de base et les récepteurs secondaires et primaires ( c. -à-d. les matrices 
H et G) afin de construire le graphe. Il est évident que cette hypothèse permet à l'algori thme 
d'avoir des performances élevées . Toutefois, elle est gourmande en ressources vu que tous les 
usagers secondaires, qui peuvent être nombreux, doivent envoyer leurs coefficients de canal 
via un canal de rôtroaction réservé. Par consôqucnt , nous proposons une approche simple 
qui vise à réduire la quantité de feedback en introduisant un petit délai avant de commencer 
la transmission des données ut iles. L'approche de réduction proposée se décrit comme suit : 
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1. la st ation de base reçoit dans un premier temps les coefficients des canaux entre ses 
antennes et les récepteurs primaires ; 
2. la st ation de base diffuse (envoie en broadcast) ses coeffi cients à tous les usagers secon-
daires; 
3. chaque usager secondaireévalue le degré d 'ort hogonalité (calculé en ut ilisant l'équation 
(5 .37)) ent re son canal et celui de chaque usager primaire; 
4. finalement, l'usager secondaire k envoie ses coefficients du canal correspondant à la 
bande n à la station de base si et seulement si 't:lpn: e(k,pn):::; Ep· 
Comparée à l'approche traditionnelle dans laquelle tous les usagers secondaires envoient 
leurs coefficients vers la station de base, la nouvelle approche oblige seulement les usagers 
secondaires ayant des canaux presque orthogonaux aux récepteurs primaires à envoyer leurs 
coefficients. Par conséquent, il est clair que l ~t quant ité de feedback va être réduite, surtout 
pour des systèmes avec un grand nombre d 'usagers secondaires. Un petit délai sera toutefois 
introdui t; il correspond au temps nécessaire pour la diffusion des coefficients des canaux 
primaires vers les usagers secondaires. 
5.2.5 Étude de l'équité 
La métrique de performance à maximiser par l'algori thme de partage du spectre proposé 
dans chaque intervalle de temps est le débit total du système. Pour réussir à atteindre 
cet objectif, l'algorithme mise beaucoup sur les usagers qui disposent des canaux ayant de 
meilleures condit ions. Cette stratégie, souvent quali fiée d'opportuniste dans la li ttérature, 
est clairement non équitable vis à vis des usagers qui souffrent de mauvaises conditions de 
canal pendant de longues durées de temps. Par conséquent, l'algorithme proposé doit être 
modifié afin d'augmenter le degré d'équité qu 'il offre entre les usagers. Il ne doit sacrifier 
toutefois qu'une petite part ie du débit total du système. Un bon compromis entre équité et 
débit peut être atteint en utilisant l 'algorithme d'équité proportionnelle (Viswanath et al., 
2002). Nous appliquons ainsi quelques modifications sur l'algorithme proposé afin d'assurer 
l'équité proportionnelle. 
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Toutes les phases du nouvel algorithme ZFBF PF sont similaires à l'algorithme init ial. 
La seule modification réside dans l 'initialisation et la mise à jour de la matrice des poids C . 
La mise à jour que nous proposons ici est totalement différente de celle présentée dans la 
section 5. 2.4.3. En effet , la mise à jour de la section précédente se fait pour chaque itération 
tandis que la mise à jour que nous présentons dans cette section est effectuée à la fin de 
chaque intervalle de temps (c.-à-d. à la fin de l'algorithme) . 
L'algorithme ZFBF garde une trace du gain moyen du canal de chaque usager sur une 
période donnée. Par la suite, au lieu d 'ut iliser l'équation (5 .38) pour calculer le vecteur des 
poids de chaque usager , le nouvel algorithme calcule ces poids comme suit 
(5.44) 
sinon, 
où t est l'indice de l'intervalle de temps courant et Tk ,n (t ) représente le gain moyen du canal 
de l'usager k sur la bande n . Ce dernier est mis à jour de la façon suivante 
{ 
( 1 - ~) Tk ,n(t) + Ck ,:(t ) , 
Tk,n(t+ 1) = ( 1 ) 
1 - - Tk ,n(t), 
w 
si k E S(t) , 
(5.45) 
sinon , 
où w est la fenêtre de temps sur laquelle on calcule les moyennes et S(t) = U~= l Sn(t) est 
l'ensemble de tous les usagers servis pendant l'intervalle de temps t. 
L'algorithme ZFBF PF choisit un usager lorsque le gain instantané de son canal est proche 
de son gain moyen. De cette manière, un usager avec une mauvaise condition du canal garde 
toutes ses chances d 'êtr·e servi à un moment donné . De plus, l'équité proportionnelle permet 
à l 'algorithme d 'extraire un degré important de diversité mult i-usagers (Viswanath et al., 
2002). 
Afin d 'ôvalucr le degré d 'équité à long terme de l'algorithme proposé, nous utilisons 
l'indice d 'équité proposé dans (Jain et al., 1984) et connu sous le nom de l 'indice de Jain. 
Pour notre système, cet indice est donné par 
--------------------------------------
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(5.46) 
où Rk est le débit moyen de l'usager k. 
5.2.6 Formulation en problème de programmation en nombres binaires (BIP) 
Dans cette section, nous formulons le problème de coloration formul é en tant que problème 
de programmation en nombres binaires. Cette formulation nous permettra de trouver la so-
lution optimale au problème de coloration. Même si nous savons très bien que la recherche 
d 'une solution optimale ne peut être fructneuse que pour des problèmes d 'assez petites 
tailles (puisque le problème es t montré être NP-difficile), cette formulation nous permettra 
d'évaluer la qualité des solu tions obtenues par l'heuristique proposée. 
Soient les variables binaires suivantes 
si le sommet Vk est coloré par n 
= 0 sinon. 
Par conséquent , le problème de coloration peut être formul é comme un problème BIP de 
la façon suivante 
sous les contraintes suivantes 
K N 
Maximiser L L Ck,nak,n 
k= l n=l 
(5.47) 
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N 
L ak,n::; 1 't:/k (5.48) 
n = l 
K 
Lak,n::; bn 't:/n (5.49) 
k= l 
ak,n + ak' ,n ::; 1 't:/n et 't:l{vk,Vk' } E E (5.50) 
ak,n E {0 , 1} 't:/k,n (5.51) 
La contrainte (5.48) garantit que chaque usager secondaire soit servi dans exactement 
une bande de fréquence. Cette première contrainte est équivalente à celle qui limite le 
nombre de couleurs que reçoit un sommet dans n 'importe quel algori thme de coloration. 
La contrainte (5.49) garantit que le nombre d 'usagers secondaires qui peuvent partager une 
bande de fréquence ne dépasse pas le nombre des places permises par le vecteur de dispo-
nibilité. La cont rainte (5.50) garantit que deux usagers qui ne sont pas c8 -orthogonaux ne 
partagent pas la même bande de fréquence. Cette dernière contrainte est équivalente à celle 
qui interdit à deux sommets n-adjacents de recevoir la même couleur n. 
5.2.7 Étude des performances 
Dans cette section , nous donnons dans un premier temps la formule de la complexité 
algorithmique au pire cas de l'algorithme glouton proposé. Nous comparons par la suite la 
complexité de l'algorithme glouton à celle de l'algorithme de coloration optimale en termes de 
temps d'exécution . La coloration optimale est obtenue en résolvant le problème BIP formulé 
dans la section précédente. Pour résoudre le problème, nous utilisons le solveur bintprog du 
logiciel MATLAB. Ce solveur utilise un algorithme de type séparation et évaluation (plus 
connu sous son nom anglais de "branch and bound" ). À chaque nouvelle itération de ce 
solveur, l'algorithme résout un programme linéaire obtenu en substituant la contrainte (5 .51) 
par une contrainte plus faible pour des ak,n réels, 0 2': ak,n ::; 1. Une description détaillée 
du solveur peut être consultée dans (Mathworks, 2002). La deuxième partie de cette section 
analyse les performances en termes de débit total du système et d 'équité entre les usagers. 
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FIGU RE 5.9: Comparaison des temps d 'execution entre l'algori t hme glouton (qui ut ilise Cd) 
et l'algori thme de coloration opt imal. 
Ces performances seront comparées à celles obtenues par l'algorit hme de coloration optimale. 
5.2.7.1 Étude de la complexité algori t hmique 
Nous évaluons la complexité algori thmique de l'algori thme proposé en fonction de la taille 
du problème exprimée avec M, N et K . La complexité de la phase de la construction du 
graphe correspond à la complexité de la construction des arêtes qui est égale à o(M N K 2 ) 
en plus de la complexité du calcul initial des poids qui est égale à o(M N K). Par conséquent 
cette première phase a une complexité asymptotique de 
C1 = 0 (MNK(K + 1)) = o (MNK2 ) . (5.52) 
Dans chaque nouvelle itération, l'algorithme cakule la valeur du critère de sôlection pour 
chaque sommet. Si le critère Cd est utilisé, alors cette étape a une complexité de o(N K) . 
L'algorithme cherche par la suite le sommet qui possède la valeur maximale du critère de 
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sélection . Cette opération a une complexité de o(K) . Les itérations de l'algorithme ont une 
complexité de 
.(5.53) 
où Sb représente la somme de tous les éléments du vecteur b . Puisque chaque élément de b ne 
peut excéder M, alors nous avons Sb ::; MN. Par conséquent, la complexité de l'algorithme 
glouton (en excluant les complexités de calcul des vecteurs de précodage ·et de l'algorithme 
du waterfilling) est donnée par 
C = C1 + C2 = o(MNK(N + K)). (5.54) 
Nous comparons dans la figure5 .9 les temps moyens d 'exécution des deux algorithmes 
de coloration gloutonne et optimale en faisant varier les valeurs de M, N , et K . Nous 
remarquons que la complexité de l'algorithme optimale est extrêmement plus élevée que 
celle de l'algorithme glouton, surtout pour des valeurs assez grandes de M, N, et K. Ce 
dernier possède une complexité très réduite qui augmente d'une façon quadratique avec le 
nombre d 'usagers secondaires au pire cas . 
5.2.7 .2 Résultats des simulations 
Nous discutons l'impact des deux seuils d 'orthogonalité utilisés par l 'algori thme glouton 
pour la construction du graphe sur les performances en termes de débit total du système. 
La figure 5.10 montre l'évolution du débit en fonction du seuil Es· Nous utilisons le critère 
Md et un système avec les paramètres suivants, N = 3, b = (M- 2, M- 1, lVI - 1), P = 10 
dB et Ep = 0, 55. Lorsque Es est assez petit , l'algorithme construit des graphes très denses 
(graphes où le nombre d 'arêtes avoisine le nombre maximal possible d 'arêtes). Le débit se 
voit ainsi p<~nalisé puisque l'algorithme construit de très petits ensembles d' usagers. Tandis 
que lorsque Es est assez grand , les graphes construits sont plutôt creux ce qui permet de 
choisir des usagers ayant des canaux presque parallèles, pénalisant ainsi les performances de 
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FIG URE 5.12: Débit total du système en fonction du nombre d'usagers secondaires K. 
1 'algorithme. 
En utilisant le même système utilisé précédemment et en fixant Es à 0,42, nous traçons 
dans la figure 5.11 l'évolution du débit en fonction du seuil Ep· La valeur de Ep affecte la 
phase de calcul des poids des sommets. Lorsque Ep est assez petit , les vecteurs des poids 
sont creux (constitués principalement de zéros). L'algorithme construit dans ce cas de petits 
ensembles d 'usagers ce qui pénalise sévèrement le débit du système. Tandis que lorsque Ep est 
assez grand , l'algorithme choisit des usagers secondaires ayant des canaux presque parallèles 
aux canaux des récepteurs primaires, ce qui pénalise aussi le débit total. Dans les prochaines 
simulations, nous utilisons les valeurs de Es et Ep qui donnent les meilleures performances 
selon les valeurs de K et M. Le seuil Es est choisi dans l'intervalle [0 , 40, 45] et le seuil Ep est 
choisi dans l'intervalle [0 , 50, 6]. 
Dans la figure 5.12, nous traçons le débit total du système en fonction du nombre d 'usagers 
secondaires pour M = 3 (les courbes inférieures) et J..;J = 4 (les courbes supérieures) . Nous 
comparons dans cette figure les performances de l 'algorithme glouton et de la coloration 
optimale. La figure présente aussi les performances du partage optimal du spectre (pour M = 
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FIGURE 5.13: Débit totaJ du système en fonction du nombre des bandes de fréquence N. 
3 et K ~ 16). Ce dernier peut être obtenu en effectuant une recherche exhaustive parmi toutes 
les combinaisons d'ensembles possibles. Il est clair que cette approche de force brute souffre 
d 'une complexité excessivement élevée (même en la comparant à la coloration optimale) . 
Les paramètres du système sont choisis comme suit , N = 3, b = (lVI- 2, M- 1, M- 1) et 
P = 10 dB . Nous remarquons que les performances de l 'algorithme changent selon le cri tère 
de sélection choisi. Le critère Ed obtient , comme prévu, les plus mauvais résul tats puisqu 'il 
ne tient pas en compte les poids des sommets qui renseignent sur la quali té des canaux des 
usagers. Les performances des deux cri tères Md et Dd sont assez proches, surtout lorsque K 
va au-delà de 14 usagers. Ils arrivent à obtenir un meilleur débit puisqu'ils privilégient les 
sommets qui peuvent être pénalisés s'ils ne sont pas choisis pendant les premières itérations. 
En utilisant le meilleur critère de sélection, 1 'algorithme glouton réussit à approcher les 
performances de la coloration optimale. En effet, l'écart de performances entre l 'algorithme 
proposé (ut ilisant le critère Md) et la coloration optimale ne dépasse pas les 3%. De plus, 
l'écart de performance entre l'algorithme proposé et l'algorithme de force brute ne dépasse 
pas les 5%. 
Nous traçons clans la figure 5.13 le débit total elu système en fonction elu nombre de 
120 
17.---.---,---,----,---,---.---,---.----.---, 
16 
'Nîs 
~ 
o. 
..0 
~ 14 
6 
'" ;;;
~1 
" "C 
] 12 8 
:0 
'" 0 Il 
10 
~0 12 14 
-+- Sans mise à jour 
-+- Avec mise à jour 
16 18 20 22 24 26 28 30 
Nombre d'usagers secondaires 
FIGURE 5.14: Débit total du système en fonction de K avec et sans la phase de mise à jour 
des poids. 
bandes de fréquence pour un système ayant les paramètres suivants, M = 3, K = 20, P = 10 
dB et NPn = 1 pour tout n E {1, ... , N }. Nous remarquons encore une fois que les deux 
critères de sélection Md et Dd donnent le meilleur débit comparés aux deux autres critères. 
Toutefois , lorsqu'on augmente le nombre de bandes de fréquence, le cri tère lvfd donne un 
meilleur débit que le critère Dd- En effet, lorsque N prend de grandes valeurs , la taille des 
vecteurs des poids augmente aussi et les valeurs du critère Dd deviennent sïmilaires pour 
plusieurs sommets réduisant ainsi les possibilités de choix de l'algorithme. Les performances 
du critère Md ne sont pas affectées par l'augmentation du nombre de bandes et restent très 
proches des performan ces de la coloration optimale. L'écart de performance du critère Md 
reste quasiment le même pour différentes valeurs deN. Un écart qui reste négligeable si on 
prend en compte l'immense gain en termes de complexité. En effet, l'algorithme glouton avec 
Md est 104 plus rapide que la coloration optimale pour N = 6, K = 20 and M = 3. 
Nous évaluons dans la figure 5.14 l'impact de la phase de mise à jour des poids sur les 
performances de l'algorithme glouton. Nous traçons dans cette figure le débit total obtenu 
avec et sans inclure la phase de mise à jour en fonction du nombre d'usagers secondaires. 
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FIGURE 5. 15: Débit total du système en fonction de K (une bande vs. plusieurs bandes par 
usager) . 
Le critère de sélection utilisé est Cd et les autres paramètres sont M = 3, P = 10 dB et 
NPn = 1 pour tout n. Nous remarquons que l'ajout de la phase de mise à jour des poids 
permet d 'obtenir un gain de 1% et permet ainsi d'approcher davantage les performances 
optimales. L'ajout de cette phase à l 'algorithme principal possède toutefois l'inconvénient 
d'ajouter un peu de complexité à l'algorit hme. Par conséquent , la question d 'ajouter ou non 
la phase de mise à jour trouve réponse dans le compromis performance/complexité qu'on 
cherche à atteindre. 
Lorsque les usagers secondaires peuvent recevoir les données simultanément sur plu-
sieurs bandes de fréquence, l'algorithme glouton proposé doit subir quelques modifications 
mineures. P lus précisément, l' algorithme permettra à chaque sommet d'être coloré avec plu-
sieurs couleurs à la fois . En effet, une fois que l'algorithme choisit un nouveau sommet dans 
sa phase 2, seul le poids correspondant à son premier choix de couleur est réduit à zéro. Ses 
autres poids restent intacts. Les poids correspondant à la même couleur des sommets adja-
cents se voient aussi réduits à zéros. Les autres phases de l'algorithme restent inchangées. 
Nous comparons dans la figure 5.15 le débit du système lorsque chaque usager utilise une 
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FIGURE 5.16: Indice d'équité de Jain (Jain et al. , 1984) en fonction du nombre d 'usagers 
secondaires K. 
seule bande (courbes inférieures) et celui lorsque chaque usager peut utiliser plusieurs bandes 
(courbes supérieures). La figure montre que le débit total du système est amélioré lorsque les 
usagers secondaires peuvent utiliser plus d 'une bande à la fois. Cette amélioration devient 
négligeable pour des grandes valeurs de K. Ceci est dû au fait que l'algorithme affecte ra-
rement plusieurs bandes de fréquence à un même usager lorsque le choix d'usagers devient 
plus important à cause de la diversité rnulti-usagers. 
Les figures 5.16 et 5.17 comparent les degrés d'équité de l'algorithme glouton et de l'al-
gorithme ZFBF PF. La figure 5.16 montre que l'algori thme ZFBF PF permet d 'at teindre un 
indice de J ain de 96% qui est beaucoup plus élevé que celui obtenu par l'algorithme glouton 
pour les différents critères de sélection. Ce dernier atteint un indice qui se situe entre 67% et 
49% selon le nombre d'usagers et le critère de sélection utilisé. De plus, l'indice de Jain de 
l'algorithme glouton diminue considérablement lorsqu'on augmente le nombre d 'usagers puis-
qu 'il cherche toujours à servir les usagers ayant les meilleurs canaux. Tandis que l'algorithme 
ZFBF PF maintient le même indice indépendamment de la valeur de K . La figure 5.17 trace 
le débit moyen de chaque usager secondaire. Le nombre d'usagers secondaires est K = 50 
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FIGURE 5.17: Le débit moyen par usager secondaire. 
placés d 'une manière aléatoire autour de la station de base selon une distribution uniforme 
dans un intervalle de 0,5 à 1,5 (représentant la distance qui les séparent de la station de base) . 
Nous utilisons un exposant d 'affaiblissement de parcours de a = 4. Nous remarquons que 
cont rairement à l'algorithme glouton qui favorise toujours les usagers situés à proximité de 
la station de base (c.-à-d . ceux avec des SNR élevés), l'algori thme ZFBF PF donne presque 
la même chanœ de service à tous les usagers. Par conséquent, aucun usager ne souffrira d 'un 
manque de service, pas même les plus éloignés. 
5.3 Conclusion 
Dans ce chapit re, nous avons présenté de nouveaux algori t hmes d'allocation des ressources 
pour les réseaux à radios cognit ives multi-antennes. Le réseau étudié est composé d'un réseau 
secondaire avec infrastructure qui coexiste avec un ou plusieurs réseaux primaires. Les deux 
premiers algori t hmes se basent sur la technique d'affectation d'antennes avec des object ifs 
différents, soient l'objectif de maximiser le nombre des usagers servis ou l'objectif d'assu-
rer une équité parfaite entre les usagers. Les deux algorithmes possèdent des complexités 
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algorithmiques rédui tes. Nous avons évalué les performances des deux algorithmes par des 
simulations et nous les avons comparées aux performances optimales. Le troisième algorithme 
se base sur la technique de formation des faisceaux ct utilisent nnc formulation du problème 
en théorie des graphes. Il possède aussi une complexité algorithmique réduite grâce à son 
caractère glouton . Nous avons proposé une amélioration de l'algorithme proposé afin d 'assu-
rer un niveau d 'équité plus haut . Les simulations réalisées ont permis de prouver l'intérêt de 
l'algorithme glouton proposé qui propose un bon compromis entre la complexité et le débit 
total du système. 
CHAPITRE VI 
CONCLUSION 
Nous avons présenté tout au long de cette thèse plusieurs algorithmes d'allocation des res-
sources pour la prochaine génération des réseaux sans fil. Cette génération repose principale-
ment sur l'ut ilisation de plusieurs technologies émergentes, à savoir la technologie MU-MIMO 
et la radio-cognitive. Malgré le nombre impor tant d'algorithmes d'allocation des ressources 
qui existent dans la littérature, leur ut ilisat ion pour ce genre de technologies ne permet 
pas de tirer profit de tous les avantages qu 'ib proposent. De plus, les technologies étudiées 
présentent plusieurs nouveaux défis de conception en vue de l'amélioration de la qualité des 
communications sans fil. En effet, la technologie MIMO permet au réseau de disposer d'une 
nouvelle ressource, à savoir la ressource spatiale, qui doit être gérée d'une manière efficace. 
Tandis que la t echnologie radio-cognitive pousse les concepteurs d'allocation des ressources 
à repenser la gestion du spectre radio. 
Nous avons commencé cette thèse en proposant un algorithme d'allocation des ressources 
pour les réseaux MIMO-CDMA. Cet algorithme gère plusieurs ressources, à savoir la res-
source spatiale, la ressource code, la ressource temporelle ainsi que la ressource puissance. 
Il tire profit du gain en multiplexage des systèmes MIMO , dP. la robustesse de la tP.chnique 
d'accès multiple CDMA et de la diversité multi-usager. L'algorithme proposé, auquel nous 
avons donné le nom de TSSA, se base sur une formulation de l'allocation des ressources en un 
problème de coloration des graphes pondérés . Vu que le problème formulé est connu d 'être 
NP - difficile, le TSSA repose sur l'utilisation de la métaheuristique de recherche tabou afin 
d'approcher le débit maximal du systèrnP. avec un temps d 'exécution assez réduit. En di'ct, 
la complexité algorithmique constitue un critère déterminant lors de la conception des algo-
ri thmes d'allocation des ressources. Ces derniers doivent prendre des décisions importantes 
---------- --------------------. -----
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dans une période assez serrée afin de maximiser le temps alloué à la transmission des données 
utiles. Les simulations ainsi que l 'étude de la complexité fournies dans cette thèse démontrent 
que le TSSA propose un bon compromis ent re la complexité algorithmique et le débit qu'il 
permet d'atteindre. 
Vu qu 'un système parfait n 'existe pas en pratique, nous avons étudié l'impact de deux im-
perfections sm les performances de l'allocation des ressources. Les imperfections étudiées sont 
premièrement la disponibilité d'une information erronée sur l'état des canaux et deuxièmement 
la non-orthogonalité des codes d 'étalement du spectre. Par le biais de plusieurs simulations, 
nous avons montré puis discuté l'impact de ces imperfections d~ns plusieurs scénarios. 
Dans notre étude de l'allocation des ressources dans les réseaux MIMO-CDMA, nous 
avons aussi proposé trois algorithmes qui visent à satisfaire des objectifs autres que la maxi-
misation du débit total du système. Les objectifs des trois algorithmes sont la minimisation 
des délais de service et la maximisation de l'équité entre les usagers. En se basant sur une 
concept ion trans-couches, nous avons utilisé l' information disponible au niveau de la couche 
physique et au niveau des files d'attente de la station de base afin de maximiser les perfor-
mances de l'algorithme fonctionnant au niveau de la couche MAC. Finalement, nous avons 
comparé les performances des algorithmes proposés par le biais de plusieurs simulations. 
Nous avons conçu par la suite deux algorithmes d'allocation des ressources pour les 
réseaux à radios cognitives. Ces algorithmes réalisent un partage du spectre entre les liens 
secondaires tout en contrôlant les puissances d'émission de ces derniers afin de protéger les 
transmissions primaires. Nous avons commencé par la formulation du problème d'allocation 
des ressources en un problème très connu de la théorie de l'optimisat ion combinatoire, à 
savoir le problème du sac à dos. Afin de concevoir le premier algorithme, nous avons reformulé 
le problème en un problème de colorat ion. Le premier algorithme intitulé GreSS utilise une 
approche heuristique gloutonne afin de trouver une coloration, synonyme d'une affectation de 
spectre, dans un temps réduit. Il effectue par la suite une allocation de puissance très simple. 
Le deuxième algorithme intitulé GeneSS repose sur l'utilisation des algorithmes génétiques et 
résout directement le problème de sac à dos formulé. Nous avons comparé les performances 
des deux algori thmes aux résultats optimaux. Ces comparaisons démontrent un net avantage 
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du GeneSS par rapport à l'algori t hme optimal en termes de complexité et par rapport à 
l'algorithme GreSS en termes de débit. 
Nous nous sommes intéressés ensuite aux réseaux à radios cognitives mul t i-antennes. Ces 
derniers combinent les avantages des deux technologies mais présentent plus de défis lors de la 
conception des algorit hmes d'allocation des ressources. Nous avons proposé trois algori thmes 
qui effectuent cette t âche pm1r deux scénarios différents et qui utilisent deux techniques de 
transmission différentes. Le premier algori thme inti t ulé C3A est basé sur la technique d 'affec-
t ation d'antennes et résout d 'une manière heuristique à complexité t rès rédui te un problème 
formulé en MINLP. L'algorithme fonctionne en deux phases. La première effectue l'affecta-
tion d 'antennes, tandis que la deuxième phase alloue la puissance d'une manière optimale 
entre les usagers. Le deuxième algori t hme utilise .aussi la technique d 'affectation d 'antennes 
et se base sur l'ordonnancement round robin afin d 'assurer une équité parfaite entre les 
usagers. Les performances des deux algorithmes sont comparées à celles obtenues par l'al-
gorithme opt imal de force brute. Les résultats des simulations concluent que l'algori thme 
C3A approche les performances optimales avec une grande réduction de la complexité al-
gorithmique. Le t roisième algorithme est basé sur la technique de format ion des faisceaux 
qui permet à la st ation de base d 'annuler complèt ement l'interférence vers les transmissions 
primaires . Nous avons fait appel encore une fois à la théorie des graphes afin de modéliser 
le problème d 'allocation des ressources en un problème de coloration dans les mul t igraphes. 
L'algorithme conçu utilise .une approche gloutonne basée sur plusieurs critères de sélection 
ainsi qu 'une mise à jour du multigraphe durant ses itérations. Nous avons aussi proposé un 
mécanisme de réduction du feedback et une technique d 'augmentation de l'équité entre les 
usagers. P lusieurs simulations ont été réalisées et toutes ont montré la quasi-optimali té de 
l'algorithme glouton qui possède une complexité algori thmique t rès réduite . 
Les t ravaux discutés dans la présente thèse ouvrent plusieurs pistes de recherche. Ces 
pistes incluent les proposit ions et améliorations suivantes . 
o Étudier les possibilités de réduire la quant ité d'information dans le fecdback transmis 
vers l'entité responsable de prendre la décision d'allocation des ressources. Plusieurs 
travaux étudient l'impact d'un feedback erronée sur les performances des algorithmes 
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d'allocation des ressources, mais très peu de travaux visent à améliorer la fiabilité de 
transmission de cette information cruciale. 
o Étendre les algorithmes proposés afin d'optimiser d 'autres fonctions objectives en re-
lation avec différentes couches du modèle OSI. 
o Étudier l'application des algorithmes développés dans d 'autres types de réseaux tels que 
les réseaux sans fil maillés, les réseaux de capteurs et les réseaux cellulaires hétérogènes 
incluant des femto-cellules. 
o Dans cette thèse, nous nous sommes basés sur des simulations afin d 'évaluer les perfor-
mances des algorithmes proposés. Il serait intéressant d 'implémenter ces algorithmes 
sur des plateformes réelles ( testbeds ). Ces dernières peuvent êt re réalisées à l'aide de 
périphériques spécialisés de test t els que des cartes radios cognitives de développements 
comme sur des plateformes WARP (Wireless open-Access research Plateform) (Uni-
versité Rice, 2013) ou USRP (Ettus Research, 2013) . 
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