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ABSTRACT
MS2 is a classical example of a single-stranded RNA virus for which the genomic
RNA plays pivotal roles in the virus assembly process. Multiple dispersed RNA se-
quence/structure motifs, packaging signals (PSs) varying around a central recognition
motif, interact with capsid protein in a process referred to as packaging signal me-
diated assembly. While the discovery and identification of these PSs was based on
bioinformatics and geometric approaches, in tandem with sophisticated experimen-
tal protocols, we approach this problem by an altogether different philosophy, using
a large-scale quantitative ab initio methodology centered on critical aspects of the
consensus PS recognition motif. DFT calculations are carried out on four nucleopro-
tein complexes (PDB IDs: 1ZDI, 1ZDH, 5MSF and 6MSF) that are representative of
the phage MS2 PSs. We have calculated atomic partial charge in the models using
ab initio DFT based OLCAO method. The calculated partial charge distribution of
individual protein and RNA residues indicates that the gross features is the same
in CP because they have identical sequences, but there are some important minor
differences due to the different RNAs to which they bind. It shows that CP is lost
and ssRNA is gained charge in all models. The loss of charge by CP in order of
6MSF>5MSF>1ZDI>1ZDH in CP-RNA complex.
ii
We have also calculated strength of the interfacial hydrogen bonding (HB)
configurations between protein and RNA. The interfacial HBs enable us to locate the
exact binding sites of both nucleoprotein, corresponding to the sites exhibiting the
strongest interfacial HBs, here identified to be (TYR85-U−5 ) in 1ZDI and LYS43-
A−4 in 1ZDH, 5MSF and 6MSF. The formation of stronger HBs can be traced to the
change in the sequence of the mutated RNA, and three-base loop motif leading to
more pronounced HB fit between the amino acids and nucleobases. We have quantify
HB with a physical quantum quantity of bond order (BO) and summed up all BO
values of interfacial HBs as a total bond order (TBO). This is very important quantum
quantity for strength of binding between CP and ssRNA. We found that he interfacial
TBO are in order of 6MSF>1ZDI>5MSF>1ZDH. The binding between CP with
RNA is higher in three-base loop motif than tetra-base loop motif and the mutate
form of RNA has higher binding than wild type RNA. Moreover, simulation provided
quantitative information on the strength of CP-RNA interactions with respect to
RNA sequences. Finally, our study exemplifying the role that modern computational
techniques can play in further advancing the field of physical virology.
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CHAPTER 1
INTRODUCTION
1.1 General Consideration
Viruses were discovered more than 100 years ago and have since been studied
by researchers from a wide variety of backgrounds and interests [1]. Biologists and
pathologists study viruses for insight into their infectious nature and the pathogen-
esis of the disease states they cause [2]. The formation of a virus is a remarkable
feat of natural engineering. A large number (∼60 to 10,000) of protein subunits
and other components assemble from the crowded cellular milieu to form ordered,
complete, reproducible structures on biologically relevant timescales. Chemists and
engineers approach viruses from a different perspective and see them as platforms for
the engineering of nanoscale materials with diverse applications in biotechnology [3].
Viruses are nanoscale machines programmed to self-assemble into discrete particles
encapsulating a cargo, their genome [4]. They contain a proteinaceous capsid that
encloses the viral genome in the form of DNA or RNA, making a protective shell to
transmit the infectious genetic cargo in a functionally intact state through space and
time. They infect hosts in all kingdoms of life. Recent estimates of their numbers
range up to 1031 . Recent work has discovered that these tiny infectious agents play an
important role in shaping life on earth, both through their pathogenic role in turning
over ocean biomaterial but also in mediating horizontal gene transfer as a driver in
both host and viral evolution [5, 6].
Viruses can be classified based on their genome content (i.e., single stranded
vs. double stranded RNA or DNA) [7]. It is the nature of the genome that also
1
2sets the mechanism of virus self-assembly. In dsDNA viruses the capsid is assembled
separately and then a molecular motor is used to encapsidate the DNA genome into
a fully assembled capsid, without much direct interaction between the genome and
the capsid proteins. On the contrary, in ssRNA viruses the genome and the capsid
co-assemble. This implies that the nature of RNA-capsid protein interactions are
much more important for proper virion assembly [8]. It is this latter aspect of the
RNA virus self-assembly that will be the focus of our research. We propose to further
elucidate the nature of the genome-capsid protein interaction specificity and the way
it affects the self-assembly in the particular model system of ssRNA bacteriophage
MS2. Understanding the viral assembly process is of wide ranging importance and
manifold implications These include understanding the viral assembly process that
would provide a target for drug design and eradication of viral infections [9]. At the
same time, the understanding of these processes would enable the synthesis of novel
virus-inspired or template materials with unique application in medicine (gene and
drug delivery as well as imaging) [10] or bio-nanotechnology (data and energy storage,
catalysis, etc.)
1.2 Virus Assembly and RNA Packing
A capsid is a coat protein shell that encloses the viral genome (RNA, DNA,
etc.). It is a protective package which serves to transmit infectious genome in a func-
tionally intact state through space and time. Capsid assembly and enclosing of the
genome material are critical steps in the creation of a virus [11]. The formation of
the enclosed genetic material as a single strand (ss-) RNA/DNA or double starand
(ds-)RNA/DNA molecules has not fully understood. It is widely believed that the
electrostatic interaction is the main driving force for assembly [12]. A molecular un-
3derstanding of assembly mechanisms would enable us a specific interaction between
genome and coat protein which could guide the design of delivery vectors that assem-
ble around specific drugs or genes and could identify targets for antiviral agents that
interfere with genome packaging [13].
Single strand RNA (ssRNA) viruses are abundant in nature. It can be fur-
ther divided according to the sense or polarity of their RNA into negative-sense and
positive-sense, or ambisense RNA viruses.The assembly of ssRNA viruses, one of
the largest classes of viral pathogens that infect organisms in all kingdoms of life,
is regulated by multiple, sequence specific RNA-CP contacts making the process
highly co-operative, accurate and efficient [14]. This mechanism is probably also vi-
tal for the earliest stages of new infections. Many viruses achieve high specificity
of viral genome. Structure and sequence-specific RNA-protein interactions may be
a widespread mechanism of achieving specificity by promoting assembly around the
viral genome. The molecular mechanisms controlling genome packaging by ssRNA
viruses are still largely unknown. It is necessary in most cases for the ssRNA to adopt
different conformations at different positions on the capsid lattice in forming a viral
capsid from multiple copies of a single protein.
Interactions between the coat proteins of ssRNA virues are driving by electro-
static forces and hydrophobic attraction. These forces can be adjusted by changing
the acidity and ionic strength [15]. At physiological pH, the repulsion forces from
the positively charged coat proteins is sufficient to prevent nucleation without the
presence of the negatively charged nucleic acid [16]. In this situation, the nucleic
acid acts as an electrostatic glue which are non-specifically binds to coat proteins and
helps overcome the nucleation work function so that assembly can started. However,
at higher ionic strength where the electrostatic repulsion is suppressed between coat
4protein so they can assemble without genome and form ‘empty-capsids’ – protein
shells [17].
1.3 Critical Issues in Coat Protein (CP)-RNA Interactions
ssRNA viruses package their genome concurrently with the self-assembly of the
whole capsid [4, 18]. The prevailing paradigm for their assembly is based on a generic
mechanism involving packaging of genomic RNA driven by non-specific electrostatic
interactions [12, 19], that at least in their simplest version, presumably shows no
sequence specificity [20]. However, there are strong indications from both in vitro
and in vivo studies, that the capsid self-assembly is mediated by the highly specific
interaction between sections of RNA and capsid proteins (CP) [21]; these sections
of RNA are thought to contain packaging signals (PSs) and are repeated along the
genome consistent with the symmetry of the capsid. This specific interaction would
facilitate the assembly by binding coat proteins and promoting the protein–protein
contacts necessary for capsid formation. This is the essence of the “packaging sig-
nal hypothesis”: viral genomes have local secondary/tertiary structures, the PS, with
high CP affinity serving as heterogeneous nucleation sites for the formation of capsids
[21]. Detailed studies of two related bacterial viruses, uncovered the sequences and
locations of their PS using concepts from graph theory (Hamiltonian paths), concur-
rently with bioinformatics and a posteriori structural studies, showing that their PS
have a common secondary structure motif but vary in terms of consensus sequences
and positions within the genome [22].
Therefore on one side, formation of nucleocapsids can be seen as a process
based on physical chemistry, particularly on the predominant role of non-specific
physical interactions such as a combination of hydrophobic attractions and electro-
5static repulsions [23, 24]. The dependence of virus self-assembly on the solution pH
and the concentration of divalent ions at least in the case of certain profusely studied
examples, such as the cowpea chlorotic mottle virus (CCMV), give strong support to
this view, but also bring fourth the important role of the lateral attractions between
RNA-bound capsid proteins that control and regulate the virus assembly [25]. On the
other side, the self-assembly of viral nucleocapsids has been envisioned as a process,
initiated most fundamentally by the specific interactions between the capsid proteins
and the segments of RNA that exhibit the highest-affinity for the capsid proteins, also
referred to as PS. This point of view has also received strong support and is seen as
predominantly determining the efficiency of packaging, as demonstrated in recent in
vitro, low-concentration assembly studies of the MS2 bacteriophage [26]. While both
perspectives have their intrinsic merits it would seem that their relative importance
could vary in different viruses and that a proper combination of the two mechanisms
would accomplish most of the self-assembly processes and would successfully explain
known properties of the virus assembly [25]. While these two views on the salient
mechanisms driving and controlling the assembly of ssRNA virus assembly, are dis-
tinct they at least need not be mutually exclusive. Therefore, further detailing of the
consequences of the two mechanisms in different contexts of virus assembly and their
side by side comparison is certainly called for.
The relative importance and fundamental difference of the two virus assembly
mechanisms, that we loosely refer to as the “electrostatic assembly“ and “packaging
signal assembly”, thus appear as overarching challenges in the elucidation of the de-
tails as well as practical control of virus assembly. The critical issue being how do the
two mechanism relate to one another and how do the experimentally derived bathing
solution conditions, such as pH and concentration of different monovalent and diva-
6lent salts, affect the assembly pathways and products. The existence of PS thus poses
at least three fundamental challenges: (1) to address the nature of the RNA-capsid
protein interaction and deduce the proper quantification of the binding energy as well
as the partial charges (PC), and the hydrogen bond (HB) network characterizing this
binding, (2) to assess in what ways the presence of the PS will modify the behavior of
the system when compared to the action of purely non-specific, electrostatic interac-
tions. To address these fundamental challenges and elucidate the pending issues that
they instigate, we plan to: (1) Analyze the RNA-capsid protein interactions on the
ab initio quantum level detailing its energetics and chemical bonding. (2) Use the
ensuing detailed characterization of this interaction in terms of the binding energy to
model the effect of the solution conditions on the virus assembly, and (3) Compare the
theoretical predictions with the experimentally determined affinity of differently sized
and chosen RNA segments with CP as well as the overall efficiency of the assembly
process of the model system MS2 bacteriophage.
1.4 Scope and Motivation of Research
”Electrostatic assembly” and “packaging signal assembly” mechanisms have
both been invoked to rationalize the salient features of the assembly of ssRNA viruses
but their relation in different viruses and at different conditions has not been properly
assessed. A combination of both mechanisms seems like a good candidate to explain
known properties of the virus assembly and proper understanding of the principles of
virus capsids assembly would have wide-ranging applications. This research presents
a departure from contemporary modeling approaches. It charts a new path to iden-
tify the underlying biophysics of the PS sequences known to significantly enhance the
capsid assembly efficiency. Establishment of the studied combined ab initio compu-
7tational, macroscopic solution effect modeling and experimental methodology would
be a critical step forward, enabling in the long run the a priori study of virus assem-
bly, facilitating bioengineering design and provide a control tool for infectious disease
proliferation. The proposed calculations on realistic monomer models which are the
building block of the icosahedral virus structures, yield quantification of the CP-RNA
interactions in terms of the all-atom bond order parameter, various water HB net-
work order parameters. It is obvious that such calculations can be easily extended
far beyond the many virues and could lead to the construction of a database for PS
in MS2 capsid protein with different sequence for ssRNA nucleotides.
While the arguments for the existence and the actual identification of the PS
in the cases of MS2 a bacteriophage are compelling [27], one eventually has to identify
the details of the molecular interaction between the ssRNA and the CP that drive
the PS-directed capsid assembly. In this study, we set out to investigate whether
energy of CP-RNA complex formation is determined by the distribution of the PC
and the topology and geometry of the inter-atomic bonding network. We hypothesize
that this is indeed the case and if it holds true, the energy of CP-RNA complex
formation available through ab initio quantum calculations would provide insights
into the overall design principles and inform about the nature of the PS. This would
lead to an a priori methodology, apart from bioinformatics and structural a posteriori
approaches, that would allow ultimately to scan the genome and identify its most
probably sections that could serve as PS. In order to explore the universality of the PS
mechanism, it is also desirable to extend the current investigation to other cases such
as Satellite Tobacco Necrosis virus (SVNT) or cowpea mosaic virus (CPMV), where
more experimental data and PS predictions can be compared with computations.
Ideally, one could also envision an ab initio prediction of the candidate PS sites along
8the genome chosen by their bonding properties with the different CP regions and then
test them more specifically either experimentally or with more detailed simulation
studies.
Computationally based analysis of the interaction between the CP and the
RNA stem-loop in MS2 phage provides an alternative route to the purely bioinfor-
matics/experimental approach for the elucidation of molecular mechanisms involved
in viral self-assembly, capable of identifying the molecular details of the CP-RNA
interactions. It can provide more detailed, but most importantly quantitative re-
sults, not yet available by purely experimental protocols. In particular, it enables a
comparative analysis of different variants of the PS recognition motif, and a better
understanding of the impact of mutations in the PS stem on the binding sites. We
have identified strong hydrogen bonds (corresponding to the binding sites at atomic
level) in four representative variants of the MS2 PSs by means of accurate DFT com-
putations of their electronic structure. Quantitative results with sequence specific PS
information and detailed HB and PC distribution and bond order distribution can cer-
tainly push forward the frontier of the understanding of the fundamental mechanisms
of PS action in the virus research, enabling a mode detailed connection between the
details of the microscopic bonding properties and the mesoscopic theories of equilib-
rium (thermodynamic) and non-equilibrium (kinetic) phenomena in virus assembly.
This work pave the way for a better understanding of how subtle variations around
the core PS recognition motif impact the affinity of the PS for CP, which in turn
plays a crucial role in capsid assembly. Once the inter-facial hydrogen-bonding be-
tween CP and RNA subunits is fully understood, the fundamental forces, involving
electrostatic, vdW and steric interactions, can be better characterized to develop a
more detailed and nuanced approach to the problem of capsid assembly.
9The motivations of this work is quite compelling. Firstly, it advocates the using
of large-scale ab initial computation, to identify the PS in complex virus systems.
Such strategy will be increasingly popular since structures that are more detailed can
now be revealed with much higher accuracy using cyro-EM technique whose inventors
were awarded the 2017 Noble Prize in Chemistry. This computational work is the
probably the largest DFT calculation on biomolecular system with atomistic details
on inter-atomic bonding ever attempted. Secondly, the connection between ab-initio
calculations with classical MD method using force field model greatly enhancing the
capability and accuracy with applications not restricted to virus nano-particles but in
many other significant biomedical systems with related to health science. Thirdly, the
very tightly coupled and feedback between computational modeling, formal theory is
particularly significant since it is still quite rare in fundamental research in the frontier
areas of physical virology with potential applications to nanotechnology, functional
applications in materials design and targeted drug delivery.
1.5 Outline of Dissertation
The outline of this dissertation is as follows. In the chapter 2 we explain the
structure of viruses and functional role of ssRNA in icosahedral virus assembly and in
chapter 3 we describe the computational theory and packages used in this research.
We present the computational modeling and properties calculation in chapter 4. The
results and discussion of the electronic structure, charge distribution and inter-facial
hydrogen bonding between CP and ssRNA are presented in Chapter 5. We end with
a final remark and future work for this work of large ab initio calculation in complex
biomolecules Chapter 6.
CHAPTER 2
THE STRUCTURE AND ASSEMBLY OF ICOSAHEDRAL VIRUSES
2.1 General Consideration
Viruses are metastable macromolecular assemblies composed of the viral genome
enclosed within a proteinaceous capsid [28]. They are very small and are measured
in nanometers and has range in the size between 20 to 750nm. They are nanoscale
machines programmed to self-assemble into discrete particles encapsulating a cargo
as a genome. They are parasite and replicate only within host cell. They can infect
in all types of life form [29]. The basic structure of a virus consists with a genetic
information molecule and a protein layer that protects that information molecule.
The core of the virus is made up of nucleic acids, which then make up the genetic
information in the form of RNA or DNA [30]. The protein layer that surrounds and
protects the nucleic acids is called the capsid. They come in variety of sizes, shapes
and forms. Some are large and some small, some are spherical and some are rod-
like, some have lipid envelopes. Many of these viruses exhibit exquisitely symmetric
organization [28].
viruses are classified according to their genome material (DNA or RNA), cap-
sid morphology (helical or icosahedral or spherical), presence or absence membrane
(enveloped or non-enveloped), genome structure (single- or double-stranded), sense
(positive or negative), mode of replication (retro-virues) etc, [31]. The viruses that
infect human beings are currently grouped into 21 families, which are only a small
spectrum of different viruses whose host ranges extend from vertebrates to protozoa
and from plants and fungi to bacteria [30]. An extensive review of the difference in
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virus structure is not relevant in our study. The overall principles of virus structure
especially structure and symmetry of icosahedral virues will be discussed.
2.2 Principle of Virus Structure
The principle of virus structure have arisen from the requirements for their evo-
lutionary constraints [32]. The first and simplest requirement is shell, which protects
the genome and helps to pass host to host. The second requirement is information,
which codes for the capsid and present within genome. The third is encode strategies
for entry and exit from their host. The final requirement is the principles of protein
folding, conformational changing and thermodynamics. Viruses must encode all the
information necessary for a variety of complex tasks. These include packaging their
genomes, strategies for entry, and presenting their genome to the host’s replication
machinery, and also to allow the virus to exit the host cell to infect another.
A capsid shell is formed with multiple identical protein subunits and assemble
spontaneously. The observation of self-assembly was first observed with in vitro as-
sembly of TMV [33]. This help to hypothesize that the structures of viruses would be
highly symmetrical [34]. It makes the hypothesis of shell very simple and defined as
”multiple identical protein sub-units coming together to form a well defined structure
and size”. These observations suggested that the interactions between subunits are
specific and well ordered i.e. identical protein subunits with specific interactions pro-
duce symmetrical objects. Like other object, the symmetry of capsid also defines with
rotation, translation or combination of them. A symmetry axis with a 1800 rotation
is called a two-fold symmetry; three 1200 rotations are called a three-fold symmetry;
and five rotations of 1080 are called five-fold symmetry. In Fact, the symmetry of
viruses depend on shape and geometry of capsid.
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The closed capsids are formed with assembled identical protein subunits, which
are roughly spherical in shape. The cube, the tetrahedron, octahedron, dodecahedron
or the icosahedron are main geometry of capsid. Among them the icosahedron is the
most efficient of the designs for spherical virus architecture since it has largest number
of protein subunits and minimum genetic material. The icosahedron structure has the
five-fold, three-fold and two-fold symmetry and shown in Figure 1. If an asymmetric
unit on one face of the icosahedron leads to the generation of 59 others. One such
unit, one sixtieth of the entire shell, can therefore be described as an icosahedral
asymmetric unit. In other words, the asymmetric unit is the fundamental unit to
construct an icosahedron.
Figure 1. Illustration of icosahedral symmetry; (a) the two-fold axis, (b) the three-
fold axis and (c) the five-fold symmetry.
In the icosahedral virues, the capsid is composed of 60 asymetrical units of
identical coat proteins . The first icosahedral virus structure to be elucidated at
atomic resolution was Tomato Bushy Stunt Virus (TBSV) [35]. The quasi-equivalence
principle presents a way where an icosahedral structure can be built using certain
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multiples of 60 subunits (60T, where T is called the triangulation number), but the
subunits, although chemically identical, must adopt slightly different conformations
to form the particle. The subunit arrangement in ssRNA phage capsids is described
by triangulation number T=3, and the protein monomers adopt three different con-
formations, denoted A, B and C. There are two types of dimers in the capsid, one
where the monomers are in conformations A and B (called an AB dimer) and the
other where both monomers are in a C conformation (a CC dimer). In the capsid,
the AB dimers form pentamers around five-fold symmetry which are interconnected
with CC dimers around two fold symmetry.
2.3 The Physics of Viral Assembly
The virus is assembled with capsid protein and nuclei acid, which is well-
known fact. It is believed that electrostatic interaction and hydrophobic attraction
are highly dominated in interaction between coat protein and genome [15, 36]. The
repulsive force due to positive charged on proteins is sufficient to resist assemble at
physiological pH so presence of negative charged nuclei acid supports to assemble them
[16]. Therefore, nuclei-acids acts as electrostatic catalyst for non-specific binding
and assembly can started. Alternatively, at higher ionic strength the electrostatic
repulsion is reduced then the coat protein alone can easily assemble into empty capsid
shells without nuclei acids [17, 37]. The understanding of physics is necessary to get
detail picture of how capsid protein. Many experimental studies suggest that there
are specific pairs of amino acids are formed strong hydrogen bonds across protein-
protein and genome-protein interfaces. These specific pairs of amino acids are called
Caspar pairs [38]. There is a unique genome motif, normally stem-loop has specific
affinity with recognition sites on the capsid protein [39].
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There is strong evidence that general physics principle of law of mass action is
found in the assembly process for empty capsids [40]. According to the law of mass
action the reaction of N monomers or dimer or pentamers assemble (via some pathway
of intermediates) into a capsid at equilibrium is written as by [C][M ]N = keq where
keq is the equilibrium constant and [C] and [M] are the concentration of the capsid and
monomer species, respectively. This helps to predict formation of capside. It tells that
above certain concentration of the fraction of total protein in a monomer is formed
capsid otherwise most protein is found in monomer. Experimentally, the assembly
process is observed through dynamics light scattering demonstrate sigmoidal growth
kinetics as measured by the mass-averaged molecular weight [41] characterized by a
lag phase and then rapid assembly to completion. But, this method is not sufficent
to resolve the structure of transient assembly. Zlotnick and coworkers modified a
system of rate equations build from very basic assumptions that could be used to fit
the results [42]. These kinetic models are considered only one species of intermediate
state and assume that transitions only occur by the addition or subtraction of a single
subunit at a time with rate constants given by a detailed-balance condition on the
free energy. The model is further simplified by assuming there are only two such rate
constants – one for the growth of sub-critical intermediates and other for supercritical
intermediates [43].
We have already mentioned that the primary function of nuclei acids in asssemby
process is to create non-specific electrostatic force, which helps to assemble protein
with nuclei acids. There are many assumption to explain non-specific protein-RNA
interaction in virus assembly. Experimentally, it is observed that the polyanions as
being capable to start assembly. The first such experiments is performed using mod-
ern biochemical techniques in a recombinant system and showed that capsid proteins
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incorporating heterologous RNA would form so-called virus-like particles (VLPs),
which contains same total amounts of RNA per VLP and were indistinguishable from
wild type viruses [44]. In same experiment, the icosahedral system of the RNA inside
the VLPs was equivalent to the wild type, which very strongly suggesting that the
protein-RNA interactions are not acutely sequence dependant. Recently, another ex-
periments also performed to assemble viral proteins around synthetic polyelectrolytes
such as polystyrene sulfonate [45] and have found that the size and charge of the
capsid seem to be the key determinants factor of the assembly pathway. Furthemore,
several theoretical work on the kinetic role of a flexible polyanion in the assembly
process have proposed with novel thermodynamic and kinetic effects such as ”sliding
proteins” [46] and a detailed theory on the relationship between size and morphology
[47]. But, these works have suffered from lack of quantitative experimental data.
2.4 Packing Signal Hypotheis in Assembly
A hypothesis to explain how genome become packed to capsid of protein in
order to deliver the viral genome to host cell. The packaging signal is a nucleotide
sequence in a viral genome that directs the packaging of the viral genome into capsids.
The genome packaging signal participates in the process of genome encapsulation,
which make viral encapsulation more efficient and fast [48]. Genome packaging is
characterized by an initial recognition event between the protein and the genome
packaging signal. Many studies suggest that this specifically takes place at the 5’
end of the viral genome and involves stable genome secondary structures. These
structures interact with amino acids located in the nucleocapsid of protein [49]. Once
the encapsidation region and the protein interact, it recruits the genome of the virus
to be packaged into capsid [48]. Recently, it has also been proposed that capside
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protein plays an important role in recognizing genomic RNA early on in this process.
Furthermore, it has been found that the presence of charged residues in capsid protein,
which are vital for successful in RNA packaging [49].
It is hard to say the viral replication can occur without the presence of RNA
packaging signal. The mutation or deletion of the RNA packaging signal reduces RNA
viral packaging, but still allows to form the viral particle. If the packaging signal is not
essential for particle assembly, then the protein interactions solely responsible for viral
replication process. However, many research show that the packing signal is necessary
for viral assembly process. Currently, there are two hypotheses stand to explain these
contradictory results. First, small cellular RNAs (tRNA)in the retroviruses could be
utilized during viral particle production. Second, viral particles without genomic
RNA could use host cell RNAs as structural support during replication [48]
The packaging of genome is directly associated with monomeric and dimeric
process. There is evidence the full-length RNA exists in the form of a stable monomer
then dimer before it is incorporated into virions [50, 51]. Newly budded RNA is in
an immature dimer form that matures to a more stable form after budding . It is
possible that some type of initial dimerization occurs inside of the cell and that this
event defines the pool of genomic RNA precursors. It has been argued that the pres-
ence dimeric RNA in virions helps to form viral particles. It provides evidence that
intracellular dimerization process may occurs before packing. In another example,
deletion of the packaging signal results in a dramatic decrease in the efficiency of
packaging viral RNA, but the residual RNA is still packaged with a high-molecular-
weight complex [52]. Thus, a actual relationship between dimerization and packaging
has not yet been clearly established.
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2.5 RNA Packaging of Icosahedral Viruses
There are large number of +ssRNA icosahedral virues and include important
human pathogens such as poliovirus, hepatitis-A virus, human rhinoviruses etc. It
represents nearly 15 % of the virues in the earth. Simply, they are formed with nu-
cleic acid and multiple protein subunits arranged into a protective shell. This shell
helps to keep the genome intact and transports it between host organisms. There are
several factors play a role in the specificity of ssRNA packaging that serve as recogni-
tion signals for selective encapsidation. A specific regions on the capsid protein and
ssRNA that bind with high affinity. RNA encapsidation sequences and their proposed
secondary structures are very vital for formation of viruses and have been reported
for several viruses [53–56]. Like ssRNA structure the capsid structural features also
very important for in RNA packaging. Basically, there are two important region N-
or C-termini in coat protein subunits, are thought to play an vital role [57–62]. In
addition to these molecular requirements, there are also other cellular contributions,
such as cytoplasmic microdomains and viral protein synthesis for specific packaging
of viral RNA [63].
In viral replication process the genomic (+)ssRNA of viruses play many roles:
they act as a template for replication by the genome dependent genome polymerase
and they represent a structural component in viral assembly. In this process, the RNA
exists in a more or less extended conformation. But, when RNA packaged inside the
virion, the RNA is highly condensed and shows an exceptional degree of secondary
structure. Many X-ray crystallographic analysis of several (+)ssRNA viruses has
shown that large portions of the packaged genome form double-stranded helices or
stem-loops structure [64–68]. The understanding of highly compact structure from
extended structure is still lacking. There are many assumptions about this: first, the
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RNA might spontaneously fold into a tertiary structure and fitted into the interior
dimensions of the virus particle. Second, the thermodynamic effect helps to assist
folding of large RNAs and forms to numerous compact structures of it and eventually
compatible with the geometry of the virion. Third, the coat protein might act as
an RNA helper for folding and packing into a capsid structure with the icosahedral
symmetry for stable capsid. There can be less doubt that through coevolution the
two components (protein and RNA) have adapted to each other and their function
synergistically to maximize the efficiency of viral assembly.
The number of genome RNA that can potentially adjust into a capsid is in-
trinsically determined by the space available in the viral capsid. The characteristics
of ssRNA genomes can be studied using many methoods such as solution X-ray scat-
tering [69], neutron diffraction [70], Raman spectroscopy [71] and Cryo-EM [72] at
a low or medium resolution . Structural studies by X-ray crystallography of viruses
normally do not give structural information of the ssRNA because crystal structures
are governed by the surface contacts of the protein capsid and RNA exists inside
of capsid. There are several factors play role with specific recognition of viral RNA
packing. These are: sequence and the secondary structure of viral RNA, which serve
as unique packing signal and the specific and high affinity interactions with capsid
protein. Specific recognition sequences and their adopted secondary structure for
many viruses have been already determined [56, 73–75] in differnt virues, however the
structural domains that are involved in RNA binding with protein remain unclear.
Mostly viral coat proteins contain a basic residues towards the N- or C-terminus that
are believed to be of importance factor for RNA packaging.
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2.6 Protein-RNA Interactions and RNA Recognition
There are mainly two vital interactions in virus assembly process, one is in-
teractions between protein-protein and other is interactions between protein-RNA
interactions. Both are equally importance and are mediated by the same forces [76].
The interactions between the RNA and protein appear to be mediated by contact
with residues on the N-terminus. These interactions are mostly governed by solvent
and include contacts to both bases and the sugar phosphate moieties on the RNA
molecule. Proteins that interact with RNA have been separated into two categories:
sequence-specific RNA recognition and non-sequence specific interactions [77]. The
vast majority of studies on RNA-protein interactions have focused on ”specific” inter-
actions, even though non-specific interactions are perform many important biological
functions.
The term “non-specific” is widely used to describe proteins that bind DNA
or RNA substrates at sites without apparent sequence or structure signatures. Non-
specific protein-RNA binding interactions are highly dominated with electrostatic
interactions and hydrogen bonds to the ribose-phosphate backbone of the RNA as
well as some stacking interactions between aromatic amino acid side chains and un-
paired RNA bases [78]. Many viruses contain positively charged residues on the inner
surface of the capsid protein, or positively charged protein domains thought to inter-
act non-specifically with the RNA [79]. The non-specific protein-RNA interactions
have been observed in various viruses. For example, in the crystal structure of satel-
lite tobacco mosaic virus (STMV), double-helical segments of RNA are seen at the
two-fold symmetry. A 10-base pair-long section of double-stranded RNA is also seen
at the 2-fold icosahedral symmetry of Flock House virus [65].
Another exapmle, a longer (25 bp) RNA duplex is found on the 2-fold sym-
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metry in Pariacoto virus [68]. It’s coat protein expressed in a baculovirus expression
and forms virus-like particles (VLPs) with packing packaging baculovirus RNA. A
Equal amount is packaged also in the native virus and the resulting structure looks
much like that of the indigenous RNA. This indicates the protein-RNA interactions
are non-specific in this case [80]. Thus, these examples explain that the position of
the duplexes on the 2-fold icosahedral symmetry causes the differences between the
individual segments to be averaged out in the crystal without allowing determination
of a consensus sequence. It implies that the interactions are not depend on a specific
RNA sequence, but rather on the three-dimensional conformation of the RNA.
Specific interactions between proteins and RNA are important in many biolog-
ical processes including protein translation, pre-mRNA splicing, and translational and
transcriptional control. Sequence-specific interactions depend on the different hydro-
gen bonding formation in the four bases that make up RNA. Single-stranded RNA is
more structurally flexible than double-stranded DNA, and protein-RNA interactions
are therefore more diverse. In addition to Watson-Crick base-pairing (G-C and A-T)
RNA can also form non-Watson-Crick base pairs, exposing the face usually involved
in hydrogen bonding for protein interactions [81]. The bacteriophage MS2 virus is
one of the best example of specific protein-RNA interactions. It has high-affinity
RNA stem-loop, which helps as the translational repressor (TR) of the replicase gene
and to change conformational of the coat protein dimer from the symmetrical C/C
conformation to an asymmetrical A/B conformation. This results is obtained due
to one of the protein loops which is more flexible. It helps to remove a steric clash
at the five-fold symmetry that would make capsid formation more favourable [82].
The MS2 RNA contains one copy of the TR sequence with appropriate stem-loop
conformation. It is thought that the genome RNA sequence has the highest affinity
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and serves as an initiation and recognition site for the packaging of viral RNA. It is
also capable to induce the conformational switch for the formation of a capsid [83].
It appears that interactions between the genomic RNA and the coat protein
are the key driving force behind the differentiation between the coat potein conformers
in many small ssRNA viruses. For example, the equivalent, T=1 particle of Satellite
tobacco necrosis virus (STNV) requires RNA binding for assembly [84]. This virus
solely depends on a certain set of sequence-specific interactions at binding site in
the capsid. Specific degree of RNA sequence recognition is required to ensure the
virus formation with packing its genome rather than other RNA present in the cell.
Furthermore, there is not one fixed RNA structure for small ssRNA viruses, but rather
that the evolutionary selection for RNA structure, protein sequence and the RNA-
protein interactions at the same time resulted in different compromises for different
viruses.
2.7 Sequence Specificity of Assembly with ssRNA Stem–Loops
Single-stranded RNA (ssRNA) viruses are major pathogens in viral pathogen
[14]. In these viruses, the protective coat protein normally forms spontaneously in a
co-assembly reaction with the viral RNA. Encapsulation of RNAs viruses are involved
in many secondary structure interactions. These interactions are governed by the
primary sequence of ssRNA and facilitated by other factors. This indicates that
ssRNA is guided into the best conformation by many external factors as folding prior
to virus assembly and would result in many RNA conformations, which is not what
is observed in virus particles. It indicates that there are some sort of assistance is
required to start the folding process in the coat protein, which is provides by genome
material ssRNA.
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The in vitro self assembly has been well characterized and consists of two
separate events: nucleation and elongation. The nucleation starts by the specific
recognition of the central pore of monomer to a stem loop structure on the (+)ssRNA
genome. This in turn melts the stem loop structure, as a result more of the ssRNA
genome is available for binding. This event helps to change the conformation of the
coat protein to form a protohelix, which allows more binding of proteins to both the
top and the bottom, thus completing the nucleation. After this, it allows elongation
reactions to occur as the RNA is threaded through the central pore until stacking
of the 5’ end is complete. Therefore, the coat protein can package as the starting
RNA stem-loop is present in the sequence. This confirms that further RNA-protein
interactions are base specific and sequence driven. The nucleation event is unique to
capsid assembly, and ability of viruses to package RNAs. Several sequence specific
protein: RNA interactions have since been identified in the assembly of ssRNA viruses;
for examples it includes MS2 [39, 85–87], poliovirus [88], alphaviruses [53], turnip
crinkle virus (TCV) [89], human immunodeficiency virus (HIV-1) [90] and flock house
virus (FHV) [91] etc. The specific sequences of RNA are known as packaging signals,
which are normally stem-loop structures.
For example, the packaging signal has been identified as a short translational
operator of 19 nt stem-loop (TR) in bacteriophage MS2 virus. This operator has been
implicated in vitro as having sub-nanomolar affinity for coat protein, where in vivo
it initiates the repression of the replicase by displacing replication complexes from
the RNA [92]. The molecular detail of this recognition event has been extremely well
characterized both biochemically and structurally. The TR-CP interaction had been
accepted as being the sole basis for initiation of CP-RNA in vivo, but recently it has
been observed that there may be multiple RNA packaging sequences of lower affinity
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in the MS2 genome [93]. This has implications for how the RNA genome controls
capsid assembly in a cooperative manner.
Some of the ssRNA viruses can assemble in vitro without RNA. These ob-
servations do not invalidate the vital role of RNA in capsid assembly process, but it
suggests that the information necessary to construct a capsid can be found within the
protein of these viruses. However, because RNA is required for virus integrity, having
RNA involved in nucleation is reasonable. It is therefore not surprising that early
in vitro assembly experiments suggested that assembly was catalyzed in the presence
of RNA at low concentrations in conditions where capsids would not usually form
with protein alone [94–96]. Furthermore, many viruses actually require ssRNA for
assembly process, which implies that RNA plays very important role(s) during virus
assembly of the virus.
CHAPTER 3
SIMULATION THEORY AND PACKAGES
3.1 General Consideration
In this chapter, we discuss the density functional theory (DFT) [97, 98]. In
DFT, a many-electron system is described in term of a density of electron which gives
the physical properties of the system. This is the basic theory underlying two ab initio
computational packages which are used in present study. Our ab initio modeling
follows two well-established DFT-based packages, with different basis expansions: i)
structural refinement using Vienna Ab intio Simulation Package (VASP) [99], and
ii) the orthogonalized linear combination of atomic orbitals (OLCAO) method [100].
First, the structure of the CP-RNA complexes is chosen from protein data bank
(PDB) [101] is optimized with sufficent accuracy. Second, the optimized structure is
used to calculate the electronic structure and bonding using the OLCAO method. The
OLCAO package is developed pioneered by Prof. Ching, and systematically improved
and refined to emerge as the most competitive method for ab initio calculations for
complex materials [100]. The combination of the two methods offers the best balance
between accuracy, efficiency and cost, and has been applied to a large number of
complex biomolecular systems.
3.2 Density Functional Theory (DFT)
The DFT is the widely popular quantum mechanical theory in physics, chem-
istry, biology, engineering and many other areas to understand the structure and
fundamental property of materials. This method is highly versatile, low computa-
tional cost, and ability to well generate empirical results. In DFT, the many-body
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problems is reduced into single body problem through functional, which is spatially
dependent on electron density. This quantum mechanical method is used to investi-
gate primarily the ground-state electronic structure of atoms, molecules, and other
many-body systems.
The most basic understanding of atoms and molecules starts with solving
many-atom and many-electron of the non-relativistic time-independent Schro¨dinger
equation (3.1)
HˆΦ = EΦ (3.1)
where Φ is the many-electron wave function and Hˆ is the molecular Hamilto-
nian for N-electron and M-nuclei and given by,
Hˆ = − h¯
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(3.2)
where the index i, j refer to the electrons and α, β refer to the nuclei,me is
the mass of electron, mα are the masses of the different nuclei. The first term is the
operator for kinetic energy of the nuclei. The second term is the kinetic energy of the
electrons. The third term is the potential energy of the repulsion between nuclei with
atomic number Zα and Zβ . The fourth term is the potential energy of the coulomb
attraction between electron and nucleons.
It is almost impossible to solve the Schro¨dinger equation (3.1) by using molec-
ular Hamiltonian Eq. 3.2. Therefore, some approximation must be used to solve
Eq. 3.1. the first approximation known as Born-Oppenheimer in which the nuclei
are much heavier than electron (mα >> me), hence electron move much faster than
nuclei. The nuclei assumed to fixed while electrons carry out their motion [102].
Now, the electronic Hamiltonian of N-electron and M-nuclei in Born-Oppenheimer
approximation can be written as,
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However, electronic Hamiltonian Eq (3.3) is still too complicated when the
system at hand is not simple atoms or molecule of them. The many-electron wave
function contains 3N variables. Most of the physical problems of interest consists of
a number of interacting electrons and ions leaving electronic Hamiltonian Eq (3.3)
unsolvable. Since early 20s huge effort has been spent on developing methods at least
approximately to solve the many-body Schro¨dinger‘s equation. Some of such meth-
ods are Hartree-Fock [103], perturbation theory [104], Green‘s functions [105] and
configuration interaction [106] etc. However, all these wave function based methods
have a prohibitively high computational cost.
A unique and efficient method where replacing the factual presence of discrete
many electrons with the concept of a continuous distribution of fractional electron
which is quantified by a term named electron density ρ(r), hereby completely elim-
inates the electron-electron interaction, and reduces the many-body problem to a
single-particle problem and called DFT method. It is based on the Hohenberg-Kohn
(H-K) theorems [97] then proceed to develop an expression for the exchange and cor-
relation energies in terms of electron density. There is two H-K theorem, which are
very important in development of DFT.
We know that an electronic system both ground-state energy and the ground-
state wave functions are determined by the minimization of the energy functional
E[Φ] of,
E[Φ] =
〈Φ|Hˆ|Φ〉
〈Φ|Φ〉 (3.4)
where
〈Φ|Hˆ|Φ〉 =
∫
Φ∗HˆΦdx (3.5)
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Hˆ = Tˆel + Vˆee +
N∑
1
Vext(r) (3.6)
for an N-electron system, N and Vext(r) determine all properties for the ground state.
This of course is not surprising since Vext(r) defines the whole nuclear frame for a
molecules, which together with the number of electrons determines all the electronic
properties.
The first H-K theorem states that ”The external potential Vext(r) is a unique
functional of the electron density ρ(r)”. Since ρ(r) determines the number of elec-
trons, it follows that ρ(r) also determines the ground-state wave function and all
other electronic properties of the system, the ground state energy is a functional of
ρ(r) which can be obtained by,
Ev[ρ(r)] =
∫
ρ(r)Vext(r)dr + F [ρ(r)] (3.7)
where
F [ρ(r)] = T [ρ(r)] + Vee[ρ(r)] (3.8)
is a universal functional.
Here, the kinetic energy functional T [ρ(r)] and electron-electron interaction
functional Vee[ρ(r)] are respectively written as,
T [ρ(r)] = 〈Φ0|Tˆ |Φ0〉 (3.9)
Vee[ρ(r)] = 〈Φ0|Vˆee|Φ0〉 (3.10)
We may write,
Vee[ρ(r)] = J [ρ(r)] + non− classicalterm (3.11)
where J [ρ(r)] is the classical repulsion. The non-classical term in a very elusive but
very important quantity and is the major part of the ”exchange-correlation energy”.
The second H-K theorem treats ground-state energy as a minimum versus
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system density variation under normalization condition. It states that ”the energy
functional Ev[ρ(r)] assumes its minimum value (ground-state energy E0 ) for the
correct ground state electron density ρ0(r)”.i.e.
E0 =
∫
ρ0(r)Vext(r)dr (3.12)
The Eq (3.7) does not provides a practical way to calculated Ev[ρ(r)] from ρ(r),
because the functional F [ρ(r)] is unknown. We can extract the coulomb part from
the electron-electron interaction functional as,
Vee[ρ(r)] =
1
2
∫ ∫ ρ(r)ρ(r)
|r− r′| drdr
′ + Vncl[ρ(r)] (3.13)
With equating Eq (3.13) and Eq (3.11), we get
J [ρ(r)] =
1
2
∫ ∫ ρ(r)ρ(r)
|r− r′| drdr
′
represent the classical coulomb part and Vncl[ρ(r)] is the non-classical contribution
to the electron-electron interaction containing all the effects of self-interaction correc-
tion, exchange and coulomb correlation. The exact form of the functional Vncl[ρ(r)]
and T [ρ(r)] is unknown. Therefore, the main part of complexities in using the density
functional theory for the many-electron problems are associated with the determina-
tion of F [ρ(r)]. The determination of the ground-state energy in a given external
potential would have been a minimization of a functional of the three-dimensional
density function, which provides the exact forms of the functional F [ρ(r)]. The de-
termination of the F [ρ(r)] is very important in the DFT calculations. The exact
form of the universal functional are unknown and the HK theorems is not provides
procedure to determine these functionals then Kohn and Sham devised a practical
method for finding ρ(r) and for finding Ev[ρ(r)] from ρ(r). This method is capable
of yielding an unknown functional in approximation. Kohn and Sham proposed, the
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kinetic energy for the real interacting reference with same density of non-interacting
reference can be obtained as,
Ts = −1
2
N∑
i=1
〈Φi|∇2|Φi〉 (3.14)
The kinetic energy (Ts) is not equal to the true kinetic energy (T) of the real in-
teracting system. The difference between them can be accounted by introducing the
following separation for the functional F [ρ(r)]
F [ρ(r)] = Ts[ρ(r)] + J [ρ(r)] + EXC [ρ(r)] (3.15)
Equating expression Eq (3.15) with expression Eq (3.8), we get
T [ρ(r)] + Vee[ρ(r)] = Ts[ρ(r)] + J [ρ(r)] + EXC [ρ(r)]
or
EXC [ρ(r)] = {T [ρ(r)]− Ts[ρ(r)]}+ {Vee[ρ(r)]− J [ρ(r)]}
Hence,
EXC [ρ(r)] = TC [ρ(r)] + Encl[ρ(r)] (3.16)
where TC [ρ(r)] is the residual part of the true kinetic energy which is not covered
by TS and EXC [ρ(r)] is the exchange-correlation energy functional which contains
all the unknown terms, the non-classical contribution of self-interaction correlation,
exchange and correlation to the potential energy and a small fraction of true kinetic
energy.
According to the Eq (3.14) the main part of true kinetic energy (T) can be cal-
culated with the known correct orbitals of the non-interacting reference system. The
small part of the total energy of EXC [ρ(r)] is to be determined by an approximate
functional. The correct orbitals of non-interacting reference system and an expres-
sion for the local effective potential Vs(r). The non-interacting system, the energy
30
expression contains only two components, the kinetic energy Ts and the energy due
to interaction with the external potential Vext(r). According to HK theorems the
total energy must be a functional of the electron density ρ(r) and interaction with
the external potential is also a functional of ρ(r). Hence, Ts is necessarily a function
of ρ(r). Thus, we have
E[ρ(r)] =
∫
ρ(r)Vext(r)dr + Ts[ρ(r)] (3.17)
The minimization of expression for the E[ρ(r)] is unconditional so we construct a
conditional minimum problem with the functional G[ρ(r)], which is written as,
G[ρ(r)] = E[ρ(r)]− λ
2
∫
|ρ(r)|2dr (3.18)
where λ is the lagrange’s multiplier with the constraint.
Substituting value of E[ρ(r)] from Eq (3.17) in Eq (3.18), we get
G[ρ(r)] =
∫
ρ(r)Vext(r)dr + Ts[ρ(r)]− λ
2
∫
|ρ(r)|2dr
and variation of G[ρ(r)] with respect to ρ(r), we get
δG[ρ(r)] =
∫
δρ(r)[
δTs[ρ(r)]
δρ(r)
+ Vext(r)− λρ(r)]dr. (3.19)
We known that δG[ρ(r)] = 0 for minimum value of G, then we get
δTs[ρ(r)]
δρ(r)
+ Vext(r) = λρ(r) (3.20)
The equation Eq (3.17), which is dependence on the orbitals can be written as,
E[Φ∗i ,Φi] = −
1
2
N∑
i=1
〈Φi|∇2|Φi〉+
N∑
i=1
∫
|Φi(r)|2Vext(r)dr
= −1
2
N∑
i=1
∫
Φ∗i (r)∇2Φi(r)dr +
N∑
i=1
∫
|Φi(r)|2Vext(r)dr (3.21)
According to variational principle, functional G can be written as
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G[Φ∗i ,Φi] = E[Φ
∗
i ,Φi]−
∑
i
i
∫
|Φi(r)|2dr (3.22)
where i be the lagrange multipliers and Φ
∗
i and Φi are independent function variables.
Now, taking the variation of G[Φ∗i ,Φi] with respect to Φ
∗
i and Φi , we get
δG[Φ∗i ,Φi] =
∑
i
∫
δΦ∗i (r)dr[−
1
2
∇2 + Vext(r)− Ei]Φi(r) +
∑
i
∫
Φ∗i (r)dr
= [−1
2
∇2 + Vext(r)−i]δΦi(r) (3.23)
We known δG[Φ∗i ,Φi] = 0 for the minimum value of G[Φ
∗
i ,Φi] , we get
[−1
2
∇2 + Vext(r)]Φi(r) =i Φi(r) (3.24)
and it’s complex conjugate as
[−1
2
∇2 + Vext(r)]Φ∗i (r) =i Φ∗i (r) (3.25)
These Eq (3.24) represents the single particle Schrodinger equation for the non-
interacting reference system.
The energy expression of real interacting system with the help of Eq(3.15) can
be written as,
E[ρ(r)] = Ts[ρ(r)] + J [ρ(r)] + EXC [ρ(r)] + Eext[ρ(r)] (3.26)
Substituting the values of J [ρ(r)] and Eext[ρ(r)] in Eq(3.26), we get
E[ρ(r)] = Ts[ρ(r)] +
1
2
∫ ρ(r)ρ(r′)
|r− r′| drdr
′ + EXC [ρ(r)] +
∫
ρ(r)Vext(r)dr (3.27)
With the help of expression of E[ρ(r)] Eq (3.27), the expression G[ρ(r)] Eq (3.18)
can be written as,
G[ρ(r)] = Ts[ρ(r)] +
1
2
∫ ∫ ρ(r)ρ(r′)
|r− r′| drdr
′ + EXC [ρ(r)] +
∫
ρ(r)Vext(r)dr
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= −λ
2
∫
|ρ(r)|2dr (3.28)
Taking the variation of G[ρ(r)] with respect to ρ(r), we get
δG[ρ(r)] =
∫
δρ(r)[
δTs[ρ(r)]
δρ(r)
+
∫ ρ(r•′)
|r− r′|dr
′+
δEXC [ρ(r)]
δρ(r)
+Vext(r)−λρ(r)]dr (3.29)
For minimum of G[ρ(r)] = 0, we get
δTs[ρ(r)]
δρ(r)
+ [
∫ ρ(r′)
|r− r′|dr
′ +
δEXC [ρ(r)]
δρ(r)
+ Vext(r)] = λρ(r) (3.30)
Eq (3.20) and Eq (3.30) have the same form, the difference being the potential Vext(r)
in stead of effective potential Veff (r) which can be written as,
Veff (r) =
∫ ρ(r′)
|r− r′|dr
′ +
δEXC [ρ(r)]
δρ(r)
+ Vext(r) (3.31)
Therefore, the Schrodinger Eq (3.24) can be written as,
[−1
2
∇2 + Veff (r)]Φi(r) =i Φi(r) (3.32)
we get that the effective potential Veff of interacting system is same to the local
effective potential Vs(r) of non-interacting system
Vs(r) = Veff (r) =
∫ ρ(r′)
|r− r′|dr
′ +
δEXC [ρ(r)]
δρ(r)
+ Vext(r) (3.33)
The external potential Vext(r) can be characterized by the nucleus-electron coulomb
attraction and can be written as
Vext(r) = −
∑
i
Zi
|r−Ri | (3.34)
where Zi and Ri is the charge and the potential of the i
th nuclei of the system.
The exchange-correlation potential is the functional derivative of exchange-
correlation energy EXC with respect to density ρ(r)i.e.,
VXC(r) =
δEXC [ρ(r)]
δρ(r)
(3.35)
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The exchange-correlation potential VXC is also known as the Kohn-Sham potential
and is a local potential. For a real system, the exchange-correlation potential will have
a very complex and non-local dependence on the density. The exchange-correlation
energy functional EXC [ρ(r)] may be considered to depend only on the local value of
the density and not on it’s gradient which is adibatical varying [107]. This is known
as local density approximation (LDA). We introduce the local density approximation
for exchange and correlation energy,
ELDAXC [ρ(r)] =
∫
ρ(r)XC [ρ(r)]dr (3.36)
where XC [ρ(r)] indicates the exchange and correlation energy per particle of a uniform
electron gas of density ρ(r). The corresponding exchange-correlation potential of Eq
(3.35) then becomes,
V LDAXC (r) =
δELDAXC [ρ(r)]
δρ(r)
= XC [ρ(r)] + ρ(r)
δXC [ρ(r)]
δρ(r)
(3.37)
The KS orbital equations read,
[−1
2
∇2 + Vext[(r)] +
∫ ρ(r′)
|r− r′|dr + V
LDA
XC (r)]Φi(r) =i Φi(r) (3.38)
The self-consistent solution of Eq (3.38) defines the Kohn-Sham local density approx-
imation (KS-LDA) which is the literature is usually simply called the LDA method
[98]. The function XC [ρ(r)] can be divided into exchange and correlation contribution,
XC [ρ(r)] =X [ρ(r)] +C [ρ(r)] (3.39)
The exchange part is given by the Dirac exchange energy functional, which is given
by,
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X [ρ(r)] = −3
4
(
3
pi
)
1
3 [ρ(r)]
1
3 (3.40)
The exchange functional of Eq (3.40) is frequently called Slater exchange and denoted
by S. There are no exactly expression for the correlation part C [ρ(r)], different ana-
lytic expression for C [ρ(r)] have been calculated on the basis of results obtained by
numerical quantum Monte-Carlo simulations of the homogeneous electron gas. For
open-shell system having unequal number of the spin up (α) and spin down (β) elec-
trons with density ρα(r) and ρβ(r), so the exchange-correlation energy functional
XC [ρ(r)] is not depend only on the local value of the density ρ(r) but may depend
on the spin up and spin down densities ρα(r) and ρβ(r) with ρ(r) = ρα(r) + ρβ(r).
This is known as the local spin density approximation (LSDA) which is extension
of LDA to the unretracted case. The LSDA gives better result than LDA. In this
approximation C [ρ(r)] can be written as,
ΦELDAXC [ρ(α)ρ(β)] =
∫
ρ(r)XC [ρα(r)ρβ(r)]dr (3.41)
where XC [ρα(r)ρβ(r)] is the exchange and correlation energies pre particle of uni-
form electron characterized by ρα(r) 6= ρβ(r), which is called polarized cases in spin
compensated case characterized by
ρα(r) = ρβ(r) =
ρ(r)
2
(3.42)
The LDA and LSDA are based on the uniform-electron gas model, which is appro-
priate for the system where ρ(r) varies slowly with the position. The expression of
ELDAXC is a function of only ρα(r) and ρβ(r). For many years, the LDA has been used
in condense matter physics and it is still highly applicable for ground state calcula-
tion. But, it has not sufficient in many areas. Since, LDA approximates energy of a
system of the true density by local constant density, it deviates when there is rapid
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change in density of the systems.
Many schemes are used to go beyond the LDA method for varied density
systems. one of the method which includes the rate of spatial variation of electron
density and called generalized gradient approximation (GGA) [108].
EGGAXC [ρα(r), ρβ(r)] =
∫
f(ρα(r), ρβ(r),∇ρα(r),∇ρβ(r))dr (3.43)
where f is the function of the spin densities and their gradients.
There are numerous gradient correct exchange and correction functional. Out
of them, the most commonly used is the combination of Becke’s gradient corrected
exchange function: B and gradient corrected correlation functional of Lee,Yang and
Parr: LYP, commonly known as BLYP functional [109, 110]. Hybrid exchange-
correlation functionals are widely used. A hybrid functional mixes together the
formula for EX with gradient-corrected EX and EC formula. Nowadays, the most
popular GGA is perdew, Burke and Ernzerhof (PBE) [108] exchange correlation func-
tional in Physics community where as BLYP is in chemistry. This include an accurate
description of linear response of uniform electron gas, correct behavior under uniform
scaling, and a smoother potential. Getting accurate exchange-correlation functional
is an active are of theoretical research.
The density functional theory presented above is employed in the packages
Vienna ab initio Simulation Package (VASP) and Orthogonalized Linear Combination
of Atomic Orbitals (OLCAO), which are the two main tools for all our calculations.
The differences of these packages and the specific implementations will be discussed in
brief in Section 2.2 and 2.3. The geometric relaxation of all systems was done using
VASP. The optimized structure was used in OLCAO for the electronic structure
calculation to obtain the electronic and bonding properties. They used different basis
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sets and the combination of these two packages were well suited and successfully
demonstrated in many complex system.
3.3 Vienna Ab-initio Simulation Package (VASP)
VASP is introduced by Kresse and co-workers [111] in 1993 which is a quantum
mechanical computational package popularly used in first-principles calculations of
electronic structures and molecular dynamics. It has a highly flexibility of using
either DFT or Hartree-Fock approximation [112]. Further, hybrid functionals, Green
functions method and many-body perturbations theory are also available in VASP.
It is very efficient for parallel calculations which allows for large systems of the order
of hundreds or 1000 of atoms.
In VASP, the interactions between electrons and ions are addressed using ul-
trasoft pseudo potentials (USPP) [113, 114] or projector augmented wave (PAW)
[99, 115] method in VASP. The later is much accurate but more expensive than
former. It uses plane wave basis set to represent atomic orbitals, which makes com-
putationally economic to solve Hamiltonian operations since it is easy to transform
of wave-functions between reciporcal and real spaces through fast Fourier transform
(FFT) technique [116]. It is also overcome the wave-function derivative term in the
calculations of the energy’s first derivative. It has already been successfully employed
to number of different systems including crystal systems, amorphous systems, metal-
lic and semiconducting surfaces, biomolecules etc. But, the employ of plane wave as
basis set also brought limitations, such as its deficiency in calculating core level spec-
tral properties of large complex systems due to the constraint of the energy cutoff and
in probing fine details of electronic structures. In addition, it increases the difficult to
obtain the detailed in formation in the electronic structure. In order to compensate
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these disadvantage, other ab initio DFT packages the OLCAO have been used.
To solve the difficulties related with plane wave basis set, it used pseudo-
potential and pseudo-wavefunction approach, which is constructed from spherical
Bessel functions to describe the core electron. Pseudo potential is very efficient to
replace the all electron atomic potential to the core electron. It eliminates core
electrons and valence electrons are described by nodeless pseudo wavefunctions. In
this method, the valence electrons are dealt with explicitly, and core electrons are
considered as frozen, therefore being together with the nuceli consider as rigid non-
polarizable ion. The pseudo-potential are obtained from atomic reference states, that
requires all electron valence eigenstates have the same energies and amplitude outside
a chosen core cutoff radius. Pseudo-potential with shorter cutoff radius are said to
soft, which is more easily converge but less transferable and less accurate to reproduce
realistic feature in different environment.
In VASP, efficient schemes of iterative matrix-diagonalization are available
to calculate ground state energy. It is done either by the residual minimization
method with direct inversion of iterative subspace (RMM-DIIS) or blocked Davidson
algorithms [117, 118]. The blocked Davidson algorithm is stable but slow whereas
RMM-DIIS is significantly faster. But, combination of them is highly appropriate
for large system to speed up the self-consistency. VASP is accurate and efficient for
relaxation and geometry optimization. VASP has few choices in controlling how the
ions are updated and moved in the process of relaxation.Structure optimization is the
optimizing of the cell parameter with or without the cell constrains at the zero kelvin
(0K). Actually, relaxation is depended on three options, i.e. optimizing atom position,
allowing cell shape change and allowing cell volume to change. The combination of
three options can be employed in the case of fully relaxing the structure which gives
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the ground state’s energy and the equilibrium lattice parameter of the system. During
relaxing atomic positions, atoms are allowed to move until the residual forces between
any atoms are smaller than the convergence in eV/A˚ .
3.4 Orthogonal Linear Combination of Atomic Orbitals (OLCAO)
The OLCAO package is used to calculate electronic structure, partial charge,
nature of bonding of the models. This package is based all-electron method with the
density functional theory using local density approximation (LDA) and developed
entirely at UMKC. The use of atomic orbitals for the basis expansion in the method
is better suited to represent molecular wave functions for large systems. The OLCAO
is extremely efficient and versatile for the calculation of electronic structures due to
the flexible choice of the basis set. In combination with VASP, the OLCAO method
has been successfully employed in the study of many complex inorganic systems such
as ceramic [119, 120], glass [121, 122] and cement [123] as well as organic crystals
[124] and biomolecules such as DNA [125, 126] collagen, protein [127, 128], drug-DNA
complexes [129] and protein-RNA complex [130]. This method is particularly efficient
for the calculation of electronic structure of large complex systems especially in the
case of biomolecules . Over the year, this method has be systematically upgraded
and refined in term of computational efficiency, accuracy, ease of use and its range of
applicability.
The OLCAO method is derived from the traditional LCAO method with the
additional of numerous modifications and extensions. The solid state wavefunctions
φnk(r) are expanded in atomic orbitals with Bloch functions which consist of Gaussian
type orbitals (GTOs) and spherical harmonics appropriate for the angular momentum
quantum number and written as:
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φn,k(r) =
∑
i,γ
Cni,γ(k)bi,γ(k, r) (3.44)
where, γ is the serial number of the atoms, i is the orbital quantum number, n is
band index, k is the wave vector and bi,γ(k, r) is the Bloch functions and written as,
bi,γ(k, r) = (
1√
N
)
∑
v
ei(k.Rv)ui(r−Rv − tγ) (3.45)
The Rv is the lattice vector and tγ is the position of the γ
th atom in the cell. The
ui(r) is the linear combination of atomic orbitals. It consists with both radial and
angular part and can be written as,
ui(r) =
 N∑
j=1
Ajr
le(−αjr
2
)
 .Yml (θ, φ) (3.46)
Where i represents the quantum numbers n; l; and m. The N is number of GTOs and
the set αj are predefined usually guided by past experience and are distributed in ge-
ometric series ranging from αmin to αmax . The first term,
[∑N
j=1Ajr
le(−αjr
2
)
]
is the
radial part of the expression and it is a linear combination of Gaussian type orbitals
(GTOs). The representation by GTOs greatly simplifies the evaluation of orbital in-
teraction integrals because the product of two GTOs can be transformed into a new
GTO and the integration and differentiation are also quite concise mathematically.
The second term, Yml (θ, φ) is the angular parts, by spherical harmonics.
The GTO in Eq (3.46) is characterized by a decaying exponent αj . The way
αj are chosen for preparing uj deserve some comment. The simple way is to choose a
set of predetermine exponential αj ranging from minimum αmin to maximum αmax
distributed in a geometric series. The number of exponents N used for each atomic
orbitals and αmin and αmax and they are different from one element to another and
usually guided by experience. The values for N are from 16 to 30 and αmin and αmax
are 0.15 and 106 or 107 . A database of these parameters for almost all the elements
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in the periodic table has been calculated and updated during previous calculations
of various substances by Electronic structure group (ESG) at UMKC. To reduce
the computational cost of evaluating the analytical integrals, usually, the sets of N
and αj are kept fixed for each individual type of atoms and their orbitals, enabling
calculations of larger and more complicated systems. Once the exponential set αj
has been fixed, the expansion coefficient Aj can be obtained in several ways.
The atomic orbitals ui(r) are core orbitals, occupied valence orbitals and ad-
ditional number of empty orbitals. Depending on the nature of the materials and size
of the of the model, we have used three different types of basis sets for calculation.
When only core orbitals and valence orbitals are included, it is called a minimal basis,
which is suitable for large amorphous systems. A full basis, which further includes
the next unoccupied orbital, is commonly applied to a smaller system. And, in the
case of spectral calculation, another level of unoccupied orbital is added to form an
extended basis. There is a great deal of flexibility in the choice of atomic basis set for
a given problem with good balance between the accuracy needed and the computa-
tional time it will take. In OLCAO method the potential is constructed according to
LDA of density functional theory. It solves iteratively the one-electron Kohn-Sham
equation, which is written as:
[−−→∇2 + Ve−n(r) + Ve−e(r) + Vxc + [ρ(r)]]Φnk(r) = EnkΦ(r)(3.47)
where −−→∇2 is the kinetic energy and Ve−n , Ve−e , and Vxc[ρ(r)] are the electron-
nuclear, electron-electron coulomb, and exchange-correlation potential energy respec-
tively. They depend on the ρ(r) =
∑
occ |Φnk(r)|2 so that Eq (3.47) can be solved self-
consistently.
The LDA in DFT assumes that the exchange-correlation potential effectively
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includes the many body interaction, which is obtained exchange-correlation functional
εxc for the exchange- correlation energy Exc(r) and can be written as
Exc(r) = (r)
∫
ρ(r)εxc[ρ(r)]dr (3.48)
with vxc(r) becomes:
vxc(r) =
d(ρ(r)εxc[ρ(r)])
dρ
= −3
2
α[
3
pi
ρ(r)]
1
3 (3.49)
The simplest form of exchange correlation energy is obtained with α equal to ( 2
3
) by
the Kohn-Sham approximation. There are many other forms of vxc(r) in the LDA
which were obtained different aimed for improving the the exchange-correlation energy
by making more accurate result. The total energy of the system can be calculated
from,
ET = Σ
n,k
occEn(k) +
∫
ρ(r){εxc − vxc − ve−e
2
}dr + 1
2
Σγ,δ
ZγZδ
Rγ −Rδ (3.50)
where the first term is the sum over one electron states and the lat term is sum
over the lattice. The ( 1
2
) accounts for the double counting in the coulomb potential.
The total energy is a very important physical quantity for electronic structure of a
system. In the OLCAO method, total energy is used as criteria for convergence in
self-consistence potential.
The OLCAO method is used to calculate various electronic properties such
as band structure and band gap, density of states and its partial components, effec-
tive charge and bond order, optical properties and dielectric function. Without any
assumption on the atomic size or radius, the quantitative evaluation of the effective
charge and bond order is one of the most useful features of the OLCAO method. The
effective charge (the amount of present charge) can be used to calculate the charge
transfer and the bond order is often a measure of the bond strength in systems. Effec-
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tive charge (Q*) is the number of electronic charge associated with an atom. The Q*
is calculated using Mulliken scheme [131]. In Mulliken scheme, the fractional charge
ρni,α for i
thh orbital of the αth atom of the normalized state Φn(r) with energy En
can be expressed using following equations:
1 =
∫
|Φn(r)|2dr =
∑
i,α
ρni,α (3.51)
ρni,α =
∑
j,β
C∗ni,αC
n
j,βSiα,jβ (3.52)
where S is the overlap matrix between α and β atoms with orbitals i and j. The
C values are the eigenvector coefficient of the nth state wavefunction. From the
definition of fractional charge in Eq (3.52) the Q* on each atom can be obtained by
summing over all occupied orbitals which is expressed as:
Q∗α =
∑
i
∑
n,occ
∑
j,β
Cn∗i,αC
n
j,βSiα,jβ (3.53)
The calculation of Q* on each atom is important for the partial charge dis-
tribution of a system. The deviation of Q* from the neutral atom (Q0) is usually
referred to as partial charge (PC) or the charge transfer on that atom, or ∆Q =
(Q0–Q∗). A negative ∆Q implies the gain of electron or electronegative and a pos-
itive ∆Q means a loss of electron or electropositive. Partial charge distribution on
biological macro-molecules such as nucleic acids, proteins and their complex is an
important segment of biophysical research because of its implications on long-range
electrostatic and polar interactions. It is also the important factor for a reactivity of
a molecule.
The another important physical quantity calculated from the Mulliken pop-
ulation analysis is bond order (BO) which measures the relative strength of a bond
between two atoms. The BO between atom α and β atom is expressed as:
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ρα,β =
∑
n,occ
∑
i,j
C∗ni,αC
n
j,βSiα,jβ (3.54)
where Cnj,β are the eigenvector coefficients of the n
th state, jth orbital, and βth atom.
Siα,jβ are the corresponding overlap integrals.
The Mulliken schemes are basis dependent. The minimal basis (MB) as a
localized basis is usually adopted in the calculation of effective charge and bond
order. In this research as well as in many recent studies [125, 129, 130, 132], we used
same well-tested MB. Although there are other more accurate and elaborate methods
for calculating PC or BO, they are by necessity limited only to small molecules with
simpler structures. For the present large biomolecular system, our methods that
provide the PC and BO values with sufficiently accurate for the proper quantitative
description.
CHAPTER 4
COMPUTATIONAL MODELING AND METHODS
4.1 General Consideration
The present work is aimed to advance the ab initio quantum mechanical
methodology in the context of advanced modeling of biomolecular assembly with
the goal of understanding protein-RNA interactions in their simplest form, i.e., the
assembly and packing of viral nucleo-components. We report the results of ab initio
DFT calculations of the electronic structure and bonding using bacteriophage MS2
as a model system. Specifically, we considered the four models of capsid protein RNA
complex with variation of ssRNA structure. Because of computational limitations,
these calculations are restricted to a single subunit of an asymmetrical unit of the
virus, including an MS2 CP monomer and associated ssRNA. Still, this appears to be
largest ab initio quantum computation performed on a complex biomolecular system
to date. The high-quality quantitative results enable us to elucidate the molecular
determinants of the PS in viral assembly, allowing us to propose that they are based
on the PC and the inter-facial HB distributions. We address the issues of sequence-
specific differences of CP-RNA complex formation, the distribution of partial charge,
and the details of the inter-atomic HBs in the complex, providing much needed in-
sights into the mode of action relevant to PSs in viral self assembly through a purely
fundamental computational route. Specifically, the difference between the two CP-
RNA complexes studied stems from the differences in strength and number of HBs
at the interface.
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4.2 Structural Modeling
The viral capsid of MS2 with associated RNA stem-loops (biological unit) con-
tains 60 identical units (called asymmetric units), in a quasi-equivalent T=3 isosahe-
dral shell. An asymmetric unit consists of three identical MS2 CP chains (A, B, C)
and two identical single-stranded RNA (ssRNA) chains (R, S). In our computational
models, we have taken the MS2 CP chain ‘A’ and the single-stranded RNA R in both
cases, which includes the loop binding site of RNA to protein. The models with sub-
units A/R and C/S would be computationally just as feasible, but we do not expect
any fundamental differences and relegate the comparison of the details to a subsequent
publication. The icosahedral viral capsid in the ribbon form is depicted in Figure
2(a) showing 60 copies of the subunits (Figure 2(b)) symmetrically replicated.
Figure 2. The structure of icosahedral viral capsid of MS2 coat protein (CP)-RNA
complex with, (a) biological unit (60 copies of asymmetrical unit) and (b) asymmet-
rical unit and (c) monomer unit. The ribbon denotes the MS2 CP, and the ribbon
with tile denotes ssRNA.
The sequence specific interaction between a coat protein and a 19-mer RNA
stem-loop operator, which leads both translation repression of the viral replicase gene
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and acts as initiator of phase assembly. We have considered four different structures
of RNA stem-loops with the different loop motif and adenine (A) in bulge position.
We have taken wild type loop motif ”AUUA” (Model M1) and its highest affinity
loop motif ”AUCA” (Model M2). We have also taken mutate form of highest binding
loop motif AUCA (Model M3) and three-base loop motif ”UCA” (Model M4) with
the same MS2 CP to investigate the sequence-specific CPRNA interaction of this PS
recognition motif. The structure and sequence of ssRNA in four models are shown in
Figure 3.
Figure 3. Structure and different sequence motifs of ssRNA in four models, (I) M1
(1ZDI), (II) M2 (IZDH), (III) M3 (5MSF), and (IV) M4 (6MSF). Note, the paren-
thesis indicates the PDB ID for corresponding ssRNA .
There are two important binding sites in the high-affinity PS TR (one in
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the loop and the other in the bulge positions). Strictly speaking, a single ssRNA
stem-loop and CP monomer within the asymmetric unit are not sufficient to in-
clude both binding sites, which require that two CP monomers forming a dimer
in that unit be used to include both high affinity sites. Because of computational
limitations, we have to restrict our four models to the CP monomer so that only
the loop binding site can be probed. However, most PSs in the ensemble do not
have the bulge binding site [A−10 ] so that this restriction provides an appropri-
ate and crucial scenario for the study of PSs overall. The initial structures of
the asymmetric unit of the four models are taken from Protein data bank (PDB)
[101]. The number and sequence of amino acids of MS2 CP are identical in all
four model. There are 129 amino acids have the sequence, ”ASNFTQFVLVDNG-
GTGDVTVAPSNFANGVAEWISSNSRSQAYKVTCSVRQS SAQNRKYTIKVEVP-
KVATQTVGGVELPVAAWRSYLNMELTIPIFATNSDCELIVKAMQGLLKDGNP IP-
SAIAANSGIY”. The sequences for nucleotides are differnet in four model. The PDB
data also contain water molecules included in the calculations. To counterbalance
the negatively charged at phosphate (PO4 ) group, the same number of Na atoms
are added in the vicinity of each PO4 group in accordance with the general scheme
adopted for nucleobase biomolecules [125, 126, 133].
(I) Wild Type Stem-Loop Model (M1 or 1ZDI): The wild type consists
with tetra-base loop (AUUA) and adenine at bulge position (A−10 ). It has three
unpaired adenines (4 and 7 in the loop and 10 bulge in the stem) together with a
pyrimidine (U−5 ). In the wild-type complexes, 16 nucleotides are well defined. The
three nucleotides A−13 to G−11 pair with U+2 to C−1 ; G−9 and G−8 pair with
C−2 and C−3 , respectively, which is stable intramolecular base-pairing (see Figure
3(I)). The base of the nucleotide A−10 bulges out from the stem. Base-stacking
48
arrangements in the nucleic acid start with the pyrimidine ring of U, which stacks
onto the unpaired A−7 , which in turn stacks on G−8 and the rest of the 5’ side
of the stem, G−9 to A−13 . The remaining two bases in the loop are not involved
in stacking. The RNA conformation at the bulged nucleotide A−10 is stabilized by
hydrogen bonds between the 2’ hydroxyl group of nucleotide -11 and the 5’ oxygen
and one of the phosphate oxygen atoms of G−9 .
Figure 4. Structure of MS2 CP-RNA complex with protein subunit A and RNA
subunit R in Model M1 (1ZDI), (a) Monomer of CP-RNA complex (b) Structure
and sequence of RNA. In (a) the red ribbon denotes the MS2 CP, the ball and stick
denotes for nucleotides of RNA, Purple spheres are for Na, and Stick represents the
water molecules.
The initial structure of the asymmetric unit of the wild-type stem-loop RNA
and coat protein complex is taken from PBD with ID 1ZDI [39], which has three
coat protein A, B, C and two ssRNA R, S. We have taken only A/R subunit as a
monomer CP-RNA complex and called model M1. The Wild-type RNA has sequence
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5’-AUGAGGAUUACCCAUG-3’ with 16 PO4 group. To compensate negative charge
at PO4 group, we have added Na ions near the group. There are one coat protein
(129 amino acids), one ssRNA (16 nucleotides), 49 water molecules and 16 Na atoms,
thus it has total 2607 atoms. The structure of the MS2 CP-RNA complex for M1
model is shown in Figure 4.
(II) C- variant Stem-Loop Model (M2 or 1ZDH): The replacement of
pyrimidine of uridine (U) with cytosine (C) at position -5 in wild-type operator is
called C-variant structure, which is higher binding to coat protein (see Figure 3(II)).
It consists with tetraloop (AUCA) and also adenine at bulge position ( A−10 ). It has
also three unpaired adenines (4 and 7 in the loop and 10 bulge in the stem) together
with a pyrimidine (C−5 ). In the C−5 variant, the 4-amino group of the -5 base forms
an additional hydrogen bond with O1P of U−6 . Hydrogen bonds between phosphate
oxygen atoms and bases have been found to stabilize turns in RNA.
The initial structure of the asymmetric unit of the C-variant operator RNA
and coat protein complex is taken from PBD with ID 1ZDH [39], which has three
coat protein A, B, C and two ssRNA R, S. We have taken only A/R subunit as a
monomer CP-RNA complex and called model M2. The C-variant RNA has sequence
5’-UGAGGAUCACCCA-3’ with 13 PO4 group. To compensate negative charge at
PO4 group, we have added Na ions near the group. There are one coat protein (129
amino acids), one ssRNA (13 nucleotides), 49 water molecules and 13 Na atoms, thus
it has total 2496 atoms. The structure of the MS2 CP-RNA complex for M2 model
is shown in Figure 5.
(III) F5 aptamer Stem-Loop Model (M3 or 5MSF): The F5 aptamer
consists of tetra-base loop (AUCA) and adenine at -10 position. It is mutated form
of C-variant of a secondary RNA structure as a “operatorlike” conformation, which
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Figure 5. Structure of MS2 CP-RNA complex with protein subunit A and RNA
subunit R in Model M2 (1ZDH), (a) Monomer of CP-RNA complex (b) Structure
and sequence of RNA, In (a) the red ribbon denotes the MS2 CP, the ball and stick
denotes for nucleotides of RNA, Purple spheres are for Na, and Stick represents the
water molecules.
contains the non-WatsonCrick pair(G−11 -A1 ) (see Figure 3(III)) and the remaining
base pairs are in the form of WatsonCrick pairs in the stem apart from a single
overhanging 3’ guanine.
We have started structure of the asymmetric unit of the C-variant operator
RNA and coat protein complex is taken from PBD with ID 5MSF [134], which has also
three coat protein A, B, C and two ssRNA R, S. We have taken only A/R subunit as
a monomer CP-RNA complex and called model M3. The F5 apatamer has sequence
5’-CCGGAGGAUCACCACGGG-3’ with 17 PO4 group. To compensate negative
charge at PO4 group, we have added Na ions near the group. There are one coat
protein (129 amino acids), one ssRNA (18 nucleotides), 33 water molecules and 17
Na atoms, thus it has total 2626 atoms. The structure of the MS2 CP-RNA complex
for M3 model is shown in Figure 6.
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Figure 6. Structure of MS2 CP-RNA complex with protein subunit A and RNA
subunit R in Model M1 (5MSF), (a) Monomer of CP-RNA complex (b) Structure
and sequence of RNA, In (a) the red ribbon denotes the MS2 CP, the ball and stick
denotes for nucleotides of RNA, Purple spheres are for Na, and Stick represents the
water molecules.
(IV) F6 aptamer Stem-Loop Model (M4 or 6MSF): The F6 apatamer
has three-base loop motif (UCA) and adenine at -10 position (A−10 ). The residue of
G−7 stacks as in wild type operator but also makes a Watson-Crick base pair with
C−3.5 , which doesnot exist in wild type (see Figure 3(IV)). Thus, in the F6 apatamer
structure the base G−7 fullfiled both role of A−7 and G−8 in wild type structure.
It has three-base pair at loop and A−10 , and has been shown to be detrimental for
coat protein binding but this problem overcome by small movement of G−7 , which
maintain optimal separation of bases at -4 and -10. Therefore, the number of bases
separating A−4 to A−10 is critical factor, rather than the length of intervening base
paired stem.
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The initial structure of the asymmetric unit of the F6 apatamer and coat
protein complex is taken from PBD with ID 6MSF [135]. We have chosen A/R
subunit as a monomer CP-RNA complex and called model M4. The F6 apatamer
has sequence 5’-CCACAGUCACUGGG-3’ with 13 PO4 . To compensate negative
charge at PO4 group, we have added Na ions near the group. There are one coat
protein (129 amino acids), one ssRNA (14 nucleotides), 25 water molecules and 13
Na atoms, thus it has total 2465 atoms. The structure of the MS2 CP-RNA complex
for M4 model is shown in Figure 7.
Figure 7. Structure of MS2 CP-RNA complex with protein subunit A and RNA
subunit R in Model M4 (6MSF), (a) Monomer of CP-RNA complex (b) Structure
and sequence of RNA, In (a) the red ribbon denotes the MS2 CP, the ball and stick
denotes for nucleotides of RNA, Purple spheres are for Na, and Stick represents the
water molecules.
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4.3 Structural Relaxation
The structural relaxation is the process of finding the minima energy on the
mesh surface. The structure with minimum energy is called equilibrium structure
where force on each atom close to zero. This is a vital step in computational simula-
tions because the atomic position determine several physical and chemical properties.
The accurate positions of atoms help to determine physical and chemical properties
correctly. To perform structural relaxation, the forces in each atom necessary to be
evaluated first using derivatives of the total energy. The atoms are shifted to the
equilibrium position where the force is zero. With the new structure configuration,
new potential can be got followed by new forces exerted on the atoms. This process
will be done many times and the difference between the new energy and previous one
will fall into the accepted convergence limit. Then, the structural relaxation supposed
to be done.
To perform a VASP relaxation, there are four input files. The POSCAR file
contains the lattice vectors and atomic coordinates of the initial structure. The
POTCAR file contains the atomic potentials for all types of elements present in the
initial structure. The sequence of the potentials listed in the POTCAR has to be
consistent with that of the atomic coordinates in the POSCAR. The KPOINTS file
specifies the k-point mesh for the evaluation of the total energy. For calculations of
structures with different cell sizes the meshes need to be set in the way that the k-point
densities in the reciprocal lattices of the structures are close to each other. Defining
k-points is also an important factor to obtain quality results. Choosing k-points in
each direction depends on the size of the cell and the type of material. Number of
k-points has a linear scaling with the computational cost. Lastly, the INCAR file is
a list of parametric configurations controlling how the simulation will be performed
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out. It comes with a standard set of default values which can be manually changed
according to the nature of a particular simulation. In present study, the monomer
models after constructing are fully relaxed using the DFT based method. The relaxed
structures are summarized in Table 1.
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We have used the Vienna ab initio simulation package (VASP) which has
been highly effective for structure relaxation. We used the projector augmented
wave (PAW) method with Perdew-Burke-Ernzerhof (PBE) [108] potential for the ex-
change correlation functional within the generalized gradient approximation (GGA).
We employed a relatively high energy cutoff of 500 eV, and the electronic convergence
criterion was set at 10−5 eV. The force convergence criteria for ionic relaxation was
set at 10−3eV/A˚ . We have used single k-point calculations because our models are
in the form of large supercells; thus, a single k-point calculation at the zone cen-
ter is sufficient. Similar structural relaxation for other large complex biomolecular
systems has been successfully demonstrated in our other recent studies. All VASP
calculations were carried out at the National Energy Research Scientific Computing
(NERSC) facility at Lawrence Berkeley Laboratory.
4.4 Electronic Structure Calculation
Understanding electronic properties of complicated biological macromolecules
gives insight into the interactions between them. These are essential for unraveling
important life processes such as replication, transcription, and repair [136]. It also en-
ables tools to be developed for their control and modification through rational design
of drugs and other mesoscale structures that improve the functionalitiesthat depend
on them. Advanced quantum mechanical ab initio methods are essential for accurate
calculation of the electronic structure of any molecule [137]. However, most ab initio
calculations of biomolecular systems focus on small fragments of molecular structure
or are limited to well-known structural subunits,and they seldom venture into the
realm of more realistic biomolecules that require robust large-scale computations.
In this research, the ab initio OLCAO method [100] is used for electronic
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structure calculations for all of our models after VASP relaxation. There are many
advantages of the OLCAO method, such as flexibility of the basis choice, lower com-
putational cost, and ease of analysis using the Mullikan scheme [131]. It is highly
efficient for electronic structure calculations such as density of states, partial charge,
and bonding properties of large complex biomolecules. The OLCAO is an all-electron
method using local density approximation (LDA) of DFT. It employs Gaussian-type
orbitals (GTO) for the atomic basis set. Depending on the nature of the investiga-
tion and the size of the model, three types of basis sets with different numbers of
atomic orbitals can be used for the calculations. The minimum basis (MB) includes
the core orbitals and the occupied or unoccupied orbitals in the valence shell. If ad-
ditional empty orbitals of the next unoccupied shell are added to it, then this basis
is referred to as the full basis (FB). In the present calculations, FB was used for the
determination of the self-consistent potential. A MB was used for the calculation
of partial charge (PC) and bond order (BO) values. These data for the basis set
are carefully constructed and well-tested for each atom within the database of the
OLCAO package.
(I) Partial charge (PC) distribution: The partial charge distribution on
biological macromolecules such as proteins, DNA, RNA and their complex is an im-
portant segment of biophysical research because of its implications on long-range
electrostatic and polar interactions [138–140]. We have demonstrated that accu-
rate values for PC on each of the structural components in biomolecules such as
nucleotides, amino acids, ions and water can be obtained easily using the OLCAO
method [125, 127, 128, 141]. We start with the calculation of atomic effective charge
Q* using Mullikan scheme and written as,
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Q∗ = ∑
i
∑
n,occ
∑
j,β
Cn∗i,αC
n
j,βSiα,jβ (4.1)
where Cnj,β are the eigenvector coefficients of the nth state, jth orbital of the
β th atom. The Siα,jβ are the corresponding overlap integrals. The PC (∆Q) for
every atom in the four CP-RNA models. By adding the atomic PC for all atoms
within each structural components (nucleotides and amino acids), we obtain the PC
distribution on the CP-RNA models.
(II) Inter-facial Hydrogen Bonding Network: The nature of inter-atomic
bonding is an important topic on the electronic structure of CP-RNA. Despite the
generally acknowledged significance of the hydrogen bonding for all biomolecular sys-
tems, few studies have ever touched this topic in a detailed quantitative manner and
none for CP-RNA. We have calculated the BO values that quantify the strength of
bonds, between all pairs of atoms in the CP-RNA models according to:
ρα,β =
∑
n,occ
∑
i,j
C∗ni,αC
n
j,βSiα,jβ (4.2)
where Cnj,β are the eigenvector coefficients of the n
th state, jth orbital, and th atom.
Siα,jβ are the corresponding overlap integrals.
Our calculation mainly focus on the nature of the inter-facial hydrogen bonding
in the CP-RNA complex, and the role played by it in the interface. Experimentalist
believes that hydrogon bonding at interface plays significant role to control for the
stability and self assembly process in viruses. Understanding of inter-facial H-bonds
network in CP-RNA complex is very vital for unraveling packing signal hypothesis in
virus assembly mechanism.
CHAPTER 5
RESULTS AND DISCUSSION
5.1 General Consideration
In this chapter, we present and discuss the main finding of the this work. We
have studied the electronic structure, partial charge distribution and nature of bond-
ing for different monomer models of MS2 CP-RNA complex. We have calculated the
Partial charge for each atoms and sum of them in corresponding structural such as
protein, RNA, water and ions. We have also calculated PC of amino acids and nu-
cleotides within structural units for all monomer models. We have also carried out the
partial charge distribution on each atoms with help of effective charge (Q*). The Q*
are calculated according to Mullikan population analysis which provides information
on the charge transfer between atoms. The deviation of charge from that of neutral
atom (Q0 with effective charge (Q*) in unit of electron is called partial charge on an
atom. It is denoted by ∆Q = (Q0 −Q∗) (i.e.−∆Q = gain of electron or electroneg-
ative and +∆Q = loss of electron or electropositive). It can be used to estimate
electrostatic interaction in intermolecular interaction, which is the important factor
for a reactivity of a molecule.
Furthermore, We have calculated bond order distribution each pair of atoms.
The bond order is calculated with Eq 4.2. The role of hydrogen bonding for all
biomolecular systems is very significant for binding mechanism. Therefore, we are
mainly focus on inter-facial hydrogen bonding network between MS2 CP and RNA.
We have calculated the bond order (BO) values of them to quantify the strength of
bonds. In the present study, the well-tested MB has been used for all four models.
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Although there are other more accurate and elaborate methods for calculating BO,
they are by necessity limited only to small molecules with simpler structures. For
the present large biomolecular system, our methods that provide the PC and BO
values with accuracies up to two-to-three decimal points are sufficiently accurate for
the proper quantitative description.
5.2 Results of Wild Type Stem-Loop Model
The initial structure of the asymmetric unit of wild-type stem loop is taken
from PDB ID 1ZDI. We have already discussed in chapter 4 for the modeling of
its monomer (see detail in Chapter 4.2) and called model M1. After modeling M1
then fully relaxed it through highly accurate DFT based quantum package VASP (see
detail in Chapter 4.3). We have used relaxed structure as a input for the electronic
structure calculation through all electron OLCAO method.
Figure 8. Calculated atomic partial charge distribution on MS2 CP-RNA complex
of 1ZDI. For P, the plotted data ∆Q is reduced by 1 electron in order to have a better
display in the figure.
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Figure 9. Calculated partial charge distribution in residues of (a) MS2 CP, and (b)
ssRNA in 1ZDI model.
Firstly, we have calculated the atomic PC for all atom in M1 through OLCAO
method and are displayed in Figure 8. It shows that all H, Na and P atoms has
positively charge and N and O atoms are negatively charge except couple of atoms.
The C atoms have both positively and negatively charge according to their local
bonding. We have also resolved atomic PC into each amino acids and nucleotide by
adding the atomic PC in each residues and tabulated in Table S1 and Table S2 in
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Appendix B and displayed in Figure 9. It shows that all ARG, and LYS are highly
positively charge and ASP and GLU highly negatively charge except GLU76. The
terminal amino acids ALA1 and TYR129 are also highly electropositive and highly
electronegative, respectively. The PC of other amino acid has in between -0.20 to
+0.20 or nearly zero. Similarly, the PCs of all nucleotide in RNA are negatively charge
with different magnitudes. It is found that nucleotide of A−4 has most negatively
charge, which has also more inter-facial HBs with CP and will discuss later.
Table 2. The partial charge (∆Q) distribution in structural units of MS2 CP-RNA
complexes.
Models 1ZDI 1ZDH 5MSF 6MSF
Coat Protein 0.3087 0.3013 0.6788 0.9152
ssRNA -14.3991 -10.7660 -14.6928 -12.2951
water 1.7633 -0.4533 -0.1775 -0.2902
Na ions 12.3275 10.6183 14.1928 10.0904
Furthermore, we are considered CP, ssRNA, water, and Na atoms different
structural units of model. We have calculated PC of each structural unit and tabu-
lated in Table 2. It shows that CP, water and Na-atoms has electro-positive with
values 0.3087, 1.7633 and 12.3275 respectively and only ssRNA has electro-negative
with value -14.3991. The PC distribution plotted on the solvent excluded surfaces
for 1ZDI is displayed in Figure 10(a). This may be the first time such color-coded
maps are displayed based on actual quantitative data for the PC and not on the per-
ceived charge or the charge inferred from experiments for different structural units,
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as routinely displayed in the literature for large complex biomolecules. We also note
that there are positively and negatively charges differences in the PC distribution
in the inter-facial region of the protein and the RNA. It indicates that the strong
electrostatic interaction occurs at interface between CP and ssRNA and eventually
plays significant role to bind each other.
Figure 10. The partial charge distribution with solvent accessible surface on MS2
CP-RNA complex of (a) 1ZDI, (b) 1ZDH, (c) 5MSF, and (c) 6MSF models. The
color bar on right side indicates the averaged partial charges from red to green to
blue (RGB).
It is well known that HB holds the key to the understanding of many intrigu-
ing phenomena in biomolecular systems. The strength of HBs are dependent on a
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two factors, one is the difference in electronegativity of the atom that hydrogen is
attached and other is the radius of the acceptor. Unfortunately, most of such expla-
nations are based on the structural data of HB lengths and their locations without
any quantitative information on the HB strength, which depends not just on the sepa-
ration between H and anions (O or N), but also on their local environments. We have
obtained the quantitative information for all HBs using the ab initio computational
approach.
Figure 11. The hydrogen bonding distribution at the interface of MS2 CP and ss-
RNA in wild type stem-loop (1ZDI) model.
We have calculated all HBs in the system of 1ZDI and shown in Figure S1 (a)
in Appendix B. For the packing signal inter-facial H-bond network between CP and
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ssRNA plays important role. The result for HBs at the inter-facial region between
the CP and the ssRNA for 1ZDI is tabulated in Table S3 and shown in Figure
11 in the form of bond order (BO) vs. bond length (BL) plot. Our result shows
that there are total 18 HBs within range of 3 A˚ . Among them 16 are 0 · · ·H bonds
and 2 are N· · ·H bonds. It also shows that the strongest and shortest HB is formed
in between TYR85 and U−5 with bond length 1.57 A˚ and bond order 0.1090. The
bonds between LYS43-A−4 and SER51-A−13 are relatively stronger HBs. Figure
11 indicates that most of the inter-facial HBs are formed by A−4 , U−5 and A−13
nucleotides of RNA. The LYS43, THR45, LYS57,THR59, LYS61, ARG49, TYR85
ASN87 amino acids have interface HBs with nucleotides of ssRNA. It clearly shows
that most of the inter-facial HBs are formed between positively charge amino acids
and negatively charge of phosphate region of nucleotides. We have summed up all
BO values of inter-facial HBs and called total BO (TBO) and tabulated in Table
3. This is very important quantum quantity, which measure the strength of binding
between CP and RNA. The TBO of inter-facial HBs of 1ZDI model is 0.49. of The
actual HB distribution in the inter-facial region of model 1ZDI case is displayed at
Figure 12, which gives further insights and detail information of the local geometry
and residues associated with the key HBs.
Table 3. Inter-facial total bond order (TBO) between CP-ssRNA complex in differ-
ent monomer models
Models 1ZDI 1ZDH 5MSF 6MSF
Inter-facial TBO 0.49 0.30 0.48 0.65
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Figure 12. Hydrogen bonding network at the interface of MS2 CP and RNA of 1ZDI
model.
5.3 Results of C-Variant Wild Type Model
This is a sequence of wild-type stem-loop where U−5 has been substituted
by C for tighter binding. The initial structure of the asymmetric unit of C-variant
wild-type stem loop is taken from PDB ID 1ZDH. We have build monomer model of
it and called model M2 (see detail in Chapter 4.2). After modeling M2, we have
fully relaxed it through highly accurate DFT based quantum package VASP. We
have also used relaxed structure it as a input for the electronic structure calculation
through OLCAO method. We have calculated the PC on each atom in 1ZDH using
OLCAO method and displayed in Figure 13. It shows that all H, Na and P atoms
has positively charge and N and O atoms are negatively charge. The C atoms have
both positively and negatively charge according to their local geometry.
Moreover, we have calculated PC of each amino acids and nucleobase by adding
the atomic PC within each unit and tabulated in Table S1 and Table S2 at Ap-
pendix B. The PC distribution of amino acids and nucleotide of ssRNA of 1ZDH
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Figure 13. Calculated atomic partial charge distribution on MS2 CP-RNA complex
of 1ZDH. For P, the plotted data ∆Q is reduced by 1 electron in order to have a
better display in the figure.
is presented with bar diagram and displayed in Figure 14. Most of the ARG and
LYS amino acid has highly electropositive and ASP and GLU are electronegative
charge. The terminal amino acids ALA1 and TYR129 are also highly electropositive
and electronegative charge respectively. Similarly, We have found that the PCs of
all nucleotides in RNA are negative with different magnitudes. It is seen that U−12
has most and A1 has least electronegative charge. Furthermore, we have evaluated
PC of each structural unit and tabulated in Table 2. It shows that CP, and Na-
atoms has electro-positive with values 0.3013, and 10.6183 respectively and ssRNA
and water has electro-negative with value -10.7660 and -0.4533 respectively. Finally,
we displayed the PC distribution as a solvent excluded surfaces for M2 and shown in
Figure 10(b)
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Figure 14. Calculated partial charge distribution in residues of (a) MS2 CP, and (b)
ssRNA in 1ZDH model.
To locate the binding site of CP MS2-RNA complex, we have calculated all
HBs in the 1ZDH and displayed in Figure S1 (b) in Appendix B. We have resolved
it at interface of CP and RNA for understading of packing signal since inter-facial
H-bond network between CP and ssRNA plays important role on it. The results for
HBs at the inter-facial region between the CP and the ssRNA for 1ZDH is tabulated
in Table S4 and diplayed at Figure 15 in the form of bond order (BO) vs bond
length (BL) plot. Our result shows that there are total 11 HBs within range of 3
A˚ . Among them 8 are 0 · · ·H bonds and 3 are N · · ·H bonds. It is observed that
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the bonds between LYS43-A−4 has strongest and shortest with bond length 1.53 A˚
and bond order 0.0940. The N· · ·H bonds between THR45-A−4 and O · · ·H bonds
between GLU63-C−5 are relatively stronger HBs. Figure 15 indicates that most
of the inter-facial HBs are formed by A−4 , C−5 and U−12 nucleotides of RNA. The
LYS43, THR45, LYS57, THR59, LYS61, ASN87 amino acids have interface HBs with
nucleotides of ssRNA. We have summed up all BO values of inter-facial HBs and called
total BO (TBO) and tabulated in Table 3. The TBO of inter-facial HBs of 1ZDH
model is 0.30. The actual HB distribution in the inter-facial region of model 1ZDH
case is displayed at Figure 16, which gives further insights and detail information
of the local geometry and residues associated with the key HBs in 1ZDH.
Figure 15. The hydrogen bonding distribution at the interface of MS2 CP and ss-
RNA for C- variant wild type stem-loop (1ZDH) model.
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Figure 16. Hydrogen bonding network at the interface of MS2 CP and RNA of 1ZDH
model.
5.4 Results of F5 Aptamer Stem-Loop Model
The F5 aptamerCP complex consists of a secondary RNA structure as a con-
sequence of the “operatorlike” conformation, which contains the non-WatsonCrick
pair(G−11 -A1 ) and the remaining base pairs are in the form of WatsonCrick pairs
in the stem apart from a single overhanging 3’ guanine. This is mutated form of
C-variant wild-type model. The initial structures of asymmetric unit of F5 aptamer
stem loop is taken from PDB ID 5MSF. We have modeled monomer model of it (see
detail in Chapter 4.2) and called M3 model. After modeling M3 model then it is
fully relaxed through highly accurate DFT based quantum package VASP. For elec-
tronic structure calculation, we have used relaxed structure as a input of calculations
through OLCAO method. First of all, we have calculated PC on each atom in it.
The atomic PC for 5MSF model are displayed in Figure 17. It shows that all H,
Na and P atom losses charge and N and O atom gains charge in the system. The C
atoms have both gained and lost charges according to their local bonding.
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Figure 17. Calculated atomic partial charge distribution on MS2 CP-RNA complex
of 5MSF. For P, the plotted data ∆Q is reduced by 1 electron in order to have a
better display in the figure.
The We have also resolved PC into each amino acids and nucleobase by adding
the atomic PC in each unit and tabulated in Table S1 and Table S2 in Appendix
B and shown in Figure 18 with bar diagram. In the CP, most of the ARG and LYS
amino acids are highly postively charged and ASP and GLU amino acids are highly
negatively charged. The terminal amino acids ALA1 and TYR129 are also highly
electropositive and electronegative, respectively. Similarly, the PCs of all nucleotides
in RNA are negative with different magnitudes. It shows that G4 has most most
electronegative value. Furthermore, we also have calculated PC of each structural
unit and tabulated in Table 2. It shows that CP and Na-atoms has electro-positive
with values 0.6788 and 14.1928 respectively and ssRNA and water has electro-negative
with value -14.6928 and -0.1775 respectively. At the end, the PC distribution plotted
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on the solvent excluded surfaces for 5MSF is displayed in Figure 10(c)
Figure 18. Calculated partial charge distribution in residues of (a) MS2 CP, and (b)
ssRNA in 5MSF model.
To understand the binding between MS2 CP MS2 and ssRNA, we have figured
out all HBs in the 5MSF and displayed in Figure S1 (c) in Appendix B. Further,
we have found inter-facial HBs of CP and RNA for understanding of packing signal.
The calculated inter-facial HBs between the CP and the ssRNA for 5MSF is listed in
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Table S5 and shown in Figure 20 in the form of bond order (BO) vs bond length
(BL) plot. This shows that there are total 16 HBs within range of 3 A˚ . Among
them 13 are 0 · · ·H bonds and 3 are N · · ·H bonds. It is observed that the bonds
between LYS43-A−4 has strongest and shortest with bond length 1.47 A˚ and bond
order 0.1255. The N · · ·H bonds between THR45-A−4 and O· · ·H bonds between
ARG49-C−13 , TYR85-C−5 , GLU63-C−5 , LYS61-C−5 THR45-A−4 , ASN85-C−5 are
relatively stronger HBs.
Figure 19. The hydrogen bonding distribution at the interface of MS2 CP and ss-
RNA in F5 aptamer stem-loop (5MSF) model.
Figure 19 indicates that most of the inter-facial HBs are formed by A−4 ,
C−5 and C−13 nucleotides of RNA. The LYS43, THR45, ARG49, SER51, LYS57,
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THR59, LYS61, GLU63, TYR85, ASN87 amino acid of CP have inter-facial HBs
with nucleotides of ssRNA. We have summed up all BO values of inter-facial HBs
and tabulated in Table 3. The TBO of inter-facial HBs of 5MSF model is 0.48.
At the end, we have presented the actual HB network at the inter-facial region of
model 6MSF at Figure 20. It gives deep knowledge and detail information of the
local geometry and residues associated with the key HBs in 6MSF.
Figure 20. Hydrogen bonding network at the interface of MS2 CP and RNA of 5MSF
model.
5.5 Results of F6 Aptamer Stem-Loop Model
To understand role of loop size in packing signal, we build a MS2 CP-ssRNA
complex with ternary bases in loop size. Initially, the asymmetric unit of F6 ap-
tamer Stem-Loop structure is taken from PDB ID 6MSF. After this, we constructed
monomer model and called M4 model. Then, it is fully relaxed through highly ac-
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curate DFT based quantum package VASP. After relaxation, we have calculated the
electronic structure calculation through OLCAO method . We have estimated the
PC on each atom in monomer model of 6MSF using another DFT package OLCAO.
The PC on each atoms in M4 are displayed in Figure 21. It shows that all H, Na and
P atoms have electropositive and N and O atoms have electronegative charge except
one O atoms at GLU76. The C atoms have both positively and negatively charge
according to their local bonding.
Figure 21. Calculated atomic partial charge distribution on MS2 CP-RNA complex
of 6MSF. For P, the plotted data ∆Q is reduced by 1 electron in order to have a
better display in the figure.
Furthermore, we have resolved PC into each amino acids and nucleobase by
adding the atomic PC in each units and tabulated in Table S1 and Table S2 in
Appendix B and shown in Figure 22 with bar diagram. Our result show that most
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Figure 22. Calculated partial charge distribution in residues of (a) MS2 CP, and (b)
ssRNA in 6MSF model.
of the protein PCs stem from the canonical positively charged ARG and LYS and
negatively charged ASP and GLU. The terminal amino acids ALA1 and TYR129 are
also highly electropositive and electronegative, respectively. Similarly, the PCs of all
nucleotides in RNA are electronegative with different magnitudes. Furthermore, we
have calculated PC of each structural unit and tabulated in Table 2. It shows that CP
and Na-atoms have electro-positive with values 0.9152 and 10.0904 respectively and
ssRNA and water have electro-negative with value -12.2951 and -0.2902 respectively.
We have also plotted the PC distribution with the solvent excluded surfaces for 6MSF
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and is displayed in Figure 10(d).
After PC calculation, we have calculated all HB of the model and displayed
in Figure S1 (d) in Appendix B. We believe that inter-facial HBs between CP
and ssRNA plays vital role for binding between CP and ssRNA. So, we have figured
out all inter-facial HBs between CP and RNA and listed in Table S6 and shown in
Figure 24 in the form of bond order (BO) vs bond length (BL) plot. Our result
shows that there are total 17 HBs within range of 3 A˚ . Among them 14 are 0· · ·H
bonds and 3 are N · · ·H bonds. It is observed that the bonds between LYS43-A−4 has
strongest and shortest with bond length 1.39 A˚ and bond order 0.1729.
Figure 23. The hydrogen bonding distribution at the interface of MS2 CP and ss-
RNA in F6 aptamer stem-loop (6MSF) model.
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Figure 23 indicates that most of the inter-facial HBs are formed by A−4 ,
C−3.5 , C−5 , U−6 , C−11 , and C−12 of RNA. The VAL29, LYS43, THR45, SER47,
LYS57, THR59, LYS61, GLU63, TYR85, ASN87 amino acids have inter-facial HBs
with nucleotides of ssRNA. The N · · ·H bonds between THR45-A−4 , SER47-A−4 and
O· · ·H bonds between LYS61-C−5 , TYR85-C−11 , GLU63-C−5 , THR45-A−4 , ASN87-
C−5 are relatively stronger HBs than others. We have summed up all BO values of
inter-facial HBs and tabulated in Table 3. The TBO of inter-facial HBs of 6MSF
model is 0.65. At the end, we have presented the actual HB network at the inter-facial
region of model 6MSF at Figure 24. It gives deep knowledge and detail information
of the local geometry and residues associated with the key HBs in 6MSF.
Figure 24. Hydrogen bonding network at the interface of MS2 CP and RNA of 6MSF
model.
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5.6 Summary and Conclusions
We have performed simulations with four monomer models for assembly of
subunits into capsid protein and different bacterophage ssRNA. We have calculated
atomic PC in the all models using ab initio DFT based OLCAO method. Those
atomic PC further resolved into each amino acids and nucleotides within model. It
can be seen that the gross features are the same in CP because they have identical
sequences, but there are some important minor differences due to the variation of RNA
sequence to which they bind. The terminal amino acids ALA1 and TYR129 are also
highly electropositive and electronegative,respectively in all models. Our calculation
shows that most of the positive charged (basic side chain) amino acids (i.e, LYS, ARG
and HIS) are highly electropositive charged and electronegatively charged (acidic side
chain) amino acids (i.e. ASP and GLU) are highly electronegatively charged. But, in
1ZDI and 6MSF models, GLU76 has highly electropostively, which is opposite to the
models 1ZDH and 5MSF. We believe the this is happened due to changing of binding
site with respect to ssRNA in systems. There are discernible differences in the PCs
of the protein sequences between the mutated and C-variant wild-type cases with
some residues actually changing sign (see Table S1). We believe that the changes in
the PC on the same amino acids is due to variation of ssRNA from the wild-type to
C-variant wild type then mutated one and finally F6 apatamer with three base loop
motif from four base loop motif. For example, GLN54 has electopostive in 1ZDH but
electronegative in 1ZDI, 5MSF and 6MSF. So, This indicates that the conformation
of CP changes with respect to variation of ssRNA loop motif and PC distributions
are different.
We are considered CP, ssRNA, water and Na ions as different structural units.
We are calculated PC on different structural units by adding all atomic PC within
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units and tabulated in Table 2. It shows that CP is lost (+ve) charge and ssRNA is
gained (-ve) charge in all cases. In comparing with different models, the loss of charge
by CP in order of 6MSF>5MSF>1ZDI>1ZDH. In ssRNA units, all nucleotides are
lost charge with different magnitude in all four cases. The loss of charge is different
with variation of nuclobase and positions. It tells that the transfer of charge is directly
related to conformation of ssRNA and its binding region with CP. We are mainly focus
on loop region of RNA so there is significant variation of charge transfer according to
size and sequence. It seems that water plays interesting role in the complexes. Water
loses charge in 1ZDI case but gains in other cases. We believe that the position and
number of water is vital to transfer charge within systems. The number and position
of water are different in different models so there is no apple to apple comparison
but it provides quantitative information for the role of water in systems. In the all
models, Na ions are added to compensate negatively charge near the phosphate group
of ssRNA so they are lost charge in all cases. Therefore, Na ions has electropostive
with different magnitude according to number of Na in systems.
Furthermore, we have calculated HBs and their length with strength for all
models. It is well-known that HB holds the key to understanding many complex phe-
nomena in biomolecular systems. Unfortunately, most of these explanations are based
on the structural data of HB lengths and their locations without any quantitative in-
formation on the HB strength, which depends not just on the separation between
H and anions (O or N) but also on their local environments. The existence of CP-
RNA HB has been suggested based on the close contact between CP and RNA from
high-resolution crystal structures determined experimentally. Our obtained quan-
titative information for all HBs using the highly accurate ab initio computational
method. We have quantify HB with a physical quantum quantity of BO. We have
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summed up all BO values of inter-facial HBs (i.e. TBO) and tabulated in Table 3.
This is a very vital quantity for strength of binding between CP and ssRNA. Table
3 shows that 6MSF has highest inter-facial TBO and 1ZDH has lowest inter-facial
TBO value. In comparing with different models, the inter-facial TBO in order of
6MSF>1ZDI>5MSF>1ZDH. This suggests that the binding between CP and RNA
is higher in three-base loop motif than tetra-base loop motif. We have not getting
any comparable experimental result about this. We believe that our quantum calcu-
lation provides insight the understanding of CP and RNA binding. In tetra-base loop
motif, the AUUA loop has higher CP and RNA binding than AUCA loop. It seems
that our result contradicts with experimental result [87, 135]. We believe there are
couple of reasons about this contradiction, one could be modeling and another could
be method. Firstly, we are comparing binding affinity between CP and RNA using
monomer models. In monomer model, the binding from bulge site with another coat
protein is missing so it may not be sufficient to explain CP and RNA interaction. Fur-
thermore, CP-CP interaction is also vital in virus assembly process but it is missing in
monomer model. We believe that this may be one of the discrepancy factor to experi-
ment. Secondly, We have calculated inter-facial TBO using ab initio OLCAO method
after relaxation of model through another ab initio VASP package. The combination
of method and their potential in them could be another factor for inconsistency with
experimental results. Moreover, the inter-facial TBO value is also increased by 55 %
in mutate case. It indicates that mutate form of RNA has higher binding than wild
type RNA. The mutation-dependent strengthening of the HB network at specific sites
at the inter-facial region demonstrates the molecular underpinning of the variation of
the PS affinity for CP across the PS ensemble. Indeed, RNA and its sequence and
fold play critical roles in defining the PSs.
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Figure 25. The strongest hydrogon bonds between coat protein and ssRNA in models
(a)1ZDI, (b) 1ZDH, (c) 5MSF, and (d) 6MSF.
To gain additional insight into the actual HB distribution in the inter-facial
region of the M1 to M4, we show in more detail of the local geometry and residues
associated with the key HBs in Figures 12, 16, 20, 24, respectively. The strongest
inter-facial HBs in different model is shown in Figure 25. It clearly shows that
strength and position of strongest HBs are changed according to sequence of RNA.
The strongest HB (TYR85-U−5 ) in the wild-type with a BO value of 0.1090 e and BL
of 1.57 A˚ and (LYS43-A−4 ) in the C-variant wild-type with a BO value of 0.094 e and
BL of 1.53 A˚ , which is much stronger and different location. The HB (LYS43-A−4 )
becomes further stronger in mutated case with value of BO 0.125 e and BL of 1.47 A˚
and becomes strongest with BO value of BO 0.1729 e and BL of 1.39 A˚ in three-base
loop (6MSF). We believe those strongest HBs are PS distribution for virus assembly
mechanism. Our comparison study of four aptamer-CP complexes provides insight
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into flexibility of RNA and its ability to accommodate sequence-specific recognition
using structural variations. It is not only structure variation as well as a particular
bases that is important for the CP-RNA binding. Specially, the identity of adenines
at -4 must be preserved and pyrimidine (U or C) at -5 plays importance role.
Finally, the interaction between the CP and the RNA stem-loop in MS2 phage
provides an alternative route to the molecular mechanisms involved in viral self-
assembly and capable of identifying the molecular details of the CP-RNA interac-
tions. It can provide more detailed, but most importantly quantitative results, not
yet available by purely experimental protocols. In particular, it enables a comparative
analysis of different variants of the PS recognition motif, and a better understanding
of the impact of loop motif and mutation in the PS stem on the binding sites. We
have identified strong hydrogen bonds (corresponding to the binding sites at atomic
level) in four representative variants of the MS2 PSs by means of accurate DFT com-
putations of their electronic structure. Quantitative results with sequence specific PS
information and detailed HB and PC distribution and inter-facial HBs can certainly
push forward the frontier of the understanding of the fundamental mechanisms of
PS action in the virus research, enabling a mode detailed connection between the de-
tails of the microscopic bonding properties and the mesoscopic theories of equilibrium
(thermodynamic) and non-equilibrium (kinetic) phenomena in virus assembly. This
work pave the way for a better understanding of how subtle variations around the
core PS recognition motif impact the affinity of the PS for CP, which in turn plays a
crucial role in capsid assembly.
CHAPTER 6
FINAL REMARKS AND FUTURE WORKS
This dissertation work is an heavily use of large scale ab initio DFT method
for solving packaging signal hypothesis in virus assembly process. We have stud-
ied electronic structure and charge distribution on CP-RNA complex with sequence
specific RNA motif. It shows a strength of modern DFT codes along with modern
computing facilities. This computational approach is used in this study for known
virus structures to know fundamental understanding in MS2 CP-RNA interaction.
Since the most important property of interest in virus is the self-assembly process.
Thus, this study focused to better understand on CP-RNA interaction in fundamen-
tal level. The calculations presented in this dissertation are ground state properties
and help to understand fundamental properties in basic level of viruses.
Computationally based analysis of the interaction between the CP and RNA
stem-loop in the MS2 phage provides an alternative route to the purely bioinformat-
ics/experimental approach for the elucidation of molecular mechanisms involved in
viral self-assembly capable of identifying molecular details of the MS2 CP-RNA inter-
actions. It can provide more detailed, but most importantly quantitative, results not
yet available by purely experimental protocols. In particular, it enables a comparative
analysis of different variants of the PS recognition motif and a better understanding
of the impact of mutations in the PS stem on the binding sites. We have identified
strong hydrogen bonds (corresponding to the binding sites at the atomic level) in two
representative variants of the MS2 PSs by means of accurate DFT computations of
their electronic structures. The key message is that the significant number of the HB
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changed between specific amino acids in the CP and the nucleotide at ssRNA with
variation of stem-loop.
Over the years, the notion that nucleotide C−5 in RNA at loop plays a im-
portant role became well established [142] and our calculation is consistent with the
observation that PSs in the ensemble indeed have C−5 in that position [143]. The im-
portant role of HBs between the protein and an RNA-hairpin is also consistent with
the electron density map analysis of a similar MS2-RNA system [144] where spe-
cific HBs between CP amino acids and the nucleobases were proposed, but were not
backed up by quantitative calculations. Similar studies on the potential HBs at the
protein-RNA interface based on high resolution crystal structure analysis have also
been reported recently and more recently by cyro EM with unprecedented accuracy
[8].
The critical role played by the inter-facial HBs in response to variations in
the genomic sequences of the PSs is probably not limited to the case of MS2, and
further investigations on other systems with putative PSs are needed for a firmer
conclusion. Interestingly, the role of water molecules appears to be minimal in the
case studied here because they are not in the vicinity of the interface where the
strong HBs are formed. In principle, the presence of a solvent with dissolved salt
ions could play a role in the overall environmental solvent effect [145]. Most of
the current theoretical/computational research on CPs of RNA viruses are limited to
coarse-grained models, focusing on the role of electrostatic interactions [12, 137]. Such
studies may provide a great deal of insight on the mechanism of virus self-assembly
but cannot pinpoint the specific nature of packaging signals. In contrast, large-scale
ab initio calculations of the electronic structure and inter-atomic bonding, especially
HBs, reveal much more detailed information for the actual interaction at the CP-RNA
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interface by providing quantitative bond order values to characterize the strength of
the bonds and their locations. The ability to obtain PCs on each atom in the model
enables us to provide the PC distribution on each amino acid and nucleotide unit
with great detail.
The calculations on realistic monomer models which are the building block of
the icosahedral virus structures, yield quantification of the CP-RNA interactions in
terms of the all-atom bond order parameter and HB network order parameters. It is
obvious that such calculations can be easily extended far beyond the four monomer
and could lead to the construction of a database for PS in MS2 capsid protein with
different sequence for ssRNA nucleotides. Similarly, we can further extend our calcu-
lation to dimer models, which are containing both binding site loop and bulge. We
can further extend different dimer models with and without bulge position, different
loop motif and different purine/pyramidine at bulge position. We believe that dimer
models are more realistic than monomer as a CP-RNA interaction binding site and
gives more accurate prediction for packing signal hypothesis and assembly manual
for ssRNA virus [146]. We have already started to build various dimer models for
continuation of this project. Figure 26 represents the structure and sequences of
ssRNA in dimer models for our future calculation.
Quantitative results with sequence-specific PS information and detailed HB
and PC distributions can certainly push forward the frontier of understanding for the
fundamental mechanisms of PS action in viral research, enabling a mode detailed con-
nection between the details of the microscopic bonding properties and the mesoscopic
theories of equilibrium (thermodynamic) and nonequilibrium (kinetic) phenomena in
virus assembly. Our results pave the way for a better understanding of how subtle
variations around the core PS recognition motif impact the affinity of the PS for CP,
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Figure 26. Illustration of dimer model for future calculations; (a) MS2 CP-RNA
complex, (b) operator consequence sequence where pu=purine, py=pyrimidine and
X-X’ represents any Watson-crick base pair, and (c) structure and sequences of RNA
in dimer models for D1 to D8.
which in turn plays a crucial role in capsid assembly [26]. Once the inter-facial hy-
drogen bonding between CP and RNA subunits is fully understood, the fundamental
forces involving electrostatic, vdW, and steric interactions can be better characterized
to develop a more detailed and nuanced approach to the problem of capsid assembly.
To explore the universality of the PS mechanism, it is also desirable to extend the
current investigation to other cases such as Satellite Tobacco Necrosis virus (SVNT)
[147] or cowpea mosaic virus (CPMV) [148], and many more where more experimental
data and PS predictions can be compared with computations. Ideally, one could also
envision an ab initio prediction of the candidate PS sites along the genome chosen
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by their bonding properties with the different CP regions and then test them more
specifically either experimentally or with more detailed simulation studies.
This work also opens the door for systematic analysis of other complex bio-
logical systems such as protein-RNA, DNA-protein, protein-protein, and drug- pro-
tein systems undergoing specific mutations or exhibiting a natural sequence variation
around a core recognition motif similar to the MS2 phage PSs, thereby providing addi-
tional information on the structure-function relationships in virus assembly. Finally,
CP-RNA interactions are a dynamic process, and the transient interaction involving
a conformational change cannot be easily explained by crystal structure information
alone. Our methodology paves the way for a new route based on ab initio computa-
tions to understand the details of the binding properties in the CP-RNA nucleoprotein
complex.
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APPENDIX A
VASP INPUT FILES
There are four files that are necessary to run a job within VASP. These four
files are INCAR, KPOINTS, POSCAR, and POTCAR. The POTCAR file contains
pseudopotentials of each species of atoms in the model. It is a large file so is not
presented here. The INCAR file is the most important file which tells what and how
to calculate. It consists of large number of parameters and it is always challenging to
choose them correctly and in accurate combination. Many of them carry a convenient
default values so for most of the calculations, only a few of them in INCAR file should
be enough.
INCAR file
System = N 227 C759O350H1235 S4 P16 Na16 (1ZDI)
ISMEAR = 0 ! Use 0 for KPOINTS less than 4 otherwise -5.
PREC = normal ! low, medium, normal are other options.
ENCUT = 500 eV ! Decide considering the crystal size and accuracy you want.
EDIFF = 1.0E-5 ! Enegy difference covergence limit for electronic optimization.
EDIFFG = -1.0E-3 ! Enegy difference covergence limit for ionic optimization.
IBRION = 2 ! 0 for MD, 1 best, 2 for diff relaxation problems.
NSW = 300 ! Total number of ionic steps.
ISIF = 2 ! 2 and 4 ionic, 7 volume and 3 both.
LREAL = Auto ! Projection on real space. use FALSE (default) for reciprocal space.
NPAR = 32 ! Best sqrt of NCPUs used.
ALGO = Fast ! default is Normal.;
LCHARG = F
LWAVE = F
NELM = 60
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The KPOINTS file represents the number of k-points to be used in calculations.
There are a number of ways to specify k-points in KPOINTS file. Our models are
large so we are using single point calculation.
KPOINTS file
G
0 ! 0 means automatic generation scheme.
G ! G means gamma centered grid
1 1 1 !Subdivisions along the reciprocal lattice vectors.
0 0 0 ! Optional shift of the mesh.
POSCAR file
System N227C759O350H1235S4P16Na16
1.00000000000000
58.000000000000 0.000000000000000000000 0.00000000000000000
0.000000000000 64.00000000000000000000 0.00000000000000000
0.00000000000000 0.00000000000000000 67.0000000000000000
N C O H S P Na
227 759 350 1235 4 16 16
Direct
0.1454253084813766 0.8087673043940293 0.5976674625836778
0.1976413486560522 0.7819963429059564 0.5799091969718648
0.2373028016912390 0.7383300847657427 0.5852075167998898
0.2450834664618470 0.6882276062304065 0.6257094577890420
0.2627580962342544 0.7221971801801784 0.5548989852439724
0.3005180507301615 0.7424829688816597 0.5281280559010033
0.3470600493637539 0.7675259022267898 0.5001408327981761
107
0.4116036587888787 0.8186432260734109 0.4606609726513094
0.4081498271433525 0.7649442298911103 0.5180162364907789
0.4674583413197654 0.7767361545157668 0.5354880400565447
0.5089240549373765 0.7370809090803643 0.5290088679631055
0.5578654694035768 0.7277206171831928 0.5293790613977807
0.5906627599624165 0.7666183531477881 0.5495423326560350
0.6242899630332740 0.8043361476604520 0.5304476774378988
0.6505691438573501 0.7707972423099880 0.4852186317992833
0.6354841387438148 0.8449840092551497 0.5417091474513263
0.6101951730514642 0.8718360925036965 0.5154373765328778
0.6307298820366569 0.8741449800338238 0.4772999547183986
0.6274307102786220 0.8414979976264713 0.4441566101229003
0.5967725244700511 0.8134127516272304 0.4632289418180479
0.5660622050285761 0.7654170075024005 0.4727337260461547
0.5118409946041013 0.7605737654498712 0.4578579767097591
0.4581217349076204 0.7373732423206315 0.4688910764526044
0.4067141855887760 0.7153779848204057 0.4474418145662444
0.3433330542965315 0.7094508219675042 0.4492166052183225
0.3175828477196743 0.6653302591583606 0.4233143653536988
0.2935654829708489 0.6267384132412408 0.4179546636103519
0.2875949016231738 0.5540758331564024 0.3936013501714142
0.2471757416266466 0.5949701702741914 0.4373963423296158
0.2302853110758629 0.5530700647112800 0.4424808767573356
0.2028231163192966 0.5059965888545621 0.4607985785375306
0.2284167894458200 0.4570297512762032 0.4323172241464104
108
0.2065927152779286 0.5135988071035789 0.5027475310536739
0.2527412570729041 0.5280999683378291 0.5082657659597268
0.2869161813946054 0.5706548287465315 0.5126839757690452
0.3197517561261990 0.6011686339655495 0.4791259834250968
0.3711476599330943 0.6297534320725725 0.4687737066351272
0.3565540907410984 0.6950857958798400 0.5154282733683337
0.4073711205366397 0.6551253553552789 0.4330056134221291
0.4626919664131669 0.6741505993173947 0.4137316227656870
.......................... ........................ .......................
.......................... ........................ .......................
.......................... ........................ .......................
so on upto last atom.
The first line in the POSCAR file is system name. Second line represents
scaling factor of the lattice vectors. The next three lines represent lattice vectors of
the structure. The sixth line is symbols of atomic species and their order should be as
in POTCAR file. The seventh line represents number of atoms according to atomic
species in the structure. The eight line tells about the type of atomic coordinates,
fractional or cartesian coordinates. Here Direct means fractional coordinates. All the
rest of line are fractional coordinates of atomic positions of the system. Our models
have more than 2500 atoms, so we are not presenting position of all atoms in our
sample POSCAR file.
APPENDIX B
SUPPORTING TABLES AND FIGURES
SUPPORTING TABLES
Table S1: The calculated partial charge (∆Q) distribution in residues of MS2 CP-
RNA complexes in models (i) 1ZDI, (ii) 1ZDH, (iii) 5MSF, and (iv) 6MSF.
Models 1ZDI 1ZDH 5MSF 6MSF
Ala1 0.8049 0.7944 0.7843 0.8002
Ser2 0.1703 0.1915 0.1696 0.1749
Asn3 -0.0206 -0.0661 0.0204 0.0272
Phe4 -0.0939 -0.0119 -0.0369 -0.1610
Thr5 -0.1011 -0.0955 -0.0824 0.0242
Gln6 0.0539 0.0255 0.0342 -0.0352
Phe7 -0.0291 -0.0009 0.0204 -0.0035
Val8 -0.0325 -0.0220 0.057 0.1434
Leu9 0.0653 0.0133 -0.0516 -0.0561
Val10 -0.1043 -0.0089 -0.0453 -0.0657
Asp11 -0.8563 -0.8351 -0.8174 -0.7994
Asn12 -0.2175 -0.1842 -0.2067 -0.2170
Gly13 -0.0037 -0.0495 -0.016 -0.0809
Gly14 -0.0215 -0.0030 0.0228 -0.0396
Thr15 -0.0895 -0.1187 -0.1285 -0.0595
Gly16 0.0223 0.0894 0.0247 0.0408
Asp17 -0.7571 -0.8010 -0.7748 -0.7191
Val18 -0.0927 -0.0713 -0.0582 -0.0861
Thr19 0.0031 -0.0124 0.0453 0.1116
Val20 0.0024 -0.0065 -0.0766 -0.1087
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Ala21 -0.0466 -0.0148 -0.0013 -0.0346
Pro22 0.1572 0.0640 0.0899 0.1650
Ser23 -0.0572 0.0255 -0.1413 -0.0682
Asn24 -0.1693 -0.0125 -0.0073 -0.1146
Phe25 -0.0565 0.0138 -0.0453 0.0219
Ala26 0.0708 0.0205 0.0904 -0.0016
Asn27 -0.0295 -0.0365 -0.0371 -0.0885
Gly28 -0.0727 0.0656 0.0685 0.0184
Val29 -0.1073 -0.0881 -0.0903 -0.1189
Ala30 0.1353 0.0893 0.0708 0.0843
Glu31 -0.4617 -0.7483 -0.6715 -0.3412
Trp32 -0.1751 -0.1075 -0.1072 -0.1211
Ile33 0.0046 -0.0146 0.0193 -0.0270
Ser34 0.0185 0.0173 0.0137 0.0802
Ser35 0.1463 0.1036 0.0201 0.0460
Asn36 0.0138 0.0239 0.0895 0.0610
Ser37 -0.1537 -0.1115 -0.1084 -0.1583
Arg38 0.5643 0.7974 0.7794 0.5016
Ser39 -0.0301 -0.0508 -0.0474 -0.0744
Gln40 0.0606 0.0428 0.0446 0.0546
Ala41 -0.0594 -0.0051 0.0005 -0.0265
Tyr42 -0.0470 -0.0466 -0.0176 -0.0682
Lys43 0.6623 0.7129 0.7649 0.7076
Val44 -0.0235 -0.0224 -0.0405 -0.0364
Thr45 0.0386 -0.0063 0.0149 0.0586
112
Cys46 0.0346 -0.0070 0.0064 -0.0001
Ser47 0.0289 0.0684 -0.065 -0.0050
Val48 -0.0854 -0.0070 -0.0029 -0.0526
Arg49 0.5193 0.9234 0.9076 0.8657
Gln50 0.1008 0.0846 0.0821 0.0878
Ser51 -0.2133 -0.0703 0.0504 -0.1227
Ser52 -0.0726 -0.0901 -0.1012 -0.0436
Ala53 0.1063 0.0405 0.1096 0.1329
Gln54 -0.1756 0.0114 -0.1159 -0.1739
Asn55 0.1772 0.1676 0.1373 0.1124
Arg56 0.6307 0.7566 0.7687 0.7088
Lys57 0.4692 0.3004 0.5257 0.6269
Tyr58 -0.0177 0.0302 0.0489 -0.0588
Thr59 -0.1655 -0.0897 -0.1535 -0.1351
Ile60 0.0818 0.0688 0.0649 0.0654
Lys61 0.8523 0.9251 0.7113 0.7218
Val62 0.0293 0.0066 -0.0017 -0.0017
Glu63 -0.6725 -0.5796 -0.6506 -0.6839
Val64 -0.0664 -0.1049 -0.0891 -0.0806
Pro65 0.1597 0.1415 0.1184 0.1381
Lys66 0.9243 0.9273 0.9717 0.9438
Val67 0.0561 0.0437 0.0276 0.0529
Ala68 -0.0639 -0.0358 0.0268 -0.0628
Thr69 -0.0484 -0.0631 -0.0376 0.0494
Gln70 -0.0670 0.0447 -0.0251 -0.0791
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Thr71 0.1005 0.0643 0.0627 0.1175
Val72 -0.1453 -0.1189 -0.1152 -0.1600
Gly73 0.1223 0.0992 0.1007 0.1114
Gly74 0.0131 0.0273 0.0038 0.0587
Val75 -0.1074 -0.0560 -0.0604 -0.1599
Glu76 1.1107 -0.9505 -0.7495 1.1935
Leu77 -0.0851 -0.0914 -0.0964 -0.0929
Pro78 0.022 0.0607 0.0775 0.0425
Val79 -0.0169 0.0296 -0.0085 -0.0386
Ala80 0.1271 0.0756 0.1079 0.1425
Ala81 -0.0076 -0.0204 -0.0161 -0.0108
Trp82 -0.1775 -0.1222 -0.1405 -0.1823
Arg83 0.739 0.7990 0.8453 0.6875
Ser84 0.1243 0.0405 -0.0445 0.1094
Tyr85 -0.2734 -0.0778 -0.0693 -0.1629
Leu86 0.0528 -0.0118 -0.0724 -0.1070
Asn87 -0.1124 -0.0233 0.1191 0.0870
Met88 0.0734 -0.0347 -0.0149 -0.0550
Glu89 -0.6612 -0.4866 -0.5002 -0.7742
Leu90 0.0922 -0.0732 -0.0603 0.0564
Thr91 -0.0738 -0.1293 0.097 0.0076
Ile92 -0.1557 -0.1333 -0.1572 -0.1678
Pro93 0.1124 0.1214 0.1282 0.0897
Ile94 -0.0680 -0.0542 0.0135 -0.0470
Phe95 0.0874 0.0751 -0.0302 0.0835
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Ala96 -0.0622 0.0234 0.0264 -0.0706
Thr97 -0.1833 -0.0634 -0.1582 -0.1099
Asn98 -0.0241 -0.0178 -0.0272 -0.0348
Ser99 -0.0218 -0.0697 0.0249 -0.0502
Asp100 -0.7031 -0.7097 -0.7368 -0.7843
Cys101 0.1094 0.1065 0.081 0.0615
Glu102 -0.8866 -0.9789 -0.6345 -0.5281
Leu103 0.0696 0.0627 0.0101 0.0974
Ile104 -0.0226 -0.0096 -0.0333 -0.0692
Val105 -0.0619 -0.0481 -0.0426 -0.0294
Lys106 0.916 0.7993 0.571 0.4759
Ala107 0.0502 0.0409 0.0535 0.0898
Met108 0.032 0.0200 0.0213 0.0073
Gln109 -0.2276 -0.0392 -0.0603 -0.1140
Gly110 0.2053 0.0802 0.1504 0.1393
Leu111 -0.1610 -0.0586 -0.0727 -0.1445
Leu112 0.0882 -0.0333 0.0495 0.0943
Lys113 0.7275 1.0416 0.9527 0.6004
Asp114 -0.8662 -0.8415 -0.808 -0.9431
Gly115 0.0493 0.0530 0.0288 0.1959
Asn116 -0.2456 -0.2016 -0.17 -0.1828
Pro117 0.1594 0.1597 0.116 0.1178
Ile118 -0.1227 -0.1106 -0.1015 -0.0999
Pro119 0.0515 0.0738 0.0437 0.0173
Ser120 -0.0915 -0.0640 -0.0054 0.0089
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Ala121 0.1147 0.0853 0.0317 0.0140
Ile122 -0.0577 -0.0517 -0.0527 -0.0484
Ala123 0.0473 0.0427 0.0265 0.0218
Ala124 0.0468 0.0024 0.0058 0.0358
Asn125 -0.0781 -0.0540 -0.0298 -0.0896
Ser126 -0.0816 -0.1458 -0.1235 -0.1500
Gly127 0.0948 0.1031 0.1201 0.0948
Ile128 -0.3030 -0.2616 -0.1571 -0.0717
Tyr129 -0.7529 -0.8874 -0.7778 -0.8815
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Table S2: The calculated partial charge (∆Q) distribution in nucleotides of
ssRNA in models (i)1ZDI, (ii) 1ZDH, (iii) 5MSF, and (iv) 6MSF.
S.N. 1ZDI 1ZDH 5MSF 6MSF
N.T. PC N.T. PC N.T.. PC N.T. PC
1 - - - - C−14 -0.5144 - -
2 A−13 -1.6608 - - C−13 -0.6504 - -
3 U−12 -0.5843 U−12 -1.6631 G−12 -0.7476 C−12 -0.3348
4 G−11 -1.1875 G−11 -0.9302 G−11 -1.1142 C−11 -0.9528
5 A−10 -0.6909 A−10 -0.7414 A−10 -0.7629 A−10 -0.8046
6 G−9 -0.6108 G−9 -0.8941 G−9 -0.8483 C−9 -0.4988
7 G−8 -0.7839 G−8 -0.8441 G−8 -0.8011 A−8 -1.1832
8 A−7 -0.8044 A−7 -0.7409 A−7 -1.0273 G−7 -2.2404
9 U−6 -0.7121 U−6 -0.7563 U−6 -0.6223 U−6 -0.4977
10 U−5 -0.6660 C−5 -0.8326 C−5 -0.6603 C−5 -0.6278
11 A−4 -2.6207 A−4 -0.6047 A−4 -0.6026 A−4 -0.5842
12 C−3 -0.7400 C−3 -0.7634 C−3 -0.7750 C−3.5 -0.6094
13 C−2 -0.7590 C−2 -0.7915 C−2 -0.8527 U−3 -0.7450
14 C−1 -0.7422 C−1 -0.8472 A−1 -0.8060 G−2 -0.8566
15 A1 -0.5292 A1 -0.3567 C1 -0.7291 G−1 -0.8954
16 U2 -0.8390 - - G2 -1.0731 G1 -1.4644
17 G3 -0.4604 - - - G3 -0.7149 - -
18 - - - - G4 -1.3907 - -
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Table S3: Interfacial hydrogen bonding (≤3.0 A˚) between MS2 coat protein
and ssRNA in 1ZDI model.
S.N. HBs Residues BL (A˚) BO (e−)
1 O· · ·H THR59−A−4 1.85 0.0276
2 O· · ·H THR45−A−4 1.92 0.0381
3 O· · ·H ARG49−A−13 2.97 0.0016
4 O· · ·H TY R85− U−5 1.57 0.1090
5 O· · ·H SER51−A−13 1.61 0.0809
6 O· · ·H LY S43−A−4 1.65 0.1062
7 O· · ·H ASN87− U−5 1.86 0.0226
8 O· · ·H LY S61−A−4 2.09 0.0359
9 O· · ·H LY S61− U−5 2.38 0.0260
10 O· · ·H TY R85− U−5 2.58 0.0022
11 O· · ·H TY R85− U−6 2.59 0.0039
12 O· · ·H LY S57− U−12 2.67 0.0050
13 O· · ·H SER51−A−13 2.73 0.0030
14 O· · ·H TY R85− U−5 2.84 0.0011
15 O· · ·H LY S57−A−13 2.91 0.0003
16 O· · ·H LY S61− U−5 2.93 0.0018
17 N· · ·H THR45−A−4 1.77 0.0273
18 N· · ·H SER47−A−4 2.45 0.0002
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Table S4: Interfacial hydrogen bonding (≤3.0 A˚) between MS2 coat protein
and ssRNA in 1ZDH model.
S.N. HBs Residues BL (A˚) BO (e−)
1 O· · ·H LY S43−A−4 1.53 0.0940
2 O· · ·H LY S61− C−5 2.39 0.0135
3 O· · ·H GLY 63− C−5 1.73 0.0494
4 O· · ·H THR45−A−4 1.88 0.0281
5 O· · ·H ASN87− C−5 1.82 0.0287
6 O· · ·H THR59−A−4 2.04 0.0142
7 O· · ·H LY S57− U−12 1.98 0.0130
8 N· · ·H THR45−A−4 1.82 0.0554
9 N· · ·H THR59−A−4 2.38 0.0239
10 N· · ·H ASN87− C−5 2.90 0.0121
11 N· · ·H THR59−A−4 2.98 0.0041
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Table S5: Interfacial hydrogen bonding (≤3.0 A˚) between MS2 coat protein
and ssRNA in 5MSF model.
S.N. HBs Residues BL (A˚) BO (e−)
1 O· · ·H LY S43−A−4 1.47 0.1255
2 O· · ·H ARG49− C−13 1.59 0.0885
3 O· · ·H TY R85− C−5 1.59 0.0513
4 O· · ·H LY S61− C−5 1.67 0.0442
5 O· · ·H GLY 63− C−5 1.68 0.0403
6 O· · ·H THR45−A−4 1.87 0.0230
7 O· · ·H ASN87− C−5 1.88 0.0176
8 O· · ·H THR59−A−4 2.01 0.0128
9 O· · ·H LY S57− C−13 2.40 0.0092
10 O· · ·H LY S61− C−5 2.57 0.0013
11 O· · ·H LY S61− C−5 2.68 0.0018
12 O· · ·H LY S61− C−5 2.91 0.0024
13 O· · ·H SER51− C−13 2.93 0.0011
14 N· · ·H THR45−A−4 1.80 0.0643
15 N· · ·H THR59−A−4 2.65 0.0189
16 N· · ·H ASN87− C−5 2.92 0.0118
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Table S6: Interfacial hydrogen bonding (≤3.0 A˚) between MS2 coat protein
and ssRNA in 6MSF model.
S.N. HBs Residues BL (A˚) BO (e−)
1 O· · ·H GLU63− C−5 1.84 0.0310
2 O· · ·H THR59−A−4 1.89 0.0245
3 O· · ·H THR45−A−4 1.95 0.0355
4 O· · ·H TY R85− U−6 2.29 0.0025
5 O· · ·H GLU63− C−5 2.99 0.0007
6 O· · ·H LY S43−A−4 1.39 0.1729
7 O· · ·H LY S61− C−5 1.61 0.0771
8 O· · ·H TY R85− C−11 1.67 0.0753
9 O· · ·H LY S57− C−12 1.85 0.0586
10 O· · ·H ASN87− C−5 1.89 0.0172
11 O· · ·H LY S61− C−5 2.42 0.0145
12 O· · ·H TY R85− U−6 2.43 0.0121
13 O· · ·H V AL29−A−4 2.48 0.0031
14 O· · ·H LY S61− C−5 2.91 0.0008
15 N· · ·H SER47−A−4 1.73 0.0466
16 N· · ·H THR45−A−4 1.76 0.0325
17 N· · ·H LY S61− C−3.5 2.04 0.0345
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SUPPORTING FIGURES
Figure S1: The hydrogen bonding distribution at the interfaces of structural units
(coat protein, RNA, and water) in (a)wild type stem-loop (1ZDI) model, (b) C-variant
wild type stem-loop (1ZDH) model, (c) F5 apatamer stem-loop (5MSF) model, and
(d) F6 apatamer stem-loop (6MSF) model.
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APPENDIX C
ABBREVIATIONS
ABBREVIATIONS
A : Adenine
BLYP : Beck, Lee, Yang and Parr
BL: Bond Length
BO: Bond Order
BP:Base-Pair
BZ: Brillouin Zone
C: Cytosine
CP: Coat Protein
CPMV: Cowpea Mosaic Virus
Cryo-EM: Cryogenic Electron Microscopy
DIIS: Direct inversion of iterative subspace
DFT: Density Functional Theory
DNA: Deoxyriose Nuclei Acid
dsDNA: Double strand DNA
FB: Full Basis
FHV: Flock House Virus
FTT: Fourier TransformTtechnique
G: Guanine
GGA: Generalized Gradient Approximation
GTO: Gaussian Type Orbitals
HB: Hydrogen Bond
HF: Hartee-Fock
HIV:Human Immunodeficiency Virus
HK: Hohenberg-Kohn
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HOMO: Highest Occupied Molecular Orbital
KS: Kohn-Sham
LCAO: Linear Combination of Atomic Orbitals
L(S)DA: Local (Spin) Density Approximation
LUMO: Lowest Unoccupied Molecular Orbital
MB: Minimum Basis
MD: Molecular Dynamics
NAMD: NAnoscale Molecular Dynamics
NERSC: National Energy Research Scientific Computing
OLCAO: Orthogonalized Linear Combination of Atomic Orbitals
PAW: Projector Augmented Wave
PBE: Perdew-Burke-Ernzerhof
PC: Partial Charge
PDB: protein Data Bank
PS: Packing Signal
PW: Plane Wave
Q*: Effective Charge
QM: Quantum Mechanics
RMM: Residual Minimization Method
RNA: Ribose Nuclei Acid
T: Thymine
TBO: Total Bond Order
tRNA: Transfer RNA
U: Uracil
VASP: Vienna Ab initio Simulation Package
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VDW: Van der Wall
VMD: Visual Molecular Dynamics
VLP: Virus-like Particle
SVNT: Satellite Tobacco Necrosis Virus
(S)VWN:(Slater)Vosko-Wilk-Nusair
ssRNA: Single Strand RNA
+ssRNA: Positive Sense ssRNA
TR: Transnational Repressor
TCV: Turnip Crinkle Virus
TBSV: Tomato Bushy Stunt Virus
TMV: Tobacco Mosaic Virus
UMKC: University of Missouri-Kansas City
USPP: Ultrasoft Pseudo Potential
XC: Exchange Correlation
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