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DEDICATED TO SALOiXION BOCHNER 
TO WHOM WHAT FOLLOWS WILL NOT BE NEW 
1. Norbert Wiener’s contribution to Tauberian theorems viewed 
in the final form [7], including his theorem which deals with the reciprocal 
of a nonvanishing absolutely convergent Fourier series (A.C.F.S.), appears 
to be highly sophisticated and dependent on twentieth century developments 
in real variable theory. Subsequent developments such as the relationship 
of the theory of A.C.F.S. to the theory of normed rings enhance the sophistic- 
ated appearance. Since Wiener’s theorems are powerful, this high level of 
sophistication seems natural. 
Actually the basic theorem is a form adequate enough even for the treat- 
ment of Lambert series to prove the prime number theorem, which Wiener 
regarded as a major test for his theory [7, p. 391, and requires no more than 
the standard differential and integral calculus of the nineteenth century. 
As will be shown, even the Fourier transform theorem is not required in the 
proof, although the formal use of the transform relationship provides the 
major motivation. 
When Wiener first proved his theorem [6], he had not developed the theory 
of A.C.F.S. Instead, by an inconsequential added hypothesis, he gave a 
relatively elementary proof of his Tauberian theorems. A simplified account 
was given in [3,4] by the author since Wiener’s early proof had fallen into 
obscurity. Indeed, an extremely elegant variant of the method Wiener used 
was discovered in 1964 by Kac [2] w h o was at that time entirely unaware of 
Wiener’s earlier work. However, in all of these simplified versions, the Fourier 
transform theorem enters into the proof. 
Since, in applications of the Tauberian theorem, the functions involved 
are piecewise analytic, the Riemann integral is more than adequate. Indeed, 
the single and double integrals occurring here can be written as sums of 
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integrals of continuous functions. Where no comment is made, it will be 
assumed from here on that each function is at least piecewise continuous. 
The great power of Wiener’s general Tauberian theorem does not depend 
then on any use of sophisticated analysis but rather on the extremely incisive 
nature of the simple new ideas he brought into this field. 
2. In what follows an integral over the range (-cc, cc) will be 
written without limits. Thus, 
m 
J’==s * (2.1) -.-m 
The following, without condition (2.4), is the basic Tauberian theorem of 
Wiener. 
THEOREM W. Let K(X) satisfy 
1’ K(x)dx = 1, [ I Kcx)l dx < my (2.2) 
where the first condition is called normality. Let 
h(u) = j K(x) eiur dx # 0 --co<u<co, (2.3) 
and let 
I x2 ) K(x)1 dx < co. (2.4) 
Let f (x) be bounded, that is for some iI1 
If( < MY -co<x<co. (2.5) 
Then if 
& jKtx -Y)fb+Y = at P-6) 
it follows that 
;+z j Q(x - r)f(r) dr = a (2.7) 
for every function K,(x) which satisjies (2.2). 
The integrals (2.6) and (2.7) are weighted averages off(y). Because ( K 1 
and 1 Ki 1 are integrable, the weight of these integrals is concentrated mainly 
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in an interval centered at y = x and, hence, as x + cc only the values off(y) 
as y -+ 00 are relevant. The theorem allows us to replace a strongly smoothing 
weighting function K by a KI which can be chosen so that it hides only 
minimally any irregularities in f. Subject to some appropriate restriction on f, 
the result (2.7) can then be used to show in a simple manner that f (y) + a 
as y + co. The key step is that from (2.6) to (2.7). 
Conditions of the type (2.4) are what Wiener later eliminated by use of his 
A.C.F.S. theory. The specific condition (2.4) is the one used by Kac [2]. 
Since in the usual application, 1 K(x)1 exp(c 1 x I) is bounded for some c > 0, 
conditions like (2.4) are of no consequence. 
Because K and KI are normal it follows from setting f =j + a that it 
suffices to treat (2.6) and (2.7) for the case a = 0 andfrom here on this will be 
assumed. 
The simple converse of Theorem W due in a special case to Abel will be 
useful. 
LEMMA 2.1. Let F(x) be bounded, that is j F(x)1 < M for some ill, and let 
liiF(x) = 0. w3) 
Let H(x) be absolutely integrable. Then 
$5 / Wx - Y) F( y) dy = o. (2.9) 
Proof of Lemma. Let 
J(x) = 1 H(x -Y)F(Y) dr = J&4 + J&>, 
where 
J&) = J-y H(x - Y> F(Y) dY3 
J&) = JzT2 H(x - YVTY) dr. 
Because of (2.8), given E > 0, there exists an A, such that 1 F(y)] < E for 
y > A,. Hence, 
I Jz(4l G E 1 I H(y)1 d. x 2 2A,. (2.10) 
Ify = x - v, then 
J&) = I=:2 WV(x - 4 dv, 
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Hence, J1(x) + 0 as x + co. Since E in (2.10) is arbitrary, la(x) -+ 0 as 
x -+ co and so the same is true for J(X), and (2.9) is proved. 
LEMMA 2.2. With k(u) defined by (2.3) the hypotheses (2.2) and (2.4) imply 
that k’(u) and k”(u) exist and all three are uniformly continuous on 
-co<u<a3. 
Proof of Lemma. Because K(x) is absolutely integrable the uniform 
continuity of k(u) follows easily from use of 
1 eia - 1 1 < min(/ a 1 ,2), (2.11) 
for real a. For the bound 1 a 1 use is made of 
eia - 1 = i I’ eiv dv, ) eie 1 < 1. 
0 
The same argument is valid for k’ and k” once they are shown to exist. For the 
existence of derivatives use is made of 
j(e*a - l)/ia - 1 1 < min(l a l/2, 2), 
which follows from 
,ia - 1-ia=i 
J 
‘a (e’o - 1) dv 
0 
and (2.11). 
3. Theorem W will be proved in Section 4. Here an intuitive dis- 
cussion of Theorem W will be given for the purpose of motivating the proof. 
A function Q which satisfies (2.2) will be said to be of class W, that is Q E W. 
LetREW.If 
J(x) = j- R(x - Y) dr j- QY - 4f (4 dv, (3.1) 
then by (2.6) and Lemma 2.1 
pi J(x) = 0. (3.2) 
WIENER’S GENERAL TAUBERIAN THEOREM 385 
Inverting the order of integration in (3.1) 
J(x) = /f(v) &J J R(x -Y> K(Y - 4 dY* 
If y = t + ~1, then 
J(x) = j-f(v) dv j. R(x - v - t) K(t) dt. 
If G is defined by 
G(x) = /4x - Y) K(Y) dy, (3.4) 
then it is easily verified by inverting the order of integration that G E ?V. 
From (3.3) 
By (3.2) then 
J(x) = j” G(x - v)f(v) dv. 
Ij+z j- G(x - y) f(y) dy = 0. (3.5) 
Thus, to each R E W there corresponds a weighting function GE W for 
which (3.5) is implied by (2.6). 
If G were the so-called Dirac S-function, then (3.5) would implyf(x) --f 0 
as x + co which is more than is claimed in Theorem W. While G = 8 
cannot be achieved, it is easy to get G arbitrarily “close” to 6 which will 
suffice. 
Remark. We recall that 6(x) is defined so that if f is 
s f (N Sk -Y) dr = f(x). 
continuous then 
The theory of a broad class of “generalized functions” which include the 
S-function and its derivatives was developed by Bochner [I] in 1926. 
Suppose now that G(x) is chosen (presumably close in some sense to 6(x)). 
The question arises as to how to determine R from (3.4) when G and K are 
known. The integral in (3.4) is a convolution. Taking the Fourier transform 
of (3.4) 
I eiuzG(x)dx=IeiUZdx/R(x-y)K(y)dy 
=jK(y)dyIR(x-y)eiuzdx 
= 
s 
K(y) eiuy dy R(t) eiut dt. 
I 
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If the Fourier transforms of G and R are taken (not normalized) as in (2.3) 
and denoted byg(u) and Y(U), then the above equation becomesg(u) = k(u) Y(U) 
or 
and here we see why it is required that k(u) # 0. To compensate for the fact 
that K(u) is small for large ( u ( , it is convenient to choose g(u) = 0 for large 
1 u 1 so that [ 1 Y(U)\ du will be finite. 
It has already been mentioned that it would be desirable to take G(x) 
close to S(x). The Fourier transform of S(x) is 
s e+S(x) dx = 1 
and so we try to take g(u) close to 1 and also equal to zero for large 1 u 1 . 
Let N be large and let 
SW = 1 - (I u l/W /u/ <N; g(u) = a lul>N, (3.7) 
then for 1 u 1 < Nr12, for example, g(u) is close to 1, and of course g(u) is zero 
for large ( u I . The fact that g(u) is chosen to be continuous and piecewise 
smooth is important since it will be necessary to differentiateg(u). (Indeed, the 
choice g(u) = 1, I u j < N and g(u) = 0, I u 1 > N would lead to an R(x) 
such that s I R j dx = CO.) 
The inverse transform theorem suggests taking 
R(x) = & j Y(U) eciuz du = $ j-“, (1 - !$) !$$ du, (3.8) 
where use was made of (3.6) and (3.7). 
4. Here the proof of Theorem W is given. We assume throughout 
that the hypotheses of Theorem W are satisfied. 
LEMMA 4.1. Let G(x) (= GN(x)) be defined by 
G(x) = (1 - cos NX)/VN.Z~ 3 0 (4-l) 
Then 
(4.2) 
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Proof of Lemma. Define R(x) as in (3.8) so that 
R(x) = ; j:, (1 + +) G du + & LN (1 - -+) ‘G du. 
Since k(u) does not vanish and is continuous by Lemma 2.2, 1 R(x)[ is uni- 
formly bounded. Integration by parts gives 
2&R(x) = - j” (1 + +) z k’(u) du 
+;rNsdu-l(l -+-)zk’(u)du 
1 
s 
N e-iux 
-- - 
N o k(u) d”* 
since - l/k(O) and l/k(O) cancel. Integrating by parts once again shows that 
x2 1 R(x)\ is uniformly bounded. Hence, for some constant GN 
I R(x)1 < C,/(l + x2)- (4.3) 
Now define G(x) by (3.4). By (3.8) 
G(x) = & j K(y) dy j-1 (1 - +) F du. 
Inverting, the order of integration gives 
G(x) = &- j-1 (1 - $) e-iuO du. 
(See Appendix for the discussion of the inversion of order of a repeated 
integral.) If the range of integration is divided into two parts, (-N, 0) and 
(0, N), and an integration by parts is carried out then (4.1) follows and so 
J-lGldx<co. 
If the elementary formula, 
f 
a3 
e--az cos bx dx = 
a 
a > 0, 
0 TpF’ 
is integrated with respect to b from 0 to c and then with respect to c from 0 to 
N and if a -+ 0 then we see that 
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and so by (4.1) s G(x) dx = 1. Hence, G E IV. If (3.4) is now integrated for 
--oc) < x < co and the order of integration is inverted, then 
s a R(x) dx = 1 -02 
and so by (4.3) R E W. Since R E lV and satisfies (4.3), the argument from 
(3.1) to (3.5) now becomes rigorous and the lemma is proved. (For the 
inversion of the order of integration above (3.3) see Appendix.) 
LEMMA 4.2. Let H(x) vanish for large 1 N 1 and be uniformly continuous. 
Then 
&% i f+ - r)f(r> dr = 0. (4.4) 
Proof of Lemma. With H as above let 
JN@) = j f+ - 4 dv j WV - Y)~(Y) dy, 
where GN(x) (= G(x)) is defined as in (4.1). Then by Lemma 2.1 and (4.2) 
$2 IN(X) = 0. (45) 
If we set y = v - t then 
J&) = j H(x - v) dv j GN(t)f(v - t) dt. 
Inversion of the order of integration gives 
J&) = j GN(t) dt \ H(x - v) f (v - t) dv, 
andifv=y+t 
Let 
J&4 = j G(t) dt j H(x - t - r) f (y) dr. 
@t-4 = j H@ - r)f(r> dr- 
Then since GN is normalized, 
(4.6) 
I= J&4 - @P(4 = j Gv(t) dt j F+ - Y - t) - H(” - ~11 f(r) dye 
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Let 7 > 0. The integral can be decomposed to give 
I = 4 + 4 + 4 , 
where 
II = j-m G(t) dt j- [Wx - Y - t> - H(x - YN f(r) dy, II 
(4.7) 
I, = in Gdt) dt j- P(x - Y - 4 - H(x - ~11 f(r) dy, -73 
and I3 is similar to I1 but over (-cc, -7). (Now the closeness of GN to the 
Dirac S-function will be used.) Since by (4.1) 0 < GN(t) < 2/nNt2 and since 
If I < M, 
lI,;~~~m~~(I~(x-y--)!+lH(s-~)l)dy 
(4.8) 
(This can be made arbitrarily small for large enough N. The same holds for 
I3 . So for large N I is determined mainly by I, , in other words by 1 t 1 < 7.) 
Let the length of the interval outside of which H vanishes be L. Since H 
is uniformly continuous, given E > 0 one can choose r] so that 
I H@ - t) - H(x)1 < M(L; 2) , Itl <T* 
There is no restriction in choosing r) < 1. Hence, for 1 t ) < q 
s I Wx -Y - t) - f+ -r>l If(r)1 4’ < M(LE+ 2) CL + 2) M 
since the length of the range of integration is less than (L + 2). Thus 
j I2 I < E j-’ GN(t) dt < E. 
--TI 
If N is taken large enough, it follows from (4.8) that 1 I1 1 < E and the same 
is true for 1 I3 1 . Thus, by (4.7) for large N 
and so 
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By (4.5) / J&z)/ < E for large enough x and so 1 @(x)l < 4~ for large x. 
Since E is arbitrary, it follows from (4.6) that the lemma is proved. 
To prove Theorem W note that since Kr E W there exists (see Remark 
below) an H(x) as described in Lemma 4.2 such that if 6 > 0 is given then 
s j K,(x) - H(x)1 dx < E. (4.9) 
But 
1 j Kdx - y)f(Y) dy ) G j I Kdx -Y) - Htx -Y)I I f(Y)1 dy 
+ ) j Wx - r)f(r) dr 1 
G Me + 1 j Hex -Y)f(Y) 1 dr. 
Since by Lemma 4.2 the last term can be made as small as desired by taking x 
large and since E is arbitrary, the theorem is proved. 
Remark. Since in applications K,(x) is piecewise analytic an explicit 
construction for H can be given and H will not only be uniformly continuous 
but also Lipschitz. First, let A be large and let K,,(x) = K,(x) for 1 x I < A 
and let K,,(x) = 0 for 1 x 1 > A. Let 11 > 0 be small. At each of the several 
points x = X, , where K,, is discontinuous (including possibly x = & A) 
replace K,,(x) over each interval (xi - 7, X~ + q) by a linear function to get a 
continuous piecewise analytic function H(x) which coincides with K,, outside 
of the several intervals (x1 - 7, xj + 7). If B is large enough and r] small 
enough, (4.9) will be satisfied and H will be continuous and piecewise analytic 
and so Lipschits. 
5. An application of Theorem W to the proof of the prime number 
theorem from a Lambert series will now be given. Let p denote a prime 
number and as usual let 
A(n) = log n n=pk, k>,l, 
and let cl(n) = 0 otherwise. Let 
44=x 1, 
jln 
where as usual the sum is over all divisors j of n. Since for all integers n 
log fi = C Jj), 
jln 
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it is easily seen that for w > 0 
c bw - 1) 1 :;in. = 2 (log n - d(n)) t?-+, (5.1) 
where C is for n > 1. From Dirichlet’s elementary formula 
nz, d(n) = x log x + (2y - I) x + O(xlfq, 
where y is Euler’s constant, and from 
2 log 12 = x log x - x + O(log x), 
n<x 
partial summation on the right side of (5.1) leads easily to 
A(n) - 1 neP% 
c 71 1 _ e-nv = 
- s + O(w-l/Z), 
for small z, > 0. Let 
f(t) = c y- l . 
n<t 
Then by a well-known elementary result of Mertens 
f(t) = O(l), t 3 1. 
By partial summation of (5.2) 
(5.2) 
(5.3) 
- j)t) $ ( lE;m;t ) dt = - 2~ + O@W). 
A detailed derivation of this formula is given by Widder [5, p. 2321. Changing 
variables gives 
for large X. By (5.3), f(e”) = 0( 1). The left side of (5.4) is of the form (2.6) if 
K(x) = & e-2 exp(- e-9 
dx 1 - exp(- e-5) ’ 
It is readily ascertained that 
(5.5) 
K(x) = O(e-121) (5.6) 
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and easily seen that K E W and (2.4) is satisfied. Let 0 < E < 1, and let 
I,(u) = j- K(x) e-(iu+s)r dx. (5.7) 
By (5.6) &(u) is continuous in E for 0 < E < 1 (indeed for / E 1 < 1). If E > 0 
then by use of (5.5) and integration by parts 
By (5.7) k(---EC) = I,,(U) and so 
k( -24) = iut;( 1 + zq q I + iu). 
r is never zero; the factor iu cancels the pole of [( 1 + &) at u = 0; and 
[(l + in) is not zero. Hence, k(u) # 0 and so the hypothesis of Theorem W 
is satisfied. Therefore, if we set K,(x) = exp(-x) for x > 0 and K,(x) = 0 
for x < 0, then 
Fi ec5 Iox f (ev) eg dy = - 2y 
or 
; j-l”f(t) dt = - 2~ + o(l), v-+ co. 
From the definition off below (5.2), 
$z, 
A(n) - 1 -‘lJ 
n j, dt= -22yfoUh 
or 
A(n) - 1 
1 n n<v 
- $ c (44 - 1) = - 2y + o(1). 
n<v 
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then by partial summation 
J 
-’ #tt) - Lt] dt = - &, + o(l). 
1 t2 
Since 
1 
;!i!& -++ c ;, 
n<v 
g(v) = I,’ $$ dt = log 2, - Y - 1 + o(1). 
As is well known, the monotone character of y%(t) and the consideration of 
g(o(l + l )) - g(e)) leads easily to 
which is equivalent to the prime number theorem. 
APPENDIX 
Here the inversion of order of integration in the repeated integrals will be 
discussed. There are several repeated integrals. The integral (3.1) which is 
inverted to get (3.3) is as complicated as any of the others and will be treated 
here. First, since x is not really involved in the integration, it suffices to 
consider 
I= j- P(Y) 4 j- WY - 4.W dv, 
where P, like R, is continuous and satisfies P(y) = O(y-“) as 1 y / --+ co. 
(Indeed, R as defined by (3.8) is an entire function. In any case by Lemma 2.2 
with the roles of u and x interchanged R is uniformly continuous.) It will be 
assumed that K satisfies (2.4) and the second part of (2.2). It will also be 
assumed K is continuous, although a finite number of simple discontinuities 
would not complicate the discussion. (The difficult K’s in Tauberian theorems 
are those which have a strong smoothing effect and those are usually actually 
analytic.) 
It will be assumed that f is piecewise continuous, with at most a finite 
number of discontinuities in any finite interval, and that 1 f 1 < M. Then the 
inner integral of I can be written as a sum of integrals each with a continuous 
integrand in w. Since the sum is dominated by M s 1 K(v)1 dv, it converges. 
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If B is large the parts of the integral over (--co, y - B) and (y + B, co) 
are small. This leads easily to the continuity of the inner integral with respect 
toy and so the outer integral of I is with respect to a continuous function of y. 
Let A be large. Let 
K(y - v)f(v) dw. 
Then the inner integral can be written as a finite sum of integrals each with 
a continuous integrand in (y, w) so I, is entirely elementary and so can be 
inverted to give IA = JA , where 
J = jk4 dv j- K(Y - ~1 P(Y) dr. 
Because the inner integral of J is 0(1/o*) for large w, as will be shown below, 
the existence of J as a repeated integral is also easily demonstrated. Now 
I I - 1” I G (4 + 4 + 13 + 4) MS 
where 
II = jdm I JY.Y)I dr j I WY - u)I dv, 
I2 = j-: I P(Y)I dy j2; I K(Y - v>l dv, 
and Ia and 1.r are similar to I1 and I, , respectively. Clearly 
11 G jAm I P(y)1 4’ (j I K(v)1 dv) , 
andsoI,-+OasA-+co.Ift=y-w,then 
< jA I &‘)I 4 j-A I K(t)1 dt 
-A -m 
< j-^ I W dt j I p(Y)1 dy, --oc 
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and so I2 + 0 as A + co. Thus, IA + I as A ---f co. Similarly, 
I / - IA I ,< (J1 + Js + Js + Jd nf, 
where 
11 = j;*; dv jr I P(Y)1 I 4Y - 41 dY> 
12 = j2; dv j I P(y)1 I K(Y - v)I 6 
and Js and J4 are similar, respectively. Then since P(y) = 0( l/y2) 
J, = 0 (-&) j;2t dv j I K(y)1 dr = 0 ($) > 
andso J1-+OasA-+co. ForsomeC 
.J2 d C j2; dv j j+p 1 K(Y - ‘>I [I + (Y - +I & 1 + (y - v)” - . 
By considering the ranges -co < y < v/2 and v/2 < y < CO, it is easily 
seen that 
1 1 1 
1 +y2 1 +(y-q G 1 + G/4 <f. 
Therefore, 
12 G 4~ j-1 $ j I WY)I (1 + y2) 4 = 0 (-$) > 
and so J2-+0 as A+ 00. Thus, JA- J as A-+ co. Since IA = JA, it 
follows that I = J and the inversion is justified. 
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