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Abstract—The simulation of vehicular wireless channels using
geometry-based radio channel models is computationally inten-
sive when the number of scatterers is significantly high. In this pa-
per, we propose a new geometry-based stochastic channel model
to simulate and analyze the aforementioned channels based on a
framework developed from the theory of ambit processes. Under
reasonable assumptions, the underlying mathematical structure
of the proposed channel model enables the characterization
of high mobility channels in terms of fading statistics, spatio-
temporal channel correlation, and Doppler spectrum, besides
ensuring tractable analysis. The developed algorithm facilitates
fast simulation of high mobility channels and accounts for
key features of vehicular channels including appearance and
disappearance of multi-path components, spatial consistency, and
captures the correlation between time-evolving delay and Doppler
associated with multi-path components. Finally, we carry out
simulations to obtain crucial insights about the characteristics of
typical vehicle-to-infrastructure channels based on the proposed
channel model.
Index terms— Geometry based stochastic channel model,
ambit process, Lev´y basis, birth-death process, temporal auto-
correlation.
I. INTRODUCTION
Vehicle-to-vehicle (V2V) and vehicle-to-infrastructure
(V2I) communication systems form crucial components
of intelligent transportation systems [1], [2]. In order to
support the development and deployment of V2V and
V2I communication systems, channel models characterizing
important features of vehicular wireless channels are required.
In recent years, several channel models based on different
modeling techniques have been proposed [3]–[5]. These
channel models offer varying degrees of flexibility in terms
of simplicity, accuracy, and scalability to enable modeling of
various channel parameters.
In order to balance the trade-off between accuracy and
complexity of the channel model, geometry based stochastic
channel model (GBSCM)s have found wide acceptance for
modeling vehicular channels [5]–[7]. In GBSCMs, scatter-
ers are placed in the Euclidean plane based on probability
density functions (PDF)s which are derived empirically from
measurements, and the channel impulse response (CIR) is
evaluated using simplified ray tracing techniques. Depending
on the modeling aspects, GBSCMs further classified into
regular-GBSCMs and irregular-GBSCMs. In regular-GBSCMs
[8], scatterers are distributed across certain regular shapes
including rings and ellipses, whereas in irregular-GBSCMs,
scatters are distributed across arbitrary shapes. Despite the
simplicity and analytical tractability of regular-GBSCMs, they
do suffer from inaccuracies in modeling vehicular channels.
In general, placement of scatterers on the regular shapes does
not always ensure modeling of real-world scenarios [6]. On
the other hand, owing to the more realistic distribution of
scatterers, irregular-GBSCMs show a better agreement with
the measurement data [9].
Despite the accurate modeling of vehicular channels,
irregular-GBSCMs tend to suffer from high simulation com-
plexity and reduced analytical tractability due to the involve-
ment of a large number of scatterers used to characterize
the multi-path environment. Due to the high computational
complexity resulting from the involvement of a large number
of scatterers, existing methods traditionally employ approxi-
mations to model scattering environments. One such approach
[8], [10] relies on specific placement of a finite number of
scatterers in the scattering region so that the approximated
model captures channel characteristics with a fair amount of
accuracy. However, this approach fails to achieve desirable
statistical properties of the reference model [11]. The second
approach [12] involves the introduction of discrete prolate
spheroidal sequences to represent scattering environments
thereby reducing the dimensionality of the problem. The
approach in [12] is based on a key assumption that wireless
channels are wide-sense stationary, and variations in direction
of arrival or departure as well as multi-path power during
the simulation interval are negligible. However, in realistic
propagation scenarios, the vehicular wireless channel is, in
general, non-stationary [6], and therefore, channel simulations
for longer time duration mandate multi-path powers, path de-
lays, and Doppler frequencies to be calculated in every channel
instance using direct geometrical calculations. Moreover, the
approach in [12] does not model the birth-death event of multi-
path components.
To address the computational complexity, in this paper, we
present an irregular GBSCM in which we model scatterer loca-
tions and their modification relative to a moving wireless node
using a novel approach known as ambit process. We have two
main objectives: (i) To develop a general analytical framework
for irregular-GBSCM characterizing spatial consistency, non-
stationarity, birth-death events of multi-path components, (ii)
Simulate channel variations resulting from change in direction
of multi-path components and their appearance/disappearance
in a computationally efficient way.
The rest of the paper is organized as follows. Section
II presents the system model as the basis for the proposed
geometrical channel modeling and the fundamentals of ambit
processes. Section III elaborates a novel 2D convolution based
algorithm for simulating V2I channels. Section IV includes
simulation results and Section V concludes the paper.
II. AN APPROACH TO GEOMETRY BASED CHANNEL
MODELING
A. Theory of Ambit Processes
In this section, we provide the theoretical foundation of
ambit processes which is subsequently leveraged to model
vehicular wireless channels. Ambit processes are generalized
stochastic processes which describe dynamic phenomena in
time and space [13]. The basic settings for an ambit process
includes a stochastic field X(t, s) in time-space R+×R
k and
a curve C(n) = (t(n), s(n)) with the sampling point, n ∈ N
[13]. As shown in Fig. 1, the curve C presents the trajectory of
a moving object in the time-space plane with each point in the
curve (indexed by n ∈ N) representing the location in space
of the object at a given instance of time t(n). The stochastic
field is the random phenomena experienced by the object at
the time-space sampling point C(n). The stochastic field at
the point C(n) can be influenced by the randomness (modeled
through Le`vy bases [13]) observed at some time-space point.
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Fig. 1. Depiction of an ambit process.
In the context of vehicular wireless channels, the curve
C can be used to specify the trajectory for a mobile user
(MU) and the stochastic field X can be considered as the
channel gain experienced by the MU. The coupling between
the randomness occurs at these points and the stochastic
field experienced on the curve is generally modeled by a
combination of deterministic functions and random variables
(known as volatility terms). The circles depicted in Fig. 1
relate to the volatility or additional randomness associated to
a point in the time-space plane [13]. It may be noted that not
all the time-space points can influence the stochastic field at
a sampling point C(n). The stochastic field at any sampling
point n ∈ N on the curve depends only on the time-space
randomness occurring prior to the time, t(n). The collection
of these time-space points is called an ambit set of (t(n), s(n))
which is represented by the subset A(t(n), s(n)) of R+×R
k.
An example of ambit set is shown in Fig. 1 in terms of a
closed region with boundaries represented by the dotted curve.
In general, the stochastic field X(t, s) at an arbitrary point (t,
s) in the time-space plane is represented by the combination
of a constant term and stochastic components. The stochastic
components are represented either through deterministic or
stochastic integrals. From a mathematical perspective, the
stochastic field X(t, s) is represented by,
X(t, s) =µ+
∫
B(t,s)
g(t, s;u, p)η(u, p)dudp
+
∫
A(t,s)
f(t, s;u, p)σ(u, p)L(du, dp), (1)
where µ is the drift level, A(t, s) and B(t, s) represent ambit
sets, f and g are deterministic functions known as kernel
functions. The variables, σ and η denote stochastic fields
referred to volatility at a given point from the ambit sets,
A(t, s) and B(t, s), respectively. The dynamics associated with
the time-space points is primarily captured via the Le`vy basis
L. Typical examples of Le`vy bases are Gaussian, Poisson,
α−stable, and generalized hyperbolic distributions. As an
example, in the subsequent sections, we apply the theory of
ambit process to model V2I channels characterized by static
scatterers.
B. Characterization of V2I Channels
Consider a base station (BS) to MU channel. We assume
that the MU travels in a prescribed direction with a time-
varying velocity v(t) (with v0 = v(t = 0)) as shown in Fig. 2.
The distance between the BS and MU at the time instance, t,
is denoted by D(t). Scatterers which cause multi-path signal
propagation are assumed to be static. To model the scattering
environment, we consider a macro-cellular environment with
local scattering effect where scatterers are generally present
only inside a region around MU, as shown in Fig. 2. We
assume that D(t) is sufficiently large for a 2D scattering
region to model the 3D V2I channel. The shaded region shown
in Fig. 2 represents the location of effective scatters in the
BS-MU channel scenario. The region of scatterers can be
approximated by a circular disc around the MU as shown in
Fig. 2. The scatterers visible to the MU are essentially located
within the radius of the disc. A similar approximation for scat-
terer distribution has found extensive use in existing literature
[14]. The radius of the circular disc, R, is generally chosen
based on the minimum signal power the MU can detect. With
N(t) scatterers present inside the circular scattering region
at time instant, t, we model the time-variant complex impulse
response of the channel as the superposition of N(t)+1 multi-
paths by [6],
h(t, τ) = aL(t)e
jkdL(t)δ(t− τL(t))
+
N(t)∑
s=1
ase
jkds(t)δ(t− τs(t)), (2)
where the first term in (2) represents the multi-path component
due to line-of-sight (LoS) signal propagation, and the second
term represents the single bounce multi-path components due
to scatterers present inside the circular disc. Approximating
signal propagation mechanism with single bounce scattering
is widely accepted for channel modeling and also shows
good match with measurements [6]. The variables aL(t)
and as(t) denote time-varying complex channel amplitudes
due to LoS component and the single bounce components
from s−th scatterer (s ∈ {1, 2, ..., N(t)}), respectively. The
parameter, k represents the wave number, which is related
to the wavelength, λ, by the relation, k = 2piλ−1. dL(t) and
ds(t) denotes time-varying signal propagation distance for LoS
and s−th scattering multi-path component, respectively. The
signal propagation delays are denoted by τL(t) = dL(t)c
−1
and τs(t) = ds(t)c
−1, respectively. The parameter, c denotes
velocity of the light in air. Similar to the approach in [6], the
complex amplitude of individual multi-path components can
be expressed as,
BS MU
Scattering Region
v
Fig. 2. A scenario depicting BS-MU channel.
aL(t) = G
1/2
L dL(t)
−γ/2 (3)
as(t) = G
1/2
s cs(t)ds(t)
−γ/2, (4)
where GL and Gs are reference power terms which can be
determined from channel measurements, γ denotes path loss
exponent, and cs(t) is a zero mean Gaussian random process
chosen in order to maintain consistency between the model
and measurement data. In the proposed channel modeling
framework, we model time-varying channels based on the
theory of ambit processes. For this purpose, we use an ambit
process described in the time-space plane with dimension
R+ × R. The scatterers are treated as points and therefore,
the time-space distribution of scatterers is modeled using a
Poisson Le´vy basis with a non-uniform intensity function,
λs(z), ∀z ∈ A(t, s). A Le´vy basis L(A) is said to be a Poisson
Le´vy basis if L(A) ∼ Pois(
∫
A λs(z)dz), ∀A ∈ B(R+ × R),
where Pois(·) denotes poisson random variable and B denotes
Borel set defined on the space R+ × R.
We first establish the geometrical relationship between the
framework of ambit processes discussed in Section II-A and
the deployment scenario considered in Fig. 2. Without loss
of generality, we can choose the x−axis to be in parallel
with the direction of motion, whereas the space dimension
is taken perpendicular to the x−axis. As such, a mapping
from time-axis in the ambit framework to x−axis is performed
based on the velocity of motion of MU. The time-varying
channel impulse response is modeled as the time-space varying
stochastic ambit field experienced at the MU, i.e. h(t, τ) in (2)
can be reformulated as,
h(t, τ) =h (t, yi, u, yj : (u, yj) ∈ A(t, yi))
=aL(t)e
jkdL(t)δ(t− τL(t))
+
∫
A(t,yi)
f(t, yi;u, yj)σ(u, yj)L(du, dyj). (5)
The variable τ denotes multi-path propagation delay. We
model instantaneous τ as a function of time-space points
inside the time-varying ambit set A(t, yi), which models
instantaneous scattering region around MU. The coordinates,
(t, yi) denote the instantaneous location of MU in the time-
space plane. The power distribution of individual multi-path
components is carefully modeled by choosing appropriate ker-
nel function, f , and stochastic volatility function, σ. Without
loss of generality, we assume the initial location of the MU to
be at (0, yi), where yi is chosen as a constant. To make the
model consistent with the one defined in (2), we define the
kernel function as,
f(t, yi;u, yj) = G
1/2
s ds(t)
−γ/2ejkds(t)δ(t− τs(t)), (6)
where,
ds(t) =d
(
BSx, BSy;
∫ u
0
v(ζ)dζ, ys
)
+ d
(∫ t
0
v(ζ)dζ, yi;
∫ u
0
v(ζ)dζ, ys
)
(7)
where d(x1, y1;x2, y2) =
√
(x1 − x2)2 + (y1 − y2)2 is the
Euclidean distance between the points, (x1, y1) and (x2, y2).
The first and second terms in (6) are the BS-to-scatterer
distance and scatterer-to-MU distance, respectively. BSx and
BSy are the x and y coordinates of BS location. Moreover,
we select the volatility function, σ(u, yj) = cs(u, yj).
C. Choosing Parameters for the Proposed V2I Channel Model
Parameters of the proposed channel model can readily be
selected based on reported measurements. The density of
scatterers, λs and the size of the ambit set, R can be deter-
mined as follows. For simplicity, let us assume the underlying
Le`vy process defining the ambit process is homogeneous, i.e.,
λs(z) = λs, ∀z ∈ R+×R and v(t) = v0 within the simulation
duration. Consider Ns and Rs be the average number of
resolvable multi-path components and the average arrival rate
of multi-path components, respectively. Then, the radius of the
circular scattering region R and the density parameter λs can
be evaluated as,
R =
√
Ns
λspi
, (8)
λs =
Rs
2Rv0
(9)
Without loss of generality, parameters for V2I channels char-
acterized by non-uniform spatial distribution of scatterers can
be modeled using inhomogenous or non-stationary ambit pro-
cesses. The model parameters can be determined by applying
suitable modifications to (8) and (9).
III. A SIMULATOR FOR V2I CHANNELS BASED ON THE
PROPOSED CHANNEL MODEL
In this section, we present an algorithm for simulating
time-varying CIR of non-stationary V2I channels. The com-
putational complexity of the algorithm is significantly re-
duced through a 2D convolution operation. For this purpose,
we transform the kernel function, f in (6) in the form
of a semi-stationary function [13]. Therefore, we decom-
pose f in (6) into the format given in (10). The approxi-
mation, ds(t) ≈ d(BSx, BSy;
∫ u
0
v(ζ)dζ, ys) is expected to
be sufficiently accurate since d(BSx, BSy;
∫ u
0v(ζ)dζ, ys) ≫
d(
∫ t
0v(ζ)dζ, yi;
∫ u
0v(ζ)dζ, ys) in general. For realization,
we initially assume constant velocity v0 for v(t) and
introduce time variability later. By treating the terms
exp(kd(v0t, yi; v0u, yj)) and exp(kd(BSx, BSy; v0u, yj)) as
constants for a given time instance t, the kernel function in
(10) is represented in the form,
f(t, yi;u, yj) = f(t− u, yi − yj) ∗ f̂(t, u, yj), (11)
where
f(t−u, yi−yj) = e
jkd(v0t,yi;v0u,yj)δ
(
t−
d(v0t, yi; v0u, yj)
c
)
(12)
f̂(u, yj) =G
1/2
s e
jkd(BSx,BSy;v0u,yj)
× δ
(
t−
d(BSx, BSy; v0u, yj)
c
)
. (13)
The symbol ∗ denotes linear convolution operator. Now, we
apply a convolution technique to evaluate the time-varying
channel impulse response by extending the method introduced
in [15], which was originally proposed for simulating one
dimensional Le`vy processes. We first modify the expression in
(5) by separating time and space integration. For this purpose,
we assume the ambit set has the form, A(t, yi) = (t, 0) +A,
where A = A(0, yi). Hence,
h(t, τ) =
∫
∞
0
∫
A
[
f(t− u, yi − yj) ∗ f̂(u, yj)
]
× σ(u, yj)L(du, dy). (14)
We assume that f(x, yi− yj) = 0 for x ≤ 0. Moreover, based
on the independent scattering property of Le`vy bases [13], we
write, L(du, dy) = dL(u, yi). Therefore, (14) becomes
h(t, τ) =
∫
∞
0
∫
A
f(t− u, yi − yj) ∗
[
f̂(u, yj)
× σ(u, yj)dL(u, yj)
]
. (15)
We see that the resulting ambit process can be represented
in terms of a 2D grid with step sizes, ∆ > 0 and Λ > 0.
Therefore, we have,
h(k∆, τ) =
∞∑
l=−∞
∞∑
m=−∞
∫ l∆
(l−1)∆
∫ mΛ
(m−1)Λ
f(k∆− u, yi − yj)
∗
[
f̂(u, yj)σ(u, lΛ)dL(u, yj)
]
. (16)
We note that f(x, y) = 0, if (x, y) /∈ A(0, yi). Similar to the
approach in [15], we assume f , f̂ , and σ are approximately
constant and equal to their respective values at ((l−1)∆, (m−
1)Λ). Then,
h(k∆, τ) ≈
∞∑
l=−∞
∞∑
m=−∞
f((k − l + 1)∆, yi − (m− 1)Λ)
∗
[
f̂((l − 1)∆, (m− 1)Λ)
× σ((l − 1)∆, (m− 1)Λ)∇Ll,m
]
, (17)
where∇Ll,m = L(l∆,mΛ)−L((l−1)∆, (m−1)Λ), l,m ∈ N
are the increments of the underlying Le`vy process. Now, we
devise a simulation algorithm for V2I channel in Algorithm
based on the formulation in (17).
Algorithm Non-stationary V2I channel simulator
1: Inputs: Choose appropriate values of ∆, Λ, τmax,
δτ , Tmax;
2: Initialize: define M = floor(R/Λ), N = floor(R/v∆),
P = floor(Tmax/∆), D = floor(τmax/δτ);
Zmat = [0](2(N+P )−1)×(2D−1); create
position vector of MU x(j∆) where
j ∈ {1, 2, .., N + P − 1}; x0 = 0
3: for each i ∈ {−M,−M + 1, ...,M − 1} do
4: Initialize Xmat = [0]2N×D and Ymat = [0]2P×D
5: Compute D1 = floor(c
−1d(j∆, 0; iΛ, 0)/δτ)
for j ∈ {−N,−N + 1, ..., N − 1}
6: Xmat(j,D1) = f(j∆, iΛ)
7: D2 = floor(c
−1d(BSx, BSy; j∆, iΛ)/δτ)
for j ∈ {0, 1, ..., P − 1}
8: Ymat(j,D2) = f̂(j∆, iΛ)σ(j∆, iΛ)∇j+1,i+1
9: Compute 2D convolution of Ymat and row wise fold
Xmat and equate the convoluted sequence to Zmat,i
10: Zmat = Zmat + Zmat,i
11: end for
12: for each i ∈ {1, 2, .., N + P − 1} do
13: Calculate the instantaneous velocity vi based on the
adopted model for time-varying velocity of MU
14: Determine the new location of MU xi = xi−1 + vi∆
15: Identify the j such that x(j∆) ≤ xi ≤ x((j + 1)∆)
16: Compute α = [xi − x(j∆)]/[x((j + 1)∆)− x(j∆)]
17: hN (i∆, τ) = αZmat((j + 1)∆, τ)
+(1− α)Zmat(j∆, τ)
18: end for
19: Output: 2D matrix hN
The algorithm has two phases; initialization and channel
simulation. During the initialization phase, all the required
channel parameters in the form of matricesXmat and Ymat are
precomputed for the 2D convolution operation to be used in
the channel simulation phase. For this purpose, we first sam-
ple time, space (y− dimension), and delay dimensions with
respective number of points P , M , and D. The parameters
P , M , and D are determined based on maximum propagation
delay τmax, delay resolution δτ , simulation time Tmax, and
radius of the scattering region R. Then, for each space sample
f(t, yi;u, yj) ≈ G
1/2
s d
(
BSx, BSy;
∫ u
0
v(ζ)dζ, ys
)
−γ/2
exp
(
jk
(
d
(
BSx, BSy;
∫ u
0
v(ζ)dζ, ys
)
+ d
( ∫ t
0
v(ζ)dζ, yi;
∫ u
0
v(ζ)dζ, ys
)))
× δ
(
t− c−1
(
d
(
BSx, BSy;
∫ u
0
v(ζ)dζ, ys
)
+ d
(∫ t
0
v(ζ)dζ, yi;
∫ u
0
v(ζ)dζ, ys
)))
(10)
index, we construct two matrices with columns corresponding
to delay and rows corresponding to time. For the first matrix
Xmat, we compute the function f for all the time and space
sample points. The computed f is mapped into the locations
of Xmat specified by the time and delay sample points. For
the second matrix Ymat, a similar procedure is adopted with
the function defined by the product of f̂ , σ, and ∇. In the
simulation phase, we perform 2D convolution of row wise
folded Xmat and Ymat for each space sample points as shown
in step 8 of Algorithm. The resulting 2D matrices for each
space sample index are added.
The computational benefit is obtained owing to the fact that
the proposed V2I channel simulator tracks modifications in
the received signal power, propagation delay, and phase of
each multi-path component through the convolution operation.
Computationally efficient algorithms exist for implementing
convolution of sequences. It should be noted that impulse
response for a longer time duration Tmax can be efficiently
computed by breaking the matrix Ymat into multiple small
matrices and apply overlap-add or overlap-save method to
compute their convolution.
The effect of time-varying velocity of MU on channel
impulse response is introduced in steps 11-16 of Algorithm.
The time varying velocity of MU results in sampling of the
MU’s location at a non-uniform rate depending on the velocity
of MU at a given instant of time. The impulse response of a
non-stationary V2I channel hN (t, τ) is simulated using a non-
uniform sampling rate conversion technique given in steps
12-16 of the Algorithm. We assume that the actual space-
sampling interval (along x-axis) for simulating V2I channel
is sufficiently small so that adjacent samples of the channel
coefficients are highly correlated. Therefore, we apply a linear
interpolation technique to determine the channel coefficient at
the required spatial point as given in step 15-16 of Algorithm.
The non-stationary time-varying channel impulse response is
stored in variable hN .
IV. NUMERICAL SIMULATIONS
To validate the proposed channel modeling framework, we
carry out numerical simulations. We consider that a BS is
arbitrarily located at (−100, 20) and the initial position of a
MU is at (0, 0). The MU is assumed to be moving away from
the BS with an initial velocity, v0 = 40 km/hr as shown in
Fig. 2. We assume that BS transmits signal at a frequency
fc = 2.6 GHz. Moreover, Gs = GL = (λ/4pi)
2 and path loss
exponent, γ = 1.7 (chosen based on the average of path loss
exponents reported in [6]). Numerical results corresponding
to the temporal autocorrelation function (ACF) and Doppler
power spectral density (PSD) are generated by averaging the
output of 500 independent realization of the Poisson Le`vy
field. Moreover, LoS component is not accounted in the
simulations.
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Fig. 3. Temporal ACFs of the simulated V2I channel determined at different
time instants for the accelerating MU.
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Fig. 4. Doppler PSD of the simulated V2I channel determined at different
time instants for the accelerating MU
We simulate non-stationary V2I channels by accounting
time-varying velocity for MU. We assume that the MU accel-
erates with a uniform rate of acceleration a. The simulation
plots for normalized temporal ACF of the channel at different
time instances are shown in Fig. 3. The plots show that
as the velocity of the MU increases with time due to the
acceleration, the temporal ACF decreases rapidly with the time
difference. This implies that channel decorrelates quickly with
time. The time-varying Doppler PSD corresponding to the
received signal at MU is presented in Fig. 4. The shape of the
Doppler PSD closely follows the measured Doppler PSD for
typical V2I channels. The Doppler PSD evaluated at different
time instances varies significantly due to the presence of non-
stationary properties of the simulation environment. This is
essentially due to the inclusion of time varying velocity for
MU and the birth-death process on time-space axis. The plots
in Fig. 4 indicate that maximum Doppler shift increases for
higher rate of accelerations since more acceleration leads to
higher velocities thereby increasing the Doppler shift.
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Fig. 5. (a) Empirical CDF corresponds to the ratio of computation time of
direct method and the proposed algorithm and (b) Empirical CDF corresponds
to the ratio of simulated power using the direct method and the proposed
algorithm in dB scale for Rs = Ns = 100 (bold blue curve), Rs = Ns =
1000 (dashed red curve), Rs = Ns = 5000 (dotted yellow curve)
Firstly, we compare the complexity of the proposed simu-
lation algorithm and the direct approach for simulating time
varying vehicular wireless channels. The direct approach (used
in [12] for tracking channel variations outside the stationary
interval) involves computation of channel parameters such
as path loss and propagation delay based on the relative
modification of scatterer position with respect to moving MU
using geometrical calculations. We conduct simulations for
varying Rs and Ns, ranging from Rs = 100 = Ns = 100
to Rs = Ns = 5000 (which corresponds to a model for
diffuse components) in a desktop computer configured with
INTEL CORE i7® microprocessor and 16 GB RAM. The
savings in simulation time as function of scatterer density and
arrival rate is shown in Fig. 5(a) as an empirical cumulative
distribution function (CDF) obtained from multiple realization
of the scattering environment. The median of the simulation
time for generating 4s of channel using the direct approach is
approximately 10 times the simulation time for the proposed
approach with Rs = Ns = 5000. We also plot the error
between the time varying received power (with unit transmit
power) simulated using the direct approach and the proposed
simulation algorithm. The error plot is depicted in Fig. 5(b) in
terms of the ratio of received power simulated separately using
the direct approach and the proposed simulation algorithm.
The median of the error is found to be −0.31 dB with standard
deviation equals to 0.12 dB which can be attributed to the fact
that the approximated path loss computed for the proposed
simulation algorithm is less than or equal to that considered
in the direct approach.
V. CONCLUSION
In this paper, we introduce a novel method which serves
as a tool to characterize vehicular wireless channels based
on the theory of ambit processes. In particular, we define
suitable ambit sets and kernel functions to model scattering
regions and channel properties, respectively. Key features of
vehicular channels such as channel non-stationarity, multi-
path death events, spatio-temporal channel correlation are
studied through the proposed modeling framework. The flex-
ibility and the tractability offered by the underlying theory
of ambit processes provides a useful platform for studying
important characteristics of vehicular communication chan-
nels thus paving the way for development of new channel
models within the scope of next generation communication
systems. Additionally, the proposed computationally efficient
simulation algorithm models vehicular channels and yields
several significant characteristics of vehicular communication
channels. Future work involves validation of certain modeling
aspects in the proposed framework with measurement data
from practical scenarios.
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