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Abstract
In this article we study a semiparametric generalized partially linear model when the covariates are
missing at random. We propose combining local linear regression with the local quasilikelihood technique
andweighted estimating equation to estimate the parameters and nonparameterswhen themissing probability
is known or unknown. We establish normality of the estimators of the parameter and asymptotic expansion
for the estimators of the nonparametric part. We apply the proposed models and methods to a study of the
relation between virologic and immunologic responses in AIDS clinical trials, in which virologic response
is classiﬁed into binary variables. We also give simulation results to illustrate our approach.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Since Nelder and Wedderburn [18] introduced generalized linear models (GLMs), the models
have been widely studied and extensively used [17]. The real world is far too complicated to
comprehend in detail. Generalized additive models have been used to explore the complicated
relation between the response to treatment and the predictors of interest [6]. Efforts have been
made to balance the interpretation of GLMs and ﬂexibility of generalized additive models.
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Important results of those efforts are generalized partially linear models (GPLMs), which have
been considered for analysis of cross-sectional and longitudinal data [24,1,14,30,11].
Most approaches to studying GPLMs are limited to considerations of observed data. However,
data are frequently missing in biomedical and epidemiologic research because subjects fail to
report at clinical centers or refuse to answer some questions, or technicians may lose data. Simply
excluding the missing data, known complete case (CC) analysis, may result in an inefﬁcient
estimator [29,12] and in the loss of a great deal of information; itmay even lead to a false conclusion
although the implementation of the CCmethod is simple and it is default method inmost statistical
software. In addition, this exclusion of data may waste useful information, because other observed
variables associated with the missing variables are excluded. In the literature on GLMs with
missing covariates, four common approaches have been described: maximum likelihood [7,9],
multiple imputation [22,16], Bayesian [2], and weighted estimating equation (WEE) methods
[19–21]. Ibrahim et al. [8] provided a comprehensive survey of these approaches.
In this paper,we examine the use of theWEEmethod inGPLMswithmissing covariates. Robins
et al. [20] developed an efﬁcient WEE method for general parametric models. To our knowledge,
most WEE studies have focused on parametric models with missing covariates. Wang et al. [26]
considered estimation of parametric regression coefﬁcients with unknown missing probability.
TheWEEmethodwas extended by Liang et al. [12] to study a special case of the GPLMs, partially
linear models (PLMs), with missing covariates. This paper further extends the WEE method to
GPLMs with missing covariates. The themes we are concerned with here are different from the
common methods for partially linear models in several aspects: (i) we do not have a closed form
of the estimator as we do in PLMs; (ii) a numerical iteration procedure is needed to implement
the method; and (iii) the existence of nonparametric components means that other three methods
mentioned in the former paragraph cannot be used because they depend heavily upon the model’s
assumptions.
The article is organized as follows. In Section 2 we formally introduce the model framework,
propose an estimation algorithm, parametrically and nonparametrically consider estimation of the
missing probability, and correspondingly the strategy for estimation of the parameter of interest,
and derive the asymptotic distributions of the estimators.We illustrate themethodswith simulation
experiments in Section 3, analyze a data set from an AIDS study in Section 4, and provide a
discussion in Section 5. All proofs of the theoretical results are given in Appendix A.
2. Model and estimation
Wenowpresent theGPLMs andmissingmechanism. Suppose that there are n i.i.d. observations
{(Xi, Zi, Yi), i = 1, . . . , n}, where Yi are the outcome variables, Xi the linear covariate (p × 1),
and Zi are the nonlinear scalar. The GPLMs can be expressed as
E(Yi |Xi, Zi) = {XTi + (Zi)}, (2.1)
where (·) is a link function,  is a p × 1 vector, and  is an unknown smoothing function.
Assume var(Y |X,Z) = 2V (), where  = {XT + (Z)}. Let  = 1 if X is observed and
 = 0 otherwise. Assume that the X’s are missing at random (MAR) in the sense that
(Yi, Zi) = P(i = 1|Xi, Zi, Yi) = P(i = 1|Zi, Yi). (2.2)
We ﬁrst assume that the missing data probability (Y, Z) is known, and will consider the case in
which (y, z) is unknown later.
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2.1. Estimation
To estimate the parametric and nonparametric parts  and (z) incorporating missing data, we
combine the quasilikelihood principle and the WEE method. We estimate these parameters by
considering the local WEE method, and then update the estimate of  by relying on the global
WEE method. Assume that (z) has a continuous second derivative for any ﬁxed z0. (z) can be
approximated by a linear function within the neighborhood of z0 via Taylor expansion,
(z) = (z0) + ′(z0)(z − z0) ≡ a0 + a1(z − z0).
We introduce the following notation: k(t) = {d(t)/dt}k V −1{(t)} for k = 1, 2; f (z) as
the density of Z; Ri = XTi  + (Zi), R = XT + (Z); q1(t, y) = {y − (t)}1(t), q2(t, y) =
{y−(t)}′1(t)−2(t); and εi = 1(Ri){Yi −(Ri)} = q1(Ri, Yi);i = {1, (Zi −z0)/h,XTi }T.
Denote a = (a0, a1)T. The estimation procedure is described by the following algorithm.
Step 0. Fit a generalized linear model to obtain an initial value ̂.
Step 1. For each ﬁxed z0 and ̂, ̂(̂, z0) denotes the solution in a0 of the equation
0 = 1
n
n∑
i=1
i
i
Kh(z0 − Zi)i1{Ti × (aT, ̂T)T}[Yi − {Ti × (aT, ̂T)T}], (2.3)
where Kh(·) = K(·/h)/h, K(·) is a kernel function, and h is a bandwidth.
Step 2. Given the estimator ̂(̂, z), an estimator of , ̂ is updated by solving the equation
0 = 1
n
n∑
i=1
i
i
Xi1{̂(̂, Zi) + XTi }[Yi − {̂(̂, Zi) + XTi }]. (2.4)
Step 3. Repeat steps 1 and 2 until convergence.
The ﬁnal estimators of (z) and  are denoted by ̂(z) and ̂n, respectively. We ﬁrst give
an asymptotic expression of the estimator ̂(z). For notational simplicity, we denote A(z0) =
E
{
2(R)|Z = z0
}
, B(z0) = E
{
XT2(R)|Z = z0
}
. X˜ = X − B(Z)/A(Z) and X˜i = Xi −
B(Zi)/A(Zi). 	j =
∫
ujK(u) du and j =
∫
ujK2(u) du for j = 0, 1, 2.
Theorem 2.1. Consider the iterative nonparametric estimator ̂(z). Then, as n → ∞, h → 0,
and nh → ∞, under the condition given in Appendix A, we have the asymptotic expansion
̂(z) − (z) = 	2
2
(2)(z)h2 + 1
nf (z)A(z)
n∑
i=1
q1(Ri, yi)Kh(Zi − z)
+oP
{
(nh)−1/2 + h2
}
, (2.5)
and hence
(nh)1/2
{̂
(z) − (z) − 	2
2
(2)(z)h2
} D−→N{0, 0f−1(z)A−1(z)}. (2.6)
Theorem 2.2. Let ̂n be the estimate obtained from step 2. Under the condition given in
Appendix A, as n → ∞, nh4 → 0, and nh2/ log(1/h) → ∞, ̂n is a consistent estimate and
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n1/2(̂n − ) converges to a normal distribution with mean zero and covariance matrix:[
E
{
2(R)X˜X˜
T
}]−1
cov
(
1

X˜ε
)[
E
{
2(R)X˜X˜
T
}]−1
.
Theorem 2.2 indicates that in order to estimate  at the root-n rate, one must undersmooth the
nonparametric part (·). This undersmoothing request is standard in the kernel literature, although
ordinary bandwidth rates are available in the PLMs. Without missing data, the undersmoothing
could be avoided if a proﬁle-kernel method is used to estimate . However, the proﬁle-kernel
method may be difﬁcult to implement numerically as pointed out by Lin and Carroll [15]. The
same thing is true with missing X’s here.
The implementation of steps 1–3 is easily achieved and the estimator of  is asymptotically
normal. However, this estimator may be inefﬁcient according to theory of Robins et al. [20]
and Liang et al. [12] because only the information contained in the complete case has been
used. In the general parametric framework, i.e., E(Y |X) = g(X,
) with known g(·, ·), Robins
et al. [20] developed a general approach to give an efﬁcient estimator of 
. Their approach be-
comes overwhelmingly complex in semiparametric regression. Liang et al. [12] studied asymp-
totic efﬁciency for the PLM with missing covariates and concluded that obtaining an efﬁcient
estimator, although possible, seems very difﬁcult even in simple situations. They further sug-
gested an alternative. In an analogous way to that alternative, we may update step 2 to solve the
equation
0 = 1
n
n∑
i=1
i
i
Xi1{̂(̂, Zi) + XTi }[Yi − {̂(̂, Zi) + XTi }]
+1
n
n∑
i=1
i − i
i
Ê
(
Xi1{̂(̂, Zi) + XTi }[Yi − {̂(̂, Zi) + XTi }]
∣∣∣Yi, Zi) , (2.7)
where the second term “Ê(·)’’ is an estimator of the regression of the ﬁrst term on (Y, Z).
Based on this alternative and under appropriate assumptions, we can similarly show that this
estimator is consistent and has an asymptotic normal distribution with mean zero and covariance
matrix, as[
E
{
2(R)X˜X˜
T
}]−1 [
cov
(


X˜ε
)
−cov
{
− 

E(X˜ε|Y,Z)
}] [
E
{
2(R)X˜X˜
T
}]−1
,new.
We do not recommend this alternative because its implementation is complex, unlike that in
the PLMs, and we will demonstrate that replacing i by a nonparametric estimator ̂i results in
a new version of ̂n, whose asymptotic variance is ,new under the mild assumptions.
2.2. Unknown missing probability
We now suppose that (y, z) is unknown but can be estimated. We consider two cases: (i)
(y, z) is a parametric model, denoted by (, y, z), where  is an unknown parameter that needs
to be estimated, or (ii) (y, z) is a nonparametric model. Denote w = (y, z) and Wi = (Yi, Zi)
for i = 1 ∼ n.
(i) (w) is a parametric model.
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Let ̂n be the maximum likelihood estimator of . Replacing i by (̂n, Yi, Zi)̂i in steps
1–3, we obtain an associated estimator ̂n,P of . Let I () be the Fisher information matrix of
(w), which is assumed to be positive deﬁnite.
Theorem 2.3. Assume that (w) is a parametric model, and that the set {w, (, w) > 0} is free
of , and (, w) is thrice differentiable in  and
E
{
 log (, w)

}
= 0, E
{
2 log (, w)
T
}
= −I ().
Let ̂n,P be the estimator of  derived from steps 1–3 after replacing i by ̂i . Under the
same assumptions as Theorem 2.2, ̂n,P is a consistent estimator of  and
√
n(̂n,P − ) has an
asymptotically normal distribution with mean zero and covariance matrix[
E
{
2(R)X˜X˜
T
}]−1
n,P
[
E
{
2(R)X˜X˜
T
}]−1
,
where n,P is given in (A.7).
When (, y, z) is the logistic model, i.e.,
(, y, z) = {1 + exp(−0 − 1y − 2z)}−1,
a direct calculation yields
I () = E
{
1
(1 − )


(


)T}
.
In consequence,
n,P = E
(
1

X˜X˜Tε2
)
− E
{
1

X˜ε
(


)T}[
E
{
1
(1 − )


(


)T}]−1
×E
{
1

X˜ε
(


)T}T
.
(ii) (w) is a nonparametric model.
Let fw(w) be the density function of W and K1(·) be the rth-order (r2) kernel function. We
estimate (w) by
̂(w) =
∑n
j=1 jK1h1(Wj − w)∑n
j=1 K1h1(Wj − w)
.
Again we replace i by ̂(Wi) in steps 1–3 and get an estimator of  in the case of nonpara-
metric (w).
Theorem 2.4. Assume that(w) is positive on the support of (Y, Z)andhas abounded continuous
second derivative. Let ̂n,N be the estimator of  derived from steps 1–3 after replacing i by
̂(Wi). The bandwidth h1 in estimation of  satisﬁes that nh21 → ∞ and nh2r1 → 0. Under the
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same assumptions as Theorem 2.2, ̂n,N is a consistent estimator of  and
√
n(̂n,N − ) has an
asymptotically normal distribution with mean zero and covariance matrix ,new.
It is worthy to point that the difference of the covariance matrices of
√
n(̂n,P−) and
√
n(̂n−
), and the difference of the covariancematrices of
√
n(̂n,N−) and
√
n(̂n−) are semipositive
deﬁnite. This means that efﬁciency of estimating  may be increased by estimating (w). This
feature was also found byRobins et al. [20],Wang et al. [26], and Lawless et al. [10] for parametric
mean functions. Furthermore, when (y, z) is a logistic function, the difference of the covariance
matrices of
√
n(̂n,P − ) and
√
n(̂n,N − ) is also semipositive, which can be demonstrated by
using Cauchy–Schwarz inequality. See Liang et al. [12] for a similar discussion.
Regardless of whether we use ̂n, ̂n,P, or ̂n,N, we may give sandwich estimates of the asymp-
totic covariances of these estimators. We give up doing so because of the complexity of the
implementation. We will use bootstrap alternatives in our numerical experiments later.
2.3. Implementation
During the process of these implementations, one should keep in mind that the bandwidth
needs to be selected in the estimation procedure involved in step 1. Theorem 2.2 indicates that
undersmoothing the nonparametric part is unavoidable to guarantee to estimate ̂n at the root-n.
Because only the rates of convergence for the bandwidth h are necessary for the same limiting
distribution for the estimators of , we select h by using the method of empirical bias bandwidth
selection [23] in our data analysis. This procedurewill be used in simulation and real data analysis.
3. Simulation study
In our simulation experiments, we consider ﬁve estimators: ̂n, ̂n,P, ̂n,N, ̂CC, and ̂n,B.
̂CC represents the CC estimator and ̂n,B the benchmark estimator (covariates are measured
without missingness). We mainly compare the estimated values, standard errors, and coverages
of conﬁdence intervals based on normal approximation. Because estimating the corresponding
covariance is complex, we use bootstrap resampling to get the standard errors.
We generate n = 200 data from model (2.1), and let  = 0.75 and (z) = sin(2z). We
consider four cases to see the numerical performance of the proposed methods.
Case 1. X ∼ N(0, 0.25) and Z ∼ U(0, 1); (y, z) = exp(−1+ 0.15y + 0.25z){1+ exp(−1+
0.15y + 0.25z)}−1.
Case 2. X ∼ N(0, 0.25) and Z ∼ U(0, 1); (y, z) = exp{−1 + 0.15y + 0.25 cos(2z)}
[1 + exp{−1 + 0.15y + 0.25 cos(2z)}]−1.
Case 3. (X,Z) ∼ N
{
0,
(
1 0.5
0.5 1
)}
; (y, z) = exp(−1 + 0.15y + 0.25z){1 + exp(−1 +
0.15y + 0.25z)}−1.
Case 4. (X,Z) ∼ N
{
0,
(
1 0.5
0.5 1
)}
; (y, z) = exp{−1 + 0.15y + 0.25 cos(2z)}
[1 + exp{−1 + 0.15y + 0.25 cos(2z)}]−1.
On average there were about 31% ofmissingX in cases 1 and 3, and 28.5% ofmissingX in cases
2 and 4.At each conﬁguration, 1000 independent sets of datawere generated. In our simulation and
consideration of a real data set later, we used logistic regression to estimate themissing probability
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Table 1
Results of the simulation study
Case  = 0.75
̂n ̂CC ̂n,P ̂n,N ̂n,B
1 Estimate 0.797 0.9 0.795 0.795 0.731
SE 0.396 0.36 0.365 0.354 0.347
ESE 0.378 0.383 0.376 0.377 0.381
Coverage (%) 96.5 96.6 96.5 96.5 95.1
2 Estimate 0.815 0.84 0.82 0.814 0.792
SE 0.297 0.279 0.273 0.271 0.2
ESE 0.273 0.274 0.272 0.272 0.211
Coverage (%) 96.0 96.1 95.2 96.0 93.4
3 Estimate 0.817 0.923 0.736 0.735 0.743
SE 0.451 0.486 0.382 0.353 0.333
ESE 0.456 0.461 0.354 0.362 0.381
Coverage (%) 97.1 90.4 96.2 96.3 94.1
4 Estimate 0.83 0.854 0.794 0.739 0.769
SE 0.219 0.245 0.211 0.208 0.192
ESE 0.263 0.266 0.263 0.264 0.215
Coverage (%) 93.6 92.1 96.7 93.5 95.4
‘Estimate’ is the simulation mean, ‘SE’ is the mean of the estimated standard errors from the bootstrap, ‘ESE’ is the
empirical standard errors and ‘Coverage’ is the coverage probability of a nominal 95% conﬁdence interval. The methods
are ̂CC : Complete Data; ̂n for weighted partial data and (y, z) known; ̂n,P for weighted partial data and (y, z)
estimated parametrically; ̂n,N for weighted partial data and (y, z) estimated nonparametrically; ̂n,B for benchmark
estimate.
for ̂n,P and used the Epanechnikov kernel function k(u) = 15/16(1 − u2)2I(|u|1) in step 1.
When nonparametrically estimating (w), we used the fourth-order kernel, 1/2(3−u2)(u) [25,
p. 32], where (u) is the density function of the standard normal distribution. We also used an
ad hoc method for associated bandwidth selection such that h1 = 2̂z,yn−1/3, where ̂z,y is the
sample variance of Z for y = 0, 1, respectively.
The simulation results are shown in Table 1. It is easy to see that ̂n,B performs the best in all
cases. This is not surprising because there were no missing data. ̂CC performs the worst in all
cases. ̂n,N and ̂n,P perform similarly better than ̂n, but ̂n,N has the smaller variance, which
coincides our theoretical statements.
4. Data analysis
In recent years, studies of the relation between viral load and CD4+ cell counts have been paid
great attention in AIDS research [27,29,13]. The relation is used to investigate the concordance
and discordance between virologic and immunologic variables, which may help clinicians more
deeply understand AIDS pathogenesis and improve therapy. Although antiretroviral therapy for
HIV-1 infected patients has greatly improved in recent years, and administration of drug cocktails
consisting of three or more drugs can reduce and maintain the viral load below the detection
limit in many patients, it is unlikely that combination therapy alone can eradicate HIV in infected
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Fig. 1. Individual viral load measurements of plasma HIV RNA concentration from patients in the PACTG 381 study. The
detection limit of 10 copies per milliliter of plasma is indicated by the horizontal line.
patients because of the existence of long-lived infected cells and sites within the body where drugs
may not be effective. With the success of highly active antiretroviral therapy (HAART) against
HIV infection, viral load (measured as viral RNA copies/mL) is suppressed and maintained at
magnitudes that are below the limit of quantiﬁcation, and the infection is considered chronic.
Clinicians and patients are therefore sometimes only interested in achieving a viral load that is
below the detection limit and in monitoring the immunologic system (measured by CD4+ cell
counts). Two challenges are posed by the AIDS study’s data set: (i) the GLM is inappropriate
to use in the analysis of the data set because it may not capture the curve (see Section 4); and
(ii) the covariate, CD4+ cell count, is missing because some of CD4+ cell counts and the viral
load were measured at different times. We therefore use the GPLMs to study the relation be-
tween the binary viral load measurement and CD4+ cell counts that incorporate missing counts.
Parsimonious investigation of this relation is biologically and clinically important because these
parameters are good biomarkers for anti-HIV treatment and may be used to evaluate antiretroviral
therapies.
In a cohort study from Pediatric AIDS Clinical Trials Group (PACTG 381), 559 observations
were obtained and 189 had HIV-1 RNA measurements below the detection limit of 10 copies/mL:
33.8% of the viral load observations were therefore below the detection limit. Fig. 1 shows how
the individual observations of plasma HIV RNA concentration (viral load) vary with time after
the start of antiretroviral treatment. The value of one indicates the detection limit of 10 copies of
HIV RNA per milliliter plasma. A main objective of the treatment is to suppress the viral load to
below the detection limit. See Wu et al. [28] and Flynn et al. [4] for detailed discussions on this
study. Among the 559 observations, 129 CD4+ cell counts were missing. We use the proposed
method to study this data set.
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The purpose of this analysis focuses onwhether viral load is suppressed and on the performance
of CD4+ cell counts during the treatment. We apply the model and estimation method described
in Section 2 to explore this data set and address the above-mentioned concerns by modeling the
dynamic relation between the binary response (with or without viral suppression) and CD4+ cell
counts during a treatment period of about 5 years. The use of the CC method means that we
discard 23.1% of information because it is incomplete.
Let Y be binary viral load, X the CD4+ cell counts, and Z the treatment time. An ordinary
logistic model says that the logit of (Y = 1) satisﬁes
logit{E(Yi |Xi, Zi)} = 0 + 1Xi + 2Zi. (4.1)
This model is easily implemented for computation and interpreted for the model parameter. A
concern, however, is whether thismodel can appropriately capture curvature due to drug resistance
or noncompliance, which probably contribute nonlinearly along treatment time. To address this
concern, we did a preliminary analysis by using the test of Härdle et al. [5] to determine whether
model (4.1) or the generalized logistic model,
logit{E(Yi |Xi, Zi)} = Xi+ (Zi), (4.2)
is more appropriate. Because normal approximation may not work well for their test,
Härdle et al. [5] suggested using bootstrap approaches instead of approximation to calculate
quantiles. In the preliminary study, we only considered the complete data and generalized 5000
bootstrap samples and obtained a p-value to be less than 10−4.We therefore concluded that model
(4.2) is the more appropriate to study this data set. The solid line in Fig. 2 was obtained by using
the complete data and model (4.2). This pattern also indicates that we should use model (4.2)
instead of (4.1). Note that this data set is actually longitudinal. We ignored the correlation struc-
ture when computing the estimators, but using the so-called working independence assumption.
As mentioned for their Eq. (2) by Lin and Carroll [14], working independence has some model-
robustness advantages over estimation methods that account for correlation, with a corresponding
loss of efﬁciency.
In the remainder of this section, we use the proposed method for model (4.2) incorporating the
missing CD4+ cell count data. For comparison, we also present the results based on model (4.1)
incorporating missing data. In this analysis, we consider three scenarios: (i) model (4.2) using the
CC method; (ii) model (4.2) using the WEE method and parametrically estimating (y, z); and
(iii) model (4.2) using the WEE method and nonparametrically estimating (y, z).
The estimated values of the parameter  for these three scenarios are presented in Table 2.
Comparing the estimates of  obtained in scenarios (i), (ii), and (iii), we saw that considering
missing data and discarding missing data produce different results. When we nonparametrically
estimate the missing probability, the estimate changes slightly, i.e.; ̂n,N = 0.14 (s.e. 0.0527)
and ̂n,P = 0.142 (s.e. 0.0472). Since the estimates of  from four models are all positive, the
predicted probability of viral load being suppressed below the detection limit is higher at higher
CD4 cell counts. Furthermore, given a z, the odds of response 1 (i.e., the odds of a “viral load
below the detection limit’’, say “success’’) are exp{(z)+ x} = exp{(z)}(e)x. That means the
odds increase multiplicatively by e for every one-unit increase in x. We therefore conclude that
the estimated odds of “success’’ multiply by 1.166, 1.152, 1.150, and 1.20 for each increase in
CD4 when we use scenarios (i)–(iii), and model (4.1); that is, there are 16.6%, 15.2%, 15%, and
20% increases.
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Fig. 2. Estimates of (z) for model (4.2) obtained by using the CC method (solid line), ̂n,P (dotted line), and ̂n,N
(dashed line), and the associated pointwise conﬁdence intervals.
Table 2
The estimates of  in scenarios (i)–(iii), based on PACTG 381 data
(i) (ii) (iii) Model (4.1)
Estimate 0.154 0.142 0.140 0.185
Standard error 0.0450 0.0527 0.0472 0.0430
The estimates of (z) for scenarios (i)–(iii) are shown in Fig. 2. The three curves have a similar
pattern; that is, they are roughly horizontal at ﬁrst and slope steeply downward from day 1500 to
the end of the treatment.
5. Discussion
We have used GPLM to study the relation between binary virologic variables and immuno-
logic variables in AIDS clinical trials. These variables can indicate the success of suppression
of viral load and CD4+ cell counts as a result of therapy. Although GPLMs have been reported
in the literature, most studies focused only on observed data. The method proposed in this ar-
ticle extends the existing methods and allows us to incorporate the information for the missing
covariates.
We have presented three estimators ̂n, ̂n,P, and ̂n,N. The latter two are more efﬁcient than ̂n
via estimating the missing probability. When the link function is identity, our set-up is the same
as that described previously [12]. We can see that ̂n,N is as efﬁcient as Liang et al.’s estimator
̂̂,all, which was based on all data and was recommended by Liang et al. [12]. A referee has
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asked if the proposed estimator is efﬁcient. Because the estimator ̂n,N reduces to the estimator
proposed by Liang et al. [12] when the link function is an identity one, while their estimator is not
efﬁcient, we can therefore say the proposed estimator here is not efﬁcient. A study of this topic is
very difﬁcult even for the case of identity link function and beyond the scope of this article. See
Liang et al. [14] a discussion.
In step 1 we solved the equation with respect to a given .We may take an alternative approach
by solving the equations with respect to a and . This alterative may decrease computation efforts
as no iteration is required, but it also decreases efﬁciency (see Carroll et al. [1] for a related
discussion).
In this article, we develop our method by using local linear regression. There are many different
ways to perform local linear approximation in step 1, including higher degree local polynomial
kernel methods, smoothing splines, and regression splines. The details for these methods need
further investigation in our setting. We chose the local linear smoother because theoretical results
can be derived and the estimators of nonparametric components do not suffer from boundary
effects [3].
Model (2.1) may be extended to a generalized additive partially linear model in the form of
E(Yi |Xi,Zi ) = 
{
XTi +
K∑
k=1
k(Z
(k)
i )
}
,
where Zi = (Z(1)i , . . . , Z(K)i )T is a K-dimensional vector. The study of this model is interesting
and requires additional efforts, but it is beyond the scope of this paper.
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Appendix A.
We claim the following condition, which is standard in the literature describing the GPLMs,
and will be used throughout the Appendix.
A.1. Condition
(a) The function q2(t, y) < 0 for t ∈ (−∞,∞) and for y in the range of the response variable.
(b) The density function f (z) of Z is positive and continuous at the point z0.
(c) The functions (·) and (2)(·) are continuous at the point z0.
(d) E{q21 (R, Y )|z}, E{q21 (R, Y )X|z}, and E{q21 (R, Y )XXT|z0} are twice differentiable in z.
(e) E{q22 (R, Y )} < ∞ and E{q2+1 (R, Y )} < ∞, for some  > 2.
Proof of Theorem 2.1. Let a = (z0) and b = h′(z0). The local linear estimates solve
0 = n−1
n∑
i=1
Kh(Zi − z0)
{
1
(Zi − z0)/h
}{
Yi − ̂(̂a + b̂(Zi − z0)/h + XTi )
}
×̂1(̂a + b̂(Zi − z0)/h + XTi ).
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An argument similar to the proof of Theorem 1 of Carroll et al. [1] and using the conditions on h
yields that
0 = n−1
n∑
i=1
Kh(Zi − z0)
{
1
(Zi − z0)/h
} {
Yi − ∗(·)
}
1∗(·) − Bn1
(
â − a
b̂ − b
)
+op(n−1/2) + 12	2h2(2)(z),
where ∗(·) = 
{
a + b(Zi − z0)/h + XTi 
}
and j∗(·) = j
{
a + b(Zi − z0)/h + XTi 
}
,
Bn1 = n−1
n∑
i=1
Kh(Zi − z0)
{
1 (Zi − z0)/h
(Zi − z0)/h (Zi − z0)2/h2
}
2∗(·).
It follows that Bn1 = f (z0)A(z0)
(
1 0
0 	1
)
+ op(qn), where qn = h2 + (nh)−1. Because ∗
differs from  only by Op(h2), we hence have that(
1 0
0 	2
)(
â − a
b̂ − b
)
= n−1
n∑
i=1
Kh(Zi − z0)
{
1
(Zi − z0)/h
}
{Yi − (Ri)} 1(Ri)
f (z0)A(z0)
+	2
2
h2(2)(z0) + op(n−1/2). (A.1)
Multiply (A.1) by the row vector (1, 0) to complete the proof. 
Proof of Theorem 2.2. From (2.3) and through the use of aTaylor expansion,we get the equation
̂(∗, z0) − () = 1
nf (z0)A(z0)
n∑
i=1
i
i
Kh(Zi − z0)εi
−B(z0)A(z0) (
∗ − ) + 1
2
h2(2)(z0). (A.2)
On the other hand, (2.4) implies that ̂n is the solution of
0 = 1
n
n∑
i=1
i
i
Xi[Yi − {̂(, Zi) + XTi }]1{̂(, Zi) + XTi }. (A.3)
(A.3) can be expressed as
1
n
n∑
i=1
i
i
Xiεi = 1
n
n∑
i=1
i
i
2(Ri)X˜i{XTi ̂n + ̂(̂n, Zi) − XTi − (Zi)} + op(n−1/2).
On the basis of the fact given in (A.2), the term in the brackets on the right-hand side may be
simpliﬁed as
X˜Ti (̂n − ) +
	2h2
2
(2)(Zi) + 1
nf (Zi)A(Zi)
n∑
j=1
j
j
Kh(Zi − Zj )εj . (A.4)
892 H. Liang / Journal of Multivariate Analysis 99 (2008) 880–895
After combining the above statements, direct but simpliﬁed calculation yields that{
1
n
n∑
i=1
i
i
2(Ri)X˜iX˜
T
i
}
√
n(̂n − )
= 1√
n
n∑
i=1
i
i
X˜iεi + 12n
1/2	2h
2E
{
2(R)X˜
(2)(Z)
}+ op(1).
The second term on the right-hand side is op(1), and the theorem is as claimed. 
Proof of Theorem 2.3. Based on the assumptions of Theorem 2.3, we note that the following
fact about the estimator n:
√
n(̂n − ) = I−1() 1√
n
n∑
i=1
 log (,Wi)

+ op(1). (A.5)
A derivation similar to the proof of Theorem 2.2 yields that{
1
n
n∑
i=1
i
̂i
2(Ri)X˜iX˜
T
i
}√
n(̂n,P − ) =
1√
n
n∑
i=1
i
̂i
X˜iεi + op(1).
The left-hand side in the brackets still converges to E{2(R)X˜X˜T}. The main term on the right-
hand side can be expressed as
1√
n
n∑
i=1
i
i
X˜iεi + 1√
n
n∑
i=1
(
i
̂i
− i
i
)
X˜iεi
= 1√
n
n∑
i=1
i
i
X˜iεi − 1√
n
n∑
i=1
i
̂i − i
2i
X˜iεi + op(1). (A.6)
Using (A.5), we have that
1√
n
n∑
i=1
i
̂i − i
2i
X˜iεi = 1√
n
n∑
i=1
i
2i
X˜iεi
(
i

)T
(̂n − ) + op(1)
= 1
n
n∑
i=1
i
2i
X˜iεi
(
i

)T
I−1() 1√
n
n∑
j=1
 log j

+ op(1)
= E
{
1

X˜ε
(


)T}
I−1() 1√
n
n∑
j=1
 log j

+ op(1).
It follows that
E{2(R)X˜X˜T}
√
n(̂n,P − ) =
1√
n
n∑
i=1
[
i
i
Xiεi − E
{
1

X˜ε
(


)T}
I−1() log i

]
+op(1).
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A direct calculation yields
cov
[
i
i
Xiεi − E
{
1

X˜ε
(


)T}
I−1() 1√
n
 log i

]
= E
(
1

X˜X˜Tε2
)
− E
{
1

X˜ε
(


)T}
I−1()E
{
1

X˜ε
(


)T}T
. (A.7)
We complete the proof. 
Proof of Theorem 2.4. Denote n = (nh2r1 + n−1h−21 )1/2. A routine derivation yields
̂(w) − (w) = Op
{
hr1 + (hr−11 /n)1/2
}
.
In an analogous way as the proof of Theorem 2.2, we have that
E{2(R)X˜X˜T}
√
n(̂n,N − ) =
1√
n
n∑
i=1
i
̂i
X˜iεi + op(n).
Furthermore,
1√
n
n∑
i=1
i
̂i
X˜iεi = 1√
n
n∑
i=1
i
i
X˜iεi + 1√
n
n∑
i=1
(
i
̂i
− i
i
)
X˜iεi
= 1√
n
n∑
i=1
i
i
X˜iεi − 1√
n
n∑
i=1
i
̂i − i
2i
X˜iεi + op(n). (A.8)
The second term can further be decomposed to
1√
n
n∑
i=1
i
̂i − i
2i
X˜iεi = n−3/2
n∑
i=1
(i − i )
∑n
j=1(j − i )K1h1(Wi − Wj)X˜iεi
h12i f (Wi)
+n−3/2
n∑
i=1
n∑
j=1
(j − i )K1h1(Wi − Wj)X˜iεi
h1if (Wi)
.
The second term is equal to
n−3/2
n∑
j=1
n∑
i=1
(j − i )K1h1(Wi − Wj)X˜iεi
h1if (Wi)
v = n−1/2
n∑
j=1
(j − j )
j
E(X˜j εj |Wj) + O(n). (A.9)
In addition, a direct but tedious calculation yields
E
∣∣∣∣∣ 1nh1
n∑
i=1
(i − i )
∑n
j=1(j − i )K1h1(Wi − Wj)X˜iεi
h1if (Wi)
∣∣∣∣∣
2
= O(1) + O(2n). (A.10)
Combination of (A.8)–(A.10) means that
E{2(R)X˜X˜T}
√
n(̂n,N − ) =
1√
n
n∑
i=1
{
i
i
X˜iεi − i − i
i
E(X˜iεi |Yi, Zi)
}
+ op(n).
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The right-hand side converges to a normal distribution with mean zero and covariance
cov
{
i
i
X˜iεi − i − i
i
E(X˜iεi |Yi, Zi)
}
= E
(
1

X˜X˜Tε2
)
−E
[
1 − 

{E(X˜ε|Y,Z)}⊗2
]
.
We complete the proof of Theorem 2.4. 
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