inheritance observed in diploid species (Dufresne et al., 2014) . Distinctively, autopolyploid species are originated via doubling of structurally similar and homologous chromosome sets, which can result in nonbivalent chromosome pairing that ultimately makes the genetic analysis of autopolyploids more complex than analysis of diploids and allopolyploids (Gallais, 2003) .
Advancements on the understanding of polygenic traits in polyploids have been made by the incorporation of high-throughput sequencing technologies on the pace and scope of breeding programs. Thereby, thousands of single nucleotide polymorphisms (SNPs) can be identified and used to accurately predict the genetic merit of an individual, a method known as genomic prediction. Originally proposed by Meuwissen et al. (2001) , genomic prediction works by estimating the effects of alleles at many loci to predict phenotypic performances. Therefore, molecular markers are modeled simultaneously to capture their combined genetic effect, regardless of its significance, to explain most of the genetic variation of a trait (Goddard and Hayes, 2007) . Simulations and empirical results have shown that genomic prediction presents sufficient accuracy to be implemented in practical breeding programs, compared with traditional phenotypic selection (Abera Desta and Ortiz, 2014) .
Although promising results have been reported for polyploid crops, several simplified and unrealistic assumptions have been used. A prime example is the "diploidization" of autopolyploid data by categorizing the molecular variants in three genotypic classes to use conventional diploid software (Garcia et al., 2013) . Over recent years, multiple bioinformatic and statistical methods have been developed for allele dosage inference, allowing us to use the correct parameterization for genetic analyses of autopolyploids (as reviewed in Bourke et al., 2018) . Progress has been achieved in genomic studies for autotetraploid crops such as potatoes (Solanum tuberosum L.; Rosyara et al., 2016; Slater et al., 2016; Sverrisdóttir et al., 2017; Enciso-Rodriguez et al., 2018; Endelman et al., 2018) , blueberries (Vaccinium spp.; Ferrão et al., 2018; de Bem Oliveira et al., 2019) , and alfalfa (Medicago sativa L.; Annicchiarico et al., 2015) .
For genomic selection (GS) purposes, allele dosage information can be modeled under two theoretical treatments: (i) in a mixed model framework, such as a genomic best linear unbiased prediction model (GBLUP), or (ii) in a multilocus association model. Genomic best linear unbiased prediction models rely on a genomic relationship matrix to link genotypes and phenotypes, thereby obtaining the genomic estimated breeding values (GEBVs). For polyploids, genetic relationships that account for ploidy information generate a more appropriate expectation on how breeding values covary among individuals, and thus more accurate GEBV estimates (Slater et al., 2014 (Slater et al., , 2016 Amadeu et al., 2016; de Bem Oliveira et al., 2019) . In multilocus association models (also called marker effects models), thousands of SNP markers are simultaneously modeled, and the estimated marker effects are summed to compute the GEBV (Kärkkäinen and Sillanpää, 2012; Garrick et al., 2014) . Unlike GBLUP, multilocus association models have been majorly developed on a Bayesian context, which increases the flexibility of the model to represent the true genetic architecture of the phenotype. For instance, by allowing the specification of a variance specific to each SNP, it is possible to account for oligogenic trait architecture (e.g., Bayes B model). However, this model plasticity also comes with an increase in the computational demand (Kärkkäinen and Sillanpää, 2012) .
Regardless of the approach used to predict the genetic value of an individual, by adding the allele dosage information, a number of genetic parameterizations can be considered to unravel the degrees of dominance related to gene action in autopolyploid species. For example, in tetraploid species, Rosyara et al. (2016) presented five possible dominance coefficients to describe any one-locus selective value. To date, the importance of such information was explored in a few genome-wide association studies (Rosyara et al., 2016; Ferrão et al., 2018) and genomic prediction analyses (Enciso-Rodriguez et al., 2018; Endelman et al., 2018) . Here, we investigated how different approaches to account for dominance effects in autotetraploid species could affect the prediction accuracy (PA) of complex traits. Accordingly, we used blueberry (2n = 4x = 48) and potato (2n = 4x = 48) species as our biological models. Predictive ability, variance component estimation, and goodness-of-fit statistics were compared for GS methods based on multilocus association models and GBLUP for different traits in both species.
MATERIALS AND METHODS

Potato Data
The potato population consisted of 560 individuals with genealogical, phenotypic, and molecular marker information fully available and retrieved from Endelman et al. (2018) . In this study, we used phenotypic data for two traits: yield and specific gravity. Yield was based on all harvested tubers (Mg ha −1 ), and specific gravity was determined by water displacement using 2 to 3 kg of tubers per plot. This dataset had an unbalanced trait collection between 2012 and 2017. To correct for year effect, we computed the least squares means (ls-means) for each clone effect based on a linear model, where clone and year were considered fixed effects. Hereafter, the ls-means for each trait was considered as our response variable in the genomic prediction analyses. Based on the genealogy records, we computed the numerator pedigree-based relationship (K ped matrix) assuming autotetraploid segregation and no double reduction (Kerr et al., 2012) , using the AGHmatrix version 0.4 R-package (Amadeu et al., 2016) . The molecular marker information was obtained from the Solanaceae Coordinated Agricultural Project potato Genomic prediction models were implemented under different gene action models (additive, dominance, and general), with different assumed prior distribution of the marker effects. is the digenic dominance variance. K a and K d were built using AGHmatrix version 0.4 R-package (Amadeu et al., 2016) , as described in Endelman et al. (2018) . These effects were fit into the Bayesian framework using reproducing kernel Hilbert space.
Using a similar notation to Enciso-Rodriguez et al. (2018) where b m is the dominance effect of the mth SNP. For Gnr-BRR and Gnr-BayesB models,
where g m¢ is the general effect of the m¢th dummy variable created based on each genotype class, M¢ is the total of dummy variables, and X is the genotypic matrix based on marker information parameterized as additive (X a ), dominance (X d ), or total genetic (X g ) as illustrated in the Table 1 . The dominance effects were determined by the average effect of the heterozygous genotypes, and the general effect of the additive and dominance effects are modeled together assuming that each genotype has its own effect (Slater et al., 2016; Enciso-Rodriguez et al., 2018) .
SNP array with allele dosage calling performed by the ClusterCall version 1.6 package (Schmitz Carley et al., 2017) . All genetic analyses were performed using 3895 polymorphic SNP markers coded in a molecular matrix information (M) with 560 lines (individuals) by 3895 columns (SNPs).
Blueberry Data
The blueberry population consisted of 1804 individuals with genealogical, phenotypic, and molecular marker information described in Cellon et al. (2018) , Ferrão et al. (2018) and de Bem Oliveira et al. (2019) . The phenotypic data for yield and four fruit quality traits (firmness, scar diameter, fruit size, and fruit weight) were used in this study. Fruit firmness was based on grams per millimeter of compression force, fruit scar diameter and size were measured in millimeters, and fruit weight was measured in grams. Yield was measured on a scale from 1 to 5. Traits were evaluated in two consecutive years (2014 and 2015) . To remove the year effect, we computed the ls-means for each clone effect based on a linear model, where genotype and year were considered fixed effects. Hereafter, the ls-means for each trait were considered as our response variable in the genomic prediction analyses. Based on genealogical records from the Blueberry Breeding Program at University of Florida, we computed the numerator pedigree-based relationship (K ped matrix) considering autotetraploidy and no double reduction (Kerr et al., 2012) , using the AGHmatrix version 0.4 R package (Amadeu et al., 2016) . Genotyping was performed by RAPiD Genomics (Gainesville, FL) using the sequence-capture methodology as described in Ferrão et al. (2018) and de Bem Oliveira et al. (2019) . To ensure that all tetraploid genotypes were called consistently, we used the updog version 1.0.1 R package (Gerard et al., 2018) to call the allele dosages. The posterior probability means per SNP for each individual, output by the updog package, were rounded to the closest integer value to define our marker genotypes. Quality preprocessing was done by applying the following criteria: (i) biallelic loci, (ii) loci with <50% of missing data, (iii) removed locus with minor allele frequency <0.05, and (iv) genotype frequency >0.01. A total of 97,314 SNPs were kept after these filtering steps. Missing SNPs were imputed using the estimated mean genotype of each locus (rounded to the closest integer). Genotypes were coded in a molecular matrix information (M) with 1804 lines (individuals) by 97,314 columns (SNPs).
Statistical Analyses
To predict the genotypic values, we used whole-genome regression models. The general form of the linear model can be written as y = m + Zg + e, where y is a vector of the phenotypic values for a given trait (response variable), m is the overall mean, Z is the incidence matrix for the clone effect, g is a vector of the genotypic effect, and e is a vector of residual effect distributed as e ? MVN(0, Is 2 e ), where I is an identity matrix and s 2 e is the residual variance. We fit all the models in a Bayesian framework using the BGLR version 1.0.8 R-package (Pérez and de los Campos, 2014) with 35,000 iterations, discarding the first 5000 samples for burn-in, and recording one of every five of the remaining samples to estimate posterior means of the breeding values and variance components. The prior distributions of the additive, dominance, and general marker effects were considered as (i) marker effects drawn from normal distribution implemented using BRR; and (ii) marker effects drawn from a combination of variable selection and shrinkage, using a point-t distribution (BayesB) (Meuwissen et al., 2001 . Standard deviation of the variance components and H 2 were also computed based on their posterior estimates.
We also considered a baseline model using only pedigree records with a best linear unbiased prediction model (P-BLUP), assuming that the main effect of the genotype (g) is a vector of random effects drawn from a multivariate normal distribution
), where K ped is the numerator pedigreebased relationship matrix and s 2 a is the additive variance. In the P-BLUP, no molecular information was used to predict the genetic values of the individuals.
Prediction Accuracy Evaluation
Prediction accuracy was estimated using a replicated trainingtesting evaluation. Similar to Crossa et al. (2013) , in each replication, we randomly assigned 70% of the observations to the training set, and the remaining 30% were assigned to the test set. This division was repeated 30 times. Each of the seven models was fitted in the training set and used to predict the test set observations. As a measure of predictive capacity, we computed the Pearson's and Spearman's correlations between observed and predicted values for each replication. We also performed pairwise comparisons between the PA for each model using Tukey's honest significant test assuming a significance level of 0.05.
Population structure was evaluated based on the first two principal component analysis (PCA) from the additive marker genotypes after normalization and centered towards zero. Also, deviance information criteria (DIC) was recorded for each model. The DIC is a Bayesian-like version of the Akaike information criteria that includes a measure of goodness-of-fit and is expressed as DIC = S i D i + k, where D i is the absolute deviation between estimated and observed value, and k is the effective number of parameters (Spiegelhalter et al., 2002) .
RESULTS AND DISCUSSION
Genomic prediction has been considered a powerful tool to guide the selection of promising materials and to maximize the genetic gains in breeding (Crossa et al., 2017) . Despite its importance, the adoption of such methodology is predominantly reported in diploid species and mostly under additive effects (Varona et al., 2018) . Therefore, there is still an important gap in the literature on modeling strategies for polyploid systems, which includes the use of allele dosage and the partition of genetic effects into additive and nonadditive effects. In this study, we tested the autopolyploid methods recently described by Endelman et al. (2018) and Enciso-Rodriguez et al. (2018) . The first model considers digenic dominance interactions explicitly in a GBLUP context (Endelman et al., 2018) , whereas the latter considers a common effect describing all heterozygous genotypes and a general model to predict genomic breeding values (Enciso-Rodriguez et al., 2018) . To describe the impact of each approach in GS studies, real data from potato and blueberry breeding populations were used as our biological autopolyploid model.
Initially, we investigated the presence of population structure in both datasets using a PCA analysis (Fig. 1) . The presence of population structure could bias the estimation of genetic parameters and thus the prediction of breeding values (Abera Desta and Ortiz, 2014) . In potato, the first two principal components explained 9.36% of the variance, whereas in blueberry, they only explained 4.59%. Based on the dispersion of the PCA analysis for both species, we did not observe a clear pattern of population structure that could justify a stratified analysis.
Subsequently, we estimated the variance components, genetic parameters, model fitness (Supplemental Table  S1 ), and prediction accuracies by using different models accounting for additive and dominant effects (Fig. 2) . Overall, models that accounted for dominance effects (A+D or Gnr models) yielded lower DIC values (Fig. 3) , representing a better goodness-of-fit in all scenarios. Considering predictive accuracy, all models presented similar results ( Fig.  2A) and resulted in similar genotype ranking (Supplemental Fig. S1 ). Interestingly, for all traits we observed that the inclusion of the dominance effect resulted in a redistribution of the total variance (Fig. 2B) . The importance of accounting for dominance effects is well recognized in diploid studies, where part of the dominance variance can be confounded within the additive variance (Munoz et al., 2014) . Models that account for dominance effects can control for such confounding in the estimation of the genetic variance (Zuk et al., 2012; Munoz et al., 2014) .
One aspect that deserves attention is the Gnr parametrization, already described in other polyploid studies (Rosyara et al., 2016; Slater et al., 2016; Enciso-Rodriguez et al., 2018 . The Gnr parametrization is referred as a full autotetraploid model, since it contains the whole set of allelic interactions for one locus, given the genotypes present in that locus. Therefore, this parameterization includes additive and dominance effects jointly modeled into a unique general effect. The flexibility of the Gnr model increased the total genetic variance explained across all traits in both datasets (Fig. 2B and 3) . However, this model demanded a higher computational time relative to the other models tested (see Supplemental Fig. S2 for In contrast with A+D models fitted using Bayesian whole-genome regression, using mixed models with a digenic matrix (A+D-BLUP) yields higher estimates of the variance components (Fig. 2B) . The partition of the dominance effects into digenic, trigenic, and quadrigenic effects is commonly used in autotetraploid literature (Kempthorne, 1957; Wricke and Weber, 1986; Gallais, 2003) . Unlike diploids, in an autotetraploid system, the dominance effects (derived from the digenic effects) can possibly be inherited, which could be applied in the breeding context.
Considering the same potato dataset but using different cross-validation schemes and predictive models, Endelman et al. (2018) reported similar patterns of PA for both traits analyzed herein. Interestingly, we observed that the PAs estimated for the specific gravity trait were not better using molecular information, whereas for yield, the PAs were significantly higher for models with molecular information. Accordingly, Enciso-Rodriguez et al. (2018) found similar results for the common scab (Streptomyces scabies) resistance trait. However, they observed that the use of the general model resulted in a slightly better PA for the late blight (Phytophthora infestans) resistance trait. In this context, using the same blueberry population, our results agreed with the previous study presented by de Bem Oliveira et al. (2019) . Overall, the PAs of genome-based models outperformed the P-BLUP. We observed that models accounting for dominance effects did not improve the PA performance. We hypothesize that dominance effects might be important at the individual gene level, as observed by Ferrão et al. (2018) , but for genomic prediction purposes, which are based on the simultaneous prediction of thousands of markers or in the overall genetic effect, dominance effects do not seem to provide an extra advantage in terms of PA performances. Notably, similar conclusions were also observed in GS more details). This could be an important limitation for practical implementation in some breeding programs with less computational resources, and with the foreseen increase in dataset size in the near future. In addition, this parametrization lacks the ability to separate additive from dominance effects, which ultimately is not very informative for describing the genetic architecture of a trait or to predict breeding values.
The parametrization for the dominance effect (D) used in the BRR and BayesB models is a reductionist approach, which is also referred in the literature as a pseudodiploid model (Slater et al., 2016) . Such approach assumes that all heterozygous genotypes have an equal effect that is a midpoint between the two homozygotes. Despite the simplicity, we emphasize that autotetraploids can have different allelic interactions (dominance gene actions) at a given locus (Gallais, 2003) . Moreover, additive and dominance effects modeled using this parametrization are not orthogonal (Munoz et al., 2014) , which can result in a biased variance partition, inflating breeding value prediction and thus projected genetic gains.
Although modeling all degrees of dominance simultaneously in a single linear model might be attractive from the genetic perspective, from the statistics point of view, there are a limited number of parameters that can be estimated. Furthermore, adding more genetic factors may not translate in high prediction accuracies, as can be observed through the comparison of goodness-of-fit values with the prediction accuracies for more complex models (Fig. 3) . In all scenarios, the Gnr model had the lowest DIC (i.e., best goodness-of-fit); however, its PA was not different from the other models. This fact reinforces the importance of considering cross-validation in genomic prediction studies, rather than relying only on goodness-of-fit values. studies for outcrossing diploid crops, including pine trees (Pinus spp.; Munoz et al., 2014; Almeida Filho et al., 2016) , apples (Malus ´ domestica Borkh.; Kumar et al., 2015) , and citrus (Minamikawa et al., 2017) .
We also investigated the impact to consider different prior distribution for the marker effects. Bayesian ridge regression and BayesB models are based on different statistical assumptions. At the biological level, BRR models assume that the marker effects are normally distributed with fixed variance, which could align better for predictions of complex (or quantitative) traits. In contrast, BayesB induces variable selection, therefore assuming that most loci have no effect on the phenotypic variation. Hence, it is expected that BayesB performs better in traits controlled by relatively few loci. Although conceptually different, we observed similar estimates of variance components and prediction accuracies for both models (Fig. 2) . This is observed in the literature in cases where the genetic architecture of the trait resembles the infinitesimal model (i.e., all loci have small effects; de los Wang et al., 2015; Ferrão et al., 2019) , and it was also reported in a GS study on potato (Sverrisdóttir et al., 2017) . Therefore, all traits analyzed in this study likely lay under the infinitesimal model of inheritance.
Finally, from the standpoint of applying GS in polyploids, the challenge is to find a harmonic balance between model complexity and predictive ability. Our findings suggest that a geneticist-breeder working with complex traits in polyploid species could use simpler models with additive effects to obtain GEBVs. Specifically, using a frequentist framework would drastically reduce the computational time while maintaining equivalent prediction accuracies (Supplemental Fig. S3 ). Furthermore, BLUP models can be easily implemented in autotetraploid plant breeding frameworks through popular linear mixed model software such as rrBLUP (Endelman, 2011) , ASReml-R (Butler et al., 2009) , and PROC MIXED on SAS (SAS Institute, 2011) . Such models are also straightforward to expand for inclusion of environmental variables and covariate terms. If interested in dominance effects, we would recommend the genomic A+D-BLUP model, with a digenic dominance relationship matrix, which has a strong background in the literature. However, there is a lack of theoretical framework to estimate such matrices for higher levels of dominance. Although the genomic A+D-BLUP model does not change accuracy, it helps to obtain unbiased breeding values that will not inflate genetic gains. The pseudo-diploid dominance and general parameterization could be extended to any ploidy level; however, there is no literature for specific dominance interactions estimations for higher ploidy levels up to now.
CONCLUSION
In this work, we evaluated the inclusion of dominance effects for genomic prediction in two autotetraploid species, potato and blueberry. To achieve this objective, we modeled additive and dominance effects considering different approaches reported in polyploid literature. Genomic selection methods outperformed predictions performed using pedigree models. In terms of GS model comparisons, no differences were found between modeling strategies (i.e., methods assuming common variance; GBLUP model and BRR models), and methods assuming specific-variance for each SNP (BayesB model) showed similar performances. The inclusion of dominance effects showed better statistical features (lower DIC and higher broad-sense heritability); however, this did not increase predictive abilities. In conclusion, this work provided insights on the importance of additive and dominance effects in the context of genomic prediction for polyploids.
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