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a b s t r a c t
The cross-product technique, introduced by Even and Litman (1992) [8], is extended
into a full decomposition theory enabling a unique (up to isomorphism) and polynomial
factorization of layered interconnection networks (including many well-known networks)
into a product of prime factors. A polynomial algorithm is provided for checking whether
a given layered interconnection network is isomorphic to a network that is uniquely
decomposable into prime factors.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In [8], Even and Litman introduced a new technique, the cross-product technique, and showed that this technique enables
the representation of several well-known layered networks as a cross-product of simple such networks. They also showed
that this representation considerably simplifies some proofs of properties of such networks andmay be useful in the analysis
and in the synthesis of known or new networks. The purpose of this paper is to extend the technique introduced by Even
and Litman into a full decomposition theory. Specifically, we will introduce the concept of ‘‘prime’’ layered networks and
we will show that every layered interconnection network belonging to a certain family of networks (to be defined in what
follows) includingmost known networks can be represented as a cross-product of prime factors. A polynomial algorithm for
constructing such a decomposition will be given and the decomposition will be shown to be unique, up to isomorphism, in
the following sense: If N1 and N2 are isomorphic networks then they both have the same factors, with the samemultiplicity
of each factor.
In addition, a polynomial algorithm is provided, which finds whether any given layered network is isomorphic to a
network in the above-mentioned family, and it finds a network in the family that is isomorphic to the given one, if such
a network exists.
This decomposition may have many applications, such as the following.
• Checking the isomorphism of given networks.
• Constructing networks that are isomorphic to a given one (by permuting its factors) in order to find a network most
suitable for specific needs.
• Mass production of networks out of simple and standard components.
• Proving properties of networks based on properties of their components.
• Analysis and synthesis of networks, etc.
We would like to mention that the number of different prime fractions for the family of n-layered networks under
consideration is O(n2).
✩ This research was supported by the fund for the promotion of research at Technion. A preliminary version of this paper was presented at the Dagstuhl
Seminar on Graph Transformations in Computer Science, September 1996.
E-mail address: paz@cs.technion.ac.il.
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For related papers, see [4,12,5,6].
The decomposition considered in this paper relates to layered interconnection networks. The decomposition into prime
factors of general graphs has been studies by many authors. The interested reader is referred to [11,13].
Remark. The following networks studied in the literature are included in the family of networks introduced in this paper:
The Baseline and the Reverse Baseline [24], The Butterfly and the Reverse Butterfly [19], The Flip network [2], The Indirect
Binary Cube [21], TheModifiedDataManipulator [9], and TheOmega network [15], see also [14]. All the above networks have
been shown to be isomorphic (see definition below) by Wu and Feng [24]. The following networks that are not isomorphic
to the above are also included: The Batcher Bitonic Sorting network [1], The Beneš network [3] which is isomorphic to
the Waksman network [23], The Fat Trees [20], The Mesh of Trees [18], The Multi Butterfly [22], The Quad Trees [10], and
just simple binary trees. There are also networks studied in the literature that are not included in the family of networks
presented here. Those are The Shuffle Exchange, The De Bruin network, The Cube Connected Cycles and the Hypercube.
While those networks are not in the family of networks presented in this paper, they have been shown to be computationally
equivalent to the Butterfly in the sense that any computation that can be performed on any of the above networks can be
simulated on the Butterfly with some time delay. See [19, Chapter 3] for a detailed exposition of the subject and for the proof
of the above statement.
Some of the networks mentioned in this section are shown in Appendix B, restricted to three layers.
2. Preliminaries
2.1. Bipartite graphs
The cross-product operation, as an operation between graphs or automata, is well known. We are interested in a
particular case described below.
Definition 1. Let B1 = (X1, Y1, E1) and B2 = (X2, Y2, E2) be two bipartite graphs. Their cross-product is the bipartite
graph B3 = (X3, Y3, E3) such that X3 = X1 × X2, Y3 = Y1 × Y2 (‘×’ represents the Cartesian product operation) and
((x1i, x2j), (y1k, y2l)) ∈ E3 if and only if (x1i, y1k) ∈ E1 and (x2j, y2l) ∈ E2.
We shall use the notation ‘×’ for the cross-product operation of bipartite graphs as defined above. For a given bipartite
graph B = (X, Y , E)we shall refer to X and Y as the floor and the ceiling, respectively, of B.
Definition 2. Let B1 and B2 be two bipartite graphs. We shall say that B1 is isomorphic to B2 (notation: B1 ∼ B2) iff there are
1− 1 and onto mappings ψ and φ from X1 to X2 and from Y1 and Y2 such that (xi, yj) ∈ E1, iff (ψ(xi), φ(yj)) ∈ E2.
The following properties follow directly from the definitions.
Property 1. The cross-product operation is associative.
Property 2. Given any two graphs B1 and B2, B1 × B2 ∼ B2 × B1.
Property 3. If B1 ∼ B2 then the number of edges, the number of floor vertices and the number of ceiling vertices of B1 are equal
to the corresponding numbers of elements for B2.
Property 4. Let B1 = (X1, Y1, E1), B2 = (X2, Y2, E2) and B3 = (X3, Y3, E3) = B1 × B2. Then |X3| = |X1| |X2|, |Y3| = |Y1| |Y2|,
|E3| = |E1| |E2|, where |U| denotes the number of elements in a set U.
Let B = (X, Y , E) be a bipartite graph with |X | = k, |Y | = l. We can associate with B a k × l interconnection matrix
MB = [mij(B)] such that mij(B) = 1 iff the i-th vertex in X is connected to the j-th vertex in Y in B.
Remark. The interconnection matrix introduced here is similar, but not identical, to the adjacency matrix defined in the
literature for graphs. The rows and columns of the adjacency matrix for a given graph both correspond to the set of vertices
of the graph. Here the rows correspond to the floor vertices of the graph and the columns correspond to the ceiling vertices.
Property 5. Let B1 and B2 be two bipartite graphs with associate matrices M1 and M2. Then the matrix associated with B1 × B2
is M1 ×M2 where the operation× for matrices is the Kronecker product of matrices defined as below.
If M1 is k× l and M2 is r × s, then M1 ×M2 is kr × ls and is constructed from M1 by substituting M2 for every 1 entry in M1
and substituting a zero r × s block for every 0 in M1.
Let B1 = (X1, Y1, E1) and B2 = (X2, Y2, E2) be two bipartite graphs such that |Y1| = |X2|, with associated matrices M1
andM2. Assume that the sets of vertices X1, Y1, X2, Y2 are ordered according to some preassigned order. Denote the ordered
sets by (X1), (Y1), (X2), (Y2). We can combine the two graphs into a two-layered graph by identifying the ordered ceiling of
B1 with the ordered floor of B2.
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Denote the resulting graph by G = (X1, Y1, Y2, E1, E2).
Property 6. The matrix M1M2 (regular multiplication over the Boolean operations) represents the interconnections between the
X1 vertices and the Y2 vertices of G; i.e., iff the i, j entry in M1M2 is equal to 1, a path exists in G connecting the i-th vertex in X1
with the j-th vertex in Y2.
Property 7. Let B1 = (X1, Y1, E1), B2 = (X2, Y2, E2), B3 = (X3, Y3, E3), B4 = (X4, Y4, E4) be bipartite graphs with associated
matrices M1, . . . ,M4. Assume that all sets of vertices in the above graphs are ordered according to some preassigned order and
assume that (Y1) = (X2) and (Y3) = (X4) so that we can construct two two-layered graphs G1 = (X1, Y1, Y2, E1, E2) and
G2 = (X3, Y3, Y4, E3, E4). Then (M1M2)× (M3M4) = (M1×M3)(M2×M4); i.e., the regular product of interconnection matrices
commutes with the Kronecker product (given that those products are defined). This property, which is known in the literature, is
straightforward and easy to prove.
The resulting matrix is the interconnection matrix between X1 × X3 and Y2 × Y4 in the cross-product:
G3 = G1 × G2 = (X1 × X3, Y1 × Y3, Y2 × Y4, E3, E4), where E3 are the edges of B1 × B3 and E4 are the edges of B2 × B4.
Remark. Property 7 can be extended to any number of layers and any number of cross-product factors in each layer (the
same number of factors in each layer).
2.2. n-layered graphs
Definition 3. An n-layered graph is a graph G = (X1, X2, . . . , Xn, E2, E3, . . . , En), where the Xi’s are sets of vertices, and the
Xi vertices are connected only to the Xi+1 vertices by the edges Ei+1.
Definition 4. Let G1 = (X1, . . . , Xn, E2, . . . , En) and G2 = (X ′1, . . . , X ′n, E ′2, . . . , E ′n) be two n-layered graphs. G1 × G2 =
G3 = (X ′′1 , . . . , X ′′n , E ′′2 , . . . , E ′′n ) is the n-layered graph such that
(Xi, Xi+1, Ei+1)× (X ′i , X ′i+1, E ′i+1) = (X ′′i , X ′′i+1, E ′′i+1).
Definition 5. Two n-layered graphs G1 = (X1, . . . , Xn, E2, . . . , En) and G2 = (X ′1, . . . , X ′2, E ′2, . . . , E ′n) are isomorphic if, for
all i, 1 ≤ i ≤ n− 1, the bipartite graphs Bi = (Xi, Xi+1, Ei+1) and B′i = (X ′i , X ′i+1, E ′i+1) are isomorphic and the isomorphisms
Ψi and φi can be defined in a way such that, for all 2 ≤ i ≤ n− 1, Ψi(Xi) = φi−1(Xi−1) (see Definition 2).
Remark. The definition of isomorphism introduced here differs from the standard definition of graph isomorphism and is
sensitive to the identities of the vertices of graphs. The property identified here with isomorphism would have deserved
a different name. Nevertheless, we choose to use this name in order to comply with common usage in the literature
investigating multilayered graphs.
Property 8. G = G1×G2×· · ·×Gk is isomorphic to all the graphs of the form Gπ(1)×Gπ(2) · · ·×Gπ(k), whereπ is a permutation
of (1, 2, . . . , k).
The proof of this property is straightforward, and is left to the reader.
Definition 6. Let G = (X1, . . . , Xn, E2, . . . , En) be an n-layered graph. The i-contraction of G, 2 ≤ i ≤ n − 1, is defined as
the graph G/i = (X1, . . . , Xi−1, Xi+1, Xn, E2, . . . , Ei−1, E ′i+1, . . . , En) such that (j, k) ∈ E ′i+1 if and only if j ∈ Xi−1, k ∈ Xi+1
and there is a vertex v ∈ Xi such that (j, v) ∈ Ei and (v, k) ∈ Ei+1.
Property 9. Isomorphism is preserved under the i-contraction.
Property 10. If G = G1 × G2 × · · · × Gk then G/i = G1/i× G2/i · · ·Gk/i.
The proof of the above properties is based on Property 7; it is straightforward, and is left to the reader.
Remark. Properties 9 and 10 remain true if the definition of contraction is extended so as to include the contraction of
several stages between two layers. The layers in the n-layered graphs are vertex layers. The edge layers, representing the
transition between one vertex layer to the next, will be referred to as ‘‘stages’’. Notice also that the layers in this paper are
counted from top (first layer) to bottom (n-th layer).
3. The BCP (bipartite cross-product) family
3.1. Definitions
Consider the four simple bipartite graphs listed below.
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Label Graph Matrix FC parameter
a
0
0 1
[
1
1
]
= Ma

1
2

=

Pa
qa

b
0 1
0

1 1
 = Mb  21 =  Pbqb 
c
0 1  
0 1
[
1 0
0 1
]
= Mc

2
2

=

Pc
qc

1
0
0
[1] = M1

1
1

=

P1
q1

.
The ‘‘Matrix’’ column contains the connectivity matrices associated with the graphs. The ‘‘FC’’ (floor–ceiling) parameter
represents the sizes of the sets X, Y of the graphs; i.e., it represents

|Y |
|X |

. Notice that the vertices in the above-defined
graphs are labelled with labels in {0, 1}.
Denote Σ = {a, b, c}, let σ ∈ Σ and let Bσ be the graph whose label is σ . Then, for any word w ∈ Σ∗, w = σ1 · · · σk
w represents the graph Bw = Bσ1 × · · · × Bσk . Let Bσ = (Xσ , Yσ , Eσ ) and Bw = (Xw, Yw, Ew).
Then, by our definitions, Xw = Xσ1×· · ·×Xσk and Yw = Yσ1×· · ·×Yσk . We shall label the vertices of Xw and Yw according
to the following procedure. The vertices in Xσi and Yσi are labelled by either 0 or 1 as per the definition of Bσi . The vertices in
Xw and Yw correspond to k-tuples of zeros and ones. Order the vertices in Xw and Yw according to the lexicographic order of
the corresponding k-tuples and then label those vertices with consecutive integers, starting with 0, according to the order of
their n-tuples. The notation (Xw) and (Yw)will be used to denote the sets Xw and Yw when ordered as above. The connectivity
matrix associated with Bw isMw = Mσ1 × · · · ×Mσk and the FC parameter of Bw is

Pw
qw

=

Pσ1 ···Pσk
qσ1 ···qσk

.
The BCP family of graphs is defined as L1 = {B : B = Bw, w ∈ Σ∗}.
3.2. An example
Consider graph B in Fig. 1.
Fig. 1. Graph B.
The reader can check that the connectivity matrix of B factorizes as Bw = BcBbBcBa, wherew = cbca; i.e.,[
1 0
0 1
]
× [1, 1] ×
[
1 0
0 1
]
×
[
1
1
]
.
3.3. Membership algorithm for the BCP family
The following algorithm provides a decomposition of a bipartite graph B into a cross-product whose factors are in the set
{Ba, Bb, Bc}, provided that such a decomposition exists, and returns ‘no’ if no such decomposition exists.
3.3.1. The membership algorithm
1. Input B = (X, Y , E), a bipartite graph.
2. If B = Ba or B = Bb or B = Bc , then return Ba or Bb or Bc correspondingly.
3. If |X | is not a power of 2 or |Y | is not a power of 2, then return ‘no’.
4. LetM(B) be the connectivity matrix of B, and setM := M(B), i = 1.
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Remark. In the while loop below (step 5) it is not allowed to permute the rows and columns ofM while findingM ′.
5. WhileM ≠ [1]
begin
IfM = Ma ×M ′ orM = Mb ×M ′ orM = Mc ×M ′ for some matrixM ′
then reset {M := M ′,Mσi := Mσ , i := i+ 1}, whereMσ = Ma orMσ = Mb orMσ = Mc correspondingly,
else return ‘no’.
end
6. Return ‘‘w = σ1σ2 · · · σi’’,M(B) = Mw = ‘‘Mσ1 × · · · ×Mσi ’’.
Remark 1. Let |a|, |b|, |c| denote the number of a’s, b’s and c ’s in the label w of Mw and assume that the number of edges
of the corresponding graph is |E| = 2r . Then, as is easy to see, |a| + |b| + |c| = r , implying that the number of iterations of
the algorithm is r = log |E|. The number of bit operations per iteration is bounded by |X | |Y | (the size of M). Therefore the
complexity of the algorithm is O(|X | |Y | log |E|).
Remark 2. Trivially, not all bipartite graphs are in the BCP family. Nevertheless, this family seems to be rich enough so as
to include large portion of layered interconnection networks studied in the literature. On the other hand, theoretically, this
family could have been extended in many ways. Thus, for example, one can add to the list of generators inΣ the additional
simple graph shown in Fig. 2.
Fig. 2. A graph not in the BCP family.
It will be shown in what follows that this graph is not isomorphic to a graph in the BCP family.
4. The n-LCP (n-layered cross-product) family
4.1. Definitions and notations
For the sake of simplicity, we shall represent graphs in the BCP family by their label; for example, the graph Ba2bc2 =
Ba × Ba × Bb × Bc × Bc will be denoted byw = a2bc2 ∈ Σ∗.
Letw1, w2, . . . , wn−1 be a sequence of graphs in the BCP family such that the size of the ceiling ofwi is equal to the size
of the floor ofwi−1 for 2 ≤ i ≤ n−1.We can construct an n-layered graph from the above graphs by identifying the vertices
in the floor ofwi−1 with the vertices in the ceiling ofwi in their given order.
Denote this graph by the ‘‘page’’
w1
w2
...
wn−1
 .
Definition 7. The n-LCP (n-layered cross-product) family of graphs is the set of all graphs of the form w1...
wn−1

such that wi ∈ BCP for 1 ≤ i ≤ n − 1 and the vertices in the ceiling of wi+1 (whose number is equal to the number of
vertices in the floor ofwi) are identified with the vertices in the floor ofwi, in their given order.
Remark. Given an n-layered interconnection graph, the graph belongs to the family if and only if every single stage of the
graph belongs to the BCP family, and this can be checked by the membership algorithm for the BCP family.
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4.2. An example
The n-layered Omega network [15] can be described as follows (see Fig. 3).
Fig. 3. TheΩ3 graph.
1. It has 2n−1 vertices in every layer.
2. All (n−1) stages have the same edge structurewith the i-th vertex in the floor, i = 1, . . . , 2n−1, connected to the vertices
2i− 1 and 2imodulo 2n−1. The three-layered Omega network is shown in Fig. 3.
It is represented by the page[
acb
acb
]
.
It is easy to see that the n-layered Omega network is represented by the pageac
n−2b
...
acn−2b
 n− 1 rows.
4.3. Prime n-factors
We define below a subset of O(n2) graphs in the n-LCP family which will be shown in the sequel to have the ‘‘primality’’
property; i.e., all the graphs in the family can be represented as cross-products of those factors, and the primes themselves
cannot be factorized into simpler graphs.
Definition 8. A prime graph in the n-LCP family is a graph which can be represented by a page as below.
a. Choose a row 0 ≤ i ≤ n− 1 and write a in row i. Choosing the row 0 means that a is omitted altogether from the page.
b. Assume that we choose position i for a. Choose a row i < j ≤ n and write b in row j. Choosing the n-th rowmeans that b
is omitted altogether from the page.
c. Write 1 (1 represents the graph |) in rows k, k < i or k > j, if such rows exist (i.e., if i ≥ 1 or j < n) and write c in rows
t, i < t < j if such rows exist (i.e., if j > i+ 1).
Several primes in n-LCP with n = 5 are shown below.ccc
c

1ab
1

111
a

acc
b

b11
1
 .
The corresponding graphs are in Fig. 4.
Fig. 4. Prime graphs.
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Notation. Consider the prime graphs in the n-LCP family as described inDefinition 8.We shall denote those graphs as below:
Xi,j, 1 ≤ i < j < n denotes the diamond shaped graph with an a in stage i, a b in stage j, c ’s between a and b and ones below
the b and above the a. Xi,n, 1 ≤ i < n denotes the fork-shaped graph with an a in stage i, ones above it and c ’s below it. Yj,
1 ≤ j < n denotes the Y shaped graph with a b in row j, c above the b and ones below it. Sn denotes the graph with c ’s in all
its stages. Thus the graphs in the above figure are denoted as S5, X2,3, X4,5, X1,4 and Y1 correspondingly.
Remark. The number of Xi,j, 1 ≤ i < j ≤ n is easily seen to be n(n−1)2 . The number of Yi, 1 ≤ i ≤ n− 1 is n− 1, and Sn is a
single primer. All in all the total number of n-primers is therefore n(n−1)2 + n = n(n+1)2 .
A factorization algorithm is provided in the next section. The algorithm enables the factorization of any graph in n-LCP
into prime factors. We will show in what follows that the factorization is unique.
4.4. The factorization algorithm
The algorithm receives at input a page
 w1..
.
wn−1
 containing n − 1 words over Σ , left justified, representing a graph in
n-LCP.
It outputs a sequence of prime factors such that the page at input is a cross-product of the sequence of factors.
1. Set j = 1.
2. Repeat until, for all i, 1 ≤ i ≤ n− 1,wi = 1
begin
If for all i, 1 ≤ i ≤ n− 1,wi = cw′i , then set
{fj := Sn;wi := w′i, 1 ≤ i ≤ n− 1; j := j+ 1}.
Else if for all i, 1 ≤ i ≤ n− 1, eitherwi = cw′i orwi = bw′i orwi = 1, let i be the minimal row index such thatwi = bw′i .
Then for all t , 1 ≤ t < i, we have thatwt = cw′t (notice that, for i = 1, no such t exists). Set
{fj := Yi;ws := w′s, 1 ≤ s ≤ i; j := j+ 1}.
Else Let i be the maximal row index such thatwi = aw′i .
Either there is s > i such thatws = bw′s and for all t , i < t < s,wt = cw′t (notice that for s = i+ 1 no such t exists),
then set
{fj := Xi,s, wt := w′t , i ≤ t ≤ s; j := j+ 1}.
Or for all t > i,wt = cw′t (notice that for i = n− 1 no such t exists)
then set
{fj := Xi,n, wi = w′i, //i ≤ t ≤ n; j := j+ 1}
end.
3. Output
 w1..
.
wn−1
 = f1 × f2 × · · · × fk, where k is the number of iterations of the repeat loop
end of algorithm.
4.5. Correctness and complexity of the factorization algorithm
The correctness of the algorithm follows from the following facts.
1. If, for all i, 1 ≤ i ≤ n−1,wi = cw′i , then the prime factor consisting of n−1 c-rows can be factored out. The configuration
where there are some i such that wi = cw′i , and for the other i’s wi = 1, is impossible, since this would imply that for
some i the ceiling (or the floor) of row i contains more than two vertices while the floor (or the ceiling) of row i − 1 (or
row i+ 1) contains only one vertex.
2. If the configuration shown above does not hold (and as long as for some iwi ≠ 1) and for some i, 1 ≤ i ≤ n−1,wi ≠ aw′i ,
then theremust be some i such thatwi = bwi. Choosing i to be theminimal row index having the property thatwi = bw′i
implies that wj = cw′j for all j, 1 ≤ j < i, since the ceiling of b has two vertices and we can use the same argument as in
the previous case for allwj, 1 ≤ j ≤ i− 1, recursively. This justifies the factorization in the first clause of the repeat loop.
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3. If the configurations described in 1 and 2 above do not hold and the condition for termination of the repeat loop was not
yet achieved, then the lowermost (highest row index) a in the first column of the page must be followed by a sequence
of c ’s (in subsequent rows) up to the bottom of the page, or by a sequence of c ’s followed by a b — if the sequence of c ’s
does not reach the bottom of the page. The justification of this fact comes from the floor–ceiling matching restriction as
in the first case. This proves the correctness of the second ‘else’ clause in the repeat loop of the algorithm, thus proving
the correctness of the whole algorithm.
As for the complexity of the algorithm, at every iteration of the repeat loop, a letter is removed from at least one word in the
page at input. The number of iterations is therefore bounded by the total number of letters in the given page. The number
of bit operations in a given loop is 0(n). As mentioned in Remark 1, Section 3.3.1, the numbers of letters representing stage
i is log(|Ei|). Therefore, the number of letters in a given page is bounded by n log(|E|), where E is the maximum number of
edges in a stage of the graph. Thus, the complexity of the algorithm is O(n2 log(|E|)), where n is the number of layers.
4.6. Examples
4.6.1. The Baseline network
The Baseline Network [24] can be described recursively as follows. The one-stage Baseline has two vertices in its floor
connected to both its ceiling vertices. The (i+ 1)-layered Baseline is constructed from two identical i-layered Baselines on
layer 2 to i + 1, with the first stage on top of the two i-layered Baselines, equal to the (constant) stage of the i + 1 layered
Ω network. Thus the four-layered Baseline and n-layered Baseline page representations are shown below:
a c c b
c a c b
c c a b
a cn−2 b
c a cn−3 b
...
cn−2 a b
Page of four-layered
Baseline
Page of n-layered Baseline
Applying the factorization algorithm we get for the n-layered Baseline BL(n) the factorization below:
BL(n) = X1,n × X2,n × · · · × Xn−1,n × Yn−1 × · · · × Y1.
4.6.2. The Butterfly and the Omega networks
The Butterfly network [19] can be described in the same way as the Baseline. The one-stage Butterfly is the same as the
one-stage Baseline. The i+ 1-layered Butterfly is constructed from two i-layered Butterflies in layers 2 to i+ 1 and the first
stage connects vertex j in its floor to vertices j and j+ imodulo 2i in its ceiling. Thus BY (n) is represented by the page below:
a b cn−2
c a b cn−3
...
cn−2 a b
and it decomposes as
BY (n) = X1,n × · · · × Xn−1,n × Y1 × · · · × Yn−1.
In a similar way, one can show that the Omega network decomposes as
Omega(n) = Xn−1,n × · · · × X1,n × Yn−1 × · · · × Y1.
Thus, the three networks, the Omega, the Butterfly and the Baseline, decompose into the same factors, and are therefore
isomorphic.
Notice that one can derive a very large number of networks that are isomorphic to the Butterfly network by permuting its
factors. In fact, as we will show in the next section, all the networks in the n-LPC family that are isomorphic to the Butterfly
network can be derived as a cross-product of a permutation of the factors of the Butterfly network. On the other hand, some
different permutations may derive the same network so that the number of different Butterfly isomorphic networks in the
family is less than and not equal to the number of different permutations of the factors of the Butterfly network. It is easy to
see that two prime factors commute iff they have the following properties: For every i, 1 ≤ i ≤ n. Either one of the factors
has a 1 in stage i, or one of the factors has an a in stage i and the other factor has a b in stage i.
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5. Main results
In order to prove our main theorem we first need to prove the following lemma.
Lemma 1. Let B1 and B2 be two networks in the BCP family represented by the wordsw1 andw2. If B1 ∼ B2 then the number of
a’s, b’s and c’s inw1 is equal to the number of a’s, b’s and c’s, correspondingly, inw2.
Proof. Let ni,mi and qi be the number of a’s, b’s and c ’s correspondingly inwi, (i = 1, 2). Then the number of vertices in the
ceiling of Bi (i = 1, 2) is 2mi+qi , the number of vertices in the floor of Bi is 2ni+qi and the number of edges of Bi is 2ni+mi+qi .
This follows from the fact that the floor–ceiling parameters of a, b and c are

1
2

,

2
1

and

2
2

, correspondingly, the number
of edges of a, b and c is 2, and from Property 3 in Section 2. Therefore, from B1 ∼ B2, we get that
n1 + q1 = n2 + q2
m1 + q1 = m2 + q2
n1 +m1 + q1 = n2 +m2 + q2.
From the first and third equations we get thatm1 = m2, from the second and third equations we get that n1 = n2, and those
equalities imply, by the third equation, that q1 = q2. 
Corollary 1. If two n-layered networks in the n-LCP family are isomorphic then they have in every stage the same number of a’s,
the same number of b’s and the same number of c’s.
In order to simplify the proof of our main theorem we introduce the following notations.
For N ∈ n-LCP we denote by N(i) the i-th stage of N represented bywi, the i-th word in the page representing N .
N(i, j), j > i denotes the subnetwork of N consisting of layers i to j, inclusive, represented by the segment
 wi..
.
wj−1
of the
page representing N . Clearly N(j, j+ 1) = N(j).
The (n) prime factor with all its layers equal to 1 will be called the Trivial prime factor.
Theorem 1. Let N1 andN2 be isomorphic networks in n-LCP. Let N1 = f1×· · ·×fk1 andN2 = g1×· · ·×gk2 be two factorizations
of N1 and N2, correspondingly, into prime factors, not necessarily distinct. Then k1 = k2, and the two factorizations contain the
same factors with the same multiplicity.
Proof. The proof is given in Appendix A. 
6. Applications
6.1. Proving properties of networks based on their decomposition into prime factors
As shown in Section 4.6, the Omega network, the Baseline network and the Butterfly network have the same factorization
consisting of all the Y -shaped factors (the Yi factors) and all the fork-shaped factors (the Xi,n factors), and therefore are
isomorphic. In fact any network factorizing into a permutation of the above factors is isomorphic to the Butterfly network.
We shall denote all the networks that are isomorphic to the Butterfly by B-networks. While, as mentioned above, the order
of the factors in any B-network is immaterial with regard to isomorphism, this order becomes relevant when B-networks
are combined. We shall consider two types of combinations which have been studied in the literature.
(a) Two identical networks connected in tandem; i.e., the networks are combined in a way such that the ceiling of the top
layer of one network is identified with the floor of the bottom layer of the second. If H is a B-network, then we shall
denote this operation as H/H .
(b) Two identical networks are connected in a way such that one network is connected to the mirror image of the second
network, where the floor of the bottom layer of one network is identified with the ceiling of the top layer of the mirror
image (i.e., top–bottom reversal) of the second network. We shall denote this connection as H/H˜ (H˜ denotes the mirror
image (top–bottom reversal) of H).
A well-known combined network is the Beneš network [3]. The Beneš network can be described as H/H˜ , where H is the
Baseline network (see the description in Section 4.6). An important property of the Beneš network is that it is rearrangeable;
i.e., for any mapping π of the inputs to the outputs it is possible to construct edge-disjoint paths in the network linking the
i-th vertex in the floor of the network to the π(i)-th vertex in the ceiling of the network (see [19, Theorem 3.10, p. 452]).
It is well known that the Beneš network is isomorphic to BY/B˜Y , where BY is the Butterfly network (of the same order).
See e.g. [8,17]. Based on the theory of decomposition into prime factors of networks described in Section 4, we can now
generalize the isomorphism range and prove the theorem below.
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Theorem 2. Let H1(n) and H2(n) be any two n-layered B-networks. Then H1(n)/H˜1(n) is isomorphic to H2(n)/H˜2(n).
Proof. It is easy to see that factors of the form Xin in H(n) change into corresponding factors Yn−i in H˜(n) and those two
factors merge in H(n)/H˜(n) into the symmetric (with regard to the middle layer) diamond-shaped factor Xi,2n−i−1. Factors
of the form Yi in H(n) change into Xn−i in H˜(n) and those two factors will extend into the factors Yi and X2n−i−1,2n−1 in
H(n)/H˜(n). All in all H(n)/H˜(n)will decompose into the following factors.
1. All symmetric diamond-shaped factors Xi,2n−i−1, 1 ≤ i ≤ n− 1
2. All fork-shaped factors X2n−i−1,2n−1, 1 ≤ i ≤ n− 1
3. All Y -shaped factors Yi, 1 ≤ i ≤ n− 1.
The set of factors above is the same for all H(n)/H˜(n), where H(n) is any B-network. 
Remark. A similar theorem was proved by Calamoneri and Massini [7].
It was also mentioned in the literature that the H/H˜ combination is not isomorphic to the H/H combination for some
B-networks (e.g., the Butterfly) while for some other networks the above combinations are isomorphic (e.g., the Baseline
network—see [8]). We provide now a characterization of the B-networks H such that H/H˜ is isomorphic to H/H .
Definition 9. Let H be an n-layered B-network. Assume that the order of the fork-shaped factors in the factorization of H is
Xi1,n, Xi2,n, . . . , Xin,n and the order of the Y -shaped factors is Yj1, Yj2, . . . , Yjn. H will be called complementing if jk + ik = n
for 1 ≤ k ≤ n− 1. H will be called matching if jk = ik for 1 ≤ k ≤ n− 1.
Theorem 3. Let H be an n-layered B-network. Then H/H is isomorphic to H/H˜ if and only if H is complementing.
Remark. The reader can verify that the Baseline network and the Butterfly network described in Section 5 are
complementing and matching correspondingly.
The proof of Theorem 3 is similar to the proof of Theorem 2. The reader can verify that, if and only if H is complementing,
then the order of the Y -shaped factors in H˜ generated by the fork-shaped factors inH is the same as the order of the Y -shaped
factors inH and that the set of factors ofH/H is equal to the set of factors ofH/H˜ whichwas shown in the proof of Theorem2.
Corollary 2. Let H1 and H2 be two n-layered B-networks. Then H1/H˜1 is isomorphic to H2/H˜2 and, if and only if H2 is
complementing, then H1/H˜1 ∼ H2/H˜2 ∼ H2/H2.
The power of the Theorems 2 and 3 and their corollary stems from the fact that all the combined B-networks of type H/H˜ are
rearrangeable, a very important property for communication purpose.
Finally we can prove the following.
Theorem 4. Let H1 and H2 be any two n-layered B-networks. If both H1 and H2 are matching then H1/H1 is isomorphic to H2/H2.
The proof, which is similar to the proof of Theorem 2, is left to the reader. It can easily be verified that the Butterfly network
is matching and it is known that BY (n)/BY˜ (n) is not isomorphic to BY (n)/BY (n). This follows directly from Theorem 3.
The question whether BY (n)/BY (n) is rearrangeable is an open problem (see [8]). It may be easier to approach this problem
using an isomorphic networkwhich is homogeneous. For example, as theΩ network is alsomatchingwemay try to analyze
the networkΩ(n)/Ω(n)which is isomorphic to BY (n)/BY (n) by Theorem 4. As all the stages ofΩ(n)/Ω(n) have the same
form, a cn−2 b, we can rephrase the problem in a more general form; i.e.,
1. Is it possible to construct a rearrangeable network by concatenating stages represented by a cn−2 b?
Notice that such stages have 2n−1 vertices at their floor and ceiling.
The answer to this question is positive. To prove this we consider this question in algebraic terms as follows.
A stage represented by a cn−2 b can induce any of the 2n−2 permutations from the floor vertices to the ceiling vertices
where any pair of vertices in the floor (i, i + 2n−2) 1 ≤ i ≤ 2n−2 is directed into either the pair of vertices
(2i − 1, 2i) or into the pair of vertices (2i, 2i − 1) modulo 2n−1 in the ceiling. It is well known that the semigroup
of all permutations of m numbers can be generated (multiplicatively) by the cyclic permutation (i → i + 1(mod m))
and the permutation which exchanges the position of the numbers 1 and 2 and does not change the position of all the
other numbers [16, page 94, ex 8]. We show now that those two permutations can be generated from the permutations
corresponding to the a cn−2 b, thus proving our claim.
a. Generating the cyclic permutation
The reader is urged to verify that the transformation from one sequence of numbers (vertices) to the next sequence of
vertices is performed via some permutation enabled by the stage a cn−2 b described above. For simplicity, we restrict
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ourselves here to m = 25−1 = 16 (i.e., a five-layered network), but it is easy to see that the derivation works for any
m = 2n−1.
(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16)→
(1, 3, 5, 7, 9, 11, 13, 16, 2, 4, 6, 8, 10, 12, 14, 15)→
(in the first step (i, i+ 8))→ (2i− 1, 2i for 1 ≤ i ≤ 7 and (8, 16)→ (16, 15)).
(1, 5, 9, 14, 2, 6, 10, 15, 3, 7, 11, 16, 4, 8, 12, 13)→
(1, 10, 2, 11, 3, 12, 4, 13, 5, 14, 6, 15, 7, 16, 8, 9)→
(2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 1). 
b. Generation of the permutation (1, 2)→ (2, 1) and i → i for i ≥ 3
(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16)→
(1, 3, 5, 7, 9, 11, 13, 15, 2, 4, 6, 8, 10, 12, 14, 16)→
(1, 5, 9, 13, 2, 6, 10, 14, 3, 7, 11, 15, 4, 8, 12, 16)→
(1, 9, 2, 10, 3, 11, 4, 12, 5, 13, 6, 14, 7, 15, 8, 16)→
(2, 1, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16). 
2. Having answered the question in 1 above positively, we can now ask: What is the minimal k such that the network
consisting of k stages, all of them represented by a cn−2 b, is rearrangeable? The answer to this question is open. The
author would like to propose the conjecture that k = 2n− 1. We have no proof of this conjecture (only some heuristics)
and no counter-example.We triedmany random permutations form = 16 andmanaged to generate all of them in seven
stages.
6.2. Constructing isomorphic networks
Any given n-layered network which is described either in graph form or by interconnection matrices for all its layers
can be decomposed into prime factors, using the factorization algorithm provided in Section 4.4, given of course that the
network belongs to the n-LCP family.
Once such a decomposition is found one can generate isomorphic networks by permuting the factors. In fact, all the
networks in the n-LCP family that are isomorphic to a given network in the family can be generated in this way. Notice,
however, that there may be networks not in the n-LCP family which are isomorphic to a given network in the family. Thus,
for example, consider the network in Fig. 5, whose interconnection matrix is1 0 0 10 1 1 00 1 1 0
1 0 0 1
 .
This network is not in the n-LCP family since its interconnection matrix is not decomposable into a Kronecker product of
matrices corresponding to simpler factors.
Fig. 5. A graph which is isomorphic to an LCP graph.
On the other hand, the network is isomorphic to the network in Fig. 6 represented by the word ‘c a b ’. The
isomorphism is achieved by the permutation

1 2 3 4
1 4 3 2

on both floor and ceiling. This problem will be considered in
the next section.
Fig. 6. The LCP graph isomorphic to the graph in Fig. 5.
A. Paz / Discrete Applied Mathematics 159 (2011) 628–646 639
Generating isomorphic networks may be useful for finding networks which have favorable characteristics for
implementation.
6.3. Checking isomorphism of networks
To check the isomorphism of networks in the n-LCP family one can factor each network into prime factors and compare
the factors. The two networks are isomorphic iff they have the same prime factors with the same multiplicity. Consider, for
example, the two networks below:
N1 :
c a ba b cc a b
a b c
 =
1 1 1 c a b1 a 1 b c 11 c a 1 b 1
a b c 1 1 1
 ; N2 =
a c bc a bc b a
b c a
 =
a 1 1 1 c bc a 1 1 b 1c b a 1 1 1
b 1 c a 1 1
 .
N1 is in fact two three-layered Butterflies connected in tandem, one above the other, while N2 is the five-layered Beneš
network. We find by inspection that N1 and N2 differ in two factors and have four equal factors.
Therefore N1 is not isomorphic to N2. Indeed, if we contract the two middle stages of their factors we get
N1 : 1 a a b b 1, N2 : c 1 a 1 b 1
which are not isomorphic.
6.4. Proving properties of networks from properties of their components
Consider the banyan property. A network is banyan if every vertex in the ceiling of the top layer and every vertex in the
floor of the bottom layer are connected by a unique path of length n.
It is easy to show that a network is banyan iff all its factors are banyan. The prime factors which are not banyan are the
prime factors containing both an ‘a’ and a ‘b’ and the all ‘c ’ prime factor. A network that has an all ‘c ’ prime factor decomposes
into two disjoint networks.
7. Checking whether an n-layered graph is isomorphic to a graph in the n-LCP-family
7.1. Bipartite graphs
Definition 10. A (p× q)-biclique is a bipartite graph (X, Y , E) such that all the pairs {(xi, yj) : xi ∈ X, yj ∈ Y } are included
in E, and |X | = p, |Y | = q.
Lemma 2. Every bipartite graph in BCP is isomorphic to a graph consisting of a set of identical biclique components.
Proof. Let G be a graph in BCP represented by the wordw = σ1 · · · σkσi ∈ {a, b, c}. We can construct an isomorphic graph
of the formw′ = crapbq with r + p+ q = k, where r , p and q are the number of a’s, b’s and c ’s inw. Now apbq represents a
biclique with 2p vertices in its floor and 2q vertices in its ceiling. Left multiplying with cr will result in 2r duplicates of the
apbq biclique. 
Corollary 3. Let H be a bipartite graph H = (X1, Y1, E1) and let G be a bipartite graph in BCP, G = (X2, Y2, E2), such that
|X1| = |X2|, |Y1| = |Y2| and |E1| = |E2|. One can find in polynomial time whether H ∼ G.
Proof. By the above lemma one must check whether H splits into identical biclique components. Iff the number of
components and their floor and ceiling sizes are the same as in G, then H ∼ G. The verification of those questions is
polynomial as is well known. 
Lemma 3. Let H be a bipartite graph. A graph G in BCP can be found in polynomial time such that if H is isomorphic to a graph
in BCP then H ∼ G. The isomorphism between H and G, if such exists, can be found in polynomial time.
Proof. If H is isomorphic to some graph in BCP then necessarily |X1| = 2p, |Y1| = 2q and |E1| = 2r for some integer p, q, r .
If some graph G = (X2, Y2, E2) in BCP satisfies H ∼ G then necessarily |X1| = |X2|, |Y1| = |Y2| and |E1| = |E2|. Let |a|, |b| and
|c| be the number of a’s, b’s and c ’s, correspondingly, in G. Then by Lemma 1 we have that
|a| + |b| + |c| = r
|a| + |c| = p
|b| + |c| = q,
implying that |a| = r − q, |b| = r − p and |c| = p+ q− r . Let G be the graph in BCP represented bywG = cp+q−rar−qbr−p.
It is clear that the construction of G is polynomial in the size of the input. Moreover, H is isomorphic to some graph in BCP
iff H ∼ G. 
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Corollary 4. For any given bipartite graph H one can ascertain, in polynomial time, whether H is isomorphic to some graph G in
BCP.
Proof. Follows from Lemma 3 and Corollary 2. 
7.2. Examples
Consider the two examples shown in Fig. 7.
Fig. 7. Examples for Lemma 3.
One can easily verify that neither H1 nor H2 are in BCP. Both have the same number of floor and ceiling vertices (22), and
the same number of edges (23). Based on Lemma 3 we can infer that, if either H1 or H2 are isomorphic to a BCP network
w = a|a|b|b|c |c|, then
|a| + |b| + |c| = 3
|a| + |c| = 2
|b| + |c| = 2,
implying that |a| = |b| = |c| = 1, i.e., w must factorize as w = abc , which by Lemma 2 must consist of two (2 × 2)
bicliques. Indeed,w is the graph shown in Fig. 8.
Fig. 8. Graph in BCP isomorphic to H1 in Fig. 7.
Now H1 consists of two (2× 2) bicliques and it is easy to check that it is isomorphic tow. H2 does not have this property
and therefore is not isomorphic to a graph in BCP.
7.3. n-layered graphs
Definition 11. Let G be an n-layered graph G = (X1, . . . , Xn, E2 · · · En). Cij(G) 1 ≤ i < j ≤ n is defined as the bipartite graph
(Xi, Xj, Eij), where the set Eij contains an edge from a vertex in xiϵXi to a vertex xjϵXj iff those vertices are connected by a
path in the subgraph G(Xi, . . . , Xj, Ei+1 · · · Ej).
Definition 12. Let G be an n-layered graph. The code of G, denoted C(G), is defined as the set
C(G) = {Cij(G) : 1 ≤ i < j ≤ n}.
It follows from the definition that the number of elements in C(G) is n(n− 1)/2. 
Assume in what follows that G is in the n-LCP family. We shall denote by Aij(G), Bij(G) and Lij(G) the number of a’s, the
number of b’s and the number of c ’s, respectively, in Cij(G).We shall omit the references to the graphGwhen it is understood.
Notice that the assumption that G is in n-LCP implies that Cij(G) is in BCP and therefore the numbers Aij(G), Bij(G) and Lij(G)
are well-defined numbers.
Definition 13. The pattern of G, denoted by P(G), is the sequence including all the numbers in the set {Aij(G) : 1 ≤ i < j ≤
n}, all the numbers in the set {B1j(G) : 2 ≤ j ≤ n} and the number L1n, where the orders of the numbers in the sequence are
defined as below:
1. The A’s precede the B’s and L1,n is the last entry in the sequence.
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2. At,r precedes Ai,j if t > i, or t = i and r > j.
3. B1,j precedes B1,k if j < k. 
Notice that the number of entries in the sequences is n(n−1)2 + n = n(n+1)2 . The sequence P(G) will be considered as a
vector whose entries are nonnegative integers. The precedence relation as defined in the above definition will be denoted
by |Aij| < |Akl| if Aij precedes Akl in the sequence; similarly the notation |Aij| < |Bij|will stand for Aij precedes Bij in P(G) etc.
Notation 14. Given two graphs G1 and G2, we will write P(G1) ≥ P(G2) if the entries of P(G1) are bigger than or equal to
the corresponding entries of P(G2).
Observation 1. It follows from the unique factorization theorem (Theorem 1) that if G1 and G2 are two graphs in the n-LCP
family with the same number of layers then if G2 is a factor of G1 then P(G1) ≥ P(G2). In particular, if Q is a prime factor of
G, and Q itself is a graph in the n-LCP family, then P(G) ≥ P(Q ) and P(G)− P(Q ) = P(G1), where G = Q ×G1. The notation
P(G1)− P(G2) stands for the sequence resulting from the subtracting of the sequence P(G2) from the sequence P(G1) term
by term.
Observation 2. It follows from Observation 1 that if G = G1 × · · · × Gk then P(G) =∑ki=1 P(Gi).
Definition 15. The sequence of primes of an n-layered network, denoted as Qn, is ordered according to the following rules:
1. The Xi,j’s precede the Yi’s and Sn is the last prime in the sequence.
2. Xt,r precedes Xi,j if t > i or t = i and r > j.
3. Yi precedes Yj if i < j.
Notice that there is a one to one correspondence between the vectors P(G) and Q .
Lemma 4. 1. The pattern P(Xij) of the prime graph Xij has the following properties: Aij(Xij) = 1 and Akl(Xij) = 0 if |Akl| < |Aij|.
2. The pattern P(Yj) of the prime graph Yj has the following properties: Akl(Yj) = 0 for all k and l, B1,j+1(Yj) = 1, B1,k(Yj) = 0 if
k ≤ j.
3. The pattern P(Sn) of the prime Sn has all its entries equal to zero except the last entry, which is equal to 1.
Proof. Straightforward (by inspection) and left to the reader. 
We are now ready to prove the main theorem of this section.
Theorem 5. Let H be an n-layered network. A graph G in n-LCP can be found in polynomial time, such that if H is isomorphic to
a graph in n-LCP then H ∼ G. The isomorphic mapping between H and G, if such exists, can be found in polynomial time.
Proof. To prove this theorem we provide first an algorithm that finds the required graph G (if such exists) in the n-LCP
family such that if H is isomorphic to a graph in n-LCP it is isomorphic to G. 
Algorithm IS (Isomorphism Check)
Input: An n-layered interconnection network H .
Output: A graphG in n-LCP such that ifH is isomorphic to a graph in n-LCP thenH ∼ G, or a decision thatH is not isomorphic
to a graph in n-LCP.
1. Construct the code Cij(H) of H .
2. Using Lemma 3 find, for each bipartite graph Cij(H), a graph Gij in the BCP family such that, if H is isomorphic
to a graph in the n-LCP family, then Cij(H) is isomorphic to Gij. If this step fails for some i and j then halt. H is
not isomorphic to a graph in the n-LCP family.
Remark. By Corollary 2 this step is polynomial time.
3. Set an ordered list P(G)which is a potential pattern of a graph G in n-LCP such that ifH is isomorphic to a graph
in n-LCP it is isomorphic to G. The list P(G) is constructed as follows:
(a) Set C(G) = {Gij : 1 ≤ i < j ≤ n}.
(b)Out of C(G) construct P(G) as in Definition 12.
(c) Set P1 := P(G).
(d) Initiate a database Dwhich will carry the prime factors of G (if such exists) together with their multiplicity.
The database Dwill carry elements of the form (Q , k), where Q is a prime and k is its multiplicity. Initiate
D to D := {φ}.
4. While P1 has nonzero entries do
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4.1. If Aij is the first nonzero entry in P1 with Aij = αij then
Set D := D ∪ {(Xij, αij)}
Set P1 := P1 − P(Xij) ∗ αij
else
4.2. If B1j is the first nonzero entry in P1 with B1j = β1j then
Set D := D ∪ {(Yj−1, β1,j)}
Set P1 := P1 − P(Yj−1) ∗ β1j
else
4.3. If L1n is the first nonzero entry in P1 with S1n = γ then
Set D := D ∪ (Sn, γ )
Set P1 := P1 − P(Sn) ∗ γ .
4.4. If P1 has negative entries then halt. H has no n-LCP isomorph.
5. Construct the n-LCP graph generated by the product of the factors in Dwith their multiplicity. Let this graph be
G. Halt and output G as the graph in the n-LCP family which is isomorphic to H .
Proof of correctness of the algorithm. It follows from Definition 5 and Property 9 (Section 2) that the condition checked in step
2 of the algorithm is a necessary condition for the existence of an n-LCP graph that is isomorphic to the given graph. Assume
that P(G) in step 3 of the algorithm is the pattern of a graph in n-LCP. Then G is a product of primes and, by Observation 2,
P(G) is the sum of the patterns of those primes. Let Mn(Q ) be the matrix whose rows are the patterns of all the n-layered
primes, ordered according to the order of the primes (Definition 15). By Lemma 4Mn(Q ) is an upper triangular matrix with
n(n+ 1)/2 rows and columns and therefore nonsingular. There exists therefore a unique n(n+ 1)/2 vector X satisfying the
equation
XMn(Q ) = P(G) = P(H).
If X is nonnegative then its entries are the multiplicities of the primes in the decomposition of P(G). It is easy to see
that the algorithm finds the vector X which, if nonnegative, provides the required graph G in the n-LCP family. The actual
isomorphism mappings between H and G can be found by extending recursively the mappings of the isomorphisms of Gij
and Hij provided in step 3 of the algorithm.
Complexity. In order to implement step 1, we construct the transitive closure of H whose complexity is O(|V |3), where |V |
is the number of vertices of H . The graphs Cij(H) are subgraphs of the transitive closure of H . The implementation of step
2 is O(|E|), where |E| is the number of edges of H . This follows from the fact that the verification of Lemma 3 for a graph
Cij(H) is O(|Eij|), where |Eij| is the number of edges of Cij(H) as is easy to see, and, as O(|E|) is dominated by O(|V |2), the
complexity of step 2 is O(|V |2). Step 3 is a setup. Step 4 involves O(n2) iterations, where n is the number of stages of H .
As O(n2) is dominated by O(|V |2), the complexity of step 4 is O(|V |2). As for step 5, to construct G we construct its stages
Gi. Constructing a stage involves the multiplication of logO(|E|i|) prime 2-factors so that the complexity of constructing a
stage is O(|Ei|), implying that the complexity of step 5 is O(|E|), which is dominated by O(|V |2). The complexity of the whole
algorithm is therefore O(|V |3) in the worst case.
An example. LetH be a graphwith five layerswhose code is (abc3, a2b2c2, abc3, a3b3c, a2b2c2, abc3, a4b4, a3b3c, a2b2c2, abc3).
(The order of the entries in C(H) is set according to the order of the Aij in Definition 12, part 2.)
The corresponding pattern is (1, 2, 1, 3, 2, 1, 4, 3, 2, 1, 1, 2, 3, 4, 0) = P1. A4,5 = 1. Therefore X4,5 is a factor with
multiplicity 1.
P(X4,5) = (1, 1, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0).
Subtracting from P1 we get a new P1 = (0, 1, 1, 2, 2, 1, 3, 3, 2, 1, 1, 2, 3, 4, 0). Now X3,5 is a factor with multiplicity 1
since A3,5 = 1.
P(X3,5) = (0, 1, 1, 1, 1, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, ).
Subtracting from P1, we get a new P1:
P1 = (0, 0, 0, 1, 1, 1, 2, 2, 2, 1, 1, 2, 3, 4, 0),
and continuing this way we get the factors X4,5, X3,5, X2,5, X1,5, Y1, Y2, Y3 and Y4 all with multiplicity 1. Those factors can be
represented as below:
1 1 1 a b c c c
1 1 a c 1 b c c
1 a c c 1 1 b c
a c c c 1 1 1 b.
A. Paz / Discrete Applied Mathematics 159 (2011) 628–646 643
This implies that H4,5 ∼ ac3b and H3,4 ∼ ac2bc . In order to extend those two isomorphisms so as to cover H2 we find by
inspecting the two last layers of the factors that we must match as below the floor of G3,4 with the ceiling of G4,5:
G34 : 1 a c c b c
G45 : a c c c 1 b.
This defines an isomorphism between G2 and H2. Continuing in this way we will get the whole isomorphism of H with G. By
the way, one can check that the above graph G is the five-layered Butterfly.
8. Final remarks
The pattern of the graph G in the n-LCP family uniquely characterizes the equivalence class of G under isomorphism of
n-layered graphs, and can serve as some sort of ‘‘bar-code’’ for G.
For example, the following three patterns characterize the equivalence classes of the seven-layered Butterfly, the
seven-layered Beneš Network and the seven-layered graph obtained by combining two three-layered Butterfly networks,
correspondingly.
(1, 2, 1, 3, 2, 1, 4, 3, 2, 1, 5, 4, 3, 2, 1, 6, 5, 4, 3, 2, 1, 1, 2, 3, 4, 5, 6, 0)
(1, 2, 1, 3, 2, 1, 3, 2, 1, 1, 3, 2, 2, 2, 1, 3, 3, 3, 3, 2, 1, 1, 2, 3, 3, 3, 3, 0)
(1, 2, 1, 3, 2, 1, 3, 3, 2, 1, 3, 3, 3, 2, 1, 3, 3, 3, 3, 2, 1, 1, 2, 3, 3, 3, 3, 0).
It is plausible to assume that some of the properties of G can be learned from the pattern P(G). Thus the fact that the last
entry is equal to 0 shows that G is connected. It seems also that P(G1) > P(G2) should reflect the fact that the connectivity
of G1 is ‘higher’ (under some proper definition) than the connectivity of G2. This possibility (of revealing properties of G from
P(G)) requires further study.
Notice also that the algorithm in this section provides an alternative algorithm for the unique factorization theorem
(Theorem 1).
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Appendix A
Theorem 1. Let N1 and N2 be isomorphic networks in n-LCP. Let N1 = f1× · · · × fk1,N2 = g1× · · · × gk2 be two factorizations
of N1 and N2, correspondingly, into prime factors, not necessarily distinct. Then k1 = k2, and the two factorizations contain the
same factors with the same multiplicity.
Proof. Consider the restriction (see the definition in Section 5) of the given factorizations of N1 and N2 to their first i layers:
N1(1, i) = f1(1, i)× · · · × fk1(1, i) and
N2(1, i) = g1(1, i)× · · · × gk2(1, i)
where only nontrivial factors are included.
We shall prove, by finite induction, that for all i, 1 < i ≤ n, the following claim holds true. k1 = k2 and the factorizations
contain the same factors with the same multiplicity of corresponding factors.
Basis. i = 2, N1(1, 2) = N1(1), N2(1, 2) = N2(1). Clearly N1(1) ∼ N2(1), and the claim follows from Corollary 1. (See
notation following Corollary 1.)
Inductive step. Assume that the claim is true for i− 1, i > 2; we show that it is true for i.
Consider the two given factorizations of the isomorphic networks N1(1, i) and N2(1, i).
f1(1, i)× · · · × fk1(1, i) ∼ g1(1, i)× · · · × gk2(1, i). (A.1)
If a factor in the l.h.s. of (A.1) has a corresponding equal factor in the r.h.s. of (A.1), remove them both. Notice the following
observations.
Observation 1. Factors that reside on the i − 1 first layers only in any side of the Eq. (A.1) must have corresponding equal
factors in the other side of the equation. This follows from the induction hypothesis.
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Observation 2. Factors that have an a in stage i− 1 (and therefore a trivial prefix in stages 1 to i− 2) in one side of Eq. (A.1)
must have corresponding equal factors in the other side of the equation. This follows from Corollary 1. So all such factors
are removed at the removal process.
Moreover, we claim that in the removal process of equal factors from both sides of (A.1) the factor Si and Yi (if any) must
have been removed. To prove this we observe that the Si factor represents a decomposition into two components of the
graph and the graphs N1(1, i) and N2(1, i), being isomorphic, must have the same number of components. As for Yi, if it
exists in the l.h.s. of (A.1) then its restriction to the stages 1 to i − 2 is equal to Si−1. Due to the induction hypothesis Si−1
must exist in the r.h.s. of (A.2) too, restricted to stages 1 to i− 2. Now, the extrusion of Si−1 in the r.h.s. to stage i− 1 must
be a b, thus creating Yi in the r.h.s., since otherwise it will extend to Si, which is excluded, by the argument above.
Observation 3. It follows from Observations 1 and 2 above that, after the removal of equal factors, the remaining factors on
both sides of (A.1) have either a b or a c in stage i− 1, and therefore have nontrivial prefixes in stages 1 to i− 2.
Observation 4. It follows from Observation 3 above and from the induction hypothesis that the number of factors in the
l.h.s. of (A.1), after the removal of equal factors, is equal to the number of factors in the r.h.s. of (A.1), after the removal of
equal factors. As the number of removed factors in the l.h.s. of (A.1) is equal to the number of such factors in the r.h.s. of
(A.1), we have that k1 = k2, as required.
We will show now, by way of contradiction, that no factors are left in both sides of (A.1) after the removal process, thus
proving the theorem.
Assume that some factors are left in (A.1) after the removal process is completed. Then by Observation 3 those factors
must have one of the forms Xj,i−1, 1 ≤ j < i (diamond-shaped with b in stage i− 1) and Xj,i, 1 ≤ j < i (fork-shaped with c
in stage i− 1).
Let Eq. (A.2) below represent the remaining factors on both sides of (A.1) after the completion of the removal process.
f ′1(1, i)× · · · × f ′k(1, i) = g ′1(1, i)× · · · × g ′k(1, i). (A.2)
Notice the following observations.
Observation 5. When restricted over the first i − 2 stages, the set of factors in the l.h.s. of (A.2) is identical to the set of
factors in the r.h.s. of (A.2) (and all factors are nontrivial), this following from the induction hypothesis.
Observation 6. No factor in the l.h.s. of (A.2) is equal to a factor in the r.h.s. of (A.2), since all equal factors have been removed.
We consider now Eq. (A.2). By Observation 2, all factors in (A.2) are either Xj,i or Xj,i−1, i ≤ j < i. Let l be defined as the
maximal j such that Xj,i−1 or Xj,i exists in the l.h.s. of (A.2).
Take now the restriction of (A.2) to the layers l to i, to be defined as (A.3):
f ′1(l, i)× · · · × f ′k(l, i) ∼ g ′1(l, i)× · · · × g ′k(l, i), l ≥ 1. (A.3)
Let us finally contract (see Definition 6 and Properties 9 and 10) all factors in (A.3) to the i− 1 stage, resulting in
f ′′1 × · · · × f ′′k ∼ g ′′1 × · · · × g ′′k . (A.4)
Consider first (A.3). We claim that all X factors in the l.h.s. of (A.3) must either be equal to Xl,i, or they must all be equal to
Xl,i−1. By way of contradiction, assume there are two factors Xl,i and Xl,i−1 in the l.h.s. of (A.3). Then Xl,i must have amatching
factor Xl,i−1 in the r.h.s.; this follows by the fact that the restriction of Xl,i to stages 1 to i− 2 must have an equal matching
factor in the restriction to stages l to i− 2 in the r.h.s. of (A.3), by the induction hypothesis, but the extension into the i− 1
stage of this equal factor in the r.h.s. cannot be the same as in the l.h.s. by Observation 6. Thus the presence of Xl,i in the l.h.s.
induces the presence of Xl,i−1 in the r.h.s., and if Xl,i−1 is also present in the l.h.s., we get a contradiction to Observation 6.
Assume then that all X factors in the l.h.s. of (A.3) are Xl,i (the other case is similar), and consider now (A.4). A factor f ′′j in
the l.h.s. that is generated by an Xl,i factor in the l.h.s. of (A.3) must be equal to 1 (the a at the top cancels the b at the bottom
upon the contraction of such a factor). Due to the definition of l, any other factor in (A.3) must have all its components in
stages l to i− 2 equal to c and must have either a b or a c in stage i− 1. Therefore all other factors reduce in the l.h.s. of (A.4)
to either b or c. So there are no a’s in the l.h.s. of (A.4).
Considering now the r.h.s. of (A.3) and (A.4), we have that the Xl,i−1 factors in (A.3) reduce to an a in (A.4) which does
not exist in the l.h.s. of (A.4). This contradicts Corollary 1, since the two sides of (A.4) are isomorphic. It is easy to see that an
Xl,i−1 factor must exist in the r.h.s. of (A.3), to match the Xl,i in the l.h.s., this following from the induction hypothesis. 
Appendix B
The graphs of a few networks that are in the 3-LCP family (see Figs. B.1–B.6).
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Fig. B.1. Three-layered Butterfly network.
Fig. B.2. Three-layered Omega network.
Fig. B.3. Three-layered Flip network.
Fig. B.4. Three-layered Mesh of trees network.
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Fig. B.5. Three-layered Baseline network.
Fig. B.6. Three-layered Inverse Baseline network.
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