W e propose a new data perturbation method for numerical database security problems based on skew-t distributions. Unlike the normal distribution, the more general class of skew-t distributions is a flexible parametric multivariate family that can model skewness and heavy tails in the data. Because databases having a normal distribution are seldom encountered in practice, the newly proposed approach, coined the skew-t data perturbation (STDP) method, is of great interest for database managers. We also discuss how to preserve the sample mean vector and sample covariance matrix exactly for any data perturbation method. We investigate the performance of the STDP method by means of a Monte Carlo simulation study and compare it with other existing perturbation methods. Of particular importance is the ability of STDP to reproduce characteristics of the joint tails of the distribution in order for database users to answer higher-level questions. We apply the STDP method to a medical database related to breast cancer.
Introduction
This work is concerned with database privacy, which, according to Domingo-Ferrer (2007) , can be classified into three independent categories: respondent, owner, and user privacy. We are mainly concerned with respondent privacy, that is, preventing reidentification of the respondents to which the records of a database correspond, when the database is made available to third parties. In recent years, new definitions of privacy such as k-anonymity and l-diversity have gained popularity (see, for instance, Machanavajjhala et al. 2007) , although their limitations have also been recognized (see Barak et al. 2007 ).
The protection of confidential variables in governmental, commercial, and medical databases has become a very important problem. Database managers should provide as much relevant information contained in databases as possible to legitimate database users without revealing confidential contents. One approach to maintain confidentiality is to use data perturbation methods, that is, to construct a perturbed version of the database and to answer queries on the perturbed data. Specifically, it consists in perturbing, or masking, the original variables by replacing the confidential variables with new perturbed variables. Instead of releasing confidential variables, only perturbed variables are released to the public or to legitimate database users. To provide accurate information, also called utility, distributional properties of the perturbed variables should remain as close as possible to those of the original confidential variables. Moreover, to maintain confidentiality, data perturbation methods must minimize disclosure risk, that is, providing users with microdata access should not result in any additional information. Obviously, there is a trade-off between data utility and disclosure risk. Literature on database security and data perturbation methods is abundant; see Muralidhar and Sarathy (2003) for a recent theoretical basis and comprehensive overview. It is important to note that those data perturbation methods differ from multiple imputation procedures (see Rubin 1993) in that for the former the original data are assumed to be the population, whereas for the latter the original data are assumed to be a sample from an unknown population.
A variety of data perturbation methods have been developed for database security problems. Muralidhar et al. (1999 Muralidhar et al. ( , 2001 ) introduced the general additive data perturbation (GADP) method. For databases that can be described by the multivariate normal distribution, they showed that the GADP method is superior to all previously proposed data perturbation methods. Thus, in that setting, GADP should be the preferred method of perturbation in terms of bias (the fact that the response to a query based on the perturbed data may be different from the response based on the original data) and of security (prevention of disclosure). In particular, GADP maintains the mean vector and covariance matrix asymptotically. However, it is obvious that GADP cannot be successfully applied to databases that cannot be described by the multivariate normal distribution. This is a serious problem because databases following the normal law are more often the exception rather than the rule. Indeed, it is common to have highly skewed or heavy-tailed variables, or both. Muralidhar et al. (1999) explained that the difficulty in constructing new data perturbation methods for nonnormal distributions lies in the lack of available multivariate distributions with simple characterization (other than the multivariate normal) and the lack of associated procedures for nonnormal random variates generation. As shown in the following, recent advances in the construction of parametric families of multivariate nonnormal distributions allow us to bypass this difficulty.
One attempt for addressing the issue of nonnormality was proposed by Muralidhar et al. (1995) using the log-normal distribution. Unfortunately, that method was limited to the univariate case (only one variable) and to a distribution that is too restrictive for many practical applications. Another more promising attempt is the copula-based GADP (C-GADP) proposed by Sarathy et al. (2002) . It is based on the multivariate normal copula (see Clemen and Reilly 1999 for its use in decision and risk analysis) and on rankbased correlation to explain dependency between variables. C-GADP maintains the marginal distributions asymptotically and the rank order correlations. It satisfies the disclosure risk requirement but not the utility requirements in all situations. The implementation of C-GADP requires to identify the marginal distribution of confidential and nonconfidential variables. Unfortunately, the identification of marginal distributions is not an easy task, and misspecifying marginal distributions results in incorrect inferences because marginal distributions of the perturbed variables are the same as the assumed marginal distributions. In spite of such danger, C-GADP does not provide any guideline for choosing the marginal distributions, which could be practically unattractive to potential database managers. Another drawback of the C-GADP method is that it is based on the multivariate normal copula, that is, the dependency structure between variables is still of normal type. Hence the normal copula may not preserve tail dependence, a restriction noted by Sarathy et al. (2002) . In principle, nonnormal copulas could be implemented in the C-GADP method, but their choice remains an open problem, possibly quite difficult.
Besides data perturbation methods, data swapping approaches can be applied to database security problems. Instead of modifying variables, data swapping methods swap confidential variables in a systematic fashion. From the literature on data swapping, however, it is well known that data swapping methods do not address data utility and disclosure risk simultaneously because they are not based on conditional distributions as in perturbation methods (for instance, GADP). Muralidhar and Sarathy (2006) developed a data shuffling method (DSP) based on conditional distributions, although it involves C-GADP (with its limitations described above) in one step of the procedure. It can be implemented by using only rank order data and therefore provides a nonparametric method for masking variables (Muralidhar and Sarathy 2006) . DSP maintains the marginal distributions exactly, the rank order correlations, and monotonic relationships among the variables. Finally, because DSP is based on a conditional distribution approach, it provides a high level of security and does not suffer from the security issues of other data swapping procedures.
Recently, there has been a burgeoning of interest in multivariate skew-elliptical distributions, a flexible parametric family that can model skewness and heavy tails in the data; see Genton (2004) and Azzalini (2005) for an overview. A particular member of this family, the multivariate skew-t distribution, has been advocated by Azzalini and Genton (2008) as a general-purpose compromise between flexibility and simplicity. They have shown that the skew-t family can be used to model the distribution of many different types of data. Moreover, it includes the multivariate normal distribution as a special case. Because databases having a multivariate normal distribution are seldom encountered in practice, we expect that the skew-t family is an excellent candidate for solving database security problems. Our objective in this paper is to develop a new data perturbation method of numerical confidential variables for nonnormal databases that will reduce to the GADP method in case of a normal database.
The structure of this paper is as follows. In §2, we describe the skew-t distribution, its conditional distribution, and how to simulate from the latter. In §3, we recall the general requirements of the conditional distribution approach and consider the skew-t case in detail. We propose a skew-t data perturbation (STDP) method and describe its algorithm. We also discuss how to preserve the sample mean vector and sample covariance matrix exactly for any data perturbation method. In §4, performances of our new STDP method are investigated and compared with the GADP, C-GADP, and DSP approaches via a Monte Carlo simulation study. In §5, the STDP and other existing methods are applied to a medical database. In §6, we describe some limitations of the proposed STDP method. In §7, we end with conclusions. Some technical results are provided in the appendix.
Skew-t Distribution
In this section, we present the definition and some properties of the skew-t distribution, in particular its conditional distribution with associated simulation procedure. The latter will be the key ingredient to introduce the STDP method.
Skew-t Distribution and
Its Conditional Distribution The multivariate skew-t distribution has been proposed as a simple yet flexible parametric nonnormal family for modeling skewness and heavy tails in data. The specific form that we shall consider is the one introduced by Dey (2001, 2002) and in an equivalent form by Azzalini and Capitanio (2003) and Arellano-Valle and Azzalini (2006) . Specifically, a k-dimensional random vector U has a multivariate skew-t distribution with location vector , positive definite scale matrix , shape (skewness) vector , and degrees of freedom , if its density is
where
denotes a k-dimensional Student's t density with location 0, scale matrix , and degrees of freedom ; T · + k denotes a univariate standard Student's t cumulative distribution function with + k degrees of freedom; Q u = u − T −1 u − , and is the diagonal matrix formed by the square root of the diagonal elements of . There is a single parameter to regulate the tail thickness of all components of t k , hence also of f U . In that case, we use the notation U ∼ ST k . The vector regulates skewness in the distribution with = 0 resulting in symmetry, whereas controls the heaviness of the tails of the distribution. Three very interesting particular cases of the multivariate skew-t distribution are (i) the multivariate normal distribution N k obtained when = 0 and → ; (ii) the multivariate Student's t distribution obtained when = 0; and (iii) the so-called multivariate skew-normal distribution obtained when → and denoted by SN k ; see, for instance, Azzalini (2005) for an overview.
The conditional distribution of the skew-t random vector is our prime interest for data perturbation problems. However, from the general theory of skewelliptical distributions, the skew-t distribution is not closed under conditioning. This means that the conditional distribution of the skew-t distribution is not in the skew-t distribution family anymore, see (2) and (3) below. Fortunately, the conditional distribution of the skew-t distribution has a stochastic representation that can be exploited for random number generation. To illustrate this, suppose the k-dimensional skew-t random vector U is split into two subvectors, U 1 and U 2 , with dimensions k 1 and k 2 , respectively, (
T . After some algebra described in the appendix, we obtain that the marginal distribution of U 2 is U 2 ∼ ST k 2 2 22 2 1 and the conditional density of U 1 given U 2 = u 2 is
22 u 2 − 2 and
1·2 . Although the exact distributional form (2) of the conditional skew-t density is difficult to use directly, we detail a procedure to simulate random numbers from that distribution in the next subsection. To this end, we note first that the conditional density (2) has the form of the so-called extended skew-t (EST) density (see Arellano-Valle and Genton 2010) , which is given by
A model with this EST density shall be denoted by EST k . When = 0, the EST density (3) reduces to the ST density (1), whereas when = 0 it reduces to the symmetric density
which is called an extended Student's t distribution and denoted by ET k . It corresponds to the distribution of a random vector U such that
2.2. Simulation From the Conditional of the Skew-t Distribution We derive the stochastic representation of the conditional of the skew-t distribution, that is, of the EST distribution, which will be exploited in random number generation for data perturbation purpose. Let U ∼ ST k and consider the partition
T where U 1 and U 2 are of dimensions k 1 and k 2 , respectively, and the induced partition on . Denote by U 1·2 the conditional random vector U 1 given U 2 . As we show in the appendix, the conditional random vector U 1·2 has a convenient stochastic representation given by (7)-(9). Therefore, we can easily generate a random sample from the conditional distribution of U 1 given U 2 = u 2 by means of the following steps:
(a) For a given u 2 , compute (b) Generate t 0 from the first Student's t distribution in (9), for instance by means of the corresponding equations in (11) and (12). If t 0 +˜ 1·2 u 2 > 0, lett 0 = t 0 and go to the next step. Otherwise, discard t 0 and repeat (b) until t 0 +˜ 1·2 u 2 > 0.
(c) Generate t 1 from the second Student's t distribution in (9), for instance, by means of the corresponding equations in (11) and then compute
The vector u 1·2 is a realization from the conditional distribution of U 1 given U 2 = u 2 .
Skew-t Data Perturbation Method

Conditional Distribution Approach
The conditional distribution approach is a general additive data perturbation method developed by Muralidhar et al. (1999) and further discussed by Muralidhar and Sarathy (2003) , who formulated a theoretical basis for this technique. They suggested data utility and disclosure risk requirements for successful data perturbation methods. Specifically, let X T S T T be a k X + k S -dimensional numerical vector, where X represents a k X -dimensional confidential data vector and S denotes a k Sdimensional nonconfidential data vector. Let Y denote the perturbed version of the confidential vector X. Muralidhar and Sarathy (2003) precisely specified the theoretical basis for statistical perturbation methods as the following:
1. Data utility or accuracy requirements: The statistical characteristics of Y are the same as those of X (i.e., the same marginal densities f X ≡ f Y ), and the relationship between Y and S is the same as that between X and S (i.e., the same joint densities f X S ≡ f Y S ).
Disclosure risk requirement:
The confidentiality of X is maintained and the released microdata (Y S) does not increase disclosure risk (i.e., the same conditional densities f X Y S ≡ f X S ).
The disclosure risk requirement implies that the database users already know the conditional distribution of X given S, otherwise releasing Y provides information about X. Muralidhar and Sarathy (2003) suggested a general procedure for creating perturbed data values that satisfy the aforementioned data utility and disclosure risk requirements: generate observations from the conditional distribution of X given S, such that given S, Y is independent of X.
It is important to realize that, unlike the Gaussian case, assuming a joint skew-t distribution for the whole vector X T Y T S T T is unnecessarily restrictive for data perturbation purpose. Effectively, in that case the disclosure risk requirement cannot be satisfied and only weaker conditions of the form E X Y S = E X S or X Y S Y S = X S S can be achieved.
STDP Algorithm
In this section, we propose a new data perturbation method, coined skew-t data perturbation (STDP). We expect that a better perturbation method can be obtained when we impose a flexible distribution to reflect the distributional properties of the observed variables X and S very well. We also need that the assumed distribution gives a conditional distribution of X given S, which can be easily exploited in random number generation. Muralidhar et al. (1999) applied the multivariate normal distribution to perturbation methods that led to the GADP method. However, the normal distribution cannot characterize the properties of data very well because many real data sets can be skewed and heavy tailed. We propose to use the skew-t distribution for the joint distribution of X and S and exploit its flexibility and simplicity.
In the STDP approach, we assume a joint skew-t distribution for the confidential and nonconfidential variables V = X T S T T and estimate its parameters V , VV , V , and . Then we use them to specify the conditional distribution of X given S. By means of the procedure described in §2.2, we generate realizations of random vectors Y with this conditional distribution. Based on the previous arguments, the algorithm of data generation for the STDP method is the following:
Step 1. Estimate the skew-t parameters ( V , VV ,
z 0 from N 0 1 , and cal-
X·S , and calculate
and set
Step 3. Report y 1 y n as the perturbed variables of x 1 x n . To estimate the skew-t parameters from the data in Step 1, we can use the R (R Development Core Team 2008) statistical package, named sn.
1 Note that GADP is a particular case of the STDP method as the multivariate skew-t distribution includes the normal distribution.
Because the conditional distribution approach assumes that the database user already knows the conditional distribution of X given S, we release this information along with the fitted parameters to the user. In addition, we suggest to provide two measures of goodness-of-fit of the skew-t distribution to the original data. The first one is simply a p-value for the likelihood ratio test (LRT) that the underlying distribution is actually normal, a special case of the skew-t distribution. Typically, if that p-value is smaller than 5%, the hypothesis of normality is rejected. Then the smaller the p-value, the stronger the evidence against normality, which suggests moving away from GADP. The second measure is a graphical representation due to Healy (1968) (see also Azzalini and Capitanio 2003) . It compares the fits of multivariate normal and skew-t distributions. The probabilities of a quadratic form in the data vector based on the assumed distribution and on the sample distribution are plotted. Thus, when the data are similar to the assumed distribution, the points in the plots should be located on a straight diagonal line. Those two measures are secure in the sense that they cannot be used to disclose confidential information.
Preserving Sample Information
Confidential data perturbation methods, for instance, such as GADP, are generally able to preserve the mean vector and the covariance matrix asymptotically, i.e., in large samples. Burridge (2003) proposed a method similar to GADP, coined information preserving statistical obfuscation, that can preserve the mean vector and the covariance matrix exactly in the sample. This implies that the sample mean vector and the sample covariance matrix of the perturbed data are exactly the same as those of the original confidential data. Recently, Muralidhar and Sarathy (2008) have proposed an extension of the aforementioned method that generates nonsynthetic perturbed data while preserving mean and covariance exactly. A proximity parameter between the original and the perturbed data must be selected, and this makes that approach somewhat ad hoc.
We believe that preserving the sample mean vector and the sample covariance matrix exactly can be achieved for any data perturbation method, for example, such as C-GADP or STDP, and it is not restricted to GADP based on the multivariate normal distribution. The method is very simple and we describe it next. Note also that an important consequence is that any method of multivariate data analysis based on the sample mean vector and the sample covariance matrix will yield the same results on the perturbed data as on the original confidential data. Such methods include principal component analysis and canonical correlation analysis, among many other techniques.
Let x 1 x n be a sample of confidential variables with sample mean vectorˆ x and sample covariance matrix x . Suppose that some data perturbation method has produce a sample z 1 z n with sample mean vectorˆ z and sample covariance matrix z . Define
n. Then, straightforward algebra shows thatˆ y =ˆ x and y = x . Because y is obtained through a linear transformation of z, many equivariant estimators such as sample skewness and kurtosis will be unaffected. This means that they will remain the same on the y data and the z data, but of course not on the x data in general. Also, the distribution of the y data will remain the same as the distribution of the z data as long as that distribution is closed under linear transformations. For example, this is the case for the multivariate normal, elliptical (Fang et al. 1990) , and skew-elliptical distributions, among others. Sample quantiles will be unaffected asymptotically because in that case, the linear transformation is the identity operation.
Performance of STDP
In this section, we present Monte Carlo simulation results to compare the performance of the STDP method with existing methods when they are applied to nonnormal databases. We consider three different situations: the first two scenarios (simulations 1 and 2) consider the multivariate g-and-h distribution (Field and Genton 2006) . This is a different kind of multivariate distribution than the skew-t. We can control the skewness and heaviness of its tails, but it is not in the skew-elliptical distribution class. The detail of the simulation setup is given in the next subsection. The reason for considering the g-and-h distribution in this simulation is that we can show how well STDP performs compared to other perturbation methods in the case where the actual data distribution is not the skew-t distribution under which the STDP method was constructed. The third scenario (simulation 3) uses the multivariate skew-t distribution and is expected to show better performance of STDP over other perturbation methods.
We consider the STDP method and its algorithm described in §3. For the C-GADP method, we use the empirical distribution as the marginal distribution because there is no general guide for selecting a parametric marginal distribution. Besides GADP, C-GADP, and DSP, we also include in the comparison an interesting variant of the C-GADP method, denoted by C-GADPST. It uses the univariate skew-t distribution as the marginal distribution in its construction. Throughout the simulation study, we apply the sample mean and covariance preserving (MCP) technique described in §3.3 on all perturbation methods, except DSP. The reason we did not apply MCP to DSP is that MCP would destroy the data shuffling mechanism, which is a key factor in DSP. We use the postfix "MCP" (mean-covariance preserving) to distinguish these perturbation techniques from their original versions. In the following sections, we present the results for the MCP versions only, because we observed that the original versions performed similarly to the MCP versions (except for preserving mean and covariance). In addition, we also report the results of C-GADP without MCP because of its ability to preserve the marginal distributions. 
Simulation Setting
In the simulation, we consider four-dimensional random vectors V = X T S T T , with two-dimensional vectors X and S, from the aforementioned two distributions. The g-and-h distributed random vector is defined by V = 
where g = g 1 g 2 g 3 g 4 T controls the skewness and h = h 1 h 2 h 3 h 4 T controls the kurtosis of each variable separately. In this simulation we set = 0 0 0 0 T and the covariance matrix 
We use g = 0 0 0 0 T and h = 0 05 0 05 0 05 0 05 T for simulation 1, that is, there is no skewness at all and the same amount of kurtosis in all directions before introducing scale. The resulting distribution is somewhat similar to an elliptical shape. Next, g = 0 2 0 3 0 2 0 1 T and h = 0 05 0 03 0 02 0 01 T are used for simulation 2, which leads to a shape far from elliptical and with different tail behavior in each direction. For simulation 3, we use the skew-t distribution with location = 0 0 0 0 T , shape = 1 2 3 1 T , degrees of freedom = 9, and scale matrix = as defined in (4). Because of space limitation, we only present contour plots of the first two (confidential) variables of the distributions used in the simulation study in Figure 1 .
We generate artificial databases of multiple sample sizes (n = 100, 500, and 1,000 observations) from the above g-and-h and skew-t distributions. We regard the first two variables (X) as confidential variables that will be perturbed by the perturbation methods and the remaining two variables (S) as nonconfidential variables that will remain the same after perturbation. To investigate the performance of the perturbation methods, we calculate the first four sample moments (mean, covariance, skewness, and kurtosis), rank order correlation, and some quantiles, of the perturbed variables. The error of those estimators is assessed by computing the average and standard deviation of biases over 1,000 simulated data sets. In this simulation study, we assume that each simulated microdata itself is a finite population. Therefore, the perturbation methods are compared through assessing how well they replicate the characteristics of a known population represented by the simulated data set.
Moments
As we described in §3.3, all perturbation methods with sample information preserving technique (MCP) lead to zero biases in the first two moments (mean and covariance). DSP also preserves exactly the mean and variance, but the covariance will only be maintained asymptotically. After perturbation over 1,000 simulated data sets, we calculate the average biases (AB) and standard deviations (SD) of sample rank order correlations. In Table 1 , we report the results for simulation 2, the most nonnormal setting, only (those for simulations 1 and 3 were qualitatively similar) for sample sizes n = 100, 500, and 1,000. All average biases are small as expected, because the sample covariance matrix is maintained by the MCP technique. The DSP Table 1 Rank Order Correlations for the Perturbed Data Sets in Simulation 2 approach also yields small average biases of the rank order correlations. In addition, we included the results of STDP without MCP to see the effect of mean and covariance preserving on the rank order correlations. As can be seen, this effect is fairly small. Next, we consider higher-order moments (skewness and kurtosis) from 1,000 pairs of the simulated and perturbed data sets under the three scenarios. We use the measures of multivariate skewness b 1 k and kurtosis b 2 k defined by Mardia et al. (1979, p. 21) as
where k denotes the dimension of the vectors u 1 u n under consideration, andˆ u and u are the sample mean vector and sample covariance matrix, respectively. These quantities are frequently used to measure the skewness and kurtosis for multivariate situations. For example, the theoretical values of b 1 k and b 2 k for the multivariate normal distribution are 0 and k k +2 , respectively. These measures of multivariate skewness and kurtosis are invariant under linear transformation so that the MCP technique does not affect their value. Therefore, we do not report the C-GADP results in this experiment, only C-GADP-MCP.
The results are summarized in Table 2 with three different sample sizes (n = 100, 500, and 1,000). In simulation 3, with the skew-t distribution, STDP-MCP shows excellent performance in both skewness and kurtosis experiments, as we expected. The more interesting situations are simulations 1 and 2 using the multivariate g-and-h distribution where we are able to compare all methods on a fair ground. Table 2 shows that STDP-MCP is best in simulation 3, which uses data sets whose distribution is close to an elliptical or skew-elliptical shape, whereas DSP performs best in simulation 2. In simulation 1, DSP is best with respect to skewness, whereas STDP-MCP is best with respect to kurtosis. Overall, although the skewness and kurtosis performance of STDP-MCP, DSP, and C-GADPST-MCP are comparable, performance is determined by the underlying distribution of the data set.
A different point of view consists in computing the empirical coverage (in %) of skewness and kurtosis for the perturbed data sets, corresponding to the results presented in Table 2 . Specifically, this means that for each of the 1,000 simulated biases, we add ±1 96 times the overall SD and check whether it contains the value 0, that is, zero bias. Table 3 reports the proportion of such intervals containing zero over the 1,000 replicates. By construction, the nominal coverage should be approximately 95%. The results are given for samples of size n = 100, 500, and 1,000. Focusing on the sample size n = 1 000, we can make the following interesting comments. GADP-MCP has very poor coverage in terms of skewness in simulations 2 and 3, and generally poor coverage in terms of kurtosis for all three simulation settings. This is not surprising when comparing normal elliptical contours with the nonnormal contours in Figure 1 . The Table 2 Skewness and Kurtosis Experiment for the Perturbed Data Sets C-GADP-based methods have sometimes a somewhat poor coverage, probably because of their fixed normal copula dependence structure. Except for simulation 2, the STDP-MCP method has a fairly good coverage in terms of skewness. This was to be expected because the distribution in simulation 2 is quite nonnormal and its shape is rather different from the skew-t distributional shape. In addition, its has different tail behaviors in each of its components, a challenging issue for the skew-t distribution that has only one parameter, , to control the tails (see also § §6 and 7 for further discussions of this issue). DSP has also a fairly good coverage although not so much in simulation 3.
Quantiles
Because the skew-t distribution is flexible to capture the skewness and heavy tail of the original data set, we also expect that the STDP perturbed variables will have better tail properties, and this should be reflected in quantile experiments. This is important if the database user needs to answer questions such as the following: What is the value of the variable X such that 90% of the observations fall below that value? In other words, what is the 90% quantile of X? This aspect can be explored by comparing quantiles of the perturbed variables. Tables 4-6 present the AB and SD of 90%, 95%, 99%, and 99.5% quantiles of the perturbed variables Y by several perturbation methods under the three different simulation setups for sample sizes n = 100, 500, and 1,000. Unlike for the higher-order moments, it is difficult to judge which method performs best. In simulation 1, we observe that the skew-t distributionbased methods (STDP-MCP and C-GADPST-MCP) perform better than GADP-MCP, C-GADP, and C-GADP-MCP, especially in upper quantiles (see 99% and 99.5%). All methods, except GADP-MCP, show comparable average bias in simulation 2. This is interesting in the sense that in simulation 2, where the original data sets are generated from a highly nonnormal distribution, we expect the copula-based methods (C-GADP, C-GADP-MCP, and C-GADPST-MCP) to be much better than the STDP method. Indeed, the marginal distributions of the perturbed variables will reflect well the marginal properties of the original confidential variables, and the multivariate skew-t distribution may suffer from not fitting the original data set as well. In simulation 3 from the skew-t distribution, the skew-t-based methods STDP-MCP and C-GADPST-MCP give the best performance, as we expected. Here also, we included the results of STDP without MCP to see the effect of mean and covariance preserving on the quantiles. As can be seen, this effect is again fairly small. Of course, DSP preserves the quantiles exactly, giving zero biases, because it is based on the reordering of the original values. We also considered databases simulated under a multivariate normal distribution. In that case, all perturba- Table 4 Quantile Experiment in Simulation 1 Note. AB with SD in parentheses. Table 5 Quantile Experiment in Simulation 2 Note. AB with SD in parentheses. Table 6 Quantile Experiment in Simulation 3 tion methods we considered gave similar results for quantiles of the perturbed variables Y.
Application to a Medical Database
We apply our new methodology to a medical database of measurements on intakes of protein (PROT), saturated fat (FAT), and carbohydrate (CARB) on n = 3,145 women during an epidemiologic cohort study related to breast cancer (see Jones et al. 1987) . This medical information is usually confidential and the database cannot be released to the public in its original form. We consider the perturbation of the variable PROT while maintaining the variables FAT and CARB, i.e., U = X S T T with X = PROT and S = FAT CARB T . We also investigated the perturbation of all three variables and obtained similar results to those reported below.
We start by studying the distributional properties of this database empirically. The measures of multivariate skewness and kurtosis are b 1 3 = 9 2 and b 2 3 = 43 2, respectively. They seem to indicate that the distribution is not multivariate normal because they are far from the theoretical values of 0 and 15. A formal hypothesis test of normality (see, e.g., Mardia et al. 1979, p. 148) can be based on the asymptotic distribution of the measures of multivariate skewness and kurtosis given by 1 6
where k = 3 and n = 3,145 for our database. Both tests give p-values <0 0000 so we reject the hypothesis of a multivariate normal distribution. Graphical evidence of the nonnormality is also apparent in Figure 2 , depicting scatter plots for every pair of the three variables PROT, FAT, and CARB. All scatter plots are skewed and heavy tailed, and so we fit a skew-t distribution to this database. Contours of the fitted density are also plotted in Figure 2 . The estimated shape parameter and degrees of freedom of the skew-t are = 3 43 0 04 −0 83 T andˆ = 5 26, respectively, indicating skewness and heavy tails. The p-value of the LRT of the hypothesis of normality is essentially zero, hence we strongly reject a normal distribution for this data set. As a further diagnostic, we draw Healy plots in Figure 3 by fitting multivariate normal and skew-t distributions. Figure 3 demonstrates that the skew-t distribution is a much better fit than the normal distribution. Consequently, we expect that the STDP method will yield better results than the GADP method on this database. Table 7 shows that the original, DSP, and C-GADP perturbed means and covariances (correlations) on the medical database are quite close. For the GADP-MCP, C-GADP-MCP, C-GADPST-MCP, and STDP-MCP methods, the means and covariances (correlations) are exactly the same on the perturbed data as on the original data. The rank order correlations with PROT for all perturbation methods are also provided. In this example, the rank order correlations are somewhat smaller for STDP-MCP than for STDP, hence illustrating the cost for trying to preserve the mean and covariance exactly. The measures of multivariate skewness and kurtosis of the original and perturbed data by all previously mentioned methods are provided in Table 8 . Except for GADP-MCP, all perturbation methods yield measures fairly close to those on the original data. In particular, STDP-MCP yields the kurtosis closest to the one of the original data.
The improvement in skewness and kurtosis obtained by the STDP and other nonnormal methods suggests that quantiles of the perturbed variables will be similar to those of the original variables. This property is of crucial importance because database managers are usually interested in clients, customers, or patients with high-valued attributes. For instance, in our medical database, measurements in the tail of Table 8 Skewness the distribution are of great interest for the study of breast cancer. Indeed, it is a common fact that diseases are highly associated with people who are exposed to a higher level of a certain factor than a given level. Hence, data perturbation methods that can provide accurate modeling of the behavior of the tails are needed. Table 9 provides quantiles of the original confidential variable and the perturbed variable by the previously mentioned methods on the medical database. The last column lists the sums (over the quantiles) of absolute deviations (AD) between the results from each perturbation methods and the original data. Although GADP-MCP is usually not providing reliable quantiles, it is difficult to give an overall winner among the other MCP-based perturbation methods. Of course, DSP maintains the marginal quantiles exactly and C-GADP performs quite well on this example at the cost of not preserving the mean and covariance exactly. Table 10 responds to an interesting query related to the joint distribution of the variables: What is the average of the PROT values when FAT > a and CARB > b? This average is reported for the original database, as well as for the perturbed data, for various values of a and b. Here again, it is difficult to name an overall winner, but the STDP-MCP method provides overall fairly competitive answers, especially for b = 350. It can be seen that DSP now performs quite poorly. This was to be expected, because DSP preserves the marginal distributions exactly, but not the joint distribution. Table 10 Average 
Limitations
Although STDP is much more flexible than GADP, it has limitations as well. For example, both the multivariate skew-t and normal distributions are unimodal. If the distribution of the database is multimodal, then these two methods will not be able to capture this feature. One possibility is to make use of even more flexible multivariate distributions, such as the flexible skew-symmetric distributions introduced by Ma and Genton (2004) . Unfortunately, a procedure for simulation from the conditional distribution in that class is currently unknown and likely unavailable in closed form. Whether such extensions are possible is an open problem.
As mentioned previously, a potential disadvantage of the skew-t distribution is that there is only one parameter, , that regulates the tail behavior of all variables. If one variable has normal tails whereas another has lognormal tails, then the single degrees of freedom parameter has to provide a compromise between those two tail behaviors. An alternative approach would be to consider some skewed versions of other multivariate t distributions with multiple degrees of freedom parameters. Unfortunately, such distributions have neither appealing parametric forms, as discussed by Azzalini and Genton (2008) , nor known conditional distributions, hence their use in data perturbation problems is not realistic. The multivariate skew-t distribution remains a reasonable compromise between flexibility and mathematical tractability, making it a particularly attractive general-purpose tool.
The number of variables in the Monte Carlo simulations and in the medical database example was intentionally small for the sake of illustration and description of the results. Nevertheless, the STDP method can be applied to databases with a large number of variables as long as the skew-t distribution can be fitted to the data. In our experience, databases with up to 200 variables and several thousands observations can be handled without problem on a desktop computer. The fit to databases with even larger numbers of variables will require the development of new procedures.
Another issue arises when some variables have a positive support, i.e., they cannot be negative. Indeed, the skew-t distribution, similarly to the normal, has the whole real space as support. Although the fit of a skew-t distribution to variables with a positive support will tend to concentrate its mass on the positive values, this can be a source of problems. An alternative is to consider multivariate log-skew-t distributions, as recently introduced by Marchenko and Genton (2010) . Those are flexible extensions of the multivariate log-normal distribution.
The STDP method has been developed to deal with continuous numerical data. At this point, it is not able to handle categorical data. One option is to fit skew-t distributions to continuous numerical variables for each level of the categorical variable. Another possibility is to consider multimodal distributions as mentioned above. Both of those solutions would require further investigations.
Conclusions
In this study, we developed a new data perturbation procedure for database security problems based on skew-t distributions. The class of skew-t distributions is a flexible parametric multivariate family that can model skewness and heavy tails in the data. It contains the multivariate normal distribution as a special case. Therefore, the new procedure, coined skew-t data perturbation (STDP) method, includes the classical general additive data perturbation (GADP) method based on the normal distribution. The proposed method consists of two simple basic procedures: the estimation of skew-t parameters from the database and the generation of random samples from the conditional distribution of the confidential variables given the nonconfidential variables.
We investigated the performance of the STDP method by means of a Monte Carlo simulation study and demonstrated its competitive behavior with respect to other existing methods, including C-GADP, and DSP, when the distribution of the database is nonnormal. This is especially true if the underlying distribution can be well approximated by a skew-t distribution. In fact, skew-t and related distributions occur naturally in settings where the data have been selected (see ArellanoValle et al. 2006 ). In particular, we have shown the ability of STDP to reproduce characteristics of the joint tails of the distribution. This is very important for database users who want to answer higher-level questions. We illustrated the STDP method on a medical database related to breast cancer.
It is also important to recognize that perturbation methods that involve random sampling from the conditional distribution will have to deal with its impact on statistical inference. This additional uncertainty can be assessed, for example, by releasing multiple perturbed data sets in the spirit of multiple imputation (see Raghunathan et al. 2003 , Reiter 2003 . Further research on this issue is highly desirable.
In genuine applications, the data may contain nonlinear relationships and include constraints on variables, for instance, some variables sum to other variables. We expect that the nonlinear relationship among variables can be dealt with more effectively using STDP than GADP because the multivariate normal density has an elliptical shape where only linear relationships of variables can appear. On the contrary, the skew-t distribution with flexible skewness and kurtosis parameters can reflect the possible nonlinear relations among variables. Indeed, the conditional expectation of the skew-t distribution is nonlinear (see Appendix A.3 as well as Arellano-Valle and Genton 2010). The copula-based methods using rank order correlations can also handle such nonlinearities. In the case where some variables are constrained to be the sum of other variables, a simple remedy is to remove the constrained variables before applying a perturbation method. Then those variables are replaced by new ones, using the constraints on the perturbed variables, if the constrained variables are confidential.
In (8), we note also that
