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ABSTRACT 
The realization of the Semantic Web is constrained by a 
knowledge acquisition bottleneck, i.e. the problem of how 
to add RDF mark-up to the millions of ordinary web pages 
that already exist. Information Extraction (IE) has been 
proposed as a solution to the annotation bottleneck. In the 
task based evaluation reported here, we compared the per-
formance of users without access to annotation, users work-
ing with annotations which had been produced from manu-
ally constructed knowledge bases, and users working with 
annotations augmented using IE. We looked at retrieval 
performance, overlap between retrieved items and the two 
sets of annotations, and usage of annotation options. Auto-
matically generated annotations were found to add value to 
the browsing experience in the scenario investigated. 
Categories and Subject Descriptors 
H.3.3 Information Storage and Retrieval: Information 
Search and Retrieval – search process. 
General Terms 
Performance, Experimentation.  
Keywords 
Knowledge Management, Semantic Web, Annotation, User 
Studies. 
INTRODUCTION 
The vision of the Semantic Web presupposes the existence 
of Web pages with semantic markup (annotations) based on 
shared ontologies. As a consequence, the realization of the 
Semantic Web lies on the far side of a knowledge acquisi-
tion bottleneck. Natural Language Processing (NLP) meth-
ods, such as Information Extraction (IE) and Named Entity 
Recognition (NER) have been proposed as solutions that 
could generate annotations automatically on a large scale, 
e.g. [6][11][3]. We support this proposal and are active in 
developing automated and semi-automated systems for the 
creation of semantic annotations [12][1]. 
If the Semantic Web is to rely on automatic mark up then 
robust evaluation will be required. IE systems have tradi-
tionally been evaluated using the kind of comparative, 
quantitative methods developed for the MUC conferences1. 
These methods have encouraged the development of effec-
tive algorithms. However, in this paper we present a com-
plementary approach to evaluation, which looks at the user 
experience of working with systems partially populated 
using IE technology rather than the empirical performance 
of the underlying algorithms on a given dataset. Refinement 
of the methods may be required but we believe that this 
initial experiment explores another important facet of per-
formance, i.e. whether the annotations produced by auto-
matic annotation are fit for the task they were intended for.  
The paper is structured as follows. We first briefly describe 
the technologies that were integrated in the evaluated sys-
tem. Then we outline the methodology of the user study. 
We examine the effects of using a lexicon boosted using IE 
based annotation, on retrieval performance, answer cover-
age between retrieved results and annotations, and the users 
interaction with annotation options and their perceptions of 
the system as a whole. We conclude that IE based annota-
tion can enhance Semantic Web systems by increasing both 
the quantity and scope of annotations. 
TECHNOLOGIES 
This evaluation looked at whether two NLP tools, 
PANKOW [1] and ESpotter [14] could be used to success-
fully produce annotations which could be highlighted with 
the Magpie semantic browser [7] in order to enhance search 
performance. They were used to construct one of the lexi-
cons from which Magpie generates semantic annotation on 
the fly. In the context of our evaluation changing these lexi-
cons provides a means to apply different annotation 
schemes to the same underlying data. 
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Magpie 
Magpie [7] is a framework developed by The Open Univer-
sity partially responding to the challenge of the knowledge 
acquisition bottleneck. It allows users of web-based docu-
ments to interpret content from different conceptual per-
spectives by automatically generating annotations corre-
sponding to a particular ontology as a semantic layer over 
the content of the document. This allows Magpie to provide 
semantic web services for documents with no semantic 
mark up, or which are marked up according to ontologies 
that do not suit the user’s purpose.  
The end-user part of the Magpie framework comprises a 
browser plug-in (currently available for Microsoft Internet 
Explorer or Mozilla). The plug-in enables the user to 
choose an ontology and to toggle categories of knowledge 
via simple push buttons presented in a toolbar (see Figure 
1(A)). Selecting a button highlights items in the text that are 
relevant to the chosen category. The user can access a menu 
with relevant functionalities for each annotated item. 
These dynamic annotations are generated using a lexicon 
which relates each concept in the ontology to the various 
text strings by which it is commonly represented. Previ-
ously, Magpie lexicons were constructed by domain ex-
perts. We have tried to automate this process in this ex-
periment using the two IE tools PANKOW and ESpotter. 
PANKOW 
PANKOW is a web-based information extraction system 
developed at the University of Karlsruhe. The system is 
based on the assumption that semantics in general and an-
notation in particular can be approximated by examining 
the distribution of certain syntactic patterns conveying the 
relation of interest for the item in question (compare [1]). 
PANKOW first identifies proper nouns, e.g. “Magpie”, 
using a part of speech tagger, and then searches the Web for 
syntactic patterns which provide evidence that the proper 
noun belongs to one of the classes of the ontology. For ex-
ample it searches for definite expressions like “the Magpie 
project” to associate “Magpie” with the class “project”. In 
the context of the experiments reported in this paper we 
were concerned with formal annotations of instances ap-
pearing in the KMi stories dataset.   
We processed 307 KMi planet stories with the PANKOW 
system as described in [2]. Overall PANKOW yielded 1270 
annotations (4.1 per document) which on a scale from 0 to 
3 were rated with 1.8 credits on average by a human evalua-
tor. If we regard every annotation receiving at least 2 cred-
its as correct this translates into an accuracy of 58%. A total 
of 755 entities whose PANKOW classifications were rec-
ognized as belonging to one of the nine AKT++ upper level 
categories were added to the lexicon. 
ESpotter 
ESpotter, is a named entity recognition (NER) system de-
veloped by the Open University [14]. It builds on the basis 
of standard named entity recognition (NER) methods, such 
as patterns (which exploit features such as capitalization of 
people’s names) and lexicons (for example lists of common 
names) but also incorporates a domain adaptation mecha-
nism which allows it to choose the methods which are most 
likely to be reliable for a particular site. Given a Web page 
and its URI, ESpotter pre-processes it by removing mark-up 
tags etc., finds regular expressions, which have high prob-
abilities for NER on the domain, and uses them to recog-
nize entities of various types on the page.  
ESpotter extracted a total of 761 annotations (approx. 2.4 
per document) from the KMi Planet News stories. These 
were 428 entities found for Organization, 243 for Person, 4 
for Research Area and 86 for Project.  
A separate study of the extraction performance of ESpotter 
[14] suggests that on the KMi Planet News stories it has 
recall results above 85% for the categories of extracted data 
used in this experiment and precision values above 90%. 
This high accuracy is a result of ESpotter’s adaptation 
mechanism which has been fine tuned for the KMi Portal. 
 
Figure 1 The Planet News interface as seen by Group B 
(Magpie/AKT) featuring (A) Magpie highlighting options, 
(B) News Archive, (C) Search option. 
EVALUATION METHOD 
The evaluation took the form of a user study and was con-
ducted jointly by researchers from the Open University and 
University of Karlsruhe at KMi in November 2004. Our 
aim was to see whether or not semantic annotations gener-
ated by IE improved the performance and experience of 
Magpie users on information gathering tasks. The perform-
ances of three groups of participants were compared on two 
fact retrieval tasks which involved searching an online da-
tabase of news stories. The Groups were: Group A (base-
line), who used only the news stories, Group B (Mag-
pie/AKT) who had the news stories and a version of Mag-
pie with a hand crafted lexicon based on internal knowledge 
bases from KMi and the University of Southampton, and 
Group C (Magpie/AKT++) who had the same set up as 
Group B but with the hand crafted lexicon enhanced by 
additions from the information extraction tools and addi-
tions of recent information from KMi’s knowledge bases 
that had been created since the original lexicon was built. 
The AKT++ lexicon used by Group C represented the best 
lexicon we could construct exploiting all the resources to 
hand. 
Testbed 
The database the participants searched was KMi Planet 
News; an online newspaper featuring events at The Knowl-
edge Media Institute2. The basic Planet News search site 
incorporates a Main News page, showing the most recent 
stories (see figure 1). From this the user can access News 
Archive pages (B), which have a reverse chronological list-
ing of all the stories with a drop down list that allows the 
user to select only one category of stories at a time, and a 
Search option (C) which permits simple keyword searches 
and advanced searches in which the user can search for 
authors, titles, stories or all (the default) and keywords can 
be combined with categories.  
The baseline system, used by Group A, was this KMi Planet 
interface with no additional features. Group B (Mag-
pie/AKT), used the same interface augmented with the 
Magpie system using the original AKT lexicon with four 
upper level categories: Person, Project, Research-Area and 
Organization. This set up is shown in Figure 1 (A). 
Table 1. AKT++ lexicon by category and source 
Category AKT KMi 
Portal 
PANKOW 
Event 0 0 74 
Technology 0 21 75 
Place 0 0 105 
Organization 154 474 237 
Person 3182 633 120 
Politician 0 0 23 
Company 0 0 53 
Project 192 74 70 
Research 
Area 
151 92 9 
Group C (Magpie/AKT++) also used KMi Planet aug-
mented with Magpie but this time with a lexicon built from 
various manually generated and automatically extracted 
sources: the AKT lexicon used by Group B, new data from 
the KMi knowledge bases that had not been included in the 
original AKT lexicon entities extracted from the news sto-
ries by PANKOW, and entities extracted from the KMi 
news stories by ESpotter. The most relevant manual addi-
tions for the tasks we tested are the names of new projects. 
There are also 633 Persons added from the KMi Portal 
data. However it is worth noting that, because they are de-
rived from KMi databases, these are KMi related people 
and not the kind of people we were looking for in Task A, 
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who are visitors. This lexicon had nine upper level catego-
ries: Person, Project, Research-Agenda, Organization, 
Place, Event, Politician, Technology, Company. The vari-
ous additions were merged with the AKT lexicon of 3679 
items to create a cumulated lexicon of 6340 items, which 
we dubbed AKT++. We did not attempt to remove dupli-
cates when merging since Magpie highlighting is very effi-
cient & duplicates would not adversely affect performance. 
A breakdown of the numbers of entities in each of the cate-
gories supplied by each source for the AKT++ lexicon is 
given in Table 1. 
Participants and Tasks 
The participants were a mixture of research students (all 
working either in KMi itself or in the Open University 
Maths and Computing Department) and non-phd qualified 
researchers employed by KMi. Consequently, they all had 
web-searching skills and a reasonable knowledge of the 
subject domain. Group A contained six participants, Group 
B, seven, and Group C, seven.  
Each participant was given a demonstration of the interface 
they would be using and was then asked to do two timed 
fact retrieval tasks in succession, which they completed in 
the presence of an observer.  
In the “People” task participants were asked to compile a 
list of important people who have visited the institute. This 
task was designed to test the capabilities of both the infor-
mation extraction tools. Since the hand-crafted sources 
were taken from KMi knowledge bases they mainly con-
tained information on members of staff and students. The 
task was looking for visitors, whose names would not be 
expected to appear in the knowledge bases. 
In the “Technology” Task they were asked to compile a list 
of technologies, either in-house or external, used in KMi 
projects. This task mainly tested the PANKOW system. 
ESpotter bases its lexicon for finding projects on the con-
tent of the KMi ontology. Therefore we did not expect ES-
potter additions to make a significant difference to this task. 
The participants’ answers had to come from the Planet 
News stories and they were allowed 10 minutes to complete 
each task. The participants recorded their answers by cut 
and pasting items from the stories into a text file. During 
the tasks the participants’ interactions with the interface 
were recorded using Camtasia Studio, a screen recording 
package produced by TechSmith3. 
RESULTS 
We present the following results from this evaluation: 
summary statistics from an analysis of the quantity and 
quality of items retrieved by each group, an analysis of how 
many of the items each group retrieved were in one of the 
two lexicons, and an analysis of interactions with the tools 
acquired from the Camtasia movies. 
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Retrieval Performance 
The first question we examined was whether having Magpie 
annotation available improved the participants’ perform-
ance in terms of the number and quality of items they re-
trieved in the time available. 
In order to evaluate the participants’ performances on the 
two tasks we needed an independent assessment of the 
value of each item that was given as an answer to one of the 
questions. To do this two cumulated lists were produced 
which contained the 134 people and 133 technologies that 
had been identified by at least one of the participants and 
placed in an answer. These lists were presented to an impar-
tial assessor, who was a long serving member of KMi and 
who had not been involved in the design or running of the 
experiments. He rated the items for the People task 0 (un-
important or unrecognised), 1 (moderately important) or 2 
(important), and for the Technologies task 0 (not a technol-
ogy or unrecognised), 1 (not an innovative technology) or 2 
(innovative technology). The total value of scores that he 
applied for the 134 People was 94 whereas for the 133 
Technologies he gave scores worth a total of 140. 
Scores for each participant were calculated by summing the 
scores for all their answers. Mean scores for the three 
groups on both tasks are presented in Table 2. It is clear 
that both the groups using Magpie achieved higher scores 
for both tasks than the baseline group. Group B (Mag-
pie/AKT) did best on the People Task, whereas Group C 
(Magpie/AKT++) did best on the Technologies task.  
Table 2. Mean scores for the People and Technologies tasks 
Task Group A  Group B  Group C  
People 13.2 15.3 13.7 
Technologies 19.2 23.4 26.7 
The differences between the scores for the People task are 
fairly small. None of the differences between groups are 
significant at the 5% level in two sample t-tests. Contrary to 
our expectation, Group C, who as we will see in section 4.2, 
had more highlighting available to them, scored an average 
of 1.6 less than Group B. Apart from the “Politician” class 
in the AKT++ lexicon, the highlighting made no distinction 
between “important” people and the rest. Therefore the 
more complete highlighting only tackled part of the task. 
The participants still had to make a judgment about which 
names to include. Since they were a mixture of students and 
young researchers they all had limited experience of the 
institution and about the same skill level on this part of the 
task. This may have been a factor in keeping the scores 
similar for the three groups. 
These are of course small sample groups, so it only takes a 
couple of individuals with efficient search strategies to in-
crease the average score of the whole group. For the People 
task one highly efficient strategy exploits the fact that most 
KMi Planet stories about a VIP visit begin with a sentence 
like “Ms. Ruth Thompson, the newly appointed Director of 
the Higher Education Strategy and Implementation Group 
visited the OU today.”. These first sentences appear in the 
results listings for a keyword search so that several names 
could be harvested quickly by a tactical searcher. For the 
People task it seemed that the skill of individual searchers 
had a stronger effect on their final scores than whether or 
not they had a particular lexicon available.  
The results for the Technology task, in which there was no 
such stylistic pattern to lead the participants to the part of a 
story where an answer could be found, are much more clear 
cut. Having Magpie annotations available increased the 
scores of both Groups B and C compared to Group A, and 
Group C, which had the enhanced AKT++ lexicon, had the 
highest score of all. For this task two sample t-tests showed 
that the difference in performance between Group A and 
Group C was significant at the 5% level. 
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Figure 2. Number of answers covered by the lexicons for 
the People and Technologies Tasks 
Answer Coverage 
In this part of the analysis we compared how “good” the 
two lexicons (AKT and AKT++) were for answering the 
questions. To do this we determined how many of the items 
the participants copied into their answers were in one of the 
two lexicons. To do this every participant’s answer was 
turned into a simple html file with answers emboldened. 
These were then viewed in a browser with each of the Mag-
pie lexicons enabled in turn. The number of unique items 
highlighted for each category was counted for each task. 
This analysis puts the answers of all three groups together, 
whether they actually used the Magpie system or not, and it 
includes everything the participants pasted into their an-
swers irrespective of whether the items were judged to be 
correct. It is an assessment not of the quality of the lexicons 
per se, but of their overlap with the answers the participants 
gave. Combining the results gave us the largest possible 
sample. 
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Figure 3. Breakdown by category of number of answers 
covered by the lexicons for the People task 
For all three groups and for both tasks we found that the 
AKT++ lexicon highlighted more items per answer than the 
AKT lexicon (see figure 2). For all six cases the differences 
were significant at the 2.5% level in two-tailed T-tests. This 
indicates that the AKT++ lexicon was better suited to the 
tasks than the AKT lexicon; it would have given more sug-
gestions.  
Since the AKT++ lexicon has nearly twice as many entries 
as the AKT lexicon (6340 as compared to 3670) this result 
is not very surprising, but it is reassuring to know that the 
additional entries have potential to enhance the users’ ex-
perience of the system. For the People task the difference in 
the answer coverage is largely due to lexicon items gener-
ated either by PANKOW or by ESpotter, since we know 
that the majority of names sourced from new additions to 
knowledge bases are those of KMi related people not visi-
tors. For the Technology task we did a fine grained analysis 
which determined that 19 of the answers categorized as 
“Project” or “Technology” could only have been high-
lighted because of additions to the lexicon by PANKOW. 
These 19 answers scored 15 using our assessor’s ratings. 
Typical good quality additions were “XML”, “Topic 
Maps”, “SMS” and “Semantic Web”. They seem to repre-
sent technologies that are important to KMi but were “not 
invented here” and therefore do not appear in the institu-
tional ontology. PANKOW is giving a qualitative im-
provement to the scope of the annotations, even though it is 
not contributing many new items. 
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Figure 4. Breakdown by category of number of answers 
covered by the lexicons for the Technology task 
A more interesting question was whether the highlightable 
entities in the AKT++ lexicon were automatically assigned 
to appropriate categories, which a user could reasonably be 
expected to choose in their search. The totals are broken 
down on a per category basis in Figures 3&4. The catego-
ries are the upper level categories of the lexicons which 
appear as buttons on the Magpie toolbar and would each be 
highlighted in a different colour. 
The AKT++ highlighting for the People task was primarily 
of category Person. On average the AKT lexicon high-
lighted very few items for this task. The highest mean was 
1.7 items highlighted in Group B’s answers, this compares 
to 16.4 items for Group B with the AKT++ highlighting, a 
degree of magnitude more. This is because most of the peo-
ple represented in the knowledge base work for KMi. High-
lighting these is not helpful when searching for visitors. 
AKT++, which was populated in part using named entity 
recognition methods, highlighted a much wider range of 
kinds of people, including visitors. The category Politician, 
extracted by PANKOW, which we had expected to be use-
ful, only occurred about twice on average. There is some 
noise for both lexicons, with categories such as Project and 
Technology receiving a few hits, but the only other regu-
larly occurring category was Organization. This appeared 
because the participants were given a free hand in how 
much text they copied into their answers. Many of them 
copied visitors’ affiliations as well as their names. The abil-
ity to highlight affiliation is useful in the context of the 
People task so we consider this a positive qualitative out-
come. 
The AKT lexicon identified more of the retrieved items for 
the Technology task than it did for the People task. Means 
above 4 were found for all three groups for category Pro-
ject. The other three categories highlighted very few items 
for this task. This result is reasonable since within KMi 
many technologies are named after the project that devel-
oped them and the projects are represented in the knowl-
edge base used to generate the AKT lexicon. Compared to 
the AKT lexicon the AKT++ lexicon highlighted about 
twice as many items as projects with averages of 8 or 
above. It also highlighted noticeable numbers of Technol-
ogy and Organization items. The organization names ap-
peared in this case because many technologies include the 
name of the company that developed them, e.g. “Macrome-
dia”. 
Overall we are satisfied that the AKT++ lexicon produced 
partially by information extraction methods was relating 
highlighted items to categories which would tend to be se-
lected by users attempting to answer these questions. We 
conclude that the AKT++ lexicon is better suited to carry 
out the tested tasks than the AKT lexicon in terms both of 
coverage and categorization of items. 
Movie Analysis 
In Magpie the highlighting had to be refreshed for each new 
document that was viewed. Therefore we were able to judge 
how useful the participants found different highlighting 
options by seeing whether they used them repeatedly or 
whether they gave up on them after a few unfruitful trials. 
The Camtasia movies recorded during the experiment were 
analyzed to see how often the participants selected each of 
the Magpie highlighting options. Figure 5 presents the mean 
usage of the different highlighting options for Group B and 
Group C (Group A did not use Magpie). The most used 
highlighting options for Group B are Person and Project. 
For Group C the most used options are Person, Project, 
Politician and Technology.  
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Figure 5. Magpie highlighting usage for Groups B and C 
The breakdown of usage by task is similar to the answer 
coverage results. For the People task, Group B mainly used 
the Person and Organization options and Group C used 
Person and Politician as for the answer coverage. However, 
for the Technology task while Group B used mainly Project 
highlighting Group C used primarily Technology, even 
though the answer coverage indicates that using Project 
would have been a better strategy. We will discuss this ob-
servation further at the end of this section.  
The movies were also analyzed for two additional kinds of 
data. We counted how often Groups B and C made a selec-
tion (typically by cut and pasting an item to their answer 
list) when Magpie highlighting was on, and how often, on 
these occasions, the item they selected had been highlighted 
by Magpie. This data is presented in Table 3.  
The data confirms that Group C were more inclined to turn 
Magpie on than Group B; for both tasks the percentage of 
selection events that occurred with Magpie highlighting on 
was higher for Group C. For the People task it is very clear 
why. For Group B turning Magpie on gave a very low rate 
of return, less than one tenth of items selected with high-
lighting on were actually highlighted by Magpie. For Group 
C three quarters of people selected with highlighting turned 
on had been highlighted by Magpie. For the Technology 
task the results are very interesting because although Group 
C were more inclined to turn Magpie on they were actually 
getting a lower rate of return than Group B (43.8% c.f 
65.0%). It seems that the trust built up in Group C’s initial 
positive experience with the People task persisted into the 
Technology task even though the reward rate dropped. 
A re-examination of the categories of highlighting people 
chose shows how this situation arose even though the 
AKT++ lexicon was a superset of the AKT lexicon, and so 
we would expect it to highlight at least the same number of 
items. Group C favored the Technology highlighting option 
over the Project option which actually highlighted more 
good selections. It is probable that the group were influ-
enced by the match between the task requirement, to find 
technologies, and the label. 
Table 3. Percentages of occasions when an item was 
selected when Magpie was switched on and percentages 
of occasions when highlighting was on, and the selected 
item was highlighted 
Task Group % selections 
Magpie on 
% selections 
highlighted if 
Magpie on 
Group B 11. 7 7.1 People 
Group C 51.8 74.1 
Group B 24.1 65.0 Technology 
Group C 62.9 43.8 
CONCLUSIONS 
The results gathered in this evaluation suggest that, for fact 
finding exercises of this kind, appropriate Magpie high-
lighting can help users identify more, good items in a fixed 
time. Comparing the two different lexicons AKT and 
AKT++, people are more inclined to use the highlighting 
for AKT++ which had been boosted with items extracted 
from text. With more terms highlighted they had more trust 
in its ability to help them and were more inclined to carry 
on using it. We conclude that, for the Magpie system, lib-
eral semantic annotation, including the slightly noisy kind 
inevitably produced by IE, seems to work better than small 
amounts of high quality, human generated annotation with 
limited domain scope. While we cannot generalize too far 
beyond the scenario investigated here, our results support 
the case, put forward by authors such as Dill, Popov and 
Ciravegna [6][11][3], that IE has potential to help over-
come the knowledge acquisition annotation bottleneck 
faced by the semantic web.  
As this paper presents what, to our knowledge, is a novel 
method for evaluating Semantic Web applications, which 
we believe is complementary to existing methods for meas-
uring the performance of information extraction algorithms, 
we need to reflect on our methodology as well as the re-
sults.  
The core of our method was to examine the fitness for pur-
pose of the Magpie lexicons via a task-based user study. 
This general philosophy should be transferable to other 
kinds of semantic web applications. In this experiment we 
looked at a search task and were therefore able to use in-
formation retrieval criteria to assess outcomes. In particular 
we designed test tasks which could be assessed in terms of 
the completeness of answers. This is only one of a number 
of criteria which could be applied to semantic web tasks, 
although it is probably the simplest to measure. Demon-
strating that a system can help users to find the best answer 
that matches a set of complex criteria or the best way to 
orchestrate web services to achieve a particular goal are 
greater challenges that will require more sophisticated 
evaluation methods. 
The second key point was to judge the validity of the par-
ticipants’ selections by post hoc examination by an inde-
pendent assessor. While the ideal would be to establish a 
gold standard of correct answers before the experiment 
there is precedent for our approach in the IR community, 
e.g. in the TREC 2002 Arabic/English CLIR track [10]. 
With hindsight, the experiment could have been improved 
by more strict control of the content of lexicons. In particu-
lar, the addition of manual entries as well as the ESpotter 
entries in the KMi Portal data made these results difficult to 
analyze. If the groups had looked at lexicons enhanced only 
by either PANKOW or ESpotter annotations a performance 
comparison of the two IE systems would have been possi-
ble.  
In terms of the time required, both the retrieval performance 
and answer coverage methods gave useful results with 
moderate effort. For a larger study both methods could be 
automated by writing scripts to analyze the participants’ 
answers. The Camtasia movies also gave useful informa-
tion, but analyzing them was very time-consuming. The 
Human Computer Interaction community has developed 
keystroke logging methods to record participants’ actions in 
usability studies and these would be worth investigating for 
future studies. 
RELATED WORK 
In this section we briefly review other work concerned with 
exploiting metadata and annotations in order to enhance 
information search. In fact, we feel that currently the  ex-
ploitation of metadata for information retrieval purposes is 
still in its infancy. Kogut and Holmes [12], for example, 
hypothesize that formal annotations with respect to an on-
tology can have an impact on information retrieval (IR), 
simple questions answering (Q&A) as well as for complex 
question answering. However, they do not present any con-
crete results on a task to corroborate this hypothesis. Welty 
and Ide [13] present a more concrete approach in which 
metadata is seen as instances of certain DL concepts (the 
authors use CLASSIC as DL formalism) and thus can be 
retrieved relying on DL subsumption. This makes it possi-
ble to answer queries such as ‘Find all letters sent to people 
in Philadelphia’, i.e. asking for all the instances subsuming 
the concept of a letter whose Recipient is in Philadelphia. 
However, they also do not present any concrete results on a 
task. In a recent survey paper [8], Hearst has argued that 
metadata can be used to structure information in order to 
enable a user to iteratively narrow down the search space in 
an effective and efficient way. The only studies known to 
the authors in which the impact of using metadata on re-
trieval performance is measured experimentally with user 
studies are the ones in [4] and [5]. 
Deniman et al. [4] present a case study similar to ours in 
which people were confronted with an imaginary task in 
which they had to prepare for courses and retrieve learning 
material. The main measure considered by the authors is the 
number of actions required by the users to retrieve a rele-
vant document. They conclude that a system exploiting 
metadata and text at the same time produces less deviations 
in the number of actions required thus being more consis-
tent. Denoue and Vignollet [5] conducted an experiment 
with users, demonstrating that metadata help people in 
structuring their bookmarks. In a further experiment they 
also show that using metadata about documents also leads 
to improved automatic classification of documents com-
pared to using only the text itself. Concluding, it is certainly 
valid to claim that research on using metadata to enhance 
information retrieval is still in its infancy and that, besides 
initial blueprints, not much work goes further than hypothe-
sizing about the impact of metadata for search tasks. In this 
line our research has contributed a further step towards un-
derstanding the potential of metadata to help people in re-
trieving knowledge. 
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