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Abstract
In this paper, we consider discrete p-Laplacian parabolic equations with q-
reaction term under the mixed boundary condition and the initial condition
as follows:
ut (x, t) = ∆p,ωu (x, t) + λ |u (x, t)|q−1 u (x, t) , (x, t) ∈ S × (0,∞) ,
µ(z) ∂u∂pn (z) + σ(z)|u(z)|p−2u(z) = 0, (x, t) ∈ ∂S × [0,∞) ,
u (x, 0) = u0(x) ≥ 0, x ∈ S.
where p > 1, q > 0, λ > 0 and µ, σ are nonnegative functions on the boundary
∂S of a network S, with µ(z) + σ(z) > 0, z ∈ ∂S. Here, ∆p,ω and ∂φ∂pn denote
the discrete p-Laplace operator and the p-normal derivative, respectively. The
parameters p > 1 and q > 0 are completely characterized to see when the
solution blows up, vanishes, or exists globally. Indeed, the blow-up rates when
blow-up does occur are derived. Also, we give some numerical illustrations which
explain the main results.
Keywords: discrete p-Laplacian, parabolic equation, blow-up, extinction,
mixed boundary value problem, blow-up rate
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0. Introduction
The p-Laplacian parabolic equations with q-reaction term (reaction-diffusion
equations)
ut = div(|∇u|p−2∇u) + λ|u|q−1u,
have been investigated by a lot of researchers. They study above equations under
the Dirichlet boundary condition, the Neumann boundary condition, the Robin
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boundary condition, and so on, which have found many applications in chemical
reactions, electronic models, and biological phenomena (see [1, 2, 3, 4]).
In recent years, there are researchers who study the reaction-diffusion equa-
tions under the boundary conditions which mix Dirichlet boundary condition
and Neumann boundary condition or Dirichlet boundary condition and Robin
boundary condition (see [5, 6, 7]). From this motivation, we consider the mixed
boundary conditions which include represent boundary conditions for each bound-
ary point.
In this paper, we discuss the discrete p-Laplacian parabolic equations with
q-reaction term under the mixed boundary conditions as follows:
ut (x, t) = ∆p,ωu (x, t) + λ |u (x, t)|q−1 u (x, t) , (x, t) ∈ S × (0,∞) ,
B[u] = 0, on ∂S × [0,∞) ,
u (x, 0) = u0(x) ≥ 0, x ∈ S
(1)
where p > 1, q > 0, λ > 0, and B[u] = 0 on ∂S×(0,∞) stands for the boundary
condition
µ(z)
∂u
∂pn
(z) + σ(z)|u(z)|p−2u(z) = 0. (2)
Here, µ and σ are nonnegative functions on the boundary ∂S of a network S,
with µ(z) + σ(z) > 0 for all z ∈ ∂S. Here, ∆p,ω and ∂φ∂pn denote the discrete
p-Laplace operator and the p-normal derivative, respectively (which will be in-
troduced in Section 1). It is easy to see that the boundary condition (2) includes
the various boundary conditions such as the Dirichlet boundary condition, the
Neumann boundary condition, the Robin boundary condition, and so on. We
note here that one of the meaning of our result is an unified approach.
As far as the authors know, it seems that there have been no paper which
deal with the p-Laplacian parabolic equations under the above mixed boundary
conditions, in the discrete case, not even in the continuous case. Therefore, it
is expected that our methods will be obtained more interesting results in the
discrete and continuous case.
The aim of this paper is to characterize ‘completely’ the parameters p > 1,
q > 0 µ, σ, and λ > 0 to see when the solutions to the equation (1) blows up,
vanishes, or exists globally.
In conclusion, main result of this paper is divided into two cases.
Case 1: σ ≡ 0 (Neumann boundary condition).
In this case, the solution to the equation (1) blows up in finite time T if and
only if q > 1, for every λ > 0 and nontrivial nonnegative initial data u0.
Case 2: σ 6≡ 0.
In the case of σ 6≡ 0, we summarize the result as following:
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Figure 0. A complete characterization of p and q.
As seen in the Figure 0, we obtain the blow-up solutions for 0 < p − 1 < q
and q > 1 whenever the initial data u0 is sufficiently large that
max
x∈S
u0(x) >
[
maxx∈S dωx
λ
] 1
q−p+1
.
Here, dωx :=
∑
y∈S ω(x, y) (which will be introduced in Section 1). Also, in
the case p − 1 = q > 0, we obtain the exact condition that when the solution
blows up, exists globally, and vanishes. As a matter of fact, there have been no
paper which deal with the blow-up or extinctive solutions to the equation (1)
completely in the continuous version.
Even though we discussed here the equation (1) only in the discrete settings,
instead of the continuous settings, we believe that our results are not only in-
teresting in itself, but also may help to study the equation (1) in the continuous
settings, since the continuous version is basically approximated by the discrete
version by way of numerical schemes.
We organized this paper as follows. In section 1, we discuss the preliminary
concepts on networks and local existence of the solution to the equation (1). In
section 2, we investigate discrete version of comparison principles. In section 3,
we are devoted to find out blow-up condition and extinctive condition of the
solution. Also, we have blow-up set and blow-up rate with the blow-up time.
Finally, in section 4, we give some numerical experiments to explain our main
results.
1. Preliminaries and Discrete Comparison Principles
In this section, we start with the theoretic graph notions frequently used
throughout this paper (see [9, 10], for more details).
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Definition 1.1. (i) A graph G = G (V,E) is a finite set V of vertices(or
nodes) with a set E of edges (two-element subsets of V ). We simply denote
by |G| the number of vertices in G. Conventionally, we denote by x ∈ V or
x ∈ G the fact that x is a vertex in G. Moreover, by {x, y} ∈ E we mean
that an edge with endpoints x and y and by x ∼ y we mean that x and y
are connected by an edge, i.e. x and y are adjacent.
(ii) A graph G is called simple if it has neither multiple edges nor loops.
(iii) A graph G is called connected if for every pair of vertices x and y, there
exists a sequence(called a path) of vertices x = x0, x1, · · · , xn−1, xn = y
such that xj−1 and xj are connected by an edge for j = 1, · · · , n.
(iv) A graph G′ = G′ (V ′, E′) is called a subgraph of G (V,E) if V ′ ⊂ V and
E′ ⊂ E. In this case, G is called a host graph of G′. If E′ consists of all
the edges from E which connect the vertices of V ′ in its host graph G, then
G′ is called an induced subgraph.
Throughout this paper, by a graph G(V,E) we mean that it is a connected
and simple.
Definition 1.2. A weight on a graph G is a symmetric function ω : V ×V →
[0,+∞) satisfying the following:
(i) ω (x, x) = 0, x ∈ V ,
(ii) ω (x, y) = ω (y, x), x, y ∈ V
(iii) ω (x, y) > 0 if and only if x ∼ y,
and a graph G with a weight ω is called a weighted graph or a network.
Definition 1.3. Let S(V ′, E′) be an induced subgraph of a graph G(V,E). By
∂S := ∂S(∂V ′, ∂E′), so called a boundary of S, we mean a subgraph whose
vertices and edges are given by
∂V ′ := {z ∈ V \ V ′ | y ∼ z for some y ∈ V ′},
∂E′ := {{x, y} ∈ E \ E′ |x or y ∈ V ′},
respectively.
Let S is a connected induced subgraph of a graph G(V,E). By a network
S(or S ∪ ∂S) we mean that it is a subgraph of a graph G(V,E) with a weight
ω whose vertices and edges are consisting of all those in S or ∂S.
Definition 1.4. The degree dωx at a vertex x in S is defined by
dωx :=
∑
y∈S
ω (x, y) .
4
We now introduce notations for a calculus on graphs. From now on, by a
function on T , we mean that it is a real valued function defined on the vertices
of the graph T .
Definition 1.5. Let p > 1. Suppose that u is a function on S.
(i) The p-directional derivative of a function u at a vertex x in the direction
of y is defined by
Dyu(x) := |u(z)− u(y)|p−2 [u(y)− u(x)]
√
ω(x, y).
(ii) The p-gradient ∇p,ω of a function u at a vertex x ∈ S is defined by
∇p,ωu(x) := (Dyu(x))y∈S .
(iii) The (outward) p-normal derivative of a function u at z in ∂S is defined
by
∂u
∂pn
(z) :=
∑
y∈S
|u(z)− u(y)|p−2 [u(z)− u(y)]ω(z, y).
(iv) The discrete p-Laplacian ∆p,ω of a function u at a vertex x ∈ S is defined
by
∆p,ωu (x) :=
∑
y∈S
|u(z)− u(y)|p−2 [u (y)− u (x)]ω (x, y) .
The following theorem is useful throughout this paper.
Theorem 1.6 (See [11]). Let p > 1. For functions f and g on S, we have
(i) 2
∑
x∈S
g(x)[−∆p,ωf(x)]
=
∑
x,y∈S
|f(y)− f(x)|p−2 [f(y)− f(x)] [g(y)− g(x)]ω(x, y).
(ii) 2
∑
x∈S
f(x)[−∆p,ωf(x)] =
∑
x,y∈S
|f(y)− f(x)|p ω(x, y).
Lemma 1.7 (See [14]). For p > 1, there exist λp,0 > 0 and a function φ0 (x) >
0, x ∈ S ∪ Γ such that{
−∆p,ωφ0 (x) = λp,0|φ0(x)|p−2φ0 (x) , x ∈ S,
B[φ0] = 0, on ∂S,
where B[φ0] = 0 on ∂S stands for the boundary condition
µ(z)
∂φ0
∂pn
(z) + σ(z)|φ0(z)|p−2φ0(z) = 0, z ∈ ∂S.
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Here, Γ := {z ∈ ∂S |µ(z) > 0} (which will be used throughout this paper) and
µ, σ : ∂S → [0,+∞) are functions with µ(z)+σ(z) > 0 for all z ∈ ∂S. Moreover,
λp,0 is given by
λp,0 = min
u∈A,u 6≡0
1
2
∑
x,y∈S
|u (x)− u (y)|p ω (x, y) +
∑
z∈Γ
σ(z)
µ(z)
|u(z)|p
∑
x∈S
|u (x)|p
where A := {u : S → R |u 6≡ 0 in S, u = 0 on ∂S \ Γ}.
In the above, the number λp,0 is called the first eigenvalue of ∆p,ω on a
network S with corresponding eigenfunction φ0 (see [12] and [13] for the spectral
theory of the discrete Laplace operators). Here, we note that if Γ is empty set,
then
∑
z∈Γ
σ(z)
µ(z) |u(z)|p implies 0.
Remark 1.8. It is clear that the first eigenvalue λp,0 is nonnegative. Moreover,
we note here that the first eigenvalue λp,0 satisfies the following statements:
(i) If σ ≡ 0, then λp,0 = 0.
(ii) If σ 6≡ 0, then λp,0 > 0.
Now we will prove the existence of the solution to the equation (1), using
the Schauder fixed point theorem. For this reason, we need the modified version
of the Arzela´-Ascoli theorem as follows.
Lemma 1.9 (Modified version of the Arzela´-Ascoli theorem). Let K be a com-
pact subset of R and S be a network. Consider a Banach space C
(
S ×K) with
the maximum norm ‖u‖S,K := maxx∈S maxt∈K |u (x, t)|. Then a subset A of
C
(
S ×K) is relatively compact if A is uniformly bounded on S ×K and A is
equicontinuous on K for each x ∈ S.
Proof. The proof of this version is similar to the original one (see [8]). Thus
we only state the idea of the proof. Let  > 0 be arbitrarily given. Since K
is compact on R and A is equicontinuous on K, there is a finite open cover
{N1 (ti, δi)} of K such that
|f (x, t)− f (x, ti)| < 4 for all t ∈ N1 (ti, δi) , i = 1, . . . , n, x ∈ S, f ∈ A.
Define E =
{
f (x, ti) |x ∈ S, i = 1, . . . , n, f ∈ A
}
. Then E is totally bounded,
since A is uniformly bounded. Hence there is a sequence {ξj}mj=1 in R such that
E ⊂ ⋃mj=1N2 (ξj , 4).
Now, set F :=
{
k : S × {1, . . . , n} → {1, . . . ,m} | k is a function} and define
Ak := {f ∈ A | f (x, ti) ∈ N2
(
ξk(x,i) ,

4
)
, x ∈ S, i = 1, . . . , n} for each k ∈ F .
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Then we have to show A ⊂ ⋃k∈K Ak. Let f ∈ A be fixed. For each x ∈ S,
i = 1, · · · , n, f (x, ti) ∈ E ⊂
⋃m
j=1N2
(
ξj ,

4
)
. i.e. there is j = k(x,i) such that
f (x, ti) ∈ N2
(
ξj ,

4
)
. Thus, A ⊂ ⋃k∈F Ak.
We now claim that the diameter of each Ak is less than . For each f, g ∈ Ak
and (x, t) ∈ S × F , there exists 1 ≤ i ≤ n such that t ∈ N1 (ti, δi) and
|f (x, t)− g (x, t)| ≤ |f (x, t)− f (x, ti)|+
∣∣f (x, ti)− ξk(x,i) ∣∣
+
∣∣ξk(x,i) − g (x, ti)∣∣+ |g (x, ti)− g (x, t)| < 4 · 4 = .
Hence, A is totally bounded and the proof is complete.
Theorem 1.10 (Local existence). There exists t0 > 0 such that the equation
(1) admits at least one solution u such that u(x, ·) is continuous on [0, t0] and
differentiable in (0, t0), for each x ∈ S.
Proof. We first start with the following Banach space:
C(S × [0, t0]) := {u : S × [0, t0]→ R |u(x, ·) ∈ C([0, t0]) for each x ∈ S}
with the maximum norm ‖u‖S,t0 := maxx∈S max0≤t≤t0 |u(x, t)|, where t0 ∈ R
is a positive constant which will be defined later. Now, consider a subspace
Bt0 := {u ∈ C(S × [0, t0]) | ‖u‖S,t0 ≤ 2‖u0‖S,t0}
of a Banach space C(S × [0, t0]). Then it is clear that Bt0 is convex. In order
to apply the Schauder fixed point theorem, we have to show that Bt0 is closed.
Let fn be a sequence in Bt0 which converges to f . Since the convergence is
uniform, f is continuous. Moreover, |‖fn‖S,t0 − ‖f‖S,t0 | ≤ ‖fn − f‖S,t0 implies
that f ∈ Bt0 . Hence, Bt0 is closed.
Now, define a function ψ : R→ R by
ψ(γ) :=
∑
x∈S
|γ − u(x, t)|p−2 [γ − u(x, t)] a(x) + b|γ|p−2γ,
where a(x) ≥ 0 for all x ∈ S, b ≥ 0 with a(x) + b > 0 for some x ∈ S. Then
it is easy to see that ψ is a continuous function which is strictly increasing and
bijective on R. Therefore, there exists ρ ∈ R uniquely such that ψ(ρ) = 0. It
means that for all u ∈ Bt0 and (z, t) ∈ ∂S × [0, t0], we can define the value of
u(z, t) uniquely according to the boundary condition B[u] = 0. i.e. for every
u ∈ Bt0 , u(z, t) satisfies
µ(z)
∂u
∂pn
(z, t) + σ(z)|u(z, t)|p−2u(z, t) = 0, (z, t) ∈ ∂S × [0, t0]
for all (z, t) ∈ ∂S × [0, t0], where µ, σ : ∂S → [0,+∞) are given functions with
µ(z) + σ(z) > 0 for all z ∈ ∂S. Then by the boundary condition, it is clear that
u(z, t) satisfies |u(z, t)| ≤ ‖u‖S,t0 , (z, t) ∈ ∂S × [0, t0].
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Let us define an operator D : Bt0 → Bt0 by
D[u](x, t) := u0(x)+
∫ t
0
∆p,ωu(x, s)+λ|u(x, s)|q−1u(x, s) ds, (x, t) ∈ S× [0, t0],
where u0 : S → R is a given function.
Now, put
t0 :=
maxx∈S u0(x)
ω0 [4 maxx∈S u0(x)]
p−1
+ λ [2 maxx∈S u0(x)]
q ,
where ω0 := maxx∈S
∑
y∈S d(x, y). Then it is easy to see that the operator D is
well-defined, in view of the definition of t0.
Now we will show that D is continuous. The verification of the continuity is
divided into 4 cases as follows: (i) 1 < p < 2, 0 < q < 1, (ii) 1 < p < 2, 1 ≤ q,
(iii) 2 ≤ p, 0 < q < 1, and (iv) 2 ≤ p, 2 ≤ q. However, each case can be handled
in a similar way with a little modification, here we handle the case (iii) only.
For u and v in Bt0 , it follows that
|D[u](x, t)−D[v](x, t)|
≤
∣∣∣∣∣∣
∫ t
0
22p−3(p− 1)‖u0‖p−2S,t0‖u− v‖S,t0
∑
y∈S
ω(x, y) + 21−qλ‖u− v‖qS,t0
∣∣∣∣∣∣
≤ t0
[
22p−3 (p− 1)ω0‖u0‖p−2S,t0‖u− v‖S,t0 + 21−qλ‖u− v‖
q
S,t0
]
for all (x, t) ∈ S × [0, t0]. Consequently, for each p > 1 and q > 0,
‖D[u]−D[v]‖S,t0 ≤ C1‖u− v‖min{p−1,1}S,t0 + C2‖u− v‖
min{q,1}
S,t0
+ C3‖u− v‖S,t0 ,
where C1, C2, and C3 are constants depending only on u0, t0, p, q, ω0, and λ.
Therefore we get the continuity of D.
We will show that D(Bt0) is uniformly bounded on S × [0, t0] and equicon-
tinuous on [0, t0]. Since D is well-defined, D(Bt0) ⊂ Bt0 , it is clear that D(Bt0)
is uniformly bounded. On the other hand, it follows that for each x ∈ S,
|D[u] (x, t1)−D[u] (x, t2)| ≤ |t1 − t2|
[
ω0 (4‖u‖S,t0)p−1 + λ (2‖u‖S,t0)q
]
for all t1, t2 ∈ [0, t0], u ∈ Bt0 , which implies that D(Bt0) is equicontinuous on I.
Hence, D(Bt0) is relatively compact by Theorem 1.9, so that there is a function
u satisfying the equation (1) on S× [0, t0], by the Schauder fixed point theorem.
Also, such u satisfies the boundary condition B[u] = 0. On the other hand, it is
easy to see that u is bounded and continuous on S × [0, t0]. Moreover, u(x, ·) is
differentiable in (0, t0), for each x ∈ S by the definition of D.
Now, we discuss the comparison principles for the equation (1), in order to
study the blow-up, extinctive occurrence, and global existence, which we begin
in the next section.
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Theorem 1.11 (Comparison Principle). Let T > 0 (T may be +∞), p > 1,
q ≥ 1, and λ > 0. Suppose that real-valued functions u(x, ·) and v(x, ·) ∈ C[0, T )
are differentiable in (0, T ) for each x ∈ S and satisfy
ut (x, t)−∆p,ωu (x, t)− λ|u(x, t)|q−1u(x, t)
≥ vt (x, t)−∆p,ωv (x, t)− λ|v(x, t)|q−1v(x, t), (x, t) ∈ S × (0, T ) ,
µ(x) ∂u∂pn (x, t) + σ(x)|u(x, t)|p−2u(x, t)
≥ µ(x) ∂u∂pn (x, t) + σ(x)|u(x, t)|p−2u(x, t), (x, t) ∈ ∂S × [0, T ),
u (x, 0) ≥ v (x, 0) , x ∈ S.
(3)
Then u(x, t) ≥ v(x, t) for all (x, t) ∈ S × [0, T ).
Proof. Let T ′ > 0 be arbitrarily given with T ′ < T . Then by mean value
theorem, for each x ∈ S and 0 ≤ t ≤ T ′,
|u(x, t)|q−1u(x, t)− |v(x, t)|q−1v(x, t) = q|ξ(x, t)|q−1[u(x, t)− v(x, t)]
for some ξ(x, t) lying between u(x, t) and v(x, t). Now, let us define functions
u˜, v˜ : S × [0, T ′]→ R by
u˜(x, t) := e−2λqLtu (x, t) , (x, t) ∈ S × [0, T ′],
v˜(x, t) := e−2λqLtv (x, t) , (x, t) ∈ S × [0, T ′],
where L := [ maxx∈S max0≤t≤T ′{|u(x, t)|, |v(x, t)|} ]q−1. Then from (3), we have
[u˜t (x, t)− v˜t (x, t)]− e2λqL(p−2)t [∆p,ωu˜ (x, t)−∆p,ω v˜ (x, t)]
+ λq
[
2L− |ξ(x, t)|q−1] [u˜ (x, t)− v˜ (x, t)] ≥ 0 (4)
for all (x, t) ∈ S × (0, T ′].
We recall that u˜(x, ·) and v˜(x, ·) are continuous on [0, T ′] for each x ∈ S and
S is finite. Hence, we can find (x0, t0) ∈ S × [0, T ′] such that
(u˜− v˜) (x0, t0) = min
x∈S
min
0≤t≤T ′
(u˜− v˜) (x, t),
which implies that
v˜ (y, t0)− v˜ (x0, t0) ≤ u˜ (y, t0)− u˜ (x0, t0) , y ∈ S. (5)
Then now we have only to show that (u˜− v˜) (x0, t0) ≥ 0.
Suppose that (u˜− v˜) (x0, t0) < 0, on the contrary. Assume that x0 ∈ ∂S.
Then we see that
0 ≤µ (x0)
∑
x∈S
[|u˜ (x0, t0)− u˜ (x, t0) |p−2 (u˜ (x0, t0)− u˜ (x, t0))
− |v˜ (x0, t0)− v˜ (x, t0) |p−2 (v˜ (x0, t0)− v˜ (x, t0))
]
ω (x0, x)
+ σ (x0) (u˜ (x0, t0)− v˜ (x0, t0))
(6)
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Therefore, if σ(x0) > 0 then the equation (6) is negative, which leads a contra-
diction. If σ(x0) = 0, then we have
u˜(x0, t0)− v˜(x0, t0) = u˜(x, t0)− v˜(x, t0)
for all x ∈ S. Hence, there exists x1 ∈ S such that
u˜(x0, t0)− v˜(x0, t0) = u˜(x1, t0)− v˜(x1, t0).
Hence, we can always choose x0 ∈ S. Since u˜(x, 0)− v˜(x, 0) ≥ 0 on S, we have
(x0, t0) ∈ S × (0, T ′]. Then we obtain from (5) that
∆p,ωu˜ (x0, t0)−∆p,ω v˜ (x0, t0) ≥ 0 (7)
and it follows from the differentiability of (u˜− v˜) (x, t) in (0, T ′] for each x ∈ S
that
(u˜t − v˜t) (x0, t0) ≤ 0. (8)
Combining (4), (7), and (8), we obtain
0 ≤ [u˜t (x, t)− v˜t (x, t)]− e2λqL(p−2)t [∆p,ωu˜ (x, t)−∆p,ω v˜ (x, t)]
+ λq
[
2L− |ξ(x, t)|q−1] [u˜ (x, t)− v˜ (x, t)] < 0,
which leads a contradiction. Therefore, u (x, t) ≥ v (x, t) for all (x, t) ∈ S×[0, T ),
since T ′ < T is arbitrarily given.
When p ≥ 2, we obtain a strong comparison principle as follows:
Theorem 1.12 (Strong Comparison Principle). Let T > 0 (T may be +∞),
p ≥ 2, q ≥ 1, and λ > 0. Suppose that real-valued functions u(x, ·) and v(x, ·) ∈
C[0, T ) are differentiable in (0, T ) for each x ∈ S and satisfy the inequality
(3). If u0(x
∗) > v0(x∗) for some x∗ ∈ S, then u(x, t) > v(x, t) for all (x, t) ∈
S ∪ Γ× (0, T ).
Proof. First, note that u ≥ v on S × [0, T ) by theorem 1.11. Let T ′ > 0 be
arbitrarily given with T ′ < T . Define functions τ : S × [0, T ′]→ R by
τ (x, t) := u (x, t)− v (x, t) , (x, t) ∈ S × [0, T ′] .
Then τ (x, t) ≥ 0 for all (x, t) ∈ S × [0, T ′]. From the inequality (3), we have
τt(x
∗, t) ≥ ∆p,ωu(x∗, t)−∆p,ωv(x∗, t) (9)
for all 0 < t ≤ T ′. Then by the mean value theorem, for each y ∈ S and
0 ≤ t ≤ T ′, it follows that
|u(y, t)− u(x∗, t)|p−2[u(y, t)− u(x∗, t)]− |v(y, t)− v(x∗, t)|p−2[v(y, t)− v(x∗, t)]
= (p− 1)|ζ(x∗, y, t)|p−2[τ(y, t)− τ(x, t)],
(10)
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where |ζ(x∗, y, t)| ≤ 2M and M = maxx∈S max0≤t≤T ′{|u(x, t)|, |v(x, t)|}. Using
(10), the inequality (9) becomes
τt (x
∗, t) ≥ −dωx∗(p− 1)[2M ]p−2τ (x∗, t) .
This implies
τ (x∗, t) ≥ τ (x∗, 0) e−(dωx∗(p−1)[2M ]p−2)t > 0, t ∈ (0, T ′], (11)
since τ (x∗, 0) > 0. Now, suppose there exists (x0, t0) ∈ S ∪Γ× (0, T ′] such that
τ (x0, t0) = min
x∈S∪Γ, 0<t≤T ′
τ (x, t) = 0.
Case 1: x0 ∈ S.
Since τ(x0, t0) ≤ τ(x, t) for all (x, t) ∈ S × [0, T ′], We have
τt (x0, t0) ≤ 0
and
∆p,ωu (x0, t0)−∆p,ωv (x0, t0) ≥ 0.
Hence, from the inequality (9), we obtain
0 ≤ τt (x0, t0)−∆p,ωu (x0, t0) + ∆p,ωv (x0, t0) ≤ 0.
Therefore, we have
∆p,ωu (x0, t0)−∆p,ωv (x0, t0) = 0,
which implies that τ (y, t0) = 0 for all y ∈ S with y ∼ x0. Now, for any x ∈ S,
there exists a path
x0 ∼ x1 ∼ · · · ∼ xn ∼ x,
since S is connected. By applying the same argument as above inductively we
see that τ(x, t0) = 0 for every x ∈ S, which is a contradiction to (11).
Case 2: x0 ∈ Γ.
By the boundary condition in (3), we have
µ(x)
[
∂u
∂pn
(x0, t0)− ∂u
∂pn
(x0, t0)
]
≥ σ(x)[|u(x0, t0)|p−2u(x0, t0)− |u(x, t)|p−2u(x0, t0)] = 0,
which follows that∑
x∈S
[−|u(x, t0)|p−2u(x, t0) + |v(x, t0)|p−2v(x, t0)]ω(x, x0) ≥ 0.
It means that there exists x1 ∈ S with x0 ∼ x1 such that τ(x1, t0) = 0, which
contradicts to Case 1. Hence, we finally obtain that u (x, t) > v (x, t) for all
(x, t) ∈ S × (0, T ), since T ′ < T is arbitrarily given.
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The rest of this section is devoted to investigate the following lemma which
is basic result induced by the boundary condition B[u] = 0.
Lemma 1.13. The solution u to the equation (1) satisfies that for all z∗ ∈ ∂S
and t ≥ 0, there exists x∗ ∈ S with x∗ ∼ z∗ such that u(x∗, t) ≥ u(z∗, t).
Proof. For all z∗ ∈ ∂S and t ≥ 0, we have from the boundary condition B[u] = 0
that∑
x∈S
|u(x, t)−u(z∗, t)|p−2[u(x, t)−u(z∗, t)]ω(x, y) = σ(z)
µ(z)
|u(z∗, t)|p−2u(z∗, t) ≥ 0,
by Theorem 1.11. Hence, it is easy to see that there exists x∗ ∈ S with x∗ ∼ z∗
such that u(x∗, t) ≥ u(z∗, t), which completes the proof.
2. Main results and proofs
In this section, we will characterize the parameters p and q completely to see
when the solution blows up or exist globally. Moreover, we consider extinctive
solution in the global existence. From now on, by a solution to the equation (1)
we mean that it is a solution given in Theorem 1.10 with a maximal interval of
existence [0, T ).
Definition 2.1 (Blow-up). We say that a solution u to the equation (1) blows
up in finite time T > 0, if there exists x ∈ S such that |u (x, t)| → +∞ as
t↗ T−, or equivalently, ∑x∈S |u(x, t)| → +∞ as t↗ T−.
Before getting into the main results, we recall the following elementary in-
equalities. [
n∑
i=1
ti
]p
≤ np−1
n∑
i=1
tpi ≤ np−1
[
n∑
i=1
ti
]p
, when p ≥ 1,[
n∑
i=1
ti
]p
≤
n∑
i=1
tpi ≤ n1−p
[
n∑
i=1
ti
]p
, when 0 < p < 1,
(12)
where ti ≥ 0 for all i = 1, · · · , n.
As seen in the Figure in the introduction, the solutions to the equation (1)
may blow up or exist globally, or vanish, depending on the parameters µ, σ, p
and q. In particular, if σ ≡ 0 (the case of the Neumann boundary condition),
then we obtain the following result.
Theorem 2.2. Assume that σ ≡ 0. Then the solution u satisfies∑
x∈S
ut(x, t) = λ
∑
x∈S
|u(x, t)|q−1u(x, t).
It means that the solution u blows up in finite time T if and only if q > 1 for
every λ > 0 and nontrivial initial data u0.
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Proof. Summing up over S to the equation (1), we have∑
x∈S
ut(x, t) =
∑
x∈S
∆p,ωu(x, t) +
∑
x∈S
|u(x, t)|q−1u(x, t)
=
∑
x∈S
∆p,ωu(x, t)−
∑
z∈∂S
∆p,ωu(x, t) + λ
∑
x∈S
|u(x, t)|q−1u(x, t)
=λ
∑
x∈S
|u(x, t)|q−1u(x, t).
(13)
Therefore, applying the inequality (12) to (13) and solving the differential in-
equality, we obtain
∑
x∈S
u(x, t) ≥ λ|S|1−q
[∑
x∈S
u(x, t)
]q
(14)
for q > 1 and ∑
x∈S
u(x, t) ≤ λ|S|1−q
[∑
x∈S
u(x, t)
]q
(15)
for q < 1. Solving the differential inequality (14) and (15), we obtain
∑
x∈S
u(x, t) ≥
[
1[∑
x∈S u0(x)
]1−q − λ|S|1−q(q − 1)t
] 1
q−1
for q > 1 and
∑
x∈S
u(x, t) ≤
λ|S|1−q(1− q)t+ [∑
x∈S
u0(x)
]1−q 11−q
for q < 1. Moreover, we can easily obtain that∑
x∈S
u(x, t) = eλt
∑
x∈S
u0(x)
for q = 1. Hence, the solution u blows up in finite time T if and only if q > 1
for every λ > 0 and nontrivial initial data u0.
Remark 2.3. Assume that σ ≡ 0 and q > 1. Then the blow-up time T can be
estimated as
0 < T ≤
[∑
x∈S u0(x)
]1−q
λ(q − 1)|S|1−q .
Remark 2.4. The proof in the Theorem 2.2 also tells us a behavior of the
growth of the solutions. More preciesly, if q < 1, the the solutions u may increase
polynomially in t. If q = 1, then the solution u increase exponentially in t.
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From now on, we discuss the main results with the assumption σ 6≡ 0. We
now start with the case 0 < p− 1 < q and q > 1.
Theorem 2.5. Assume that 0 < p − 1 < q, q > 1, and σ 6≡ 0. Then the
solution u to the equation (1) blows up in finite time T > 0, provided that
maxx∈S u0(x) >
(
maxx∈S dωx
λ
) 1
q−p+1
.
Proof. First, we note that the solution u is nonnegative and exists uniquely by
Theorem 1.11. For each t > 0, we can take x∗ ∈ S such that maxx∈S u(x, t) =
u(x∗, t) by Lemma 1.13. In fact, it is easy to see that maxx∈S u(x, t) is differen-
tiable for almost all t > 0. Now, the equation (1) can be written as
ut(x
∗, t) =∆p,ωu(x∗, t) + λuq(x∗, t)
=
∑
y∈S
|u(y, t)− u(x∗, t)|p−2 [u(y, t)− u(x∗, t)]ω(x, y) + λuq(x∗, t)
≥− dωx∗up−1(x∗, t) + λuq(x∗, t)
=λuq(x∗, t)
[
1− dωx
∗
λ
up−1−q(x∗, t)
]
(16)
for almost all t > 0. Therefore, if the initial data u0 is so large in a sense that
max
x∈S
u0(x) >
(
maxx∈S dωx
λ
) 1
q−p+1
,
then we obtain from (16) that
ut(x
∗, t) ≥ C0λuq(x∗, t) (17)
for almost all t > 0, where C0 := 1− maxx∈S dωxλ maxx∈S up−1−q0 (x). Solving the
differential inequality (17), we obtain
u(x∗, t) ≥
[
1
[maxx∈S u0(x)]
1−q − C0λ(q − 1)t
] 1
q−1
,
which implies that the solution u blows up in finite time 0 < T ≤ [maxx∈S u0(x)]1−qC0λ(q−1)
Remark 2.6. When the solution blows up in the above, the blow-up time T
can be estimated as
0 < T ≤ [maxx∈S u0(x)]
1−q[
1− maxx∈S dωxλ maxx∈S up−1−q0 (x)
]
λ(q − 1)
.
We now discuss the blow-up rate when the solution u blows up in finite time
T .
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Theorem 2.7. Assume that 0 < p − 1 < q and q > 1. Suppose the solution u
to the equation (1) blows up in finite time T . Then the following statements are
true:
(i) maxx∈S u(x, t) ≥ [λ(q − 1))(T − t)]−
1
q−1 , 0 < t < T .
(ii) maxx∈S u(x, t) ≤
[
λ(q − 1)(T − t)− α(T − t) 2q−pq−1
]− 1q−1
, 0 < t < T .
(iii) limt→T−(T − t) 1q−1 maxx∈S u(x, t) =
[
1
λ(q−1)
] 1
q−1
, 0 < t < T .
Here, α := λ
q−p+1
q−1 maxx∈S dωx(q − 1)
2q−p
q−1 .
Proof. (i). Firstly, we note that the solution u to the equation (1) is positive on
S ∪ Γ × (0, T ), by Theorem 1.12. As in the previous theorem, let x∗ ∈ S be a
node such that u (x∗, t) := maxx∈S u (x, t) for each t > 0. Then it follows from
the equation (1) that
ut (x
∗, t) ≤ λuq (x∗, t) ,
for almost all t > 0. Then integrating from t to T , we get
λ(T − t) ≥
∫ T
t
ut (x
∗, s)
uq (x∗, s)
ds
=
∫ +∞
u(x∗,t)
ds
sq
=
u1−q(x∗, t)
q − 1 .
Hence, we obtain
u(x∗, t) ≥ [λ(q − 1)(T − t)]− 1q−1 , 0 < t < T.
(ii). Since the solution u is positive, we get
ut (x
∗, t) ≥ −
∑
y∈S
up−1 (x∗, t)ω (x∗, y) + λuq (x∗, t)
≥ −dωx∗up−1 (x∗, t) + λuq (x∗, t)
= uq (x∗, t)
[
λ−max
x∈S
dωxu
p−1−q (x∗, t)
]
for almost all t > 0. Then it follows from (i) that
ut(x
∗, t) ≥ uq (x∗, t)
[
λ−max
x∈S
dωx [λ(q − 1)(T − t)]
q−p+1
q−1
]
.
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Integrating from t to T , we get
u(x∗, t) ≤
[
λ(q − 1)(T − t)− α(T − t) 2q−pq−1
]− 1q−1
, 0 < t < T.
where α := λ
q−p+1
q−1 maxx∈S dωx(q − 1)
2q−p
q−1 .
Finally, (iii) can be easily obtained by (i) and (ii).
Remark 2.8. In Theorem 2.7, we can easily see that the blow-up rate does not
depend on the boundary condition B[u] = 0.
Now, we discuss the case 0 < q < p− 1.
Theorem 2.9. Assume that 0 < q < p − 1 and σ 6≡ 0. Then every solution u
to the equation (1) is global. More precisely, every solution u satisfies∑
x∈S
u2(x, t)
≤ max
∑
x∈S
u0(x),
[
λ|S| p−22
λp,0
] 2
p−q−1
,
[
λ|S| p−q−12
λp,0
] 2
p−q−1
,
[
λ|S| 1−q2
λp,0
] 2
p−q−1

for all t ≥ 0.
Proof. Multiplying (1) by u and summing up over S, we obtain from the bound-
ary condition B[u] = 0, Lemma 1.6, and Lemma 1.7 that
1
2
d
dt
∑
x∈S
u2 (x, t)
=
∑
x∈S
[∆p,ωu(x, t)]u(x, t)−
∑
z∈∂S
[∆p,ωu(x, t)]u(x, t) + λ
∑
x∈S
|u(x, t)|q+1
=− 1
2
∑
x∈S
|u (y, t)− u (x, t)|p ω (x, y)−
∑
z∈Γ
σ(z)
µ(z)
|u(z)|p + λ
∑
x∈S
|u (x, t)|q+1
≤− λp,0
∑
x∈S
|u(x, t)|p + λ
∑
x∈S
|u(x, t)|q+1.
(18)
Now, we divide this proof into 3 cases.
Case 1 : q ≥ 1 and p > 2.
Applying the inequality (12) to (18), we obtain
1
2
d
dt
∑
x∈S
u2(x, t) ≤
[∑
x∈S
u2(x, t)
] q+1
2
λ− λp,0|S| 2−p2 [∑
x∈S
u2(x, t)
] p−q−1
2
 .
Therefore, if there exists t1 ∈ (0,∞) such that
λ < λp,0|S|
2−p
2
[∑
x∈S
u2(x, t1)
] p−q−1
2
,
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then we have 12
d
dt
∑
x∈S u
2(x, t1) < 0. Also, if there exists t2 ∈ (0,∞) such that
λ ≥ λp,0|S|
2−p
2
[∑
x∈S
u2(x, t2)
] p−q−1
2
,
then it is easy to see that the solution u must satisfy
λ ≥ λp,0|S|
2−p
2
[∑
x∈S
u2(x, t)
] p−q−1
2
for all t ∈ [t2,∞). That is to say, the solution u satisfies
∑
x∈S
u2(x, t) ≤ max
∑
x∈S
u0(x),
[
λ|S| p−22
λp,0
] 2
p−q−1
 (19)
for all t ≥ 0.
Case 2 : 0 < q < 1 and p ≥ 2.
Applying the inequality (12) to (18), it follows that
1
2
d
dt
∑
x∈S
u2(x, t)
≤ λ|S| 1−q2
[∑
x∈S
u2(x, t)
] q+1
2
1− λp,0
λ|S| p−q−12
[∑
x∈S
u2(x, t)
] p−q−1
2
 . (20)
Hence, by the same argument as Case 1, we have
∑
x∈S
u2(x, t) ≤ max
∑
x∈S
u0(x),
[
λ|S| p−q−12
λp,0
] 2
p−q−1
 (21)
for all t ≥ 0.
Case 3 : 0 < q < 1 and 1 < p < 2.
Applying the inequality (12) to (18), we have
1
2
d
dt
∑
x∈S
u2(x, t)
≤ λ|S| 1−q2
[∑
x∈S
u2(x, t)
] q+1
2
1− λp,0
λ|S| 1−q2
[∑
x∈S
u2(x, t)
] p−q−1
2
 . (22)
Therefore, by the same argument as Case 1, we obtain
∑
x∈S
u2(x, t) ≤ max
∑
x∈S
u0(x),
[
λ|S| 1−q2
λp,0
] 2
p−q−1
 (23)
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for all t ≥ 0.
Combining (19), (21), and (23), we finally obtain that∑
x∈S
u2(x, t)
≤ max
∑
x∈S
u0(x),
[
λ|S| p−22
λp,0
] 2
p−q−1
,
[
λ|S| p−q−12
λp,0
] 2
p−q−1
,
[
λ|S| 1−q2
λp,0
] 2
p−q−1

for all t ≥ 0.
Now we discuss the case 0 < p− 1 ≤ q with q ≤ 1.
Theorem 2.10. Assume that 0 < p − 1 ≤ q, q ≤ 1, and σ 6≡ 0. Then every
solution u to the equation (1) is global.
Proof. Multiplying (1) by u and summing up over S, we obtain from the bound-
ary condition B[u] = 0 and Lemma 1.6 that
1
2
d
dt
∑
x∈S
u2 (x, t)
=
∑
x∈S
[∆p,ωu(x, t)]u(x, t)−
∑
z∈∂S
[∆p,ωu(x, t)]u(x, t) + λ
∑
x∈S
|u(x, t)|q+1
=− 1
2
∑
x∈S
|u (y, t)− u (x, t)|p ω (x, y)−
∑
z∈Γ
σ(z)
µ(z)
|u(z)|p + λ
∑
x∈S
|u (x, t)|q+1
≤λ
∑
x∈S
|u(x, t)|q+1.
(24)
Therefore, applying the inequality (12) to (24), we obtain
d
dt
∑
x∈S
u2(x, t) ≤ 2λ|S| 1−q2
[∑
x∈S
u2(x, t)
] q+1
2
,
which implies that
∑
x∈S
u2(x, t) ≤
[∑
x∈S
u20(x)
] 1−q
2
+ λ|S| 1−q2 (1− q)t

2
1−q
for q < 1 and ∑
x∈S
u2(x, t) ≤
[∑
x∈S
u20(x)
]
e2λt
for q = 1.
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Remark 2.11. The proof in the Theorem 2.10 also tells us a behavior of the
growth of the solutions. More preciesly, if q < 1, the the solutions u may increase
polynomially in t. If q = 1, then the solution u may increase exponentially in t.
Now we discuss the case 0 < p − 1 < q with 1 < p < 2 to investigate the
extinctive solutions.
Theorem 2.12. Assume that 0 < p− 1 < q, 1 < p < 2, and σ 6≡ 0. Then every
solution u to the equation (1) vanishes in finite time T , provided that the initial
data u0 is so small that λ|S| 12
[∑
x∈S u
2
0(x)
] q−p+1
2 < λp,0.
Proof. Multiplying (1) by u and summing up over S, we obtain from the bound-
ary condition B[u] = 0, Lemma 1.6, and Lemma 1.7 that
1
2
d
dt
∑
x∈S
u2 (x, t)
=
∑
x∈S
[∆p,ωu(x, t)]u(x, t)−
∑
z∈∂S
[∆p,ωu(x, t)]u(x, t) + λ
∑
x∈S
|u(x, t)|q+1
=− 1
2
∑
x∈S
|u (y, t)− u (x, t)|p ω (x, y)−
∑
z∈Γ
σ(z)
µ(z)
|u(z)|p + λ
∑
x∈S
|u (x, t)|q+1
≤− λp,0
∑
x∈S
|u(x, t)|p + λ
∑
x∈S
|u(x, t)|q+1.
(25)
Now, we divide this proof into 2 cases.
Case 1 : 0 < q < 1.
Applying the inequality (12) to (25), we obtain
d
dt
∑
x∈S
u2(x, t) ≤ −2λp,0
[∑
x∈S
u2(x, t)
] p
2
+ 2λ|S| 1−q2
[∑
x∈S
u2(x, t)
] q+1
2
≤ −2
[∑
x∈S
u2(x, t)
] p
2
λp,0 − λ|S| 1−q2 [∑
x∈S
u2(x, t)
] q−p+1
2
 .
Therefore, if the initial data is so small that
λp,0 − λ|S|
1−q
2
[∑
x∈S
u20(x)
] q−p+1
2
> 0,
then we arrive at
d
dt
∑
x∈S
u2(x, t) ≤ −C3
[∑
x∈S
u2(x, t)
] p
2
(26)
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for all t > 0, where C3 := 2λp,0 − 2λ|S| 1−q2
[∑
x∈S u
2
0(x)
] q−p+1
2 . Hence, solving
the differential inequality (26), we obtain
∑
x∈S
u2(x, t) ≤
[∑
x∈S
u20(x)
] 2−p
2
− (2− p)C3t
2

2
2−p
+
,
which implies that the solution u vanishes in finite time 0 < T ≤ 2[
∑
x∈S u
2
0(x)]
2−p
2
(2−p)C3 .
Case2 2 : q ≥ 1.
Applying the inequality (12) to (25), we obtain
d
dt
∑
x∈S
u2(x, t) ≤ −2λp,0
[∑
x∈S
u2(x, t)
] p
2
+ 2λ
[∑
x∈S
u2(x, t)
] q+1
2
≤ −2
[∑
x∈S
u2(x, t)
] p
2
λp,0 − λ[∑
x∈S
u2(x, t)
] q−p+1
2
 .
Therefore, if the initial data is so small that
λp,0 − λ
[∑
x∈S
u20(x)
] q−p+1
2
> 0,
then we arrive at
d
dt
∑
x∈S
u2(x, t) ≤ −C4
[∑
x∈S
u2(x, t)
] p
2
(27)
for all t > 0, where C4 := 2λp,0 − 2λ
[∑
x∈S u
2
0(x)
] q−p+1
2 . Hence, solving the
differential inequality (26), we obtain
∑
x∈S
u2(x, t) ≤
[∑
x∈S
u20(x)
] 2−p
2
− (2− p)C4t
2

2
2−p
+
,
which implies that the solution u vanishes in finite time 0 < T ≤ 2[
∑
x∈S u
2
0(x)]
2−p
2
(2−p)C4 .
Remark 2.13. When the solutions extinct in the above, the extinction time T
can be estimated as
0 < T ≤
[∑
x∈S u
2
0 (x)
] 2−p
2
(2− p)
[
λp,0 − λ|S| 12
[∑
x∈S u
2
0(x)
] q−p+1
2
] .
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Now, we will discuss the critical case p − 1 = q > 0. Firstly, we investigate
the case p− 1 = q > 1.
Theorem 2.14. Assume that p− 1 = q > 1 and σ 6≡ 0. Then the solution u to
the equation (1) satisfies the following statements.
(i) If λ > λp,0, then the solution u blows up in finite time T for every λ > 0
and nontrivial initial data u0.
(ii) If λ = λp,0, then solution u exists globally. Moreover, the solution u has
an upper bound.
(iii) If λ < λp,0, then solution u exists globally. Moreover, the solution u may
decrease polynomially in t.
Proof. First of all, we note that the solution u to the equation (1) is nonnegative
and exists uniquely. Also, the first eigenvalue λp,0 > 0, since σ 6≡ 0. In this proof,
we denote M := maxx∈S φ0(x) and m = minx∈S φ0)(x).
(i). Take t0 > 0 to be so small that the solution u doesn’t blow up before t0. In
fact, existence of such t0 can be guaranteed by Theorem 1.10. Now consider the
following ODE problem:{
g′(t) = mp−2(λ− λp,0)gp−1(t), t > t0,
g(t0) =
minx∈S∪Γ u(x,t0)
M .
Here, we can easily obtain that g(t0) > 0 by Theorem 1.12. Solving the above
ODE problem, we have
g(t) =
[
1
g2−p(t0)− (p− 2)mp−2(λ− λp,0)(t− t0)
] 1
p−2
, t ≥ t0,
which implies that g blows up in finite time T ∗. we now define v(x, t) :=
g(t)φ0(x) for all (x, t) ∈ S × [t0, T ∗). Then we see that v(x, t0) = g(t0)φ0(x) ≤
u(x, t0) for all x ∈ S and
µ(z)
∂v
∂pn
(z, t) + σ(z)|v(z, t)|p−2v(z, t)
= gp−1(t)
[
µ(z)
∂φ0
∂pn
(z) + σ(z)|φ0(z)|p−2φ0(z)
]
= 0
for all (z, t) ∈ ∂S × [t0, T ∗). Moreover, we have
vt(x, t)−∆p,ωv(x, t)− λvp−1(x, t)
= φ0(x)g
′(t) + λp,0φ
p−1
0 (x)g
p−1(t)− λφp−10 (x)gp−1(t)
≤ (mp−2φ0(x)− φp−10 (x))(λ− λp,0)gp−1(t) ≤ 0
for all (x, t) ∈ S× [t0, T ∗). Hence, v(x, t) ≤ u(x, t) for all (x, t) ∈ S× [t0, T ∗) by
Theorem 1.11, which implies that u blows up in finite time t0 < T ≤ T ∗.
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(ii). Take v(x, t) = kφ0(x) for all (x, t) ∈ S × [0,∞), where k := maxx∈S∪Γ u0(x)m .
Then we have u0(x) ≤ v(x, 0) for all x ∈ S,
µ(z)
∂v
∂p
(z, t) + σ(z)|v(z, t)|p−2v(z, t) = 0
for all (z, t) ∈ ∂S × [0,∞), and
vt(x, t)−∆p,ωv(x, t)− λvp−1(x, t) = λp,0kp−1φp−10 (x)− λkp−1φp−10 (x) = 0,
which implies that u(x, t) ≤ v(x, t) ≤ kM for all (x, t) ∈ S × [0,∞).
(iii). Consider the following ODE problem:{
g′(t) = Mp−2(λ− λp,0)gp−1(t), t > 0,
g(0) =
maxx∈S u0(x)
m .
Solving the above ODE problem, we have
g(t) =
[
1
g2−p(0) + (p− 2)Mp−2(λp,0 − λ)(t− t0)
] 1
p−2
, t ≥ 0, (28)
which implies that g exists globally. Take v(x, t) = g(t)φ0(x) for all (x, t) ∈
S × [0,∞). Then we see that u0(x) ≤ v(x, 0) = g(t0)φ0(x) for all x ∈ S and
µ(z)
∂v
∂p
(z, t) + σ(z)|v(z, t)|p−2v(z, t)
= gp−1(t)
[
µ(z)
∂φ0
∂p
(z) + σ(z)|φ0(z)|p−2φ0(z)
]
= 0
for all (z, t) ∈ ∂S × [t0,∞). Moreover, we have
vt(x, t)−∆p,ωv(x, t)− λvp−1(x, t)
= φ0(x)g
′(t) + λp,0φ
p−1
0 (x)g
p−1(t)− λφp−10 (x)gp−1(t)
≥ (Mp−2φ0(x)− φp−10 (x))(λ− λp,0)gp−1(t) ≥ 0
for all (x, t) ∈ S × [t0, T ∗). Hence, u(x, t) ≤ v(x, t) for all (x, t) ∈ S × [0,∞) by
Theorem 1.11, which means that u exists globally. Moreover, (28) gives us that
the solution u may decrease polynomially in t.
Remark 2.15. Assume that p − 1 = q > 1, σ 6≡ 0, and λ > λp,0. Then the
solution to the equation (1) blows up in finite time T for every λ > 0 and
nontrivial initial data u0. In this case, we estimate the blow-up time T roughly
as follows:
0 < T ≤t0 + [maxx∈S φ0(x)]
p−2
(p− 2)(λ− λp,0) [minx∈S∪Γ u(x, t0)]p−2 minx∈S [φ0(x)]p−2
≤t0 + [maxx∈S φ0(x)]
p−2
(p− 2)(λ− λp,0) [2 maxx∈S u0(x)]p−2 minx∈S [φ0(x)]p−2
.
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Here,
t0 :=
maxx∈S u0(x)
ω0 [4 maxx∈S u0(x)]
p−1
+ λ [2 maxx∈S u0(x)]
q
which led from the Theorem 1.10.
Now we discuss the critical case 0 < p− 1 = q ≤ 1 and σ 6≡ 0. Actually, we
already have the result that every solution u to the equation (1) exists globally
by Theorem 2.10. Hence, our purpose is to know when the solution u vanishes
in finite time T .
Theorem 2.16. Assume that 0 < p − 1 = q < 1 and σ 6≡ 0. If λ < λp,0, then
every solution u to the equation (1) vanished in finite time T > 0.
Proof. Multiplying (1) by u and summing up over S, we obtain from Lemma
1.7 that
1
2
d
dt
∑
x∈S
u2 (x, t)
=
∑
x∈S
[∆p,ωu(x, t)]u(x, t)−
∑
z∈∂S
[∆p,ωu(x, t)]u(x, t) + λ
∑
x∈S
|u(x, t)|p
=− 1
2
∑
x∈S
|u (y, t)− u (x, t)|p ω (x, y)−
∑
z∈Γ
σ(z)
µ(z)
|u(z)|p + λ
∑
x∈S
|u (x, t)|p
≤− (λp,0 − λ)
∑
x∈S
|u(x, t)|p.
(29)
Therefore, applying the inequality (12) to (29), we obtain
1
2
d
dt
∑
x∈S
u2(x, t) ≤ −(λp,0 − λ)
[∑
x∈S
u2(x, t)
] p
2
,
which implies that
∑
x∈S
u2(x, t) ≤
[∑
x∈S
u0(x)
] 2−p
2
− (2− p)(λp,0 − λ)t

2
2−p
+
.
Here, (a)+ := max{0, a}. Hence, there exists T > 0 such that
∑
x∈S u
2(x, T ) =
0, which means that every solution u vanishes in finite time T .
Remark 2.17. When the solutions extinct in the above, the extinction time T
can be estimated as
0 < T ≤
[∑
x∈S u0
] 2−p
2
(2− p)(λp,0 − λ) .
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3. Numerical illustration
In this section, we exploit our result in the previous section with numeri-
cal experiments. Through this section, we consider a graph S = {x1, x2, x3, x4}
with the boundary ∂S = {x5, x6} and the weight given by Figure 1. Here, the
•x2 2
2
•x4 2
1
◦x6
◦x5 1 •x1 2 •x3
Figure 1: Graph S
number on (or under) each edge denotes the weight.
Firstly we consider the case σ ≡ 0 (Neumann boundary condition).
By the boundary condition B[u] = 0, we obtain
u(x5, t) = u(x1, t), and u(x6, t) = u(x4, t)
for all t ≥ 0.
Example 3.1 (σ ≡ 0). Consider the case p = 3, q = 2, λ = 2, and σ ≡ 0
(Neumann boundary condition). Put the initial data u0 by u0(x1) = u0(x2) =
u0(x3) = u0(x5) = 0 and u0(x4) = u0(x6) = 0.1. Figure 2 show the solution to
the equation (1) which exploit the Theorem 2.2. We can see that the solution
Figure 2: Blow-up solution for q > 1 under the Neumann boundary condition
blows up in finite time even though the initial data is small.
Example 3.2 (σ 6≡ 0). Consider the case p = 3, q = 0.5, λ = 2, and σ ≡ 0
(Neumann boundary condition). Put the initial data u0 by u0(x1) = u0(x2) =
u0(x3) = u0(x5) = u0(x4) = u0(x6) = 7. Figure 3 show the solution to the
equation (1) which exploit the Theorem 2.2.
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Figure 3: Global solution for q ≤ 1 under the Neumann boundary condition
We can see that the solution exists globally even though the initial data is
large.
Next, we discuss the case σ 6≡ 0. From now on, we only consider the case
µ(x5) = σ(x5) = 1, µ(x6) = 1, and σ(x6) = 0. Then we obtain
u(x6, t) =
1
2
u(x4, t), and u(x6, t) = u(x4, t)
for all t ≥ 0. Also, we consider two types of initial data u0 and u1 as belows.
x1 x2 x3 x4 x5 x6
u0(xi) 2 1 0 1 1 1
u1(xi) 2 1 1 2 1 2
Then we can easily see that the initial data u0 and u1 satisfy the boundary
condition B[u] = 0.
Example 3.3 (0 < p− 1 < q). Consider the case p = 1.5, q = 2, and the initial
data u0. Then Figure 4 show the blow-up solution and extinctive solution to the
equation (1) with the case λ = 3 and λ = 0.1, respectively.
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Figure 4: Blow-up solution for λ = 3 (left) and extinctive solution for λ = 0.1 (right)
In fact, we see that λp,0 + 0.29 when p = 1.5. By Theorem 2.5 and Theorem
2.12, the solution u blows up in finite time if λ > maxx∈S dωx
maxx∈S u
q−p+1
0 (x)
+ 1.77, and
the solution u vanishes in finite time if λ <
λp,0
|S| 1−q2 [∑x∈S u20(x)] q−p+12 + 0.15.
Example 3.4 (0 < p−1 < q). Consider the case p = 1.3, q = 0.8, and λ = 0.18.
Then Figure 5 illustrate the result of the Theorem 2.12 with initial data u0 to
the extinctive solution and u1 to the nonextinctive solution, respectively.
Figure 5: Extinctive solution for u0 (left) and nonextinctive solution for u1 (right)
Example 3.5 (0 < q < p − 1). Consider the case λ = 2 and the initial data
u0. Then Figure 6 show the bounded solution of the equation (1) with the case
p = 3, q = 0.5 and p = 3, q = 1.5, which exploit the result of Theorem 2.9.
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Figure 6: Bounded solution for p = 3, q = 0.5 (left) and p = 3, q = 1.5 (right)
Example 3.6 (p − 1 = q > 1). Consider the case p − 1 = q = 1.7 and initial
data u1. Then Figure 7 illustrate the result of the Theorem 2.14 with the case
λ = 0.5 and λ = 0.05, respectively. In fact, we see that λp,0 + 0.06 when p = 2.7.
Figure 7: Blow-up solution for λ = 0.07 (left) and global solution for λ = 0.05 (right).
By Theorem 2.16, the solution u blows up in finite time if λ > λp,0, and the
solution u exists globally if λ ≤ λp,0.
Example 3.7 (p − 1 = q < 1). Consider the case p − 1 = q = 0.4 and initial
data u1. Then Figure 8 illustrate the result of the Theorem 2.16 with the case
λ = 0.1 and λ = 0.3, respectively.
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Figure 8: Extinctive solution for λ = 0.1 (left) and global solution for λ = 0.3 (right).
In fact, we see that λp,0 + 0.204 when p = 1.5. By Theorem 2.16, the solution
u vanishes in finite time if λ > λp,0, and the solution u exists globally if λ ≤ λp,0.
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