We propose a simple, physical model for the studying natural images, use it to derive an analytical density function for real images and compare this function to empirical results. In addition to treating the multi-dimensional case, we propose several extensions of this model.
Introduction
Model-based, statistical image analysis requires probabilistic descriptions of the underlying image variability. Even though accurate probability models governing pixel values are highly desirable, such models for a broad range of visual images are clearly prohibitive. For some speci c families, it is possible to derive speci c probability models, but for general scenarios the models tend to be rather basic. In case of modeling textures, there has been reasonable success using Markov random eld MRF models see 14 for a treatment. Image analysis tasks such as segmentation, region classication and database indexing, are often devised assuming random eld models. Perhaps suitable for low-level image processing, these models are found inadequate for high-level tasks such as object recognition, motion tracking, and image understanding. High-level image understanding requires detailed and structured probability models, models that are physics-based and retain signi cant contextual information. For example, the task of detecting and recognizing an object such as a battle tank or a human face, from its remotely sensed image, is performed based on its representations 3D templates, point clouds, features, landmarks etc. extracted from a training set of its collected images. There are two general approaches to reconciling between low-and high-level vision tasks. One idea is to start at the pixel level and build upwards by nding edges, regions and their compositions into complex shapes. The other idea is to start from the known objects 3D shapes and match their camera projections to the observed pixels, allowing for the incidental variability in pose, location and illumination. Following the second approach, a rich family of image models have been derived in order to develop Bayesian procedures for object tracking 8, 12 , pose estimation 3 , recognition 13 , and asymptotic performance analysis 5 . These models are built on physical principles as they rely on a prior knowledge of the physical characteristics of the targets. Their application is restricted to a limited numberof targets called the targets of interest TOIs. An important issue in image understanding is that TOIs seldom exist alone in a scene; there are other objects present, in background or foreground, that can pose signi cant c hallenge. These other objects are labeled as the clutter objects, and the image pixels falling on them are called the clutter pixels. To facilitate statistical approaches for automated vision, one needs reasonable probability models governing both the TOIs and the clutter objects.
In this paper we propose a mathematical tool for developing clutter models in the context of automated target recognition ATR. ATR seeks systems for automated recognition of TOIs from their remotely sensed images. To derive a principled approach to ATR, we need tractable models for the image variability. An important question in deriving clutter models is: should the clutter be analyzed at a high level by p h ysically modeling sources of clutter through 3D representations as is done for TOIs, or at a low level by studying the patterns of pixels? The rst approach is de nitely fundamental but the variability, associated with the clutter objects, is far too large to result in tractable models for practical systems. The second approach seems more tractable but it works with a reduced knowledge as all the physical considerations are lost. Since our goal is object recognition and not clutter recognition, this reduced representation may perhaps besu cient. Our objective behind deriving these clutter models is to recognize a TOI embedded in a cluttered environment. These models, in their simple forms as stated in this paper, may not be detailed enough for synthesis.
Deriving pixel-level models for clutter pixels is not straightforward. For an observed image of size l l and with real-valued pixels, the underlying image space is IR l 2 even though only a very small subset of IR l 2 has images that are natural. Not all patterns or combinations of pixels values result in images of real objects and the actual variation, associated with the pixels in the natural images, is bound to be much lower dimensional. The question is: how to capture this variation through probability models? A starting point i s t o c hoose an orthonormal basis such as orthogonal wavelets, Fourier decomposition, covariance components, or independent components and project the image space down to a low-dimensional subspace containing only the signi cant components. Many studies have shown that sample statistics, under any such representation, do not support Gaussian models. The tails are heavier and the peaks are often sharper than a normal curve. This behavior is present irrespective of the choice of basis. Additionally, sample statistics of the projected images or the image coe cients are found to exhibit patterns that are invariant to image scaling, shifting and rotation. For instance, the histograms of these coe cients often display sharp peaks at a mean value and decrease steadily for higher magnitudes. Shown in Figures 1, 2 , and 3 are some real pictures top panels and the relative frequencies, on a logarithmic scale, of the di erences between vertical nearest neighbors bottom panels, in broken lines. Any realistic image model should support these patterns; comparisons between the predicted and the observed patterns on image statistics can become an important tool for model diagnostics. One simple way, to nding models that support these patterns, is to t known models to the observed statistics, see for example 11 . These models have the advantage of being simple even though the resulting densities may not be consistent. For example, a joint-density function on two pixels, obtained via curve tting, may not lead to a marginal density on a pixel, obtained similarly. In a recent approach 15 , Zhu et al. have constructed probability models using the statistics of the ltered images as the su cient statistics. An exponential family of probabilities, that gives rise to the observed ltered statistics, is estimated using an iterative procedure. These models successfully capture the texture variation in natural images and even lend to synthesis. Our proposed model relates to this approach in that it can be used to derive analytical forms for any such image statistics. This model also agrees with the work of Field et. al. 10, 2 who have emphasized the role of higher order statistics beyond the rst and the second order by studying their impact on the cortical responses.
Transported Generator Model for Clutter
We propose a physically-motivated model for the image formation and use it to derive probability models for the visual images. In this paper, assumptions are made to keep the treatment simple, with suggestions for relaxing them in future work.
The starting point for this development is a transported generator model introduced in 4 . It formalizes the concept that any image is made up of projected 2D pro les views, signatures of real 3D objects; these pro les interact with each other nonlinearly through occlusion, scaling and superposition, to form a 2D image. There is an emerging body of work that follows this concept and studies the models that are derived from such considerations 9, 7, 6 . We simplify by assuming that: i the image is made up of a random number of the pro les of the same object, and ii the image pixels are given by a linear combination of these pro les, weighted randomly. This relationship is signi cant in that it relates certain statistics of u, namely the mean and the variance, directly to the statistics of the observed image. If u is taken from a parametric family, then the parameters can be estimated using the image statistics. Also, this relation proves that I x z modeled using the transported generator model will be leptokurtic, that is, its kurtosis will always be positive this topic is treated formally in 4 . In other words, the tails are heavier than a normal curve with the same variance.
Next we seek a parametric probability model for the random variable u. pro le, g, and hence g x , are known, then one can calculate u which will lead to and the probability density o f I x z. This approach relies on incorporating knowledge of g x and therefore is limited to deriving probability models restricted to pre-stored objects. 2. For more general cases with completely unknown objects in the image, a broad family of distributions, not relying on a prior knowledge of g x , is required. The random variable u has some distribution on the positive real line and we propose to approximate it by a scaled ,-density These results demonstrate that this simple model does capture some of the variation in the observed pixels. The calculations are simple as only two parameters need to be estimated.
Multi-Dimensional Case and Possible Extensions
The theory to extend this derivation to higher-order densities is straightforward. Let z + z 1 ; z + z 2 ; : : : ; z + z m bem pixel locations in the image with I x z + z 1 ; : : : ; I x z + z m being the associated There are many possible ways to extend this simple model. Intuitively, the performance of this image model should improve with the complexity of this model. 1. In Eqn. 1, the generators are placed according to a homogeneous Poisson process, for simplicity of analysis. Relax this assumption by assuming a Poisson cluster process, of the kind presented by Neyman and Scott, or some other appropriate non-homogeneous process.
2. The generators g need not be the translates of the same pro le; they can themselves be selected randomly from a bigger class. 3. The Gaussian assumption for the amplitudes can be relaxed.
4. Replace the linear superposition of the pro les by a nonlinear operation. For example, Iz can besolely attributed to the object nearest to the camera. That is, Iz = a k g k z , z k ; where g k denotes the pro le of the object nearest to the camera for this z. For di erent pixel locations, once can have di erent g j 's, but it is reasonable to expect a region of neighboring pixels from the same pro le regions of trees, regions of houses, regions of plain grass elds. In other words, the whole image can be partitioned into disjoint regions, each region corresponding to a pro le. This is an illustration of the Cox processes or double stochastic processes.
5. Instead of the derivative image I x , a n y other ltered form of the image can be substituted.
Conclusion
We have presented a simple model to derive pixel-based probability models for natural images. We have derived marginal density for an image statistic and compared it with the observed histogram. We h a ve also analyzed the multi-dimensional case and have suggestied some extensions of this model. 
