Abstract | A method for optimizing MR imaging pulse sequence parameters in a statistical framework is presented. Parameters are de ned to be optimal when the resulting scalar images yield optimal image segmentations using Bayesian pixel classi cation. Thus, Bayes risk is used as the objective function to minimize. Approximations are made to give a tractable solution in a four-step procedure. A sample calculation is carried out to determine the optimal TR and ip angle for scalar SPGR imaging of the brain. Overall, this paper gives a new approach to optimize MRI pulse sequences for the speci c objective of improved image segmentation.
I. Introduction
Optimization of MRI protocols involves the selection of a speci c imaging pulse sequence and the adjustment of its imaging parameters for a speci c purpose 1, 2, 3, 4, 5, 6, 7] . The pulse sequence is often selected to meet constraints such as the data acquisition time, spatial resolution, signal to noise ratio, sensitivity to motion, and hardware capability. In contrast, the best imaging parameters for a given pulse sequence are often determined by a criterion such as signal-di erence-to-noise ratio (SDNR) or lesion detectability 3, 7] . A thorough survey of the pulse sequence optimization literature is provided in 7] .
In this paper we consider parameter optimality within a given pulse sequence for the purpose of image segmentation. Image segmentation is de ned as classi cation of image pixels into classes that are homogeneous with respect to some characteristic. It is important to optimize for this purpose since MR image segmentation is being used for a wide variety of purposes in the medical imaging community | e.g., visualization 8], quantitative volumetric studies 9], and PET data correction (cf. 10]). This paper focuses on image segmentation obtained through Bayesian pixel classi cation, which classi es pixels by minimizing Bayes risk. Using Bayes risk for pulse sequence optimization allows multiple classes to be simultaneously separated in an optimal fashion. In contrast, methods which attempt to separate only two classes | e.g. by increasing the contrast-to-noise ratio 3] | yield only optimality with respect to those two classes. For example, a pulse sequence designed solely to separate the image intensities of gray and white matter might reduce the intensity separation between gray matter and cerebrospinal uid, degrading the overall three tissue segmentation.
The minimal Bayes risk criterion is a global one involving complicated interactions between the pulse sequence, the pulse sequence parameters, the tissue classes and their MR parameters, and the segmentation method. We give a theoretical treatment herein, with the following restrictions:
1. We consider only the optimization of MR imaging parameters for a xed pulse sequence.
2. Our optimization criterion is chosen to achieve the best Bayesian image segmentation.
3. Our criterion assumes only a scalar image is available. 4 . We assume that the image data satis es a Gaussian mixture model.
We begin in Section II by describing our approach in an abstract fashion. Then Section III gives a speci c result for optimization of the SPGR pulse sequence for brain imaging. Finally, in Section IV the steps required for relaxing the above assumptions and for experimental validation are discussed.
II. Imaging Parameter Optimization
In this section we describe our pulse sequence parameter optimization approach, beginning with a mathematical description of the MR image acquisition process and the Bayesian image segmentation method.
A. Probabilistic MR imaging formulation
We view the MR imaging process as a transformation from the NMR tissue parameters X = (X 1 ; : : : ; X M ) (e.g., T 1 , T 2 , and proton density) to an image brightness S. This transformation is a ected by a collection of MR imaging parameters = ( 1 ; : : : ; n ) (e.g., T R , T E , and tip angle).
Therefore, the image brightness is given by S = I(X; ) (1) where I, the imaging function, is xed for a given pulse sequence. We assume that the NMR tissue parameters are random variables, which implies that the image brightness is also a random variable. (In this paper, random variables are uppercase letters and their realizations are lowercase letters.) Clearly, any probabilistic description of the brightness of an image pixel involves the MR imaging parameters .
Given the joint conditional PDF of the NMR tissue parameters f XjL (xjL) for a given tissue type L, the moments of S are easily described. In particular, the conditional mean and variance of S are given by 
In order to determine the noise mean and variance, we use the following procedure. It is wellknown that an MR image is the magnitude of the inverse Fourier transform of quadrature detected signals. We assume that the noise added to each quadrature channel is independent with zero- 
Identifying regions in an observed image that correspond to background (see Section III) allows direct estimation of 2 Y . Equation (9) is then inverted to give an estimate of 2 .
For magnitude images and a large (deterministic) pixel brightness s, (12) To determine the noise mean we expand the square-root in (10) 
f(y; jL j )dy (14) where Z i represents the partition in observation space Z for which hypothesis i is chosen. The risk is minimized by choosing a certain partitioning of Z (which depends on ); the decision rule thereby generated yields the Bayesian image segmentation.
Using equal prior probabilities and the uniform cost assignment | that is, p i = 1=M and C ij = 1 ? ij , where ij is the Kronecker delta | yields a maximum likelihood (ML) solution. This rule chooses the hypothesis whose PDF is largest given the observation y. The Bayes risk for this case is given by
f(y; jL j )dy (15) This case also yields the so-called minimum probability of error decision rule, which is especially useful when the prior probabilities are not known and there is no de nitive penalty structure for wrong decisions.
C. Optimization of Imaging Parameters
Minimal Bayes risk (MBR) is used as our criterion for pulse sequence optimization. For a given set of MR imaging parameters , the partitions Z i must be selected to minimize the Bayes risk.
The optimal partitions yield the MBR, which we denote by R . But the MBR is really a function of the imaging parameters | i.e., R = R ( ) | and for a di erent set of imaging parameters it may be possible to lower the risk. Those parameters that yield the globally minimal MBR are deemed optimal. Our optimization method comprises four steps:
1. Find the imaging function for the selected pulse sequence.
2. Find the conditional joint PDFs of the tissue NMR parameters.
3. Calculate the conditional PDFs of the observed signal intensity.
Find the imaging parameters that yield the minimal MBR.
The imaging function, found in Step 1, is derived using the physics of magnetic resonance. Simpli ed imaging functions for most common pulse sequences have been derived previously and are available in the literature 13]. More complicated imaging functions, which can account for imaging artifacts, can be derived using MRI simulation techniques (cf. 14]).
Step . When this variability becomes better understood by the scienti c community, the PDFs used in pulse sequence optimization can be tailored to each population accordingly. In the example of Section III, we use marginal PDFs obtained from the published literature and assume that the parameters are statistically independent. Therefore, the joint density is formed as the product of marginal densities. This approximation should become unnecessary as more research results appear on this subject. The conditional densities of Step 3 are determined by numerically integrating (2) and (3) to determine the mean and variance of S, then applying (5) and (6) to determine the mean and variance of Y . This procedure is repeated for each tissue type considered.
Step 4 then nds the optimal imaging parameters as follows. For a given set of imaging parameters and the conditional densities determined from Step 3, the optimal decision regions are determined according to Bayes criteria. Equation (14) is then numerically integrated yielding the MBR for the given imaging parameters. Finding the set that minimizes the MBR requires repeated application of this calculation (on di erent sets) to determine the best set. Any non-gradient optimization technique may be used to nd in principle. In Section III we implement an exhaustive search over a preset range; the result is a table of risks from which we choose the minimum.
III. Optimization of SPGR Imaging Parameters
To illustrate our approach to pulse sequence optimization, we now go through Steps 1{4 for the case of SPGR imaging of the brain. Our objective is to choose the SPGR imaging parameters that yield the minimal MBR for the segmentation of the brain into three classes: gray matter (GM), white matter (WM), and cerebrospinal uid (CSF).
Step 1. Find the imaging function for the selected pulse sequence. 
where A is a scale factor representing the overall gain of the imaging system, D 0 is proportional to proton density, T 1 and T 2 are the longitudinal and transverse relaxation times, and T R , T E , and are the pulse repetition interval, the echo time, and the tip angle, respectively. In fast SPGR imaging, T E T 2 , and we can neglect the e ect of T 2 , yielding S AD 0 (1 ? exp(?T R =T 1 )) sin 1 ? exp(?T R =T 1 ) cos : (17) In this case the imaging parameters are T R and , and the tissue NMR parameters are T 1 and D 0 .
Equation (17) becomes our imaging function I(X; ) in (1) with X = (T 1 ; D 0 ) and = (T R ; ).
Step 2. Find the joint conditional PDFs of the tissue NMR parameters. Table I is unknown.
Step 3. Calculate the conditional PDFs of the signal intensity.
To calculate the noise variance and scale factor A, we use a given image and some user interaction.
Consider the SPGR image shown in Fig. 1 . The subregions in the corners consists of only noise having measured image intensity standard deviation, Y , of 3.15 IBU (image brightness units). Using Equations (9) and (12) At this point, given any imaging parameters , the conditional mean and variance of the signal intensity S for tissue types GM, WM, and CSF can be calculated by numerical integration of (2) and (3) using the imaging function in (17) and the joint conditional PDFs in (18) . The conditional mean and variance of the observed image pixel brightness Y are found using (5) and (6), respectively.
These calculations produce the means and variances required for complete knowledge of f(y; jCSF), f(y; jGM), and f(y; jWM). The optimal decision regions are now readily determined using Bayes criteria. In this example, we assume uniform costs and equal prior probabilities, giving rise to the ML decision rule. We also make a simplifying assumption (almost always used in practice) that there are only two thresholds determining the decision regions, as shown in Fig. 2 . The approximation is evident within the dotted circle where f(y; jGM) is larger than f(y; jWM). Under the exact ML rule, this region would be assigned to Z GM , whereas in the approximation it is not. Under this f(y; jWM)dy (22) where s 1 solves f(y; jCSF) = f(y; jGM) and s 2 solves f(y; jGM) = f(y; jWM). For a given set of conditional densities, the AMBR is calculated by numerical integration of (22).
Step 4. Find the imaging parameters that yield the minimal MBR. Fig. 3 shows the calculated SPGR AMBR as a function of tip angle and pulse repetition interval over a range of both parameters. We can see that for a given tip angle, the AMBR decreases with increasing T R , which indicates that the AMBR is minimized at T R = 1. But in practice, T R is required to be as small as possible for fast imaging. Therefore the optimization question of interest should be: for a given T R which tip angle gives the minimal AMBR? Fig. 3 shows the existence of an optimal tip angle for a xed T R and it also shows a very at surface in the vicinity of the optimal tip angle. To further demonstrate this point, we plot using a solid line in Fig. 4 the optimal tip angle for a collection of xed T R values. Fig. 4 also shows two curves indicating the tip angles yielding 1.05 times the minimal AMBR for each xed T R . Thus, any choice for T R and between the dotted lines in Fig. 4 achieves the minimal AMBR to within 5%.
In practice 1 , empirically optimal T R and values | where optimality was de ned by high GM/WM contrast | have been found to be 50ms and 45 . These values are very close to our optimal tip angle line, and within the acceptable range.
IV. Discussion
We have presented a method to determine optimal imaging parameters for Bayesian image segmentation of scalar images. The optimization criterion is minimal Bayes risk, which captures the statistical characterization of both the NMR tissue parameters and the imaging noise in one gure of merit for image segmentation. Several extensions are possible within this framework. First, our formulation easily extends to optimization across pulse sequences. Hence, the goal is to simultaneously optimize the choice of pulse sequence as well as the pulse sequence parameters. To do this within our framework, one simply adds another parameter which indexes the pulse sequence. An exhaustive search over parameter space is still straightforward; more elaborate optimization (such as gradient-based methods) would almost certainly be intractable. Second, extension to alternate segmentation approaches is possible. Most important, what is needed here is a prior measure of performance (like Bayes risk) by which to judge the outcome. Third, it is theoretically straightforward to extend this method to multispectral imaging (i.e., vector-valued images). All that is necessary is to compute the conditional joint densities of the observations, the (more complicated) decision regions, and the (more complicated) Bayes risk. The problem here is that computation times can be expected to be quite large. A fourth extension involves the extension of pulse sequence parameters beyond the explicit parameters such as T R , T E , and . For example, the number of signal averages and the pixel size are of obvious importance in determining the quality of an image segmentation. One small di culty with the incorporation of these parameters is that the noise is dependent on these parameters. Finally, we note that it is possible to remove the Gaussian mixture model assumption. In this case, the conditional PDFs would be determined using transformation equations for probability densities (cf. 23]). Beyond this, little would change. This approach would be very computationally intensive, but possibly more accurate.
Experimental validation is possible in several ways. A computational validation would involve the generation of a computer phantom complete with labeled tissues and known joint conditional densities for their NMR parameters. A simulated MR scan could then be made using any of several known pulse sequence formulas with added noise. This process could be designed to simulate several of the unmodeled scanner e ects such as motion artifacts, magnetic inhomogeneities, etc. in order to study robustness. The resulting simulated MR image (or set of images) would then undergo Bayesian image segmentation using either known or estimated conditional densities. The resulting segmentation would be compared to the original and error measures calculated. A repeated set of experiments (a Monte Carlo trial) would be required to see if the expected minimal MBR agrees with that predicted and whether the best imaging parameters were correctly predicted. A carefully constructed MR phantom could also be used for further validation. Here, precise physical measurements would be required so that the dimensions of the phantom were known. The conditional joint densities of the NMR parameters of this phantom could then be determined by NMR experiments 24], and validation proceeds as in the computational phantom. A further validation would involve in-vivo/ex-vivo animal studies. Here, Bayesian segmentation would be applied to many data sets scanned with di erent parameters. These results would be compared to a gold-standard segmentation obtained by sacri cing the animal, physically slicing the image crosssection and then staining, photographing, digitizing, and segmenting this section. Finally, in-vivo validation on human subjects could take place by using a gold-standard segmentation obtained through multiparametric techniques 25] at high SNR.
V. Conclusion
This paper represents a rst step toward the optimization of pulse sequences with image segmentation as a goal. With the growing importance of image segmentation, the growing number of methods for MRI segmentation, and the growing capabilities of MRI, it is important to continue to improve the data speci cally acquired for this purpose. Continued investigation is encouraged, as it is an important problem of ongoing concern in medical imaging. Figure 4: The optimal tip angle as a function of T R and the \ ve percent acceptable" region.
