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Abstract
We introduce the transition-density formalism, an efficient and general method for
calculations of the interaction of external probes with light nuclei. It takes advantage
of a factorisation between nuclear structure and interaction kernel in many processes.
First, one- and two-body transition densities that encode the nuclear structure of the
target are evaluated once and stored. These are then convoluted with the appropriate
interaction kernels to produce amplitudes, and hence observables, for any elastic scat-
tering reaction. We study in detail the numerical convergence in the number of partial
waves for matrix elements relevant in Compton scattering on 3He. The results are fully
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consistent with our previous calculations in Chiral Effective Field Theory. Transition
densities are markedly more computationally efficient, and facilitate the inclusion of
more partial-wave channels in the calculation. Calculations of Compton scattering
on heavier targets like 4He are straightforward extensions since the same interaction
kernels are used. Likewise, the 3He densities generated can now be used to evaluate
any 3He elastic-scattering observable with contributions from one- and two-body op-
erators. They are available at https://datapub.fz-juelich.de/anogga. We briefly
discuss generalisations for arbitrary nuclei and other reactions as well.
Suggested Keywords: Effective Field Theory, Compton scattering, ab initio calcu-
lations, three-body system, few-body system, electromag-
netic reactions, reactions with external probes
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1 Introduction
The structure of nuclei is usually investigated by some probe, e.g. by a process where
an external particle interacts rather weakly with the nucleons of the nuclear target. One
can then separate the dynamics of the strong interactions that bind the nucleus from the
interaction of the nucleons with the probe and, to a high degree of accuracy, evaluate
cross sections using expectation values of well-defined operators with respect to a nuclear
wave function. For light nuclei, this has been extensively pursued for example in electron
scattering [1–5], Compton scattering [6], weak decays and interactions of neutrinos with
nuclei [7–10] and also to investigate Physics beyond the Standard Model [11, 12].
Theoretical descriptions of this problem require two ingredients: first, a reliable “inter-
action kernel”, i.e.. the one- and few-body currents to which the external probes couple
(“reaction mechanism”); and second, accurate eigenstates of the Hamiltonian for the nuc-
leus (“structure”). We emphasise that this separation of the ingredients is only valid if both
are evaluated consistently in the same framework. Here we employ Chiral Effective Field
Theory (χEFT)—see e.g. refs. [13–16] for recent reviews—as such a framework.
In this presentation, we show that matrix elements of two-body currents can be re-
expressed as the trace of appropriately defined two-body densities with two-body-current
matrix elements. Similarly, the one-body pieces of the matrix element are expressed as
convolutions of one-body densities with the relevant one-body operator matrix elements.
Technically, what we construct should be called “transition density amplitudes” because
they describe a quantum mechanical matrix element in which the quantum numbers and
momenta of the nucleon or nucleon pair are not necessarily the same before and after the
collision. In a slight abuse of language we will, for brevity’s sake, refer to them as “transition
densities” or “densities”. These densities can be directly generated from wave functions that
are solutions of the non-relativistic Schro¨dinger equation for state-of-the-art two- and three-
nucleon interactions. They are not dependent on the particular external probe, so the
nuclear-structure piece of the calculation is factorised from the reaction mechanism.
It is hugely advantageous to strictly separate the two aspects: producing densities on
the one hand, and convoluting them with interaction kernels on the other.
Such factorisation leads to marked gains in efficiency, since the one- and two-body densit-
ies can be computed once, stored, and subsequently re-used to evaluate different observables,
see, e.g. recent work on dark-matter scattering [11]. This, the most costly part of the eval-
uation, can be done once and recycled to obtain results for a variety of elastic reactions on
the nucleus of interest. The computational effort associated with this structure piece of the
calculation increases significantly with A, but highly parallelised and optimised codes exist
that solve for the wave functions of light nuclei. With those in hand, the construction of
densities is straightforward. The evaluation of external-probe matrix elements requires only
the convolution of these densities with the appropriate interaction kernel, that encodes the
one- and two-body current operators in the momentum-spin basis.
In addition, densities can be provided in a machine-independently readable format, so
that other groups can use the nuclear structure part in a well-defined manner for the eval-
uation of arbitrary amplitudes and other processes. It is also much more reliable because
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interaction kernels can be prepared and benchmarked for several nuclei before applying
them to previously-unstudied systems, and because new densities can likewise be tested
against known processes before applying them to new reactions. Computational resources
and development can be focused on densities, which are then used in a variety of processes.
Indeed, separating the nuclear-structure information from the operators that describe the
interaction with external probes is not without precedent. An analogous strategy has been
used for many years in lattice QCD, where gauge configurations for a particular lattice and
lattice action are computed and stored. The relatively cheap evaluation of quark correlators
is then carried out separately—often for different external probes—without re-generating
the gauge configurations. Likewise, transitions using shell-model wave functions use one-
body density operators constructed from a sum of shell-model orbitals with occupancies
obtained via the diagonalisation in the model space. Those density operators can then be
contracted with a variety of operator matrix elements to yield observables; see for example
ref. [17, 18, 53] for recent applications.
Here, we will go beyond simple densities and also allow for momentum transfer into
the nuclear system. This extension is facilitated by the fact that our wave functions are
obtained by solving momentum-space Faddeev equations. Thus, in contrast to the shell-
model case, the densities we employ are defined in momentum space and are functions
of the Jacobi momenta for the three-body system, of the corresponding Faddeev angular-
momentum quantum numbers, and of momentum transfer and of energy.
We show how one- and two-body densities provide a common foundation for elastic
reactions, and illustrate their use in elastic Compton scattering as an example of the general
set-up. This process is especially well suited for our endeavour because a substantial fraction
of its typical matrix element comes from “two-body currents”. The two-body densities are
therefore key elements of our approach. Of course, amplitudes involving the trace of two-
body densities play a small but important role in processes such as electron and dark-matter
scattering too, but their contribution to Compton observables is more prominent.
In this first application, we restrict ourselves to 3He, whose one- and two-body densities
are publicly available at https://datapub.fz-juelich.de/anogga. They are defined in
momentum space, for a wide range of both cm energies and momentum-transfers, in terms
of the Jacobi momenta for the three-body system and the corresponding Faddeev angular-
momentum quantum numbers. At present, they are based on two combinations of local
NN and 3N interactions which provide sufficiently different, realistic numerical challenges:
AV18 with the Urbana-IX 3N interaction [19, 20] (AV18+UIX), which is relatively “hard”
and a popular choice for testing new methods, or the considerably softer chiral Idaho N3LO
interaction at cutoff 500 MeV [21] with the O(Q3) χEFT 3N interaction of variant “b” of
ref. [22] (Idaho N3LO+3NFb).
We check the results obtained with these densities against matrix elements which were
calculated independently using a different technique. This ensures the numerical correctness
of our ingredients and allows us to quantify the efficiency and decrease in computational
cost of the new method. Our focus is on Compton scattering off 3He, where previous
work obtained nuclear matrix elements by integrating the interaction kernel directly with
the wave function of the nucleus. In the formulation of refs. [23–27], which we now call
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the “traditional approach”, the evaluation of two-body-current matrix elements for A = 3
carried significant numerical cost: dramatically more than for A = 2, since extra integrations
over the momentum of a third nucleon were performed.
We also choose this process as a test since it has been the focus of several dedicated ex-
periments in the last decade. The High-Intensity Gamma-ray Source (HIγS) at the Triangle
Universities Nuclear Laboratory (TUNL), the Mainz Microtron (MAMI), and MAX-IV at
Lund have all investigated elastic Compton scattering from light nuclei including 6Li [28],
4He [29, 30], the deuteron [31, 32], and others [33]. Measurements on 3He are imminent
at HIγS [34] and MAMI [35]. Much of the motivation for such data is to constrain the
electromagnetic polarisabilities of the neutron [6, 36].
However, the computational cost of calculations in the “traditional” approach is prohib-
itive for all but the lightest targets on this list. The new densities-based approach opens the
way for calculations of elastic Compton scattering on 4He and beyond. Indeed, the exten-
sion from A = 2 and A = 3 to a wider range of nuclei is conceptually straightforward and
does not involve additional major computational effort—beyond that already expended by
nuclear-structure practitioners to obtain wave functions for the A-body ground state. The
computational cost of one- and two-body densities for, say, the spin-zero nuclei 4He and
12C varies by orders of magnitude, but the Compton convolutions uses the same interaction
kernels and are of comparable computational complexity.
We emphasise that our goal here is not to provide new results for 3He Compton scattering
with a better description of the Physics of the process. Rather, we aim to improve the
computational efficiency. The new approach speeds up the evaluation of Compton matrix
elements by a factor of 10 or more. This enables concomitant improvements in the numerical
accuracy: we can now include many more channels in the computation of two-body-current
matrix elements. The convergence studies presented in sect. 3.3 would come at very high
computational cost in the “traditional” approach.
The new formulation can of course be extended in various directions. In processes or
re´gimes where three- and higher-body contributions to the interaction kernel are needed,
one can employ three-, four-body, . . . , densities, although the storage required does grow
dramatically. One can also envision adding inelastic reactions and transmutations (Z altered
by reaction), like electro-disintegration, β decay, inelastic neutrino scattering, inelastic
Compton scattering, or photo-production of charged pions. In this paper, however, we
restrict ourselves to elastic reactions; and hence, for Compton scattering, to energies below
the pion-production threshold, which in practice means ω . 120 MeV.
On the other hand, the present form of the framework provides an incomplete description
at low energies, since it relies on a subset of A − 2 spectator nucleons not participating in
the reaction. This is approximately true if the energy inserted by the external probe is large
compared to the nuclear binding scale; see also sect. 2.1. The time-scale set by the interaction
kernel is then much smaller than that of the interactions which lead to nuclear binding. To
a good approximation, the probe then interacts with single nucleons or correlated nucleon
pairs, and the nuclear response is not collective. In Compton scattering, this is no longer
the case at lower energies [6, 37]; see also ref. [39]. There, “rescattering”, namely the
interaction of all A nucleons with one another between photon absorption and emission,
3
becomes an important reaction mechanism and should be added to the ones calculated
here. However, that is not the focus of this presentation. Rather we are concerned with the
efficient calculation of the non-collective contributions which dominate above about 50 MeV,
which is also where data is most likely to be taken to extract nucleon polarisabilities.
The presentation is organised as follows. Section 2 first provides an overview of the method,
and then explains how to construct the one- and two-body densities for a general elastic-
scattering reaction on 3He. Section 3 contains the premises and results of our analysis. In
sect. 3.1, we define the interaction kernels. The one-body kernels are insertions of one-
nucleon-spin operators with momentum transfer. The two-nucleon kernels are those of 3He
Compton scattering in the variant of Chiral Effective Field Theory (χEFT) with dynamical
∆(1232) degrees of freedom at next-to-next-to-leading order [N2LO, O(e2δ3)] [37, 38]. We
then discuss the amplitudes produced using one- and two-body amplitudes: choices of NN
and 3N interactions (sect. 3.2), convergence with the number of partial waves and numerical
stability (sect. 3.3), and finally comparison to the results of the previous, “traditional” ap-
proach (sect. 3.4). We provide the customary summary and outlook in sect. 4. Appendix A
comments on an error in the original implementation of the one-body Compton-scattering
kernel which does not affect the results for 3He Compton scattering reported previously,
within expected theory uncertainties. Appendix B concerns symmetries of matrix elements.
2 Defining Transition Densities
2.1 Overview
We first describe the concept, using our chosen example: Compton scattering. As mentioned
in the Introduction, one important scale is set by the time between photon emission and
photon absorption; according to the uncertainty principle, it is ∼ 1/ω. If this is much
smaller than the time-scale on which nucleons interact (rescatter) inside the nucleus, then
amplitudes can be expressed in form of an expectation value of operators acting on the
nuclear bound state wave functions [23–26]. But what is more, because the nucleus is then
“frozen in time”, the problem factorises into the Compton scattering reaction mechanism
between the photon and the n active nucleons which directly interact with it, and a backdrop
of A−n spectators which do not1. This allows us to separate the convolution into two parts:
the reaction mechanism of the Compton event which is defined by the interaction kernel
between the photon and n nucleons; and the n-body density. The latter is the probability
amplitude for the combination of n active nucleons to change quantum numbers, and thus
accounts for the presence of all A−n spectators. Figure 1 illustrates the separation, with the
interaction kernel depicted as red ellipse. We will expand on this figure in the subsequent
presentation. Figure 2 provides example contributions to one- and few-body interaction
kernels of various reactions, i.e. to the red ellipses of fig. 1.
1Note that for us, a “spectator” is every nucleon that is not involved in the interaction kernel. We do not
use that term for the “outermost” nucleon in Jacobi coordinates. Indeed, we choose it to be the spectator
to a two-body matrix element, but the active participant in the one-body matrix element; see below.
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Figure 1: (Colour on-line) Kinematics for computations and convolutions involving trans-
ition densities of a A = 3-nucleon bound-state, with their respective, pertinent quantum
numbers and momentum assignments. The sum over target/recoil isospins, T/T ′, is un-
derstood. While illustrated for Compton scattering, the assignments apply to any process
with momentum transfer ~q. Top: one-body processes; centre: two-body processes; bottom:
three-body processes (here not considered in detail).
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Figure 2: (Colour on-line) Illustrations of some contributions to interaction kernels.
Left: to the one-body kernel for form factors; centre: to the two-body kernel of pion-
photoproduction; right: to the three-body kernel of Compton scattering.
5
The one-body density (n = 1, illustrated for A = 3 in the top of fig. 1) is the transition
amplitude to find one nucleon labelled “A” with specific spin projection msA inside a nucleus
with momentum −~k, to have it absorb a momentum transfer ~q and re-arrange spin quantum
numbers, before finally being reincorporated into the A-body system in such a way that the
nucleus remains coherent and in its ground state.
Likewise, the two-body density (n = 2, centre of fig. 1 for A = 3) is the (transition)
amplitude for a two-nucleon state with total momentum ~k12, intrinsic relative momentum of
magnitude p12 and specific quantum numbers of the pair (relative to the (A−2) spectators)
to absorb a momentum transfer ~q and re-arrange its spin and angular-momentum quantum
numbers, before finally being absorbed back into the nucleus.
Few-body densities for n ≥ 3 active nucleons can also be defined as needed; see bottom of
fig. 1 for n = 3. Aside from the rescattering contributions mentioned above, most important
are however usually the one-body and two-body densities. It is a fundamental advantage of
Chiral Effective Field Theory (χEFT) that it provides a well-defined procedure to predict
such a hierarchy of n-body mechanisms [40–43]; see also refs. [13–16].
We therefore carefully discuss the generation, numerical stability and convergence of the
one- and two-body densities for the A = 3 system using 3He, opening the path towards
other applications of these, and of densities for heavier nuclei like 4He.
2.2 Kinematics and Partial-Wave Decomposition
Consider a nucleus of A nucleons which in the initial state has total angular momentum J ,
spin-projection M onto the z-axis, and isospin-projection MT (i.e. definite charge). Several
isospins T may contribute. In the 3He nucleus, for example, only states with total angular
momentum J = 1
2
and total isospin projection MT =
1
2
contribute; the dominant contribu-
tion is from the iso-doublet T = 1
2
, but isospin breaking induces small T = 3
2
components
into the 3He wave functions. A sophisticated description of nuclear processes needs to take
these into account, and ours does.
Concerning kinematics, the motion of the incident probe (the photon, in our example)
defines the z-axis, ~k = |~k| ~ez, which is also the quantisation axis for spin-projections. Scat-
tering takes place in the xz-plane, and the momentum transfer into the nucleus is ~q. We
will use the centre-of-mass (cm) frame of the probe-target system throughout, i.e. the mo-
mentum of the incident nucleus is −~k. With our choice of conventions, only three variables
suffice to characterise the process completely: the magnitude of ~k (since its direction is
fixed along the z-axis), the magnitude of ~q, and the angle between the two (since both span
the scattering plane). In our primary example, Compton scattering, the outgoing photon
momentum is ~k ′ = ~k−~q. For electromagnetic form factors, one sets ~k = ~q as the momentum
of the virtual photon in the Aγ∗ cm frame.
For A ≥ 4, several kinds of Jacobi momentum coordinates can be defined which do not
just differ by a permutation of the nucleons. Few-body wave functions are however usually
most efficiently represented in a hierarchical framework as the one shown in Figure 3.
Independently of the size of the nuclear systems, we always choose a definition that
singles out the (12) subsystem for the application of two-body operators, and the last (Ath)
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Figure 3: Jacobi coordinates of the two-, three- and four-nucleon systems, and the assign-
ments of relative momenta ~p, ~q between constituents.
nucleon for one-body operators, e.g. the third one for A = 3, or fourth for A = 4. As
traditional for Jacobi-coordinates, we call the (12) system the “innermost” pair and the
Ath nucleon the “outermost” nucleon. This terminology of course does not mean that these
nucleons are spatially nearest to or farthest from the centre of the nucleus.
We now describe in detail those kinematics and quantum numbers which are relevant
for the factorised computation. We label the momenta of the individual nucleons in the cm
frame as ~k1, ~k2, ~k3,. . . . The total momentum is of course conserved and zero, ~k+
∑A
i
~ki = 0.
For A = 3, fig. 1 summarises the pertinent variables for computations involving one-body
(top) and two-body (centre) densities, as well as for three-body densities (bottom), which
are however not required for our present purposes.
For the one-body densities, assuming that all nucleons have equal mass, the relative
momentum of the ”outermost”, active, nucleon with respect to all others is defined by
~pA =
A− 1
A
~kA − 1
A
A−1∑
i=1
~ki , (2.1)
see top of fig. 1. The relative and total pair momenta of the “innermost” pair are
~p12 =
1
2
(
~k1 − ~k2
)
, ~k12 = ~k1 + ~k2 . (2.2)
It is this “innermost” pair which we define as the “active pair” for two-body densities,
i.e. the one which interacts with the external probe; see second row of fig. 1. In the A = 3
system, which is our primary focus, the relative momentum of the third nucleon with respect
to the inner pair is
~p3 =
2
3
~k3 − 1
3
(
~k1 + ~k2
)
= ~k3 +
1
3
~k , (2.3)
which will allow us to later swap dependence on the momentum ~k3 of an individual nucleon
for dependence on the total momentum ~k of the nucleus.
We denote the 3He state of spin-projection M by |M〉, suppressing labels for the other
quantum numbers JMT and bound-state energy. This is an eigenstate of the Hamiltonian
of the nucleus at rest, and an eigenstate of both the total angular-momentum operator and
its z-component. We project this state onto a partial-wave-decomposed eigenstate of the
Jacobi momenta and spins (cf. below), defining a momentum-space wave function
ψα(p12p3) = 〈p12p3α|M〉 . (2.4)
7
This basis is parametrised by the magnitudes of the relative pair-momentum p12 and the
relative momentum p3 of the third nucleon with respect to the pair. We denote the orbital
angular momentum, spin, and isospin quantum numbers of our Jacobi-momentum basis
using the collective label α. The orbital angular momentum l12 and the spin s12 of of the
(12) subsystem combine to give j12. Similarly, l3 and s3 ≡ 12 combine to give j3. Finally,
j12 and j3 are combined into the total angular-momentum magnitude J and z-projection
M of the nucleus. The isospin t12 of the (12) subsystem and t3 ≡ 12 of the third particle are
coupled to total isospin T . Therefore, the quantum numbers summarised in α are
|α〉 = | [(l12s12)j12(l3s3)j3] JM, (t12t3)TMT 〉 . (2.5)
The Pauli principle guarantees that only states with l12 + s12 + t12 odd enter in α. As both
t12 and s12 can only have values of 0 or 1, the isospin of the (12) pair is actually set by
t12 =
1
2
[
1 + (−1)l12+s12] . (2.6)
Since we compute |M〉 using isospin-violating NN and 3N interactions, the ket is not an
eigenstate of the total isospin operator and has overlap with αs of both T = 1
2
and T = 3
2
.
On the other hand, we consider 3He states with a specific spin-projection, so only αs with
J = 1
2
and the appropriate M have a non-zero overlap in eq. (2.4).
Primed variables denote quantum numbers of the final state 〈M ′|. Thus, for example,
~k′3 is the momentum of particle 3 when it flows into the final state, and
〈α′| = 〈[(l′12s′12)j′12(l′3s′3 ≡ s3)j′3] J ′M ′, (t′12t′3 ≡ t3)T ′M ′T | . (2.7)
Although we are mainly interested in J = 1
2
and MT =
1
2
(the case of 3He) we leave both
arbitrary, so we can display how the formulae would look for an arbitrary nucleus.
In this presentation, we restrict ourselves to elastic processes, i.e. the total angular
momentum J ′ = J and isospin projection M ′T = MT are conserved. This implies that
the probe changes neither the charge of the struck nucleons, nor that of the spectators.
Therefore, the third component of isospin is conserved for all particles, mt′i = m
t
i with
i = 1, . . . , A, and for all sub-systems, e.g. mt′12 = m
t
12. However, interaction with the probe
can change isospin and the wave function of the nucleus contains components with more
than one T , so T ′ 6= T is allowed in the densities. Whereas fermions remain fermions
(t′3 = t3 =
1
2
), the isospin t12 of a fermion-pair can be changed by interaction with the
probe. The extension to include transmutation and charge-transfer reactions (J ′ 6= J and/or
M ′T 6= MT , i.e. mt′i 6= mti for some nucleon(s) i), like charged-pion photoproduction, β-decay
or inelastic neutrino scattering, is straightforward and left to a future publication.
While J ′ is identical to its unprimed counterpart, we decide to keep its prime for out-
states. Likewise, we keep the quantum numbers s3 =
1
2
and t3 =
1
2
explicit. Both choices
make it easier to track which spins and isospins are coupled. We do however replace mt′3 by
mt3, and m
t′
12 by m
t
12.
Finally, we point out that the state |M〉 must be multiplied by an eigenstate of the
nuclear cm momentum operator, to give the momentum of the incoming and outgoing
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states (−~k and −~k′ = ~q−~k). Since in non-relativistic systems, this results only in an overall
momentum-conserving δ(3)(~k − ~k ′ − ~q) = δ(3)(~k′1 + ~k′2 + ~k′3 − ~k1 − ~k2 − ~k3 − ~q), we do not
include the momentum wave functions explicitly in what follows.
2.3 The One-Body Density
We first consider one-body densities. We define the nucleon which interacts with the probe
to be the “outermost” one—the one with index 3 in the three-body system that we focus
on; see fig. 1. Since we represent the nucleon as an iso-doublet consisting of the proton and
neutron, the expectation values when the photon strikes the other two nucleons are identical
and do not need to be calculated explicitly.
We start with a definition of the relevant operator and matrix element in a basis of
single-nucleon momentum, spin, and isospin states:
〈~k′3|〈s3ms′3 |〈t3mt′3 |Oˆ3(~k, ~q)|t3mt3〉|s3ms3〉|~k3〉
≡ δmt′3mt3 δ(3)(~k′3 − ~k3 − ~q) O3(ms′3ms3mt3;~k3;~k, ~q) ,
(2.8)
where ~k3 and ~k
′
3 are the third nucleon’s incoming and outgoing momenta. Here, the probe
does not change the charge of the struck nucleon, mt′3 = m
t
3. The nucleon-spin components
are not necessarily conserved for spin-dependent interactions.
In this form, the probe’s cm momentum ~k and the momentum-transfer ~q are external
parameters. Momentum conservation separates off the δ-distribution in ~k ′3 − ~k3 − ~q. For
many applications, the operators do not explicitly depend on ~k3, so that the frame used for
the calculation does not matter as we will see below. But one complication that arises in
Compton scattering in χEFT at NLO and beyond is that OA explicitly depends on the single-
nucleon momentum ~kA. In a few- or many-body system, this will lead to a dependence on
the relative momentum ~pA with respect to non-participating nucleons. Such effects depend
on the nucleus and appear whenever boost corrections from the cm frame of the nucleus
to the frame of the active (struck) nucleon must be considered. Therefore, we multipole-
expand the ~k3-dependence of the spin-isospin matrix elements in spherical coordinates up
to multipolarity Kmax:
O3(m
s ′
3 m
s
3m
t
3;
~k3;~k, ~q) ≡
Kmax∑
K=0
K∑
κ=−K
√
4pi
2K + 1
(k3)
K YKκ(kˆ3) O˜3(m
s ′
3 m
s
3m
t
3;Kκ;
~k, ~q) , (2.9)
where kˆ is the unit vector (angular dependence) of ~k. The prefactors guarantee that O˜3 and
O3 are identical for ~k3-independent operators or for K = 0. In Compton scattering, up to
the order to which we work in χEFT, it suffices to consider at most a linear dependence of
the operator on the nucleon momentum. Thus we have, so far, only calculated one-body
densities up to Kmax = 1.
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Let us, for concreteness, continue with 3He. Its matrix element is written as
〈M ′ | Oˆ3(~k, ~q) |M 〉 =
∑
αα′
∫
dp12 p
2
12 dp3 p
2
3 dp
′
12 p
′ 2
12 dp
′
3 p
′ 2
3 ψ
†
α′(p
′
12p
′
3)ψα(p12p3)
× 〈 p′12p′3 [(l′12s′12)j′12(l′3s3)j′3] J ′M ′(t′12t3)T ′MT ∣∣ Oˆ3(~k, ~q)∣∣ p12p3 [(l12s12)j12(l3s3)j3] JM(t12t3)TMT〉 .
(2.10)
Now, the matrix elements 〈α′|Oˆ3|α〉 enter, as well as the partial-wave momentum-space
wave function ψα(p12p3) of
3He. Using Clebsch-Gordan coefficients 〈j1j2m1m2|jm〉 in the
convention of refs. [44, 45], one can explicitly decompose α so as to separate the spin-isospin
quantum numbers of the pair from those of the third nucleon:
〈M ′ | Oˆ3(~k, ~q) |M 〉 =∑
α
∫
dp12 p
2
12
∫
dp3 p
2
3
∑
α′
∫
dp′12 p
′ 2
12
∫
dp′3 p
′ 2
3 ψα′(p
′
12p
′
3) ψα(p12p3)
×
∑
m3mt3
〈j12j3(M −m3)m3|JM〉〈t12t3(MT −mt3)mt3|TMT 〉
×
∑
m′3
〈j′12j′3(M ′ −m′3)m′3|J ′M ′〉〈t′12t3(MT −mt3)mt3|T ′MT 〉
× 〈 p′12(l′12s′12)j′12(M ′ −m′3), t′12(MT −mt3) | p12(l12s12)j12(M −m3), t12(MT −mt3) 〉
× 〈 p′3(l′3s3)j′3m′3, t3mt3 | Oˆ3(~k, ~q) | p3(l3s3)j3m3, t3mt3 〉 .
(2.11)
Here and from now on, we directly impose the identities for spin-projections, M = m3+m12,
MT = m
t
3 + m
t
12 etc. The part relating to the (12) subsystem of spectators just gives the
usual δ-distributions and a set of Kronecker-δs in the quantum numbers of that subsystem.
The matrix element on the last line of eq. (2.11) also contains a momentum-conserving
δ-distribution—see eq. (2.8). We determine it using (2.3) and a corresponding relation
for the primed momenta. This can be used to eliminate explicit dependence on ~k3 in
favour of dependence on the cm momentum ~k of the nucleus. The momentum-conserving
δ-distribution of the operator is then
δ(3)(~k ′3 − ~k3 − ~q) = δ(3)(~p ′3 − ~p3 −
2
3
~q) . (2.12)
For the explicit evaluation of the matrix element and this δ-distribution, we insert the solid
angle pˆ3 of the third particle’s momentum over which we need to integrate and introduce the
three-momentum ~p3 = p3 pˆ3. The spherical harmonics then depend on the angles ~p3 +
2
3
~q
∧
and ~p3 − 13~k
∧
of linear combinations of the three-vectors ~p3, ~q and ~k. The wave-function
overlap also needs to be evaluated at a shifted momentum magnitude
∣∣~p3 + 23~q∣∣.
Inserting eqs. (2.8) and (2.9) into (2.11) gives the complete expression for the matrix
element and thus the starting point for computations in the “traditional” approach. What
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is novel now, is the recognition that the sums over quantum numbers can be factorised. The
full matrix element can thus be written as:
〈M ′ | Oˆ3(~k, ~q) |M 〉 =
Kmax∑
K=0
K∑
κ=−K
∑
ms′3 m
s
3
mt3
O˜3(m
s′
3m
s
3,m
t
3;Kκ;
~k, ~q) ρ
Kκ;mt3MT ,M
′M
ms′3 m
s
3
(~k, ~q) , (2.13)
where we define the one-body (transition) density as those terms which only contain quantum
numbers that are not involved in the interaction:
ρ
Kκ;mt3MT ,M
′M
ms′3 m
s
3
(~k, ~q) :=
∑
α
∫
dp12 p
2
12
∫
dp3 p
2
3
∑
α′
δj12j′12δl12l′12δs12s′12δt12t′12δMTM ′T
×
∑
m3
〈j12j′3(M −m3)(M ′ −M +m3)|J ′M ′〉〈t12t3(MT −mt3)mt3|T ′MT 〉
× 〈j12j3(M −m3)m3|JM〉〈t12t3(MT −mt3)mt3|TMT 〉
× 〈l′3s3(M ′ −M +m3 −ms′3 )ms′3 |j′3(M ′ −M +m3)〉〈l3s3(m3 −ms3)ms3|j3m3〉
×
∫
dpˆ3 Y
†
l′3(M ′−M+m3−ms′3 )(~p3 +
2
3
~q
∧
) Yl3(m3−ms3)(pˆ3)
×
√
4pi
2K + 1
∣∣~p3 − 13~k∣∣K YKκ(~p3 − 13~k∧) ψ†α′(p12∣∣~p3 + 23~q∣∣) ψα(p12p3) .
(2.14)
This convolution of operator matrix elements with the one-body density in (2.13) does not
involve a sum over all the quantum numbers {j3l3ml3m3} of the active nucleon, but only over
ms3. For the frequently-met case of K = 0, the density also does not explicitly depend on
the momentum −~k of the nucleus. Thus it is independent of the frame chosen and depends
only on the momentum transfer ~q.
This density is independent of the operator O3 and so allows the evaluation of pertinent
expectation values for any amplitude given by such a one-body expectation value. The
structure derived here thus applies not only to Compton scattering, but also to many other
reactions involving external probes. Such a separation can of course be done for any nucleus
A, and is certainly feasible today for 4He and for p-shell nuclei in the No-Core Shell Model.
Once a nuclear-structure calculation has been performed, the one-body transition densities
ρ
Kk;mt3MT ,M
′M
ms′3 m
s
3
(~k, ~q) can be calculated and results for processes involving external probes can
be generalised to more complex nuclei, without changing the reaction-dependent matrix
elements O˜A. In this sense, the two parts factorise.
As an example of the convolution of one-body operators with one-body densities, we
consider their normalisation, which is actually imposed by normalising the 3He wave function
to unity. At zero energy and momentum transfer with K = κ = 0, inserting the following
operator for O˜3 therefore just counts the number of protons or neutrons in the target:
N3(m
s′
3m
s
3,m
t
3;Kκ;
~k, ~q) := 3 δK0 δκ0 δms′3 ms3
×
{
δmt3, 12
for protons
δmt3,− 12 for neutrons
, (2.15)
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where the symmetry factor of 3 (counting the indistinguishable, “active” nucleons) is re-
placed by A in arbitrary nuclei. Summing this operator over the single-nucleon isospins mt3
counts the number A of nucleons. For the one-body density of 3He, one should therefore
find at zero momentum transfer:
2δM ′M
!
= 3
∑
ms3
ρ
(K=0)(κ=0);(mt3=+
1
2
)(MT=
1
2
),M ′M
ms3m
s
3
(~k, ~q = 0)
δM ′M
!
= 3
∑
ms3
ρ
(K=0)(κ=0);(mt3=− 12 )(MT= 12 ),M ′M
ms3m
s
3
(~k, ~q = 0) .
(2.16)
With this normalisation, one-body densities are dimensionless.
However, is normalised using the overlap with the corresponding Faddeev components
ψα(p12p3) inside
3He. That partial-wave expansion in quantum numbers α does usually con-
verge fast, but is of course truncated. Thus, the norm of the wave function is in practice not
exactly one, but approaches one from below, and the difference quantifies the contribution of
the missing partial waves. For computed densities, eq. (2.16) therefore gives results which
are slightly smaller than 2 or 1, respectively. This is actually a better choice for matrix
elements of short- or pion-range operators since it ensures a more accurate normalisation
of lower partial waves. If one were to set the norm of the truncated wave function to unity,
contributions from the partial waves that are actually included would be artificially over-
emphasised, distorting the results. We will discuss the numerical deviation from the ideal
normalisation in sect. 3.3.1.
Storing one-body densities is quite cheap. For each set of kinematics (~q) and for a general
spin-J nucleus with isospin-projection MT , there are 2J + 1 total-spin projections M,M
′
for both the incident and outgoing nucleons, 2 spin-projections ms3 = ±12 for the active
nucleon both before and after the interaction, 2 isospin-projections mt3 = m
t′
3 = ±12 , and up
to (Kmax + 1)
2 entries when the kernel needs to be multipole-expanded up to Kmax powers
of ~k. Thus, not accounting for symmetries or trivial zeroes, each nucleus needs file space
for at most 8(Kmax + 1)
2 (2J + 1)2 numbers per kinematic point. This is just 128 entries for
3He Compton scattering with up-to-linear boost effects, or a few kilobytes.
2.4 The Two-Body Density
We now turn to contributions with n = 2 “active” nucleons. In our convention, these only
involve quantum numbers and momenta of the two “innermost” nucleons, labelled 1 and 2;
see the central diagram of fig. 1 for the relevant kinematics and quantum numbers. Since
we treat the the nucleons in the nucleus as identical, the other pairs contribute equally and
do not need to be considered explicitly. In Compton scattering, this kernel parametrises
the interaction of both photons with irreducible two-nucleon currents mediated by charged
pions; see fig. 4.
The matrix elements of the two-nucleon operators have the form
〈~p′12~k ′12|〈s′12ms′12|〈t′12mt′12|Oˆ12(~k, ~q)|t12mt12〉|s12ms12〉|~p12~k12〉
= δ(3)(~k ′12 − ~k12 − ~q) O12(s′12t′12ms′12s12t12ms12mt12; ~p′12, ~p12;~k, ~q) ,
(2.17)
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which explicitly separates out the momentum-conserving δ-distribution involving the total
incoming ~k12 and outgoing pair momentum ~k
′
12. This operator depends on the spin s12 and
isospin t12 of the pair, on their third components m
s
12 and m
t
12, and on the third component
m12 of its total angular momentum j12. Besides the photon momenta, it involves the relative
momenta ~p12 and ~p
′
12 of the in- and outgoing pair. Remember that we exclude charge-transfer
or transmutation, i.e. impose mt′12 = m
t
12 and M
′
T = MT .
The two-nucleon operator is usually represented in terms of two-nucleon partial-wave
states with quantum numbers
|α12〉 = |(l12s12)j12m12, t12mt12〉 . (2.18)
If we now restrict ourselves to the case that O12 only depends on the momentum-transfer
~q, but not on ~k (see below), we write it as:
〈α′12~k ′12|Oˆ12|α12~k12〉 = δmt′12mt12 δ(3)(~k ′12 − ~k12 − ~q)
×
∑
ms12m
s′
12
〈l12s12(m12 −ms12)ms12|j12m12〉〈l′12s′12(m′12 −ms′12)ms′12|j′12m′12〉
×
∫
dpˆ′12 dpˆ12 Y
†
l′12(m
′
12−ms′12)(pˆ
′
12) Yl12(m12−ms12)(pˆ12)
×O12(s′12t′12ms′12s12t12ms12mt12; ~p ′12, ~p12; ~q)
≡ δmt′12mt12 δ(3)(~k ′12 − ~k12 − ~q) O
α′12α12
12 (p
′
12, p12) .
(2.19)
This must be embedded into the three-nucleon space, just like the one-body operator. Ex-
pressed in terms of the spectator momentum, the δ-distribution of the two-nucleon operator
takes the form δ(3)(~p3 − ~p ′3 − 13 ~q). It is then easy to rewrite the matrix element of Oˆ12. As
for the one-body operator, we introduce an angular integration, evaluate the δ-distribution
of the spectator’s three-momentum ~p ′3 = p
′
3pˆ
′
3, and arrive at a lengthy expression used in
the “traditional” approach. As in the one-body case, the new method uses the fact that its
sums over quantum numbers factorise, so that we re-arrange the matrix element as:
〈M ′ |Oˆ12|M 〉 ≡
∑
α′12,α12
∫
dp12 p
2
12 dp
′
12 p
′ 2
12 O
α′12α12
12 (p
′
12, p12) ρ
MT ,M
′M
α′12 α12
(p′12, p12; ~q) , (2.20)
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where we define the two-body (transition) density as:
ρMT ,M
′M
α′12 α12
(p′12,p12; ~q) :=∑
α′(α′12)α(α12)
〈j12j3m12(M −m12)|JM〉〈j′12j′3m′12(M ′ −m′12)|J ′M ′〉
× 〈t12t3mt12(MT −mt12)|TMT 〉〈t′12t3mt12(MT −mt12)|T ′MT 〉
×
∫
dp′3 p
′ 2
3
∫
dpˆ′3 ψ
†
α′(p
′
12p
′
3)ψα(p12
∣∣~p ′3 + 13~q∣∣)
×
∑
ms3
Y †l′3(M ′−m′12−ms3)(pˆ
′
3) Yl3(M−m12−ms3)(~p
′
3 +
1
3
~q
∧
)
× 〈l3s3(M −m12 −ms3)ms3|j3(M −m12)〉
× 〈l′3s3(M ′ −m′12 −ms3)ms3|j′3(M ′ −m′12)〉 .
(2.21)
Here, α(α12) is the set of quantum numbers α which characterise the system, for a given set
of quantum numbers α12 in the (12) subsystem, defined in eq. (2.18). As in the one-body
case, the wave functions only enter the final answer through the density. Equations (2.20)
and (2.21) make it manifest that not all of the wave function is needed to evaluate the two-
body contribution to the matrix element; the relevant numbers are instead the densities
ρMT ,M
′M
α′12 α12
(p′12, p12; ~q). Once these are known for a particular wave function, evaluating the
two-body piece of the Compton amplitude is quite rapid; see discussion in sects. 3.3 and 3.4.
Note that it was not necessary to specify a specific reference frame for the definition of
the two-body density since it only depends on the momentum transfer. This would not have
been the case, if matrix elements of Oˆ12 in eq. (2.19) also would depend on ~k12. An extension
to include such boost effects using a multipole expansion analogous to the one-body case of
eq. (2.9) is straightforward but not implemented in our present file format.
We see again that the production of two-body densities and their convolution with the
two-body kernel factorise, and that the two-body densities can be used quite generally
to evaluate matrix elements involving external probes (for now without charge-transfer
reactions or boost effects).
The normalisation of the wave function requires the trace of the two-body density to be
given by
δMM ′
!
=
∑
α12
∫
dp12 p
2
12 ρ
MT ,M
′M
α12 α12
(p12, p12; ~q = 0) , (2.22)
and two-body densities carry units of fm3. In practice, the norm is not strictly one but
slightly smaller, for the same reasons discussed after the definition of the one-body normal-
isation in eq. (2.16).
We close this section by discussing storage for two-body densities. One- and few-body
densities all depend of course on the kinematics ~q as well as the spin and isospin of the
nucleus itself (and (Kκ) if so desired). However, the file-size of two-body densities is much
larger than for one-body densities. First, two-body densities are subject to a much wider
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range of quantum numbers of the (12) sub-system. Recall from eq. (2.18) that α12 =
[(l12s12)j12m12, t12m
t
12] and analogously for α
′
12, where s12 ∈ {0; 1}, l12 ∈ {|j12−s12|, . . . , j12+
s12}, t12 ∈ {0; 1}, and j12 goes up to a value which determines the numerical accuracy and
the convergence of the computation; see discussion in sect. 3.3.2. The combinations to be
stored are of course reduced by constraints on isospin and angular-momentum couplings
to fit the quantum numbers of the target, but even so, there are many more than the
corresponding eight quantum-number combinations (ms′3m
s
3m
t
3) for a one-body density.
However, particularly costly is a sufficiently dense grid of momenta (p′12, p12) for the
two-body density, such that the integration in eq. (2.20) can be performed with sufficient
accuracy; for further discussion see sect. 3.4.2. Thus, even with very good compression
methods (hdf5 format), two-body densities for 3He reach about 10 MB per probe energy
and angle for j12 ≤ 1, about 100 MB for j12 ≤ 2, about 250 MB for j12 ≤ 3, about 750 MB
for j12 ≤ 4, and some 1, 400 MB for j12 ≤ 5. These sizes are not exorbitant but can pose
storage and memory issues in bulk computations. Files would be reduced to half or quarter
of the quoted sizes by taking advantages of symmetry relations; see sect. 2.5.
One should mention that, while the number of allowed quantum numbers can vary quite
a bit from nucleus to nucleus, the size of the integration grid for a given accuracy is much less
variable. That may lead to an amusing situation in which the computation of a two-nucleon
density for the spin-0 nucleus 12C is considerably more involved than that of, say, a spin-1
2
system like 7Li—but the storage needed for 12C is actually quite a bit smaller. Computing
two-body densities scales with powers of A, but storing scales with powers of J .
2.5 Symmetries of Few-Body Densities
As the densities are generated from strong and electromagnetic interactions, they are time-
reversal invariant. Under this symmetry, states in which angular momenta are coupled to a
total j and projection mj transform as [44]
T |j,mj〉 = (−1)j+mj |j,−mj〉 . (2.23)
Likewise, when an operator T is multipole-expanded into angular momentum (LM), time-
reversal invariance requires (cf. properties of spherical harmonics)
TL,−M = (−1)M T †LM . (2.24)
As this symmetry will also be exploited in eq. (3.11) for two-body Compton matrix elements,
we note that photon helicity states transform thus as
T |λ〉 = (−1)λ | − λ〉 . (2.25)
These symmetries imply that one-body densities for arbitrary-spin targets J = J ′ fulfil
an exact relation when the sign of all spin-projection quantum numbers is reversed:
ρ
K(−κ);mt3MT ,(−M ′)(−M)
(−ms′3 ) (−ms3) (
~k, ~q) = (−1)(M ′−M)+(ms′3 −ms3)+κ ρKκ;mt3MT ,M ′Mms′3 ms3 (~k, ~q) . (2.26)
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This cuts in half the number of one-body densities which need to be computed, and hence
the computational effort and the storage requirement—albeit the latter is not a big deal for
one-body densities.
Similarly, two-body densities obey (we do not consider multipole expansions in ~k12):
ρ
MT ,(−M ′)(−M)
α′12(−m′12)α12(−m12)(p
′
12, p12; ~q)
= (−1)(M ′−M)+j′12+j12+(m′12−m12)+l′12+l12 ρMT ,M ′Mα′12(m12)α12(m12)(p
′
12, p12; ~q) ,
(2.27)
where α12(−m12) is α12 of eq. (2.18) with the sign of m12 reversed.
The two-body densities have another symmetry, which guarantees that matrix elements
generated from it are Hermitean, namely the interchange of primed (outgoing) and unprimed
(incoming) quantum numbers and momenta:
ρMT ,MM
′
α12 α′12
(p12, p
′
12; ~q) = (−1)l
′
12+l12 ρMT ,M
′M
α′12 α12
(p′12, p12; ~q) . (2.28)
To derive it, we first use the fact that the densities are real because there are no open
channels, and take the complex conjugate on both sides. Then, we shift the integration
variable in eq. (2.21), adjusting ~p ′3 to ~p
′
3 − ~q6 , so that the integral over ~p ′3 is manifestly
symmetric under ~q → −~q. After exchanging all primed and unprimed variables, except for
the integration variable ~p ′3, the expression contains the integral∫
dp′3 p
′ 2
3
∫
dpˆ′3 ψα(p12
∣∣~p ′3 − 16~q∣∣) ψ†α′(p′12∣∣~p ′3 + 16~q∣∣)
× Yl3(M−m12−ms3)(~p ′3 − 16~q
∧
) Y †l′3(M ′−m′12−ms3)(~p
′
3 +
1
6
~q
∧
) .
(2.29)
Changing integration variable once again, ~p ′3 → −~p ′3, and using the parity of the spherical
harmonics, Ylm(Ω) = (−1)l Ylm(−Ω), to reverse their arguments, reveals that this is the
same integral as in eq. (2.21), but with pre-factor (−1)l3+l′3 . Since the parity of the ground
state of the nucleus is unchanged by the reaction, we use (−1)l3+l12 = (−1)l′3+l′12 to arrive
at the identity (2.28). For one-body densities, there is no similarly simple relation under
interchange of incoming and outgoing states. at first, one proceeds as above, but the sum
over quantum numbers α in eq. (2.14) contains now terms with different parities (−1)l3+l′3 .
We close with two notes. First, other variants of these equations can be written, but
they reduce to the above when one uses that t′12 + l
′
12 + s
′
12 and t12 + l12 + s12 must be odd
(Pauli principle); that both l12 + l3 and l
′
12 + l
′
3 are either even or odd (parity of state);
and that all these quantum numbers are integers. Second, as exemplified in the argument
that justifies eq. (2.28), in the presence of open thresholds the symmetry relations of this
section would include complex conjugation. However, we have omitted complex conjugation
in the versions we write here, instead presenting them for the purely real densities we have
computed: there are no open channels in our calculation.
16
3 Convergence and Comparisons
We now provide evidence that the new method speeds up the calculation of matrix elements;
that its results converge numerically; and that the converged results agree and indeed im-
prove both numerically and in efficiency over those of the “traditional” approach. To that
end, we consider in detail matrix elements which enter in Compton scattering on 3He in the
χEFT calculation, the specifics of which are not especially relevant in the present context.
We only use this particular process to illustrate and benchmark the method.
3.1 Matrix Elements for Elastic Compton Scattering
3.1.1 Target Matrix Elements
The matrix element of the γ3He amplitude depends on the spin projections M and M ′
of the incoming and outgoing nucleus onto the z-axis and on the helicities λ and λ′ of the
incident and outgoing photons with polarisations ~ and ~ ′, respectively. Using permutations,
symmetries and the same notation as in sects. 3.1.2 and 3.1.3, it is:
AM
′λ′
Mλ (
~k, ~q) = 3 〈M ′|
[
Oˆλ
′λ
3 (
~k, ~q) + Oˆλ
′λ
12 (
~k, ~q)
]
|M〉 , (3.1)
where the symmetry factor arises again because either of A = 3 indistinguishable nucleons,
or either of
(
A=3
2
)
= 3 indistinguishable nucleon-pairs can be struck.
The amplitude is evaluated in the cm frame of the photon-nucleus system, where no
energy is transferred. In Compton scattering, the incident-probe momentum ~k and the 4-
momentum-transfer qµ = (q0, ~q) which we used to characterise the transition densities are
traditionally replaced by the energy of both incident and outgoing photon, ω = |~k| = |~k ′|
(q0 ≡ 0) and by the scattering angle θ for the outgoing photon:
cos θ = 1 +
q2
2ω2
. (3.2)
From now on, we therefore discuss results using the variables (ω, θ) of the cm frame.
3.1.2 One-Body Operators
In the cm frame of the photon-nucleon collision, the amplitude for Compton scattering from
a single nucleon is parametrised by a basis of six operators, each of which is multiplied by an
“invariant function” Ai, i = 1, . . . , 6. These depend on the photon energy ω and scattering
angle θ = arccos(kˆ · kˆ′), as well as the struck nucleon’s isospin. The object traditionally
labelled T (ω, cos θ) in the Compton literature is, in the notation for one-body amplitudes
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established in sect. 2.3:
Oλ
′λ
3 (m
s′
3m
s
3m
t ′
3m
t
3;
~k, ~q = ~k − ~k ′) =
δmt3mt ′3 〈ms′3 |
[
A1(ω, cos θ) (~
′† · ~) + A2(ω, cos θ) (~ ′† · kˆ) (~ · kˆ′)
+ iA3(ω, cos θ) ~σ ·
(
~ ′† × ~ )+ iA4(ω, cos θ) ~σ · (kˆ′ × kˆ) (~ ′† · ~)
+ iA5(ω, cos θ) ~σ ·
[(
~ ′† × kˆ
)
(~ · kˆ′)−
(
~× kˆ′
)
(~ ′† · kˆ)
]
+ iA6(ω, cos θ) ~σ ·
[(
~ ′† × kˆ′
)
(~ · kˆ′)−
(
~× kˆ
)
(~ ′† · kˆ)
] ]
|ms3〉 .
(3.3)
The Kronecker-δ ensures charge conservation in electromagnetic interactions.
Upon inspection of eq. (3.3), one infers that, for given photon kinematics, the only
independent matrix elements that actually need to be computed to reconstruct the one-
body density are those of the spin-space operators which act only a single nucleon N:
σ(N)µ := (σ
(N)
0 ≡ 1(N), σ(N)x , σ(N)y , σ(N)z ) . (3.4)
Therefore, the analysis of sect. 3 compares one-body matrix elements with insertions of
these spin operators between 3He states with momentum transfer ~q and no dependence on
~k (i.e. multipolarity K = κ = 0):
AM
′
M (σ
(N)
µ ; ~q) := 〈M ′|3σ(N)µ |M〉 , (3.5)
where we inserted again a factor of 3 because the nucleons inside the A = 3 nucleus are
indistinguishable. For the µ = 0 component, this is just the matrix element of the nucleon-
number operator N3 of eq. (2.15) for the normalisation of the one-body density in eq. (2.16):
AM
′
M (σ
(N)
0 ; ~q) ≡ 〈M ′|3σ(N)0 |M〉 ≡ 3
∑
ms3
ρ
(K=0)(κ=0);(mt3=− 12 )(MT= 12 ),M ′M
ms3m
s
3
(~k, ~q) . (3.6)
Strictly speaking, the matrix elements of the spin-insertions are not independent, but
are related by rotations (and boosts), and by time reversal as discussed in app. B.
3.1.3 Two-Body Operators
The one-body case focused on the 8 insertion operators σ
(N)
µ . In the two-body case, we
would face 16 two-nucleon combinations of nucleon-1-times-nucleon-2 spin-space operators
{1, ~σ1} ⊗ {1, ~σ2} = 1⊕ ~σ1 · ~σ2 ⊕ ~σ1 ⊕ ~σ2 ⊕
[
~σ1 × ~σ2
]
⊕
[
σi1σ
j
2 −
1
3
δij~σ1 ◦ ~σ2
]
(3.7)
times 4 initial- and final-state combinations of the 3He spin, for each isospin (t12,m
t
12) of
the pair. The analogous study would provide an overabundance of detail, in particular since
it will turn out that in Compton scattering, significant two-body contributions enter only
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in matrix elements M ′ = M which do not change the 3He spin. Instead, we simply discuss
results for the entire O(e2δ2) two-body operator, i.e. for the matrix elements AM ′,λ′M,λ (~k, ~q)
characterised by the helicities λ, λ′ of the incoming and outgoing photons.
In Compton scattering, the first nonzero contributions to the two-body kernel in χEFT
enters at N2LO [O(e2δ2)], when both photons couple to the same charged pion-exchange
current, see fig. 4. They were first computed in ref. [37], where full expressions can be found,
and were also used in all subsequent 3He publications [23–27]. All these two-body diagrams
only contribute for np pairs, i.e. they all contain an isospin factor of τ (1) · τ (2) − τ (1)z τ (2)z .
However, one distinction between 3He and the deuteron is that for A = 3, pairs with both
isospin t12 = 0 and 1 must be counted, so the summation over quantum numbers of the
(12) subsystem is different. There are no two-body corrections at O(e2δ3) [N3LO], even
when the ∆(1232) excitation is treated as an explicit degree of freedom. Finally, we list the
values of the parameters of the interaction kernels in Compton scattering on the deuteron
and 3He [6, 23–27, 46]. Since the photons couple only to the charged component of the
pion-exchange currents, we use the charged-pion mass mpi = 139.6 MeV. The pion-decay
constant is fpi = 92.42 MeV; the pion-nucleon coupling gA = 1.267; the fine structure
constant αEM =
1
137.036
; and 1 = ~c = 197.327 MeV fm.
Figure 4: (Colour online) The Compton kernel for two-body contributions at N2LO
[O(e2δ2)]; crossed and permuted diagrams not displayed.
3.2 Choices: Interactions, Kinematic Range and Criteria
We choose two sets of 2N and 3N interactions to generate the one- and two-body densities
(and the wave functions for the “traditional” approach). The AV18 NN model interac-
tion [19], supplemented by the Urbana-IX 3N interaction (3NI) [20], is relatively “hard”
and thus numerically often somewhat more challenging, while concurrently being local in
coordinate space, so that a wide variety of computational approaches can be employed.
This makes it a popular choice for testing new methods. In contradistinction, the chiral
Idaho N3LO interaction for the 2N system at cutoff 500 MeV [21] with the O(Q3) χEFT 3N
interaction in variant “b” of ref. [22], is also local but considerably softer. Both capture the
correct long-distance physics of one-pion exchange and reproduce both the NN scattering
data and the experimental value of the triton and 3He binding energies well.
These are of course only two out of a number of modern, sophisticated potentials. For
the purpose of this presentation, our choice is dictated by the fact that both are already
available in the “traditional” code, so that they happen to be the ones most used in 3He
Compton scattering [23–27]. In sect. 3.4, we will thus also be able to compare the results of
19
the “traditional” and “density” approach. We believe that they provide sufficiently different,
realistic numerical challenges.
As discussed in the Introduction and sect. 2.1, we concentrate on energies 50 MeV .
ω . 120 MeV, well below the pion-production threshold, where rescattering effects are
small and where experiments are most likely to be conducted, see also detailed discussions
in refs. [6, 27]. In this range, extremes of energies and angles are of particular interest. At
forward angles, momentum transfers are small, and one is more sensitive to components of
the densities or wave functions which are nearly diagonal, M ′ = M . Matrix elements at back-
angles (large momentum transfers) tend to be more sensitive to off-diagonal components.
Smaller energies probe long-range components, while higher energies are more sensitive to
short-distance pieces of the wave function and the “softness” of the NN interactions. On
the other hand, one should avoid the special symmetries which dominate the cross sections
at 0◦ and 180◦. We therefore illustrate our results for two extreme (but not too extreme)
choices: (ω = 50 MeV, θ = 30◦), where the momentum transfer is according to eq. (3.2)
given by
√−q2 = √2ω2(1− cos θ) = 25.9 MeV; and (ω = 120 MeV, θ = 165◦), where√−q2 = 237.9 MeV. Results at other energies and angles do not change our conclusions.
We use two convergence and comparison criteria: the magnitude of the relative deviation
for a given matrix element (M ′M) at fixed energy, angle and operator identifier β:
|∆AM ′M (β;~k, ~q)|
|AM ′M (β;~k, ~q)|
; (3.8)
and the size of the deviation of that matrix element relative to the largest of all magnitudes
of the matrix elements at the same energy and angle, over a set of spin projections and
operator identifiers:
|∆AM ′M (β;~k, ~q)|
max
{M ′,M ;β}
|AM ′M (β;~k, ~q)|
. (3.9)
For one-body matrix elements, β is both the label µ and the particle identifier of the spin
matrix σ
(N)
µ ; for two-body densities, it is the set of photon helicities (λ′, λ) in the Compton
kernel.
Finally, while details of runtimes to produce one- and two-body densities are of course
highly dependent on processor and motherboard, we report them based on our experience on
the Jureca cluster of the Ju¨lich Supercomputing Centre (Ju¨lich, Germany). The runtime
magnitudes quoted for the “traditional” approach and for the convolution step of the density
approach were found on a single core of a typical 7th-generation i7-4770 with 8 cores at
3.4GHz. Ratios of runtimes should be fairly processor-independent.
3.3 Convergence of Matrix Elements in the Densities Method
The results we now present are fully converged in the radial and angular integrations, to
a relative deviation of better than 10−4. We therefore consider now the more interesting
question of convergence with respect to the number of partial waves.
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First, though, we notice that the A = 3 system is a special case. One can consider
convergence with respect to the total angular momentum j12 of the pair, or with respect
to j3, that of the “outermost” nucleon. The two criteria are however not interchangeable.
Specifying the quantum numbers and momenta of the (12) pair and of the nucleus as a
whole determines a range of quantum numbers of the third nucleon, but not a unique value.
Imposing a maximum j12 or j3 leads therefore to differently truncated model spaces, but
both do of course converge to the same value as more partial waves are included. We choose
to examine convergence in j12 for both one- and two-body matrix elements.
These convergence studies on 3He also provide experience for upcoming, more computa-
tionally intensive computations. In 4He and heavier nuclei, convergence of matrix elements
is potentially more naturally discussed using the total angular momentum of the system of
“active” nucleons. That is still j12 for two-body densities, and j1...n for the “active” (1 . . . n)
system (n > 1). For one-body matrix elements, on the other hand, one would consider jA
of the “active” nucleon, and not j1...(A−1) → j12 as we do for A = 3.
3.3.1 Convergence of One-Body Matrix Elements
We first turn to the results for the one-body densities in 3He. Here, j12 is the relative total
angular momentum between the spectators of the Compton process. We use a sequence
j12 ≤ 1, 2, 3, 4, 5, for which typical runtimes to produce the one-body densities increase with
the square of the number of channels α12 probed. Therefore, compared to the production
time for a density with j12 ≤ 1, one with j12 . 2 takes about 4 times as long; 7 times for
j12 . 3; 14 times for j12 . 4; and 20 times for j12 . 5, not accounting for I/O time. With
densities in hand, computing the matrix elements of σ
(N)
µ , eq. (3.5), in the 3He ground state
only involves summations over quantum numbers and is therefore nearly instantaneous. As
σy is imaginary in our representation, we show the matrix elements for iσy, which are real.
As discussed in sects. 2.3 and 3.1.2, the matrix elements are normalised following eq. (2.16)
such that an insertion of 3σ
(p)
0 (3σ
(n)
0 ) at ω = 0 simply counts the number of protons (neut-
rons) in the target, i.e. the result should be 2δM ′M (δM ′M). These relations are approached
from below. We produced densities at zero momentum-transfer and confirmed that at
j12 ≤ 5, the relative difference is < 0.41 × 10−3 for the proton and < 0.88 × 10−3 for
the neutron when one uses the chiral Idaho potential, or < 1.5 × 10−3 for the proton and
< 3.3× 10−3 for the neutron when one uses AV18+UIX. In either case, a relative accuracy
of < 7× 10−3 for the normalisation of the one-body density is already achieved for j12 ≤ 2.
Tables 1 and 2 show the convergence pattern and converged values of those 6 matrix
elements for M = ±1
2
, M ′ = 1
2
which are nonzero and independent. By time-reversal
invariance and rotations, the other 10 matrix elements are zero or related, as proven in
app. B. Those with M ′ = −1
2
follow from eq. (2.23) via a relation which is numerically
nearly perfectly satisfied:
A−M
′
−M (σ
(N)
µ ; ~q) = (−1)M
′−M+µAM
′
M (σ
(N)
µ ; ~q) . (3.10)
The off-diagonal matrix elementsA
∓ 1
2
± 1
2
(σ
(N)
0 ; ~q) and the diagonal matrix elementsA
± 1
2
± 1
2
(σ
(N)
y ; ~q)
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ω = 50 MeV, θ = 30◦
insertion proton neutron
σµ {M ′,M} value 1− j12≤1j12≤5 1− j12≤2j12≤5 1− j12≤3j12≤5 1− j12≤4j12≤5 value 1− j12≤1j12≤5 1− j12≤2j12≤5 1− j12≤3j12≤5 1− j12≤4j12≤5
Id
ah
o
N
3
L
O
+
3N
F
b σ0 {12 , 12} 1.9806 1.9% 0.6% 0.2% 0.1% .9914 4.3% 0.5% 0.4% 0.0%
σx
{12 , 12} .0006 2.1% 1.4% 0.1% 0.1% .0000 91.5% 1.4% 6.7% −0.8%
{12 ,−12} −.0415 −3.7% 3.9% −1.0% 0.4% .8821 1.3% 0.1% 0.2% −0.0%
iσy {12 ,−12} −.0392 −4.0% 4.1% −1.0% 0.4% .8822 1.3% 0.1% 0.2% −0.0%
σz
{12 , 12} −.0393 −4.0% 4.1% −1.0% 0.4% .8822 1.3% 0.1% 0.2% −0.0%
{12 ,−12} .0006 2.1% 1.4% 0.1% 0.1% .0000 91.5% 1.4% 6.7% −0.8%
A
V
18
+
U
IX
σ0 {12 , 12} 1.9790 2.6% 1.2% 0.4% 0.2% .9893 5.5% 1.0% 0.9% 0.0%
σx
{12 , 12} .0005 2.5% 1.4% 0.2% 0.0% .0000 95.6% 2.3% 9.0% −1.4%
{12 ,−12} −.0548 9.2% 9.4% 1.4% 1.8% .8616 0.6% 0.1% 0.1% −0.0%
iσy {12 ,−12} −.0527 9.4% 9.7% 1.4% 1.9% .8617 0.6% 0.1% 0.1% −0.0%
σz
{12 , 12} −.0529 9.4% 9.6% 1.4% 1.9% .8617 0.6% 0.1% 0.1% −0.0%
{12 ,−12} .0005 2.5% 1.4% 0.2% 0.0% .0000 95.6% 2.3% 9.0% −1.4%
Table 1: Convergence of the one-body matrix elements AM ′M (σ
(N)
µ ; ~q) of eq. (3.5) in 3He
with insertions 3σ
(N)
µ for the proton and neutron, and for potentials Idaho N3LO+3NFb and
AV18+UIX in the “density” approach from j12 ≤ 1 up to j12 ≤ 5 at ω = 50 MeV, θ = 30◦,
where mostly diagonal matrix elements M ′ = M are probed. The “value” column gives
the results summed up to j12 = 5 in dimensionless units, normalised as in eq. (2.16).
Relative differences for sums to lower maximum j12, as defined in eq. (3.8), are shown
in the subsequent columns. Only those 6 matrix elements which are independent and non-
zero are shown. Appendix B describes how time reversal invariance relates these to the
other 10. See text for further details.
are zero, see eqs. (B.8) and (B.9). These relations are fulfilled to better than 10−9. Numer-
ically, A
± 1
2
± 1
2
(σ
(N)
x ; ~q) = A
∓ 1
2
± 1
2
(σ
(N)
z ; ~q) to within 10−9 as well.
We note that the progression of the convergence is not monotonic as some wave function
components only contribute for sufficiently high j12. However, the computations are clearly
converged in j12 even at the higher energy and momentum transfer examined in table 2.
Insertions of the proton’s or neutron’s unit operators produce, of course, the matrix
elements with the largest magnitudes, of order 1. For the small momentum transfer at
(ω = 50 MeV, θ = 30◦), these matrix elements deviate only a little from the zero-energy
normalisation of eq. (2.16). At the highest momentum transfer, (ω = 120 MeV, θ = 165◦),
their values have dropped, as it happens to about a factor of one-half. Similarly large are the
neutron’s spin-operators σ
(n)
x and σ
(n)
y for (M ′ = 12 ,M = −12), and σ(n)z for (M ′ = 12 ,M = 12).
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ω = 120 MeV, θ = 165◦
insertion proton neutron
σµ {M ′,M} value 1− j12≤1j12≤5 1− j12≤2j12≤5 1− j12≤3j12≤5 1− j12≤4j12≤5 value 1− j12≤1j12≤5 1− j12≤2j12≤5 1− j12≤3j12≤5 1− j12≤4j12≤5
Id
ah
o
N
3
L
O
+
3N
F
b σ0 {12 , 12} .9973 1.8% 0.6% 0.1% 0.0% .5443 3.7% 0.4% 0.3% 0.0%
σx
{12 , 12} .0145 1.9% 1.1% 0.0% 0.0% .0007 74.5% −1.0% 3.2% −0.4%
{12 ,−12} .0381 3.9% −1.2% 0.8% −0.1% .4801 1.5% 0.2% 0.2% −0.0%
iσy {12 ,−12} .0400 3.8% −1.1% 0.7% −0.1% .4801 1.5% 0.2% 0.2% −0.0%
σz
{12 , 12} −.0700 0.8% 2.4% −0.4% 0.1% .4748 0.7% 0.2% 0.1% 0.0%
{12 ,−12} .0145 1.9% 1.1% 0.0% 0.0% .0007 74.5% −1.0% 3.2% −0.4%
A
V
18
+
U
IX
σ0 {12 , 12} 1.0377 3.0% 1.4% 0.5% 0.2% .5681 5.7% 1.0% 0.9% 0.0%
σx
{12 , 12} .0131 2.3% 1.1% 0.0% −0.1% .0006 79.9% −0.4% 5.5% −1.0%
{12 ,−12} .0220−14.3%−14.1% −1.5% −2.9% .4830 0.6% 0.2% 0.2% −0.0%
iσy {12 ,−12} .0238−13.1%−13.0% −1.4% −2.7% .4830 0.6% 0.2% 0.2% −0.0%
σz
{12 , 12} −.0757 7.1% 5.5% 0.5% 0.8% .4784 −0.1% 0.2% 0.1% 0.0%
{12 ,−12} .0131 2.3% 1.1% 0.0% −0.1% .0006 79.9% −0.4% 5.5% −1.0%
Table 2: Convergence of the one-body matrix elements as in table 1, but at ω =
120 MeV, θ = 165◦, where off-diagonal matrix elements M ′ 6= M are probed more strongly.
This is well-explained by a na¨ıve model of 3He as two protons paired to total spin zero, plus a
neutron which therefore carries all the 3He spin. This class of matrix elements is converged
in j12 to . 0.2%. It shows little dependence on the potential, typically . 2% for (ω =
50 MeV, θ = 30◦) and . 4% at the higher momentum transfer, (ω = 120 MeV, θ = 165◦).
A second class consists of those matrix elements which are suppressed by factors of 10
to 100: insertions of the proton’s spin-operators σ
(p)
z and σ
(p)
x for any combination (M ′,M),
or of σ
(p)
y for (M ′ = 12 ,M = −12). For each potential separately, they are converged to
better than 3%. The difference between results for the two potentials can be as large as
30%, but we note that this translates to only . 0.5% relative to the magnitude of the
largest matrix elements as defined in eq. (3.9). Not surprisingly, this is a signal that these
matrix elements are more sensitive to short-range details of the two- and three-nucleon
interactions. In the na¨ıve 3He model of paired proton-spins and only s-wave interactions,
they are zero. For realistic interactions, they are nonzero because of the small d-wave and
s′-wave contributions in which the proton spins are parallel. Most modern potential assign
a d-wave “probability” of . 10% to 3He, and while this is of course not an observable, it
is instructive as indicator of how complex a potential is to solve numerically. AV18+UIX,
with its hard core and correspondingly higher amount of two-body sd-mixing creates larger
matrix elements which also converge more slowly.
All the other matrix elements are . 10−3 and thus usually irrelevant for observables.
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With differences of . 10% between potentials, they are again more sensitive to short-
distance details. But they are converged for each individual potential to between . 1% and
. 0.001% relative to the magnitude of the largest matrix elements, cf. (3.9).
We take convergence in j12 as a sign of numerical stability, and differences between
potentials as signs of some residual theoretical uncertainties associated with short-distance
pieces of the Compton response that are of higher order in ChiEFT. Therefore, we find
that relative to the magnitude of the largest one-body matrix elements defined in eq. (3.9),
the numerical error never exceeds 0.2%. Theoretical uncertainties due to potential choice
are less than 2% at the smaller momentum transfer, or 4% at the larger one. There are,
of course, other theoretical uncertainties induced by the truncation of the χEFT Compton
kernels. In this presentation, we are not concerned with those, but refer to their assessment
in ref. [27].
3.3.2 Convergence of Two-Body Matrix Elements
Turning now to the results for two-body densities, we consider the matrix elements when
the two-body kernel coupling the two Compton photons to the charged exchange-pion is
inserted; see sect. 3.1.3. We use a sequence j12 ≤ 1, 2, 3, 4 to study convergence. Production
times for two-body densities scale with j12 like those for one-body densities, but they must
be produced for a sufficiently fine grid of momenta (p′12, p12). In order to go from densities
to matrix elements, one must perform the radial and angular integrations over ~p12 and
summation over quantum numbers in the (12) subsystem, see eq. (2.20). That adds less
than half an hour per energy and angle for j12 ≤ 1, a few hours or a factor of ≈ 8 for
j12 ≤ 2, a workday or another factor of ≈ 3 for j12 ≤ 3, a full day or another factor of ≈ 3
for j12 ≤ 4, and two full days or another factor of 2 for j12 ≤ 5. One could expedite this by
multipole-expanding the kernel, but the same computations in the “traditional” approach
take many times that; see sect. 3.4.2.
Tables 3 and 4 show convergence patterns and converged matrix elements for M ′ = 1
2
,
normalised following eq. (2.22) and quoted in fm3. Matrix elements with M ′ = −1
2
follow
again from time-reversal invariance (see app. B), with eqs. (2.23) and (2.25) translating to:
A−M
′,−λ′
−M,−λ = (−1)M
′−M+λ′−λAM
′,λ′
M,λ . (3.11)
Matrix elements with M ′ 6= M are not displayed since they have magnitudes < 2×10−7 fm3,
i.e. are smaller than those with M ′ = M by a factor of < 10−4. They have no impact on
observables but are quite susceptible to numerical noise. The pair of matrix elements with
(λ = λ′) appear to be identical in the table, as do those with (λ = −λ′). Closer inspection
reveals however small relative differences of magnitude ≤ 10−6. We attribute those to
numerical noise.
There is clear convergence: even the j12 ≤ 1 answers make up > 98.6% of those with
j12 ≤ 4. The progression is monotonic for all quantum numbers and kinematic points. There
are no stark differences between small and large momentum-transfers. With j12 ≤ 4, all
matrix elements are known to . 0.1%, which is far better than for the one-body elements.
There also appears to be much more sensitivity to short-range details, as the differences
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ω = 50 MeV, θ = 30◦
Idaho N3LO+3NFb AV18+UIX
{M ′,M ;λ′, λ} value [fm3] 1− j12≤1
j12≤4 1−
j12≤2
j12≤4 1−
j12≤3
j12≤4 value [fm
3] 1− j12≤1
j12≤4 1−
j12≤2
j12≤4 1−
j12≤3
j12≤4
{12 , 12 ; 1, 1} −.07139 0.65% 0.10% 0.03% −.09394 1.15% 0.54% 0.06%
{12 , 12 ;−1, 1} −.00543 0.68% 0.11% 0.03% −.00706 1.15% 0.55% 0.07%
{12 , 12 ; 1,−1} −.00543 0.68% 0.11% 0.03% −.00706 1.15% 0.55% 0.07%
{12 , 12 ;−1,−1} −.07139 0.65% 0.10% 0.03% −.09394 1.15% 0.54% 0.06%
Table 3: Convergence of the two-body matrix elements for the meson-exchange kernel of
3He Compton scattering with photon helicities (λ′, λ) for potentials Idaho N3LO+3NFb and
AV18+UIX in the “density” approach with j12 ≤ 1 up to j12 ≤ 4 at ω = 50 MeV, θ = 30◦,
where mostly diagonal matrix elements are probed. The value for j12 ≤ 4 is in fm3 and
normalised as in eq. (2.22). Matrix elements with M ′ 6= M are not shown as they have
magnitudes < 2× 10−7 fm3 and are hugely sensitive to numerical noise but do not bear on
any observable. Matrix elements with M ′ = −1
2
follow from those quoted by time-reversal
invariance, see eq. (2.26). See text and caption to table 1 for further details.
ω = 120 MeV, θ = 165◦
Idaho N3LO+3NFb AV18+UIX
{M ′,M ;λ′, λ} value [fm3] 1− j12≤1
j12≤4 1−
j12≤2
j12≤4 1−
j12≤3
j12≤4 value [fm
3] 1− j12≤1
j12≤4 1−
j12≤2
j12≤4 1−
j12≤3
j12≤4
{12 , 12 ; 1, 1} −.00149 0.72% 0.13% 0.03% −.00190 1.33% 0.73% 0.06%
{12 , 12 ;−1, 1} −.10240 0.87% 0.19% 0.05% −.12658 1.33% 0.70% 0.11%
{12 , 12 ; 1,−1} −.10240 0.87% 0.19% 0.05% −.12658 1.33% 0.70% 0.11%
{12 , 12 ;−1,−1} −.00149 0.72% 0.13% 0.03% −.00190 1.33% 0.73% 0.06%
Table 4: Convergence of the two-body matrix elements as in table 3, but at ω =
120 MeV, θ = 165◦, where off-diagonal matrix elements are probed more strongly. See
also text and captions to tables 1 and 3 for further details.
between answers using AV18+UIX or the chiral Idaho potential are of the order of 25%, again
at all energies, angles and quantum numbers. This sensitivity of two-body matrix elements
to the NN potential—and in particular to the amount of sd-mixing—was already observed
for the deuteron [47]. Ref. [46] showed that including rescattering effects completely removes
the potential dependence as ω → 0, since it restores the Thomson limit. The dependence
on the NN potential is also much reduced at ω ≈ 100 MeV to only about 0.5% in the cross
section, with similar reductions in other observables [48].
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3.4 Comparison of the Two Approaches
The “traditional” and density approaches encode the same Physics. One might thus ex-
pect that they lead to identical results. However, even if both calculations were perfectly
converged individually, we would not expect perfect agreement with previous publications.
The main reasons for remaining discrepancies are somewhat subtle:
(1) Due to a decade and a half of advances in computing power, the wave functions used in
the densities approach have finer momentum-spaced grids and correspondingly smaller
interpolation errors.
(2) The “traditional” code’s wave functions were obtained from Faddeev calculations in
momentum space [49, 50] in a parametrisation that has since been superseded.
(3) There are small differences in the NN and 3N potentials between the code which
produced the traditional wave functions 15 years ago and the new implementation
to construct the densities. This includes slightly different numerical values for the
two-pion and three-nucleon interactions.
(4) In the traditional approach, the struck nucleon in the one-body code was the one
labelled as “1” (the “innermost”), not “3” (the “outermost’). Therefore, truncation
at a fixed j12 does not mean the same thing in the two approaches.
We do not expect any of these issues to affect the results by more than 1% for the following
reasons. In previous publications, the goal was to achieve a numerical accuracy which
was better than the thickness of the lines in plots of observables, and considerably smaller
than the overall accuracy of roughly . 3% of the χEFT expansion; see detailed discussion
in ref. [27, sect. 2.4.3]. Physics, rather than numerics, was the focus, and including 3He
channels up to j12 = 2 achieved the goal. Now, we compare instead our new approach
to Compton scattering with the previous results. The points of difference listed above
could, in principle, be improved in the traditional code. But we have decided to “retire”
that inefficient implementation after verifying that the densities approach reproduces it to
acceptable accuracy. Thus, our standard for agreement between the two approaches is 1%.
Finally, we note that comparing the one-body insertions σ
(N)
µ with j12 = 2, 3 in the
two approaches helped us diagnose a mistake in the implementation of the “traditional
approach” which is discussed in app. A. There was a noticeable disagreement between the
two approaches, until that was corrected.
3.4.1 Comparison of One-Body Matrix Elements
In ref. [27], we studied numerical convergence only of the overall Compton one-body matrix
elements. These are dominated by γN interactions which do not involve nucleon-structure
effects such as the nucleon polarisabilities, e.g. the Thomson term (insertion of σ
(N)
0 ≡ 1)
as well as the minimal electric and magnetic-moment couplings to the nucleon. Therefore,
including all partial waves with j12 ≤ 2 in the “traditional” one-body matrix elements
sufficed for convergence of Compton matrix elements to within 0.5% at the highest energy
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ω = 50 MeV, θ = 30◦
insertion
Idaho N3LO+3NFb AV18+UIX
proton neutron proton neutron
σµ {M ′,M} value rel.dev. value rel.dev. value rel.dev. value rel.dev.
σ0 {12 , 12} 1.9678 −0.12% .9861 −0.03% 1.9560 0.15% .9791 0.08%
σx
{12 , 12} .0006 −2.63% .0000 8.37% .0005 −1.09% .0000 5.99%
{12 ,−12} −.0398 0.07% .8809 0.54% −.0496 3.70% .8610 0.76%
iσy {12 ,−12} −.0376 0.23% .8810 0.55% −.0476 3.91% .8611 0.76%
σz
{12 , 12} −.0378 0.22% .8810 0.55% −.0478 3.90% .8611 0.76%
{12 ,−12} .0006 −2.63% .0000 8.37% .0005 −1.09% .0000 5.99%
Table 5: Comparison of the independent nonzero one-body matrix elements in 3He with in-
sertions 3σ
(N)
µ for the proton and neutron, for potentials Idaho N3LO+3NFb and AV18+UIX.
The column “rel. dev.” denotes the relative difference, as defined in eq. (3.8), between the
“density” and “traditional” approach with j12 ≤ 2 at ω = 50 MeV, θ = 30◦, where mostly
diagonal matrix elements are probed. See text and caption to table 1 for further details.
ω = 120 MeV, θ = 165◦
insertion
Idaho N3LO+3NFb AV18+UIX
proton neutron proton neutron
σµ {M ′,M} value rel.dev. value rel.dev. value rel.dev. value rel.dev.
σ0 {12 , 12} .9913 −0.06% .5424 0.76% 1.0230 −0.43% .5622 1.13%
σx
{12 , 12} .0143 0.01% .0007 1.73% .0130 0.61% .0006 4.54%
{12 ,−12} .0385 5.16% .4793 0.98% .0251 2.58% .4822 1.33%
iσy {12 ,−12} .0404 4.92% .4794 0.98% .0269 2.46% .4823 1.33%
σz
{12 , 12} −.0683 −2.89% .4740 0.97% −.0715 −0.08% .4777 1.30%
{12 ,−12} .0143 0.01% .0007 1.73% .0130 0.61% .0006 4.54%
Table 6: Comparison of the one-body matrix elements as in table 5, but at ω =
120 MeV, θ = 165◦, where off-diagonal matrix elements are probed more strongly.
and momentum-transfer we considered. The cross section was then numerically converged
at about 1.2% or 0.35 nb/sr there, and considerably better elsewhere.
In contradistinction, we now compare the 3He matrix elements at a given energy and
angle for each of the 8 insertions σ
(N)
µ , i.e. we look at more than just overall one-body
Compton matrix elements. We reiterate that in what follows we do not compare to the
“fully converged” density results with j12 ≤ 5 of sect. 3.3.1, but to those which use the same
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j12 ≤ 2 as the “traditional” approach.
Tables 5 and 6 show that the two methods agree very well. The matrix elements of order
1 agree to ≈ 1% and better. Those of order 10−[1...2] show somewhat more variance, with a
relative deviation as defined in eq. (3.8) of . 5% at the largest momentum transfers. That is
still less than 0.5% of the spin-helicity contributions with the largest magnitudes at a given
energy and angle; see criterion in eq. (3.9). Matrix elements with magnitudes of order 10−4
and smaller show up to 8% relative variation, or . 0.01% relative to the matrix element
with the largest magnitude. The agreement is usually better for the chiral potential than for
AV18+UIX, as its harder core needs a finer interpolation in densities and wave functions.
3.4.2 Comparison of Two-Body Matrix Elements
In the “traditional” two-body matrix elements, a maximum total angular momentum of the
(12) subsystem j12 ≤ 1 provides a reasonable compromise between runtime and numerical
accuracy. With an increase to j12 ≤ 2, the matrix elements change by barely more than
0.7% for either choice of potential—even at the highest energies and momentum transfers
considered. However, the runtime increases nearly tenfold, from CPU-hours to days per
energy and angle, and even then their numerical accuracy is not quite as good as that of the
density method; see the enumeration at the beginning of sect. 3.4. Certainly then, going to
j12 = 3 is not worthwhile for the two-body matrix elements we consider here. Therefore, we
decided to compare results for j12 ≤ 2.
Only matrix elements which are negligible (namely < 10−6 relative to the biggest ones)
show substantial relative differences upon the inclusion of channels with j12 = 2. All this is
consistent with the pattern which emerged in the convergence-check of the density results
as well; see sect. 3.3.2.
Bearing in mind that the numerical treatment of the (12) subsystem is identical and
indeed uses the same code, it is not surprising that the CPU-time for two-body matrix
ω = 50 MeV, θ = 30◦ ω = 120 MeV, θ = 165◦
Idaho N3LO+3NFb AV18+UIX Idaho N3LO+3NFb AV18+UIX
{M ′,M ;λ′, λ} value [fm3] rel.dev. value [fm3] rel.dev. value [fm3] rel.dev. value [fm3] rel.dev.
{12 , 12 ; 1, 1} −.07132 0.1% −.09343 0.2% −.00149 0.0% −.00188 0.2%
{12 , 12 ;−1, 1} −.00543 0.3% −.00702 0.3% −.10220 0.8% −.12570 0.8%
{12 , 12 ; 1,−1} −.00543 0.3% −.00702 0.3% −.10220 0.8% −.12570 0.8%
{12 , 12 ;−1,−1} −.07132 0.1% −.09343 0.2% −.00149 0.0% −.00188 0.2%
Table 7: Comparison of two-body matrix elements in the “density” approach and the
“traditional” approach for potentials Idaho N3LO+3NFb and AV18+UIX with j12 ≤ 2
at ω = 50 MeV, θ = 30◦ (where mostly diagonal matrix elements are probed) and ω =
120 MeV, θ = 165◦ (where off-diagonal matrix elements are probed more strongly). See also
text and captions to tables 5 and 3 for further details.
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elements increases roughly by a factor of 10 from j12 ≤ 1 to ≤ 2 in both the “traditional”
and density approach. But the “traditional” matrix-element evaluation is about 20 times
slower in each case. It spends the vast majority of its time on the part which is encoded
in the two-body densities that serve as input in the “densities” approach. A minor price to
pay is that the two-body densities are very big; see the end of sect. 2.4.
As can be seen in table 7, “traditional” and density approach agree to better than 0.3%
for the chiral potential, and better than 1% for AV18+UIX even at the higher energies and
momentum transfers, based on the criterion of eq. (3.8). That is very close to the difference
between the results at j12 ≤ 2 and the converged result; cf. tables 3 and 4.
We therefore conclude that the one- and two-body matrix elements agree very well in
the two approaches—namely to within the 1% expected after the discussion of difference
between the two implementations in the opening of sect. 3.4.
4 Summary and Outlook
We introduced a transition-density method that employs pre-computed one- and two-body
densities in the evaluation of elastic processes in which momentum is transferred to an A-
nucleon system, and used Compton scattering on 3He as a test case. Extensions to charge-
transfer or inelastic processes, to incorporate few-body transition densities with n ≥ 3
nucleons active in the reaction process, and to other targets, are conceptually relatively
straightforward.
The method has several attractive features. Producing transition densities is the compu-
tationally most demanding aspect of the method—but once produced, they can be applied
to a host of reactions. Therefore, their quality for a particular nucleus can be extensively
benchmarked against known processes, and computational resources and development can
be focused on densities. On the other hand, a particular reaction kernel involves only those
nucleons which interact with the probe, and not the spectators. Therefore, the quality of a
kernel can be benchmarked across different nuclei. Once the pertinent one- and few-body
densities have been calculated for a given nucleus, only small changes in the procedure are
needed to convolve them with the operator kernels, e.g. because of the different quantum
numbers of the particular nuclear ground states. The computational effort needed to go
from a given kernel and a given set of densities to interaction matrix elements is therefore
hardly different for an arbitrary nucleus than it is for, say, 3He.
In our example of coherent Compton scattering, the single- and two-nucleon Compton
kernel are already available in the one- and two-nucleon Hilbert spaces, respectively. The
improvement achieved here therefore opens the way to using the same operators for Compton
matrix elements on other nuclei with A ≥ 3, like 4He. Once we have densities for heavier
targets, Compton matrix elements can be produced quickly.
In Compton scattering on 3He, the densities-based method also turned out to be markedly
faster than the calculational strategy employed previously. This allowed for detailed studies
with an unprecedented number of partial waves to show very good numerical convergence
even for a comparatively hard underlying potential like AV18 with the Urbana-IX 3N inter-
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action. Such investigations would have been prohibitively expensive in the previously-used
method. The new method produces results which agree with the traditional ones at the
expected level for both a “hard” and “soft” NN and 3N interaction, taking into account
the limitations of the calculational aspects of the old implementation. Having such similar
results from two largely different codes and methodological approaches makes us confident
that the coding and numerics is fully understood.
An obvious next step is the calculation of densities for 4He and of its elastic Compton
cross section at energies up to about 120 MeV. Those can then be compared with the recent
data from HIγS [29, 30] with the goal of extracting high-accuracy values for the nucleon
polarisabilities. As the two-nucleon operators considered here are quite similar to those for
dark-matter scattering on nuclei, we also intend to use previous dark-matter-4He scattering
calculations [11, 51] as benchmarks for an evaluation with pre-computed densities.
Targets beyond 4He are, again, not computationally more costly, once densities have
been computed. Compton scattering off heavier targets, like 6Li [28], will presumably require
densities from No-Core Shell Model wave functions [52]. In this regard, the approach adopted
here has much in common with the recent work of Burrows et al., where single-body densities
were used to compute nucleon-nucleus optical potentials for 4He, 6He, 12C and 16O [17, 18,
53]. In that case, however, a different, non-local, density enters, since the density is folded
with the nucleon-nucleon T -matrix, and not with an operator that is local in coordinate
space. Two-body densities were not considered in ref. [17], either; they would presumably
be required in a calculation of 3N-interaction corrections to the optical potential.
So far, we produced only densities for one-body operators which depend at most linearly
on the total cm momentum of the nucleus, besides the dependence on the momentum-
transfer. For now, the two-body densities require two-body operators that are independent
of the total momentum of the nucleus. The extension to higher-rank dependence on the
momentum of the nucleus is straightforward if needed.
The transition-density method has applications well beyond Compton scattering; a cor-
nucopia of processes can now be computed with the densities introduced here. Any elastic
scattering process in which a probe interacts rather weakly with 3He can be evaluated us-
ing our densities, provided the pertinent reaction kernels are written as momentum-space
interactions with only one or two active nucleons, and as long as they fulfil the criteria
stated in the previous paragraph. For example, the one-body densities are exactly those
needed to compute single-nucleon operator contributions to electron scattering on a nucleus.
Likewise, the two-body densities are sufficiently general that they can be used to compute
exchange-current corrections to the form factors from two-body operators in momentum
space.
Practitioners interested in convolving momentum-space operators with our 3He densities
can find them at https://datapub.fz-juelich.de/anogga. Densities are provided for
AV18 with Urbana-IX 3N [19, 20] interaction and the chiral Idaho N3LO potential at cutoff
500 MeV [21] with the “O(Q3)” χEFT 3N interaction of variant “b” of ref. [22]. We
will provide densities based on other modern, sophisticated potentials in the future and
encourage practitioners to contact us with requests for further extensions.
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A Comment on Prior Compton Calculations on 3He
Our previous strategy for the computation of 3He matrix elements of the Compton operators
was based on the photodissociation calculation of ref. [54]. The analogous integrals for one-
body and two-body operator contributions to the matrix elements were performed without
splitting them into reaction-mechanism and density parts. While they were factorised into
a piece involving the nucleons taking part in the reaction and the matrix element of the
spectator δ-distribution, the efficiency of defining densities that refer only to the quantum
numbers of the active nucleons was not noticed; see refs. [23–27] for details.
In the course of this study, we found that refs. [23–27] contain a flaw in the reasoning
leading to the original equations corresponding to eq. (3.1), which in turn led to incorrect
numerical implementations of the one-body part. The struck nucleon in the one-body part
was considered to be not nucleon 3 but one of the nucleons of the (12) sub-system. Therefore,
rather than Oˆ1Bλ′λ(3) as in sect. 2.3, the operator Oˆ
1B
λ′λ(1) was considered and replaced by
1
2
[Oˆ1Bλ′λ(1) + Oˆ
1B
λ′λ(2)] in the course of defining operators on the space of two-nucleon states.
However, this replacement cannot be done at the level of the spin and isospin operators
because the momentum assignment for the post-collision state differs depending on whether
the struck particle is nucleon 1 or nucleon 2.
That error in refs. [23–26] was also present in our recent evaluation of γ3He scattering [27].
It means that those works missed contributions at nonzero momentum-transfer, where the
Compton-scattering collision induced a transition that changed either the spin or the isospin
of the NN state, but not both.
Fortunately, the numerical effect on observables is very small. For the neutron, this
changes the matrix elements with insertions of 3σµ by ≤ 3%, except for about 16% in
σx at the highest energy and momentum transfer we consider (ω = 120 MeV, θ = 165
◦).
The change is more pronounced for the proton, where it can amount to a factor of about
4.5 in σx at that point and exceeds 10% even at small (ω, θ). This might seem to imply
big changes of the one-body amplitudes for the spin-polarisabilities. But the proton spins
inside 3He are mostly paired to spin-zero, so there is hardly any sensitivity to the mistake
in matrix elements of the proton spin. The effect is also shielded for the neutron spin. Even
at the “high” energy and momentum-transfer tested here, the effect of the neutron’s spin-
polarisabilities is ≈ 10% in the amplitude. Matrix elements of the neutron’s spin do not
play a big role, and even a 16% error in them would only be a 1.6% error in matrix elements.
This is associated with the fact that the biggest contributions to 3He Compton scattering
for 50 MeV . ω . 120 MeV come from interactions with the two charged protons. These
do not change the nucleon spin and are hence proportional to insertions of 1 ≡ σ0—and
such matrix elements are changed by less than 0.2% of the largest magnitude of all one-
body matrix elements, see eq. (3.9). Therefore, we were able to find the error only when
we zoomed in on a detailed comparison between the “traditional” and “density” approach;
see sect. 3.4. In the “traditional” results quoted in the body of the paper this error is, of
course, corrected.
In almost all cases, this mistake for the matrix elements with insertions σ
(N)
µ only min-
imally alters the plots of both magnitudes and sensitivities of observables in ref. [27]. The
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cross section as well as the double-asymmetries T circ11 ≡ Σ2x and T circ10 ≡ Σ2z change by < 1%
at 50 MeV, and by . 3% at 120 MeV, where asymmetries exceed 0.1. For Σlin ≡ Σ30, the
thickness of the line is never exceeded (< 1%). To put this into perspective, the variation
from using different 3He wave functions is at all energies and angles at least a factor five
bigger than the change from this error. In ref. [27], wave-function dependence was, in turn,
estimated to be substantially smaller than the sum of all residual theoretical uncertainties.
Therefore, we refrain from amending or updating the presentations of refs. [24–27]. Their
conclusions are unchanged.
B Symmetries of Matrix Elements
We now derive the symmetries that relate different matrix elements of the one- and two-
nucleon operators in sects. 3.4 and 3.3 by considering an insertion σµ e
i 2
3
~q·~r3 , which is inde-
pendent of ~k (i.e. K = κ = 0). Note that we have employed the Jacobi-coordinate-space
representation of the momentum-conservation relation (2.12) here to define the operator
insertion. Hence, the plane wave deposits momentum into the Jacobi co-ordinate of nucleon
3. Also, σ
(N)
µ acts not on the 3He nucleus as a whole but only on the single “active” nucleon
3 at coordinate ~r3. Therefore, this set of operators cannot be represented by the standard
Pauli matrices. However, their matrix elements do retain certain properties of a spin-1
2
representation.
We first prove relation (3.10). Under time reversal, T σ(N)i T −1 = −σ(N)i is odd, while
T σ(N)0 T −1 = σ(N)0 is even. Since we wish to consider only operators with real matrix elements,
we also note that T iσ(N)y T −1 = iσ(N)y is even.
Now denoting the state T |ψ〉 by |ψ˜〉, time reversal invariance gives for the matrix element
of some operator Q, see e.g. ref. [55]:
〈φ|Q|ψ〉 = 〈ψ˜|T Q†T −1|φ˜〉 . (B.1)
If the matrix element is real, then 〈φ|Q|ψ〉 = 〈ψ|Q†|φ〉, so
〈ψ|Q†|φ〉 = 〈ψ˜|T Q†T −1|φ˜〉 . (B.2)
This, of course, remains true if we replace Q† with Q, which now serves as starting point.
Recalling eq. (2.23)
T |j,mj〉 = (−1)j+mj |j,−mj〉 , (B.3)
we obtain
〈M ′|σ(N)x,z |M〉 = (−1)2J+M
′+M−1 〈−M ′|σ(N)x,z | −M〉 (B.4)
〈M ′|σ(N)0 |M〉 = (−1)2J+M
′+M 〈−M ′|σ(N)0 | −M〉 (B.5)
〈M ′|iσ(N)y |M〉 = (−1)2J+M
′+M 〈−M ′|iσ(N)y | −M〉 . (B.6)
As 2(J + M) is even for both half-integer and integer quantum numbers, this proves
eq. (3.10). Replacing σ
(N)
µ → σ(N)µ ei 23~q·~r3 does not alter this argument since the plane wave is
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time-reversal even and parity guarantees that only its real parts can contribute to the final
result. Accounting for the multipolarity of ~k (K 6= 0), the relation is modified to:
A−M
′
−M (σ
(N)
µ ;K,−κ, ~q) = (−1)M
′−M+µ+κAM
′
M (σ
(N)
µ ;K,κ, ~q) . (B.7)
This proves there are at most eight independent matrix elements of the σ
(N)
µ ei
2
3
~q·~r3 oper-
ator in the spin-1
2
basis (M ′M). We now discuss symmetries that eliminate two more. First,
since iσ
(N)
y is both real and anti-Hermitean, both its diagonal elements must be zero:
AMM(iσ
(N)
y ; ~q) ≡ 〈M |iσ(N)y |M〉 = 0 . (B.8)
Furthermore σ
(N)
0 is symmetric, but its off-diagonal elements are equal and opposite by
(B.6). Hence they must be zero:
A−MM (σ
(N)
0 ; ~q) ≡ 〈−M |σ(N)0 |M〉 = 0 . (B.9)
These relations can also be established from the Lie algebra of the Pauli operators in a
two-dimensional representation that is consistent with time reversal and in which σ
(N)
x and
σ
(N)
z are real. They do not hold for densities which explicitly depend on ~k (i.e. K 6= 0).
The proof of relation (3.11) proceeds analogously. Since the Compton two-body operator
Oˆ12 is time-reversal even and the matrix element is real below all thresholds, one finds by
inserting eqs. (2.23) and (2.25):
〈M ′|〈λ′|T Oˆ12T −1|λ〉|M〉 = 〈−M ′|〈−λ′|Oˆ12| − λ〉| −M〉
= (−1)2J+M ′+M+λ′+λ〈M ′|〈λ′|Oˆ12|λ〉|M〉 .
(B.10)
Equation (3.11) follows directly because 2(J + M + λ) is even for both half-integer and
integer quantum numbers.
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