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The ultimate goal of future generation wireless communications is to
provide ubiquitous seamless connections between mobile terminals such
as mobile phones and computers so that users can enjoy high-quality
services at anytime anywhere without wires. The feature to provide
a wide range of delay constrained applications with diverse quality of
service (QoS) requirements, such as delay and data rate requirements,
will require QoS-driven wireless resource allocation mechanisms to ef-
ﬁciently allocate wireless resources, such as transmission power, time
slots and spectrum, for accommodating heterogeneous mobile data. In
addition, multiple-input-multiple-output (MIMO) antenna technique,
which uses multiple antennas at the transmitter and receiver, can im-
prove the transmission data rate signiﬁcantly and is of particular in-
terests for future high speed wireless communications.
In the thesis, we develop smart energy eﬃcient scheduling algorithms
for delay constrained communications for single user and multi-user
single-input-single-output (SISO) and MIMO transmission systems.
Speciﬁcally, the algorithms are designed to minimize the total trans-
mission power while satisfying individual user’s QoS constraints, such
as rate, delay and rate or delay violation. Statistical channel informa-
tion (SCI) and instantaneous channel state information (CSI) at the
transmitter side are considered respectively, and the proposed design
can be applied for either uplink or downlink. We propose to jointly
deal with scheduling of the users that access to the channel for each4
frame time (or available spectrum) and how much power is allocated
when accessing to the channel. In addition, the algorithms are applied
with modiﬁcations for uplink scheduling in IEEE 802.16 Worldwide
Interoperability for Microwave Access (WiMAX). The success of the
proposed research will signiﬁcantly improve the ways to design wireless
resource allocation for delay constrained communications.Contents
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Introduction
The past decade has seen the tremendous growth of wireless communications.
The prevalent success of wireless cellular systems and wireless local area networks
(WLANs) advances the future generation wireless communications to support a
wide range of wireless applications beyond voice, such as on-line games and video
conferencing. The increasing types of delay sensitive applications supported over
wireless link will require diﬀerent wireless Quality of Service (QoS) guarantees to
satisfy diverse requirements for transmission speed and delay constraints, which
inevitably leads to the rising demand for wireless resources, such as the scarce
spectrum and the limited transmit power. This drives the focus of our research
to investigate mechanisms to eﬃciently allocate the available wireless resource to
meet the QoS required by delay sensitive applications.
In Chapter 1 of the thesis, we will introduce the motivation, objectives and con-
tributions of the research. The organization of the chapter is as follows. Section
1.1 introduces the motivation and objectives of the research. The contributions
of the research are summarized in Section 1.2. The thesis outline is presented in
Section 1.3.Chapter 1. Introduction 22
1.1 Motivation
1.1.1 Wireless Communications
Wireless communications have grown tremendously in the past decade. The con-
cept of wireless cellular communications was ﬁrst developed by Bell laboratories
during 1960’s to provide wide area long distance wireless connections [1]. They
have experienced rapid growth from analog cellular systems in the ﬁrst generation
wireless cellular network providing low speed voice transmission to digital cellu-
lar systems in the later generation wireless cellular networks oﬀering higher speed
voice and data transmission [2]. Cellular networks provide the entire area cover-
age by dividing the total area into multiple cells, with one base station in each
cell providing wireless communications to multiple users using diﬀerent multiple
access methods [3]. Cellular networks have become critical tools for both business
and everyday life in most countries and cellular wireless communications are grad-
ually supplanting communications over wired systems [2, 4]. On the other side,
WLANs, which were ﬁrst proposed in 1979 to provide local area short distance
wireless connections, are gradually replacing wired networks in local areas, such as
homes, businesses and campuses [5]. Furthermore, the increasing demand for var-
ious new wireless applications, such as video transmissions, mobile entertainment,
mobile healthcare and mobile remote education, has driven the further develop-
ment of the next generation wireless networks providing wireless connections with
better QoS, such as higher data rate and smaller delay [6].
However, wireless channels raise severe challenges for reliable communications, due
to the constantly varying channel strength over time in unpredictable ways caused
by fading [2, 3]. At a slow scale, channel quality varies due to large-scale fading
eﬀects, for which the received signal strength over distance changes because of the
path loss and shadowing. At a fast scale, channel quality varies due to small-scale
fading caused by multipath eﬀects, in which the received signal strength changesChapter 1. Introduction 23
Time￿
Channel￿
Quality￿
Small-scale￿
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Figure 1.1: Variations of channel quality over time caused by fading.
because of the constructive and destructive interference of multiple signal paths
due to reﬂection and refraction. The variations of channel quality over time are
illustrated in Fig. 1.1.
Another challenge of wireless channels is interference. As signals from wireless
users are transmitted over the air, a signiﬁcant interference exists between the
users due to the disruptive signal strength using the same frequency. Interference
exists in diﬀerent multiple access cellular systems. In code division multiple access
(CDMA) cellular systems, where all users within the same cell access to the base
station using the same frequency and time but diﬀerent codewords, interference
exists within the same cell (intra-cell interference) [7, 8]. The interference exists in
the uplink, when multiple transmitters are communicating to a common receiver.
And it exists in the downlink, when signals are transmitted from a single trans-
mitter to multiple receivers. In addition, interference may exist between users in
diﬀerent cells using the same frequency (inter-cell interference) in CDMA system.
Such kind of interference also exists in time division multiple access (TDMA) or
frequency division multiple access (FDMA) systems, where users within the same
cell access the base station in a time division or frequency division manner andChapter 1. Introduction 24
the same frequency are reused in diﬀerent cells.
1.1.2 Wireless Resource Allocation
To overcome the existing challenges of wireless channels, a general wireless re-
source allocation strategy has been proposed to dynamically allocate wireless re-
sources, such as transmit power, based on the channel conditions [9]. Power control
schemes were designed to overcome fading and intra-cell interference by improving
the signal-to-interference-and-noise ratios (SINRs) of the weakest users in CDMA
systems. Since the SINR reﬂects the user’s data communication quality and larger
SINR results in higher transmission data rate, it is an important design consider-
ation in such schemes. In order to achieve this, the stronger users which are closer
to the base station are limited to a lower transmit signal power and the weaker
users in the edge of the cells are allowed to transmit at a higher signal power
[3]. In addition, power control schemes are designed in [10, 11, 12, 13, 14, 15] to
overcome large-scale fading and inter-cell interference in diﬀerent cellular systems.
Although power control schemes can improve the overall system performance,
they have not considered individual user’s QoS requirements, such as data rate.
Furthermore, supporting users’ QoS becomes essential in the design of wireless
resource allocation strategies [16]. To achieve this goal, wireless resource allocation
strategies have been further developed to satisfy individual user’s reliable wireless
communications [17, 18]. In such strategies, wireless transmit power is adapted to
combat channel conditions including small-scale fading in order to maximize the
average transmission rate that a physical wireless channel can support in a single
user system.
For applications in multi-user systems, scheduling, which is the allocation of wire-
less resources including transmit power, time slots and frequencies, has been pro-
posed to further improve the users’ performance [19, 20]. The simplest schedulingChapter 1. Introduction 25
algorithm is round-robin scheduling, where each user is served in turn regardless
of the channel conditions. Such scheduling may result in poor system throughput
performance because users may transmit data when their channels are in severe
fading [21]. When multiple users are communicating to a common base station,
they have time varying wireless channels and multi-user diversity is provided in
multi-user systems [20]. By tracking the channel variations between each user and
the base station, base stations can exploit the multi-user diversity and scheduling
transmissions to users with near maximum instantaneous channel quality.
The above scheduling algorithms considering multi-user diversity are called op-
portunistic scheduling algorithms [3]. This kind of scheduling algorithms have
been developed in [22, 23, 24, 25, 26, 27, 28, 29, 30, 31] for achieving diﬀerent
system performance parameters, such as fairness which measures the distribution
of available resources across all users, system throughput, and channel utiliza-
tion eﬃciency which indicates whether the channel has been eﬃciently used by
transmitting at a better channel quality. For example, user with the best channel
quality is allocated for each time slot in maximum signal-to-noise ratio (SNR)
scheduling [22, 23, 24]. The system throughput and link utilization are maximized
for such algorithms but the users’ fairness is poor. Another example is propor-
tional fair scheduling algorithm, where users are scheduled based on the combined
considerations of instantaneous SNR and average measured throughout [25]. In
such scheduling algorithm, fairness, system throughput and channel utilization are
balanced.
On the other hand, in response to the existing challenges of wireless channels and
rapidly increasing demand for higher data rate, multiple-input-multiple-output
(MIMO) technology, which is a conﬁguration that has multiple antennas at both
transmitter and receiver, has been introduced. Fig. 1.2 illustrates a MIMO chan-
nel with three transmit and receive antennas. MIMO channels oﬀer larger channel
capacity (or support higher transmission data rate) than single-input-single-outputChapter 1. Introduction 26
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Figure 1.2: An illustration of a MIMO channel.
(SISO) channels by transmitting parallel data streams in space [32, 33, 34, 35].
Due to the great beneﬁts MIMO brings about, it has been included in the next
generation wireless network standards, such as Worldwide Interoperability for Mi-
crowave Access (WiMAX) and Long Term Evolution (LTE) [36, 37, 38].
In single user multiple antenna system, wireless resource allocation strategies have
been proposed to achieve a maximum average transmission data rate by adjusting
transmit power to the channel quality in [33, 39, 40, 41]. In multi-user MIMO sys-
tems, because of the increased number of transmit antennas, the ﬂuctuation of the
channel over time is not obvious. This limits the exploitation of multi-user diver-
sity [20]. Accordingly, opportunistic beamforming was developed to induce larger
and faster channel ﬂuctuations and thus maximize the receive SNR at the mobile
terminals [25]. Furthermore, the authors analyze the performance of opportunistic
beamforming with proportionally fair scheduling in [25, 42]. Opportunistic beam-
forming is further developed to improve the system performance for larger user
number and diﬀerent fading channels in [43, 44, 45, 46]. Besides, multiple antennasChapter 1. Introduction 27
can separate the signals from diﬀerent users spatially, which provides spatial mul-
tiple access. Such access method is called space division multiple access (SDMA)
and it has driven the research work for scheduling algorithms combining SDMA
and TDMA [47, 48, 49]. In such schemes, for each time slot, the best set of users
with the least interference is allocated resources instead of a single user.
1.1.3 Delay Constrained Communications
An important problem that the traditional resource allocation strategies have not
addressed is wireless resource allocation design for delay sensitive communications.
Recently, the types of delay sensitive applications supported over wireless link are
increasing rapidly, which require wireless resource allocation design to support
users’ QoS guarantees in terms of transmission data rate and delay constraint
[21]. Diﬀerent delay constrained applications have diﬀerent QoS requirements.
For example, Voice over IP (VoIP) calls have stringent requirements on delay and
delay jitter but can cope with reasonable transmission rate. On-line video and
games have the features of high speed and low delay requirements.
To address the diverse QoS requirements for accommodating heterogeneous ap-
plications, wireless standard bodies have accordingly deﬁned QoS classes based
on the delay sensitivities and data rates of wireless traﬃc for the next genera-
tion wireless networks. For instance, four QoS classes have been deﬁned in LTE,
including conversational class, streaming class, interactive class and background
class [50]. The conversational class represents traﬃc which is very delay sensitive
and usually used for real-time traﬃc ﬂows, while the background class is the least
delay sensitive traﬃc class applied to applications, such as email and webpage
browsing. WiMAX, which is developed to support wireless broadband metropoli-
tan area networks, has deﬁned ﬁve QoS classes. These are unsolicited grant serviceChapter 1. Introduction 28
for VoIP, real-time polling service for streaming audio and video, extended real-
time polling service for voice with activity detection, non-real-time polling service
for ﬁle transfer protocol (FTP), and best-eﬀort service for web browsing [51].
Delay has diﬀerent interpretations from the viewpoint of diﬀerent layers in Open
Systems Interconnection Reference Model (OSI Model). From the viewpoint of
physical layer, delay largely occurs during the process of coding and decoding.
Longer transmit codeword improves the transmission performance but introduces
larger delay [3]. From the viewpoint of data link layer, delay is referred to as
buﬀering delay, which is caused by the queueing time when a packet arrives at the
buﬀer, until it is being served by wireless link. The data link layer delay is partly
aﬀected by physical layer data transmission, which decides the packet service rate.
For delay constrained communications, QoS is traditionally considered as the guar-
antee of a ﬁxed data rate under a decoding delay constraint, or a speciﬁed queueing
delay constraint under a given packet arrival rate. In other words, it is regarded
as no lost of information within a certain length of codeword or no violation of
certain queueing delay bound. This type of guarantee is called deterministic QoS
guarantee.
In traditional scheduling algorithms, such as opportunistic scheduling, no delay
is considered and data are transmitted at the maximum allowable power, since
lowering transmit power results in lowering transmission rates and hence degrada-
tion in QoS [52]. However, transmit power is an important and essential factor of
wireless systems. As transmit power accounts for a dominant portion of the total
energy consumption, reducing transmit power can greatly reduce energy waste and
prolong battery life, especially for mobile terminals. Moreover, lowering transmit
power can reduce the interference caused by same-frequency users. On the other
hand, it is observed in [53] that transmitting data over wireless channel in reduced
power can signiﬁcantly result in larger delay. The delay-power tradeoﬀ in wire-
less channels drives the development of energy eﬃcient scheduling to minimizeChapter 1. Introduction 29
transmit power subject to delay constraints for delay sensitive communications.
There are extensive research work focusing on energy eﬃcient scheduling algo-
rithms design to support deterministic QoS. In [53, 54, 55, 56], scheduling al-
gorithms have been designed to meet the requirement of deterministic data rate
under decoding delay constraints in single and multi-user SISO systems. Schedul-
ing algorithms have been developed to satisfy users’ deterministic queueing delay
constraints in single and multi-user SISO systems [57, 58, 59, 60, 61, 62, 63].
However, wireless channels can change rapidly due to fading and interference.
Such unstable natures of the wireless channel make it very diﬃcult to provide
wireless service to support deterministic QoS. Besides, some wireless applications,
such as FTP data transmission, may require an average data rate under certain
decoding delay constraint or average queueing delay constraint. This drives energy
eﬃcient scheduling algorithms design to satisfy an average data rate transmission
under certain decoding delay constraint in single user SISO systems [64] and single
user MIMO systems [65, 66, 67]. Energy eﬃcient scheduling algorithms have been
designed to support an average queueing delay requirement in single and multi-user
SISO systems [68, 69, 70, 71, 72].
Furthermore, most wireless applications supported by the next generation net-
works, such as video conference or on-line games, can tolerate a small value of
information loss probability or delay jitter. For this type of applications, deter-
ministic QoS or average data rate and queueing delay are not accurate or speciﬁc
enough to measure the QoS. This drives the development of statistical QoS guar-
antees to measure the quality of communications over wireless channel [73].
From the viewpoint of physical layer, under a predeﬁned decoding delay constraint
and transmission code rate, statistical QoS is measured as a violation probability
that a certain transmission code rate is not achieved. Such violation probability
is measured by information outage probability [32, 74, 75].Chapter 1. Introduction 30
When considering from the viewpoint of data link layer, because of the instant
changing characteristic of wireless channels, the amount of information being
transmitted by wireless channels varies constantly. This results in an unpredictable
departure time for the packets in the buﬀer, and subsequent random queueing de-
lay. Therefore, a deterministic delay bound cannot be guaranteed. Consequently,
a delay violation probability is deﬁned as the probability that a predeﬁned queue-
ing delay bound is exceeded [76]. In this case, statistical QoS is measured as the
maximum supported packet arrival rate under such delay violation probability con-
straint. The supported arrival rate under the queueing delay violation constraint
is referred to as eﬀective capacity (EC) [77].
Previous research works have not addressed the wireless resource allocation strate-
gies design under statistical QoS in terms of information outage probability or EC
constraint for delay constrained communications, which is essential for the next
generation wireless networks to support users’ QoS. In addition, the introduction
of MIMO technology further increases the design complexity. In order to address
these issues, we aim to develop a novel wireless resource allocation framework to
support statistical QoS for delay constrained communications in MIMO systems
in the thesis.
Speciﬁcally, our aim is to design wireless resource allocation algorithms to min-
imize the total transmit power while satisfying individual user’s statistical QoS
constraints in terms of information outage probability and EC constraint, respec-
tively. We aim to design the algorithms in both single user and multi-user TDMA
(or FDMA) systems, as TDMA and FDMA are essential multiple access meth-
ods for the next generation networks [8, 36, 37, 38]. In multi-user systems, we
propose to jointly deal with scheduling of the users that access to the channel for
each frame time (or available spectrum) and how much power is allocated when
accessing to the channel.Chapter 1. Introduction 31
We consider designing wireless resource allocation algorithms with statistical chan-
nel information (SCI) and instantaneous channel state information (CSI) at the
transmitter side, respectively, in response to diﬀerent channel feedback situations.
The reasons are stated as follows. In a wireless communication system, a receiver
can obtain instantaneous CSI through training sequence sent by a transmitter,
and use such information for decoding. The knowledge of CSI at the transmitter
is useful to improve the performance of wireless communications by reducing in-
formation outage probability and delay violation probability [78, 79]. However, it
is diﬃcult for the transmitter to trace the wireless channel. Firstly, feedback of
instantaneous CSI will increase the overhead occupying more wireless resources,
such as transmit power and bandwidth. This leads to transmission ineﬃciency.
Secondly, small scale fading can change very fast, which makes it impossible for
the transmitter to get the CSI feedback. Therefore, in some cases, it is more rea-
sonable to send back SCI. However, this may result in some severe performance
loss due to the lack of channel information. To address the above concerns, we
consider CSI and SCI feedback in the thesis, respectively.
In the end, we aim to apply the developed wireless resource allocation framework
to WiMAX, which is considered as a prominent standard for the next generation
wireless networks supporting data services with high level of QoS [51, 80].
To summarize, the measurable objectives of the project are listed in detail as
follows:
1. To develop power allocation strategies in delay constrained single user system
with transmitter side SCI while satisfying user’s QoS requirement in terms
of information outage probability under certain decoding delay constraint.
2. To develop power allocation strategies in delay constrained single user sys-
tem with transmitter side CSI to satisfy user’s QoS requirement in terms of
information outage probability under certain decoding delay constraint.Chapter 1. Introduction 32
3. To further explore joint power and time slots scheduling algorithms in delay
constrained multi-user systems with transmitter SCI while satisfying indi-
vidual user’s QoS requirement in terms of information outage probability
under certain decoding delay constraint in TDMA systems.
4. To further explore joint power allocation and scheduling algorithms in delay
constrained multi-user systems with transmitter CSI while satisfying indi-
vidual user’s QoS requirement in terms of information outage probability
under certain decoding delay constraint in TDMA systems.
5. To devise joint power allocation and scheduling algorithms in delay con-
strained single and multi-user MIMO systems with individual user’s QoS
constraint, in terms of EC constraint. To evaluate the performance of the
proposed scheduling technique with data of various QoS requirements under
simulated wireless channels. Both TDMA and FDMA systems are to be
considered respectively.
6. To further apply the proposed energy eﬃcient scheduling algorithms to
WiMAX systems, where the designed scheduling algorithms are applied with
modiﬁcations for WiMAX scheduling.
1.2 Contributions and List of Publications
The contribution of the thesis is the consideration of statistical QoS requirements
in terms of information outage probability and EC constraint for delay constrained
communications when designing wireless resource allocation mechanisms. The QoS
measurements for delay constrained communications used in the thesis are precise
and eﬀective to reﬂect those deﬁned in many wireless standards, such as LTE and
WiMAX. The consideration of MIMO in physical layer is another contribution of
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Speciﬁcally, the contribution of the thesis can be elaborated as follows.
Firstly, for a single user MIMO system, we have considered power minimization
problem under QoS constraint, i.e., an information outage probability with decod-
ing delay constraint, with transmitter side SCI. We have derived the closed-form of
mean and variance of MIMO channel capacity, based on which we obtain the power
allocation strategy to minimize transmit power while satisfying QoS requirement.
Secondly, for single user SISO and MIMO systems, we have solved a similar prob-
lem but considering transmitter side CSI instead. The problem can be solved
optimally by using Dynamic Programming (DP), which searches the optimal so-
lution numerically with great complexity. We have also proposed an eﬃcient
near-optimal solution involving much less complexity.
Thirdly, for multi-user TDMA MIMO systems with only SCI at the transmitter
side, we have addressed the joint power and time slot allocation problem with
individual user’s QoS constraint in terms of an information outage probability.
We propose a near-optimal method by jointly considering each user’s power and
time slot allocation.
Fourthly, for multi-user TDMA SISO systems with CSI at the transmitter side,
we have solved the joint power and time slot allocation problem with individual
user’s information outage probability constraint.
Fifthly, we have investigated the power minimization problem for multi-user TDMA
or FDMA MIMO systems with individual user’s QoS constraint in terms of EC
constraints. By jointly optimizing power allocation and the number of time-slots
(or subcarriers) allocation for all of the users with the aid of SCI at the transmitter,
we have shown that a signiﬁcant power saving can be achieved.
Finally, we have applied the designed scheduling algorithm to IEEE 802.16 WiMAX
system. We have modiﬁed the designed scheduling algorithms from previous chap-
ters to meet the speciﬁcations of WiMAX standard. Through simulation, we haveChapter 1. Introduction 34
observed signiﬁcant advantages, such as power reduction and users’ QoS satisfac-
tion, by using the designed algorithm.
The contributions of the thesis have led to the following publications:
1. J. Chen and K. K. Wong, “Communication with causal CSI and controlled
information outage”, in IEEE Transactions on Wireless Communications,
Vol. 8, No. 5, pp. 2221-2229, May 2009.
2. J. Chen and K. K. Wong, “Power minimization of central Wishart MIMO
block-fading channels”, in IEEE Transactions on Communications, Vol. 57,
No. 4, pp. 899-905, April 2009.
3. K. K. Wong and J. Chen, “Time-division multiuser MIMO with statistical
feedback”, in EURASIP Journal on Advances in Signal Processing: Special
Issue on MIMO Transmission with Limited Feedback, Vol. 2008.
4. K. K. Wong and J. Chen, “Near-optimal power allocation and multiuser
scheduling with outage capacity constraints exploiting only channel statis-
tics”, in IEEE Transactions on Wireless Communications, Vol. 7, No. 3,
pp. 812-818, March 2008.
5. J. Chen and K. K. Wong, “Improving energy eﬃciency for multiuser MIMO
systems with eﬀective capacity constraints”, in proceedings of IEEE Vehic-
ular Technology Conference, April 2009, Barcelona, Spain.
6. J. Chen and K. K. Wong, “An energy-saving QoS-based resource alloca-
tion for multiuser TDMA systems with causal CSI”, in proceedings of IEEE
Global Communications Conference, December 2008, New Orleans, USA.
7. J. Chen and K. K. Wong, “Communication with causal CSI and information
outage”, in proceedings of International Conference on Mobile Computing
and Ubiquitous Networking, June 2008, Tokyo, Japan.Chapter 1. Introduction 35
8. J. Chen and K. K. Wong, “Multiuser MIMO-TDMA with statistical feed-
back”, in proceedings of International Conference on Information, Commu-
nications and Signal Processing, December 2007, Singapore.
9. J. Chen and K. K. Wong, “Channel-statistics assisted power minimization
for central Wishart MIMO block-fading channels with an outage probability
constraint”, presented in IEEE Sarnoﬀ Symposium, May 2007, Princeton,
USA.
1.3 Thesis Outline
The thesis is organized as follows:
• Chapter 1, the current chapter, gives the motivation, objectives, contribu-
tions, list of publications and outline of the thesis.
• Chapter 2 introduces fundamental background information on wireless chan-
nel capacity towards understanding wireless resource allocation strategies in
later chapters. Firstly, we review SISO and MIMO channel capacity results
and their corresponding power allocation strategies with and without delay
constraint. Then we introduce the concept of EC.
• In Chapter 3, we present some mathematical methodologies used in the
thesis, including convex optimization theory, nonlinear optimization theory
and DP.
• Chapter 4 deals with power minimization problem in single user transmission
systems with SCI at the transmitter to achieve a given information outage
probability under certain decoding delay constraint. Closed-form analytical
expressions for the mean and variance of MIMO channel capacity are derived
and Gaussian distribution is used to approximate the probability densityChapter 1. Introduction 36
function (p.d.f.) of MIMO channel capacity. We use DIviding RECTan-
gles (DIRECT) algorithm, which is a one-dimensional sampling method to
numerically search for the optimal power allocation. SISO channel is con-
sidered as a special case of MIMO channel. Numerical results for diﬀerent
MIMO systems with diﬀerent QoS requirements are compared and analyzed.
• Chapter 5 investigates power minimization problem in single user transmis-
sion system with transmitter CSI to achieve a certain information outage
probability under certain decoding delay constraint. The problem is solved
for both SISO and MIMO systems optimally with high complexity by adapt-
ing the power and rate allocation. An eﬃcient near optimal solution at much
less complexity is proposed which is asymptotically optimal for small values
of information outage probability. A lower bound and a simpler method
are developed for comparisons. Numerical results under diﬀerent simulation
settings are compared and discussed.
• In Chapter 6, we extend the resource allocation problem in Chapter 4 to
multi-user TDMA MIMO transmission systems. Power minimization and
scheduling for a time-division multi-user MIMO system is studied with trans-
mitter SCI under individual user’s information outage probability constraint.
We apply research results in Chapter 4 to determine the minimum power for
attaining a given outage probability constraint under certain decoding de-
lay constraint. On the other hand, we propose an optimization approach to
ﬁnd the suboptimal number of blocks allocated to the users. The two main
techniques are combined to obtain a joint solution for both power and time
allocation for the users. Simulation results demonstrate that the proposed
method achieves near-optimal performance.
• In Chapter 7, resource allocation problem in Chapter 5 is extended to multi-
user transmission systems. We devise an energy eﬃcient scheduling algo-
rithm with individual user’s QoS constraint in terms of information outageChapter 1. Introduction 37
probability requirements for TDMA SISO systems, by exploiting transmitter
CSI. First, a simple closed-form power allocation solution one-step limited
look-ahead policy (OLLP) is developed to meet a given outage probabil-
ity constraint for a single user channel. Then we construct an optimization
problem which enables a joint consideration of power consumption and users’
QoS constraints to ﬁnd a suboptimal multi-user time-sharing solution. This
time-sharing solution in conjunction with the OLLP forms the joint solution
for the multi-user system, which is shown by simulation results to be near-
optimal and yields a signiﬁcant energy saving as compared to those without
time-sharing optimization or OLLP power allocation.
• Chapter 8 considers the power minimization problem for multi-user TDMA
or FDMA MIMO systems with individual user’s QoS constraint in terms of
an EC function with the aid of SCI at the transmitter side. We obtain a
closed-form expression for the EC of a single-user MIMO system, which is
then applied to solve the power minimization problem in multi-user system.
In the following, we show that the optimal solutions for multi-user TDMA or
FDMA MIMO systems can be obtained by DP. Then, heuristic algorithms
achieving near-optimal results at reduced complexity are presented. Simu-
lation results demonstrate the near-optimality of the heuristics approach.
• Chapter 9 applies the designed algorithm to IEEE 802.16 WiMAX for uplink
scheduling. The scheduling algorithms are modiﬁed to meet the speciﬁca-
tions of WiMAX. Simulations are presented under diﬀerent settings to verify
the signiﬁcant advantages, such as power reduction and users’ QoS satisfac-
tion, by using the designed algorithm.
• Finally, Chapter 10 concludes the thesis and discusses some future research
directions.Chapter 2
Wireless Channel Capacity
This chapter provides an essential background of wireless channel capacity towards
understanding and solving wireless resource allocation problems in the subsequent
chapters. Firstly, wireless channel mathematical models, capacity results and their
corresponding power allocation strategy for both SISO and MIMO systems are
presented with and without decoding delay constraint, in Sections 2.1 and 2.2. In
Section 2.3, we introduce the concept of EC. Finally, Section 2.4 summaries this
chapter.
2.1 SISO Channel and its Capacity
2.1.1 SISO Channel Model
A discrete-time SISO channel transmission system sending an input message s
from the transmitter to the receiver is represented in Fig. 2.1 [17]. The message
is encoded into the codeword x, which is transmitted over time varying channel
as xk at the kth coherence period of Tc symbols. The channel power gain gk
corresponding to the fading process changes independent and identical distributedChapter 2. Wireless Channel Capacity 39
(i.i.d.) over the transmission and remains constant for the kth time period. This
is deﬁned as block fading (BF) channel model [3]. Blocks can be considered as
separated in time or separated in frequency, such as multicarrier systems [64]. It
is assumed gk is known to the receiver and a feedback link may exist allowing
receiver to feedback instantaneous CSI to the transmitter.
Encoder￿ Power￿
Control￿ X￿ +￿
Decoder￿
Channel￿
Estimator￿
Transmitter￿ Channel￿ Receiver￿
w￿k￿
s￿
s￿
x￿k￿ y￿k￿
Figure 2.1: An illustration of a SISO channel model.
The received signal yk of the above SISO channel signal transmission is represented
by
yk =
√
gkxk + wk, (2.1)
in which wk is i.i.d. complex Gaussian noise with normal distribution denoted
by N(0,N0), where N0 is the variance or noise power. N0 is assumed to be 1 for
normalization and it is assumed that the expectation over all channel power gain
realizations E[gk] = 1 for normalization. In addition, it is assumed that transmit
power p for block k is pk. Hence, the instantaneous receive SNR for block k is
γk = gkpk.
2.1.2 Channel Capacity with No Delay Constraint
Without any delay constraint, transmission codeword can be assumed long enough
to experience all fading channel states. In such circumstances, channel capacity
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capacity over all possible channel realizations. According to Shannon’s communi-
cation theory, instantaneous channel capacity of a fading channel for time instance
k is Ck = log2(1 + γk). Let f(γ) = Pr{γi = γ} denote the p.d.f. of receive SNR,
the ergodic capacity is deﬁned as [17]
C , Eγ [log2(1 + γ)] =
  ∞
0
log2(1 + γ)f(γ)dγ in bps/Hz. (2.2)
Under an average transmit power constraint E[p] ≤ P, SISO channel capacity is
given considering without and with CSI at the transmitter side, respectively.
With no CSI at the transmitter, constant power P is allocated for each block to
achieve channel capacity CCP, which is obtained as [17]
CCP(P) = Eg[log2(1 + gP)] =
  ∞
0
log2(1 + gP)f(g)dg, (2.3)
in which f(g) denotes the p.d.f. of g.
When perfect CSI is available at the transmitter, adaptive power and code rate are
allocated for each block and the capacity CAP is obtained by maximizing over the
power allocation function p = p(g) with the constraint E[p] ≤ P and is expressed
as
CAP(P) = max
E[p]≤P
Eg [log2(1 + gp)]. (2.4)
The optimal power allocation is given as [3, 17]
p(g) =
 
1
ξ
−
1
g
 +
, (2.5)
where [z]+ =max(z,0). This is referred to the waterﬁlling power allocation strategy
[3], in which waterlevel ξ is obtained numerically from the power constraint
Eg[p] =
  ∞
ξ
 
1
ξ
−
1
g
 
f(g)dg = P. (2.6)Chapter 2. Wireless Channel Capacity 41
Fig. 2.2 illustrates the waterﬁlling power allocation strategy. The value of 1
g is
plotted as a function of block, and it is regarded as the bottom of a vessel. If P
units of water per block are ﬁlled into the vessel and 1
ξ is the water surface, the
depth of the water at each block equals to the power allocated to that block. No
power is allocated when the bottom of the vessel is above the surface, since the
channel is too poor to transmit information. Generally, the transmitter allocates
more power to the stronger channels and less or zero power to weaker channels.
Block￿
p=0￿
p=￿
Figure 2.2: An illustration of waterﬁlling power allocation strategy.
As a result, the expression for CAP(P) is derived as [17]
CAP(P) =
  ∞
ξ
log2(g/ξ)f(g)dg. (2.7)
For Rayleigh fading channel, f(g) = e−g, the channel capacity performance of
constant power and waterﬁlling power allocation are compared in Fig. 2.3. The
ergodic capacity under the waterﬁlling power allocation strategy outperforms the
constant power allocation. For higher transmit power, the ergodic capacity results
under two settings are closer to each other.Chapter 2. Wireless Channel Capacity 42
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Figure 2.3: Ergodic capacity of SISO channel with no delay constraint.
2.1.3 Channel Capacity with Delay Constraint
When delay constraint is considered, channel capacity is investigated in [64, 81].
Suppose a codeword spans over K blocks. For a ﬁxed Tc, the number of blocks K
is related to the system coding and decoding complexity [82]. Therefore, K can
be considered as the overall coding/decoding delay constraint.
For delay constrained communications, ergodic capacity is not capable of describ-
ing the channel performance. Instead, information outage probability is proposed
as a performance indicator of wireless channel [64]. First, instantaneous mutual in-
formation (IMI) of a K-BF channel measuring the instantaneous channel capacity
is deﬁned as [64]
IK(p,g) ,
1
K
K  
k=1
log2(1 + gkpk), (2.8)
where p , (p1,p2,...,pK) and g , (g1,g2,...,gK). Since IK(p,g) is a random
variable, the transmission code rate R0 may or may not be supported by IMI. ByChapter 2. Wireless Channel Capacity 43
deﬁning short-term power constraint as
1
K
K  
k=1
pk ≤ P, (2.9)
and long-term power constraint as
E
 
1
K
K  
k=1
pk
 
≤ P, (2.10)
the information outage probability evaluated at R0 with power constraint P is
denoted by [64]
Pout(R0,P) , Pr{IK(p,g) < R0}. (2.11)
The optimization for delay constrained communications can be formulated as

         
         
min
p
Pr{IK(p,g) < R0}
s.t.
1
K
K  
k=1
pk ≤ P,
or E
 
1
K
K  
k=1
pk
 
≤ P.
(2.12)
The above problem has been solved considering transmitter side CSI only. When
CSI of the whole K blocks is available at the transmitter prior to transmission
(acausal CSI), such as in multicarrier systems, the optimal power allocation strate-
gies have been solved in [64].
Under short-term power constraint, achieving maximum IMI with the available
power P over K blocks for each transmission results in the minimum outage.Chapter 2. Wireless Channel Capacity 44
Therefore, the optimization problem is equivalent to [64]

   
   
max
p
IK(p,g)
s.t.
1
K
K  
k=1
pk ≤ P.
(2.13)
The optimal power allocation for block k under short-term power constraint pst
k is
given by waterﬁlling strategy as
p
st
k =
 
1
ξst −
1
gk
 +
, (2.14)
in which the waterlevel ξst can be numerically found by solving the short-term
power constraint equation
1
K
K  
k=1
 
1
ξst −
1
gk
 +
= P. (2.15)
Under long-term power constraint, the problem is considered in two situations.
When the channel is bad, or in outage, the transmitter should allocate zero power.
On the other hand, the transmitter should allocate the least amount of power to
meet the exact target code rate R0. Consequently, the optimization problem is
equivelant to [64] 
   
   
min
p
1
K
K  
k=1
pk
s.t. IK(p,g) = R0.
(2.16)
Similar to (2.13) and (2.14), the optimal power allocation for block k under long-
term power constraint plt
k is given by waterﬁlling strategy as
p
lt
k =
 
1
ξlt −
1
gk
 +
, (2.17)Chapter 2. Wireless Channel Capacity 45
substituting (2.17) into (2.8), the waterlevel ξlt can be numerically found by solving
the rate constraint
1
K
K  
k=1
log2
 
gk
ξlt
 
= R0. (2.18)
Determining whether the transmission is in outage needs further calculation. In
[64], the authors give a method to deﬁne the boundary P B. Denoting the re-
quired sum power for each transmission as psum =
 K
k=1 plt
k, the power transmission
boundary P B is calculated by solving the following equation satisfying long-term
power constraint   PB
0
psum(g)dF(g) = P, (2.19)
where F(g) is the cumulative distribution function (c.d.f.) of channel vector g. For
each transmission, if the required sum power for achieving code rate psum > P B,
the transmission is in outage and no power is allocated. The above equation
involves high complexity and hence, can only be solved numerically when block
number K > 2 [64].
When CSI for the current block k and previous blocks 1,2,    ,k−1 are available
at the transmitter (causal CSI), the transmitter will adapt power and rate trans-
mission for each block based on the current and previous CSI and the statistics of
future channel [81]. The optimal solution to such problem can be solved numeri-
cally by applying DP, which deals with optimization problems where decisions are
made in stages with the objective to minimize a certain cost [83].Chapter 2. Wireless Channel Capacity 46
2.2 MIMO Channel and its Capacity
2.2.1 Channel Model
A discrete-time MIMO channel transmission system sending an input message s
from the transmitter to the receiver is represented in Fig. 2.4. The MIMO trans-
mission system has nt transmit antennas and nr receive antennas. It is assumed
that nt ≥ nr and the system performance can be analyzed in a similar way when
nt < nr. Channel matrix for the kth time period (or block) Hk is an nr ×nt com-
plex matrix Hk =
 
h
(k)
i,j
 
∈ Cnr×nt, in which h
(k)
i,j denotes the channel gain from the
jth transmit antenna to the ith receive antenna for block k. As a normalization,
it is assumed that E[|hi,j|2] = 1. In addition, Hk is known to the receiver and
a feedback link may exist allowing receiver to feedback instantaneous CSI to the
transmitter.
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Figure 2.4: An illustration of a MIMO channel model.
The above MIMO channel signal transmission at block k is represented by
yk = Hkxk + wk, (2.20)
in which xk is an nt × 1 vector denoting the transmit symbols. wk is an nr × 1
noise vector and the entries of each element is i.i.d. complex Gaussian distributionChapter 2. Wireless Channel Capacity 47
N(0,N0). N0 is assumed to be 1 for normalization. In addition, it is assumed
that transmit power for block k tr(xkx
†
k) is pk, where Z† denotes the conjugate
transpose of the matrix Z and tr(Z) denotes the trace of the matrix Z.
2.2.2 Channel Capacity with No Delay Constraint
With no delay constraint, ergodic capacity is used to measure the performance of
MIMO system [33, 39, 40, 41]. Under a transmit power constraint tr(xkx
†
k) ≤ P,
the capacity of MIMO channels is derived without and with transmitter side CSI
respectively.
With no CSI at the transmitter, equal power P/nt is allocated for each antenna
and the channel capacity is given as [33]
CCP(P) = EH
 
log2
       Inr +
P
nt
HH
†
       
 
in bps/Hz, (2.21)
where |Z| denotes the determinant of matrix Z.
The matrix H has a singular value decomposition (SVD) as
H = UDV
†, (2.22)
where U ∈ Cnr×nt and V ∈ Cnt×nr are unitary matrix and D ∈ Rnr×nt is a real
diagonal matrix. The real diagonal elements d1 ≥ d2     ≥ dnr are the ordered
singular values of the matrix H. Since
HH
† = UDD
TU
†, (2.23)
where ZT is the transpose of the matrix Z, the eigenvalues of the matrix HH†
known as (λ1,λ2,    ,λnr) are the squared singular values (d2
1,d2
2,    ,d2
nr).Chapter 2. Wireless Channel Capacity 48
Therefore, the capacity can be further evaluated as [33]
CCP(P) = Eλ
 
nr  
i=1
log2
 
1 +
P
nt
λi
  
. (2.24)
When perfect CSI is available at the transmitter, adaptive power pi is allocated
along each eigenchannel, which corresponds to each λi of the channel, to support
each data stream transmission. The capacity CAP is obtained by maximizing over
power allocation constraint
 nr
i=1 pi ≤ P given as [3, 33]
CAP(P) = max Pnr
i=1 pi≤P
Eλ
 
nr  
i=1
log2 (1 + piλi)
 
. (2.25)
The above power allocation solution is given by waterﬁlling solution as [3, 33]
pi =
 
1
δ
−
1
λi
 +
, (2.26)
where waterlevel δ is obtained by solving the power constraint equation
1
K
nr  
i=1
 
1
δ
−
1
λi
 +
= P. (2.27)
2.2.3 Channel Capacity with Delay Constraint
When delay is considered, information outage probability is used as a performance
indicator for MIMO channels [65].
For a K-BF channel, let λk = (λk,1,    ,λk,nr) be the eigenvalues for block k, and
pk = (pk,1,    ,pk,nr) be the power allocated for block k along eigenchannels, the
IMI of the K-block MIMO fading channel is deﬁned as [65]
IK(P,Λ) ,
1
K
K  
k=1
nr  
i=1
log2(1 + λk,ipk,i), (2.28)Chapter 2. Wireless Channel Capacity 49
where P , (p1,p2,    ,pK) and Λ , (λ1,λ2,    ,λK).
Deﬁning short-term power constraint as
1
K
K  
k=1
nr  
i=1
pk,i ≤ P, (2.29)
and long-term power constraint as
E
 
1
K
K  
k=1
nr  
i=1
pk,i
 
≤ P, (2.30)
information outage probability evaluated at a target code rate R0 with short-term
or long-term power constraint P is deﬁned by [65]
Pout(R0,P) , Pr{IK(P,Λ) < R0}. (2.31)
Accordingly, the problem for delay constrained communications is formulated as
[65] 
         
         
min
P
Pr{IK(P,Λ) < R0}
s.t.
1
K
K  
k=1
nr  
i=1
pk,i ≤ P,
or E
 
1
K
K  
k=1
nr  
i=1
pk,i
 
≤ P.
(2.32)
The above problem has been solved considering transmitter side acausal CSI only
[65]. Under short-term power constraint, achieving maximum IMI with the avail-
able power P over K blocks for each transmission leads to the minimum outage.
Therefore, the optimization problem is equivalent to [65]

   
   
max
P
IK(P,Λ)
s.t.
1
K
K  
k=1
nr  
i=1
pk,i ≤ P.
(2.33)Chapter 2. Wireless Channel Capacity 50
The optimal power allocation for the kth block and ith eigenchannel under short-
term power constraint denoted as pst
k,i is given by waterﬁlling strategy as
p
st
k,i =
 
1
δst −
1
λk,i
 +
, (2.34)
where waterlevel δst is obtained by solving the short-term power constraint equa-
tion
1
K
K  
k=1
nr  
i=1
 
1
δst −
1
λk,i
 +
= P. (2.35)
Under long-term power constraint, the problem is considered in two situations.
When the channel is bad, or in outage, the transmitter should allocate zero power.
On the other hand, the transmitter should allocate the least amount of power to
meet the exact target code rate R0. Consequently, the optimization problem is
equivalent to [65] 
   
   
min
P
1
K
K  
k=1
nr  
i=1
pk,i
s.t. IK(P,Λ) = R0.
(2.36)
The optimal power allocation for the kth block and ith eigenchannel under long-
term power constraint denoted as plt
k,i is given by waterﬁlling strategy as
p
lt
k,i =
 
1
δlt −
1
λk,i
 +
, (2.37)
substituting (2.37) into (2.28), the waterlevel δlt can be obtained by solving the
transmission rate constraint equation
1
K
K  
k=1
nr  
i=1
log2
 
λk,i
δlt
 
= R0 (2.38)
Determing whether the transmission is in outage needs further calculation. In
[65], the authors present a method to deﬁne the boundary. Denoting the requiredChapter 2. Wireless Channel Capacity 51
sum power for each transmission for achieving R0 as psum =
 K
k=1
 nr
i=1 plt
k,i, the
power transmission boundary P B is calculated by solving the following equation
satisfying long-term power constraint
  PB
0
psum(Λ)dF(Λ) = P, (2.39)
where F(Λ) is the c.d.f. of channel eigenvalue matrix Λ. For each transmission,
if the required sum power psum > P B, the transmission is in outage and no power
is allocated. The above equation involves high complexity and hence, can only be
solved numerically [65].
2.3 EC
The concept of EC was ﬁrst proposed in [77]. Diﬀerent from the capacity results
considered in Sections 2.1 and 2.2, EC measures wireless capacity from data link
layer instead of physical layer. As shown in Fig.2.5, data are transmitted to
data link layer with a constant rate (source rate) and stored in the buﬀer before
transmitted over wireless channel. Due to the instant changing characteristic of
wireless channel, the amount of information being transmitted by wireless channel
(service rate) varies constantly. This results in an unpredictable queueing delay
for the packets in the buﬀer.
Consequently, a delay violation probability is deﬁned as the probability that a
predeﬁned queueing delay bound is exceeded. Let D(t) be the queueing delay at
time t. The delay bound violation probability, or the probability of D(t) exceeding
a delay bound Dmax is expressed as
Pr{D(t) ≥ Dmax} ≈ e
−θDmax, (2.40)Chapter 2. Wireless Channel Capacity 52
where θ is the delay exponent, indicating the exponential decay rate of delay.
Apparently, a larger θ will result in a stringent delay constraint, whereas a smaller
θ indicates a loose delay constraint.
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Figure 2.5: An illustration of EC model.
Under the above delay bound violation probability constraint, EC measures the
maximum achievable source rate that the wireless channel can support. With an
i.i.d. BF channel model, the EC under the above delay constraint EC(θ) has been
obtained as [77, 79]
EC(θ) = −
1
θ
log2 E
 
e
−θR 
, (2.41)
where R is the instantaneous channel capacity. An example of EC for SISO channel
with constant power P allocated for each block and channel power gain g is given
by [77, 79]
EC(θ) = −
1
θ
log2 E
 
e
−θ log2(1+Pg) 
= −
1
θ
log2
  ∞
0
e
−θ log2(1+Pg)dg. (2.42)Chapter 2. Wireless Channel Capacity 53
2.4 Summary
In this chapter, we have presented background information of wireless channel,
wireless capacity and EC for understanding the research work in the following
chapters. From the viewpoint of physical layer, without decoding delay constraint,
ergodic capacity has been used to measure the performance of wireless channel.
When delay is considered, the concept of information outage probability has been
introduced to measure wireless channel performance. From the viewpoint of data
link layer, EC is used to measure the performance of wireless channel under statis-
tical queueing delay constraint. In the following chapters, we will consider wireless
resource allocation design under information outage probability constraint and EC
constraint respectively.Chapter 3
Mathematical Preliminaries
In this chapter, we present mathematical theories used in the thesis, including
convex optimization theory in Section 3.1, nonlinear optimization theory in Section
3.2 and DP and optimal control theory in Section 3.3.
3.1 Convex Optimization Theory
In some cases, after some mathematical transformation, the optimization problems
can be possibly expressed in convex form. For these types of problems, there is a
well developed theory to solve the problem optimally and eﬃciently.
3.1.1 Convex Optimization Problem
A function f: Rn → R is deﬁned as a convex function when the domain of f
denoted by dom f is convex set (which means for all n-dimensional vectors x,
y ∈ dom f and α ∈ [0,1], αx + (1 − α)y ∈ dom f) and for all x,y ∈ dom f
and θ ∈ [0,1], the function f satisﬁes
f(θx + (1 − θ)y) ≤ θf(x) + (1 − θ)f(y). (3.1)Chapter 3. Mathematical Preliminaries 55
A convex optimization problem is one of the form [84]
minimize f0(x)
subject to fi(x) ≤ 0 i = 1,    ,m,
hi(x) = 0 i = 1,    ,p,
(3.2)
where the functions f0,    ,fm : Rn → R are convex and h1,    ,hp : Rn → R are
linear. f0 is the cost function or objective function. The inequalities fi(x) ≤ 0 are
inequalities constraints and equalities hi(x) = 0 are equalities constraints.
3.1.2 Convex Functions
3.1.2.1 Basic Properties
The basic properties to determine whether function f is convex is ﬁrst-order
condition stated as follows [84, 85]:
Suppose f is diﬀerentiable, i.e., its gradient ∇f exists at each point in dom f,
then f is convex if and only if dom f is convex and
f(y) ≥ f(x) + ∇f(x)
T(y − x) (3.3)
holds for all x, y ∈ dom f.
Moreover, a more commonly used condition to distinguish a convex function is
second-order condition, which is presented as follows [84, 85]:
Assume that f is twice diﬀerentiable, i.e., its Hessian or second derivative ∇2f
exists at each point in dom f. Then f is convex if and only if dom f is convex
and its Hessian is positive semideﬁnite for all x ∈ dom f, or
∇
2f(x)   0. (3.4)Chapter 3. Mathematical Preliminaries 56
In addition, f is concave if −f is convex.
3.1.2.2 Operations that Preserve Convexity
In this section, operations to preserve convexity of convex functions are introduced.
This can be used to analyze the convexity of a function [84].
• Nonnegative weighted sums. A nonnegative weighted sum of convex
functions,
f = w1f1 +     + wmfm, (3.5)
is convex. The property extends to inﬁnite sums and integrals. An example
is given as follows. If f(x,y) is convex in x for each y ∈ A, and w(y) > 0
for each y ∈ A, the function g(x) deﬁned as
g(x) =
 
A
w(y)f(x,y)dy (3.6)
is convex in x.
• Composition with an aﬃne mapping. Suppose f: Rn → R, A ∈ Rn×m,
and b ∈ Rn. Deﬁne g: Rm → R by
g(x) = f(Ax + b), (3.7)
with dom g = {x|Ax + b ∈ domf}. If f is convex, so is g.
• Composition. Deﬁne two functions h: Rk → R and g: Rn → Rk. The
composition function f = h ◦ g: Rn → R is deﬁned by
f(x) = h(g(x)), dom f = {x ∈ dom g|g(x) ∈ dom h}. (3.8)
Consider a scalar composition, where k = n = 1, assume h and g are twice
diﬀerentiable, the second derivative of the composition function denoted asChapter 3. Mathematical Preliminaries 57
f′′(x) is obtained as
f
′′(x) = h
′′(g(x))g
′(x)
2 + h
′(g(x))g
′′(x), (3.9)
where l′ denotes the ﬁrst derivative of the function l.
According to the second-order condition, f is convex if f′′ ≥ 0. Therefore,
the following rules can be used to distinguish the convexity of f:
f is convex if h is convex and nondecreasing, and g is convex,
f is convex if h is convex and nonincreasing, and g is concave,
f is concave if h is concave and nondecreasing, and g is concave,
f is concave if h is concave and nonincreasing, and g is convex.
3.1.3 Solutions to Convex Optimization
3.1.3.1 Lagrangian Duality Function and KKT Condition
For some cases, convex problems can be analytically solved using Lagrangian dual-
ity and Karush-Kuhn-Tucker (KKT) condition [84]. The basic idea of Lagrangian
duality is to take the constraints in (3.2) into account by augmenting the ob-
jective function with a weighted sum of the constraint functions. We deﬁne the
Lagrangian associated with the problem (3.2) as
L(x,φ,υ) = f0(x) +
m  
i=1
φifi(x) +
p  
i=1
υihi(x), (3.10)
in which φi is referred as Lagrangian multiplier associated with inequality con-
straints fi(x) ≤ 0 and υi is the Lagrangian multiplier associated with equality
constraints hi(x) = 0. The vectors φ ∈ Rm and υ ∈ Rp are called LagrangianChapter 3. Mathematical Preliminaries 58
multiplier vectors. The Lagrangian dual function g(φ,υ) is deﬁned as the mini-
mum value of the Lagrangian over x, i.e.,
g(φ,υ) , inf
x
L(x,φ,υ). (3.11)
The optimal solution for (3.11) (x∗,φ
∗,υ∗) is also the optimal solution for the
dual problem (3.2). The solution satisﬁes KKT conditions stated as [84]
hi(x
∗) = 0, fi(x
∗) ≤ 0,
φ
∗
i ≥ 0,
∇f0(x
∗) +
m  
i=1
φ
∗
i∇fi(x
∗) +
p  
i=1
υ
∗
i∇hi(x
∗) = 0,
φ
∗
ifi(x
∗) = 0.
(3.12)
KKT conditions are very important and useful in solving convex optimization
problems analytically. However, for most convex optimization problems, there is
no analytical solution. Some numerical methods have been developed to eﬃciently
solve convex optimization. For example, interior-point method has been developed
to solve constrained convex optimization problems to a speciﬁed accuracy [84]. It
uses Newton’s method to solve the original convex problem (3.2) or its KKT con-
dition (3.12) by iteratively searching the optimal solution to its descent direction
on which the value of the function decreases the most [84, 85].
3.1.4 Jensen’s Inequality
A very important theory used in the thesis is Jensen’s Inequality, which extends
the inequality in (3.1) to convex combinations of more than two points. In other
words, if f is convex, x1,    ,xk ∈ domf, and θ1,    ,θk ≥ 0, with θ1+   +θk = 1,
then
f(θ1x1 +     + θkxk) ≤ θ1f(x1) +     + θkf(xk). (3.13)Chapter 3. Mathematical Preliminaries 59
This is called Jensen’s Inequality. When the sums become inﬁnite, for example, if
p(x) ≥ 0 on S ⊆ dom f,
 
S p(x)dx = 1, then we have
f
  
S
p(x)xdx
 
≤
 
S
f(x)p(x)dx. (3.14)
If x is a random variable such that x ∈domf with probability one, and f is
convex, then we have
f(E[x]) ≤ E[f(x)]. (3.15)
3.2 Nonlinear Optimization Theory
Nonlinear optimization is described as an optimization problem (3.2) when the
objective or constraint functions are not linear and not known to be convex. Gen-
erally, there are no eﬀective ways to solve such problems. Several diﬀerent ap-
proaches exist to solve general nonlinear problems. In the following, we list some
nonlinear optimization algorithms used in the later chapters in the thesis.
When the objective function is a real value function with high complexity and the
constraints are given in bound constraints, DIRECT algorithm has been used in
the thesis to solve the problems for global optimization [86]. DIRECT is a sampling
algorithm which requires no knowledge of the objective function gradient. The
algorithm samples points in the domain, and uses the information it has obtained
to decide where to search next. However, for this algorithm the global optimization
may come at the expense of a large and exhaustive search over the domain.
Alternatively, a more general method, sequential quadratic programming (SQP),
can solve most of the nonlinear optimization at an aﬀordable complexity [87].
However, this method can only guarantee a local optimization solution.Chapter 3. Mathematical Preliminaries 60
3.3 DP and Optimal Control Theory
Diﬀerent from general optimization theory, DP and optimal control theory deals
with situations where decisions are made in stages with the objective to minimize
a certain cost [83]. For each of the stages, the outcome of the decision may not be
fully predictable but can be anticipated to some extent before the next decision
is made. Decisions must be balanced to consider both the desire for low present
cost and the undesirability of high future costs. In order to capture this tradeoﬀ,
DP ranks decisions based on the sum of the present cost and the expected future
cost, assuming optimal decision making for subsequent stages.
The uniqueness of DP lies in two aspects. First, the optimization problem is solved
over time. Second, DP can achieve the optimal solution at a relatively aﬀordable
cost of complexity. Thus, it has been used in wireless communication systems to
solve the power allocation problem [68, 81].
3.3.1 Basic Problem
The basic problem for DP has two principal features: (1) an underlying discrete-
time dynamic system and (2) a cost function that is additive over time. The
system has the form
xi+1 = fi(xi,pi,gi), for i = 1,2,...,K, (3.16)
where xi is the state of the system at stage i, which summarizes past information
that is relevant for future optimization, pi =  i(xi) is the control or decision vari-
able to be selected at stage i based on the policy function  i( ),1 gi is a random
parameter (i.e., disturbance or noise depending on the context) and K is the num-
ber of times that control is applied. The function fi( ) describes the mechanism by
1There is a main diﬀerence between control and policy. Policy is a global solution for every
possible system state while control is the use of the policy for a speciﬁc initialization or state.Chapter 3. Mathematical Preliminaries 61
which the state is updated. For a given initial state x1, DP has the cost function
J(x1) = Eg
 
cK+1(xK+1) +
K  
i=1
ci(xi, i(xi),gi)
 
, (3.17)
where ci is the cost incurred at time i with cK+1 being the terminal cost incurred
at the end of the process. The optimal policy µ∗ = { ∗
1,..., ∗
K} is one that
minimizes this cost (3.17).
3.3.2 Solving DP Problems
The optimal policy DP solving the above problem is by proceeding backwards in
time from period K to period 1 as follows [83]
Ji(xi) = min
pi
Eg [ci(xi,pi,gi) + Ji+1 (xi+1)], for i = 1,2,...,K, (3.18)
with initialization JK+1(xK+1) = cK+1(xK+1) representing the terminal cost and
Ji(xi) denoting the cost of the tail subproblem that starts at time i at state xi.
The optimal cost J∗(x1) is given by J1(x1) at the last step of the algorithm. In
other words, DP proceeds sequentially to solve all the tail subproblems of a given
time length, by using the solution of the tail subproblems of shorter time length.
Note that all the tail subproblems are solved optimally in addition to the original
problem and hence lead to the intensive computational requirements.
3.3.3 Problem Reformulations
In some applications the system cost depends not only on the current state xi
and control pi, but also the earlier states and controls. In other words, states
and controls inﬂuence future costs with some time lag. This situation can be
handled by state augmentation, which expands the state to include earlier statesChapter 3. Mathematical Preliminaries 62
and controls. In this case, the problem can be formulated to the basic format by
introducing the augmented state
˜ xi = (x1,x2,...,xi,p1,p2,...,pi−1,g1,g2,...,gi−1). (3.19)
An example of time lags in the cost, which is particularly related in the thesis,
occurs in the non-additive form with an initial state x1 as
J(x1) = Eg [cK+1(xK+1,xK,    ,x1,pK,pK−1     ,p1,gK,gK−1,    ,g1)]. (3.20)
and Eg [cK+1(˜ xK+1)] is considered as the reformulated cost.Chapter 4
Wireless Resource Allocation in
Single User Systems with
Transmitter SCI
In Chapter 4 of the thesis, we will discuss the wireless resource allocation problem
in single user transmission systems. The aim is to minimize transmit power in
single user MIMO systems with transmitter side SCI while satisfying user’s QoS
requirement in terms of information outage probability under certain decoding
delay constraint. The mathematical tools used in this chapter are non-linear op-
timization and mathematical calculus. Compared with the traditional resource
allocation problem, our proposed schemes ﬁrst consider power minimization prob-
lem under users’ QoS requirement in terms of information outage probability. Note
that wireless resource allocation problem in single user systems with transmitter
CSI will be considered in Chapter 5.
This chapter is organized as follows. Introduction and motivation are given in
Section 4.1. In Section 4.2, we will present the system model. Section 4.3 further
analyzes the problem to be solved. In Section 4.4, closed-form mean and varianceChapter 4. Wireless Resource Allocation in Single User Systems with Transmitter SCI 64
of MIMO channel capacity are derived. In the following, the power minimization
problem is solved in Section 4.5. Simulation results are shown in Section 4.6 and
we summarize this chapter in Section 4.7.
4.1 Introduction
The aim of this chapter is to solve the transmit power minimization problem in
single user MIMO system with transmitter side SCI while satisfying user’s QoS
requirement in terms of information outage probability under certain decoding
delay constraint. There exists limited research work considering power allocation
strategies in single user systems for delay constrained communication. In [64,
65], an acausal BF SISO and MIMO channel was considered and the optimal
power allocation under short-term or long-term power constraint are obtained to
maximize average capacity or minimize the outage probability. More recently, in
[88, 89], the power allocation problem in an acausal BF channel, similar to [64],
but with a service outage probability constraint (which requires a variable-rate
encoder at the transmitter to adapt the transmission service rate) as opposed
to an information outage (in which case a ﬁxed-rate encoder is considered) has
been addressed. In [66], the authors extend the research in [65] and propose a
near-optimal low complexity power allocation strategy for achieving capacity in
an acausal BF channel and further apply it in MIMO multicarrier systems [67].
Acausality of CSI may be valid for parallel BF channels (i.e., blocks separated in
frequency) but not for serial channels (i.e., blocks separated in time). This has
motivated the adaptive transmission research works for causal BF channels.
In [81, 90], the authors exploited the causal CSI of BF channels for maximizing
the expected rate and minimizing the outage probability by optimizing the power
allocation over the blocks using a DP approach. Simpliﬁed, but suboptimal, tech-
niques for the expected rate maximization problems have also been proposed inChapter 4. Wireless Resource Allocation in Single User Systems with Transmitter SCI 65
[91, 92]. Note that, all of the above-mentioned works rely on the assumption that
the instantaneous CSI is known at the transmitter, which requires a delay-free
feedback channel, and will be diﬃcult to obtain for most situations. For this
reason, this chapter considers only SCI available at the transmitter.
In contrast to the traditional schemes that aim to maximize the expected achiev-
able rate or minimize the outage probability, future wireless communication sys-
tems are anticipated to provide a wide range of applications with diverse QoS re-
quirements that will require QoS-driven resource allocation schemes to eﬃciently
allocate the radio resources for accommodating heterogeneous mobile data [19].
In addition, the application of MIMO technology brings another challenge for the
design. This motivates us to develop a more appealing approach to minimize
the transmission cost (in terms of the average transmitted power per block) for
achieving a given QoS in terms of information outage probability in MIMO system.
In the following, we aim to solve the problem of minimizing the transmit power
required for achieving a given information outage probability with transmitter
SCI under certain decoding delay constraint. We use Gaussian approximation to
express the p.d.f. of the IMI over transmission blocks, and derive analytically the
mean and variance of the IMI of the MIMO channel for power minimization. It
is shown that the optimal power allocation based on the Gaussian approximation
can be obtained numerically by using one of the nonlinear optimization method
DIRECT. The problem with causal CSI assumed at the transmitter will be solved
in Chapter 5.
4.2 System Model
A MIMO BF channel is considered. As introduced in Section 2.2.1, it can be
represented by a complex matrix Hk =
 
h
(k)
i,j
 
∈ Cnr×nt, where nt and nr antennas
are, respectively, located at the transmitter and the receiver. The amplitude squareChapter 4. Wireless Resource Allocation in Single User Systems with Transmitter SCI 66
of each element,
     h
(k)
i,j
     
2
, has the p.d.f. of (4.1) as that of ck,
f (ck) =



e−ck if ck ≥ 0,
0 if ck < 0,
(4.1)
where E[ck] = 1 ∀k. And the elements of Hk are i.i.d. for diﬀerent block k and
antenna pairs. In addition, it is assumed that the variance of the noise N0 = 1 for
normalization.
Accordingly, the IMI for block k can be found as [33]
rk = log2 det
       I +
P
nt
HkH
†
k
        in bps/Hz. (4.2)
In the above, we have used the fact that the transmit covariance matrix at time k
is P
ntI. This is because the transmitter does not have the instantaneous CSI and
thus transmits the same power across the antennas. And by transmitting power of
P
nt at each antenna, the transmit power at each block is kept as P. In the sequel,
we shall assume that nt ≥ nr.The case of nt < nr can be treated in a similar way
and thus omitted for conciseness.
Denoting the target code rate as R0, as introduced in Section 2.1.3, an information
outage is said to occur if the IMI over K blocks 1
K
 K
k=1 rk, is less than R0. As
no CSI is available at the transmitter, equal power allocation over K blocks are
performed. If we further denote the target information outage probability as ε0,
the problem of interest is to minimize the average transmit power per block subject
to a target information outage probability, i.e.,
min
P≥0
P
s.t. Pr
 
1
K
K  
k=1
rk < R0
 
≤ ε0.
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4.3 Minimum Power for a Given Outage Proba-
bility
Given the model described above, our aim is further elaborated as:
min
P≥0
P
s.t. Pr
 
1
K
K  
k=1
log2 det
       I +
P
nt
HkH
†
k
        < R0
 
≤ ε0.
(4.4)
To proceed further, we rewrite the outage probability in (4.4) as follows:
Pout = Pr
 
K  
k=1
log2 det
       I +
P
nt
HkH
†
k
        < KR0
 
= Pr
 
K  
k=1
log2 det
       I +
PΛk
nt
        < KR0
  (4.5)
where Λk , diag
 
λ
(k)
1 ,λ
(k)
2 ,...,λ
(k)
nr
 
with λ
(k)
1 ≥ λ
(k)
2 ≥     ≥ λ
(k)
nr > 0 repre-
senting the ordered eigenvalues of HkH
†
k. Note also from our assumption that
nr = min{nt,nr} = rank(Hk) ∀k. The random variables of the outage probability
are the eigenvalues
 
λ
(k)
j
 
whose joint p.d.f. is [93]
f(Λ) =
(
 nr
i=1 λi)
nt−nr e−
Pnr
i=1 λi
nr!
 nr
i=1(nr − i)!(nt − i)!
×
 
1≤i≤j≤nr
(λi−λj)
2, for λ1,...,λnr > 0, (4.6)
where the time index k is omitted for conciseness. Evaluation of the outage prob-
ability requires knowing the p.d.f. of
 K
k=1 rk with (4.6), and it has unfortunately
been unknown so far. Recently, it was found in [94] that the p.d.f. of r (rk with
the subscript k omitted) can be approximated as Gaussian (so does the
 K
k=1 rk)
with the mean (ρr) and variance (σ2
r) derived, respectively, as [33, 94]
ρr =
  ∞
0
log2
 
1 +
Pλ
nt
  nr−1  
n=0
n!λnt−nre−λ
(n + nt − nr)!
 
L
(nt−nr)
n (λ)
 2
dλ (4.7)Chapter 4. Wireless Resource Allocation in Single User Systems with Transmitter SCI 68
where L
(nt−nr)
n (x) denotes the generalized Laguerre polynomial of order n, and
σ
2
r = nr
  ∞
0
ω
2(P,λ)p(λ)dλ −
nr  
i=1
nr  
j=1
(i − 1)!(j − 1)!
(i − 1 + nt − nr)!(j − 1 + nt − nr)!
×
   ∞
0
λ
nt−nre
−λL
(nt−nr)
i−1 (λ)L
(nt−nr)
j−1 (λ)ω(P,λ)dλ
 2 (4.8)
in which ω(P,λ) , log2
 
1 + Pλ
nt
 
and
p(λ) ,
1
nr
nr  
i=1
(i − 1)!
(i − 1 + nt − nr)!
λ
nt−nre
−λ
 
L
(nt−nr)
i−1 (λ)
 2
. (4.9)
In [94], it was demonstrated that using Gaussian approximation on the rate of
a MIMO channel is accurate even with small number of antennas and this claim
will be substantiated in Section 4.6 where numerical results will be provided to
verify its validity. In light of this, we shall use Gaussian approximation on the
sum-rate,
 K
k=1 rk (as this is a sum of independent random variables, clearly, the
approximation will further improve if K increases). Consequently, the probability
constraint can be expressed as
1
2
 
1 + erf
 
R0 − Kρr(P)
σr(P)
√
2K
  
≤ ε0 (4.10)
where erf(x) , 2 √
π
  x
0 e−t2dt. Accordingly, the optimization problem (4.4) can be
re-expressed as
min
P≥0
P
s.t.
1
2
 
1 + erf
 
R0 − Kρr(P)
σr(P)
√
2K
  
≤ ε0.
(4.11)
The remaining challenges are then to derive the closed form expressions for the
mean (4.7) and the variance (4.8), and to seek a method that can solve the problem
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4.4 Derivation of ρr and σ2
r
Here, we shall ﬁrst derive the mean and then the variance of the rate with K =
1. Before we do this, the following useful expansion of the generalized Laguerre
polynomial should be noted
L
v
n(λ) ,
n  
m=0
(−1)
m (n + v)!
(n − m)!(v + m)!m!
  λ
m, (4.12)
where v = nt − nr. To make our notation succinct, we deﬁne a , P
nt, and
bm(n,v) , (−1)
m (n + v)!
(n − m)!(v + m)!m!
=
(−1)m
m!
 
n + v
m + v
 
(4.13)
so that
L
v
n(λ) =
n  
m=0
bm(n,v)λ
m. (4.14)Chapter 4. Wireless Resource Allocation in Single User Systems with Transmitter SCI 70
As a result, the mean, ρr, can be derived as follows:
ρr =
  ∞
0
log2(1 + aλ)
nr−1  
n=0
n!λnt−nre−λ
(n + nt − nr)!
 
L
nt−nr
n (λ)
 2 dλ
=
nr−1  
n=0
n!
(n + v)!
  ∞
0
log2(1 + aλ)λ
ve
−λ [L
v
n(λ)]
2 dλ
=
nr−1  
n=0
n!
(n + v)!
  ∞
0
log2(1 + aλ)λ
ve
−λ
 
n  
m=0
bm(n,v)λ
m
 2
dλ
=
nr−1  
n=0
n!
(n + v)!
  ∞
0
log2(1 + aλ)λ
ve
−λ
 
n  
m=0
bm(n,v)
2λ
2m+
2
n−1  
i=0
n  
j=i+1
bi(n,v)bj(n,v)λ
i+j
 
dλ
=
nr−1  
n=0
n  
m=0
n!
(n + v)!
b
2
m(n,v)
  ∞
0
log2(1 + aλ)λ
ve
−λλ
2mdλ
+2
nr−1  
n=1
n−1  
i=0
n  
j=i+1
n!
(n + v)!
bi(n,v)bj(n,v)
  ∞
0
log2(1 + aλ)λ
ve
−λλ
i+jdλ
=
1
ln2
nr−1  
n=0
n  
m=0
n!
(n + v)!
 
1
m!
 
n + v
m + v
  2   ∞
0
ln(1 + aλ)λ
v+2me
−λdλ
+
2
ln2
nr−1  
n=1
n−1  
i=0
n  
j=i+1
n!
(n + v)!
(−1)i+j
i!j!
 
n + v
i + v
  
n + v
j + v
 
  ∞
0
ln(1 + aλ)λ
v+i+je
−λdλ, (4.15)
where the integral of the form
  ∞
0 λje−λ ln(1+aλ)dλ is given in Appendix 10.2 as
  ∞
0
λ
je
−λ ln(1 + aλ)dλ =
e
1
a
aj−1
j  
n=0
(−1)
n
 
j
n
 
(j − n)!
 
1
n
 j−n E1
 
1
a
 
+
1
aj
j−1  
n=0
j−n  
p=1
(−1)
n
 
j
n
 
(j − n)!
 
1
n
 j−n  
1
j − n + 1 − p
+
1
aj+1
j−2  
n=0
j−n  
p=2
p−1  
q=1
(−1)
n
 
j
n
 
(j − n)!
(j − n − p + 1)!
ap
j − n − q + 1
, (4.16)
in which E1(z) =
  ∞
z
e−t
t dt denotes the exponential integral.Chapter 4. Wireless Resource Allocation in Single User Systems with Transmitter SCI 71
For the variance, we express it using the standard result as
σ
2
r =
  ∞
0
log
2
2(1 + aλ)
nr−1  
n=0
n!λve−λ
(n + v)!
[L
v
n(λ)]
2 dλ
−
nr−1  
i=0
nr−1  
j=0
i!j!
(i + v)!(j + v)!
   ∞
0
λ
ve
−λL
v
i(λ)L
v
j(λ)log2(1 + aλ)dλ
 2
≡ I1 − I2 (4.17)
which boils down to evaluating the integrals I1 and I2. After some manipulations,
we have I1 as
I1 =
1
ln
2 2
nr−1  
n=0
n  
m=0
n!
(n + v)!
 
1
m!
 
n + v
m + v
  2   ∞
0
ln
2(1 + aλ)λ
v+2me
−λdλ
+
2
ln
2 2
nr−1  
n=1
n−1  
i=0
n  
j=i+1
n!
(n + v)!
(−1)i+j
i!j!
 
n + v
i + v
  
n + v
j + v
   ∞
0
ln
2(1+aλ)λ
v+i+je
−λdλ
(4.18)
where
  ∞
0 λje−λ ln(1 + aλ)2dλ is derived in Appendix 10.2 as
  ∞
0
[ln(1 + aλ)]
2 λ
je
−λdλ
=
e
1
a
aj+1
j  
n=0
(−1)
n
 
j
n
 
(j − n)!
 
1
a
 j−n
 
a
  
ln
1
a
− γEM
 2
+
π2
6
 
−23F3
 
[1,1,1];[2,2,2];−
1
a
  
+
2e
1
a
aj
j−1  
n=0
j−n  
p=1
(−1)
n
 
j
n
 
(j − n)!
 
1
a
 j−n  
1
j − n + 1 − p
E1
 
1
a
 
+
2
aj
j−2  
n=0
j−n−1  
p=1
j−n  
q=p+1
(−1)
n
 
j
n
 
(j − n)!
 
1
a
 j−n  
1
(j − n + 1 − p)(j − n + 1 − q)
+
2
aj+1
j−3  
n=0
j−n  
t=3
t−2  
p=1
t−1  
q=p+1
(−1)
n
 
j
n
 
(j − n)!
(j − n − t + 1)!
 
at
(j − n + 1 − p)(j − n + 1 − q)
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where pFq denotes the generalized hypergeometric function and γEM is the Euler
constant [95]. On the other hand, I2 can be obtained using the following result:
  ∞
0
λ
ve
−λL
v
i(λ)L
v
j(λ)log2(1 + aλ)dλ
=
  ∞
0
λ
ve
−λ log2(1 + aλ)
 
i  
m=0
bm(i,v)λ
m
  
j  
n=0
bn(j,v)λ
n
 
dλ
=
  ∞
0
λ
ve
−λ log2(1 + aλ)
 
i  
m=0
j  
n=0
bm(i,v)bn(j,v)λ
m+n
 
dλ
=
i  
m=0
j  
n=0
bm(i,v)bn(j,v)
  ∞
0
λ
ve
−λ log2(1 + aλ)λ
m+ndλ
=
i  
m=0
j  
n=0
bm(i,v)bn(j,v)
  ∞
0
λ
v+m+ne
−λ log2(1 + aλ)dλ. (4.20)
Now, combining the results (4.17), (4.18) and (4.20), we have
σ2
r =
1
ln2 2
nr−1  
n=0
n  
m=0
n!
(n + v)!
 
1
m!
 
n + v
m + v
  2   ∞
0
ln2(1 + aλ)λv+2me−λdλ
+
2
ln2 2
nr−1  
n=1
n−1  
i=0
n  
j=i+1
n!
(n + v)!
(−1)i+j
i!j!
 
n + v
i + v
  
n + v
j + v
   ∞
0
ln2(1 + aλ)λv+i+je−λdλ
−
1
ln2 2
nr−1  
i=0
nr−1  
j=0
i!j!
(i + v)!(j + v)!
×
 
i  
m=0
j  
n=0
(−1)m+n
m!n!
 
i + v
m + v
  
j + v
n + v
   ∞
0
λv+m+ne−λ ln(1 + aλ)dλ
 2
(4.21)
where the integrals of the forms
  ∞
0 λje−λ ln(1+aλ)dλ and
  ∞
0 λje−λ ln
2(1+aλ)dλ
are, respectively, given by (4.16) and (4.19).Chapter 4. Wireless Resource Allocation in Single User Systems with Transmitter SCI 73
4.5 Finding the Minimum Power Numerically
The optimization problem (4.11) can be considered to ﬁnd the minimum power
that satisﬁes
f(P) , Kρr
 
P
nt
 
−
√
2Kσr
 
P
nt
 
erf
−1(1 − 2ε0) − R0 ≥ 0. (4.22)
Obviously, when P increases, the outage probability will decrease. This indicates
the left-hand-side of the above equation will be much greater than 0 if too much
power P is allocated. However, if P is too small, the outage constraint will not be
satisﬁed. As the left-hand-side of the constraint is evidently an increasing function
of P, the minimum P can be obtained by ﬁnding the root of f(P) = 0. The
above equation used to ﬁnd the minimum power for a MIMO system is named as
minimum power equation (MPE). Function f is a complicated non-linear function
involving numerical functions, such as exponential integration and hypergeometric
function. Therefore, it is extremely diﬃcult to ﬁnd the closed-form solution using
traditional optimization method. However, as f can be written in closed-form with
the help of (4.15) and (4.21), and it is a strictly increasing function where there
exists a unique solution for f(P) = 0, it is possible to ﬁnd optimal P ∗ numerically.
In order to ﬁnd the solution of f(P) = 0, one possible method is to use one of
the nonlinear optimization method DIRECT algorithm introduced in Section 3.2
[86, 96]. DIRECT can deal with diﬃcult functions and globally converge to the
minimal value of the objective function if the number of iterations and function
evaluations is suﬃcient. In our problem, the root of f(P) = 0 can be found
eﬃciently by constructing the following problem:
P
∗ = arg min
0≤P≤UP
|f(P)|. (4.23)
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4.6 Simulation Results
4.6.1 Setup
Computer simulations are conducted to evaluate the performance of the proposed
power minimization techniques based on diﬀerent information outage probability
constraints for various target code rates and MIMO systems. Channels between
each transmit and receive antenna are i.i.d. Rayleigh distributed and transmit-
ter SCI is assumed. We deﬁne the transmit SNR per block SNR , P, as our
performance measurement.
4.6.2 Benchmarks
We compare our simulation results with power optimization schemes Q1 and Q2
which are based on the upper bound outage rate probability from [97]. Q1 and
Q2 are derived by replacing the outage rate probability (6.15) by an upper bound
shown below.
Pout = Pr
  
1
K
K  
k=1
rk < R0
  
≤ Pr
  
1
K
K  
k=1
log2
 
1 +
Pλ
(k)
1
nt
 
< R0
  
≡ P
UB1
out
≤ Pr
  
1
K
K  
k=1
log2
 
Pλ
(k)
1
nt
 
< R0
  
= Pr
  
α ,
K  
k=1
lnλ
(k)
1 < ln
  nt
P
 K
2
KR0
   
≡ P
UB2
out .
(4.24)
Here λ
(k)
1 is the largest eigenvalue of the matrix HkH
†
k with p.d.f. shown as [98]
f(λ) =
nr  
i=1
(nt+nr)i−2i2
 
j=nt−nr
 
di,j  
ij+1
j!
 
λ
je
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As such, the optimization problem (4.4) denoted as Q0 is solved sub-optimally by
Q1 and Q2 summarized below:
Q1  →

 
 
min
P≥0
P
s.t. P
UB1
out ≤ ε0,
and Q2  →

 
 
min
P≥0
P
s.t. P
UB2
out ≤ ε0.
(4.26)
Due to the simpliﬁcation of the constraint, the power minimization in Q1 or Q2 is
done more conservatively than in Q0. Therefore,
inf Q0 ≤ inf Q1 ≤ inf Q2. (4.27)
4.6.3 Results
The accuracy of the approximation of Gaussian can be observed from Fig. 4.1
where the c.d.f. are plotted for a (3,2) MIMO system with diﬀerent number
of blocks but same average transmit SNR = 10dB. The solid lines representing
the actual simulated results of the “sum-rate” KR0 of K-block MIMO channel
(even for K = 1) are extremely close to the dashed lines donating the Gaussian
approximation, even when K = 1. The reason is stated as follows.
For MIMO channel with the elements of channel matrix H being i.i.d. Rayleigh
fading, the capacity distribution is asymptotically Gaussian if the number of trans-
mit and receive antennas nt and nr goes to inﬁnity [94]. This can be proved by
a central limit theorem for MIMO channel capacity [99]. Therefore, when nt and
nr are large enough, Gaussian distribution can be used to approximate MIMO
channel distribution. According to [94], when min(nt,nr) ≥ 5, the Gaussian ap-
proximation ﬁts remarkably well with MIMO channel capacity distribution. For
the worst case, when nt and nr are small, i.e. nt = nr = 1 for SISO channel, the
Gaussian approximation is not very accurate. However, the ﬁtting of Gaussian
approximation in this case is still quite respectable [94].Chapter 4. Wireless Resource Allocation in Single User Systems with Transmitter SCI 76
Fig. 4.2 shows the average transmit SNR as a function of outage probability ε0
in a (4,3) MIMO system when K = 3. Q0 (plotted with triangles) represents
the proposed optimal transmit SNR, while Q1 and Q2 (plotted with squares and
circles respectively) are sub-optimal results from (4.26). From the ﬁgure we can
observe that with the same outage probability and transmission rate, transmit
SNR required in each scheme satisﬁes Q0 < Q1 < Q2. The transmit SNR gap
under Q0 and Q1 is relatively larger when the transmission rate R0 is larger. For
example, when ε0 = 10−4, the gap of transmit SNR between Q0 and Q1 increases
from around 4dB to 8dB when R0 changes from 3 to 6 bps/Hz. This can be
explained by writing MIMO capacity for one block as
log2
 
1 +
Pλ1
nt
  
1 +
Pλ2
nt
 
   
 
1 +
Pλnr
nt
 
. (4.28)
Assuming λ1 is the largest eigenvalue, log2
 
1 +
Pλ1
nt
 
is the transmission rate pro-
posed in Q1. When a relatively larger transmit SNR is required, i.e., R0 increases,
the multiplied value
 
1 +
Pλ2
nt
 
   
 
1 +
Pλnr
nt
 
becomes larger. This brings more
diﬀerence in the actual transmission rate between Q0 and Q1.
On the other hand, when the outage probability decreases, i.e., from 10−1 to
10−4, only a slightly more power (around 2 dB) is required for Q0 for all diﬀerent
transmission rate R0. In addition, when R0 changes, i.e. from 3 to 6 bps/Hz,
around 6 dB more power is needed at the transmitter. This indicates that for
MIMO system the transmit SNR is mainly determined by transmission rate, rather
than outage probability.
The relationship between transmit SNR and transmission rate R0 can be observed
from Figs. 4.3 and 4.4. The ﬁgures present the average SNR needed for various
transmission rate R0 for (2,2) and (4,3) MIMO systems with ε0 = 0.01 and 0.0001
respectively. From the ﬁgures we can see that the greater the transmission rate,
the larger SNR is required to achieve the same outage probability constraint. InChapter 4. Wireless Resource Allocation in Single User Systems with Transmitter SCI 77
particular, results show that the increase in SNR is almost log-linear with R0 for
Q0 and Q1 and exactly log-linear with R0 for Q2.
In Fig. 4.5, results are plotted for diﬀerent MIMO systems against K with the
same R0 and ε0 respectively. The ﬁgure shows that less transmit SNR is required
for the larger size MIMO systems with the same transmission rate and outage
probability constraint. In addition, it can be observed that as K increases (loose
delay constraint), the required transmit SNR decreases quite signiﬁcantly when K
is small and decreases slightly when K becomes larger. For example, for Q0 with
ε0 = 0.0001, the transmit SNR reduces from around 7 dB to 3 dB when K increases
from 1 to 5, but it only has around 1 dB deduction when K changes from 5 to
15. This illustrates lager K increases the diversity of the transmission. Fig. 4.6
further illustrates the trade oﬀ between delay constraint and the transmit power.
We can observe that for achieving the same amount of transmit information bits,
i.e., RT = R0 × K = 12bps/Hz, and outage probability ε0 = 0.0001, less total
power (P × K) is required at the cost of larger delay (K).
A special case is shown in Fig. 4.7 for SISO system under scheme Q0, when
setting nt = nr = 1. Similar with MIMO systems, the transmit SNR increases
with the increasing requirement of outage probability ε0 and transmission rate R0.
In addition, it can be observed that the transmit SNR is more sensitive with ε0
than that for MIMO systems.
4.7 Summary
In this chapter we have proposed to minimize the total transmit power required
for achieving the information outage probability constraint based on the SCI at
the transmitter in MIMO BF channel. Gaussian approximation with mean and
variance derived in closed-form has been used to represent the p.d.f. of MIMO
channel capacity. Transmit power is minimized using one of nonlinear optimizationChapter 4. Wireless Resource Allocation in Single User Systems with Transmitter SCI 78
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Figure 4.1: Cumulative distribution function for (3,2) MIMO systems with trans-
mit SNR 10dB.
method DIRECT algorithm. Numerical results for diﬀerent MIMO systems with
diﬀerent information outage probability constraints and target rates have been
compared and investigated and the accuracy of Gaussian approximation has been
veriﬁed.
When transmitter has the perfect knowledge of CSI, power and rate can be dy-
namically allocated at the transmitter, in which the wireless resource can be used
more intelligently. In the following chapter, we will further investigate the scenario
when CSI is available at the transmitter in SISO and MIMO systems.Chapter 4. Wireless Resource Allocation in Single User Systems with Transmitter SCI 79
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Wireless Resource Allocation in
Single User Systems with
Transmitter CSI
In Chapter 5 of the thesis, we will investigate wireless resource allocation problem
for satisfying user’s information outage probability requirement in single user delay
constrained transmission systems with CSI at the transmitter. The mathematical
tools used in this chapter are DP and optimal control.
This chapter is organized as follows. Firstly, Section 5.1 brieﬂy overviews the
research work in this chapter. Then, system model and problem formulation are
presented in Section 5.2. We show that the optimal solution can be obtained by
a 3-dimensional DP in Section 5.3. After that, a suboptimal algorithm, which
is nearly optimal for small value of outage probability constraints and requires
much less complexity, is proposed in Section 5.4. Moreover, both upper and lower
performance bounds are developed in Section 5.5. The results are also extended
to a MIMO BF channel in Section 5.6. Simulation results are shown in Section
5.7 and Section 5.8 summaries this chapter in the end.Chapter 5. Wireless Resource Allocation in Single User Systems with Transmitter CSI 83
5.1 Introduction
The aim of the chapter is to solve the problem of minimizing the average transmit
power of a causal BF channel for meeting a given information outage probability
constraint by adapting the power allocation over the blocks with the aid of CSI.
The transmitter is assumed to have causal knowledge of CSI, which is exploited to
intelligently allocate the rate and power over the blocks to minimize the average
transmit power per block for meeting the information outage probability constraint
at a given target code rate. The optimal solution to this problem can be obtained
by solving the reverse problem of minimizing the information outage probability for
a range of long-term power constraints through the use of DP, which is extremely
complex. Then, we develop a suboptimal allocation algorithm which still uses DP
to exploit the CSI causality but at a much reduced complexity. A performance
lower-bound is derived, which permits us to show that the proposed suboptimal
algorithm is near-optimal, particularly in the small outage probability regime. A
variable-power equal-rate scheme which compromises the performance on the merit
of further reducing the complexity is also devised and its analytical performance is
derived. The complexities and performance of these algorithms are evaluated and
compared, both analytically and numerically. The results are ﬁnally generalized
to MIMO BF channels.
5.2 System Model and Problem Formulation
A SISO system model is considered (as introduced in Section 2.1), while an ex-
tension to MIMO will be discussed in Section 5.6. The channel is assumed to be
in BF and fades i.i.d. from one block to another. We use gk to denote the channel
power gain in block k and assume that
√
gk, is Rayleigh fading so that gk has theChapter 5. Wireless Resource Allocation in Single User Systems with Transmitter CSI 84
following p.d.f. shown as
f (gk) =



e−gk if gk ≥ 0,
0 if gk < 0,
(5.1)
where E[gk] = 1 ∀k.
For a given block, assume the noise power N0 = 1 for normalization, the instan-
taneous channel capacity of block k allows the following expression
rk = log2 (1 + pkgk) (bps/Hz), (5.2)
where pk denotes the transmit power assigned for the current block. Communica-
tion is assumed to take place in K blocks at a constant code rate of R0, so K is
regarded as a decoding delay. Hence, the IMI of the K-BF channel is given by
IK(p,g) =
1
K
K  
k=1
rk, (5.3)
where p , (p1,p2,...,pK) and g , (g1,g2,...,gK).
We assume that both the transmitter and the receiver know perfectly the instan-
taneous CSI (i.e., gk at time k), besides the transmitter knows the p.d.f. (5.1).
This causal knowledge of CSI is exploited to optimize the power allocation for en-
hancing the system performance. Consequently, an information outage is declared
if IK(p,g) < R0.
Under the system model described, we aim at ﬁnding a power allocation strat-
egy to minimize the average transmit power per block P0 , E
 
1
K
 K
k=1 pk
 
while
controlling the information outage probability to be at most ε0. That is,
min
p≥0 E
 
1
K
K  
k=1
pk
 
s.t. Pr(IK(p,g) < R0) ≤ ε0.
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Apparently, the minimum P0 will be achieved when the constraint becomes active,
i.e., Pr(IK(p,g) < R0) = ε0, because IK is an increasing function of P0.
5.3 The Optimal Power Allocation
The causal nature of (5.4) suggests a backward optimization strategy which can
be achieved by a 3-dimensional DP [83]. Some of the basics of DP are reviewed in
Section 3.3 and we describe the algorithm as follows.
5.3.1 The DP Algorithm for (5.4)
In (5.4), the problem requires to minimize the per-block transmit power averaged
over g as cost while the power allocation (or the decision variables p) is expected
to be done in blocks or stages to balance the present cost and the future expected
cost for satisfying the information probability constraint. Clearly, the problem
structure ﬁts well with the DP framework, with the only challenge that a proba-
bility constraint is involved. To overcome this, we note that the reverse problem
of (5.4) is
min
p≥0
Eg [1(I(p,g) < R0)] s.t.
1
K
E
 
K  
k=1
pk(gk)
 
≤ P0, (5.5)
where 1( ) denotes an indicator function. It is noted that (5.5) has been optimally
solved by DP in [90]. For completeness, we here provide the details of the solution.
Clearly, (5.5) can be formulated as a time-lag DP problem (3.20) from Chapter 3
with the augmented system state
˜ xk =
 
R
(1),R
(2),...,R
(k),P
(1),P
(2),...,P
(k),p1,p2,...,pk−1,g1,g2,...,gk
 
,
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where R(k) denotes the remaining target rate to fulﬁl from block k to K, and
P (k) denotes the average remaining power budget from block k to K. In (5.6),
note that gk is also included in the system state, as it is known and exploited in
the optimization. Due to the fact that (R(k),P (k)) contains the information of the
previous states (R(1),...,R(k−1),P (1),...,P (k−1),p1,...,pk−1,g1,...,gk−1), we can
lump the state into the 3-tuple (gk,R(k),P (k)). The cost (or outage probability)
seen at time k is
ck(˜ xk) = min
 k(˜ xk)
Egk [ck+1(˜ xk+1)] = min
 k(˜ xk), k+1(˜ xk+1)
Egk,gk+1 [ck+2(˜ xk+2)]
=     = min
 k(˜ xk),..., K(˜ xK)
Egk,...,gK [cK+1(˜ xK+1)] (5.7)
with the initialization cK+1 = 1(R(K+1) > 0). The overall cost in (5.5) can then
be found as
c1(˜ x1) = min
µ Eg[cK+1(˜ xK+1)]. (5.8)
The optimal policy  ∗
k can be derived by using the principle of optimality (3.18)
that proceeds backward from k = K to 1 and solves
ck(˜ xk) = min
 k(˜ xk)
Egk [ck+1(˜ xk+1)]
= min
 k(˜ xk)
Egk
 
ck+1(R
(k+1),P
(k+1))
 
= min
µk(gk,R(k),Q(k))≥0
Q(k)≥0
E[Q(k)]=P(k)
Egk
 
ck+1
 
R
(k) − log2
 
1 +
 k(gk,R(k),Q(k))gk
N0
 
,
Q
(k) −  k(gk,R
(k),Q
(k))
  
,
(5.9)
where Q(k) denotes the short-term power constraint for stages k to K. In the
above, we see that for a given (gk,R(k),Q(k)), the optimal control policy  ∗
k can be
found by
 
∗
k(gk,R
(k),Q
(k)) = argmin
 k
ck+1
 
R
(k) − log2
 
1 +
 kgk
N0
 
,Q
(k) −  k
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Now, in order to solve (5.9), we can then substitute  ∗
k(˜ xk) into the equation and
give
ck(˜ xk) = min
Q(k)(gk)≥0
Egk[Q(k)]=P(k)
Egk
 
ck+1
 
R
(k) − log2 (1 +  
∗
k(˜ xk)gk),Q
(k) −  
∗
k(˜ xk)
  
.
(5.11)
In (5.11), the minimization is done by obtaining the optimal function Q(k)(gk) for a
given pair of (R(k),P (k)). Solving this requires a deterministic DP, which samples
the channel instantiation gk into G samples (for some large G) and proceeds to
derive the required power allocation Q(k) from one sample to the next, subject to
Egk[Q
(k)(gk)] =
1
G
G  
j=1
Q
(k)(gj) = P
(k). (5.12)
This DP aims to ﬁnd the optimal control policy κ∗
j(sj) according to the system
state sj = (gj,u(j)) which involves gj (the possible channel realization) and u(j)
[the remaining power budget left for Q(k)(gj),Q(k)(gj+1),...,Q(k)(gG) to fulﬁll the
long-term power constraint (5.12)]. The cost for the jth sample is deﬁned as
δj(sj,κj(sj)) = ck+1
 
R(k) − log2
 
1 + k ∗
k
 
gj,R(k),κj(sj)
 
gj
 
,κj(sj) −  ∗
k
 
gj,R(k),κj(sj)
  
.
(5.13)
From the basic DP, we now have the minimum accumulated cost for the tail
samples from j to G as
Jj(sj) = min
0≤κj(sj)≤u(j) [δj(sj,κj(sj)) + Jj+1(sj+1)] (5.14)
with the initialization JG+1 = 0. Running through the above recursive DP leads to
the optimal policy κ∗
j(sj), from which we can obtain the optimal function Q(k)(gj)
by
Q
(k)(gj,R
(k),P
(k)) = κ
∗
j(gj,u
(j)) (5.15)Chapter 5. Wireless Resource Allocation in Single User Systems with Transmitter CSI 88
in which u(j) is determined by the constraint initialization u(1) = GP (k) and
u
(j+1) = u
(j) − κ
∗
j(sj), for 1 ≤ j < G. (5.16)
As a result, so far, we have covered all the calculations needed to evaluate (5.9)
recursively, or the function ck( ˜ xk) can be considered to be known. The DPs that
determine µ∗ and κ∗ need to be run for every possible system states ˜ xk, sj and Q(k),
which requires discretization for 0 ≤ gk < ∞, 0 ≤ R(k) ≤ KR0, 0 ≤ P (k) < ∞,
0 ≤ Q(k) < ∞ and 0 ≤ u(j) < ∞.
Now, let us discuss how (5.4) can be solved based on the results of the DPs. First, it
is important to note that c1(g1,R(1),P (1)) returns the minimum achievable outage
probability of the K-block transmission using the optimal policy µ∗ and is in
fact independent of g1 by deﬁnition. With the target rate requirement R0 (or
R(1) = KR0), we can then ﬁnd the optimal remaining power P (1) from the outage
probability requirement ε0, i.e.,
c1(KR0,P
(1)) = ε0. (5.17)
During online, the optimal causal power adaptation for (5.4) chooses, for k = 1 to
K,
Online
Adaptation

          
          
pk (gk) =  
∗
k
 
gk,R
(k),Q
(k)  
gk,R
(k),P
(k)  
,
P
(k) = Q
(k−1)  
gk−1,R
(k−1),P
(k−1) 
− pk−1 (gk−1),
R
(k) = KR0 −
k−1  
i=1
log2
 
1 +
pi (gi)gi
N0
 
,
R
(1) ≡ KR0 (initialization),
(5.18)
where  ∗
k(   ) and Q(k)(   ) are directly accessible from the results of the DPs.Chapter 5. Wireless Resource Allocation in Single User Systems with Transmitter CSI 89
5.3.2 Complexity Analysis
The complexity of the optimal DP algorithm is determined by the calculations
of  ∗
k(gk,R(k),Q(k)), Q(k)(gk,R(k),P (k)) and ck(gk,R(k),P (k)), which depend on the
sizes of the discretized spaces for the parameters gk, R(k), Q(k) and P (k). Let G
and R denote, respectively, the discretization spaces for gk and R(k). Likewise,
we denote the sizes of the discretization spaces for P (k) and Q(k) as Pk and Qk,
respectively. In particular, we write P1 = P for the range from 0 to KP0 and then
we have Q1 = GP. In what follows, we also have Pk = Gk−1P and Qk = GkP. As a
result, the required complexity can be characterized as follows:
• Time complexity—The complexity required for computing  ∗
k(   ), C k, is
given by
C k = O
 
Qk  
i=1
iGR
 
= O
 
GR
Qk(1 + Qk)
2
 
≈ O(GRQ
2
k). (5.19)
Also, obtaining Q(k)(   ) requires a two-level DP. For each (R(k),P (k)), the
inner DP has the complexity of O(G
 GPk
i=1 i). If this calculation is done over
the maximum possible range of P (k), then this complexity reﬂects the overall
complexity of the inner DP for each speciﬁc R(k). As such, the required
complexity for Q(k)(   ), CQ(k), can be found as
CQ(k) = O
 
GPk  
i=1
iRG
 
= O
 
GR
PkG(1 + PkG)
2
 
≈ O(G
3RP
2
k). (5.20)
Finally, the computation of ck(   ) has the complexity of O(RPk). Sum-
marizing this, we have the overall complexity for the optimal DP algorithm
as
C
Opt−DP
time =
K  
k=1
 
O
 
GR(G
kP)
2 
+ O
 
G
3R(G
n−1P)
2 
+ O
 
RG
k−1P
  
≈ O
 
G
2K+1RP
2 
.
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• Storage complexity—The algorithm requires storage for the matrices  ∗
k(   ),
Q(k)(   ) and ck(   ). They are, respectively, O(GRQk), O(GRPk) and O(RPk).
As a result, we have
C
Opt−DP
storage =
K  
k=1
 
O
 
GRG
kP
 
+ O
 
GRG
k−1P
 
+ O
 
RG
k−1P
  
≈ O
 
G
K+1RP
 
.
(5.22)
5.4 The Proposed Suboptimal Algorithm
5.4.1 Hyper DP with Forward Decision Per Block
Apparently, the required complexity to obtain the optimal solution is prohibitively
complex, especially when a high-resolution solution is sought (which requires large
spaces for G, R and P). In this subsection, we develop an algorithm which
exploits the use of DP to obtain a near-optimal power allocation solution but
at much less complexity. To do so, we ﬁrst deﬁne an outage region Ω(p) =
 
g : 1
K
 K
k=1 rk(pk) < R0
 
and the non-outage region Ωc(p) =
 
g : 1
K
 K
k=1 rk(pk) ≥ R0
 
,
while we have Ω∗ = Ω(p∗) and Ω∗
c = Ωc(p∗) where p∗ denotes the optimal power
allocation. Technically, to minimize the average transmit power per block P0, the
algorithm needs to identify whether a particular channel is in Ω∗ as soon as pos-
sible to avoid further power is wasted. On the other hand, if g ∈ Ω∗
c, minimum
P0 occurs when I = R0 is met. To summarize, (5.4) can be solved by knowing Ω∗
and Ω∗
c. If g ∈ Ω∗
c, then the optimal causal power allocation can be found by
min
p
1
K
E
 
K  
k=1
pk
 
s.t.
1
K
K  
k=1
rk = R0, (5.23)
while if g ∈ Ω∗, solves
min
p
1
K
E
 
K  
k=1
pk
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which gives a zero-power solution when the channel is identiﬁed to be in an outage
region.
In light of this, we propose an algorithm, termed hyper DP (HDP) with forward
decision per block (FDPB). This algorithm combines the optimizations (5.23) and
(5.24), and in particular, consists of two sub-algorithms: 1) HDP which allocates
minimum power over the blocks for achieving an information rate of R0 and 2)
FDPB which decides, on the ﬂy, whether a given channel is in Ω∗, given limited
observations g(k) , (g1,...,gk). If g(k) is identiﬁed to be in Ω∗, the transmission
is stopped and p = 0. On the other hand, if g(k) is not yet known to be in Ω∗,
then transmission continues and the power allocation is done as if a rate of R0 is
to be achieved.
To solve (5.23) with the casual CSI, HDP is performed by constructing a standard
DP, which has the system state yk = R(k), the (channel) random disturbance gk,
the decision control vk(gk,R(k)) and the cost at stage k as τk(yk) = 1
gk(2vk − 1).
The optimal control, or rate adaptation, v∗
k(gk,R(k)), can therefore be obtained by
choosing, for k = K,K − 1,...,1,
v
∗
k(gk,R
(k)) = arg min
0≤vk(gk,R(k))≤R(k)
 
1
gk
(2
vk − 1) + Sk+1(R
(k+1))
 
, (5.25)
where Sk(R(k)) denotes the total expected cost from block k to K given a remaining
rate R(k), with the initialization SK+1(RK+1) = 0, and is given by
Sk(R
(k)) = Egk
 
1
gk
(2
vk − 1) + Sk+1(R
(k+1))
 
. (5.26)
This backward calculation is carried out oﬀ-line to obtain v∗
k(gk,R(k)), which is
stored for use in the online adaptation. When the system is online, the transmitterChapter 5. Wireless Resource Allocation in Single User Systems with Transmitter CSI 92
will adapt the power allocation to meet the rate by
Online
Adaptation

           
           
rk (gk) = v
∗
k
 
gk,R
(k) 
,
R
(k) = KR0 −
k−1  
i=1
ri (gi),
R
(1) ≡ KR0,
pk =
1
gk
(2
rk − 1).
(5.27)
The remaining task is to detect if a channel is in Ω∗, which is facilitated by FDPB.1
In particular, as by-products of the (oﬀ-line) DP (5.25), we obtain the following
matrices 
 
 
χk(gk,R
(k)) = 1
 
R − v
∗
k(gk,R
(k))
 
,
ϕk(R
(k)) = Egk[χk],
(5.28)
where ϕk(R(k)) estimates the probability that there is still a ﬁnite remaining rate
at time k to be allocated for the future blocks to fulﬁll the required rate. In other
words, ϕk(R(k)) indicates the conditional outage probability seen at time k if the
transmission has not terminated before block k. As such, if no more power is spent
on blocks k + 1 to K, the outage probability seen at time k is
ε
(k) = ϕ1
 
R
(1) 
ϕ2
 
R
(2) 
   ϕn
 
R
(k) 
. (5.29)
If ε(k) ≤ ε0, then there is no need to allocate power in the future blocks because
the outage probability requirement has been fulﬁlled. In fact, if ε(k) < ε0, the re-
quirement is over-satisﬁed and further power reduction can be achieved by revising
the probability at the current block k as
˜ ϕk
 
R
(k) 
=
ε0
ε(k−1) (5.30)
1Note that outage detection for a channel, in theory, requires to use the complex optimal
DP strategy. Therefore, the detection by FDPB is suboptimal and incorrect detection may be
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so that ε(k) = ϕ1    ϕk−1˜ ϕk = ε0. This probability changes result in the revision
of the entries of ˜ χk(gk,R(k)) to have more ones than χk(gk,R(k)) (see Fig. 5.1 for
details), which provides a new channel threshold gB
k . If gk > gB
k , then the channel is
considered to be useful and no outage occurs, i.e., g(k) ∈ Ω∗
c. Otherwise, g(k) ∈ Ω∗
and rk = pk = 0. On the other hand, if ε(k) > ε0, the power adaptation process
continues for the next block. The overall proposed algorithm, which uses HDP
and FDPB, is summarized as follows:
1. For k = 1,...,K − 1, calculate ε(k) = ϕ1ϕ2    ϕk with the initialization
ε(0) = 1.
2. If ε(k) > ε0, the power for block k is given by (5.27) and will continue in the
next block k + 1.
3. If ε(k) = ε0, the power for block k is given by (5.27) and the power adaptation
process terminates.
4. If ε(k) < ε0, the probability constraint is over-satisﬁed. Then update ˜ ϕk to
ε0
ε(k−1) to obtain a new channel threshold g∗
k. The power for block n is then
found by (5.27) with the threshold g∗
k. The power adaptation process ends
as the constraint has been met.
5. If the transmission reaches the last block, i.e., k = K, then set ˜ ϕK =
ε0
ε(K−1)
and allocate the power using (5.27) accordingly. The power adaptation pro-
cess has completed.
5.4.2 Complexity Analysis
Given the sizes for the discretization spaces for R(k) and gk as R and G, the
complexity of the proposed algorithm can be analyzed and summarized as follows.Chapter 5. Wireless Resource Allocation in Single User Systems with Transmitter CSI 94
• Time complexity—The complexities for the required calculations are

          
          
Cvk = O
 
G
R  
i=1
i
 
= O
 
G(1 + R)R
2
 
,
CSk = O(R),
Cχk = O(GR),
Cϕk = O(R).
(5.31)
As a result, the overall computational complexity of the proposed method is
C
HDP−FDPB
time = O
 
KGR
2 
. (5.32)
• Storage complexity—The algorithm needs the storage complexities for v∗
k(   ),
Sk( ), χk( ) and ϕk( ), which are, respectively, given by O(GR), O(R), O(GR),
and O(R). Accordingly,
C
HDP−FDPB
storage = O(KGR). (5.33)
As we can see, there is a signiﬁcant reduction in complexity, as compared to the
optimal DP algorithm. In particular, the complexity of HDP-FDPB increases
only linearly with K whereas the complexity for the optimal DP algorithm grows
exponentially with K (the codeword length).
5.4.3 Asymptotic-Optimality
The proposed algorithm is suboptimal in general because the transmitter may not
be able to realize that the channel is in the outage region at the beginning of the
ﬁrst few blocks. In other words, there is a chance that the channel is indeed in
an outage region but this is not known until some power is wasted in the previous
blocks. In addition, the outage region learned by FDPB is in general diﬀerent fromChapter 5. Wireless Resource Allocation in Single User Systems with Transmitter CSI 95
that of the optimal DP solution, which contributes to a slight performance loss as
well. Arguably however, the performance gap should be insigniﬁcant if ε0 is small.
The reason is that when ε0 = 0, the outage regions for the optimal DP solution
and the proposed HDP-FDPB algorithm are empty and hence all the channels are
considered to be in non-outage. As the power allocation strategies for non-outage
channels for both methods are the same, they will perform equally in this case.
As a result, the proposed HDP-FDPB algorithm is asymptotic-optimal. To help
demonstrate the eﬀectiveness, some bounds will also be considered in Section 5.5.
5.5 Performance Bounds
5.5.1 Lower Bound
A lower bound for the power minimization problem (5.4) can be easily obtained
by the method that always assigns the least power over the blocks to meet the rate
of R0 if the channel is not in outage, and always assigns zero power if the channel
belongs to the outage region (i.e., artiﬁcially setting PΩ = 0). Such method may
not exist, as in practice, the transmitter will have to learn from the CSI to tell
if the channel is in the outage region, and it will take several channel blocks to
do so (some power would have to be wasted). Such lower bound can be derived
by HDP, which retrospectively assigns zero power to all the blocks if the channel
turns out to be in the outage region.
5.5.2 A Simpler Closed-Form Method
To further reduce the complexity of power adaptation, a simpler solution which
does not require DP is possible, which we present here in this subsection. The
method is referred to as equal-outage-probability per block (EOPPB) and is basedChapter 5. Wireless Resource Allocation in Single User Systems with Transmitter CSI 96
on the idea that converts the outage probability of a K-BF channel, ε0, into a per-
block outage probability constraint ˜ ε0. This is done by setting
˜ ε0 = 1 − (1 − ε0)
1
K. (5.34)
This probability ˜ ε0 will automatically set the outage region (or eﬀectively the
channel threshold) for each block, gB, by
˜ ε0 = 1 − e
−gB
⇒ g
B = −ln(1 − ˜ ε0). (5.35)
The power adaptation strategy, in block n, is therefore
pk(gk,R0) =



2R0−1
gk if gk ≥ gB,
0 if gk < gB,
(5.36)
if all the previous blocks m < k are not in outage (or gm > gB ∀m < k). Note
also that, in this method, when the channel block is not in outage, the power is
allocated such that the instantaneous mutual information for each block meets the
target rate R0.
To ﬁnd the average transmit power per block of EOPPB, P EOPPB
0 , we ﬁrst obtain
Egk[pk] =
  ∞
gB
 
2R0 − 1
gk
 
df(gk) =
 
2
R0 − 1
 
E1(−ln(1 − ˜ ε0)). (5.37)
Consequently, we have
P
EOPPB
0 =
1
K
Egk[pk]
 
1 + (1 − ˜ ε0) +     + (1 − ˜ ε0)
K−1 
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which can further be simpliﬁed to
P
EOPPB
0 = Egk[pk]
ε0
K˜ ε0
=
 
2R0 − 1
 
ε0
K
 
1 − (1 − ε0)
1
K
 E1
 
−
1
K
ln(1 − ε0)
 
.
(5.39)
Note that EOPPB oﬀers a closed-form solution (5.36). As a result, it is very
computational desirable but numerical results will show that the performance may
be severely compromised.
5.5.3 Optimal Allocation with Acausal CSI
In Section 2.1.3, the optimal power allocation policy for an acausal BF channel
is introduced, which gives a performance lower bound for P0 for the causal BF
channels. In this case, with a long-term power constraint, P NC
0 , the minimum
outage probability can be expressed as
ε =
 
Ω(R0,gB)
dF(g), (5.40)
where Ω(R0,gB) is the outage region and F(g) denotes the joint c.d.f. of g (see
[64] for details). In other words, by setting ε = ε0, the channel outage region Ω
(or gB) can be obtained and hence the minimum power, P NC
0 , to achieve ε0 can
be found.
5.6 Extension to MIMO BF Channels
5.6.1 The Power-Rate Relationship
In this section, we extend our results to a MIMO BF channel. In particular, we
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follows the p.d.f. of (5.1).
For a particular block k, as the instantaneous CSI is assumed known, the optimal
power allocation strategy over the eigenchannelscan be obtained by waterﬁlling
for a given short-term power budget pk (if pk is allocated for this block). Thus,
the rate achieved for this block is given by
rk =
rank(Hk)  
i=1
i:{λi>δ}
log2
 
λi
δ
 
(5.41)
where Hk denotes the MIMO channel at time k, rank( ) returns the rank of the
input matrix, {λi} denote the eigenvalues of H
†
kHk, and the water-level δ is the
solution of
pk =
rank(Hk)  
i=1
 
1
δ
−
1
λi
 +
. (5.42)
This result can also be interpreted as the way to ﬁnd the minimum required
transmit power pk for attaining an instantaneous mutual information of rk for
block k.
Following previous description of DP, we have now the functions rk(pk,Hk) and
pk(rk,Hk) for MIMO channels. Adopting the same notation p and also H ,
(H1,H2,...,HK), the aim is to
min
p E
 
1
K
K  
k=1
pk
 
s.t. Pr(IK(p,H) < R0) ≤ ε0, (5.43)
where I(p,H) = 1
K
 K
k=1 rk is evaluated using (5.41). This result generalizes the
previously described methods to cope with MIMO channels. However, it is worth
mentioning that for SISO channels, the DP algorithm involves comparison between
the instantaneous channel gain gk and the channel threshold gB (determined by
both the oﬀ-line and on-line calculations). Yet, for MIMO channels, such compar-
ison cannot be easily made. To achieve an ordering for MIMO channels, we rank
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given rate using (5.41), which then allows the DP to decide a threshold for the
required power. During online, the required power of a given MIMO channel will
be compared to this threshold for power allocation. In the following, we shall
address on the required complexity of the DP for MIMO channels.
5.6.2 Complexity of the DP Solutions
Let H denote the discretization space for Hk and W represent the complexity for
getting the water-ﬁlling solution. We can then determine the time-complexity for
the optimal DP solution of MIMO systems as O(H2K+1RP
2W) and the storage
complexity as O(HK+1RP). Similarly with the proposed HDP-FDPB algorithm,
it can be easily shown that the time-complexity can be derived as O(KHR
2W),
while the storage complexity can be obtained as O(KHR). Again, a signiﬁcant
complexity reduction is observed as compared to the optimal DP solution.
5.7 Simulation Results
Simulation results for diﬀerent algorithms are presented and compared in this
section. The results are evaluated based on the expected SNR (
E[
PK
k=1 pk]
K ). Results
in Figs. 5.2, 5.4 and 5.5 are provided for SISO systems, while Figs. 5.6 and 5.7
investigate the results of MIMO BF channels.
As can be seen in Fig. 5.2, the analytical results (5.39) align well with the Monte-
Carlo results of EOPPB, conﬁrming the correctness of the results. Results in
this ﬁgure also demonstrate that for small ε0, e.g., 0.01, the lower bound and
the proposed algorithm perform nearly the same, although there is a diﬀerence
of about 1 (dB) between the lower bound and the proposed method for the case
ε0 = 0.1. Moreover, we see that when K = 2, EOPPB can be promising and
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acausal solution, the required SNR decreases with K. This reveals that coding over
diﬀerent blocks in an acausal fashion increases the diversity. However, opposite is
observed for EOPPB. The reason is because the calculation of EOPPB decomposes
outage probability ε0 into   ε0 for each block of which the value is less than ε0 (see
Section 5.5 for details). This inevitably leads to the increase of average required
SNR.
For the lower bound and the proposed HDP-FDPB algorithm, it is observed that
SNR ﬁrst increases and then decreases with K. The reason can be explained as
follows. When the outage requirement is loose, e.g. ε0 = 0.1, the SNR required
mainly lies in low SNR region. Therefore, small number of blocks, such as K = 1,
is good enough to be used for power allocation compared with larger number of
blocks. However, when the outage requirement is stringent, e.g. ε0 = 0.01, higher
value for transmit SNR is required, which leads to the requirement for larger
number of blocks, as smaller number of blocks require more power allocation in
this case.
In Fig. 5.3, we further illustrate the delay power trade-oﬀ. The total transmit
power results are plotted against the number of blocks K with the same amount
of transmission information RT = R0 × K = 8 (bps/Hz) for diﬀerent outage
requirements. The ﬁgure indicates with the reduced requirement of delay (larger
K), the required transmit power decreases.
Similar conclusion can also be drawn from the results in Fig. 5.4 where ε0 = 0.01
and K = 4 are set, and the SNR results are plotted against the required rate R0.
Results demonstrate that the proposed HDP-FDPB algorithm performs nearly the
same as the lower bound, showing that the proposed algorithm is near-optimal and
this is particularly the case for small outage probability constraints. It can also
be seen that the required SNR increases near log-linearly with the code rate R0
for all the solutions. Besides, the gap between HDP-FDPB and EOPPB decreases
from 5 to 3 (dB) when R0 increases from 0.5 to 4 (bps/Hz). This indicates thatChapter 5. Wireless Resource Allocation in Single User Systems with Transmitter CSI 101
with high transmission code rates, there is a tendency to allocate similar rates
among the blocks. In Fig. 5.5, the SNR results are plotted against ε0 when K = 4
and R0 = 2 (bps/Hz). Results show that the required SNR increases only mildly
with the increasing demand for ε0 for the acausal solution, lower bound and the
proposed HDP-FDPB algorithm, but it increases considerably for EOPPB. This
can be explained by having a close look at the proposed HDP-FDPB algorithm
that the outage probability requirement, ε0, mainly aﬀects the stopping criterion
for outage channel detection and it does not aﬀect the power allocation for the
channel blocks. The exact power allocation for the non-outage channel blocks
depends only on the target rate R0.
Figs. 5.6 and 5.7 provide the SNR results against the code rate R0 for a (3,2)
MIMO system for various K and ε0. It is observed that the required SNR under
diﬀerent schemes increases near log-linearly with the code rate. In addition, it
is seen that the results for the proposed HDP-FDPB algorithm are very close to
the lower bounds when the outage probability constraint is small, i.e., 0.01. One
ﬁnal point worth highlighting here is that in contrast to the SISO cases, the SNR
gaps among diﬀerent solutions are much smaller, and that the SNR diﬀerence
between EOPPB and the lower bound is less than 1 (dB). This can be explained
by recognizing that the spatial diversity in MIMO systems reduces the need of
dynamically allocating the power over the blocks. On the other hand, the SNR
results when only SCI is available at the transmitter are plotted for comparison.
It is shown that with CSI at the transmitter, transmit SNR can have a remarkable
power saving. For example, the SNR gap for K = 2 is around 6dB, while the gap
for K = 8 is around 4dB. This indicates the advantage in power saving when CSI
is available at the transmitter compared with only SCI available.Chapter 5. Wireless Resource Allocation in Single User Systems with Transmitter CSI 102
5.8 Summary
In this chapter, the power minimization problem for delay constrained communi-
cations has been addressed with transmitter CSI to achieve a certain information
outage probability constraint. The problem has been solved optimally by applying
high-complexity DP. An eﬃcient solution at much less complexity has also been
proposed which is asymptotically optimal for small values of outage probability.
A lower bound and a simpler method termed EOPPB have also been developed.
Numerical results under diﬀerent simulation settings have demonstrated the near-
optimality of the proposed suboptimal solution.
The research work in Chapter 5 together with the work in Chapter 4 has enlight-
ened the research in resource allocation strategy design for QoS-orientated delay
constrained communication in wireless fading channel. In the following chapters,
we will further extend the research into multi-user TDMA scenarios, in which joint
optimization for both transmit power and time slots are considered.Chapter 5. Wireless Resource Allocation in Single User Systems with Transmitter CSI 103
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Figure 5.6: SNR results versus the code rate R0 for a (3,2) system with K = 2
and ε0 = 0.01.
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Figure 5.7: SNR results versus the code rate R0 for a (3,2) system with K = 8
and ε0 = 0.01.Chapter 6
Wireless Resource Allocation in
Multi-user Systems with
Transmitter SCI
In Chapter 6 of the thesis, we aim to minimize the overall transmit power for a
time-division multi-user MIMO system with transmitter SCI in BF channels where
users are given individual information outage probability constraint. On the basis
of the wireless resource allocation problem in the single user system from Chapter
4, this chapter further extends to a multi-user scenario and joint power and time
slot allocation are performed. The mathematical tool used in this chapter is convex
optimization.
The chapter is organized as follows. Section 6.1 introduces the motivation of
the research work in this chapter. In Section 6.2, we present the BF channel
model for a time-division multi-user MIMO system and formulate the joint multi-
user time-sharing and power allocation problem. Section 6.3 brieﬂy reviews the
MPE for searching the minimum power allocation for a single user MIMO BF
channel derived from Chapter 4. Section 6.4 proposes a convex problem to obtainChapter 6. Wireless Resource Allocation in Multi-user Systems with Transmitter SCI 108
a suboptimal multi-user time-sharing solution. In Section 6.5, an algorithm which
ﬁnds a joint time-sharing and power allocation solution is presented. Numerical
results will be provided in Section 6.6. Finally, we have some concluding remarks
in Section 6.7.
6.1 Introduction
In a multi-user system, allocating wireless resource of power, spectrum and/or
time slots becomes more complicated as increasing design factors are needed to be
taken into consideration. There are limited existing research focusing on energy
eﬃcient design to satisfy deterministic QoS in multi-user systems [54, 56]. In
[54], the authors solve the problem of minimizing the energy used to transmit
multiple packets over wireless additive white Gaussian noise (AWGN) channel
within deterministic delay constraint, in which a certain decoding delay bound
is needed to be satisﬁed for each transmission. Energy eﬃcient scheduling for
wireless sensor networks is considered in [56], where energy is minimized by varying
the transmission time length assigned to diﬀerent sensor nodes. However, only
deterministic decoding delay constraint is considered and the channel gain within
transmission time is assumed to be constant which is not applicable for most of
the channel conditions.
In contrast to the traditional schemes that only consider deterministic delay con-
straint, this chapter deals with time-division multi-user MIMO systems where
each user is given an individual information outage probability constraint. Our
goal is to optimize the power allocation among the users and to schedule the users
smartly so that the overall transmit power is minimized while the outage proba-
bility constraints of the users are satisﬁed. Assuming that all users are subjected
to a delay tolerance of K blocks, the exact order on how the users are scheduled
within the blocks is irrelevant. As a consequence, our aim boils down to ﬁndingChapter 6. Wireless Resource Allocation in Multi-user Systems with Transmitter SCI 109
the optimal power allocation and the optimal time-sharing (i.e., the number of
blocks/time slots assigned) among the users. The problem under investigation is
especially crucial if the target rates of the users are predetermined and the cost
of transmission is to be minimized with only statistical channel feedback. Note
that the research work in this chapter can be thought of as an extension of [100]
to MIMO channels.
6.2 System Model and Problem Formulation
We consider a MIMO BF channel with channel matrix represented as Hk =
 
h
(k)
i,j
 
∈ Cnr×nt, where nt and nr antennas are, respectively, located at the trans-
mitter and the receiver. The amplitude square of each element,
     h
(k)
i,j
     
2
, has the
p.d.f. of (6.1) as that of ck,
f (ck) =



e−ck ck ≥ 0,
0 ck < 0.
(6.1)
and the elements of Hk are i.i.d. for diﬀerent k and antenna pairs. Assuming the
received noise power for each user N0 = 1 for normalization, the rate achieved for
block k can be written as
rk = log2 det
 
     I +
 
C0P
ntK
 
HkH
†
k
 
      in bps/Hz (6.2)
where C0 is the mean power gain, P is the total transmit power over K block
channel. In (6.2), we have used the fact that the transmit covariance matrix at
time k is PI
ntK because the transmitter does not have the instantaneous CSI and
thus transmits the same power across the antennas. By transmitting power of P
ntK
at each antenna, the transmit power at each block is kept as P
K. For conciseness,
in the sequel, we shall assume that nt ≥ nr and the matrix Hk is always of full
rank. The case of nt < nr can be treated in a similar way and thus omitted.Chapter 6. Wireless Resource Allocation in Multi-user Systems with Transmitter SCI 110
As only SCI is assumed at the transmitter, the exact order of how the users are
scheduled for transmission within the K blocks is unimportant and the only thing
matters is the amount of channel resources (such as the number of time slots)
allocated to the users.
As a result, for a U-user system where wu time slots are allocated to user u (note
that
 U
u=1 wu ≤ K), we can now assume that user u accesses the channels in time
slots (or blocks) k such that
k ∈ Du ≡
 
∀k ∈ Z :
u−1  
j=1
wj + 1 ≤ k ≤
u  
j=1
wj
 
. (6.3)
Following the model described previously, the IMI attained for user u is given by
1
wu
 
k∈Du
rk =
1
wu
 
k∈Du
log2 det
         
I +
 
C
(u)
0 Pu
ntwu
 
H
(u)
k H
(u)†
k
         
in bps/Hz (6.4)
where Pu denotes the total transmit power for user u, H
(u)
k is the MIMO channel
matrix from the transmitter to user u at slot k, and C
(u)
0 refers to the mean channel
power gain between the transmitter and user u.
Given a target rate Ru
wu for user u, an outage will occur if 1
wu
 
k∈Du rk < Ru
wu,
and the outage tolerance of a user can be characterized by information outage
probability constraint
Pr
 
1
wu
 
k∈Du
rk <
1
wu
Ru
 
≤ εu (6.5)
which can be rewritten as
Pr
 
 
k∈Du
rk < Ru
 
≤ εu, (6.6)
where εu denotes the maximum allowable outage probability for user u. Note that
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requirements such as target sum rate Ru, outage tolerance εu and time delay in
the number of time slots K.
Diﬀerent from single user system, the problem of interest for multi-user system is
to minimize the overall transmit power (i.e.,
 U
u=1 Pu) while ensuring the users’
individual outage probability constraints by jointly optimizing the time-sharing
(i.e. the number of allocated time slots {wu}) and the power allocation (i.e.,
{Pu}) for the users. Mathematically, this is written as
M  →

                  
                  
min
{Pu},{wu}
U  
u=1
Pu
s.t. Pr
 
 
k∈Du
rk < Ru
 
≤ εu ∀u,
Pu ≥ 0 ∀u,
U  
u=1
wu ≤ K,
wu ∈ {1,2,...,K − U + 1} ∀u,
(6.7)
where
Pu the total power allocated to user u; (6.8)
wu the number of blocks (or the amount of time) allocated to user u;(6.9)
Du the set storing the indices of the channels assigned to user u; (6.10)
U the total number of users; (6.11)
K the number of blocks; (6.12)
Ru the target rate for user u; (6.13)
εu the outage probability requirement for user u. (6.14)
The challenge of M is that it is a mixed integer problem which has no known
method of achieving the global optimum [84]. The rest of the chapter will beChapter 6. Wireless Resource Allocation in Multi-user Systems with Transmitter SCI 112
devoted to solving (6.7).
6.3 MPE
In Chapter 4, we have derived MPE to determine the minimum power required for
attaining a given information outage probability constraint if the number of blocks
is ﬁxed. In time-division systems, as each block is occupied by one user only, if
{wu} are ﬁxed, then the optimization for the users is completely uncoupled and
will be equivalent to multiple individual user’s power minimizations. Therefore,
it suﬃces to focus on a single user system for a given number of blocks, n, where
the outage probability can be written as follows:
Pout , Pr
 
n  
k=1
log2 det
       I +
 
C0d−γP
ntn
 
HkH
†
k
        < R
 
. (6.15)
Similar with (4.22) in Chapter 4, we have the MPE based on the above outage
constraint as
g(P) , nρ(P) −
 √
2nerf
−1 (1 − 2ε)
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which can be solved using similar method DIRECT algorithm in 4.5. By denoting
Γ0 ,
C0d−γP
ntn , we have ρ(P) and σ2(P) derived in Section 4.4 as
ρ(Γ0) =
1
ln2
nr−1  
ℓ=0
ℓ  
m=0
ℓ!
(ℓ + δ)!
 
1
m!
 
ℓ + δ
m + δ
  2   ∞
0
ln(1 + Γ0λ)λδ+2me−λdλ
+
2
ln2
nr−1  
ℓ=1
ℓ−1  
i=0
ℓ  
j=i+1
ℓ!
(ℓ + δ)!
(−1)i+j
i!j!
 
ℓ + δ
i + δ
  
ℓ + δ
j + δ
   ∞
0
ln(1 + Γ0λ)λδ+i+je−λdλ,
σ2(Γ0) =
1
ln2 2
nr−1  
ℓ=0
ℓ  
m=0
ℓ!
(ℓ + δ)!
 
1
m!
 
ℓ + δ
m + δ
  2   ∞
0
ln2(1 + Γ0λ)λδ+2me−λdλ
+
2
ln2 2
nr−1  
ℓ=1
ℓ−1  
i=0
ℓ  
j=i+1
ℓ!
(ℓ + δ)!
(−1)i+j
i!j!
 
ℓ + δ
i + δ
  
ℓ + δ
j + δ
   ∞
0
ln2(1 + Γ0λ)λδ+i+je−λdλ
−
1
ln2 2
nr−1  
i=0
nr−1  
j=0
i!j!
(i + δ)!(j + δ)!
×
 
i  
m=0
j  
ℓ=0
(−1)m+ℓ
m!ℓ!
 
i + δ
m + δ
  
j + δ
ℓ + δ
   ∞
0
λδ+m+ℓe−λ ln(1 + Γ0λ)dλ
 2
,
(6.17)
where δ , nt − nr. Further, derived from Chapter 4, the integrals of the forms,
  ∞
0 λje−λ ln(1 + Γ0λ)dλ and
  ∞
0 λje−λ ln
2(1 + Γ0λ)dλ, are, respectively, given by
(4.16) and (4.19).
To summarize, we now have the MPE to determine the minimum required transmit
power for achieving a given information outage probability in an n-block MIMO
fading channel. Presumably, if the time-sharing parameters (i.e., {wu}) of a time-
division multi-user system are known, then the corresponding optimal power al-
location for the users can be found from the MPEs. And, the optimal solution
of (6.7) could be found using the MPE by an exhaustive search over the space of
{wu} (see Section 6.6.1 for details). However, this searching approach will be too
complex to do even if the number of users or blocks is moderate. To address this,
in the next section, we shall focus on how a sensible solution of {wu} can be found
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6.4 Multi-user Time-Sharing from Convex Opti-
mization
In this section, our aim is to optimize the time-sharing parameters {wu} by joint
consideration of the power consumption and the probability constraints of the
users. Ideally, it requires to solve M, i.e., (6.7), which is unfortunately not known.
Here, we propose to mimic M by considering a simpler problem with the proba-
bility constraints replaced by some upper bounds, i.e.,
Pr
 
 
k∈Du
rk < Ru
 
≤ Pr
 
 
k∈Du
log2
 
1 +
C
(u)
0 Pu
ntwu
  λ
(u,k)
max
 
< Ru
 
< Pr
 
χ ,
 
k∈Du
λ
(u,k)
max <
 
wunt
C
(u)
0 Pu
 wu
× 2
Ru
 
, P
(u)
UB,
(6.18)
where λ
(u,k)
max denotes the maximum eigenvalue of the channel for user u at time slot
k. The ﬁrst inequality in (6.18) comes from ignoring the rates contributed by the
smaller spatial sub-channels while the second inequality removes the unity inside
the log expression [which may be regarded as a high SNR approximation]. The
p.d.f. of λ
(u,k)
max is given by [98, 101]
F(λ) =
nr  
i=1
(nt+nr)i−2i2
 
j=δ
 
di,j  
ij+1
j!
 
λ
je
−iλ, λ > 0, (6.19)
where the coeﬃcients {di,j} are independent of λ. In [98], the values of di,j for a
large number of MIMO settings have been enumerated.
The original outage probability constraint in (6.7) can therefore be ascertained
by constraining the upper bound of the outage probability
 
P
(u)
UB ≤ εu
 
. The
advantage by doing so is substantial. First of all, the optimizing variable Pu can
be separated from the random variable, and secondly, the distribution of lnχ canChapter 6. Wireless Resource Allocation in Multi-user Systems with Transmitter SCI 115
be approximated as Gaussian which permits to evaluate P
(u)
UB as
P
(u)
UB =
1
2
+
1
2
erf

 

ln
  
wunt
C
(u)
0 Pu
 wu
2Ru
 
− wu˜ ρ
√
2wu˜ σ

 
 (6.20)
where ˜ ρ and ˜ σ are derived in Appendix 10.2 as
˜ ρ = E[lnλ] =
nr  
i=1
(nt+nr)i−2i2
 
j=δ
di,j (Hj − γEM − lni),
˜ σ2 = VAR[lnλ]
=
nr  
i=1
(nt+nr)i−2i2
 
j=δ
di,j
 
γ2
EM + 2(lni − Hj)γEM +
π2
6
− 2Hj lni + (lni)2 + 2
j−1  
t=1
Ht
t + 1
 
− ˜ ρ2,
(6.21)
where Hℓ is the Harmonic number deﬁned as
 ℓ
m=1
1
m.
The constraint {P
(u)
UB ≤ εu} can therefore be simpliﬁed to
Pu ≥
nt
C
(u)
0 e˜ ρ
 
wu
 
2Ru  1
wu
 
e−
√
2˜ σerf−1(1−2εu)  1 √
wu
. (6.22)
Using the upper bound constraints in the multi-user problem (6.7), we then have
˜ M  →

               
               
min
{Pu},{wu}
U  
u=1
Pu
s.t. Pu ≥
nt
C
(u)
0 e˜ ρ
 
wu
 
2Ru  1
wu
 
e−
√
2˜ σerf−1(1−2εu)  1 √
wu
∀u,
U  
u=1
wu ≤ K,
wu ∈ {1,2,...,K − U + 1} ∀u,
(6.23)
where the constraints are now written in closed-form.
It is anticipated that the power allocation from the modiﬁed problem (6.23) may
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loose. However, our conjecture is that the problem structure of M on {wu} would
be accurately imitated by ˜ M. Accordingly, we may be able to obtain near-optimal
solution for {wu} by solving ˜ M though accurate power consumption cannot be
estimated from ˜ M. Following the same argument, the exact tightness of the upper
bound and how accurate the Gaussian approximation is in evaluating the upper
bound probability are not important, as long as ˜ M preserves the structure to
balance the users’ channel occupancy and power consumption to meet the outage
probability requirements.
A remaining diﬃculty of solving ˜ M is that the optimization is mixed with com-
binatorial search over the space of {wu} because they are integer-value [84]. To
tackle this, we relax {wu} to positive real numbers {x2
u} so that ˜ M can be rewritten
as
˜ Mr  →

        
        
min
{xu}
nt
e˜ ρ
U  
u=1
1
C
(u)
0
 
x2
u (au)
1
x2
u
(bu)
1
xu
s.t.
U  
u=1
x
2
u ≤ K,
1 ≤ xu ≤
√
K − U + 1,
(6.24)
where au , 2Ru and bu , e−
√
2˜ σerf−1(1−2εu). Apparently, both constraints in (6.24)
are convex, and if the cost is also convex, the problem can be solved using known
convex programming routines [84].
Now, let us turn our attention on a function of the form
f(x) = x
2  
a
1
x2
b
1
x
≡ x
2h(x), for a,b,x > 0, (6.25)
where h(x) , a
1
x2
b
1
x . Our interest is to examine if f(x) is convex, or equivalently
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Section 3.1.2. To show this, we ﬁrst obtain

   
   
h
′(x) = h(x)
 
−2lna
x3 +
lnb
x2
 
,
h
′′(x) = h(x)
 
−2lna
x3 +
lnb
x2
 2
+ h(x)
 
6lna
x4 −
2lnb
x3
 
.
(6.26)
Applying these results, f′′(x) can be found as
f′′(x)
h(x)
=
 
−2lna
x2 +
lnb
x
 2
+
 
−2lna
x2 +
2lnb
x
 
+ 2. (6.27)
Letting α = 2lna
x2 and β = −lnb
x , we have
f′′(x)
h(x)
= (α + β)
2 − α − 2β + 2 =
 
α −
1
2
 2
+ (β − 1)
2 +
3
4
+ 2αβ > 0, (6.28)
since α,β > 0, which can be seen from the deﬁnition of (a,b) that α > 0 and β > 0
for εu < 0.5.1 Together with the fact that h(x) > 0 for all x > 0, we can conclude
that f′′(x) > 0 and therefore, f(x) is convex. As the cost function in (6.24) is a
summation of the functions of the form f(x), it is convex and hence the problem
(6.24), or ˜ Mr.
With ˜ Mr being convex, we can ﬁnd the global optimal {xu}opt at polynomial-
time complexity. In particular, the complexity grows at most as O(U3), which is
scalable with the number of users [84]. The remaining task, however, is to derive
the integer-valued {wu} from {xu}. Simply setting wu = x2
u would result in non-
integer solutions while rounding them oﬀ could lead to violation of the outage
rate probability constraints. In the following section, a greedy-approach will be
presented to obtain a feasible solution of {wu} from {xu}.
1It should be emphasized that the convexity of f is subjected to the condition that εu < 0.5.
However, in practice, it would not make sense to have a system operating with outage probability
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6.5 The Proposed Algorithm
Thus far, we have presented two main approaches: one that determines the optimal
transmit power {Pu} based on MPE (see Section 6.3); another one that ﬁnds the
suboptimal (relaxed) time-sharing parameters {wu} by constraining the upper
bound probability (see Section 6.4). In this section, we shall devise an algorithm
that combines the two approaches to jointly optimize the power allocation and
time-sharing of the users. Our idea is to ﬁrst map the optimal solution {xu}opt from
˜ Mr to a proper {wu} in M by rounding the results to the nearest positive integers,
and then to step-by-step allocate one more block to the user who can minimize
the overall required power using MPE. The proposed algorithm is described as
follows:
1. Solve {xu} in ˜ Mr (6.24) using convex optimization routines such as interior-
point method [84] and optimization toolbox provided in Matlab.
2. Initialize wu = ⌊x2
u⌋ ∀u where ⌊y⌋ returns the greatest integer that is smaller
than y. Notice that at this point, {wu} and {Pu} from ˜ Mr may not give a
feasible solution to M, and some outage probability constraints may not be
satisﬁed.
3. For each user u, compute the minimal required power to ensure the outage
probability constraint by solving MPE
Pu = arg{gu(P|wu) = 0}
= argmin
P≥0
|gu(P|wu)|,
(6.29)
where the function gu(P|wu) is deﬁned similarly as in (6.16). The notation
(P|wu) is used to emphasize the fact that wu is given as a ﬁxed constant.
4. Then, initialize m = K −
 U
u=1 wu.Chapter 6. Wireless Resource Allocation in Multi-user Systems with Transmitter SCI 119
5. Compute the power reduction metrics
△ Pu = Pu − argmin
P≥0
|gu(P|wu + 1)| ∀u. (6.30)
6. Find u∗ = argmaxu △Pu and update

    
    
wu∗ := wu∗ + 1,
Pu∗ := Pu∗ − △Pu∗,
m := m − 1.
(6.31)
If m ≥ 1, go back to Step 5. Otherwise, go to Step 7.
7. Optimization is completed and the solutions for both {wu} and {Pu} have
been found.
A ﬁrst look at the algorithm reveals that the required complexity of the proposed
algorithm is
Cproposed = O(U
3) + mUCDIRECT
. O(U
3) + U
2CDIRECT
(6.32)
where CDIRECT denotes the required complexity for solving MPE by using DIRECT
algorithm.
6.6 Simulation Results
6.6.1 Simulation Setup and Benchmarks
Computer simulations are conducted to evaluate the performance of the proposed
algorithm for the power-minimization problem with outage probability constraints.
Only SCI has been assumed and the total transmit SNR, deﬁned as
  U
u=1 Pu
 
,
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set of simulation parameters such as the number of users and blocks, the users’
target rates and outage probabilities, the algorithm presented in Section 6.3, which
iteratively solves the MPE, is used. Note that the MPE itself has already taken
into account the randomness of the channel for outage evaluation.
Results for the proposed algorithm will be compared with the following bench-
marks:
• Global Optimum—With MPE presented in Section 6.3, it is possible to ﬁnd
the global optimal solution of time and power allocation for the users by
solving M over the space of {wu} at the expense of much greater complexity,
i.e.,
M  →

        
        
min
{wu}
U  
u=1
arg{gu(Pu|wu) = 0}
s.t.
U  
u=1
wu ≤ K,
wu ∈ {1,2,...,K − U + 1} ∀u.
(6.33)
The required complexity is given by
Coptimum =
 
K
U
 
UCDIRECT
≈
 
K
U
  
Cproposed − O(U3)
U
 
.
(6.34)
For large K, we have
Coptimum
Cproposed
≈
1
U
 
K
U
 
(6.35)
and the complexity saving by the proposed scheme is enormous. For instance,
if U = 4 and K = 30, the ratio is approximately 6851.
• Equal-Time with Optimized Power—An interesting benchmark is the system
where each user is allocated more or less an equal number of blocks (i.e.,
wu ≈ ⌊K
U ⌋ ∀u and with
 U
u=1 wu = K) while the power allocation for each
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users (e.g., users with the same channel statistics and outage requirements),
then equal-time allocation should be optimal. This system can show how im-
portant time-sharing optimization is if the system has highly heterogeneous
users.
• Equal-Time with Suboptimal Power (6.22)—A suboptimal power allocation
to achieve a given outage probability can be found by (6.22) based on the
upper bound probability without relying on the MPE. This system enables
us to see how important the MPE is.
6.6.2 Results
Results in Fig. 6.1 are provided for the transmit power against the outage proba-
bility requirements for a 3-user system with 20 blocks (i.e., K = 20). The users are
considered to have target rates (R1,R2,R3) = (8,12,16) bps/Hz, channel power
gains (C
(1)
0 ,C
(2)
0 ,C
(3)
0 ) = (0.8,1,1.2), multiple receive antennas (n
(1)
r ,n
(2)
r ,n
(3)
r ) =
(2,3,2) and the same outage probability requirements (ε) ranging from 10−5 to
10−1. The number of transmit antennas at the base station is set to be nt = 4.
Results in this ﬁgure show that the total transmit power of the proposed scheme
decreases if the required outage probability increases. For example, there is about
2dB power reduction when ε increases from 10−5 to 10−1. Results also illustrate
that the proposed method performs nearly the same as the global optimum. How-
ever, compared with the equal-time method with optimum power solution, there
is only about 0.2dB reduction in power by the proposed method. This is because
the optimal strategy tends to allocate similar number of blocks to the users, which
can be observed from Conﬁguration 1 of Table 6.1. In addition, as can be seen, the
transmit power of the equal-time method with suboptimal power is much greater
than that with optimum power, which shows that the MPE is very important in
optimizing the power allocation. In particular, more than 3dB in power is required
when compared with the equal-time method with optimal power solution.Chapter 6. Wireless Resource Allocation in Multi-user Systems with Transmitter SCI 122
The power results against the target rate for a 3-user system with total number of
blocks K = 15, (ε1,ε2,ε3) = (10−4,10−3,10−2), and (C
(1)
0 ,C
(2)
0 ,C
(3)
0 ) = (0.5,1,1.5)
are plotted in Fig. 6.2. Also, 3 transmit antennas and 2 receive antennas per user
are considered, and all the users have the same target rate R. Results indicate
that the total transmit power increases dramatically with R (e.g., 10dB increase
from 8bps/Hz to 32bps/Hz for the proposed method). As can be observed, the
increase in power is almost linear with R. In addition, the proposed method
consistently performs nearly as the global optimum although the gap between the
proposed method and the equal-time method with optimal power solution is not
very obvious.
In Fig. 6.3, we have the results for the transmit power against the total number of
blocks K for a 3-user system with (ε1,ε2,ε3) = (10−2,10−3,10−4), (R1,R2,R3) =
(16,20,24) bps/Hz, and (C
(1)
0 ,C
(2)
0 ,C
(3)
0 ) = (1.5,1,0.5). The number of transmit
antennas is 4 while users’ number of receive antennas are (n
(1)
r ,n
(2)
r ,n
(3)
r ) = (4,3,2).
Note that in this case, we have set the conditions for diﬀerent users, such as
users’ requirements and channel conditions, to be quite diﬀerent from each other
to see how the proposed scheme performs. As we can see, the total transmit
power decreases as K increases. In particular, the power for the proposed method
decreases by 8dB when K increases from 6 to 18. Again, results show that the
performance of the proposed scheme is nearly optimal while this time, the gap
between the proposed method and the equal-time methods becomes more obvious
(about 5dB for K = 6 and 2dB for K = 18). This is because the optimal strategy
tends to allocate more blocks for high-demand poor-channel-condition users (the
numbers of allocated blocks for the users for diﬀerent methods with K = 12 are
shown in Conﬁguration 3 of Table 6.1).
Fig. 6.4 plots the power results against the number of receive antennas for a 3-user
system with K = 20, (ε1,ε2,ε3) = (10−1,10−3,10−4), (R1,R2,R3) = (8,16,24)
bps/Hz, (C
(1)
0 ,C
(2)
0 ,C
(3)
0 ) = (1.5,1,0.5) and nt = 4. As expected, the requiredChapter 6. Wireless Resource Allocation in Multi-user Systems with Transmitter SCI 123
transmit power decreases with the number of receive antennas. This can be ex-
plained by the fact that the transmission rate mainly depends on the rank of the
MIMO system, which is limited by the number of receive antennas (nr). The ac-
tual number of block allocation for various methods is provided in Conﬁguration
4 of Table 6.1.
6.7 Summary
This chapter has addressed the optimization problem of power allocation and
scheduling for a time-division multi-user MIMO system in Rayleigh BF channels
when the transmitter has only the SCI of the users and the users are given individ-
ual information outage probability constraint. We have applied MPE on the basis
of single user power allocation in Chapter 4 to determine the minimum power
for attaining a given outage rate probability constraint if the number of blocks
for a user is ﬁxed. On the other hand, we have proposed a convex programming
approach to ﬁnd the suboptimal number of blocks allocated to the users. The two
main techniques have then been combined to obtain a joint solution for both power
and time allocation for the users. Results have demonstrated that the proposed
method achieves near-optimal performance. The problem when CSI is available
at the transmitter is considered in the next chapter.Chapter 6. Wireless Resource Allocation in Multi-user Systems with Transmitter SCI 124
Table 6.1: Various conﬁgurations tested from Figs. 6.1–6.4. The superscript ⋆
highlights the solution that is not the same as the optimum.
Conﬁguration u Ru εu C
(u)
0 n
(u)
r (wu)opt (wu)proposed (wu)equal
1 (nt = 4, K = 20) 1 8 10−3 0.8 2 6 6 6
2 12 10−3 1 3 5 6⋆ 7⋆
3 16 10−3 1.2 2 9 8⋆ 7⋆
2 (nt = 3, K = 15) 1 16 10−4 0.5 2 6 6 5⋆
2 16 10−3 1 2 5 5 5
3 16 10−2 1.5 2 4 4 5⋆
3 (nt = 4, K = 12) 1 16 10−2 1.5 4 2 2 4⋆
2 20 10−3 1 3 3 3 4⋆
3 24 10−4 0.5 2 7 7 4⋆
4 (nt = 4, K = 20) 1 8 10−1 1.5 3 2 3⋆ 6⋆
2 16 10−3 1 3 6 7⋆ 7⋆
3 24 10−4 0.5 3 12 10⋆ 7⋆
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Figure 6.1: Results of the transmit power versus the outage probability when
U = 3, K = 20, (R1,R2,R3) = (8,12,16) bps/Hz, (C
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0 ) = (0.8,1,1.2),
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Figure 6.2: Results of the transmit power versus the target rate when U = 3,
K = 15, (ε1,ε2,ε3) = (10−4,10−3,10−2), (C
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Figure 6.3: Results of the transmit power versus the number of blocks when
U = 3, (ε1,ε2,ε3) = (10−2,10−3,10−4), (R1,R2,R3) = (16,20,24) bps/Hz,
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Wireless Resource Allocation in
Multi-user Systems with
Transmitter CSI
In Chapter 7 of the thesis, we aim to minimize the overall transmit power for a
time-division multi-user system with transmitter CSI in BF channels where users
are given individual information outage probability constraint. Based on the wire-
less resource allocation problem in single user system from Chapter 5, this chapter
further extends to multi-user scenario and joint power and time slot allocation are
performed. Only SISO system is considered in this chapter, as for MIMO system
the spatial diversity reduces the need for dynamically allocating power over blocks
(time diversity) which is observed from Chapter 5. The mathematical tools used
in this chapter are convex optimization and nonlinear optimization.
This chapter is organized as follows. Section 7.1 gives an introduction of the re-
search work in this chapter. In Section 7.2, we present system model and problem
formulation. A simpliﬁed suboptimal single user power allocation strategy is pro-
posed in Section 7.3, while the multi-user time sharing problem is solved in SectionChapter 7. Wireless Resource Allocation in Multi-user Systems with Transmitter CSI 129
7.4. The overall strategy is developed in Section 7.5. Simulation results are shown
in Section 7.6 and Section 7.7 summaries this chapter.
7.1 Introduction
In this chapter, we aim to develop an energy-eﬃcient scheduling algorithm for
multi-user TDMA system in BF channel, subject to individual user’s QoS require-
ments in terms of information outage probability, by jointly adapting time-sharing
and power allocation for the users in accordance with the causal CSI at the trans-
mitter. We ﬁrst derive a simple closed-form power allocation solution for a single
user BF channel to attain a given outage probability constraint with causal CSI.
Then, we construct an optimization problem to permit a joint consideration of
power consumptions and QoS requirements of the users, which we solve to obtain
a near-optimal solution for users’ time-sharing. The two solutions are combined
to provide a suboptimal joint solution for adaptive time-sharing and power alloca-
tion of the system. Results reveal that the proposed scheme is near-optimal and
a signiﬁcant energy saving of more than 15 (dB) is possible between systems with
and without adaptation on time-sharing and/or power allocation.
7.2 System Model
Let us ﬁrst assume a single user system where the channel is assumed to be in BF
which fades i.i.d. from one block to another. The channel is in Rayleigh fading
and the channel power gain gk for block k has the following p.d.f.
f (gk) =



e−gk if gk ≥ 0,
0 if gk < 0.
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For a given block k, the transmission rate achievable is given by
rk = log2 (1 + pkgk) (bps/Hz), (7.2)
where the noise power is assumed unity and pk is the transmit power assigned for
the block. Outage is said to occur if the transmitted code rate, R0, is less than
the IMI of the channel, i.e.,
IK ,
1
K
K  
k=1
rk < R0. (7.3)
Under this single user system model, our aim is to minimize the average transmit
power over the K blocks to attain a given outage probability QoS, ε0. Mathemat-
ically, that is,
min
p Eg
 
1
K
K  
k=1
pk
 
s.t. Pr
 
1
K
IK(p,g) < R0
 
≤ ε0, (7.4)
where p , (p1,p2,   pK), and g , (g1,g2,   gK). Apparently, the minimum
power will be achieved when the constraint becomes active, i.e., Pr
 
1
KIK(p,g) < R0
 
=
ε0 because the random variable I is an increasing function of the transmit power.
In a TDMA system, the channel is shared by multiple users in time. In particular,
we assume that there are U users, each transmitting at a sum rate Ru over wu
blocks with an outage requirement εu. Also, it is assumed that user u accesses the
channel in continuous time slots (or blocks), k ∈ Du, such that
Du ≡
 
∀k ∈ Z :
u−1  
j=1
wj + 1 ≤ k ≤
u  
j=1
wj
 
. (7.5)
In other words, users occupy and share the wireless channel in a sequential manner,
and that user u is given wu blocks of the channel, which is to be optimized. We
further assume that the decoding delay for all the users is K, so that
 U
u=1 wu ≤ K.Chapter 7. Wireless Resource Allocation in Multi-user Systems with Transmitter CSI 131
Following (7.4), the optimization in a multi-user TDMA system requires to solve

              
              
min
{pk≥0},{wu}
E
 
1
K
U  
u=1
 
k∈Du
pk
 
s.t. Pr
 
 
k∈Du
rn < Ru
 
≤ εu ∀u,
U  
u=1
wu ≤ K,
wu ∈ {1,2,...,K − U + 1} ∀u.
(7.6)
7.3 Single User Power Allocation
The problem of the single user power allocation (7.4) has been studied in Section
5.3 from Chapter 5 and it was shown that the optimal power allocation can be
obtained by a DP approach to fully exploit the causality of the CSI. However, this
approach is computationally involved.
To avoid the complexity of DP, in this section, we propose OLLP, which unlike the
backward optimization of DP, is a forward suboptimal power allocation algorithm.
In OLLP, the mutual information in block k can be obtained by
rk(gk,r
(k)) = arg min
0≤rk≤r(k)
1≤k≤K−1
 
pk(rk,gk) + Sk+1
 
r
(k) − rk(gk,r
(k))
  
, (7.7)
where r(k) , KR0 −
 k−1
j=1 rj
 
g(j) 
is the remaining data to be fulﬁlled from block
k to K, with g(j) , (g1,g2,...,gj) and rK = r(K). The variable Sk+1, which we
derive later, can be regarded as the expected power for the future blocks. In other
words, OLLP intends to balance the rates for the current block, rk, and the future
blocks, r(k+1), with consideration of the causal CSI (i.e., the previous CSI or ful-
ﬁlled data so far, the current CSI, and the channel statistics (7.1)). Nonetheless,
solving (7.7) requires an analytical expression for Sk+1, which will unfortunately
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that the future channel blocks are i.i.d., Sk+1 can be approximated by considering
equal expected power for each future channel block [This approximation is partic-
ularly accurate for high-rate and short-time transmission (i.e., large R0 and small
K) because in that case, the transmitter tends to allocate the same amount of
information for each block]. As a result, it can be shown that pk and Sk+1 have
the following relationships

       
       
pk =
2rk − 1
gk
       
gk≥gB
,
Sk+1 ≈
1 − (1 −   ε0)K−k
  ε0
×
 
2
r(k)−rk
K−k − 1
 
E1 (−ln(1 −   ε0)),
(7.8)
where   ε0 , 1 − (1 − ε0)
1
K can be viewed as the per-block outage probability and
gB = −ln(1 −   ε0) is the channel gain threshold to determine whether a given
channel is in an outage region. The approximation of Sk+1 is an alternative form
of (5.39).
Using (7.8) into (7.7), we can then work out the IMI needed for any block k if
gk ≥ gB or the channel is not in outage by solving
rk(gk,r(k)) = arg min
0≤rk≤r(k)
1≤k≤K−1
 
2rk − 1
gk
+
1 − (1 −   ε0)K−k
  ε0
 
2
r(k)−rk
K−k − 1
 
E1 (−ln(1 −   ε0))
 
.
(7.9)
Note that if gk < gB or the channel is in outage, no power or IMI is allocated.
Now, we deﬁne 
          
          
a ,
1
gk
,
b ,
1 − (1 −   ε0)K−k
  ε0
E1 (−ln(1 −   ε0)),
c ,
1
K − k
,
d , −a − b.
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Then, (7.9) can be rewritten as
min
0≤rk≤r(k) a   2
rk + b   2
c[r(k)−rk] + d. (7.11)
It can be observed that (7.11) is convex, and can permit a closed-form optimal
solution, given by
ςk =
1
c + 1
 
log2
bc
a
+ cr
(k)
 
. (7.12)
Considering the constraint region of ςk, we can further express the IMI allocation
for block k for the case {gk ≥ gB∀k ≤ K} as
rk =

    
    
0, if ςk < 0 and k < K,
ςk, if 0 ≤ ςk ≤ r(k) and k < K,
r
(k), if ςk > r(k) or k = K.
(7.13)
Otherwise, as said before if the channel is in outage, rk = 0 and hence, the power
allocation pk = 0.
Utilizing the IMI allocation for block k in (7.13), the power allocation for the block
can be easily found as
pk =
2rk − 1
gk
. (7.14)
7.4 Multi-user Time-Sharing
Here, we attempt to deal with the multi-user problem (7.6). In particular, the aim
is to optimize the time-sharing parameters {wu} by joint consideration of the users’
power consumption and QoS constraints in terms of outage probability. Ideally,
in order to ﬁnd the optimal {wu}, it needs to obtain the optimal power allocation
{pk}, which depends upon the instantaneous causal CSI that will require DP. To
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estimate the power consumption for each user. As such, we can approximate the
total power for user u, denoted as Pu, by
Pu =
εu
 
2
Ru
wu − 1
 
1 − (1 − εu)
1
wu
E1
 
−
1
wu
ln(1 − εu)
 
. (7.15)
As a consequence, (7.6) can be simpliﬁed as

         
         
min
{xu}
U  
u=1
εu
 
2
Ru
xu − 1
 
1 − (1 − εu)
1
xu
E1
 
−
1
xu
ln(1 − εu)
 
,
s.t.
U  
u=1
xu ≤ K,
0 < xu < K − U + 1 ∀u,
(7.16)
where {xu} are real-valued variables and the relaxed version of {wu}. To solve
(7.16), we propose to apply nonlinear optimization methods, i.e., SQP introduced
in Section 3.2, which can achieve quadratic convergence globally, to search for the
optimal {xu}. Note that a local minimum is at least achieved by applying this
algorithm. After {xu} are found, the following algorithm is used to obtain {wu}:
1. Initialize wu = ⌊xu⌋ ∀u, where ⌊y⌋ returns the greatest integer that is smaller
than y.
2. For each user u, compute the minimal required power, Pu(wu,Ru,εu), to
ensure the given information outage probability constraint by (7.15).
3. Then, initialize m = K −
 U
u=1 wu.
4. Compute the power reduction metrics
△ Pu = Pu − arg min
Pu≥0
Pu(wu + 1,Ru,εu) ∀u. (7.17)Chapter 7. Wireless Resource Allocation in Multi-user Systems with Transmitter CSI 135
5. Find u∗ = argmaxu △Pu and update

 
 
wu∗ := wu∗ + 1,
m := m − 1.
(7.18)
If m ≥ 1, go back to Step 4. Otherwise, the optimization is completed and
{wu} have been found.
7.5 The Proposed Method
The proposed single user power allocation solution and the multi-user time-sharing
scheme can be combined to minimize the transmit power of a multi-user TDMA
system with users’ individual outage probability constraints. The proposed algo-
rithm is given as follows:
1. Given the users’ QoS {Ru,εu}, ﬁnd the time-sharing parameters {wu} using
the method in Section 7.4.
2. Randomly select a user u which has not been served and use the OLLP power
allocation policy in Section 7.3 to assign the power for the blocks based on
the causal CSI and update wu to be the actual blocks used for transmission.
3. Revise the total number of blocks to K − wu and remove this user from the
user list. Go back to Step 1. If the user list is empty, then the optimization
has been completed.
7.6 Simulation Results
Computer simulations are conducted to evaluate the performance of the pro-
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E[
 U
u=1
 wu
k=1 pk], will be used. As normalized noise is assumed, we can use (dB)
as the unit for measurement. Figs. 7.1 and 7.2 give the results for single user
systems, while Figs. 7.3 and 7.4 show the results for multi-user scenarios.
7.6.1 Benchmarks
In the following, we present several benchmarks we use to compare the results in
multi-user systems.
• The Global Optimal Solution and a Lower Bound—The optimal solution for
the joint multi-user time-sharing and power allocation with the aid of causal
CSI, can be, in theory, obtained by an exhaustive search over the space of
any possible {wu} while the optimal power allocation is found by the DP
method in [81].
The required complexity to obtain the optimum is given by O(G2K+1RP2)+
O(MKU) + O(KU), where G, R and P correspond to, respectively, the sizes
of the discretization spaces for gk, R and P, while M represents the num-
ber of numerical simulations needed to estimate the power. Note that the
required very high complexity of the optimal solution makes it infeasible to
use, and even for the sake of performance comparison, it is too complex for
simulations. For this reason, in this chapter, a lower bound, which is de-
rived from the global optimal solution (see the following for details), is used
instead.
If we assume that for each user the channel is identiﬁed to be in outage at the
beginning of the ﬁrst block so that power is never wasted, we can obtain the
lower bound of the global optimal solution by an exhaustive search over the
space of any possible {wu} while applying the single user power allocation
lower bound by DP. This provides an important benchmark for evaluation
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• Equal-Time Sharing with OLLP Power Allocation—This benchmark refers
to the system where each user is given the same number of blocks (i.e., wu ≈
⌊K
U ⌋ ∀u and with
 U
u=1 wu ≤ K) while the power allocation for each user is
optimized by the proposed OLLP in Section 7.3. Obviously, if the system
has homogeneous users (i.e., users of the same QoS requirements), then an
equal-time sharing is optimal. This system is useful to demonstrate the
importance of time-sharing optimization if users are highly heterogeneous.
• Optimized Time-Sharing with Equal IMI Allocation—To reveal the eﬀect of
the proposed OLLP power allocation solution in Section 7.3, a suboptimal
power allocation which simply ensures that the same IMI is achieved for any
given block, is used in conjunction with the multi-user time-sharing solution
in Section 7.4.
In Fig. 7.1, average total transmit power results are provided for single user
systems against the number of blocks K with sum rate R = KR0 = 8 (bps/Hz)
and ε0 = 0.1 while similar results are plotted in Fig. 7.2 but with ε0 = 0.01. As
can be seen, the required power decreases with the number of blocks K. This can
be explained by the fact that coding over a longer period of time increases time
diversity for better fading and noise removal.
In addition, results indicate that the proposed OLLP power allocation solution
yields near-optimal power allocation results when K is small or the delay is very
stringent. This illustrates that the approximation of equal expected IMI allocation
over future blocks used in OLLP is particularly accurate when the required IMI per
block is large. Nevertheless, if K is large, then the diﬀerence between the proposed
OLLP and the lower bound starts to appear. In particular, the diﬀerence can be
as large as 2 (dB) if ε0 = 0.1 and 5 (dB) if ε0 = 0.01.
Results in Figs. 7.3 and 7.4 provide the expected total transmit power results
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with (ε1,ε2,ε3) = (0.1,0.01,0.001), and then the setting (R1,R2,R3) = (8,8,8)
(bps/Hz) with (ε1,ε2,ε3) = (0.01,0.01,0.01), respectively. Note that the ﬁrst
setting corresponds to the case where users have distinct QoS constraints while
the second setting assumes that users are homogeneous. In both ﬁgures, the results
for the lower bound are only given up to K = 8, due to the unaﬀordable complexity
of DP.
As we can see from the results in these ﬁgures, similar with the single user case, the
expected total transmit power decreases with K. Also, the proposed multi-user
time-sharing with OLLP yields near-optimal performance as it matches well with
the lower bound. More remarkably, it is noted that OLLP is particularly important
in saving power for multi-user systems since it can easily give 20 (dB) reduction in
power as compared to the power allocation method based on equal-IMI allocation,
even though multi-user time-sharing is optimized. Multi-user time-sharing is also
important if users are heterogeneous. This can be seen from the results in Fig.
7.3 that for small number of blocks K, the diﬀerence between with and without
time-sharing optimization can be as large as 15 (dB).
7.7 Summary
In this chapter, we have devised an energy eﬃcient joint time-sharing and power
allocation algorithm for multi-user TDMA systems in SISO BF channels, with
individual user’s QoS in terms of outage probability requirement, by exploiting the
causal CSI at the transmitter. First, a simple closed-form OLLP power allocation
solution has been presented to meet a given outage probability constraint for
a single user BF channel. We have also constructed an optimization problem
which enables a joint consideration of power consumption and QoS of the users
to ﬁnd a suboptimal multi-user time-sharing solution. This time-sharing solution
in conjunction with the OLLP solution forms the joint solution for the multi-userChapter 7. Wireless Resource Allocation in Multi-user Systems with Transmitter CSI 139
1 2 3 4 5 6 7 8
8
10
12
14
16
18
20
22
24
26
28
Number of blocks K
E
x
p
e
c
t
e
d
 
t
o
t
a
l
 
t
r
a
n
m
i
t
 
p
o
w
e
r
 
(
d
B
)
Lower Bound
The Proposed OLLP
Equal IMI−Based Policy
Figure 7.1: The expected total transmit power versus the number of blocks K
with R = 8 (bps/Hz) and ε0 = 0.1 for single user systems.
TDMA system, which has been shown by simulation results to be near-optimal
and yields a signiﬁcant energy saving as compared to those without time-sharing
optimization or OLLP power allocation.Chapter 7. Wireless Resource Allocation in Multi-user Systems with Transmitter CSI 140
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Figure 7.2: The expected total transmit power versus the number of blocks K
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Figure 7.4: The expected total transmit power versus the number of blocks K
with U = 3, (R1,R2,R3) = (8,8,8) (bps/Hz) and (ε1,ε2,ε3) = (0.01,0.01,0.01)
for multi-user systems.Chapter 8
Wireless Resource Allocation in
Multi-user Systems with EC
Constraints
In this chapter, our aim is to devise energy eﬃcient strategies for single and multi-
user MIMO systems with individual user’s EC constraint. The use of EC provides
a metric to quantify the maximum achievable rate under a certain queueing delay
constraint. The objective is to minimize the transmission energy of the MIMO
systems while meeting the EC constraints, with the aid of the channel statistics.
Instead of considering decoding delay constraint from physical layer in Chapters
4-8, this chapter considers queueing delay constraint from data link layer.
The chapter is organized as follows. Section 8.1 overviews the motivation and
aim of the research in this chapter. System model is presented in Section 8.2. A
closed-form expression for the EC of a single user link MIMO system is derived
in Section 8.3. In Section 8.4, we address multi-user MIMO systems, in which
dynamic time sharing and multi-user power control are performed when TDMA is
used. The results are extended to dynamic spectrum allocation in FDMA systemChapter 8. Wireless Resource Allocation in Multi-user Systems with EC Constraints 144
in Section 8.5. Simulation results are presented in Section 8.6 and Section 8.7
summaries this chapter.
8.1 Introduction
Due to the instability nature of wireless channels, supporting a given QoS is ex-
tremely challenging and guarantee of a deterministic delay-bound is not practical.
In particular, delay bound violation probability has been used for measuring the
performance of wireless networks, which allows a certain violation probability for
a given delay bound. EC, which measures the maximum achievable source rate
under a delay bound, has been presented as a QoS metric for wireless channels.
The details of EC has been introduced in Section 2.3.
There are limited studies considering the provision of EC in wireless systems. In
[102], an EC model is derived for frequency-selective fading channel. In [79, 103,
104, 105, 106], energy-eﬃcient scheduling to satisfy each user’s EC constraint has
been considered by exploiting the CSI at the transmitter side. However, the CSI
at the transmitter may not be possible in many applications and MIMO systems
have not been considered in such cases.
In this chapter, we consider the power allocation and scheduling optimization
for multi-user MIMO antenna systems, in which users are given individual EC
constraint and operate in a TDMA or FDMA fashion, with the aid of SCI at the
transmitter. Our contributions are that ﬁrstly, we derive a closed-form expression
for the EC of a single user MIMO system, which is then applied to solve the power
minimization problem. In addition, we show that the optimal solutions for the
multi-user MIMO TDMA or FDMA systems can be obtained by DP. Thirdly, low-
complexity heuristic approach for achieving near-optimum solutions is presented.Chapter 8. Wireless Resource Allocation in Multi-user Systems with EC Constraints 145
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Figure 8.1: The system model of a single user MIMO system.
8.2 System Model
8.2.1 Single User MIMO Systems and EC
We ﬁrst consider the single user MIMO system as shown in Fig. 8.1. The channel
is assumed to be an independent discrete-time stationary and ergodic stochastic
service process, which fades i.i.d. from one frame to another, but the fade is
static within a frame length. The channel can be written as a matrix H(t) =
 
h
(t)
i,j
 
∈ Cnr×nt for time t, where nt and nr denote the number of antennas at the
transmitter and the receiver respectively. In particular, the amplitude square of
each entry
     h
(t)
i,j
     
2
in H(t) has the p.d.f. of (8.1) as that of c,
f (c) =



e−c for c ≥ 0,
0 for c < 0.
(8.1)
Since CSI is unavailable at the transmitter side, equal-power allocation over the
antennas is adopted. Now, let B denote the bandwidth and Tf denote the frame
length. In addition, we assume the noise power N0 = 1 for normalization. Then,Chapter 8. Wireless Resource Allocation in Multi-user Systems with EC Constraints 146
we have the achievable rate for the frame at time t as [33]
R(t) = BTf log2 det
       I + H(t)H(t)
†
 
P
nt
         (bits/frame) (8.2)
where P is the total transmit power. As the processing is similar for diﬀerent time,
in the sequel, the index t will be omitted. In addition, we assume that transmitter
has the knowledge of achievable rate R (i.e., a feedback link exists from receiver
to transmitter for rate feedback), so that rate-adaptive transmissions and strong
channel coding are used to transmit packets without error and the transmission
rate is equal to R.
Data are assumed to arrive at the transmitter at a constant rate of A(t) = A0,
for all t. Before being transmitted to the user, they are stored in a buﬀer of
inﬁnite-length. Due to the time-varying nature of wireless channels, the service
rate for the queueing data is time-varying. In what follows, the data stored in the
buﬀer will experience delays. In particular, the probability of experiencing a delay
exceeding a given bound Dmax can be approximated by [77, 105] (Section 2.3)
Pr(Delay > Dmax) ≈ e
−θA0Dmax. (8.3)
QoS assurance in a wireless system can therefore be recast as to achieve a given
QoS exponent θ, which can be regarded as the exponential decay rate of the delay
violation probability [77]. In addition, for an uncorrelated channel service process,
EC can be expressed as [77, 79] (Section 2.3)
Ec(θ,P) = −
1
θ
log2 EH
 
e
−θR(P) 
. (8.4)
Under this single user system model, our aim is to minimize the required transmit
power to achieve a given QoS exponent (delay constraint) θ, when an EC of A0 isChapter 8. Wireless Resource Allocation in Multi-user Systems with EC Constraints 147
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Figure 8.2: The system model for a multi-user MIMO system.
to be attained, by exploiting the SCI at the transmitter. Mathematically, that is,
PSU : min
P>0
P s.t. Ec(θ,P) = A0. (8.5)
8.2.2 Multi-user MIMO Systems
Extending the above model to a system with multiple users as shown in Fig. 8.2,
each user is given a QoS requirement speciﬁed by (Au,θu) for u = 1,2,...,U where
U is the total number of users. In this chapter, we consider that users are served
in either a TDMA or FDMA fashion so that at any given time (or frequency),
only one user is accommodated and users are orthogonal to one another. For
convenience, we assume that each user has the same number of antennas nr and
the users’ channels are i.i.d. and denoted as {Hu}u=1,2,...,U.
Our aim for the multi-user system is to minimize the total transmit power
 U
u=1 Pu
while satisfying each user’s QoS constraint (Au,θu) by jointly optimizing the power
allocation {Pu} and the number of time-slots (or subcarriers) {αu} (or {βu}) withChapter 8. Wireless Resource Allocation in Multi-user Systems with EC Constraints 148
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Figure 8.3: The adaptive frame structure for the multi-user TDMA system.
the aid of SCI (see Fig. 8.3 for the adaptive frame structure for TDMA). In the
case of TDMA, we thus have
PTDMA : min
{Pu},{αu}
U  
u=1
αuPu
s.t.
U  
u=1
αu ≤ L
−
1
θu
logEHu
 
e
−θuRu 
= Au∀u
Ru = αuBT0 log2 det
     
 I + HuH
†
u
 
Pu
nt
      
 ,
(8.6)
where L, T0 and B denote, respectively, the total number of time-slots per frame,
the period for each time-slot and the total transmission bandwidth. It is assumed
that the channel within each frame remains static, while it will fade independently
and identically from one frame to another.Chapter 8. Wireless Resource Allocation in Multi-user Systems with EC Constraints 149
For FDMA with M subcarriers, the problem becomes
PFDMA : min
{Pu},{βu}
U  
u=1
βuPu
s.t.
U  
u=1
βu ≤ M
−
1
θu
logEHu
 
e
−θuRu 
= Au∀u
Ru =
 
f
B0Tf log2 det
       I + Hu(f)Hu(f)
†
 
Pu
nt
        ,
(8.7)
where Tf and B0 denote, respectively, the frame length and the bandwidth for
each subcarrier. Similarly, the channels at diﬀerent subcarriers and for diﬀerent
users are i.i.d..
8.3 The Optimal Power Allocation for single user
MIMO Systems
In this section, we solve PSU by ﬁrst deriving a closed-form expression for the EC
of a single user MIMO channel. This is done by ﬁrst substituting (8.2) into (8.4)
to yield
Ec(θ,P) = −
1
θ
logEH
 
e
−θBTf log2 det
￿ ￿ ￿I+HH†
￿
P
nt
￿￿ ￿ ￿
 
. (8.8)
By using the random matrix theory results in [107, 108], we have the EC expression
presented in the following theorem.
Theorem 1: (A closed-form expression for EC) Denoting k = min(nt,nr) and
d = max(nt,nr)−k, the EC of an uncorrelated MIMO central Wishart channel is
given by
Ec(θ,P) = −
1
θ
log
detG(θ,P)
 k
i=1 Γ(d + i)
, (8.9)Chapter 8. Wireless Resource Allocation in Multi-user Systems with EC Constraints 150
in which Γ(z) =
  ∞
0 xz−1e−xdx and G is a k×k Hankel matrix whose (i,j)th entry
is
[G(θ,P)]i,j =
  ∞
0
e
−xx
i+j+d
 
1 +
P
nt
x
 −s(θ)
dx
=
 
p
nt
 −(1+i+j+d)
Γ(1 + i + j + d)×
U
 
1 + i + j + d,2 + i + j + d − s(θ);
nt
P
 
,
(8.10)
where s(θ) =
θBTf
ln2 , and U(α,γ;z) is the conﬂuent hypergeometric functions deﬁned
as [95, (9.210)]
U(α,γ;z) = 1 +
α
γ
z
1!
+
α(α + 1)
γ(γ + 1)
z2
2!
+
α(α + 1)(α + 2)
γ(γ + 1)(γ + 2)
z3
3!
+     . (8.11)
Using Theorem 1, the optimal power allocation strategy for a single user MIMO
system to meet a given EC constraint can be found by numerically solving
−
1
θ
log
detG(θ,P)
 k
i=1 Γ(d + i)
= A0. (8.12)
8.4 Multi-user MIMO-TDMA with EC Constraints
8.4.1 The Optimal DP Solution
According to Theorem 1, the EC for user u in the TDMA system is therefore
given by (8.9) with θ, P and s(θ) replaced by, respectively, θu, Pu and s(θu,αu) =
αuθuBT0
ln2 . As such, the minimum power Pu with a given number of allocated time-
slots 1 ≤ αu ≤ L + 1 − U can be found by solving
Ec(θu,Pu,αu) = Au. (8.13)Chapter 8. Wireless Resource Allocation in Multi-user Systems with EC Constraints 151
As a result, by going through every possible combination of users’ allocated time-
slots {αu}, it is possible to ﬁnd the joint-optimal {Pu,αu} for total power mini-
mization. Remarkably, the required optimization can be achieved by formulating
the system as a U-stage dynamic system, with the system state xu representing
the number of remaining time-slots for users u to U, the control parameter lu
representing the number of allocated time-slots for user u and the cost function
cu(lu) = luPu(lu) denoting the power consumption for user u. The cost accumu-
lated from stage u to U can be found as
Ju(xu) = min
1≤lu≤xu
cu(lu) + Ju+1(xu − lu) for 1 ≤ xu ≤ L, (8.14)
with JU+1 = 0. In what follows, the total system cost is given by J1(x1), and the
optimal control policy l
∗ = (l∗
1,l∗
2,...,l∗
U) is the one that minimizes the cost and
can be found from (8.14) by proceeding backward for u = U,U − 1,...,1 [83].
Then, the optimal time-slot allocation can be found from

      
      
αu(xu) = l
∗
u(xu),
xu+1 = L −
u  
i=1
αi,
x1 = L.
(8.15)
8.4.2 A Suboptimal Convex Optimization Approach
Because of the high-complexity of DP, we now develop a heuristic solution by
convex optimization. Note that the EC expression involves a complex function in
G, further analysis is extremely diﬃcult and we therefore resort to relaxation to
bound the EC. In particular, we rewrite the QoS constraint as
EHu
 
e
−θuBαuT0 log2 det
￿ ￿
￿I+HuH
†
u
￿
Pu
nt
￿￿ ￿
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≥ e
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Writing δu =
θuBT0
ln2 , we have
EHu
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det
   HuH
†
u
     −αuδu .
(8.17)
The ﬁrst inequality comes from Jensen’s Inequality introduced in Section 3.1. The
original QoS constraint (8.16) can be guaranteed by ensuring that the above lower
bound equals to the right-hand-side of (8.16), which gives the power allocation for
user u as
Pu = nte
θuAu
αuδu
 
EHu
 
det
   HuH
†
u
     −1
. (8.18)
In addition, it is known in [107] that
EHu
 
det
 
 HuH
†
u
 
  
=
k−1  
i=0
Γ(d + k − i + 1)
Γ(d + k − i)
. (8.19)
As a consequence, PTDMA can be reformulated as
˜ PTDMA : min
{αu}
U  
u=1
ntαue
θuAu
αuδu
 
E
 
det
   HuH
†
u
     −1
s.t.

   
   
U  
u=1
αu = L
αu = {1,2,...,L + 1 − U} ∀u.
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This combinatorial problem, ˜ PTDMA, can then be simpliﬁed by relaxing {αu} as
positive real numbers, such that we have
min
{0≤αu≤L+1−U}
U  
u=1
ntαue
θuAu
αuδu
 
E
 
det
   HuH
†
u
     −1
s.t. 0 ≤
U  
u=1
αu ≤ L.
(8.21)
It can be easily seen that (8.21) is a convex problem and therefore can be optimally
and eﬃciently solved [84]. Nevertheless, the solutions obtained from (8.21) are
not the feasible solutions for (8.20). To address this, we present the following
algorithm:
1. Initialize αu = ⌈αu⌉ ∀u, where ⌈y⌉ returns the smallest integer that is larger
than y;
2. For each user u, compute the minimal required power Pu(αu,Au,θu) by solv-
ing (8.13) to ensure that a given delay constraint is met;
3. Then, initialize v = L −
 U
u=1 αu;
4. Compute the power reduction metrics
△ Pu = arg min
Pu≥0
Pu(αu − 1,Au,θu) − Pu ∀u; (8.22)
5. Find u∗ = argminu △Pu and update

 
 
αu∗ := αu∗ − 1,
v := v − 1.
(8.23)
If v ≥ 1, go back to Step 4. Otherwise, the optimization is completed and
{αu} and {Pu} are obtained.Chapter 8. Wireless Resource Allocation in Multi-user Systems with EC Constraints 154
8.5 Multi-user MIMO-FDMA with EC Constraints
8.5.1 The Optimal DP Solution
In the multi-user MIMO-FDMA system, if βu is ﬁxed, then the EC can be obtained
as
Ec(θu,Pu,βu) = −
1
θu
logE
 
e
−θuTfB0
P
f log2 det
￿
￿ ￿I+Hu(f)Hu(f)†
￿
Pu
nt
￿￿
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= −
1
θu
logE
 
e
−θuTfB0 log2 det
￿ ￿ ￿I+Hu(f)Hu(f)†
￿
Pu
nt
￿￿ ￿ ￿
 βu
.
(8.24)
Using Theorem 1, we can then obtain
Ec(θu,Pu,βu) = −
1
θu
log
 
detG(θu,Pu)
 k
i=1 Γ(d + i)
 βu
, (8.25)
where the elements of G(θu,Pu) is given in (8.10) with su =
θuB0Tf
ln2 . Therefore the
minimum power Pu can be solved by
Ec(θu,Pu,βu) = Au. (8.26)
Similarly as in the case of TDMA, the joint-optimal solution for {Pu,βu} can be
found by a U-stage DP at the expense of complexity (see Section 8.4.1). The
details are omitted here.
8.5.2 A Suboptimal Convex Optimization Approach
With a view to reducing the complexity for solving PFDMA, we investigate the use
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rewrite the QoS constraint for user u as
EHu
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−θuTfB0 log2 det
￿ ￿
￿I+Hu(f)Hu(f)†
￿
Pu
nt
￿￿ ￿
￿
 βu
= e
−θuAu. (8.27)
Also, we can obtain the following lower bound
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The EC constraint can therefore be ascertained by having
Pu = nte
θuAu
suβu
 
EHu
 
det
   Hu(f)Hu(f)
†     −1
. (8.29)
The optimization problem PFDMA can hence be reformulated as
˜ PFDMA : min
{βu}
U  
u=1
ntβue
θuAu
βusu
 
E
 
det
   Hu(f)Hu(f)
†     −1
s.t.

   
   
U  
u=1
βu = M,
βu = {1,2,...,M + 1 − U} ∀u,
(8.30)
the solution {βu} can be found similarly using the method in Section 8.4.2. Due
to the relaxation, the solution is in general suboptimal. The performance of this
heuristic method will be evaluated by simulation results in Section 8.6.Chapter 8. Wireless Resource Allocation in Multi-user Systems with EC Constraints 156
8.6 Simulation Results
In this section, we provide simulation results for both single and multi-user MIMO
systems. Fig. 8.4 shows the normalized EC results for a single user (3, 2) system
under various power constraints, P. In the simulations, we have assumed B = 10
(kHz) and Tf = 20 (ms). Results in this ﬁgure illustrate perfect agreement for the
analytical results presented in Theorem 1 with the Monte-Carlo simulation results.
In addition, we can see that EC decreases with the increasing of QoS exponent θ,
which indicates the tradeoﬀ between delay performance and the supported source
rate. It is also observed that for a given θ, greater transmission power leads to a
higher EC.
The simulation results for multi-user scenarios are shown in Figs. 8.5 and 8.6. In
these simulations, it is considered that U = 3, nt = 3 and nr = 2. In Fig. 8.5,
the results are provided for MIMO-TDMA systems while the results for MIMO-
FDMA systems are plotted in Fig. 8.6. We have furthermore assumed that B = 10
(kHz), T0 = 1 (ms) and Tf = 20 (ms). In addition, users are required to have
{A1,A2,A3} = {0.08,0.32,1} (kbits/frame) (or {4,16,50} (kbps) normalized rate)
with the QoS exponents {θ1,θ2,θ3} = {10−1,10−2,10−3}. As can be seen, the
proposed suboptimal solution performs as well as the optimal DP solution with
inappreciable diﬀerence. Moreover, it is possible to have power saving as large as
10 (dB) between systems with and without dynamic time-slot allocation.
The MIMO-FDMA results in Fig. 8.6 have considered B0 = 1 (kHz), B = 20
(kHz) and Tf = 10 (ms). The users’ requirements are speciﬁed by {A1,A2,A3} =
{0.08,0.32,1.32} (kbits/frame) (or {8,32,132} (kbps) normalized rate) with the
QoS exponents {θ1,θ2,θ3} = {10−1,10−2,10−3}. Again, it is seen that the pro-
posed suboptimal solution and the optimal DP solution perform similarly, and
there is a signiﬁcant gain observed by systems with dynamic subcarrier allocation.Chapter 8. Wireless Resource Allocation in Multi-user Systems with EC Constraints 157
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Figure 8.4: The normalized EC for (3,2) systems.
8.7 Summary
In this chapter, we investigated the power minimization problems for multi-user
MIMO-TDMA and MIMO-FDMA systems with individual user’s EC constraint.
By jointly optimizing the power allocation and the number of time-slot (or sub-
carrier) allocation for all of the users with the aid of SCI at the transmitter, we
have shown that a signiﬁcant power saving is achieved. In particular, we have
demonstrated that the optimal solutions can be obtained by DP and near-optimal
heuristics at much reduced complexity are possible.
Chapters 4-8 of the thesis concentrate on theoretical investigation of wireless re-
source allocation for delay constrained communications. In the following chapter,
we will modify and apply the theoretic framework into wireless standard IEEE
802.16 WiMAX.Chapter 8. Wireless Resource Allocation in Multi-user Systems with EC Constraints 158
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Scheduling in WiMAX
In this chapter, we will apply the developed framework in Chapters 4-8 to IEEE
802.16e mobile WiMAX. Based on a BT WiMAX simulation platform, we mod-
ify the theoretical framework in the previous chapters, develop uplink scheduling
algorithms and further validate the results under diﬀerent system settings. The
results in this chapter prove the signiﬁcance of the research work in the thesis for
ways to design energy eﬃcient wireless resource allocation strategies.
This chapter is organized as follows. Section 9.1 introduces the motivation for
the chapter and the key speciﬁcations of the physical layer IEEE 802.16e based
WiMAX. The resource allocation framework is modiﬁed for WiMAX uplink schedul-
ing for the single user case and multi-user case respectively in Sections 9.2 and
9.3. At the end, Section 9.4 summarises this chapter.
9.1 Introduction
The IEEE 802.16 standard aims at providing wireless access over long distance
in a variety of ways: point-to-point links and full mobile cellular type access as
shown in Fig. 9.1 [109]. Unlike WLAN where no QoS can be guaranteed, WiMAXChapter 9. Scheduling in WiMAX 160
considers several types of QoS mechanisms for services such as data, voice and
video. Therefore, it is crucial to develop resource allocation mechanisms for QoS
guarantees such as delay, delay jitter and throughput requirements. As scheduling
mechanisms in WiMAX are not standardized by the IEEE and implementation
diﬀerentiations are allowed, scheduling design is of special interest to all WiMAX
equipment vendors and network providers.
Base Station￿ Base Station￿
Point to Point￿ Telecommunication￿
Core Network￿
Point to Multipoint￿
Mobile Station￿
Figure 9.1: An illustration of WiMAX.
In this chapter, we modify the theoretical framework in the previous chapters and
develop energy eﬃcient scheduling for WiMAX uplink, which refers to the link
from mobile terminals to base station. The reason we consider uplink instead of
downlink lies in three aspects. First, transmit energy accounts for a major propor-
tion of energy consumption for the uplink. Mobile devices are usually more limited
in energy consumption than the base station. Due to the above reason, although
in the downlink, the base station tends to transmit at the maximum available
power, for the uplink, the power allocation becomes more important as only a
limited amount of energy is available. Second, optimal uplink scheduling is much
more diﬃcult to achieve. This is because the trade-oﬀ between transmit power
and transmission bandwidth is diﬀerent on the uplink compared to the downlink.Chapter 9. Scheduling in WiMAX 161
For example, two mobile stations can simultaneously transmit at full power to the
base station using half of the channel bandwidth, whereas on the downlink, par-
titioning the traﬃc in frequency does not yield any more transmit power. Third,
the cell size of WiMAX is often limited by the uplink performance and in par-
ticular inter-cellular interference. By designing energy eﬃcient scheduling for the
uplink, the performance of cell edge users can be signiﬁcantly improved, which
leads to better cell coverage. A reduction in the number of base stations required
for achieving a given coverage brings cost reduction for network providers. Note
that although we have taken 802.16e WiMAX as a platform to apply the uplink
scheduling algorithms, they can be equally well applied to other technologies, such
as LTE.
9.1.1 A Brief Review of the WiMAX Physical Layer
In order to understand the uplink scheduling design, in the following sections,
we review some of the key features of the WiMAX physical layer, which are the
use of orthogonal frequency division multiplexing (OFDM) and advanced multiple
antenna techniques, such as MIMO [51]. OFDM is a modulation method to use a
large number of closely-spaced orthogonal subcarriers to carry data. Consequently,
the input data stream is divided into several parallel sub-streams of reduced symbol
rate and each sub-stream is modulated and transmitted on a separate orthogonal
subcarrier. By applying this, the symbol duration is increased, which improves
the robustness of OFDM to delay spread.
For multiple antenna techniques, maximum ratio combining (MRC), space time
coding (STC) and spatial multiplexing (SM) are supported in WiMAX. In MRC,
multiple copies of the received signal are combined at the receiver weighted with
respect to their SNR. In STC, spatial diversity is provided by using Alamouti
coding to reduce the error probability [51, 3]. In SM, multiple streams are trans-
mitted over multiple antennas. For example, with 2 × 2 MIMO system, the SMChapter 9. Scheduling in WiMAX 162
increases the data rate two-fold by transmitting two independent data stream over
the antennas 1. The WiMAX downlink support all the above multiple antenna
techniques, while, WiMAX uplink only support MRC.
The WiMAX physical layer also supports diﬀerent modulation schemes, of which
the basic principle is to encode an information bit stream into a carrier signal
which is then transmitted over a communications channel. The modulation types
are amplitude and phase modulation, in which the information bit stream is en-
coded in the amplitude and/or phase of the transmitted signal [2]. In Table 9.1, we
have summarized the modulation schemes used in WiMAX system. Here, Phase
Shift Keying (PSK) means all the information is encoded in the phase of the
transmit signal. For Quadrature Amplitude Modulation (QAM), the information
bits are encoded in both the amplitude and phase of the transmitted signal. The
notation m within mPSK/QAM represent the amount of information carried by
the modulated signal. Therefore, the number of bits required to carry m amount
of information is log2 m. In addition, QPSK is short for Quadrature Phase Shift
Keying where m = 4 in this case. n-CTC stands for Convolutional Turbo Coding
where n is the CTC code rate. tX is repetition code indicating the original infor-
mation is reproduced t times. For a speciﬁed modulation type, the number of bits
per subcarrier Bs is calculated as
Bs = n ×
1
t
× log2 m. (9.1)
For each of the OFDM transmission frame, a number of subchannels, which are
groups of data and pilot subcarriers, are dedicated to a certain user, where subcar-
riers for pilots are used for estimation and synchronization purposes. Each frame
contains a number of OFDM symbols and the number of symbols can be adjusted
between downlink and uplink. The physical layer parameters for WiMAX are
1Note that the actual data rate increase is between 1.5 and 2 due to the time overheads
taken into account.Chapter 9. Scheduling in WiMAX 163
Table 9.1: Modulation and coding scheme in WiMAX.
Modulation Code Rate Downlink Bit Rate Uplink Bit Rate
(bits/subcarrier) (bits/subcarrier)
QPSK 1/2-CTC,6X QPSK 1/12 1/6 QPSK 1/12 1/6
1/2-CTC,4X QPSK 1/8 1/4 QPSK 1/8 1/4
1/2-CTC,2X QPSK 1/4 1/2 QPSK 1/4 1/2
1/2-CTC,1X QPSK 1/2 1 QPSK 1/2 1
3/4-CTC QPSK 3/4 1.5 QPSK 3/4 1.5
16QAM 1/2-CTC 16-QAM 1/2 2 16-QAM 1/2 2
3/4-CTC 16-QAM 3/4 3 16-QAM 3/4 3
64QAM 1/2-CTC 64-QAM 1/2 3 - -
2/3-CTC 64-QAM 2/3 4 - -
3/4-CTC 64-QAM 3/4 4.5 - -
5/6-CTC 64-QAM 5/6 5 - -
listed in Table 9.2 for a 10MHz partial usage of subcarriers (PUSC), where part
of the subcarriers are used for data transmission. The parameters for both uplink
and downlink are listed for completeness. In the later sections, we will only refer
to the parameters for uplink data. An example to calculate the data rate R within
a frame for uplink transmission under a ﬁxed modulation type is
R =
1
Fl
× Sf × Ca × N × (1 − Oh) × Bs in (bps), (9.2)
where N is the number of subchannels in use. However, the actual number of bits
carried by the modulated signal is dependent on the SNR according to Shannon’s
theory. We use fT(γ) to represent the actual throughput (bits/subcarrier) as the
function of receive SNR γ and the data rate is rewritten as
R =
1
Fl
× Sf × Ca × N × (1 − Oh) × fT(γ) in (bps). (9.3)Chapter 9. Scheduling in WiMAX 164
Table 9.2: System settings for WiMAX with 10MHz channel and PUSC.
Parameter Downlink Uplink
Subcarriers for data 720 560
Subcarriers for pilot 120 280
Symbols/frame (Sf) 29 18
Number of subchannels 30 35
Subcarriers/subchannel (Ca) 24 16
Proportion of overhead (Oh) 0.3 0.25
Frame length (ms) (Fl) 5 5
Frame symbol rate (symbols/second) 200 200
Bandwidth (MHz) 10 10
9.2 Uplink Scheduling for Single User System
9.2.1 Uplink Throughput
Based on a BT simulation system, we have WiMAX uplink throughput plotted in
Fig. 9.2. As only MRC is supported by uplink and the highest order of modula-
tion and coding scheme is 16-QAM 3/4, the maximum throughput of the uplink
is 3 (bits/subcarrier) shown in Table 9.1. In order to further design the schedul-
ing algorithm, we can estimate the throughput results closely using a polynomial
approximation as
fT(γ) = max(0,min(6×10
−5 ×γ
3 +0.0042×γ
2 +0.0749×γ +0.3792,3)). (9.4)
For a single user system, the relationship between transmit power P and the
number of subchannels K used is investigated in this section. We assume receive
noise power N0 = 1, therefore, the transmit power P equals to the SNR γ. By
substituting (9.4) into (9.3), we can numerically solve (9.3) to ﬁnd the amount of
transmit power P required for a given data rate R, where we rewrite the equation
as
1
Fl
× Sf × Ca × N × (1 − Oh) × fT(
P
N
) = R. (9.5)Chapter 9. Scheduling in WiMAX 165
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Figure 9.2: WiMAX uplink throughput from BT simulation system.
In Fig. 9.3, we plot the required transmit power versus the number of subchannels
for diﬀerent required transmission data rates. It is shown that the optimal number
of subchannels used to achieve the minimum transmit power varies for diﬀerent
data rates. In addition, it indicates that using a greater number of subchannels
may not be able to achieve better performance. The reason is because with the
limited transmit power for the uplink, increasing the number of subchannels results
in decreasing of SNR, which may lead to a lower data rate.
9.2.2 Problem Formulation and Solutions
In a single user system, the energy eﬃcient uplink scheduling problem aims to
minimize the transmit power by adjusting the number of subchannels N while
satisfying the user’s data rate requirement from (9.3). Mathematically, the prob-
lem is constructed as
min
N
P
s.t.
1
Fl
× Sf × Ca × N × (1 − Oh) × fT(
P
N
) = R.
(9.6)Chapter 9. Scheduling in WiMAX 166
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Figure 9.3: Required transmit power versus the number of subchannels.
The problem can be solved by going through all the possible N to ﬁnd the minimum
power P ∗, based on which, the optimal number of subchannels N∗ and throughput
fT( P∗
N∗) can be derived. The modulation scheme can be consequently obtained by
referring to Table 9.1.
Fig. 9.4 shows the optimal number of subchannels allocated as the function of
required data rate. It shows that the optimal number of subchannels increases
with transmission data rate. Furthermore, we list the optimal modulation scheme
used for diﬀerent transmission data rates in Table 9.3. Interestingly, it is observed
that QPSK 1/2 is the modulation scheme used for achieving minimum power for
all diﬀerent transmission data rates.Chapter 9. Scheduling in WiMAX 167
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Figure 9.4: Optimal number of subchannels allocated versus the required data
rate.
Table 9.3: Modulation scheme for diﬀerent data rate requirements.
Data rate (kbps) 64 128 192 256
Throughput (bits/subcarrier) 0.28 0.28 0.28 0.26
Number of subchannels 4 8 12 17
Modulation scheme QPSK 1/2 QPSK 1/2 QPSK 1/2 QPSK 1/2
Data rate (kbps) 320 384 448 512
Throughput (bits/subcarrier) 0.26 0.27 0.27 0.27
Number of subchannels 21 25 29 33
Modulation scheme QPSK 1/2 QPSK 1/2 QPSK 1/2 QPSK 1/2Chapter 9. Scheduling in WiMAX 168
9.3 Uplink Scheduling for Multi-user System
9.3.1 Problem Formulation and Solutions
For a multi-user system, the problem of interest is to minimize the total transmit
power while satisfying each user’s data rate requirement by jointly adjusting power
and number of subchannels wu allocated for each user, which is formulated as
follows.
min
{wu},{Pu}
U  
1
Pu
s.t.
U  
1
wu ≤ M
Ru =
1
Fl
× Sf × Ca × wu × (1 − Oh) × fT
 
C
(u)
o Pu
wu
 
,
(9.7)
in which Pu is the power allocated to user u, and wu is the number of subchannels
allocated to user u. In addition, the available number of subchannels is limited by
M. C
(u)
o is the channel coeﬃcient or mean power gain of user u. The total number
of users is U.
The above problem can be solved optimally by using DP. The power consumption
Pu with a given number of allocated subchannels 1 ≤ wu ≤ M + 1 − U can be
found by solving
1
Fl
× Sf × Ca × wu × (1 − Oh) × fT
 
C
(u)
o Pu
wu
 
= Ru. (9.8)
As a result, by going through every possible combination of users’ allocated sub-
channels {wu}, it is possible to ﬁnd the joint-optimal {P ∗
u},{w∗
u} for total power
minimization. Remarkably, the required optimization can be achieved by formulat-
ing the system as a U-stage dynamic system, with the system state xu representingChapter 9. Scheduling in WiMAX 169
the number of remaining subchannels for users u to U, the control parameter  u
representing the number of allocated subchannels for user u and the cost function
cu( u) = Pu( u) denoting the power consumption for user u. The cost accumu-
lated from stage u to U can be found as
Ju(xu) = min
1≤ u≤xu
cu( u) + Ju+1(xu −  u) for 1 ≤ xu ≤ M, (9.9)
with JU+1 = 0. In what follows, the total system cost is given by J1(x1), and the
optimal control policy µ∗ = ( ∗
1, ∗
2,..., ∗
U) is the one that minimizes the cost
and can be found from (9.9) by proceeding backward for u = U,U − 1,...,1 [83].
Then, the optimal time-slot allocation can be found from

      
      
wu(xu) =  
∗
u(xu),
xu+1 = M −
u  
i=1
wi,
x1 = M.
(9.10)
9.3.2 Simulation Results
Simulation results are presented and compared in this section. Table 9.4 lists the
system settings used in the simulation. Figs. 9.5, 9.6, 9.7 and 9.8 plot the total
transmit power verse the number of subchannels for diﬀerent settings. And the
modulation schemes in accordance with the settings are shown in Table 9.5, 9.6,
9.7 and 9.8.
From the simulation results, it can be observed that the optimal solution by DP
always has better performance than the equal subchannel solution, indicating dif-
ferent numbers of subchannels are usually allocated for diﬀerent users. For lightly
loaded systems as shown in Figs. 9.5 and 9.6, the total required transmit power
is not always decreasing with the increasing of number of subchannels. The opti-
mal required number of subchannels is usually less than the maximum availableChapter 9. Scheduling in WiMAX 170
Table 9.4: System settings for the simulation.
Settings Conﬁgurations
Setting 1 U = 5, R = [128,64,256,128,64]kbps
Co = [0.1,0.5,1,10,20]
Setting 2 U = 7, R = [128,64,256,128,64,256,64]kbps
Co = [0.01,0.1,0.5,1,10,20,30]
Setting 3 U = 10, R = [128,128,128,128,128,128,128,128,128,128]kbps
Co = [0.01,0.05,0.1,0.5,1,5,10,15,20,30]
Setting 4 U = 8, R = [256,512,256,512,256,512,256,256]kbps
Co = [0.01,0.1,0.5,1,10,20,30,50]
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Figure 9.5: Total transmit power versus the number of subchannels for Setting 1.
subchannels, which is 35 for a 10MHz channel. In addition, the users tend to use
a lower modulation and coding scheme, such as QPSK1/4, etc.
For heavily loaded systems as shown in Figs. 9.7 and 9.8, the total transmit
power usually decreases with the increasing number of subchannels, indicating
more subchannels are required in this case. For bad channel conditions with a
high data rate requirement, the users are more likely to be allocated with more
subchannels and a lower modulation scheme, while for better channel conditions,
fewer subchannels are allocated with higher modulation scheme used.Chapter 9. Scheduling in WiMAX 171
Table 9.5: Modulation scheme for diﬀerent data rate requirements for Setting 1.
Subchannels (35) Modulation Scheme Throughput (bits/subcarrier)
U1 8 QPSK 1/4 0.28
U2 4 QPSK 1/4 0.28
U3 16 QPSK 1/4 0.28
U4 5 QPSK 1/4 0.44
U5 2 QPSK 1/2 0.56
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Figure 9.6: Total transmit power versus the number of subchannels for Setting 2.
Table 9.6: Modulation scheme for diﬀerent data rate requirements for Setting 2.
Subchannels (35) Modulation Scheme Throughput (bits/subcarrier)
U1 8 QPSK 1/4 0.28
U2 4 QPSK 1/4 0.28
U3 12 QPSK 1/4 0.37
U4 5 QPSK 1/4 0.44
U5 1 QPSK 3/4 1.11
U6 4 QPSK 3/4 1.11
U7 1 QPSK 3/4 1.11Chapter 9. Scheduling in WiMAX 172
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Figure 9.7: Total transmit power versus the number of subchannels for Setting 3.
Table 9.7: Modulation scheme for diﬀerent data rate requirements for Setting 3.
Subchannels (35) Modulation Scheme Throughput (bits/subcarrier)
U1 8 QPSK 1/4 0.28
U2 7 QPSK 1/4 0.28
U3 6 QPSK 1/4 0.37
U4 4 QPSK 1/2 0.44
U5 3 QPSK 1/2 1.11
U6 2 QPSK 3/4 1.11
U7 2 QPSK 3/4 1.11
U8 1 16QAM 3/4 2.22
U9 1 16QAM 3/4 2.22
U10 1 16QAM 3/4 2.22Chapter 9. Scheduling in WiMAX 173
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Figure 9.8: Total transmit power versus the number of subchannels for Setting 4.
Table 9.8: Modulation scheme for diﬀerent data rate requirements for Setting 4.
Subchannels (35) Modulation Scheme Throughput (bits/subcarrier)
U1 10 QPSK 1/4 0.44
U2 9 QPSK 1/2 0.99
U3 3 QPSK 3/4 1.48
U4 4 16QAM 3/4 2.22
U5 2 16QAM 3/4 2.22
U6 3 16QAM 3/4 2.96
U7 2 16QAM 3/4 2.22
U8 2 16QAM 3/4 2.22Chapter 9. Scheduling in WiMAX 174
9.4 Summary
In this chapter, we have modiﬁed the framework developed in Chapters 4-8 and
applied it to the IEEE 802.16e WiMAX uplink. The physical layer speciﬁcations
of WiMAX have been reviewed, where the concept of OFDM, multiple antenna
techniques and diﬀerent modulation schemes have been presented. Based on a
BT WiMAX simulation platform, we have reconstructed the uplink scheduling
problem for the single user case to minimize the transmit power by adjusting the
number of subchannels while satisfying the user’s data rate requirement. The
problem has been solved numerically and the simulation results show that the
transmitter tends to use QPSK 1/2 as modulation scheme and increasing the
number of subchannels may require more transmission power. This is diﬀerent
from the theoretical results in which it is always better to allocate more subchan-
nels. This is because the throughput-SNR function is not exact logarithm function
in the practical situation as opposed to that in Shannon’s theory.
For the multi-user case, the problem has been constructed to minimize the total
transmit power while satisfying each user’s data rate requirement by optimizing the
number of subchannels allocated for each user. We have developed an algorithm to
solve the optimization problem by using DP, which has linear complexity with the
number of users. Furthermore, we have validated the results under diﬀerent system
settings considering both lightly and heavily loaded traﬃc. The results have shown
a remarkable improvement in power consumption using the proposed algorithm
compared with the results without optimizing the number of subchannels. The
results in this chapter have proved the signiﬁcance of the proposed energy eﬃcient
design for wireless system resource allocation to satisfy the requirements both in
energy reduction and QoS satisfaction.Chapter 10
Conclusions and Future Work
In Chapter 10 of the thesis, we summarize the research work in the thesis and
propose the future research directions.
10.1 Summary of Thesis
In the thesis, we have presented a concrete framework for solving wireless re-
source allocation problems for delay constrained communications. The uniqueness
is to consider delay constraints as statistical QoS requirement in terms of infor-
mation outage probability under certain decoding delay constraint from the view-
point of physical layer and queueing delay bound violation probability constraint
(or EC constraint) from the viewpoint of data link layer when designing power
and time/spectrum allocation mechanisms. Moreover, the consideration of MIMO
channels in physical layer is another contribution of the thesis.
Following Chapter 1, which gave the motivation, measurable aims, contributions,Chapter 10. Conclusions and Future Work 176
list of publications and outline of the thesis, an overview of SISO and MIMO chan-
nel capacity and EC has been presented in Chapter 2. In addition, the mathemat-
ical methodologies used in the thesis, including convex optimization theory, non-
linear optimization theory and DP and optimal control theory, have been brieﬂy
described in Chapter 3.
Chapter 4 dealt with the power minimization problem in single user transmission
systems with SCI at the transmitter to achieve a given information outage prob-
ability under certain decoding delay constraint. Gaussian approximation with
mean and variance derived as closed-form has been used to represent the p.d.f.
of MIMO channel. Transmit power is minimized using a nonlinear optimization
method DIRECT algorithm. Numerical results for diﬀerent MIMO systems (SISO
is considered as a special case) with diﬀerent QoS requirements have been com-
pared and analyzed and the accuracy of Gaussian approximation has been veriﬁed.
Chapter 5 has addressed the power minimization problem in a single user trans-
mission system with causal CSI to achieve an information outage probability under
certain decoding delay constraint. The problem has been solved for both SISO
and MIMO systems optimally using high complexity DP by adapting the power
and rate allocation. An eﬃcient near optimal solution at much less complexity
has been proposed which is asymptotically optimal for small information outage
probability values. A lower bound and a simpler method termed EOPPB have
also been developed for comparisons.
Based on single user resource allocation results in Chapters 4 and 5, Chapters 6 and
7 have extended the results to multi-user systems. In Chapter 6, we have solved
the power minimization and scheduling problem for a time-division multi-user
MIMO system with transmitter SCI under individual user’s information outage
probability constraint. We have used MPE in Chapter 4 to determine the minimum
power for attaining a given outage probability constraint under certain decoding
delay constraint by using Gaussian approximation for channel capacity. On theChapter 10. Conclusions and Future Work 177
other hand, we proposed a convex optimization approach to ﬁnd the suboptimal
number of blocks allocated to the users. The two main techniques have been
combined to obtain a joint solution for both power and time allocation for the
users. Simulation results have demonstrated that the proposed method achieves
near-optimal performance.
Chapter 7 has devised an energy eﬃcient joint time-sharing and power allocation
algorithm in multi-user TDMA system with individual user’s QoS constraint in
terms of information outage probability requirement, by exploiting the causal CSI
at the transmitter. A simple closed-form OLLP power allocation solution has been
developed to meet a given outage probability constraint for a single user channel.
The optimization problem has been constructed enabling a joint consideration of
power consumption and users’ QoS constraints to ﬁnd a suboptimal multi-user
time-sharing solution. This time-sharing solution in conjunction with the OLLP
solution has formed the joint solution for the multi-user TDMA system, which has
been shown by simulation results to be near-optimal and yield a signiﬁcant energy
saving as compared to those without time-sharing optimization or OLLP power
allocation.
While Chapters 4 to 7 have considered delay in terms of information outage prob-
ability constraint from the viewpoint of physical layer, Chapter 8 formulated delay
constraint in terms of queueing delay bound violation probability from data link
layer. In Chapter 8, we have investigated the power minimization problem for
multi-user TDMA/FDMA MIMO systems with individual user’s QoS constraint
in terms of EC function with the aid of SCI at the transmitter side. We have ob-
tained a closed-form expression for the EC of a single user MIMO system, which
is then applied to solve the power minimization problem in the multi-user sys-
tem. By jointly optimizing the power allocation and the number of time-slot (or
subcarrier) allocation for all of the users with the aid of SCI at the transmitter,
we have shown that a signiﬁcant power saving is achieved. In particular, we haveChapter 10. Conclusions and Future Work 178
demonstrated that the optimal solutions can be obtained by DP and near-optimal
heuristics at much reduced complexity are possible.
Finally, Chapter 9 has revised the designed algorithm and applied the results to
IEEE 802.16e WiMAX for uplink scheduling. Energy eﬃcient uplink scheduling
algorithm has been designed to satisfy users’ QoS requirement in terms of data
rate. The simulations have been carried out under diﬀerent system settings, in-
cluding lightly loaded traﬃc and heavily loaded traﬃc. The signiﬁcance of the
proposed energy eﬃcient design for wireless system resource allocation has been
veriﬁed in terms of power reduction and users’ QoS satisfaction.
10.2 Future Work
As a result of the work undertaken so far presented in the thesis, several directions
for future research have been proposed here to extend the obtained results.
• In the thesis, we have designed wireless resource allocation strategies con-
sidering i.i.d. Rayleigh fading channel. This has provided a fundamental
framework which can be further applied to diﬀerent physical channel mod-
els. Several interesting directions the research can be further investigated
are listed as follows.
– Firstly, the framework can be further extended to MIMO spatial cor-
related channel model, where channel correlation matrix is added in at
the transmitter and receiver sides, or time correlated channels, where
the channel fading among blocks are correlated. However, for spatial
or time correlated channels, with SCI at the transmitter, the Gaussian
approximation used in Chapter 4 may not be accurate to measure the
distribution of the “sum-rate” [110].Chapter 10. Conclusions and Future Work 179
– Secondly, delayed feedback is another possible research direction based
on the framework in the thesis. When the feedback is delayed, instan-
taneous CSI model is not accurate. The reason is because in block
fading channel model, we assume the block fading is i.i.d. Since there
is no time correlation among diﬀerent blocks, the delayed feedback can-
not be used to estimate the channel state as the channels may change.
However, delayed feedback has smaller or no impact for SCI feedback.
In this case, the SCI model can still be applied for delayed feedback.
This has pointed out one of the possible future research directions to
consider delayed feedback situation.
– Thirdly, the channel fading model of Rayleigh fading can be generalized
to other fading channel models, such as Rician fading, where there
exists a dominant communication path between the transmitter and
receiver. With SCI at the transmitter, the distribution of the “sum-
rate” can still be accurately approximated by Gaussian distribution in
Rician fading channels [94]. However, for other types of channel fading,
such as Nakagami channel fading, as far as our knowledge, no research
work has investigated the mutual information distribution. According
to central limit theory, Gaussian approximation can still be accurate for
large number of blocks K. However, when K is small, the distribution
may not be accurately approximated by Gaussian approximation.
– Fourthly, when the channel is very noisy, the feedback information from
the receiver to the transmitter is not accurate. Since in the thesis, only
accurate feedback with no error is considered, the model used in the
thesis is not able to capture such situations and the desired QoS per-
formance may not be achieved (resulting in QoS degradation) when
the feedback is inaccurate. This has pointed out one of the possible fu-
ture research directions to investigate the model and resource allocation
strategies taking the feedback error into consideration.Chapter 10. Conclusions and Future Work 180
• The thesis developed the joint power allocation and time-sharing scheduling
method for multi-user resource allocation. Based on the built framework, the
scheduling method can be further combined with other scheduling methods.
For example, the framework can be combined with scheduling using multi-
user diversity when CSI is available at the transmitter side, where trans-
mitter can opportunistically choose the user for data transmission based on
the CSI feedback [22, 23, 24, 26, 27, 25]. Another example is to combine
the scheduling with MIMO spatial division multiple access technique, where
within a time slot a best set of users is allocated resource instead of a single
user [48].
• The thesis has dealt with the wireless resource allocation problem within a
single cell. Due to the heavy demand for expensive and precious spectrum
and aggressive reuse of the spectral resources to increase network capacity,
it is inevitable to cause an increased level of interference throughout the
network. This brings about an interesting research direction to investigate
resource allocation for improving the overall eﬃciency of the system tak-
ing into consideration the interference among diﬀerent cells through the use
of multiple base station cooperation. Based on this, the research can be
further investigated in the following directions. Firstly, the research work
can be applied for developing multi-cell base station cooperation and re-
source allocation strategies. The energy eﬃcient scheduling can be applied
for multicell resource allocation of a single mobile operator, where the power,
time slots and spectrum among diﬀerent cells can be optimized. Secondly,
the research can be applied to developing inter operator base station coop-
eration and resource allocation strategies. The energy eﬃcient scheduling
algorithms can be applied for multiple operators’ base station cooperation
and resource sharing, which can further improve users’ QoS and reduce the
transmit energy.Appendices
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where γEM is Euler constant and pFq denotes the generalized hypergeometric func-
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A.3 Derivation of ˜ ρ = E[lnλ] and ˜ σ2 = VAR[lnλ]
Given a random variable λ with p.d.f. in (6.19), ˜ ρ can be found by
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The variance ˜ σ2 can be derived as follows. Firstly, E[(lnλ)2] can be evaluated as
E[(lnλ)
2] =
nr  
m=1
(nt+nr)m−2m2
 
ℓ=δ
 
dm,ℓ × mℓ+1
ℓ!
 
×
  ∞
0
λ
ℓe
−mλ(lnλ)
2dλ
=
nr  
m=1
(nt+nr)m−2m2
 
ℓ=δ
 
dm,ℓ × mℓ+1
ℓ!
 
×
  ∞
0
 
t
m
 ℓ
e
−t(lnt − lnm)
2dt
m
=
nr  
m=1
(nt+nr)m−2m2
 
ℓ=δ
 
dm,ℓ
ℓ!
 
×
  ∞
0
t
ℓe
−t  
(lnt)
2 − 2(lnt)(lnm) + (lnm)
2 
dt
=
nr  
m=1
(nt+nr)m−2m2
 
ℓ=δ
 
dm,ℓ
ℓ!
 
×
 
W(ℓ) − 2(lnm)S(ℓ) + (lnm)
2ℓ!
 
(12)
where W(ℓ) ,
  ∞
0 tℓe−t(lnt)2dt. In Appendix 10.2, we have shown that
W(ℓ) = ℓ!
 
γ
2
EM − 2γEM +
π2
6
 
+ 2ℓ!
ℓ−1  
j=1
Hj − γEM
j + 1
. (13)
Using this result together with that for S(ℓ), we can express E[(lnλ)2] in closed-
form as
E[(lnλ)2]
=
nr  
m=1
(nt+nr)m−2m2
 
ℓ=δ
dm,ℓ

γ2
EM + 2(lnm − Hℓ)γEM +
π2
6
− 2(lnm)Hℓ + (lnm)2 + 2
ℓ−1  
j=1
Hj
j + 1

.
(14)
As such, the variance is given by
˜ σ2 = E[(lnλ)2] − (E[lnλ])2
=
nr  
m=1
(nt+nr)m−2m2
 
ℓ=δ
dm,ℓ

γ2
EM + 2(lnm − Hℓ)γEM +
π2
6
− 2(lnm)Hℓ + (lnm)2 + 2
ℓ−1  
j=1
Hj
j + 1


−


nr  
m=1
(nt+nr)m−2m2
 
ℓ=δ
dm,ℓ (Hℓ − γEM − lnm)


2
.
(15)Appendices 187
A.3.1 Evaluation of W(ℓ) =
  ∞
0 tℓe−t(lnt)2dt
Similar technique can be applied to derive W(ℓ), and the ﬁrst is to have the
recursive relation:
W(ℓ) =
  ∞
0
t
ℓe
−t(lnt)
2dt
= −
  ∞
0
t
ℓ(lnt)
2de
−t
= 2
  ∞
0
t
ℓ−1e
−t lntdt + ℓ
  ∞
0
t
ℓ−1e
−t(lnt)
2dt
= 2S(ℓ − 1) + ℓW(ℓ − 1).
(16)
Applying this further, we can get
W(ℓ) = 2S(ℓ − 1) + ℓW(ℓ − 1)
= 2S(ℓ − 1) + 2ℓS(ℓ − 2) + ℓ(ℓ − 1)W(ℓ − 2)
= 2S(ℓ − 1) + 2ℓS(ℓ − 2) + 2ℓ(ℓ − 1)S(ℓ − 3) + ℓ(ℓ − 1)(ℓ − 2)W(ℓ − 3)
. . .
= 2S(ℓ − 1) + 2ℓS(ℓ − 2) + 2ℓ(ℓ − 1)S(ℓ − 3) +    
+ 2ℓ(ℓ − 1)(ℓ − 2)   (2)S(0) + ℓ(ℓ − 1)(ℓ − 2)   (2)(1)W(0)
= ℓ!W(0) + 2
 
ℓ!
1!
 
S(0) + 2
 
ℓ!
2!
 
S(1) + 2
 
ℓ!
3!
 
S(2) +    
+ 2
 
ℓ!
(ℓ − 1)!
 
S(ℓ − 2) + 2
 
ℓ!
ℓ!
 
S(ℓ − 1)
= ℓ!W(0) + 2ℓ!
ℓ−1  
j=0
S(j)
(j + 1)!
.
(17)
Again, note that
W(0) =
  ∞
0
e
−t(lnt)
2dt = γ
2
EM +
π2
6
(18)
and we can ﬁnd W(ℓ) as
W(ℓ) = ℓ!
 
γ
2
EM − 2γEM +
π2
6
 
+ 2ℓ!
ℓ−1  
j=1
Hj − γEM
j + 1
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