We propose a new approach to the use of circumscription for representing knowledge. Nested abnormality theories are similar to simple abnormality theories introduced by McCarthy, except that their axioms may have a nested structure, with each level corresponding to another application of the circumscription operator. The new style of applying circumscription sometimes leads to more economical and elegant formalizations. Mathematical properties of nested abnormality theories may be easier to investigate. These advantages are demonstrated by recasting several familiar applications of circumscription in the new format, including some examples of inheritance hierarchies, the domain closure assumption and causal minimization. Nested abnormality theories provide also a convenient representation for the explanation closure approach to the frame problem developed by Schubert.
Introduction
The methodology for representing defaults developed by McCarthy 14] involves the use of an \abnormality predicate" and the application of circumscription to minimize its extent. Since circumscribing abnormality can be performed in many di erent ways, one needs to decide which strategy to follow. McCarthy explored several possibilities, and none of them turned out to be completely satisfactory.
One of his proposals is to use simple abnormality theories, in which the circumscription of abnormality is done with all predicates varied. Because simple abnormality theories employ a standard circumscription policy, such a theory is completely characterized by the list of its axioms A 1 ; : : : ; A n , just like an axiomatic theory in classical logic. McCarthy notes, however, that this strategy is much too specialized. It is sometimes important that only a part of the predicates available in the language be allowed to vary, the others being xed; otherwise, circumscription may lead to unintuitive consequences.
The general principle seems to be that a predicate should be varied if the purpose of the application of circumscription is to describe the extent of that predicate. McCarthy motivates his decision to vary the predicate ies in one of the examples by saying that \the purpose of the axiom set is to describe what ies." Then he writes: \Suppose that we contemplate taking bird as variable also. In the rst place, this violates the intuition that deciding what ies follows deciding what is a bird in the common-sense situations we want to cover. Secondly, if we use exactly the above axioms and admit bird as variable, we will further conclude that the only birds are penguins, canaries and ostriches" ( 14] , Section 5) .
On the other hand, sometimes one needs to vary a function, rather than a predicate. For instance, the situation calculus function Result is varied in the solution to the frame problem proposed by Baker 1] .
These observations suggest the generalization of simple abnormality theories in which one is allowed to specify, in addition to an axiom set, the predicate and/or function constants C 1 ; : : : ; C m that are \described" by the axioms. A possible syntax for such theories is C 1 ; : : : ; C m : A 1 ; : : : ; A n : (1) The circumscription operator allows us to translate (1) into the language of classical second-order logic by forming the circumscription of the abnormality predicate Ab relative to the conjunction of the axioms A 1^: : :^A n with C 1 ; : : : ; C m allowed to vary; symbolically, CIRC A 1^: : :^A n ; Ab; C 1 ; : : : ; C m ]:
(2) (See 11] for the de nition of the circumscription operator and related notation.)
Unfortunately, even this is not general enough. McCarthy describes how to establish priorities among the \aspects" to which the abnormality predicate is applied, and expresses the view \that prioritized circumscription will turn out to be the most natural and powerful variant" ( 14] , Section 12). However, the applications of circumscription to the frame problem in 1] and 10] required yet another generalization|forming a conjunction of several circumscriptions, applied to the same axiom set but having di erent lists of varied predicates and functions. This was codi ed in the de nition of \circumscriptive theories" proposed in 11], Section 2.6.
The additional exibility given by these extensions is a mixed blessing. Even after deciding what the axioms will look like, the representer of knowledge still has many choices that may allow him to adjust the circumscription so that its e ect will be just right|not too weak and not too strong. The choices are sometimes motivated by a relatively clear principle, such as speci city, but often they have to be made by trial and error. It seems that the di culty of this process is the main reason why circumscription is not applied today in knowledge representation as widely as could be expected.
In this paper, we propose an alternative approach to the use of circumscription for representing knowledge. Its main idea is to make abnormality theories \nested"|to allow each A i in (1) to be a \block" of form (1) . Intuitively, each block can be viewed as a group of axioms that describes a certain collection of predicates and functions, and the embedding of blocks re ects the dependence of these descriptions on each other. This format allows us to apply the circumscription operator to a subset of the axioms, and not to the whole axiom set, as in 14]. We will see that nested circumscriptions can produce the same results as prioritizations, and often in a more natural way. This is a formula not containing Ab, for which (2) is a conservative extension.
For example, the default \Normally P(x)" can be expressed by the circumscription CIRC 8x(:Ab(x) P(x)); Ab; P]; which is equivalent to 8x:Ab(x)^8xP(x):
We feel that, in this conjunction, the rst term is irrelevant, and we would like to \forget" it. Technically, this is achieved by using an existentially quanti ed predicate variable in place of the predicate constant Ab:
This formula is equivalent to 8xP(x).
In the context of nested abnormality theories, one e ect of this modi cation is that the abnormality predicate becomes local to the block in which it is used. This is often convenient, and, in many cases, allows us to dispense with \aspects."
Blocks and Theories
Consider a second-order language L that does not include Ab among its symbols. For every natural number k, by L k we denote the language obtained from L by adding Ab as a k-ary predicate constant. Blocks are de ned recursively as follows: For any k and any list of function and/or predicate constants 1 C 1 ; : : : ; C m (m 0) of L, if each of A 1 ; : : : ; A n (n 0) is a formula of L k or a block, then fC 1 ; : : : ; C m : A 1 ; : : : ; A n g is a block. The last expression reads: C 1 ; : : : ; C m are such that A 1 ; : : : ; A n . About C 1 ; : : : ; C m we say that they are described by this block.
Note that, according to this de nition, if A i and A j are formulas, and Ab occurs in both, then it is used in both with the same number of arguments; if, however, A i or A j is itself a block, then this is not guaranteed.
A nested abnormality theory (NAT) is a set of blocks, called its axioms. Note that each axiom is a nite string of symbols, but there may be in nitely many axioms in a NAT.
The semantics of NATs is characterized by a map ' that translates blocks into sentences of L. It is convenient to make ' de ned also on formulas of the languages L k . If A is such a formula, then 'A stands for the universal closure of A. If a block A is an axiom of T, then inserting an additional formula in A may result in losing some of the consequences of T. In this sense, the formalism de ned here is nonmonotonic. But adding more axioms to a NAT can only make the set of its consequences larger.
To show how NATs can be used for representing defaults, we will recast several familiar applications of circumscription in the new format.
Examples

Whether Birds Can Fly
As the rst illustration, take a standard example: objects normally don't y; birds normally do; canaries are birds; Tweety is a canary. These assertions can be formalized as the NAT whose only axiom is fFlies :
Flies(x) Ab(x); fFlies :
Bird(x)^:Ab(x) Flies(x); Canary(x) Bird(x); Canary(Tweety) g g: ( 3)
The outer block describes the ability of objects to y; the inner block gives more speci c information about the ability of birds to y. This representation of speci city by nesting is di erent from both methods proposed for this purpose in 14]|cancellation of inheritance axioms and prioritization. Each of these two methods would require the use of aspects (or several abnormality predicates). In a NAT, aspects are only needed when it is important not to establish priorities between interacting defaults, because then the defaults have to be placed in the same block. The \Nixon diamond" 20] is an example.
In order to apply ' to (3), we rst to apply ' to the inner block. It is easy to check, using the methods of 11], Section 3, that the result is equivalent to the conjunction of (the universal closures of) the formulas
Canary(x) Bird(x) (5) and Canary(Tweety): (6) Using this technique again, we conclude that ' applied to (3) is equivalent to the conjunction of (5), (6) and Bird(x) Flies(x):
Whether Canaries Are Birds
Consider the enhancement of the previous example in which the assertion that all canaries are birds is turned into a default. 2 Now circumscription is to be used for characterizing the extent of the predicate Bird, and that calls for introducing one more block. Since \deciding what ies follows deciding what is a bird," the new block will be made innermost:
fFlies :
Bird(x)^:Ab(x) Flies(x); fBird :
Canary(x)^:Ab(x) Bird(x); Canary(Tweety) g g g:
In 14], Section 11, this example is proposed as motivation for introducing priorities. But it is not clear how priorities would help here. The problem is that, in order for the new default to work, one would have to vary Bird; that would lead to the undesirable result that there are no birds other than canaries.
Domain Closure Assumption
The domain closure assumption 18] is the assumption that every object in the universe of discourse is representable by a ground term. The related notion of \domain circumscription" is de ned in 12] and reduced to the (now standard) \predicate" circumscription in 13].
The idea of this reduction is to introduce a new kind of atomic formulas, GT(x),
expressing that x is representable by a ground term, 3 and postulate 8xGT(x):
The meaning of GT can be expressed by the axioms GT(x 1 )^: : :^GT(x k ) GT (f(x 1 ; : : : ; x k ))
for each function constant f available in the language, with circumscription used to minimize the extent of GT . (In the special case when f is an object constant, (8) turns into GT(f).) It is essential here that (7) is added after the application of the circumscription operator. Thus circumscription has to be applied to a proper subset of the axioms. This di ers from the approach of 14]. 4 It is easy to implement this idea in the framework of NATs. Denote the universal closure of (8) by GT f , and assume that the language under consideration has nitely many function symbols f 1 ; : : : ; f n . The domain closure assumption can be expressed by the axioms 8xGT(x); fGT :
GT(x) Ab(x); GT f 1 ; : : : ; GT fn g: (9) Let H be the axiom set obtained from (9) by adding the usual unique names axioms (expressing that f 1 ; : : : ; f n are 1{1 and that their ranges are disjoint). These axioms express that the universe of discourse is isomorphic to the Herbrand universe of the language|to the set of its ground terms. For any NAT T, the models of T H are the \Herbrand models" of T. More generally, we will write fC 1 ; : : : ; C m ; P : P(x) Ab(x); A 1 ; : : : ; A n g as fC 1 ; : : : ; C m ; min P : A 1 ; : : : ; A n g: (10) If A 1 ; : : : ; A n are sentences (rather than blocks), and Ab does not occur in any of them, then (10) has the same meaning as the circumscription of P: Proposition 1. If A 1 ; : : : ; A n are sentences that do not contain Ab, then 'fC 1 ; : : : ; C m ; min P : A 1 ; : : : ; A n g (11) is equivalent to CIRC A 1^: : :^A n ; P; C 1 ; : : : ; C m ]: (12) Proof. Denote the conjunction A 1^: : :^A n by A(P; C), where C stands for the list C 1 ; : : : ; C m . Then (11) can be written as 9ab P ab^A(P; C)^:9ab 0 pc(ab 0 < ab^p ab 0^A (p; c))]: (13) The third conjunctive term in the brackets can be simpli ed as follows:
:9ab 0 pc(ab 0 < ab^p ab 0^A (p; c)) :9pc(9ab 0 (p ab 0^a b 0 < ab)^A(p; c)) :9pc(p < ab^A(p; c)):
This formula implies :(P < ab^A(P; C)):
In combination with the rst two conjunctive terms in (13), the last formula implies P = ab. Consequently, (13) is equivalent to 9ab P = ab^A(P; C)^:9pc(p < ab^A(p; c))]:
This can be further rewritten as A(P; C)^:9pc(p < P^A(p; c)); which is identical to (12).
Maximizing a Predicate
It is convenient to write a block of the form fC 1 ; : : : ; C m ; P : :Ab(x) P(x); A 1 ; : : : ; A n g as fC 1 ; : : : ; C m ; max P : A 1 ; : : : ; A n g:
Maximizing a predicate is equivalent to minimizing its negation: Proposition 2. Let A 1 (P ); : : : ; A n (P ) be formulas, and let P be a predicate constant that does not occur in any of them. If F(P) is the sentence 'fC 1 ; : : : ; C m ; max P : A 1 (P ); : : : ; A n (P )g and G(P) is the sentence 'fC 1 ; : : : ; C m ; min P : A 1 ( x:P(x)); : : : ; A n ( x:P(x))g; then F(P) is equivalent to G( x:P(x)).
Proof. Denote the conjunction of the universal closures of A 1 (P ); : : : ; A n (P ) by A(Ab; C; P), where C stands for the list C 1 ; : : : ; C m . Then F(P) is 9ab x:P(x) ab^A(ab; P; C) :9ab 0 pc(ab 0 < ab^ x:p(x) ab 0^A (ab 0 ; p; c))];
which is equivalent to 9ab x:P(x) ab^A(ab; P; C) :9ab 0 c(ab 0 < ab^9p( x:p(x) ab 0^A (ab 0 ; p; c)))]: (14) Furthermore, G(P) is 9ab P ab^A(ab; x:P(x); C) :9ab 0 pc(ab 0 < ab^p ab 0^A (ab 0 ; x:p(x); c))]; so that G( x:P(x)) is equivalent to 9ab x:P(x) ab^A(ab; P; C) :9ab 0 pc(ab 0 < ab^p ab 0^A (ab 0 ; x:p(x); c))]:
This formula can be further rewritten as 9ab x:P(x) ab^A(ab; P; C) :9ab 0 c(ab 0 < ab^9p(p ab 0^A (ab 0 ; x:p(x); c)))]:
In order to show that it is equivalent to (14) , it su ces to notice that 
The main idea of 9] is to use circumscription to guarantee that these predicates are true only when this is required by axioms (15)|to force these predicates to satisfy the \closed world assumption" relative to these axioms. The closed world assumption for Precondition implies that actions have no unintended preconditions. This solves the quali cation problem. The closed world assumption for Causes + and Causes ? implies that no unintended changes take place in the world when an action is performed. This solves the frame problem. It is not easy, however, to implement this plan. Merely circumscribing the three predicates would not enforce the closed world assumption relative to axioms (15) , because the predicates occur in other axioms also (by virtue of being used in the abbreviations Succeeds and A ects). A part of the solution is to carefully select the circumscription policy, and to allow Holds to vary when Precondition, Causes + and Causes ? are circumscribed. This achieves the goal at least if we restrict attention to \term models" of the circumscription ( 9] , Section 3). This restriction can be discarded at the price of making the language and the axioms more complicated ( 9], Proposition 2).
These di culties would not arise in the framework of NATs. In order to express that a subset of axioms is a complete de nition of some predicate, we simply turn this subset into a block.
Before presenting the causal minimization method in terms of NATs, we need to extend the syntax and semantics of NATs to the case when the underlying language L is many-sorted. The only place in Section 2 above that needs to be modi ed is the de nition of L k . In a many-sorted language, a predicate symbol is characterized not only by its arity, but also by the sort 1 of its rst argument, the sort 2 of its second argument, etc. Accordingly, instead of understanding k as a natural number, we should allow k to be a nite string 1 2 : : : in the alphabet whose characters correspond to the sorts of L. are decidable also. In 9], the corresponding completeness result was rather di cult; in the new framework, it becomes quite transparent.
Baker's Method
The circumscriptive solution to the frame problem that uses the existence of situation axioms 1] is reformulated as a NAT in 6]. Here again, the formulation is simpler in the new framework, and the e ect of circumscription is easier to investigate. Moreover, the formulation in terms of NATs is applicable to nondeterministic actions. Kartha 5] showed that this is not the case for Baker's original solution.
Explanation Closure
Another approach to the frame problem, developed by Haas 4], Schubert 22] , 23] and Reiter 19] , is based on the idea of \explanation closure." The process of generating explanation closure axioms can be conveniently described in terms of NATs. We will illustrate this fact with an example borrowed from 19].
The language has variables for robots (r), for the objects that they handle (b, x), for actions (a) and for situations (s). The explanation closure method will be used to describe how the property of being broken|symbolically, Broken(x; s)|is a ected by actions of three types: by dropping x on the oor, by exploding a bomb near x, and by repairing x. To this end, two auxiliary predicates are introduced, Broken + and Broken ? . The formula Broken + (x; s; a) expresses that a changes the in the axioms of Groups 4 and 5, we will arrive at the formulation of e ect axioms and explanation closure axioms identical to the one given in 19], Section 3.1.
There is a striking similarity between the two solutions to the frame problem| causal minimization and explanation closure|when each is presented as a NAT. The main di erence is that the latter does not use uent variables. This simplicity comes at a price, however: without uent variables, explanation closure axioms for di erent uents cannot be combined into a small number of general axioms, such as the \general laws of motion" in the causal minimization method. Schubert 23] , whose description of the explanation closure method does not appeal to circumscription, argues that the success of the method calls for \a reassessment of the proper roles" of monotonic and nonmonotonic approaches to reasoning about action. From our perspective, stressing the di erence between the explanation closure approach as \monotonic" and the others as \nonmonotonic" is not fully justi ed. Since circumscription is merely a syntactic transformation of formulas, any circumscriptive representation of a body of knowledge can be viewed as an abbreviated form of a representation in classical logic. Circumscriptive representations are attractive when they are more compact and manageable than the formalizations that use classical logic directly. The example above suggests that the explanation closure method may be in this category.
Reiter 19] generates rst-order explanation closure axioms from e ect axioms using a process similar to Clark's completion 2]. The circumscriptive presentation of explanation closure may lead to a generalization of this method that will be applicable to nondeterministic actions. 6 
Conclusion
The concept of a nested abnormality theory serves as a basis for a new style of applying circumscription to representing defaults. Sometimes it permits more economical and elegant formulations than the traditional ones, based on simple or prioritized circumscription. Sometimes it leads to satisfactory solutions where prioritized circumscription seems to fail. The e ect of circumscription in a nested abnormality theory is often easier to compute. These advantages are due to the fact that, in a nested abnormality theory, the circumscription operator can be applied to a small subset of axioms.
One attractive feature of nonmonotonic formalizations of knowledge is that they are often \elaboration tolerant" 15] to a larger degree than formalizations based on classical logic. It is often possible to enhance a nonmonotonic theory by simply adding new formulas to the axiom set, whereas the corresponding enhancement of a classical axiomatization would require changing the existing axioms. This happens, for instance, when we want to enhance a description of an action domain by postulating additional e ects of actions, or by assuming new preconditions. Introducing a block structure in the axiom set clearly limits the degree of elaboration tolerance that can be achieved, and one may ask whether the proposal presented in this paper defeats the very purpose of the nonmonotonic enterprise. This is a serious criticism. We would have preferred to use traditional \one-level," or \unstructured" axiom sets, if that did not prevent circumscription from becoming a convenient knowledge representation tool. Unfortunately, the one-level approach does not seem to be successful. But it appears that, even with nesting, circumscription leads to a useful form of elaboration tolerance if each block represents an intuitively meaningful structural unit, a reasonable \group of axioms." This is the case, for instance, in our formulations of causal minimization and explanation closure.
