INTRODUCTION
The principal aim of this paper is to prove the following results. Section 1 explains the terminology involved; applications are given in Section 4. The following theorem reduces the study of orbits of real reductive groups to that of their complexifications (see (4. 2) infra). As in [1] and [2] , the proofs use elementary convexity properties of plurisubharmonic functions and a basic result of Mostow [14, Thm. 3] , which itself is essentially a convexity result: it is a consequence of the convexity of norm of Jacobi fields on manifolds of nonpositive curvature (see Appendix).
The definition of reductive groups given in this paper is different from that in e.g. [11, p. 384] . However, it is sufficient for the problems considered here and leads to substantial simplifications in proofs. Our results are independent of Refs [3, 4] . Related results are given in D. Luna [13] and in Richardson-Slodowy [17] to which this paper owes much. Plurisubharmonic functions continue to play a role in group theory and important applications have been made by A.T. Huckleberry and his school [see e.g. 9] and by K.H. Neeb [16] . The group-theoretic aspects of plurisubharmonic functions have also been applied by Uwe Helmke [7, 8] to problems of system and control engineering and there is interest in the analogue of results of [1, 2] for real reductive groups.
REDUCTIVE GROUPS
Standard references for reductive groups are Borel -Harish-Chandra [4] and Springer [19] . In this paper, we will take the following as a working definition. All groups and subgroups will henceforth be Lie. G • will denote the connected component of G, G its commutator and Z(G) its center.
(ii) the Lie groupK of GL(n, C) whose Lie algebra isk = k ⊕ ip is compact.
Proposition 1.1 (i)
The group G is a closed subgroup of GL(n, R) and G = KP, where K = exp(X) : X ∈ k and P = exp(p). Moreover G is homeomorphic to K × P and K is maximal compact in G. GL(n, C) . Therefore the group G is also closed, as it is the connected component of G C σ , σ being complex conjugation in GL(n, C).
By choosing a hermitianK-invariant inner product on C n , it is clear that exp(ik) is represented by positive hermitian matrices and thereforeK is maximal compact in G C and K is maximal compact in G.
( = g σ we see that σ normalizesK. ThereforeK is normalized by the group generated by J and σ. From σJσ
we see that the latter group is finite. Hence the group generated byK, J and σ is compact. Select an inner product R on V C , considered as a real space, that is invariant under this group. If W is a subspace of V C that is J and σ-invariant, then its orthogonal complement W ⊥ is also J and σ-invariant. Therefore we can find a basis e 1 , . . . , e n of V such that
Hence e 1 , . . . , e n is an orthonormal basis of V C for the hermitian form H(ξ, η) = R(ξ, η) + iR(Jξ, η) and H is real-valued on V .
is also reductive. On the other hand, if Z(G) is infinite, its image in a representation may no longer be reductive. We shall therefore consider only those representations in which the connected component of the center is represented as a reductive group.
PRELIMINARY LEMMAS
A plurisubharmonic (briefly psh) function on an n-dimensional complex manifold M is a function f whose complex hessian matrix [(∂ 2 f /∂z i ∂z j )], in a system of local holomorphic coordinates z 1 , . . . , z n is positive semi-definite. And f is strictly plurisubharmonic (briefly spsh), if its complex hessian is strictly positive definite. In other words, f is spsh if
The following lemma is basic. A version of it already occurs in [1, 12] . We make no assumptions about reductivity or compactness of the groups involved. 
Proof. Let ξ be a critical point of f and η another critical point of f . ByK-invariance, we may assume that η = exp(X)ξ for some X ∈ m ⊂ i Lie (K).
Consider the function
. Since g is subharmonic, ∆g ≥ 0 implies g (x) ≥ 0. So g is convex and it achieves its absolute minimum at any critical point. Since x = 0 and x = 1 are critical points of g(x), we see that
and since i∂∂ϕ is positive definite, we must have
is a differentiable function whose restriction to each line through the origin is convex and has the origin as its only critical point, then lim
For a proof, see [2] .
PROOFS OF MAIN RESULTS
We shall use the notation set up in Section 1 without further comment. 
From the characterization of q given it follows that q = p ∩ g ξ , where g ξ denotes the Lie algebra of
Using the notations of Section 1, the Lie algebra g has the Cartan decomposition g = k ⊕ p and G = K exp(p)
with uniqueness of expressions. Since H = L exp(q), this gives immediately
The rest of the argument is similar to that in [2] ; we reproduce it here for completeness. Fix v ∈ q , v = 0. Consider the function
As in Lemma 2.1, the function g v is convex and it has t = 0 as a critical point. If g v had another critical point t 0 = 0, then by the argument in Lemma 2.1, exp(tv) · ξ would equal ξ for all t ∈ R, contradicting the fact that k ×
. By what has just been shown, the function F satisfies all the hypotheses of Lemma 2.2 and so lim
To show that f = ϕ|(G·ξ) is proper, we have to show that the sublevel sets f ≤ c (c ∈ R) are compact.
see that the sequence {v n } must be bounded. Extracting convergent subsequences of {k n } and {v n } we see that the sequence {k n exp(v n ) · ξ} contains a convergent subsequence. Hence the sublevel sets f ≤ c are compact and f is proper. The remaining assertions follow at once from Lemma 2.1.
Proof of Theorem 2. (i)
The group G operates on V . Let π : G → GL(V ) be the corresponding representation. Let X 1 , . . . , X r be a basis of the Lie algebra of G. The
is generated by the complex 1-parameter subgroups exp (zπ(X k )) , z ∈ C, 1 ≤ k ≤ r, and clearly
Hence complex conjugation leaves (π(G))
C stable, and one has [π(g) 
is both open and closed, hence it is the component of M K which contains p, and this component is invariant under any connected group operating on M K . Now take M = G/H, with σ(H) = H and K the group generated by σ. We have
We have already seen that if C is a component of M σ and z ∈ C, then the dimension of T z (C) is the same as the dimension of (T z (M )) σ and it is constant as z varies over C. 
(Birkes [3]) If G operates on a real vector space V and G
Proof. Let Ω be a closed G-orbit in V . Since the function N is proper, N |Ω achieves its minimum, say at q. By Theorem 1, the function ϕ(g) = N (gq) (q ∈ G C ) has a critical point at e, so by the Kempf-Ness theorem [10] or by [2] , the orbit Ω Remark. In [4] it is shown, using an argument from real algebraic geometry, that G
is a finite union of G-orbits. [17] ). If N restricted to a G-orbit Ω has a critical point, then Ω is closed.
(Richardson-Slodowy
Proof. This follows immediately from Theorem 2 and (4.2).
If ϕ is aK-invariant spsh function on
Proof. This is a consequence of Theorem 1 and Lemma 2.1. 
Proof. The assumptions imply that
Proof. The function N is proper, so N |G · v achieves its minimum value, say at p. Hence the G-orbit of p is closed.
APPENDIX
The proof of Theorem 1 relies on Mostow [14, 15] . A summary of the main ideas is given in A. Borel, Collected Works, Vol. 1, pp. 558-559. Mostow's theorem is also proved in Helgason [6, Thm. 1.4, p. 256]. The result is proved in these references for semisimple groups. However, the arguments are valid for reductive groups if one works with a suitable trace form instead of the Killing form, as is done in § 3 of this paper. One of the main technical points of Mostow [14, 15] is the distance increasing property of the exponential function on the space of symmetric matrices. As the space of positive symmetric n × n matrices is a homogeneous space of GL(n, R) of non-positive curvature, this is a special case of the following result. This result is also proved in Helgason [6, Thm. 13.1, p. 73]. However, the following proof is more elementary, with its emphasis on convexity of the norm of Jacobi fields. The proof uses an idea similar to an idea in the proof of the Cartan-Hadamard theorem as given in [5 
