systems.) The large degree asymptotics of the Macdonald polynomials was determined recently for the type A root systems by Ruijsenaars [17] . Our work should be considered as an extension of Ruijsenaars' methods to the case of arbitrary (reduced) root systems.
Our strategy reads as follows. First, we introduce the concept of partially orthogonal polynomials. By definition, these are partially ordered polynomials that are orthogonal when comparable in the partial order. Following the ideas of Ruijsenaars, we then determine the asymptotics of a fairly large class of Weyl-group invariant partially orthogonal polynomials associated with root systems. The polynomials in question are characterized by an orthogonality measure with a weight function that factorizes over the roots (of the root system) in terms of one-dimensional c-functions. For a specific choice of the c-function, our analysis entails the asymptotics of the Macdonald polynomials.
The paper is organized as follows. In Section 2, we define our class of partially orthogonal Weyl-group invariant polynomials related to root systems. An asymptotic formula for these polynomials is presented in Section 3 for the case of factorized weight functions. In Section 4, we apply the asymptotic formula in question to determine the asymptotics of the Macdonald polynomials. The proof of the asymptotic formulas is given in Sections 5 and 6. Some necessary technical results, pertaining to the geometry of saturated subsets of the weight lattice associated to the root system, have been isolated in the appendix. We conclude the paper in Section 7 by indicating how the results extend from the case of partially orthogonal to fully orthogonal polynomials.
Partially orthogonal polynomials related to root systems
In this section, we introduce a class of partially orthogonal polynomials related to root systems. For basic facts on root systems the reader is referred to [2, 8] .
Let E, ·, · be a real N-dimensional Euclidean vector space spanned by an irreducible crystallographic root system R. Throughout this paper, it is assumed that R be reduced. We write Q and Q + for the root lattice and its nonnegative semigroup generated by the positive roots R + Q = Span Z (R),
1)
and we write P and P + for the weight lattice and its nonnegative cone of dominant weights P = λ ∈ E | λ, α ∨ ∈ Z, ∀α ∈ R ,
2)
where α ∨ ≡ 2α/ α, α . Let Q ∨ be the dual root lattice generated by the dual root system
The algebra A of (Fourier) polynomials on the torus T R = E/(2πQ ∨ )
is spanned by the basis of exponentials e λ (x) = e i λ,x , λ ∈ P (where i = √ −1). Symmetrization with respect to the action of the Weyl group W ⊂ GL(E) produces the basis of monomial symmetric functions m λ (x) = 1 W λ w∈W e i λ,xw , λ ∈ P + , (2.3)
for the algebra A W ⊂ A of Weyl-group invariant polynomials on T R . Here x w ≡ w(x) and |W λ | denotes the order of the stabilizer subgroup W λ = {w ∈ W | w(λ) = λ}.
Let ∆(x) be a continuous almost everywhere positive weight function on the torus T R that is invariant with respect to the action of the Weyl group (i.e., ∆(x w ) = ∆(x)). We embed A W in the Hilbert space L 2 (T R , ∆dx) by inducing the following (normalized) inner product structure associated to
where g(x) stands for the complex conjugate of g(x), |W| is the order of the Weyl group, and Vol(T R ) = T R dx. The weight lattice P is endowed with the following natural partial 
By applying the Gram-Schmidt process to the partially ordered monomial basis {m λ } λ∈P + , we construct a normalized basis {P λ } λ∈P + of A W that is partially orthogonal with respect to the weight function ∆. By definition, the basis elements are given by the trigonometric polynomials of the form
with coefficients a λµ ∈ C such that
where a λλ > 0 by convention.
Factorization and asymptotics
In this section, we present asymptotic formulas for the normalized partially orthogonal polynomials {P λ } λ∈P + , for a particular class of weight functions that factorize over the roots in terms of one-dimensional c-functions. The proofs of these formulas are relegated to Sections 5 and 6.
The weight functions under consideration are of the form
where
The c-functions c |α| (x), building C(x) in (3.1b), depend only on the length of the root α (so c |α| (x) = c |β| (x) if α and β lie on the same Weyl orbit). For technical reasons, we will assume that these c-functions are of the form
2)
with the reduced c-functions c |α| (z) being (i) analytic and zero-free on a closed disc D ρ = {z ∈ C | |z| ≤ ρ} of radius ρ > 1, and (ii) normalized such that c |α| (0) = 1. To ensure that the weight function ∆(x) in (3.1a) is (almost everywhere) positive on T R , we will furthermore assume that (iii) c |α| (z) is real for z ∈ R (so C(−x) = C(x)). The conditions (i), (ii), and (iii)
imply that c |α| (z) and 1/ c |α| (z) have Taylor expansions of the form
Let α 1 , . . . , α N denote the basis of simple roots of Q + and let ω 1 , . . . , ω N be the dual basis of fundamental weights of P + such that ω j , α ∨ k = δ j,k . We define for a dominant weight λ the multiplicity
counting the minimum number of times m j that the fundamental weights appear in λ =
The following theorem states that the strong L 2 -asymptotics of the partially orthogonal polynomials P λ -as m(λ) → ∞-is given by
with an exponential error bound governed by the decay rate of the Fourier coefficients of the reduced c-functions c |α| (e −ix ) (see (3.3) ).
Theorem 3.1 (asymptotic formula A). Let {P λ } λ∈P + be the normalized partial orthogonal basis of A W associated to the factorized weight function ∆ in (3.1a), (3.1b). Then
If the basis {P λ } λ∈P + is in fact (fully) orthonormal rather than just partially orthonormal, then it is possible to work with an alternative error bound on P λ − P ∞ λ ∆ .
Theorem 3.2 (asymptotic formula B)
. If the normalized partially orthogonal polynomials P λ , λ ∈ P + , are moreover orthogonal for noncomparable dominant weights, then
Here α max denotes the maximal root and N is the rank of the root system R.
It is clear that it depends on the way the weight λ grows to infinity whether the λ ∈ P + , are moreover orthogonal for noncomparable dominant weights, then for λ strongly dominant,
Of special interest is the case that the reduced c-functions c |α| (z) are polynomial in z, that is, the situation when there exists a nonnegative integer M such that 
The asymptotic formula of Theorem 3.1 becomes in this case exact. 10) with 
Theorem 3.4 (exact asymptotics). If there exists a nonnegative integer
11)
(with −1 < t |α| < 1), and the polynomials P λ reduce to the (orthonormalized) HallLittlewood polynomials associated with root systems. Theorem 3.4 is in this case compatible with the following well-known explicit formula for these Hall-Littlewood poly-
and
Remark 3.7. In Theorem 3.4 it is not assumed a priori that the elements of the basis {P λ } λ∈P + be orthogonal for noncomparable dominant weights. However, it follows from the considerations in Section 6 that in this situation the polynomials actually do satisfy
Application: asymptotics of the Macdonald polynomials
In this section, we apply Theorems 3.1 and 3.2 to compute the strong L 2 -asymptotics of the Macdonald polynomials.
When picking reduced c-functions of the form
The domain restrictions on the parameters q and t |α| in (4.1) ensure that c |α| (z) satisfies the conditions stipulated in Section 3. In particular, the reduced c-functions in question are analytic and zero-free on a closed disc D ρ ⊂ C around 0 with a radius ρ ∈ (1, ρ max ),
|α| ). It follows from the work of Macdonald [14] that, for the weight function ∆(x) in (4.2), the normalized partially orthogonal polynomials P λ (x), λ ∈ P + , are in fact orthonormal
Application of Theorems 3.1 and 3.2 immediately produces the following asymptotics for the Macdonald polynomials P λ (x) associated to the weight function ∆ in (4.2)
Corollary 4.1 (asymptotics of the Macdonald polynomials). Let {P λ } λ∈P + be the orthonormal basis of Macdonald polynomials (2.7a), (2.7b) associated to the weight function
as m(λ) → ∞ (with both error bounds holding simultaneously). Here P ∞ λ is given by (4.4) and 0 < < log(ρ max ) with ρ max = min α∈R (q −1 , t −1 |α| ), N is the rank of the root system R, and α max denotes the maximal root.
In particular, the asymptotics along the discrete ray λ, ∈ N, is governed by Corollary 3.3.
Corollary 4.2 (ray asymptotics)
. For λ strongly dominant, the asymptotics of the Macdonald polynomials along the discrete ray λ, ∈ N, is of the form
as −→ ∞. is given by a λλ = N −1
λ [3, 12, 14] with
computation of the lower-order coefficients a λµ with µ ≺ λ (for the case that P = Q, that is, excluding the types E 8 , F 4 , and G 2 ) the reader is referred to [6] .
Remark 4.5. For t |α| = q, for all α ∈ R, the Macdonald polynomials reduce to the Weyl characters and for q → 0 (and general t |α| ) they reduce to the Hall-Littlewood polynomials associated with root systems [14] . This is consistent with the fact that the Macdonald asymptotics P ∞ λ (x) in (4.4) reduces in these two cases respectively to the exact formulas of Remarks 3.5 and 3.6. Remark 4.6. In the hypergeometric limit (t |α| = q g |α| , q → 1) the Macdonald polynomials degenerate to the Heckman-Opdam generalized Jacobi polynomials associated with root systems [7, 16] . It is important to emphasize that the latter family of orthogonal polynomials does not fall within the class considered in this paper (unless g |α| = 1, for all α ∈ R). Indeed, the corresponding reduced c-function reads (see (4.1))
whence it does not satisfy the analyticity requirements stated in Section 3 (due to the singularity at z = 1 for g |α| = 1).
Analysis of the asymptotic functions
In this section, we study several properties of the functions P ∞ λ (x) in (3.5), describing the asymptotics of the (partially) orthogonal polynomials P λ (x) in (2.7a), (2.7b) associated to the factorized weight functions ∆(x) in (3.1a), (3.1b). The properties in question combine efficiently into proofs of our asymptotic formulas (see Section 6) . Throughout this section we will employ the notation and assume the technical conditions detailed in Section 3.
Partial biorthogonality
We need the following well-known property of root systems stating that any dominant weight is maximal in its Weyl orbit.
Lemma 5.1 [2, 8] . Let λ ∈ P + , then λ w λ, for all w ∈ W.
It is clear that the asymptotic functions P Proposition 5.2 (partial biorthogonality). Let λ, µ ∈ P + with µ λ. Then
Proof. A sequence of elementary manipulations (exploiting the Weyl-group symmetry of the weight function ∆(x) = 1/(C(x)C(−x))) reveals that
The integral on the last line picks up the constant term of the integrand (multiplied by the volume of the torus T R ). Since λ − µ w = λ − µ + µ − µ w λ − µ (by Lemma 5.1) and that λ µ (by assumption), it is clear that the constant term in question is equal to 1 if λ = µ w = µ and equal to 0 otherwise.
Alternating sum representation
In analogy with the definition of C(x) in (3.1b), we build the function C(x) from the reduced c-functions c |α| (z)
3)
The following lemma rewrites the expression for the asymptotic functions given by (3.5) in terms of C(x).
Lemma 5.3 (alternating orbit sum representation). Let λ ∈ P + , then
w∈W det(w) C x w e i λ+ρ,xw , (5.4) with δ(x) = α∈R + (e i α,x /2 − e −i α,x /2 ) and ρ = (1/2) α∈R + α.
Proof. The relation between C(x) and C(x) is governed by the Weyl denominator δ(x) and the half-sum of the positive roots ρ
Substitution in the expression on the right-hand side of (5.4), reduces it-upon invoking the anti-invariance δ(x w ) = det(w)δ(x) of the Weyl denominator-to the defining expression for the asymptotic function P ∞ λ (x) in (3.5).
Polynomial truncation
We will now introduce a polynomial truncation of the asymptotic function P where we have adopted the condensed notation
and where a + nα (α) = 1 when n α = 0. By the summation in (5.6b) running over n ≥ 0, we mean that all the n α , α ∈ R + , are summed over N. We denote by C (m) (x) the Fourier polynomial of degree m of C(x), namely
where deg(n) ≡ α∈R + n α . We define
By comparing with (5.4), we see that the truncated function P Proof. Write
The error between P 
Since the factor ∆(x)/|δ(x)| 2 = ( C(x) C(−x)) −1 is smooth on the torus T R due to the absence of zeros in C(x), it is sufficient to show that max x∈T R (R (m) (x)) = O(e − m ). To this end we consider the Fourier expansion of R (m) (x) (see (5.6b) and (5.8))
Indeed, the desired O(e − m ) bound on max x∈T R (R (m) (x)) is immediate from this Fourier series, upon observing that a To see this we need the following lemma, the proof of which is relegated to the appendix.
Lemma 5.5. Let λ ∈ P + and let µ = λ − α∈R + n α α, with n α being nonnegative integers such that α∈R + n α ≤ m(λ). Then
Furthermore, if α∈R + n α < m(λ), then the equality µ w = λ holds if and only if w = Id and n α = 0, for all α ∈ R + .
For n α = 0, for all α ∈ R + , this lemma reduces to Lemma 5.1. As an application, we now readily arrive at the desired triangularity.
Proposition 5.6 (triangularity).
For λ ∈ P + and m ≤ m(λ) + 1, 
Norm estimates
In order for the orthonormal polynomials P λ in (2.7a), (2.7b) to converge to the asymp-
, it is necessary that P Proof. An elementary computation reveals that
(5.19)
Here step (i) hinges on (5.10); for step (ii) we used the bound Let
λλ , where a λλ (> 0) represents the leading coefficient of the polynomial P λ (x) in (2.7a), (2.7b) in the monomial basis. Clearly the quantities N λ , λ ∈ P + , amount to the norms of the monic versions of the polynomials P λ (x), λ ∈ P + . The following proposition provides an estimate for these norms.
Proposition 5.8 (norm estimate II). The norms N λ satisfy the estimate
Proof. The following sequence of elementary manipulations entails that a λλ 
Proof of the asymptotic formulas
When linked together, the above properties of the polynomials P λ (x) and the asymptotic functions P ∞ λ (x) combine efficiently into the proofs of the asymptotic formulas in Theorems 3.1 and 3.2, and of the exact asymptotics in Theorem 3.4.
Proof of Theorem 3.1
A straightforward computation entails that
1)
Step (i) hinges on (2.7a) and the biorthogonality of Proposition 5.2, which implies that P λ , P
Step (ii) follows from the norm bounds in Propositions 5.7 and 5.8.
Proof of Theorem 3.2
It follows from Proposition 5.6 that for m ≤ m(λ) the (monic) polynomial truncation
λ (x) in (5.9) of the asymptotic function P ∞ λ (x) in (3.5) expands triangularly on the partially orthogonal basis {P µ } µ∈P + , namely 2) with N λ = a λµ , assuming that the basis {P λ } λ∈P + is orthonormal rather than just partially orthonormal (as is the case for the Macdonald polynomials).
Lemma 6.1. Assume that the basis {P λ } λ∈P + be orthonormal. Then, for λ, µ ∈ P + with
Proof. Starting from the orthogonal expansion of P (m)
λ (x) in terms of P µ (x) given by (6.2), we get that
∆ by the Cauchy-Schwarz inequality.
We need the following bound on the number of terms in the expansion of (6.2).
Lemma 6.2. For λ ∈ P
+ , the dimension of the highest weight space
where N is the rank of R and α max denotes the maximal root.
Proof. Clearly dim(A W λ ) amounts to the number of dominant weights µ ∈ P + such that µ λ. The components of µ = m 1 ω 1 + · · · + m N ω N in the basis of fundamental weights ω j are bounded by
(The last inequality hinges on the fact that α ∨ max ∈ P + , whence λ − µ, α ∨ max ≥ 0 when µ λ.) Thus, it follows that the number of possibilities for µ λ cannot exceed
After these preparative lemmas, we are now in the position to prove the error bound of Theorem 3.2. Indeed, we readily infer that
8) 
with k j α j , α j ≥ α max , α max (by inspection of the tables in Bourbaki [2] ).
Proof of Theorem 3.4
Assume that the reduced c-functions c α (z) in (3.3) are polynomial in z of degree at most
We thus conclude from Proposition 5.6 that in this situation the asymptotic function has a triangular expansion on the monomial basis of the form 
The (square of the) proportionality factor reads 12) which is equal to 1 if m(λ) ≥ M|R + | in view of Proposition 5.6.
Extension to (fully) orthogonal polynomials
Let˙ be a (i.e., any) linear ordering of the dominant weights P + , refining the partial order from (2.5) in such a way that the highest-weight spacesȦ W λ = Span{m µ } µ∈P + ,µ˙ λ be finite-dimensional for all λ ∈ P + . Gram-Schmidt orthogonalization of the monomial basis with respect to the linear order˙ leads to an orthonormal basis of polynomials of the formṖ
with coefficientsȧ λµ ∈ C such that
(andȧ λλ > 0 by convention). By repeating the analysis from Sections 5 and 6, but with the partial order being replaced by its linear refinement˙ , we deduce that the asymptotics forṖ λ (x) are again governed by the same asymptotic functions P ∞ λ (x) in (3.5). (The crux is that Proposition 5.2 still holds true upon replacing by˙ .) We thus arrive at the following asymptotic formulas forṖ λ (x). Theorem 7.1 (asymptotics of orthogonal polynomials). Let {Ṗ λ } λ∈P + be the orthonormal basis defined by (7.1a) and (7.1b). Then
as m(λ) → ∞ (with both error bounds holding simultaneously).
Theorem 7.2 (exact asymptotics). If there exists a nonnegative integer
Remark 7.3. It is clear from Theorems 3.1 and 7.1 that the asymptotics of the partially orthonormal polynomials P λ (x) and the (fully) orthonormal polynomialsṖ λ (x) coincides.
In particular, the asymptotics does not depend on the choice of the linear refinement˙ . 
Appendix
The geometry of saturated subsets of the weight lattice
In this appendix we prove Lemma 5.5, which was crucial in our proof for the triangularity of the monomial expansion of the truncated asymptotic functions P For this purpose some additional notation is needed. To a dominant weight λ, we associated the finite subsets of the weight lattice and its dominant cone, respectively
(A.1)
It follows from Lemma 5.1 that P λ amounts to the (disjoint) union of Weyl orbits through its intersection with the dominant cone P + λ , that is,
(In other words, P + λ constitutes a fundamental domain for P λ with respect to the action of the Weyl group.) It is well known that the subset P λ in (A.1) is saturated, that is, for each µ ∈ P λ and α ∈ R we have that the α-string through µ of the form {µ− α | = 0, . . . , µ, α ∨ } belongs to P λ [2, 8] . (In fact, P λ in (A.1) is the smallest saturated subset of the weight lattice P containing λ.)
We will now formulate two properties regarding the geometry of P λ , which combined amount to the statement of Lemma 5.5.
Proposition A.1. Let λ ∈ P + and let n α , α ∈ R + , be a collection of nonnegative integers such that α∈R + n α ≤ m(λ). Then
Proof. Let X = {α ∈ R + | n α > 0}. We will prove that λ − α∈R + n α α = λ − α∈X n α α belongs to P λ by induction on the cardinality of X, starting from the trivial case that X is empty. For X nonempty, let β ∈ X be such that |β| ≥ |α| for all α ∈ X. It is obvious that where we invoked the estimates λ, β ∨ ≥ m(λ) (see Remark A.3) and α, β ∨ ≤ 1 (as α = β and |α| ≤ |β| by assumption). By combining (A.6) with (A.7), we conclude that the weight λ − α∈R + n α α in (A.5) must also belong to P λ , as the set under consideration is saturated.
From Proposition A.1 we learn that we may subtract at least m(λ) times positive roots from a dominant weight λ without leaving the saturated set P λ . The next proposition states that it takes at least m(λ) of such positive root subtractions before possibly returning to the highest-weight orbit W(λ) (of the decomposition given by (A.3) of P λ into Weyl orbits). have that λ − α∈R + n α α ∈ P λ−α j by (A.9) and Proposition A.1. It thus follows that λ − α∈R + n α α cannot belong to W(λ), as P λ−α j decomposes into orbits through dominant weights µ λ − α j ≺ λ in view of (A.3). which is bounded from below by m(λ) in view of the fact that the weight ρ = (1/2) α∈R + α = N j=1 ω j is strongly dominant (so ρ, α ∨ ≥ 1, for all α ∈ R + ).
