The Turing degree of a real number x is defined as the Turing degree of its binary expansion. This definition is quite natural and robust. In this paper we discuss some basic degree properties of semi-computable and weakly computable real numbers introduced by Weihrauch and Zheng [19] . Among others we show that, there are two real numbers of c.e. binary expansions such that their difference does not have an ω.c.e. Turing degree.
Introduction
For simplicity, we consider only real numbers in the unit interval [0; 1]. For any such real number x ∈ [0; 1], there is a set A ⊆ N + such that x = x A := i∈A 2 −i . The set A consists of all 1-positions in the binary expansion of x. If we choose the finite set A to correspond to rational x, then this correspondence is even one-to-one. Naturally, the set A can be called a binary set of the number x A and the real number x A is called a binary real number of the set A. According to Turing [18] , a real number x is computable if x has a computable decimal expansion, i.e., x = i∈N f (i) · 10 −i for a computable function f : N → {0, 1, 2 · · · , 9}. The computability of real numbers is in fact independent of their representations as observed by Robinson [13] . In other words, x is computable, if and only if x has a computable Dedekind cut L x := {r ∈ Q : r < x}, if and only if the binary set of x is recursive and if and only if there is a computable sequence (x s ) of rational numbers which converges to x effectively in the sense that |x − x s | ≤ 2 −s for any s ∈ N. A relativization of this observation implies immediately that the decimal expansion, the binary expansion, the effectively convergent Cauchy representation and the Dedekind cut of a real number are Turing equivalent. More precisely, we have the following proposition.
4. f 4 : N → Q is a nested interval sequence representation of x in the sense that (∀i ∈ N)(f 4 (2i) < x < f 4 (2i + 1) and lim i→∞ |f 4 (2i) − f 4 (2i + 1)| = 0.
5. f 6 : Q → {0, 1} is the characteristic function of the Dedekind cut of x, i.e., f 6 (r) = 1 if r < x and f 6 (r) = 0 otherwise for any r ∈ Q.
From this observation, we can naturally define the Turing reducibility on real numbers as follows. A real number x A is Turing reducible to x B (denoted by x A ≤ T x B ) if A ≤ T B. x is Turing equivalent to y (denoted by x ≡ T y) if x ≤ T y & y ≤ T x. Accordingly, the Turing degree deg T (x) of a real number x is the class of real numbers which are Turing equivalent to x, i.e., deg T (x) := {y ∈ R : x ≡ T y} (see also [21, 5] ). Because of the corresponding between the set A and the real number x A , we do not distinguish the degrees deg T (x A ) and deg T (A) explicitly in this paper. This should not cause confusion from the context. Moreover, a real number x A is called B-computable if A ≤ T B. If B is of the Turing degree b (i.e., B ∈ b), then x A is also called b-computable. In this way, all the notions and results in classical recursion theory about Turing degrees of subsets of natural numbers can be transferred to that of the real numbers straightforwardly. For example, by definition, a real number x is computable iff it has the computable degree, i.e., deg T (x) = 0. Similar to the Limit Lemma of Shoenfield [15] for ∆ 0 2 subsets of natural numbers, Ho [9] shows that, for any real number x, x is 0 -computable if and only if there is a computable sequence (x s ) of rational numbers which converges to x.
In this paper we are interested mainly in the Turing degrees of the 0 -computable real numbers. By Ho's observation, a real number x is 0 -computable iff it is the limit of a computable sequence of rational numbers. For this reason, 0 -computable real numbers are called computably approximable (c.a. for short). A lot of subclasses of c.a. real numbers are investigated in literature [1, 12, 19, 20] . First, as mentioned above, a real number x is computable if there is a computable sequence (x s ) which converges to x effectively. x is called left (right) computable if there is an increasing (decreasing) computable sequence (x s ) of rational numbers which converges to x. Left and right computable real numbers are call semi-computable. x is called weakly computable if there are left computable real numbers y, z such that x = y − z. The classes of computable, left computable, right computable, semi-computable, weakly computable and computably approximable real numbers are denoted by EC, LC, RC, SC, WC and CA, respectively. We summarize the most important properties about these classes as the following theorem. Theorem 1.2 (Ambos-Spies, Weihrauch and Zheng [1] and Ho [9] ) For any real number x, 1. x is left computable iff −x is right computable; 2. x is left computable iff the left Dedekind cut L x := {r ∈ Q : r < x} is a c.e. set.
3. x is weakly computable if and only if there is a computable sequence (x s ) of rational numbers which converges weakly effectively to x in the sense that i∈N |x s − x s+1 | ≤ c for some constant c.
4. x is computably approximable iff x is 0 -computable;
5. The classes EC, WC and CA are closed under the arithmetical operations and hence are closed field;
6. The following relations hold:
Because of the item 2 of Theorem 1.2, left computable real numbers are also called computably enumerable by some authors (e.g., [4, 2] ). In the following, we will discuss the degree properties of real numbers from above classes. Especially, we are interested in the computable enumerability and ω-computable enumerability of real numbers. Let us recall the definition of the ω-computable enumerability of a subset of N at first.
For any finite set E ⊂ N, we define its canonical index i by i := j∈E 2 −j . A finite set with canonical index i is denoted by D i . A sequence (E n ) of finite subsets of N is called computable if there is a computable function f : N → N such that E n = D f (n) for all n ∈ N. In the following, A∆B := (A \ B) ∪ (B \ A) is the symmetrical difference of sets A and B. Definition 1.3 (Putnam [11] , Gold [8] and Ershov [7] ) Let h : N → N be any function. A set A ⊆ N is called h.c.e. if there is a computable sequence (A s ) of finite subsets of N such that A 0 = ∅, (∀n ∈ N)(|{s ∈ N : n ∈ A s+1 A s }| ≤ h(n)) and A = lim s→∞ A s . The sequence (A s ) is called an effective h-enumeration of A.
For the constant function h(n) ≡ k and the computable function h, h.c.e. set is called k.c.e. and ω.c.e., respectively. So, in particular, the empty set ∅ is the only 0.c.e. set and the 1.c.e. sets are exactly the c.e. sets. But for convenience, computable sets are also called 0.c.e. The 2.c.e. sets are usually called d.c.e. because they are the differences of two c.e. sets. Namely, A is 2.c.e. iff A = B\C for some c.e. sets B and C. Similarly, A is (k + 1).c.e. iff A = B\C for some c.e. set B and k.c.e. set C. A Turing degree is called k.c.e. (or ω.c.e.) if it contains at least one k.c.e. (or ω.c.e.) set.
In recursion theory, c.e. degrees and ω.c.e. degrees have been widely discussed ( [17, 3, 10] ). For the real numbers of c.e. degrees, Dunlop and Pour-El [5] have shown an interesting characterization as follows. Theorem 1.4 A real number x has a c.e. degree a iff there is a computable sequence (x s ) of rational numbers which converges to x with an a-computable modulus m :
As a consequence, if a 0 -computable real number x has a non-c.e. degree a, then any computable sequence (x s ) of rational numbers which converges to x has only the modulus whose degree is strictly bigger than a. On the other hand, the following proposition hold obviously. Proposition 1.5
1. Any semi-computable real number has a c.e. degree.
2. Any c.e. degree contains at least one left computable real number.
Proof. 1. Let x be a left-computable real number. Then there is an increasing computable sequence (x s ) of rational numbers which converges to x. The c.e. set L ⊆ Q defined by L := {r ∈ Q : (∃n ∈ N)(r < x n )} is in fact the left Dedekind cut of x. By Proposition 1.1, x has a c.e. degree deg T (L). Similarly, any right computable real number has a co-c.e. left Dedekind cut and has a c.e. degree too. 2. Let a be a c.e. degree. There is a c.e. set A ∈ a. Obviously, x A is a left computable real number.
Notice that, if we consider the binary expansion of a real number, the item 1 of Proposition 1.5 seems not so trivial, because Jockusch (see [16] ) has observed that not every left computable real number has a c.e. binary representation. And in general, it can only be shown that, if x A is a left computable real number, then A is a h.c.e. set for h(n) := 2 n+1 (see [16] ). On the other hand, by Cooper [3] , there are even d.c.e. set which does not have a c.e. degree and thus this does not imply directly that A is of a c.e. degree.
However, the binary expansions of real numbers will be very useful to answer the question whether each real number of c.e. Turing degree is semi-computable or weakly computable. In this case we apply the following interesting observation about the binary expansions of semi-computable and weakly computable real numbers. Let C denote the complement of the set C and " A ⊕ B" the join of subsets A, B ⊆ N defined by A ⊕ B := {2n : n ∈ A} ∪ {2n + 1 : n ∈ B}. 2. For any set A ⊆ N, if the real number x A⊕∅ is weakly computable, then A is h.c.e. for h(n) = 2 3n .
Notice that every c.e. degree contains a semi-computable real number by Proposition 1.5.2. But the next theorem shows that any non-computable c.e. degree contains also a non-semi-computable real number. Therefore, every non-computable c.e. degree contains both semi-computable and non-semi-computable real numbers. Theorem 1.7 For any non-computable c.e. Turing degree a, there is a set A ∈ a such that x A is weakly computable but not semi-computable.
Proof. Let a be a non-computable c.e. degree. By Sacks' Splitting Theorem [14] there exist two incomparable c.e. degrees b 0 , b 1 such that a = b 0 ∪ b 1 . Choose two c.e. sets B 0 ∈ b 0 and B 1 ∈ b 1 and define set A =:
r.e set, because A = C 0 \ C 1 for C 0 := 2B 0 ∪ (2N + 1) and C 1 := 2B 1 + 1. This implies that x A = x C 0 − x C 1 and hence x A is weakly computable of c.e. degree a. On the other hand, x A is not semi-computable by Theorem 1.6.1, since B 0 and B 1 are Turing incomparable.
For weakly computable real numbers, we can show that not every real number of c.e. degree is weakly computable.
Theorem 1.8
There is a real number of c.e. degree which is not weakly computable.
Proof.
By Theorem 1.6.2, it suffices to show that there is a subset A ⊆ N of c.e. degree such that A is not ω.c.e.
By Hierarchy Theorem of Ershov [6] , there is a ∆ 0 2 -set B ⊆ N which is not ω.c.e. Let A := B ⊕K where K is the halting problem. Then A is obviously not ω.c.e. too. Since A ⊕ ∅ ≡ T A ≡ T K, the real number x A⊕∅ has the c.e. degree 0 . However, by Theorem 1.6.2 x A⊕∅ is not weakly computable.
Main Result
In this section we will show our main result that not every weakly computable real number is of c.e. Turing degree. In fact we show a stronger result that there are real numbers x, y of c.e. binary expansions such that their difference x − y dose not have an ω.c.e. degree. The proof is a sophisticated finite injury priority construction. In this proof, we will use the following kinds of the restriction of a subset of N:
A n := {x ∈ A : x < n};
A n := {x ∈ A : x > n};
A (n; m) := {x ∈ A : n < x < m}; A [n; m) := {x ∈ A : n ≤ x < m}.
The proof of our main theorem applies the following technical lemma which is not difficult to prove. Lemma 2.1 Let A, B, C ⊂ N be finite sets such that x A = x B − x C and n, m and y be any natural numbers. Then the following hold.
2. If B n = C n, then max A ≤ n and n ∈ A ⇐⇒ n ∈ B\C, 3. If n, m ∈ B\C, n < y < m and (B (n; m))\{y} = (C (n; m))\{y}, then n ∈ A ⇐⇒ y ∈ C\B;
5. Suppose that m < y < n, n ∈ A.
Let's now recall some standard notations of recursion theory (see [17, 10] for details). Let (M A e ) e∈N be an effective enumeration of all Turing machines (with oracle A) and (ϕ A e ) e∈N be the corresponding effective enumeration of all A-computable functions from N to N where ϕ A e :⊆ N → N is the function computed by the e-th Turing machine M A e with oracle A. ϕ A e,s is the s-th approximation of ϕ A e defined by The use-function records the length of the initial segment of the oracle which is really used in a computation. It is important to note that, if u A e,s (x) = t, and A t = B t, then the computations of M A e (x) and M B e (x) are completely the same. Obviously, we have always u A e,s (x) ≤ s. This is a very useful estimation because we need only to preserve simply the initial segment A s so that the computation M A e,s (x) will not be destroyed. As the partial computable functionals, M A e (x) is often denoted by uppercase Greek letters Γ, ∆, Λ, etc. and the corresponding lowercase Greek letters γ, δ, λ are their use-functions, respectively. To simplify the notation, instead of pointing out the subscript s, we will often use the expression like Γ W (x) γ(x)[s] to denote the current value of this expression Γ W (x) γ(x) at the stage s. We usually do not distinguish between a subset of N and its characteristic function. That is, we have always that x ∈ A ⇐⇒ A(x) = 1 and x ∈ A ⇐⇒ A(x) = 0. Theorem 2.2 There are c.e. sets B, C ⊆ N such that the set A which satisfies x A = x B − x C does not have an ω.c.e. Turing degree.
Proof. We will construct the computable sequences (A s ), (B s ) and (C s ) of finite subsets of N which satisfy the following conditions:
2. The limits A := lim n→∞ A n , B := lim n→∞ B n and C := lim n→∞ C n exist and
3. (B s ) and (C s ) are the computable enumerations of the c.e. sets B and C, respectively. Hence x A is weakly computable.
The degree deg T (A) is not ω.c.e.
To satisfy the third condition, we will define the finite sets B s+1 and C s+1 at stage s + 1 in such a way that B s ⊆ B s+1 and C s ⊆ C s+1 and define A s+1 by x A s+1 = x B s+1 − x C s+1 . This satisfies automatically the first and second conditions too. For the fourth condition, it suffices to satisfy, for all ω.c.e. set V , partial computable functionals Γ and ∆, the following requirements:
From an effective enumerations of all ω.c.e. sets 1 and all partial computable functionals, these requirements can also be effectively enumerated as (R e ). All requirements are given different priorities according to this enumeration. That is, R i is of the higher priority than R j if and only if i < j.
The strategy for satisfying a single requirement R V,Γ,∆ is as follows:
We choose an x ∈ N and a y > max{x, δγ(x)[s]}. By putting y into B or C it is possible to force x to enter or leave A because of x A = x B − x C . The purpose of x is to witness the requirement R e in the way that
To this end, we consider the following phases.
Phase 1: x, y / ∈ A ∪ B ∪ C. We wait for the stage s such that:
(if this never happens, then x witnesses the requirement R V,Γ,∆ already.) Define B s+1 := B s ∪ {x}, C s+1 := C s and then enter phase 2. It can be shown that
Phase 2: x ∈ A and y / ∈ B ∪ C. We wait for some new stage s > s such that
(if this never happens, then x is also a witness of the requirement R V,Γ,∆ .) In this case, we hope to remove x from A to force the initial segment V γ(x)[s ] to be changed if this condition is satisfied later again. This can be achieved by putting y into C, i.e., define B s +1 := B s , C s +1 := C s ∪ {y}. Then go into phase 3. Phase 3: x / ∈ A and y ∈ C \ B. We wait for some new stage s > s such that
(if this never happens, then x is a witness of R V,Γ,∆ again.) In this case we hope to put x into A again. To achieve this, we put y into B. Namely, we define B s +1 := B s ∪ {y}, C s +1 := C s . Now the supplementary element y is used two times and y ∈ B ∪ C. We choose a new supplementary element y := y + 1 (this new y is not in B ∪ C) and go to phase 2. Notice that, if we go from phase X to phase Y , then A(x), hence also V γ(x) has to be changed. But if we go from phase Y back to phase X later, A δγ(x) is recovered to that of last appearance of phase X. So, the initial segment ∆ A δγ(x) γ(x), hence also the initial segment V γ(x), is recovered. This can happen at most finitely often, because V is an ω.c.e. set. Therefore, after some stages, (2) or (3) will never hold again. Thus the requirement R V,Γ,∆ is finally satisfied by the witness x.
To satisfy all the requirements, we apply the finite injury priority construction. A witness x e and a supplementary element y e (> x e ) are appointed to the requirement R e at any stage. Whenever an action for R e appears, all requirements R i with i > e will be initialized by redefining the witnesses x i and supplementary elements y i of R i such that they are bigger than all elements enumerated into B and C so far and also bigger than the δγ(x e ) to preserve the computations of ∆ A δγ(x) γ(x e ) from the injury by lower priority requirements. Furthermore, we build a "firewall" between the supplementary elements y e of R e and the witness x i of R i for i > e. Namely, we choose a second supplementary element z e such that (∀i > e) (y e < z e < x i , y i ) and put it into B\C.
Here is the formal construction: for all e ∈ N. For some ω.c.e. set V , and partial computable functionals Γ and ∆, the requirement R e (= R V,Γ,Λ ) requires attention if the following condition holds:
If no requirement requires attention, then go directly to the next stage. Otherwise, let R e (= R V,Γ,Λ ) be the requirement of highest priority which requires attention. Then h(i) for the computable function h such that V is h.c.e. Then we have x e < y e < z e , x e ∈ A, z e ∈ B \ C and y e / ∈ B ∪ C. Later, we can switch the membership of x e to A by putting the supplementary element y e into C or into B while preserve the segment (A δγ(x e ))\{x e }. Every such supplementary element y e can be used at most two times, i.e., put it into C at some stage and put it into B later. After that, a new supplementary element has to be defined, i.e., y e := y e + 1. Since the initial segment V γ(x e ) [ 
This corresponds to the third phase.
This can in fact never happen. So we do nothing in this case. In all these cases, any requirement R i of lower priority than R e (i.e., i > e) are initialized by the definition (7) . Any other parameters which not mentioned above remain the same as that of stage s. If the requirements R i (i > e) has received attention before stage s + 1 and was not yet been initialized thereafter, then it is injured at this stage by the requirement R e and the requirement R e receives attention at this stage.
This ends of the construction. Now we show that our construction succeeds by proving the following sublemmas. 
Sublemma 2.2.2
For any e ∈ N, the requirement R e requires and receives attention finitely often.
Proof. We prove the assertion by induction on e ∈ N. Assume by the induction hypothesis that the assertion is true for all i < e. Then there is a minimal s 0 such that all requirements R i (i < e) require no attention any more after stage s 0 . By the minimality of s 0 , all requirements R i are initialized at the stage s 0 and the requirement R e will never be initialized again after stage s 0 .
We call a stage s e-stage if R e receives attention at the stage s. Denote by S e the set of all e-stages after stage s 0 , i.e., S e := {s > s 0 : R e receives attention at stage s}.
Suppose that S e is enumerated increasingly as S e = {s 1 , s 2 , s 3 , . . . }. We will show that S e is finite. To this end, we prove the following four claims. Claim 1. For any s ∈ N, the following hold: Besides, we never put x e , z e into C, so we have x e , z e ∈ (B\C)[s].
Claim 2. Suppose that k < g(x e )[s 1 ]. Then the following hold for any s ≥ s 1 .
Proof of Claim 2. We prove assertions (a) and (b) of the claim by induction on s ≥ s 1 simultaneously.
For s = s 1 , s is the first e-stage after s 0 . Since x e ∈ B[s 1 − 1] by (c) of the Claim 1, the requirement R e receives attention at stage s according to the case 1. Then the assertion (a1) -(a4) follows from the definitions (5) and (6) immediately.
For any s > s 1 , assume by the induction hypothesis that the claims (a) and (b) hold for any t with s 1 ≤ t < s. We consider the following cases: Suppose that z is the number, whose existence is guaranteed by (b2), which satisfies the following condition: 
This implies the assertion (a1) immediately. Obviously, this z satisfies the assertion (a2) too. Then all (a1) -(a5) hold for this s. (II) s 2k+1 < s < s 2k+2 . Now s is not an e-stage and the requirement R e receives no attention at this stage. If on requirement R i receives attention at this stage, then everything remains unchanged. So (a1) -(a5) hold directly by the induction hypothesis for s − 1 ∈ [s 2k+1 ; s 2k+2 ).
Suppose that there is an i > e such that R i receives attention at this stage. From (a) of the Claim 1. and the definitions (5) - (9) By the induction hypothesis on s − 1 ∈ [s 2k+1 ; s 2k+2 ), the assertions (a1) -(a5) hold for s − 1. Because of (a1) (i.e., x e ∈ A[s − 1]) and (a3) (i.e., y e ∈ C[s − 1]), the case 2.1 is applicable at stage s. That is, we put the supplementary element y e [s − 1] into C[s] and do not change anything else. So (b3) -(b5) follow immediately from this action and the induction hypothesis of (a3) -(a5).
Let z be the number which satisfies (a2), i.e., the condition (10) (IV) s 2k+2 < s < s 2k+3 . Similar to the case of (II), we can show that all (b1) -(b5) are satisfied in this situation.
From the above proof, we see that the case 2.2 and case 2.4 are indeed not applicable.
Claim 3.
Let t k := s k − 1 for any k ∈ N and m = δγ(x e )[t 1 ]. Then the following hold for all s ≥ s 1 and k ∈ N. 
Proof of Claim 4. (a) If i = 2k with k > 0. Because R e receives attention at stage t i + 1(= s 2k ) and at stage t i+1 + 1(= s 2k+1 ), we have
by (4) At stage t 2k+3 + 1, R e receives attention. By the condition (4) and (b1) of the Claim 2, we have
This implies further we know that, from the stage s 2k+1 − 1 to stage s 2k+2 − 1, the initial segment V δγ(x e ) changes and then it recovers to that of stage s 2k+1 − 1 at stage s 2k+3 − 1. Because V is a h.c.e. set. There are at most g(x e ) such kind of recoveries. This means that, S e can not be infinite, i.e., after some stage, R e will never requires attention any more. So R e requires and receives attention at most finitely often. Sublemma 2.2.3 The limit A := lim s→∞ A s exists and x A is a weakly computable real number.
Proof. By the construction, if there is only finite many requirements receive attention, then the sets B and C are all finite. There is an s such that B s = B and C s = C. So A = A t for all t ≥ s. The claim is true in this case.
Suppose that there are infinitely many requirements receives attention. For any n ∈ N, there is an x e > n such that x e is put into B\C at some stage s by the action for the requirement R e . By Sublemma 2.2.2, we can assume that R e is never initialized after stage s. Then by the Claim 3. of the Sublemma 2.2.2, we have A x e [t] = A x e [s]. So n will never change its membership to A after stage s again, hence A := lim s→∞ A s exists. The second part of the Sublemma follows from the fact that x As = x Bs − x Cs for all s ∈ N and Sublemma 2.2.1.
Sublemma 2.2.4
For any e ∈ N, the requirement R e is satisfied eventually.
Proof. By Sublemma 2.2.2, R e requires and receives attention at most finitely often. So the condition (4) will never be satisfied again after some stage, hence the requirement R e is eventually satisfied.
This complete the proof of the theorem.
Corollary 2.3
1. There is a weakly computable real number which does not have an ω.c.e. Turing degree.
2. The class of real numbers which have the c.e. degrees is not closed under the addition and subtraction.
