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ABSTRACT
Predicting Flavonoid UGT Regioselectivity
with Graphical Residue Models and Machine Learning
by
Arthur Rhydon Jackson
Machine learning is applied to a challenging and biologically significant protein clas-
sification problem: the prediction of flavonoid UGT acceptor regioselectivity from
primary protein sequence. Novel indices characterizing graphical models of protein
residues are introduced. The indices are compared with existing amino acid indices
and found to cluster residues appropriately. A variety of models employing the indices
are then investigated by examining their performance when analyzed using nearest
neighbor, support vector machine, and Bayesian neural network classifiers. Improve-
ments over nearest neighbor classifications relying on standard alignment similarity
scores are reported.
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1 INTRODUCTION
1.1 Background
Proteins are a class of biomolecules that play a fundamental role in organic pro-
cesses for all lifeforms.1 They perform highly diverse biological functions that include
regulating chemical reactions and contributing to biological structures.2 A protein’s
functionality depends on the molecule’s structure, i.e., its overall shape and local
submolecular features within that shape. Typically a protein’s structure restricts its
functional capacity to a relatively narrow class of actions. For example, enzymes,
which are proteins that catalyze reactions, will likely only catalyze a reaction with
related substrates, or even a single substrate. As a general rule, one can think of
protein structure as having a one-to-one relationship with a very specific biological
function.3
Intuitively, a globular protein resembles a long, wadded-up string—or, more prop-
erly a series of small bits of string glued end-to-end. The bits of string, which are
called amino acid residues, link by forming peptide bonds. Since this linking pro-
cess leaves an amino acid largely unchanged, the terms residue and amino acid are
sometimes used interchangeably. Proteins consist of 20 types of residues, as if each
bit of string was colored one of 20 different colors. The distribution of known pro-
tein lengths is mostly concentrated in a range from roughly 50 to 650 residues long;
1Sometimes distinct proteins will aggregate in a characteristic manner and perform a biological
function together, but this super-molecular complication can be ignored in the present discussion.
2[Purves et al., 2003]
3[Purves et al., 2003]
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however extreme cases on the order of 10 and 30,000 are also known.4
Given a suitable environment, a protein largely shapes itself. A particular protein’s
shape depends primarily on its sequence of residues. This sequence can make the
string curly in some place and smooth in others. Beyond these local shapes, the
sequence dictates precisely how it wads itself up, i.e. exactly where the chain folds
and pulls together to make the functional protein.
There is a standard nomenclature for the elements of this hierarchy of protein
structure. The residue sequence is called the primary structure. The pattern of local
shapes (i.e. curly, smooth, or not quite either one) is called secondary structure. The
most common secondary structural types are more formally known as alpha helices,
beta strands, and loop regions. Rather than a wad, one speaks of a conformation.
The conformation’s overall three-dimensional shape is called its tertiary structure.
Some idea of the scale of protein variation is indicated by the following numbers.
The number of distinct proteins in an organism is quite large, with estimates for a
single species like homo sapiens reaching to perhaps 30,000.5 To date, the sequences
of roughly 510,000 proteins have been identified across 11,951 species.6 A protein’s
sequence is much easier to identify than its shape. The shapes of roughly 38,000
proteins have been determined.7 One classification of known conformations, SCOP,
yields 1,195 different types, called folds.8 Within a fold, there can be a hierarchy
4[Swiss Institute of Bioinformatics, 2009]
5[Stein, 2004, Prasad et al., 2009]
6Some of these identifications have been made by isolating proteins while others are inferred from
gene sequences or gene transcription products. See [Swiss Institute of Bioinformatics, 2009].
7[Research Collaboratory for Structural Bioinformatics, 2009]
8See [Murzin et al., 2009], introduced in [Murzin et al., 1995] and described most recently in
14
of finer functional characterizations.9 An estimate of the total number of useful
protein function categories is available in a standard ontology for gene products. The
Gene Ontology project includes a hierarchy of molecular functions containing 9,446
entries.10
Protein investigations often focus on sequence comparisons. Although protein
structure is largely determined by residue sequence, one cannot generally predict
shape directly from sequence.11 Moreover, experimentally determining a protein’s
shape is difficult.12 As a result, structural estimates are routinely based on sequence
similarity. In addition to conformational and therefore functional similarities, se-
quence similarities may also indicate homologies, i.e. evolutionary relationships. Thus
the comparison of residue sequences among proteins is a highly developed endeavor.
A straightforward approach to sequence comparison is to align two sequences
by pairwise matching of residues. Using scores that quantify degrees of sequence
alignment, a protein can be grouped with other proteins with which it aligns well.
This approach is very useful for broad structural and functional categories.13
[Andreeva et al., 2008].
9At the top of the SCOP hierarchy are folds, superfamilies, and families. Protein domains within
a common fold have identical secondary structural topologies. Domains are placed in the same
superfamily if structural or functional evidence indicates a probable common evolutionary origin.
Families contain protein domains that have very similar sequences or slightly less similar sequences
but very similar functions and structures. See [Murzin et al., 1995].
10See [The Gene Ontology Consortium, 2009], described in [Ashburner et al., 2000].
11[Chan and Dill, 1993, Branden and Tooze, 1999, Kmiecik and Kolinski, 2007]
12[Branden and Tooze, 1999, Kmiecik and Kolinski, 2007]
13[Durbin et al., 1999]
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Sequence comparison, however, is less useful for classifying sequences by finer
functional categories. Additionally, some seemingly broad functional categories do
not neatly correspond to sequence distinctions. For example, G-Protein coupled re-
ceptors (GPCRs) comprise a large hierarchy of proteins with highly diverse sequences
distributed across many subfamilies. All GPCRs have functional similarities, but a
four-level hierarchy distinguishes among them in several ways. At the lower levels,
simple sequence comparison is a poor predictor of GPCR classification.14
1.2 Problem Statement
This work is concerned with a sequence-based classification of a set of closely
related proteins, according to relatively finely scaled functional differences among
them.15 The proteins studied in this work are a subclass of uridine diphosphate
glycosyltransferases (UGTs) known as flavonoid UGTS.16 Flavonoid UGTs are used
by plants to help synthesize flavonoids, a class of compounds that are critical to a
14[Karchin et al., 2002]
15The language here suggesting proximity among the proteins studied is not meant to imply that
these differences are insignificant, but rather to contrast this classification task with previous work.
For example, many machine learning protein classifications have relied on broader classes like the
SCOP fold, superfamily, or family level, whereas the two UGTs with known structures studied in
this work have been placed in the same SCOP family. This contrast is discussed more fully in the
concluding section of this study.
16UGTs are extremely common among all organisms. General surveys of GTs include [Rini and
Sharon, 2000, Davies, 2001], while [Vogt and Jones, 2000] and more recently [Osmani et al., 2009]
focus on plant UGTs.
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wide range of biological phenomena including the color of petunias, the ripening of
fruit, the bitterness of grapefruit, the anti-oxidant properties of chocolate, and the
cholesterol reducing agents in red wine.17
The specific contribution to the synthesis process by the enzymes studied here is
called glycosylation. Glycosylation is the addition of a sugar group to an emerging
biomolecular structure by transferring the sugar group from a donor molecule to
the acceptor molecule. The acceptor is sometimes referred to as the aglycone if it
has no sugar attached. Upon receiving the sugar, the acceptor becomes a glycoside.
Glycosylation requires enzymes called glycosyltransferases (GTs) as catalysts. UGTs
facilitate glycosylation from a donor called uridine diphosphate glucose.
Interest in flavonoid glycosylation arises for two reasons. Flavonoids offer many
commercial and medical benefits. Examples of medicinal benefits under continuing in-
vestigation include reducing the incidence of cancer and heart disease, as well as anti-
inflammatory activity.18 Some researchers link these benefits to flavonoid influence on
signaling pathways affecting cellular function.19 Flavonoids appear to mediate many
plant defensive responses against environmental hazards.20 Additionally, flavonoids
are critical to inter-organism signaling between plants and other organisms. For ex-
ample, nitrogen fixation in legumes depends on flavonoid signaling between roots
and symbiotic bacteria.21 Potential agricultural uses include expanding crop habi-
17See [Tsuda et al., 2004, Griesser et al., 2008, Frydman et al., 2004, Aviram and Fuhrman, 2002,
Arts et al., 1999], respectively.
18[He et al., 2008, Ververidis et al., 2007b]
19[Williams et al., 2004]
20[Gachon et al., 2005]
21[Broughton et al., 2003, Shaw et al., 2006]
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tat through bio-engineered nitrogen fixation.22 Interest in flavonoid glycosylation
also arises from an interest in glycosylation itself. Because glycosylation increases a
molecule’s availability and stability, it is extremely common in organisms and GTs
are among the most numerous enzymes.23 They are highly studied for pharmaceutical
and other purposes.24
This study is concerned with regioselectivity, an important specialization exhibited
by many flavonoid UGTs. During glycosylation, an acceptor may present multiple
binding sites to the incoming sugar. Molecules that exhibit regioselectivity, however,
exhibit significant catalytic activity only at a specific binding site on the acceptor. A
mechanism for inferring flavonoid UGT regioselectivity directly from sequence might
help direct biochemical analysis of glycosylation in flavonoid synthesis and facilitate
the broader use of glycosylation in bioengineering. To date, the structures of rela-
tively few functionally characterized GTs have been determined and even fewer for
flavonoid UGTs.25 The work of structural determination has been slowed by technical
obstacles encountered in experimentally determining the three dimensional structure
of UGTs via techniques such as crystallography. These obstacles include challenges
in generating sufficiently large quantities of UGTs and in purifying and crystallizing
them.26 A detailed understanding of conformational dependency of regioselectivity
in UGT enzymatic action has been hampered by these difficulties.27
22[Britto and Kronzucker, 2004]
23[Vogt and Jones, 2000, Rini and Sharon, 2000, Davies, 2001]
24[Dall’Olio, 1996, Elliott et al., 2003, Sol et al., 2007, Lim, 2005, Bowles et al., 2006]
25[Offen et al., 2006, Osmani et al., 2009]
26[Breton et al., 2006, Owens and McIntosh, 2009]
27[Offen et al., 2006, Osmani et al., 2009]
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Sequence similarity can suggest functional classification at the GT and UGT and
even secondary plant product UGT levels. However, biochemical characterization is
required to validate these putative identifications. In addition, there are meaningful
functional distinctions among flavonoid UGTs that resist identification by sequence
comparison. In particular, the dependence of regioselectivity on sequence remains
obscure.28 For example, [He et al., 2006] notes that sequence similarity varies from
roughly 20% to 70% among 11 flavonoid UGTs in one plant, despite the fact that these
UGTs exhibit uniform regioselectivity with respect to a certain acceptor. Addition-
ally, structural determinations to date indicate that flavonoid UGT conformations,
while often highly divergent in sequence, are very similar at the tertiary structure
level, with functional differences stemming from small-scale variations at analogous
submolecular regions.29 As one investigator summarizes “The relationship between
primary amino acid sequence, substrate specificity and product regioselectivity of
plant UGTs is complex and remains to be determined.”30
In many cases, statistical and probabilistic techniques often collectively termed
machine learning have succeeded in protein classification tasks where direct sequence
comparison has failed. Many techniques in machine learning can be related to the
problem of estimating a function from data through statistical inference.31 Given
ordered pairs of independent and dependent values, perhaps with noise, this task is
to apply probability theory to estimate the unknown function’s value at a previously
28[He et al., 2006]
29[Offen et al., 2006, Shao et al., 2005, Li et al., 2007, Osmani et al., 2009]
30[Li et al., 2007]
31[Vapnik, 1998, Hastie et al., 2003, Bishop, 2007]
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unseen value of the independent variable. The algorithms are said to learn if they
adapt to the given training data so that future inductions from previously unseen
data may improve. These techniques generally require the objects being classified to
be mapped to an appropriate input domain for algorithms being considered. This is
often called the feature space. Moreover, some means must be found to judge the
algorithm’s performance on unseen data. That is, having managed to fit the specific
known data, some idea of the algorithm’s ability to generalize to other data must be
available.
A large variety of machine learning approaches have been applied to protein clas-
sification.32 For example, Hidden Markov Models (HMMs) can be constructed from
a given class of sequences. Among the many uses to which HMMs have been applied
are classifications based on the location or presence of small scale structural motifs33
Text document classification techniques relying on n-gram distribution analysis with
decision trees and na¨ıve Bayes classifiers have achieved accurate classification results
for subfamily identification within GPCRs.34 Support vector machines (SVMs) with
text kernels have also been used for sequence classification.35 Additionally, HMMs
and SVMs have been combined with success on GPCR subfamily classification.36
Other approaches map sequences to a numerical domain. A residue index that
maps each amino acid to a quantity is one way to obtain a numerical representation
for a protein. This yields a numerical series from a residue series that can be treated
32[Baldi and Brunak, 2001, Durbin et al., 1999]
33[Baldi and Brunak, 2001, Tusndy and Simon, 1998]
34[Cheng et al., 2004]
35[Leslie et al., 2003, Saigo et al., 2004]
36[Karchin et al., 2002]
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using time series analysis techniques such as Fourier and wavelet transforms.37 There
are a large variety of such indices. Some are derived from statistical distributions
among types of proteins or among protein features. The majority are derived from
physical or chemical properties of the amino acids.38 Numerical sequence mapping
also supports machine learning techniques like artificial neural networks (ANNs) and
SVMs. SVMs have been used with numerical mappings on GPCR subfamily and on
subcellular localization classifications.39 ANNs have been used for predicting large-
scale structure, subcellular localization, and enzymatic active site location, among
many other tasks.40
In other cases these techniques have used higher levels of protein structure for
protein classification tasks. For example, the spatial relations among secondary struc-
tural elements have been modeled by mathematical graphs and the resulting graphs
have yielded numerical representations of the proteins suitable for machine learning
techniques.41
1.3 Methods
The data explored in this work consists of 23 UGTs. The enzymatic behaviors
of most have been biochemically verified, as opposed to their having been imputed
on the basis of sequence similarity alone. The set contains 22 UGTs shown to act
on flavonoid substrates. It also includes one shown to act on a limonoid triterpenoid
37[de Trad et al., 2000, 2002]
38[Huang et al., 2007, Kawashima et al., 2008]
39[Bakir and Sezerman, 2006, Bhasin and Raghava, 2004]
40[Baldi and Brunak, 2001]
41[Vishveshwara et al., 2002, Knisley et al., 2009b]
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substrate. Limonoids are another secondary plant product glycosylated by UGTs.
They are larger than flavonoids and differ biochemically, being less polar for example.
The implications of including the limonoid UGT will be discussed below. The set
contains a majority of the experimentally verified flavonoid UGTs available. The
sequences vary widely, with pairwise sequence identity ranging from 21% to 69%.
The work described here used machine learning techniques to predict flavonoid
UGT regioselectivity from sequence. Sequence-based predictions are a natural choice
because very few structures are known and what is known about them indicates very
highly conserved secondary and tertiary structure across the flavonoid UGTs.42 Pre-
vious work has focused on specificity for flavonoid substrates and flavonoid subclass,
as opposed to other secondary plant products like limonoids.43 This work focuses on
classifications within flavonoid UGTs. Two ways to classify flavonoid UGTs are by
substrate specificity for flavonoid subtypes and by regioselectivity. Some flavonoid
UGTs glycosylate more than one acceptor subtype. Additionally, [Vogt and Jones,
2000, Osmani et al., 2009] suggest that when a single UGT catalyzes multiple flavonoid
subtypes, a consistent regioselectivity often holds across the substrates. Nonetheless,
many flavonoid UGTs do exhibit specificity for a single flavonoid subtype.44 Re-
gioselectivity was chosen for this work in the hope that it might offer slightly more
rigid class boundaries than specificity for substrate variations among flavonoids. That
appears to be the case for the data explored in this work.
The two classes of regioselectivity explored were preferences for what are known
42[Osmani et al., 2009]
43[Knisley et al., 2009b]
44[Owens and McIntosh, 2009]
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as the 3-O and 7-O binding positions.45 These classes were selected because they had
higher frequencies than other types in the data set, tallying to 10 and 6 respectively.
Additionally, the classification efforts were restricted to binary classification. In other
words, a classification algorithm would be applied twice, once using the two classes
3-O and not-3-O and then using the classes 7-O and not-7-O. Because there are more
than two regioselectivities, multi-class training is a conceivable goal. However, binary
classifications were deemed more suitable for the small population investigated here
because they allowed for significantly larger class populations. Sequence variation is
large among the classes. For example, variations among the UGTs regioselective for
the 3-O binding site and those that have not exhibited a preference for that site are
comparable at 22%-51% and 27%-70% respectively.
The work progressed through a series of techniques. At the outset of this work,
a decision was made to explore models derived from novel amino acid indexes ob-
tained from graphical models of individual residue structures.46 Three considerations
suggest connections between graphical models and the notion of a numerical index
for each residue. First, graphical models of molecular structure are well established
in the study of quantitative structure-activity relationships (QSAR). The literature
on chemical graph theory in this area has been accumulating for decades. There
may be opportunities for synergies with the approach under discussion. Moreover,
because side-chains are projections, many residues are distinguished by features that
45The significance of these class labels will be described below.
46The idea of approaching protein classification using graphical models of residues was suggested
by Dr. Debra Knisley in a personal communication. Graphical models of residues have also been
explored in [Knisley et al., 2009a].
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are well-suited to description via rooted graphs. Lastly, recent work has indicated
that techniques from graph theory not widely applied to QSAR in the past can be
surprisingly adept at capturing significant structural qualities. For example, tree
models of natural RNA secondary structure are naturally characterized by certain
descriptors stemming from domination theory.47
Thus, residue indices were obtained by first modeling each of the twenty possible
residues as a graph. After labeling the graph elements with relevant physical quanti-
ties, numerical indices for each residue were derived from the graphical models. These
raw index values were then refined by principal component analysis (PCA). The re-
sulting PCA-refined indices provide a map from each residue to Rn, where n is the
number of indices used. This preliminary residue map was transformed to a residue
sequence map by individually mapping a sequence’s residues to obtain a sequence in
Rn, then reducing this sequence set to a single sequence by concatenating the seven
elements for each residue in an ordered fashion. This approach yields a numerical
signature from any residue sequence.
One notable difficulty to be addressed in the course of applying machine learning
techniques to these UGT signatures is that the 23 UGTs constitute a very small data
set. The statistical nature of many machine learning techniques is best suited to
47[Devillers and Balaban, 2000] is a book length survey of the use of graphical characteristics in
chemical applications. For protein applications see [Patra and Vishveshwara, 2000, Vishveshwara
et al., 2002]. [Ralaivola et al., 2005] combines chemical graph models with graph kernels to train
SVMs to classify established compound libraries according to toxicity and similar qualities. The
RNA work appears in [Haynes et al., 2006]
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situations where the law of large numbers can be effective. Because these sequences
vary in length between 446 and 511 residues, the training set of 23 proteins is especially
small relative to feature vector dimensions on the order of sequence length.
ANN machine learning techniques were initially selected. Recognizing patterns
among the UGT signatures is somewhat analogous to a celebrated success in ANN
classification: the recognition of handwritten digits. The technique for ANN training
used relies on a hierarchical method of Bayesian inference. It was felt that this
Bayesian neural network (BNN) technique was naturally suited to the combination of
an unusually small data set and large feature space dimensions. The work relied on
an established implementation for BNNs using a hybrid Markov Chain Monte Carlo
technique for calculating posterior distributions.48
Like many machine learning techniques, ANNs require uniform length feature
vectors for the objects being classified. In other words, any single input to a given
ANN must contain the same number of elements. But the UGT sequence lengths are
not uniform. It was hoped that this uniform feature length issue could be avoided by
padding the signatures to a uniform length with zeroes. However, after training efforts
under this approach were unsuccessful, a different approach was taken. Because it
was thought the large feature vector dimension and the padding might have been part
of the problem, a second scheme was conceived with naturally uniform length feature
vectors from a space with a much smaller dimension.
These smaller feature vectors were derived from seven key regions of UGT struc-
ture that evidence suggests may influence regioselectivity.49 These key regions are
48[Neal, 1996]
49These key regions and the evidence indicating their influence on regioselectivity will be described
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defined by the location of certain conserved secondary structural elements. Although
experimentally determined secondary structure findings were unavailable for most of
the set, it was thought that established secondary structure prediction algorithms
might provide an acceptable substitute. All seven regions occur in each UGT. Each
region corresponds to a contiguous subsequence of residues whose length, however,
varies by UGT. An analogy might help illustrate this variation. Imagine facial recog-
nition proceeding by looking only at the eyes and mouth. Every face being input to
the recognition system will have these two features, but their locations and the areas
they occupy vary from face to face.
To arrive at UGT signatures of uniform length, two strategies were used. The first
constructed signatures directly by concatenating a series of fixed length subsequences
covering each key region. In other words, for each key region, a subsequence wholly
containing the key region was identified in each UGT in such a way that the lengths
of these subsequences for a given region were uniform across all the UGTs. In terms
of the facial analogy, the area containing the eyes is the same from face to face, and
likewise for the area containing the mouth. Clearly, the fixed size eye area must be
large enough to hold the biggest eyes among the faces being compared. By analogy,
the fixed length of the covering subsequence for any of the seven regions is long enough
to contain the longest residue subsequence constituting that region among the UGTs.
A simple way to do this would be to extend the shortest subsequence for a region to
the left or right until it reached the length of the longest subsequence for each region.
However, this would introduce an artificial variation of the location of the region
more fully below.
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within the covering subsequence, as if the eyes were sometimes found in the upper
left of their area and at others filled the whole area. A more natural approach might
try to have the irises always appear in the center of the eye areas. In other words,
rather than putting the eyes at the start of an expanded area, it would expand an
area centered on the eyes. A similar effort to regularize the location of key region in
covering subsequences was made by first performing a gapless, local alignment around
a region. The aligned sequences were then cropped to obtain a uniform length while
also ensuring that no part of any key region was lost in the cropping. The seven
covering subsequences were then concatenated, yielding a sequence of residues that
could be mapped to a numerical signature via the PCA indices. While training efforts
were more successful with this approach, the approach fails to support an incremental
approach to classification, in that the alignment task that constructs the covering
subsequences must be repeated in its entirety to extend the approach to new data.
The second approach avoids the difficulties of sequence alignment by mapping
the key regions directly and concatenating the result, yielding UGT signatures of
varying length. Applying functions arising from work on time series classification
yielded dissimilarity measures, or distances, among the resulting signatures. Various
distance measures were ranked by their performance in k-nearest neighbor (kNN)
classifiers and the best performing one was selected. A feature vector was obtained
for each UGT by taking as components each of the 22 distances from it to the other
UGTs. This can be easily extended to new data by treating the original 23 UGTs as
a fixed reference set for deriving feature vectors on new data. Because this feature
space is grounded in a similarity measure, it was thought that SVMs might be a more
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natural classification technique for this approach than the Bayesian neural networks.
A popular generic kernel choice, the radial basis function, was used in the SVMs.
Existing implementations were used for SVM and kNN calculations.
Generalization performance for both algorithms was estimated by holding out
a subset of the training data during a training effort and assessing the resulting
classifier’s performance on the data held out. This can be done repeatedly for different
hold out sets. In this work, each algorithm was trained on four different subsets of
the training data arrived at by holding out six of the UGTs. Additionally, a second
set of hold out sets of size one were also made on the SVM approach. The slower
training process required for the BNNs made a leave-one-out set less practical for
that approach.
As an additional check of these techniques’ performance, simple distance measures
derived from sequence alignment scores were used in kNN and SVM classifiers and
compared to the other results. Alignment distances were calculated both for the full
UGT sequences and the uniform length concatenated covering subsequences.
1.4 Survey of Results
The results separate into those pertaining to the residue indices stemming from the
graphical models and those pertaining to the classification efforts by nearest neighbor,
SVM, and BNN.
The residue indices exhibit some strong covariance. However, when the indices are
recast using principal component analysis (PCA) they cluster residues appropriately.
The recast indices are also widely dispersed on a minimum spanning tree of other
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amino acid indices. That is, they represent the space of existing amino acid indices
well.
The classification results separate into several levels. First, there are those per-
taining to 3-O regioselectivity and those pertaining to 7-O regioselectivity. Further,
for each classification by regioselectivity, there are results for kNN, SVM, and BNN
classifiers. Finally, there are kNN and SVM results for alignment and time-series
distance measures.
While traditional sequence alignment does a good job of clustering UGTs by
regioselectivity at the 3-O position, it is not perfect. kNN classification by using
alignment distance incorrectly classifies 4 to 6 sequences, depending on the type of
alignment and size of the neighborhood used. Improvements were found with the other
approaches. The time-series distance SVMs and the BNNs produced 3 classification
errors. SVMs using alignment distances produced 5-6 errors. In kNN methods using
a time-series distance function but restricted to selected indices and loop regions, only
one UGT was misclassified.
By contrast, traditional sequence alignment does not cluster UGTs by regioselec-
tivity at the 7-O position well. SVMs using time-series distance measures did not
yield better results. BNNs trained while holding six UGTs out did not perform well
at this task either. The kNN method using selected indices and loop regions did have
some success, with the highest accuracy yielding classification errors on 3 cases: a
50% false negative rate. However, a BNN training effort using no hold outs attained
essentially zero training error on the 7-O problem.
29
1.5 Outline of Remainder
The balance of this report is divided into sections on background material, meth-
ods, results, and a conclusion.
The background section introduces this work’s biological and mathematical con-
text. Its biology subsection discusses proteins, flavonoid UGTs, and traditional se-
quence classification. Its mathematical subsection presents the theoretical bases for
the analysis, including statistical learning, BNNs and SVMs, and the Markov chain
Monte Carlo (MCMC) method, including the basis for this work’s application of
MCMC to the training of the BNNs in this work.
The third, methods section describes the specific parameters, functions, and tech-
niques used in this study, along with the software and hardware used. The graphical
models of amino acid residues are introduced and the resulting indices are described.
After the indices have been described, the training data are introduced and the iden-
tification of key regions on the UGTs is discussed. This is followed by a description
of the uniform and variable length feature vectors based on the key regions. Next,
the BNN, SVM, and kNN classification efforts are described. The description of the
BNN classification efforts introduces several details regarding the particular software
implementation of BNNs used. The section on methods concludes with a description
of the hardware and additional software used.
The results section presents the work’s findings in more detail, relating specific
techniques and their configuration to their performance. The concluding discussion
section describes related work, evaluates this study’s findings and limitations, and
indicates opportunities for future work.
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This conclusion is followed by a bibliography and a series of appendices. The
first appendix provides further context on some mathematical topics discussed in the
background section: probability theory, random variables, and stochastic processes.
The remaining appendices offer various tables and figures placed there in order to
avoid interrupting the main text.
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2 BACKGROUND
2.1 Biology Background
2.1.1 Proteins
Proteins, also known as polypeptides, are chains of smaller molecules known as
amino acids.50 Every amino acid is structured as a central carbon atom from which
radiate four submolecular structures: an amino group, a carboxyl group, a hydrogen
atom, and a side-chain. Unlike the first three structures, which remain constant
from amino acid to amino acid, side-chains differ in size and shape. For typical
proteins, including UGTs, there are twenty distinct amino acids that can appear as
side chains.51
Proteins are formed by the linking of amino acids in sequence. Two amino acids
link by covalent peptide bonds formed between the one’s amino group and the other’s
carboxyl group. The resulting sequence, which features an amino group at one end
and a carboxyl group at the other, provides a natural basis for orienting proteins.
These two ends are often labeled the N and C ends respectively. A side-chain projects
from every link, or residue, in this peptide backbone. Between projecting side-chains,
50The treatment of protein structure here relies on [Branden and Tooze, 1999]
51The standard amino acids are encoded in a regular fashion by three letter codons in DNA and
are found in all organisms. There are rare cases of organisms exhibiting a cellular override of DNA
translation whereby codons normally encoding a stop signal are treated semantically instead of
syntactically. These cases have been found to yield two additional amino acids capable of appearing
in proteins. See [Zhang and Gladyshev, 2007]. These cases are irrelevant to the UGTs investigated
here.
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the atoms included in the peptide bond tend to form peptide planes of fairly uniform
length. A protein’s most basic structure, its primary structure, is the sequence of
amino acids in the polypeptide chain, a string drawn from an alphabet of twenty
characters.
Every protein exhibits at least two additional levels of structure. Interatomic
forces among neighboring residues can cause a protein to vary in shape along its
length. The peptide planes can rotate relative to each of the two axes joining the
intervening carbon atoms to the side-chains. Thus, the protein may become curly in
some places and smooth in others. This locally varying shape is called the protein’s
secondary structure. If peptide bonds are modeled as regular planes, the secondary
structure can be fully specified by listing the pair of angles taken by the peptide planes
flanking each side-chain. The two most prominent local shapes are the alpha helix, a
sharply coiled spiral form, and the beta strand, a smooth linear pattern. Sequences
of residues not classified as either alpha helices or beta strands or other recognized
regular repeating structural patterns are often labeled loop regions.
The third level of structure arises from interatomic forces among a protein’s more
distant side-chains, which cause a protein to fold upon itself. The resulting structure
can be very complex. Called the conformation or tertiary structure, it determines a
protein’s overall shape and function. A prominent motif occurs when several beta
strands become arranged beside each other in a regularly pleated pattern known as
a beta sheet. Many additional assemblies of alpha helices and beta strands appear
frequently and have become well known motifs. Although there are cases where a
protein’s conformation partially depends on external influences during its construc-
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tion, such as the presence of another protein, conformation is generally determined
only by the primary structure. Additionally, sometimes polypeptides combine with
one another to form complexes exhibiting what is known as quaternary structure.
Hydrogen bonding can contribute significantly to protein structure. Hydrogen
bonds are a class of non-covalent forces that form between an electronegative atom
and a hydrogen atom already bound to a second electronegative atom. The molec-
ular structure containing the first electronegative atom is called the hydrogen bond
acceptor. The structure containing the hydrogen atom is called the hydrogen bond
donor. The bond results from electrostatic attraction between a center of positive
charge on the hydrogen atom and a center of negative charge on the acceptor’s elec-
tronegative atom. Hydrogen bonds often contribute to intermolecular forces such as
cohesion in water. In a single protein, they can contribute to overall conformation by
binding distant regions of the backbone and affect local geometry through secondary
structures such as alpha helices.
2.1.2 Flavonoid UGTs
Flavonoids are a large class of plant metabolites : products of processes for chemical
synthesis that are characteristic of living organisms. Some metabolites, like proteins,
are further classified as primary metabolites: ubiquitous products required in devel-
opment. Others, like flavonoids, are classified as secondary metabolites. Over 200,000
secondary plant metabolites exist. Often specific to individual species or higher tax-
onomic levels, secondary plant metabolites perform vital functions in plant biology
and are frequently involved in responses to environmental challenges such as herbivore
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deterrence and pollinator recruitment. Their chemical diversity is one manifestation
of the biological diversity emerging from the adaptive radiation of plants.52 There
are thousands of different flavonoids and many contribute to the appearance, flavor,
aroma, and nutritional value of plants. There is an increasing research effort focused
on flavonoids for medical and agricultural reasons.53
Flavonoids are characterized by the structure of two phenyl groups joined by
three carbons. The three bridging carbons are usually cyclized with oxygen. Various
possibilities for saturating and oxidizing the bridge’s carbons yield a wide array of
subclasses and often contain a sugar moiety attached to a bridge carbon. Synthesis of
these flavonoids requires enzymatic catalysis to transform an aglycone into a glycoside
by adding a sugar. The enzymes involved, known as glycosyltransferases (GTs),
may be restricted to act upon a specific sugar, aglycone, accepting position, or some
combination thereof.54
Figure 1 illustrates a common flavonoid carbon skeleton structure. Three rings
labeled A, B, and C are arranged in a fixed pattern. One vertex in the central ring
labeled C is occupied by an oxygen atom rather than carbon. Each vertex is given a
label, running from 1 through 8 for the adjacent rings A and C, while ranging from
1’ through 6’ on the offset ring B. Flavonoids are characterized by the appearance of
52For a recent survey of plant secondary metabolism see [Hartmann, 2007].
53A flavonoid often encountered in daily life is naringin, a primary contributor to the bitter flavor
of grapefruit. A familiar secondary plant product which is not a flavonoid is caffeine. On the
significance of flavonoids see [Sibhatu, 2003, Jaakola, 2003, Kaufman et al., 1998, Harborne, 1993].
54On flavonoid structure and glycosides see [Sibhatu, 2003, Jaakola, 2003, Lorenc-Kukula et al.,
2004, Ververidis et al., 2007a].
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Figure 1: Common Flavonoid Carbon Skeleton Structure
various functional groups on these vertices. For example, the flavonoid kaempferol
has hydroxyl groups at vertices 3, 5, 7, and 4’; hydrogen atoms at vertices 3’ and 5’;
and a double bonded oxygen atom at vertex 4.
Flavonoid glycosylation typically occurs at ring positions on the agylcone bearing
hydroxyl groups. More flavonoid subclasses bear a hydroxyl group at the 7 position
than at the 3 position.55 Thus it is reasonable to expect that 7-O flavonoid UGTs
may be more difficult to classify than 3-O UGTs because there is a greater substrate
variety for those UGTs to cover. A similar argument suggests that, among flavonoid
UGTs that are promiscuous with acceptor subtype, 7-O UGTs might range over more
subtypes than 3-O UGTs.56
55[Ververidis et al., 2007a] diagrams the basic skeletons for each flavonoid subtype.
56These two expectations were suggested by Dr. Cecilia McIntosh in a personal communication.
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Because affixing a sugar can benefit the acceptor’s availability and motility, glyco-
sylation is extremely common in organisms. Glycosylation typically relies on specially
packaged, or activated, sugars. Also known as nucleotide sugars, these are built by
joining a monosaccharide and a nucleotide with one or more phosphoryl groups. The
sugars are said to be activated because the bonding in the package thermodynamically
favors a transfer reaction.57
GTs are among the most numerous and studied enzymes. The sugars employed
in glycosylation are generally cyclical monosaccharides, such as glucose, which ap-
pear in two stereoisomers. Glycosylation can also alter the sugars themselves. Some
GTs invert the sugar from one isomer to the other, while others retain the sugar’s
stereochemistry.
Knowledge of the structure and action of GTs ranges from well-understood reac-
tion mechanisms combined with experimentally determined tertiary structures to the
putative identification of enzymes solely on the basis of nucleotide sequence analysis.
Including the latter, there are over 7,000 GTs. These have been classified into dozens
of families defined by sequence similarity. In turn, these families are divided by se-
quence similarity into two super-families: GT-A and GT-B. GTs are also classified
as EC 2.4.x.x according to a broader functional classification scheme.58
A class of GTs prominent in flavonoid synthesis transfers nucleotide sugars formed
57On sugar structure and activation see [Nelson and Cox, 2004]. On modes of glycosylation see
[Hu et al., 2003, Davies, 2001, Davies et al., 2001, Charnock et al., 2001].
58On the number of GTs cited see [Hu et al., 2003]. On GT-families see [Cambell et al., 1997,
Coutinho and Henrissat, 1999, Coutinho et al., 2003]. On the other classification, see [Bairoch,
2000].
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from uridine, two phosphates, and a sugar. GTs that accept sugars from these
donors are called uridine diphosphate glycosyltransferases (UGTs). A highly con-
served residue sequence known as the plant secondary product glucosyltransferase
signature (PSPG) box has been observed at the carboxyl end of these proteins and
is involved in binding the nucleotide in the activated sugar.59
To date, there have been very few published structural determinations for UGTs
involved in flavonoid glycosylation. Those known to the author are VvGt1, UGT71G1,
and UGT85H2.60 Additionally, although genome investigations have identified many
putative flavonoid UGTs on the basis of sequence analysis, relatively few have been
confirmed by biochemical experiments in planta or in vivo.61 The sequences for
around two dozen putative enzymes have been verified through biochemical work.
Many of these sequences have been classified into the GT-1 group. Another family
GT-28 is sequentially close to GT-1 and both fall into the GT-B super-family.62 Two
GTs that have yielded structural determinations are GtfB from GT-1 and murG from
GT-28, which derive from the bacteria Amycolatopsis orientalis and Escherichia coli,
respectively. As members of GT-1, most biochemically verified flavonoid UGTs are
likely to exhibit similar structures, but this will need to be experimentally verified as
more crystal structures are determined.63
59On the PSPG box see [Vogt and Jones, 2000]. On GTs and UGTs see [Ross et al., 2001, Hu
et al., 2003, Lorenc-Kukula et al., 2004, Rosen et al., 2004, Vogt and Jones, 2000, Unligil and Rini,
2000].
60[Offen et al., 2006, Shao et al., 2005, Li et al., 2007]
61[Gachon et al., 2005]
62[Ross et al., 2001, Hu et al., 2003, Unligil and Rini, 2000]
63[Hu et al., 2003]
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Combining the insights from these structural determinations allows the following
description of UGT structure. UGTs are comprised of two domains known as Ross-
man folds joined as a deep cleft by an intermediate loop region.64 In a Rossman fold,
an alternating series of alpha helices and beta strands is arranged in two roughly par-
allel planes, one of beta strands and one of alpha helices. Figures 2-5 display aspects
of the primary, secondary and tertiary structure of VvGt1. The protein’s sequence is
provided in Figure 2 using a one letter code for amino acids. A key to the code fol-
lows the sequence. Figure 3 offers a topology diagram depicting elements of secondary
structure. These elements are displayed according to their order in primary sequence
and spatial proximity. Alpha helices appear as red cylinders, beta strands as pink
arrows, and loop regions as thin blue lines. Moving along the polypeptide, helices
generally alternate with strands. Each secondary structure is labeled with the range
of residues it comprises. The topology diagram suggests the Rossman fold structure
and the two domains. The primary and secondary structures are shown side by side
in Figure 4. Alpha helices appear as wavy brown lines, while beta strands are shown
as yellow arrows. The figure provides two versions of the secondary structure. The
top one, marked DSSP, is the structure as determined by a standard algorithm for
secondary structure determination. The lower version is a remediation of the former
by the authors of the 3-D structural determination.65 Two views of tertiary structure
are provided in Figure 5. Alpha helices appear as spiraled ribbons. Beta strands ap-
pear as flat ribbons. Loop lengths appear as thin cylindrical cords. In the top image,
the viewer looks along a cleft opening to the right between the two domains. The
64[Offen et al., 2006, Shao et al., 2005, Li et al., 2007]
65[Offen et al., 2006]
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donating UDP sugar and accepting flavonoid can be seen as separate ball-and-stick
images midway down this channel. The bottom is rotated 90◦ about a vertical axis
relative to one above, thus allowing the viewer to look directly into the cleft, rather
than along it.
1 MSQTTTNPHV AVLAFPFSTH AAPLLAVVRR LAAAAPHAVF SFFSTSQSNA SIFHDSMHTM
61 QCNIKSYDIS DGVPEGYVFA GRPQEDIELF TRAAPESFRQ GMVMAVAETG RPVSCLVADA
121 FIWFAADMAA EMGLAWLPFW TAGPNSLSTH VYIDEIREKI GVSGIQGRED ELLNFIPGMS
181 KVRFRDLQEG IVFGNLNSLF SRMLHRMGQV LPKATAVFIN SFEELDDSLT NDLKSKLKTY
241 LNIGPFNLIT PPPVVPNTTG CLQWLKERKP TSVVYISFGT VTTPPPAEVV ALSEALEASR
301 VPFIWSLRDK ARVHLPEGFL EKTRGYGMVV PWAPQAEVLA HEAVGAFVTH CGWNSLWESV
361 AGGVPLICRP FFGDQRLNGR MVEDVLEIGV RIEGGVFTKS GLMSCFDQIL SQEKGKKLRE
421 NLRALRETAD RAVGPKGSST ENFITLVDLV SKPKDV
A-Alanine C-Cysteine D-Aspartic acid E-Glutamic acid F-Phenylalanine
G-Glycine H-Histidine I-Isoleucine K-Lysine L-Leucine
M-Methionine N-Asparagine P-Proline Q-Glutamine R-Arginine
S-Serine T-Threonine V-Valine W-Tryptophan Y-Tyrosine
Figure 2: VvGT1 Sequence. Data from Offen, et. al., The EMBO Journal 25:1396-
1405 (2006).
Figure 3: VvGT1 Topology. From European Molecular Biology Laboratory EBI
PDBSum.
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Figure 4: VvGT1 Secondary Structure. From RCSB Protein Data Bank.
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Figure 5: VvGT1 Conformation. From RCSB Protein Data Bank.
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2.1.3 Classification by Sequence Alignment
A standard way to classify proteins relies on quantifying the pairwise similarity
of the residues comprising two or more sequences.66 This string comparison process
is known as sequence alignment.
Sequence alignment poses several related problems. First, decisions must be made
about what sorts of alignments to consider. For example, one may seek to align
entire sequences or subsets of the sequences. The latter are called local, as opposed
to global, alignments. Further, many more matches can be found by using gaps to
allow deletions and insertions when comparing strings. It may be the case that for
each comparison only the local alignment that yields the closest match is sought.
Typically, however, one seeks every local alignment between two strings that differ by
no more than some specified standard. More specialized alignments include overlap
matches, a variation on global alignments where one sequence is expected to contain
the other with some overlap on the two sides.
Once several possible alignments between two strings have been identified, a sec-
ond problem of how to rank them appears. A common scheme scores each pair of
aligned characters and sums the results to score the alignment as a whole. Gap-
penalties are used to align characters with gaps. An obvious ranking method scores
identical matches with a value of one and gives zero otherwise. However, an expansive
array of biological observations fuels efforts to provide much more sensitive scoring
criteria. These criteria may incorporate data such as the relative frequencies of amino
acids in known sequences, aligned residue frequencies in confirmed homologues—i.e.
66This discussion relies on [Durbin et al., 1999].
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sequences related by evolution—and underlying patterns in DNA base-pair substitu-
tions. Although these few examples only hint at the statistical complexities entailed
in developing useful scoring mechanisms, they do indicate that scoring is typically a
exercise in probability theory. In other words, alignment scores are generally designed
to indicate how likely it is that two sequences are related compared to the chances
that they are unrelated.
A routine model for estimating the probability that two sequences occur by chance
treats the frequency of occurrence for each character to be independent. This model
yields the odds of the chance appearance of the two sequences as the joint probability
of the occurrence of all the letters in the two strings, i.e. the product of the inde-
pendent frequencies of every character appearing in either string. A similar model
that assigns independent odds to each homologous alignment will also yield a simple
product of pairwise scores for the joint probability of the overall alignment. The rel-
ative likelihood of homologous to random alignments can then be given by the ratio
of the two joint probabilities. Therefore, a pairwise scoring rule is often expressed as
substitution matrix whose entries are log-odds ratios, or log functions of the ratio of
the probability for an aligned pair to have resulted from homology to the probability
that it occurred by chance. The log is taken so that the pairwise scores can be added
to give a score for the whole alignment. A common gap-penalty deducts points as a
linear function of the gap length. Usually a constant is added to the first-order term
so that introducing and extending gaps can be weighted differently.
With the addition of a scoring rule, a third problem presented by sequence align-
ment becomes apparent. The number of gapped alignments possible between two
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strings with lengths n and m is given by
(
n
m
)
. In typical applications, a query se-
quence is compared with possible matches from a target database containing as many
as 30,000 sequences. Since a typical polypeptide contains hundreds of residues, the
cost of scoring every possible alignment between a query sequence and each target
will be too high. Except in simple cases, scoring rules are only helpful when combined
with an optimization algorithm. However, optimal alignments for the additive scores
discussed above can be found by applying the method known as dynamic program-
ming. Dynamic programming is used in cases where optimality can be retained after
leaving any given optimal state by ensuring that the transition itself is optimal.67
In other words, these methods assume that optimal paths are concatenations of op-
timal subpaths. Even though the assumptions of independent probabilities leading
to pairwise scoring matrices are not entirely accurate, sufficiently clever parameter
estimation can lead to very useful models suitable for dynamic programming algo-
rithms. A prominent example is the Needleman-Wunsch algorithm for optimal global
alignment with a linear gap score.68
The fourth problem in sequence alignment is that of determining the likelihood
of a purported homology. Because protein function, and therefore structure, diverges
more slowly than sequence, many evolutionarily related proteins have obvious struc-
tural similarities but very divergent sequences. Conversely, there are spurious high
scoring alignments of unrelated proteins.69 Unless an alignment’s score is very high,
67[Cormen et al., 2001]
68[Durbin et al., 1999]
69See the discussion on homology, similarity, and identity in the opening chapter of [Pevsner,
2003].
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some measure of its statistical significance is required before homology can be hypoth-
esized with confidence. One method for arriving at such a measure is to examine the
distribution of optimal scores found in aligning the query sequence with a large num-
ber of independent random sequences. This distribution can often be approximated
by what is known as an extreme value distribution. If the score for the alignment in
question is an outlier in the distribution, the sequences are probably homologous.
The Needleman-Wunsch algorithm has been extended to local alignments, re-
peated matches, overlap matches, affine gap scores, and other more complicated align-
ment types. All of these dynamic programming methods are guaranteed to find an
optimal alignment. However, they have computational complexities on the order of
the product of the lengths of the strings being compared. In typical applications like
database searches, this cost can be prohibitive.70 This has led to the development
of heuristic algorithms that trade optimality for speed. A popular heuristic method
called the BLAST algorithm assumes that real homologues exhibit short stretches
of very high scoring matches. The algorithm starts by making an exhaustive list of
neighborhood words : short strings that can align, without gaps, to a query string—
i.e., string of interest—with a score above some threshold. For protein sequences,
a typical length for these words is three. The target database is then searched for
instances of neighborhood words. When a match is found, the algorithm extends the
ungapped alignment until a maximum score is reached. The original BLAST algo-
rithm, which only returned ungapped local alignments, has since been extended for
gapped alignments. More advanced methods in probabilistic sequence analysis rely
70[Durbin et al., 1999]
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on hidden Markov models and transformational grammars.71
2.2 Statistical Learning Background
The classification techniques for prediction employed in this work may be de-
scribed at a high level as follows. Features are abstracted from an entity and deliv-
ered as inputs, or predictors, to a process. The process in turn delivers outputs, or
responses, as a function of its inputs. The outputs allow an inference of the entity’s
class. Often a classification effort exploits example predictors for which the desired
responses are known. This is called supervised learning and the example input-output
pairs are the training data or sample. While the immediate output of such an algo-
rithm is generally a number, the inference supported by the algorithm could also
involve categorical data. Making inferences toward a numerical value is known as
regression as opposed to classification. In very broad terms, the task just outlined is
the classical task of statistical inference, which Vapnik describes as inferring a func-
tional dependency from data originating in that dependency.72 The approaches for
statistical inference used here have been drawn from at least two disciplines: statistics
and the artificial intelligence (AI) effort in computer science.73
71[Durbin et al., 1999]
72[Vapnik, 1998]
73The classification techniques used in this work are treated under various headings such as ma-
chine learning, statistical learning theory, algorithmic statistical modeling, and pattern recognition
[Bishop, 2007, Hastie et al., 2003, Breiman, 2001, Duda et al., 2000]. There are long standing
disagreements among statisticians between ‘frequentist’ and ‘Bayesian’ camps over the proper inter-
pretation of probability and its role in measuring uncertainty in statistical inference–disagreements
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2.2.1 Point Estimation: An Example of Inference
The task of point estimation offers an illustration of statistical inference.74 Point
estimation is the task of inferring that value of a parameter that yields the greatest
agreement between some sample data and a given parameterized model of the dis-
tribution from which the data is assumed to arise. For example, the data might be
taken to be samples from a Gaussian distribution with a known variance. The task
would then be to infer a value for the distribution’s mean that fits the sample data in
that are taken by some to involve deep issues in epistemology and the philosophy of science. An
introductory treatment of these disagreements is given by [Hacking, 2001]. A more advanced intro-
duction is [Cox, 2006]. Brief discussions of some practical consequences and current practices are
given by [Efron, 2005, Bayarri and Berger, 2004]. The philosophical connections can be glimpsed
from the short review [Risse, 2003], are outlined in [Hjek, 2008], and are explored at length in [Mayo,
1996, Jaynes, 2003]. There are also connections with another controversy between those focused on
formal data models and those less hesitant to omit them [Breiman, 2001]. For its part, AI has het-
erogeneous sources ranging from philosophy to neurophysiology [Buchanan, 2005]. This paper will
not attempt to describe the emergence of these techniques or controversies during their development,
although references to these matters will occasionally be provided in the notes. It follows the lead of
several authorities in taking a pragmatic approach to the use Bayesian inference in these algorithms
and in relying on a statistical interpretation of the techniques involved [Duda et al., 2000, Hastie
et al., 2003, Russell and Norvig, 2002, Bishop, 2007]. A brief overview of the area is given under the
heading “Statistical Learning Theory” in [Russell and Norvig, 2002].
74Point estimation is discussed in detail by [Casella and Berger, 2001], which is a full length
treatment of inference. [Schlkopf and Smola, 2001] covers a broad range of the subject fairly deeply.
The outline of inference provided here also relies on [Bishop, 1996, Hastie et al., 2003, Sivia and
Skilling, 2006, Duda and Hart, 1973, MacKay, 2002].
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some optimum sense. Specifically, consider the data driving an inference effort to be
represented by X and assume that the data arise from a Gaussian distribution with a
variation of 1 but an unknown mean parameterized by θ. That is X ∼ N (θ, 1). The
problem is to estimate θ from the available sample of X. A function of the sample
data that evaluates to an estimate is called an estimator.
Two of the most common ways to make point estimates and other statistical
inferences are maximum likelihood estimation (MLE) and Bayesian inference.75 Both
methods can be described in terms of a basic result in probability theory known as
Bayes’ formula.76 While an extended discussion of probability theory is beyond the
scope of this paper it may be useful to provide a few elementary results and some
notation.77
Very briefly put, one speaks of the probability that a continuous random variable
assumes a value that lies in a certain subset of its possible values. Here probability
may be understood as either the frequency with which the variable falls in the subset
75[Aldrich, 2008, 1997, Stigler, 2006, Hald, 1999] offer historical discussions of the emergence of
MLE and its opposition to Bayesian inference.
76This result is also known as Bayes’ rule. [Bishop, 1996]
77An introductory discussion on probability spaces, random variables, and random processes is
available in the appendix. See [Grimmett and Stirzaker, 2001, Casella and Berger, 2001, Gray and
Davisson, 2005] for full introductions to probability theory. The first two provide brief treatments of
the theoretical foundation of their topic’s theoretical basis in an area of mathematics called measure
theory. The last devotes more attention to these details and is exceptionally clear and helpful on the
basics. The opening chapters of [Williams, 1991, Pollard, 2001] offer deeper insight on this topic,
including direct applications in establishing higher results in probability theory. An introductory
discussion of measure theory in the context of real analysis can be found in [Royden, 1988]
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in a long series of experiments, or the best odds to take in a wager that a nonrepeat-
able event has that outcome. The basic entity of interest is a function whose integral
over an interval yields the probability of the value lying in that interval. Let pX(x)
be such a probability function for some random variable X that takes on the observed
values x ∈ R.78 It can be seen that pX(x) ≥ 0 and
∫∞
−∞ pX(x)dx = 1. The joint prob-
ability function for two variables X and Y lying in two respective intervals is written
pX,Y (x, y). Integrating a joint probability over the range of one variable is said to
marginalize that variable’s significance; the result is the marginal probability function
for the remaining variable: pX(x) =
∫
pX,Y (x, y) dy. If pX,Y (x, y) = pX(x)pY (y), X
and Y are said to be independent. There is often a need to refer to conditional prob-
abilities, i.e. the probability of one event when a second is observed. The probability
function for Y given the condition that X takes some value x is written as pY |X(y|x)
and given by: pY |X(y|x) = pX,Y (x,y)pX(x) . Two important quantities associated with a ran-
dom variable are the expected value and the variance, given by E(X) =
∫
xpX(x)dx
and V ar(X) = E((X − E(X))2), respectively. Finally, the expected value of a func-
tion f(x) is given by E(f(x)) =
∫
f(x)pX(x)dx. When discussing probability theory,
it is customary and helpful to use an abbreviated notation where the probability
function for a random variable X is written simply as p(X). It also useful to shorten
probability function to probability, although technically the value of a continuous prob-
78Although the terminology varies from source to source, the “probability function” discussed in
this paragraph is more formally known as the probability density function of a continuous random
variable. The introductory sources cited above define these notions using the axioms of probability
theory. These details will be omitted in the following informal treatment.
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ability density at a point cannot be considered a probability. These conventions will
be relied upon in the following.
Bayes’ formula relates the conditional and marginal probabilities of two or more
random variables. Considering the case of two variables, say X and Y , Bayes’ for-
mula holds that p(Y |X) = p(X|Y )p(Y )
p(X)
. Each of the four factors in the formula has a
conventional name:
• The numerator’s left hand side is the likelihood of Y as a function of X.
• The denominator is the evidence.
• The factor on the numerator’s right, the marginal distribution of Y , is the prior.
• The left hand side is the posterior.
The name ‘likelihood’ arises from a reversal of roles between the variables. Rather
than seeing p(X|Y ) as the probability distribution of X given Y , X is imagined to
be fixed, for example by some observed value, while Y varies. Often the likelihood
is written L (X|Y ) = L (Y ) when an emphasis on treating it as a function of Y is
desired.
The names ‘prior’ and ‘posterior’ reflect the use of Bayes’ formula to qualify the
assumed distribution of Y with new knowledge about X, via the likelihood. More
concretely, there may be some hypothesis about the dependency of Y on X and, as
[Sivia and Skilling, 2006] puts it, Bayes’ formula “relates the quantity of interest,
the probability that the hypothesis is true given the data, to the term we have a
better chance of being able to assign, the probability that we would have observed
the measured data if the hypothesis were true.”
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Returning to the task of point estimation, in MLE the estimate is taken to be the
value θˆ that maximizes the likelihood function L (θ) = p (X|θ). Among the consid-
erations recommending MLE are that it appears reasonable to choose a parameter
value yielding the greatest probability of the observed data given that value; that
under general conditions the resulting estimate is consistent, i.e. converges to the
true value as the sample size increases; and that it offers an invariance property such
that if MLE results in the estimate θˆ for θ, then f(θˆ) is the result of MLE for any
function f (θ).79
Bayesian inference proceeds by focusing on the posterior. In order to calculate
the posterior distribution, the prior distribution must initially be known, assumed,
or inferred. Thus, the prior is postulated based on background information available
to the analyst making the inference. In cases where little is known about the prior,
a flat or noninformative prior might be assumed. Once a prior has been postulated,
the data available as X allow the full posterior distribution to be calculated. Thus,
the Bayesian approach arrives at a complete distribution for the parameter. For a
point estimation, θˆ might be taken to be the posterior’s mode.
The MLE and Bayesian approaches to inference can be seen to differ significantly.
In the MLE approach, a single parameter, although possibly a vector, is sought.
θˆ is assumed to be the constant value corresponding to the highest probability of
obtaining the data X. MLE does not consider θ as a random variable and makes no
79[Diaconis and Freedman, 1986] demonstrates that Bayesian inference is inconsistent in some
cases. Even skimming this reference and the replies appearing with it suggests the complexity of
the controversy between the Bayesian and frequentist approaches.
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reference to the prior. In Bayesian inference, θ is assumed to be a random variable in
its own right. Bayes’ formula allows the observed data to modify a prior distribution
for θ and the resulting posterior distribution is relied upon to suggest a value for θˆ.
Rather than supposing there can only be one value for θ, all possible values of θ, as
well as the analyst’s uncertainties regarding these values are considered by summing
over conditionals to obtain a marginal distribution. For example, in the Bayesian
approach, one could calculate a new sample’s value from the predictive distribution:
p(Y new|X) = ∫ p(Y new|θ)p(θ|X)dθ. The analogous expectation in MLE would rely on
the distribution p(Y new|θˆ) which omits the analyst’s uncertainty regarding the prior.
In a sense, then, the MLE estimate maximizes the posterior probability if the prior
is held constant, while the Bayesian approach weighs the prior by how informative
it is. One can see some of the approaches’ respective merits by considering their
performance in predicting the outcome of a coin toss given a small sample of tosses.
If the coin is fair in spite of a skewed sample, MLE will give a poor prediction whereas
a noninformative prior will yield a good prediction in a Bayesian approach. On the
other hand, MLE might be expected to establish accurate predictions on a crooked
coin faster than the Bayesian approach will realize a uniform prior is wrong. MLE
is directly dependent on the sample’s vagaries such as noise or sparseness, whereas
the Bayesian approach clearly depends on the prior’s validity. However, [Casella and
Berger, 2001] notes that the sensitivity of MLE to small changes in the sample data
is essentially a cost incurred by the optimization involved in the technique.
Given multiple methods available to reach an inference, the problem of evaluating
estimators arises. In other words, given two estimators yielding different estimates,
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one would like some way of deciding which is better. The study of this problem is
known as decision theory and some brief comments will be helpful here.80 In order
to choose among competing estimates, some scale for comparing them is needed. A
reasonable one is to base the comparison on empirical results. The estimate that gets
closest to the data, i.e. the one that involves the smallest loss, can be considered the
better estimator. Consider the data driving an inference effort to be represented as
a sequence of vectors Xi ∈ Rm and Yi ∈ Rn, with i ∈ [1, N ], where each Xi is one
value of the independent variable in a data set of interest and each Yi is one value
of the dependent variable whose functional dependence on the Xi is sought. The
following analysis assumes that Xi and Yi are independently drawn from identically
distributed populations described by the joint probability distribution: p (X, Y ) =
p (X|Y ) p (Y ) = p (Y |X) p (X). Thus, given values for the independent variable, the
dependent values are assumed to arise by sampling from the distribution p (Y |X).
The inference task is to derive an estimate of Y based on p (Y |X), say Yˆ , via samples
from p (X, Y ). Given a loss function, say L(Y, Yˆ ), the inference goal can be stated
as minimizing the expected loss E(L(Y, Yˆ )) = ∫ L(Y, Yˆ ) p(x, y)dxdy. The expected
loss is sometimes called the true risk while the loss entailed by the sample data is
the empirical risk. Empirical risk minimization (ERM) is the strategy that seeks to
minimize the true loss by selecting parameters that minimize the empirical risk.81
Two typical loss functions are squared loss and zero-one loss, used for regression
and classification respectively. The squared error loss is L = ∑ (Yi − Yˆi)2. This is also
80[Casella and Berger, 2001]
81Other terms for empirical risk are the in-sample error and the training error. Other terms for
the true loss are the generalization error and the out-of-sample error. [Shalizi, 2006]
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known as the residual sum of squares (RSS). Recalling the point estimate example
above, if the error in θˆ is assumed to arise from Gaussian noise, MLE is equivalent to
minimizing the empirical risk under RSS loss.82 Zero-one loss assigns a loss of 0 for
an accurate classification and loss of 1 for misclassifications. This is straightforward.
However, if some misclassifications are considered more costly than others, another
loss function will be more appropriate.
Given a particular loss function and a joint distribution, there will be a theoreti-
cally optimum solution to minimizing the expected loss, say Y ∗. The optimal solution
for squared loss at any given point is the expected conditional mean at that point:
Y ∗ = E(Y |X = x). The optimal solution for zero-one loss is known as the Bayes
classifier and its loss is called the Bayes rate. The Bayes classifier assigns the most
probable class according to P (Y |X) at each input, thus yielding the smallest overall
probability of misclassification.
2.2.2 Issues in Learning via Inference
Considering loss more closely introduces several critical issues in statistical learn-
ing theory: generalization, the bias-variance decomposition, overfitting, the “curse of
dimensionality”, regularization, and capacity constraint.83 Beginning with the first
82Demonstrations are available in [Hastie et al., 2003, Sivia and Skilling, 2006, Bishop, 2007].
[Bishop, 2007] takes care to distinguish between a) the fact that RSS is entailed by MLE in the case
of Gaussian noise, and b) that squared loss can nonetheless be used for analyzing the risk of any
estimation method, not just that of MLE.
83This section relies on [Hastie et al., 2003, Bishop, 2007, Shalizi, 2006, Casella and Berger, 2001,
Schlkopf and Smola, 2001]. Further references will be offered when one or more plays a significant
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of these, a learning process that actually realizes a small loss on new data is said to
generalize well. Generalization is an issue because, while the combined sample and
loss function may allow empirical risk minimization, this is no guarantee that the true
loss will be acceptably small. An extreme example makes the problem quite concrete.
Suppose
Yˆ =
{
yi if x = xi
1 otherwise
The empirical risk vanishes with this choice, but there is no reason to expect
adequate generalization.84 Because noise and gaps in the training data are commonly
expected, supervised learning generally involves a trade-off between training error
and generalization error.
A well known analysis illuminates some of the ways in which generalization error
can arise. The analysis decomposes the expected generalization error accompanying
a specific estimator, operating on a given sized training set, into two terms: bias
and variance.85 The bias can be thought of as the systematic error incurred by the
estimator regardless of the particular sample it is trained on. The variance can be
thought of as the estimator’s sensitivity to changes in the training set. Note that the
loss for a specific estimator will be a function of the sample data.
Both notions can be made more concrete by considering some preliminary notions.
Imagine a function that yields, for every point x, the estimator’s average loss at that
point over all possible sample sets of the same size. That function’s expected value
role in the following discussion.
84This example taken from [Schlkopf and Smola, 2001].
85Estimator is here used in a general sense for any algorithm for statistical inference, not simply
for those focused on point estimation.
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according to the true conditional probability p(Y |X) is the square of the bias. The
decomposition’s other term is the variance of that function around its expected value
as the sample set is changed. In general, efforts to reduce bias will incur an offsetting
cost of greater variance and vice-versa.86
One typical reason for poor generalization is overfitting. Overfitting occurs when
a learning process adapts too closely to variation in the training data. Fitting a
polynomial to data is a simple illustration that clarifies the notion. Given some finite
set of N points in R2, an analyst might model the dependence of the y values on
the x values by supposing that y is an M order polynomial in x. Arriving at such a
model amounts to determining M and the coefficient in each of the M terms. Each
coefficient can be considered as a weight for its term. Collectively, the coefficients
can be represented as a column vector W in RM . Given a choice of M and an RSS
loss function, it is possible to solve for W explicitly because the error function’s first
derivative is a linear function of the weights. In the case where M = 1, this yields
the familiar technique of linear regression. Further, if M is set equal to N − 1, the
86Many treatments in the machine learning literature reference [Geman et al., 1992], which is a
detailed discussion of how the bias-variance “dilemma” established in the theory of non-parametric
regression estimators can be brought to bear on difficulties encountered in training neural networks.
Clear derivations in the case of squared loss are given by [Hastie et al., 2003, Bishop, 2007]. A
derivation for the case of any loss function is offered in [Domingos, 2000]. In addition, [Domingos,
2000] also provides an equivalent but slightly different definition of the terms. This decomposition’s
roots lie in statistical estimation theory where a major result, the Crame´r-Rao bound, proves a
lower bound for the variance of unbiased estimators in suitable cases. See [Casella and Berger, 2001,
Schlkopf and Smola, 2001].
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empirical risk can be forced to zero. However, this approach of increasing the model’s
degree of freedom until it meets the number of training points will usually produce
a model that fails to generalize well.87 Too many degrees of freedom can lead the
model to be overly sensitive to variation within the training data. On the other hand,
overfitting often can be alleviated by expanding the training set.
[Bishop, 2007] offers a striking example of overfitting by depicting several attempts
to fit a polynomial to samples taken from a sinusoidal function with Gaussian noise.
Figure 6 reproduces this example. For each image, the sinusoidal population dis-
tribution appears in green, the polynomial in red, and the noisy sample points as
blue circles. In the top four images, N = 10 and M varies from 0 to 9. The best
generalization is clearly given with M = 3. However, the bottom two images show
increasingly better generalization at M = 9 with increasing sample size.
87[Hastie et al., 2003, Bishop, 2007]
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Figure 6: Polynomial Overfitting. From C. M. Bishop. Pattern Recognition and
Machine Learning. Springer, 2007.
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The two examples of poor generalization described above, simply equating Yˆ
with the training data where possible and fitting to a polynomial with M = N − 1,
suggest that the trade-off between training error and generalization error is somehow
a function of the flexibility of the class of models over which ERM is being optimized.
Both cases can fit anything. The intimation arises that a model’s “complexity” might
be the pertinent factor and that “simpler” models are to be preferred.88
88It is not clear precisely what “complex” means. Although primarily concerned with model-
theoretic problems, [Edmonds, 1999] gives careful consideration to what “complex” can mean more
generally and suggests that the notion can be very slippery. Nonetheless, the idea of the capacity of
a class of functions, which is discussed below, provides one rigorous measure of “complexity” that
can be demonstrated to characterize the asymptotic loss any member of the class encounters in the
limit of an infinite training set. Despite the present example of polynomial fitting, it will be seen
that capacity is not the same as the number of free parameters in a class’ functions. Investigations
of the role of complexity in generalization error have lead to areas of lively controversy. Although
they can be ignored in this paper, here are a few examples. [Bishop, 2007] suggests that overfitting
is especially a problem for MLE and can generally be avoided by using Bayesian techniques. [Hastie
et al., 2003] suggests that overfitting is always an issue and that it must be addressed by attending
to model complexity. Yet [Neal, 1996] hesitates at limiting model complexity due to the apparently
pure contingency of how little training data is available. On the other hand, [Domingos, 1999] argues
against simplicity as the real issue, suggesting that testing too many models is more significant and
that unconstrained searches through model space lead to overfitting. Finally [Grunwald, 2005] claims
that simplicity is the issue when understood in terms of recent advances in minimum description
length theory (MDL). The MDL setting is held to address the sort of hesitation [Neal, 1996] voices, to
explain the Bayesian inconsistency results in [Diaconis and Freedman, 1986], as well as incorporating
the capacity control approach discussed below.
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A high dimensional model space is one sort of complexity that can lead to poor
generalization. Successful statistical inference requires adequate local approximation
of the target function. Consider again the optimal solution for RSS loss at any given
point, i.e. the expected conditional mean at that point: Yˆ (x) = E(Y |X = x). Pre-
sumably any successful estimate is approaching this calculation in some fashion. This
is illustrated well by the k nearest-neighbor (kNN) approach to classification. This
approach assigns to a new input value the average value of the outputs of the k near-
est points in the training set, i.e. Yˆ (x) = Ave(yi|xi ∈ Nk(x)). [Hastie et al., 2003]
notes that this amounts to two approximations. First, the integration entailed in the
exact solution’s expectation calculation is being approximated by an average over the
sample data. Additionally, the exact solution’s conditioning at the single point x is
being relaxed to conditioning on a neighborhood around the point. In effect, kNN
assumes that Yˆ (x) is nearly constant in small neighborhoods. Thus, an inference’s
quality depends on an adequate assumption regarding local behavior around sample
points.89 However, local approximation encounters generic difficulties in high dimen-
sions. This can be glimpsed in the fact that the major portion of a hypersphere’s
volume is concentrated in a thin shell near its surface. Similarly, Gaussian distribu-
tions in high dimensions have large tails. Thus, much of the probability mass lies far
from the center. Already at 6 dimensions, one needs to range more than 3.5 times the
standard deviation to encounter 95% of the mass. Additionally, a given sample size
grows exponentially sparser with increased dimension. Finally, a phenomenon known
as distance concentration occurs in high dimensions. This is the failure of Euclidean
89[Hastie et al., 2003] take care to note that the dependency holds for any inference, not just kNN.
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distances to provide insight into “nearness” in high dimensions because the distance
between nearest neighbors grows closer to the distance between farthest neighbors
and further from zero, leading every point to appear nearly the same distance from
every other. Collectively these difficulties, known as the curse of dimensionality, can
lead to poor generalization due to excessive variance in the estimator.90 As [Hastie
et al., 2003] summarizes: “attempts to produce locally varying functions in small
isotropic neighborhoods will run into problems in high dimensions...[while] methods
that overcome the dimensionality problems have an associated—and often implicit
or adaptive—metric for measuring neighborhoods, which basically does not allow the
neighborhood to be simultaneously small in all directions.” Nonetheless, learning in
high dimensional feature spaces often works well. For example, the data might be ef-
fectively lower dimensional than appears. Alternatively, the data might be sufficiently
smooth locally.
Variance burdens such as those faced by local approximation in high dimensions
are routinely handled by regularization or smoothing. This technique avoids overfit-
ting by limiting model complexity through an artificial smoothing of the output. A
simple form is a penalty term added to the loss function, whose strength is controlled
by a smoothness parameter. This penalty term directly limits the fit by preventing
the empirical loss from getting too small over the sample. An equivalent approach
90The phrase is attributed to [Bellman, 1961]. Brief treatments are given by [Bishop, 2007, Hastie
et al., 2003]. [Silverman, 1986] describes the large tails in high-dimensional Gaussians. The specific
numerical example in 6 dimensions comes from [Lee and Verleysen, 2007]. The introductory material
in [Francois, 2007] provides an extensive discussion of these issues.
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endeavors to limit the scale of the parameters. In the context of neural networks, this
is known as weight decay.91
Studies of the connection between highly flexible models and poor generalization
have yielded theoretical bounds on the true risk in terms of the empirical risk. An
example is the notion of capacity control and its application to finite and infinite
function classes by probably approximately correct (PAC) estimates and structural risk
minimization respectively. A function class’s capacity is a quantification of how finely
the class as a whole can divide its domain. This capacity for division or separation
is captured in the concept shattering. A function class is said to shatter a set of
points if, for every possible binary labeling of the points, some member of the class
can be found that divides the points according to the labeling. For example, the class
of all linear functions shatters any set of 3 points in a plane, but cannot shatter 4
points. The cardinality of the largest set that a given class of functions can shatter,
the Vapnik-Chernovenkis (VC) dimension, is one measure of the class’ capacity.92 A
suitable capacity measure can provide a theoretical bound on the agreement between
empirical and true risk, based on the number of samples and the capacity of the
relevant function class.
91Regularization appears in many disciplines where numerical optimization or its approximation
is required for ill posed problems. [Boyd and Vandenberghe, 2004] has a treatment in the general
setting of convex optimization. [Neumaier, 1998] discusses the connections among regularization
in several fields such as inverse theory and inference. [Schlkopf and Smola, 2001] has a detailed
treatment in the machine learning context.
92The example of sinusoidal functions demonstrates that high capacity is not always equivalent
to a large number of free parameters.
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In PAC and structural risk minimization, the class of functions over which ERM
operates is intentionally restricted so as to achieve a uniform convergence of the
empirical risk to the true risk for all those functions retained. This requires avoiding
capacities too large relative to the training set’s size. In effect, the cheap solutions
exemplified in the two examples of poor generalization described above are ruled out.
However, this approach has at least two limitations. First, the bound is for the slowest
convergence: it is a worst case analysis. Indeed, in many cases excellent generalization
performance is obtained with function classes of far larger capacity then indicated by
structural risk minimization. Secondly, as a practical issue, capacity can be hard to
derive.93
Two standard approaches to estimating generalization performance are cross-
validation and bootstrapping.94 Because estimates of generalization performance are
critical to evaluating a model, these estimations are sometimes discussed under the
heading model assessment. Given an estimate of the true loss incurred by two models,
one can use these approaches to compare or select models. Cross-validation proceeds
simply and directly by holding out a portion of the sample during training. After
training, the loss on the portion previously set aside is used as an estimate of the true
loss. Often the available sample data is less plentiful than might be wished. In these
cases, an iterative method of cross-validation allows the entire sample to be used for
93[Vapnik, 1998] is an extensive, detailed treatment of structural risk minimization by one of the
technique’s principal creators. [Schlkopf and Smola, 2001] offers a patient but technical introductory
treatment with several capacity measures beyond the VC dimension. [Hastie et al., 2003, Bishop,
2007] give brief discussions. [Shalizi, 2006] provides a clear summary of the overall approach.
94[Hastie et al., 2003, Bishop, 2007]
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training. In this method, known as K-fold Cross-Validation, the sample data is di-
vided into K subsets. For each subset, the model is trained on the remaining samples
and the loss on that subset is calculated. The average of these K losses is then taken
as an estimate of the true loss.95 An obvious limitation to this method is the cost of
duplicating the training effort. [Hastie et al., 2003] notes that high values of K leave
the loss estimate susceptible to high variance because each of the K training sets is
similar to the others. In other words, little is done to counter vagaries such as noise
or outliers in the original sample. On the other hand, [Hastie et al., 2003] also notes
that a high value for K offers a low bias estimate of the loss. Reducing K lowers the
variance, but, as is generally the case, this increases the risk of bias. [Hastie et al.,
2003] recommends using K = 5 or K = 10 as reasonable compromises.
Bootstrapping might be described as something like sampling from all possible
cross-validations. Imagine pulling an input-output pair from the training set, re-
turning it to the set, and then repeating this process until the number pulled equals
the training set size. This sampling with replacement from the training set yields a
bootstrap set. Bootstrapping estimates the generalization error by producing a large
number of bootstrap sets, training for each one, and averaging their error. In order
to avoid underestimating the generalization error, best practice only measures the
bootstrap set’s error on those training pairs that are omitted from that bootstrap set.
In this way, each bootstrap error mimics a true cross-validation with fully segregated
training and test sets. Here again, a bias and variance tradeoff in the error estimate
95When only a single sample point is held out, i.e. when K = N , the method is sometimes called
leave-one-out cross-validation.
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can be negotiated by controlling the size of the bootstrap sample.96
The Bayesian approach offers a different method of model comparison.97 Suppose
that two models, both parameterized by a single parameter, are to be compared,
say H1 = p1(Y |X, θ1) and H2 = p2(Y |X, θ2). The models might differ by assuming
different distribution families for the variable of interest. For example, one might
assume a Gaussian while the other assumes a Cauchy distribution. The relevant
quantity for comparing the two is the ratio of their posteriors: p(H1|D)
p(H2|D) , where only
the target data is considered in D because the input values in the training data are
normally considered as fixed. Applying Bayes’ rule to the ratio yields
p(H1|D)
p(H2|D) =
p(D|H1)p(H1)
p(D)
p(D|H2)p(H2)
p(D)
= p(D|H1)p(H1)
p(D|H2)p(H2) .
The likelihood factor in each instance of Bayes rule, given by p(D|Hi), quantifies the
agreement between the data and a model. This factor is called the model evidence.98
The term makes sense because, if the conditional dependence of the original posterior
over the weights on the model is made explicit, the model evidence is the denominator
of Bayes’ rule for the posterior, taken as conditioned by the choice of model:
p(θ|D,Hi) = p(D|θ,Hi)p(θ|Hi)p(D|Hi) .
Another name for this factor, marginal likelihood, stems from the use of integration
to obtain this quantity by marginalizing the parameters out of the likelihood by
integration:
96[Hastie et al., 2003, Casella and Berger, 2001]
97This discussion relies on [Sivia and Skilling, 2006, Bishop, 2007, Hastie et al., 2003, MacKay,
2002].
98[Bishop, 2007]
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p(D|Hi) =
∫
p(D|θ,Hi)p(θ|Hi)dθ.99
In other words, the marginal likelihood is the probability of obtaining the data
given the model, absent any information about the value of the model’s parame-
ter. Marginal likelihood is an indication of how well a model produces data if the
model’s parameter was pulled at random from the prior rather than fit to the data.
The ratio of model evidences for two models is sometimes called a Bayes factor.100
[MacKay, 2002] offers a helpful illustration on the role of model evidence in
Bayesian model comparison. Figure 7 depicts the properties of a joint distribution
P (w,D,H), where w and D are continuous random variables, and H is a discrete
variable taking on one of three possible values: H1, H2, or H3. Each value of H rep-
resents one of a set of three mutually exclusive models, parameterized by w, for the
data D. The three sets of dots in the figure show typical samples from P (w,D,H).
Each set corresponds to one of the three models and is plotted against its own w axis
below. All three sets are plotted against the same shared axis for D at left. Each
dot represents a random choice of a data point, model, and parameter value. The
number of dots in each set is roughly the same because the prior over H is uniform.
The solid curves underneath the samples show the prior over w for each model. The
dotted horizontal line indicates an observed value of D, say D0. For each model, some
distribution of parameter values is associated with the model having yielded D0. This
is the posterior distribution of w given D = D0. These posterior distributions are
shown plotted against the three w axes with heavy dotted lines. The evidence for
each model is shown at left. An evidence distribution can be thought to arise in the
99[Bishop, 2007]
100[Bishop, 2007]
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following manner. For a given model Hi, every point on the D axis yields a posterior
over w. The product of the prior and this posterior is integrated for all w and the
value obtained is the height of the evidence curve for that value of D given Hi.
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Figure 7: Bayesian Model Comparison. From D. J. C. MacKay. Information Theory,
Inference & Learning Algorithms. Cambridge University Press, 2002.
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The distribution of typical samples shows that the models differ substantially in
the range of values they allow for w and D. For example, given H = H3, the sampled
points fall in a much wider range both vertically and horizontally than do the samples
given H = H1. Because the two priors must both yield unity when integrated over
all possible w, it follows that H1 has a taller prior. In other words, H3 is compatible
with a much wider range in parameter values than H1. H2 gives ranges somewhere
between the other two for both w and D. The width of a model’s prior, σw, typically
indicates how much flexibility the model offers, i.e. the model’s complexity. The
width of a model’s posterior, σw|D, indicates how tightly the model’s parameter is
constrained by the observed data. The height of the evidence for a model at a point
on the D axis indicates how probable that value of D is as an output of the model.
For the observed value D0, the evidence for model H1 is vanishingly small. The model
just doesn’t yield that value of D with any substantial probability.
The key insight into Bayesian model comparison comes with seeing why the evi-
dence for H2 is greater than that for H3. The profiles of P (w|D,H3) and P (w|D,H2)
are very similar at D0; however, the two priors are different. The models fit the ob-
served data to roughly the same degree, but H3 has a lower prior over the parameter
which gives it a lower evidence. The evidence curve naturally penalizes H3 for the
complexity afforded by its greater parameter range. In order to offset this penalty, H3
would need to have a wider posterior at D0, i.e. more parameter values compatible
with the observed data. Clearly, this would entail a shorter posterior too. Given
its flexibility, H3 can only win the evidence comparison by not fitting the data so
well. Thus, the evidence depends on a trade-off between how well the model fits the
69
observed data and how wide a range of data it can be made to fit, assuming the latter
increases with σw. The observed data can be thought of as shrinking the available
parameter space. The ratio of shrinkage
σw|D
σw
, called the Occam factor because it
favors simpler models, indicates how much information about the parameter the data
provides.101
Bayesian model comparison offers the advantage of selecting a model after training
on the full set of observed data. Unlike the case of cross-validation, there is no need
to restrict the data used to fit the models. However, [Bishop, 2007] notes that factors
implicitly assumed in Bayesian model comparison, such as the prior over models
containing the true one, indicate the prudence of relying on standard cross-validation
or similar risk estimates where they cannot be guaranteed.
101This discussion is taken from [MacKay, 2002]. [Bishop, 2007] and [Sivia and Skilling, 2006]
offer similar discussions based on direct analytical solutions for the evidence given some simplifying
approximations. [Hastie et al., 2003] explains some connections among the bootstrap, MLE, and
Bayesian model selection, noting that the bootstrap approaches Bayesian comparison for Gaussian
distributions and others nearly so. However, the bootstrap achieves this without the need to specify
a prior and integrate over the posterior. [Sivia and Skilling, 2006] notes the relationship between
hypothesis testing and Bayesian model comparison. [Sivia and Skilling, 2006] also discusses the
relation between Bayesian model fitting, where the posterior’s maximum is typically the significant
value, and Bayesian model comparison, where the posterior’s average, as contributing to the integral,
is the value of interest.
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2.2.3 Artificial Neural Networks
Artificial neural networks (ANNs) are a class of machine learning algorithms based
on a structure of simple units whose rich interconnections allow the system as a whole
to behave in complex ways.102 The interconnected units, called artificial neurons,
derive from attempts to mathematically model the neurons in the human brain. They
are characterized by simple principles of operation, and it is helpful to begin by
considering them simply as mathematical functions.
The functions that define the operation of artificial neurons accept a set of inputs
and yield a single output. Units are connected by using a unit’s output as a feed (i.e.
input) to a second. Each input is accompanied by a weight and a unit’s output is
given by an activation function of the weighted inputs. The system as a whole receives
input at neurons with otherwise unconnected inputs and yields output similarly. The
activation function output is typically binary, yielding an On or Off value. A neuron
will turn on, also known as fire or activate, when fed by a set of activated inputs of
sufficient size and connected to it with sufficient weight. In some cases a unit is given
a bias that contributes a constant offset to the function’s input value. Biasing a unit
102There is enormous literature on ANNs. The treatment here principally relies on [Bishop, 1996],
which is an excellent introduction with a statistical bent. [Bose and Liang, 1996] is another excellent
introduction exposing connections with the signal processing discipline in engineering. [Haykin, 1998]
is wide-ranging and detailed. [Hastie et al., 2003, Bishop, 2007] offer chapter length discussions
and demonstrate connections between ANNs and traditional statistical methods such as projection
pursuit regression. [Reed and Marks, 1999] is a clear treatment of many practical considerations
encountered in using the most common type of ANN.
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Figure 8: Multi-Layer Perceptron
can also be described as adding an extra input that is always activated and carries
an appropriately weighted connection to the biased unit. A network’s topology, that
is to say the choice of which neurons feed which, and its activation function comprise
an ANN’s structure.
Figure 8 illustrate aspects of a typical ANN structure. It8 displays an MLP
topology with d = 4 inputs, 2 hidden layers, and c = 2 outputs. The output units
are biased by introducing an extra yellow input unit that is fed a constant active
signal that passes undiminished through the hidden layers to bias the output layer.
Note that the absent connections on the units representing the output bias could
be included with weights of zero. This illustrates the possibility of incorporating a
particular bias on any unit in an MLP.
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In order to make these functional relations explicit, suppose there are N samples
in the training set and that a sample consists of a d dimensional input value paired
with a c dimensional output value. Let x = (x1, x2, ..., xN), xi ∈ Rd denote the set of
inputs while y and t similarly denote the outputs and targets respectively. Also let
there be W weights denoted as w = (w1, w2, ..., wW ). The weights can be relabeled
so that wkj denotes the weights on the connection into the j
th unit from the kth unit.
If the activation function is denoted g() and there are p units plus one bias value
denoted w0j feeding it, this yields zj = g(w0j +
∑p
k=1wkjxk) for the output of the j
th
unit.
A variety of activation functions have been used. The paradigmatic one is a step
function of a simple weighted sum of the inputs. The reliance on a simple weighted
sum is widespread; however the discontinuity of step functions presents practical
difficulties to be described below. Common alternatives are the hyperbolic tangent,
ex−e−x
ex+e−x , and the logistic sigmoid function,
1
1+e−x , which allow a neuron’s output to
smoothly increase as it passes into an active state. These alternatives also supply a
key advantage in being nonlinear, providing highly flexible network responses in the
aggregate. In some applications a Gaussian activation function is used, yielding a
neuron that turns off as its input increases, rather than saturating in the active state.
These ANNs are called Radial Basis Networks. Additionally, an activation function
is typically parameterized in some fashion by an activation or learning rate, allowing
control of the steepness of the activation curve.103 Figure 9 is a graph of a logistic
sigmoid activation function with a range of values for the activation rate.
103[Bishop, 1996, Hastie et al., 2003]
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Figure 9: Logistic Sigmoid
Typically the activation function on the output units differs from the other neu-
rons in order to transform the output in some desired way. For example, the output
units may restrict their output to a predetermined legitimate range. For regression
problems, the identity function is normally used, yielding a simple linear combination
of the units feeding the output neurons. However, circumstances such as a require-
ment for bounded output will indicate other choices. In a classification problem it
is standard to have an output for each possible class and use the softmax function,
also known as the multiple logistic function, as the activation function on the output
units: yi =
exi∑c
j=1 e
xj , where there are c classes. This constrains each output to the
interval (0, 1) and the sum of the outputs to 1, which lets the outputs be interpreted
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as probabilities of class membership for each class.104
As with activation functions, ANNs have featured a variety of network topolo-
gies. Considering an ANN as a directed graph underscores the potential for cycles
among the connections. While such feedback loops are possible, the simplicity of feed-
forward, i.e. acyclical, ANNs offers many practical advantages such as deterministic
responses and higher performance in output calculation. A very common topology
arranges the neurons a sequence of layers where each layer’s outputs are connected
solely to the next layer’s inputs. The first layer receives inputs from the external
source and the last layer outputs to an external sink. Because the layers in between
the input and output layer are not directly visible to external systems, they are called
hidden layers. This topology, sometimes called a multi-layer perceptron (MLP), has
been studied extensively and is the one used in this work.105
In the standard approach, training an ANN is a process for adjusting weights
so that sample data delivered at the system’s inputs yield desirable results at the
outputs. Training begins by assigning random values to the set of weights. The
weights are then adjusted in a series of epochs. During each epoch, the training
inputs are successively applied to the system. The error between the resulting and
desired output is calculated and the weights are adjusted to reduce the error. When
the errors have been sufficiently reduced, or a limit on the number of epochs has
been reached, the training stops. This error minimization approach is equivalent to
a maximum likelihood inference.106
104[Bishop, 1996, Hastie et al., 2003]
105[Bishop, 1996, Neal, 1996]
106[Bishop, 1996]
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MLPs with differentiable activation functions provide the opportunity to apply an
efficient training algorithm known as back-propagation. The requirement for differen-
tiability allows the training to exploit the gradient descent approach to optimization.
In optimization theory, the function one attempts to optimize is called the objective
function. The gradient descent approach finds the objective function’s optimal value
by iteratively varying the function’s input values in the direction indicated by the
error function’s gradient evaluated at the current point. Back-propagation begins
with a determination of the errors at the output layer. This yields an error signal
that is propagated back through the network. Each weight is changed by an amount
proportional to the partial derivative of the total error energy with respect to the
weight space and in the direction of descent on that gradient. These corrections are
also proportional to a parameter called the learning rate. The learning rate is some-
times called the step-size because it affects the magnitude of adjustment applied to
the weights after an epoch. For output neurons, the local gradient can be calculated
directly from the error and the activation function at each output. For hidden neu-
rons, the chain rule allows the error’s gradient to be calculated as a weighted sum of
those calculated in the previous layer, i.e. the next one heading toward the output
layer. This algorithm is sometimes called the generalized Widrow-Hoff rule. The step
function’s discontinuity is an obstacle for this approach because it is an obstacle to
finding this gradient.107
Much research has gone into techniques to optimize performance for the back-
propagation algorithm. An example is Rprop, which stands for resilient backprop-
107[Haykin, 1998] offers an especially patient exposition of back-propagation.
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agation.108 Rprop seeks to minimize oscillations of weight values around optimal
values. It does this by augmenting the step-size if the local gradient’s sign has re-
mained constant since the last epoch and decreasing it if the sign has changed. In
effect, this accelerates the weight toward the minimum, where the decreasing gradient
would normally slow it down, while additionally introducing a small step backwards
when the minimum is passed. The problem of local minima is another difficulty
encountered in training by gradient descent. This has led to consideration of ensem-
bles of networks and techniques such as model averaging. [Reed and Marks, 1999]
discusses the relative advantages of many of these techniques.
A basic choice involved in applying an MLP to a machine learning problem is
determining how many hidden units should be arranged in how many layers. Any
specific arrangement of units into layers is called a model and the process of eval-
uating a set of ANN models can rely on cross-validation and other standard model
assessment techniques. It has been shown that an MLP using linear activation func-
tions for the output neurons and having a sufficiently large single hidden layer can
uniformly approach zero loss while learning any continuous function on a compact
input domain.109 However, the computational costs of the simple approach of relying
108On Rprop see [Igel and Husken, 2000, Reed and Marks, 1999].
109See [Bishop, 2007]. This claim is subject to misinterpretation due to ambiguous usages of three
sets of terms. First, there are two conventions for numbering the layers in a feed-forward network.
These differ by whether they include the input layer. In keeping with [Bishop, 1996, Reed and Marks,
1999], this work counts only those layers that have adaptive weights. Accordingly, the networks used
in this work, which have a layer of inputs, a single hidden layer with adaptive weights, and a layer
of output units with adaptive weights, are referred to as two layer networks. Secondly, the term
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on a massive single hidden layer have forced the basic two-part choice of how many
‘perceptron’ has fallen into ambiguous usage. According to [Reed and Marks, 1999], landmark work
by Frank Rosenblatt coined the term to refer to a family of networks, including multi-layered and
cyclical ones, which generally used adaptive weights only at the output layer. These were single
layer in terms of adaptive units, but multi-layer in terms of units per se. However, later seminal
work by Marvin Minsky and Seymour Papert focused on a convenient reduction of these cases to
a topology having one layer of inputs and one layer of adaptive outputs. This currently appears
to be the most common meaning of the term ‘perceptron’. In the convention followed here, the
Minsky-Papert network is a single layer network. However, as [Reed and Marks, 1999] notes, a very
common usage has arisen calling any feed-forward topology a multi-layer perceptron. [Bishop, 1996]
follows this usage and comments on the ambiguity. [Neal, 1996] follows this looser usage too and
sees no need for a disclaimer. Thirdly, a network’s capabilities depend on its number of adaptive
layers and its activation function. Units having a step function activation, i.e. threshold units, incur
significant classifying limitations. According to [Neal, 1996]:
• a single-layer threshold network can classify linearly separable points, where D data points
would require N = D − 1 input units.
• a two-layer threshold network with N−1 units in the hidden layer can separate any dichotomy
(i.e. binary classification) of N points
• a two-layer threshold network can generate non-convex and disjoint class boundaries, but still
not arbitrary ones
• a two-layer network with sigmoidal activation functions can generate arbitrary class bound-
aries
In summary, the two-layer sigmoidal networks used here are theoretically capable of arbitrarily
approximating any decision boundary given a sufficient number of hidden units.
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units in how many layers. Additionally, overfitting can be an issue when the number
of weights, effectively the model’s free-parameter dimensionality, becomes too large.
Although theoretical approaches to the question such as capacity constraint analysis
are possible, a common rule of thumb suggests that the training set size should meet
or exceed the ratio of the number of weights to the acceptable error. That is, N >= w

,
where N is the size of the training set, w is the number of weights, and  is the desired
generalization error rate. For example, a target error margin of 10% would indicate
employing a data size at least 10 times the number of weights.110 Overfitting is of-
ten avoided by automatically decreasing weight values as training progresses. This
weight-decay is a form of regularization. Many other forms of regularization have
been proposed.111
110[Reed and Marks, 1999]
111On the relationships among free-parameter dimensionality, input set cardinality, and error, as
well as the Vapnik-Chervonenkis dimension’s relation to these issues and practical limitations in
applying capacity constraint to ANNs, see [Bishop, 1996, Haykin, 1998, Reed and Marks, 1999].
[Bishop, 1996, Reed and Marks, 1999] describe many regularization techniques.
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2.2.4 Bayesian Training for Artificial Neural Networks
Bayesian learning for neural networks is another approach to ANN training.112 It
treats the weights as a multi-dimensional random variable with some prior distribu-
tion. The prior is converted to a posterior distribution with Bayes’ formula based
on the evidence provided in the training data. In other words, the probability of the
weights given the data is expressed as a function of a prior probability of the weights
and the probability of the data assuming that prior. The result is a full posterior
distribution of weight values yielding a distribution of output values. This can be
considered as a set of ANNs each of whose significance is quantified by the posterior
distribution. As with the Bayesian inference described above, the distribution can be
employed to obtain a single expectation value. Alternatively, the richer information
content of the entire distribution can be used in various ways.113
112The discussion on Bayesian learning for ANNs relies primarily on [Neal, 1996, Bishop, 1996,
2007]. [Titterington, 2004] is a thorough review of Bayesian training for ANNs and related tech-
niques. [Lampinen and Vehtari, 2001] is a review with case studies of the approach provided in
[Neal, 1996], which is the one relied upon for this work. Although it is not incorporated in this work,
[Liang, 2003] proposes an improvement to the framework introduced in [Neal, 1996].
113ANNs trained with Bayesian learning are often called Bayesian Neural Networks (BNN). This
name is very similar to the term Bayesian Network, but the latter usually refers to the probabilistic
graphical models also called Bayesian Belief Networks (BBN) or sometimes Belief Networks. Al-
though these two machine learning methods both rely on Bayesian inference and a network structure,
they are conceptually very different. A node in a BBN is not a neuron that fires given sufficiently
large input, but rather a probability distribution conditioned by its inputs. A BNN realizes a desired
output given certain inputs, while a BBN graphically represents a joint probability distribution. For
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In order to describe some of the uses of the posterior distribution afforded by
Bayesian learning, it will be helpful to consider Bayes theorem in the ANN context.
Letting w denote the weights and D the training target data, Bayes’ theorem yields
p(w|D) = p(D|w)p(w)
p(D)
. As before, only the target data is considered in D because
the input values in the training data are normally considered as fixed, rather than
part of the joint distribution being modeled. The posterior is the distribution sought,
i.e. that of the weights given the training data. The pieces required to arrive at the
posterior include a prior distribution for the weights and the likelihood.114
Considering the first of these two factors, a straightforward way to obtain a prior
for the weights is to assume each is drawn independently from a Gaussian distribu-
tion. For example, suppose the weights are assumed to be distributed as N (0, α2).
Values like α are called hyperparameters because they parameterize a distribution of
parameter values, in this case the distribution of weights. In some cases the situation
is complicated by using different hyperparameters for various subsets of the weights,
e.g. input units versus output units. For example, this can provide for natural dis-
tinctions among subsets such as scaling for differing units of measurement.115 [Neal,
1996] notes that [Buntine and Weigend, 1991] treats several other possibilities such
as weight priors favoring low or high entropy networks and those yielding smooth
outputs.
Turning to the second factor, it is helpful to consider the likelihood as the distri-
bution of the target set given the weights in the case of regression problems. From
introductions to BBNs see [Hastie et al., 2003, Bishop, 2007, Russell and Norvig, 2002]
114[Bishop, 1996]
115[Bishop, 1996]
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this perspective, one way to obtain the likelihood is to treat the targets as noisy
samples from a distribution centered at the output specified by the weights. For ex-
ample, in a one dimensional regression attempt, each target could be considered as
a sample from a Gaussian around the output: p(ti|w) = N (yi, β2). Here β is an-
other example of a hyperparameter. Assuming the targets are independently drawn,
p(D|w) = ∏i p(ti|w). In a classification attempt, the softmax function is a natural
choice for p(ti|w).116
Standard approaches to managing the problem of determining values for the hy-
perparameters involve hierarchical models, where a hyperparameter is itself treated
as a sample from a distribution, a so-called hyperprior.117 A key opportunity afforded
by hierarchical models is the ability to apply Bayesian inference at the hierarchy’s
second level, thus allowing the available data to influence the prior as well as the pos-
terior. This practice of informing hyperparameters based on observed data is known
as empirical Bayes.118 It is an example of the Bayesian model comparison discussed
above, with the choice of the hyperparameters playing the role of the model.
The ideal solution would be to solve for the predictive distribution by marginaliz-
ing over w, α, and β: p(tnew|t) = ∫∫∫ p(t|w, β)p(w|t, α, β)p(α, β|t)dwdαdβ. In general
an analytic solution will not be available. [MacKay, 1999] compares two techniques
for approximating the full integral with a more tractable one over either the weights
or the hyperparameters. One, known as the evidence framework, fixes the hyperpa-
rameters by approximation and then integrates over w. The alternative, sometimes
116[Bishop, 1996]
117[Bishop, 1996, 2007].
118[Bishop, 2007, Casella and Berger, 2001]
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called the maximum posterior (MAP) approach, fixes w by approximation and then
integrates over the hyperparameters.119
For example, in the evidence framework, the posterior for the observed data
p(w|t, α, β) is assumed to be sharply peaked around the maximum values αˆ, βˆ and
the predictive distribution reduces to p(tnew|t) ≈ ∫ p(t|w, βˆ)p(w|t, αˆ, βˆ)dw. The val-
ues αˆ and βˆ are obtained by assuming a relatively flat prior p(α, β) and a Gaussian
posterior. These assumptions allow the model evidence p(t|α, β) to be maximized
analytically with respect to the hyperparameters to arrive at αˆ and βˆ. Then the pre-
dictive distribution can be obtained by a final Gaussian approximation of p(tnew|t)
taking the hyperparameters as fixed at αˆ and βˆ. The evidence framework appears to
be more robust than the MAP approach.120
2.3 Markov Chain Monte Carlo
A third approach, requiring greater computational resources, is to estimate the
full probability distribution directly by a numerical integration technique known as
Markov chain Monte Carlo simulation (MCMC).121 In general, Monte Carlo methods
119[MacKay, 1999, Bishop, 1996, 2007] attribute the evidence framework approach to [Gull, 1989]
and the MAP approach to [Buntine and Weigend, 1991]. [MacKay, 1999] offers detailed descriptions
of both approaches.
120[MacKay, 1999, Bishop, 2007].
121[Krauth, 2006a], which material is presented more expansively in [Krauth, 2006b], introduces
MCMC in simple terms with great clarity. [Neal, 1993] is particularly thorough tutorial. [MacKay,
2002] offers a clear introduction. [Andrieu et al., 2003] provides detailed discussions of recent ad-
vances. This discussion of MCMC also relies on [Neal, 1996, Bishop, 2007, Shalizi, 2006, Grimmett
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are those using a random process to estimate some deterministic quantity.122 For
many problems, Monte Carlo methods offer a significant advantage over traditional
numerical integration techniques because their computational costs do not increase
rapidly with the dimensionality of the domain of integration.123 Monte Carlo methods
originated in work on statistical mechanics and were incorporated into more general
statistical studies only recently. They are now widely applied in many disciplines such
as normalization, marginalization, and expectation in Bayesian inference; computing
partition functions in statistical mechanics; optimization problems in various fields;
and the simulation of many physical systems.124
A thought experiment that occurred to Stanislaw Ulam in the 1940s and that
served as the conceptual germ for several important algorithmic developments in
MCMC by Ulam and John von Neumann offers a simple example. Imagine estimating
the number of winnable solitaire hands by counting the ratio of winnable ones to
hopeless ones in a random set of deals.125 Another illustration is estimating the area
A under a function f(x) ∈ [0, 1] for x ∈ [0, 1] as follows. If N points are drawn at
random from a uniform distribution over the unit square, say xi with i ∈ [1, N ], and
n of them fall under f(x), then the ratio n
N
→ A as N increases and so yields an
estimate of the area.126
and Stirzaker, 2001, Gamerman and Lopes, 2006].
122[Shalizi, 2006]
123[Shalizi, 2006, Andrieu et al., 2003, Neal, 1993]
124[Andrieu et al., 2003]
125This anecdote is related by [Andrieu et al., 2003].
126This example is taken from [Shalizi, 2006, Grimmett and Stirzaker, 2001].
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2.3.1 Monte Carlo in General
Monte Carlo simulations aim either to generate samples from a given probability
distribution p(x), or to estimate the expectations of functions under the distribu-
tion.127 The latter is an example of Monte Carlo integration seeking the value of
E[f(x)] =
∫
f(x)p(x)dx. If a solution to the first problem is available, as xi, then
the expectation of f(x) can be approximated by 1
N
∑N
1 f(xi).
128 Given a means of
evaluating p(x), but not one of sampling from it, one might approach an estimate of
this integral in the same straightforward manner that the area A was approximated
above. However, that approach sampled from a uniform distribution of x values.
Unless p(x) has wide support, i.e. yields appreciable values for a wide range of x
values, this uniform sampling approximation will converge slowly because most of the
points evaluated make insignificant contributions to the integral. Many Monte Carlo
techniques rely on sampling from an available secondary distribution more helpful
than the uniform one.
Two examples of Monte Carlo simulation are importance sampling and rejection
sampling.129 Importance sampling has two requirements. First, it requires the ability
127[MacKay, 2002]
128Beyond special cases like the Gaussian, it can be very difficult to generate samples from a
distribution even when the distribution can be evaluated for any given set in the domain. [MacKay,
2002] has an elegant and simple description of the root of some of these challenges. [Gamerman
and Lopes, 2006] discusses methods of generating samples from some of the more easily sampled
common distributions, beginning with uniform distributions.
129This treatment of importance sampling and rejection sampling relies primarily on [Andrieu et al.,
2003, MacKay, 2002].
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to evaluate the target distribution p(x) to within a multiplicative constant.130 For
example, there might be available an unnormalized version of the target distribution,
say p∗(x). Additionally it requires the ability to sample from and evaluate a sec-
ondary distribution, say q(x), which is sometimes called the importance sampler.131
Importance sampling tries to improve on uniform sampling by weighting the values
of p∗(x) obtained from the samples. The weights are given by wi =
p∗(x)
q(x)
. These
weights are designed to emphasize sample points that are important to the target
distribution but underrepresented in the secondary one and to downplay samples
that are overrepresented in the secondary distribution. The resulting approximation
is E[f(x)] ≈
∑
wif(xi)∑
wi
.
Rejection sampling involves a tighter constraint on the secondary distribution.132
This allows unhelpful candidate samples from q(x) to be rejected rather than con-
tributing to the approximation. Rejection sampling requires a known constant c such
that cq(x) > p∗(x). Given a sample xcandidate from q(x), a related sample, say u, is
drawn from a uniform distribution on [0, cq(xi)]. The candidate xcandidate is rejected
if u > p∗(xcandidate), otherwise it is accepted.
Importance sampling and rejection sampling only improve on uniform sampling
if the secondary, or proposal, distribution is shaped similarly to the target distribu-
tion. This is a practical requirement that becomes increasingly significant in higher
dimensions.
130[MacKay, 2002]
131More precisely, the importance sampler only needs to be evaluated to within a multiplicative
constant.
132[MacKay, 2002]
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2.3.2 Markov Processes
In MCMC, sampling is achieved by constructing a particular kind of stochastic
process called a Markov chain in such a manner that the process converges to a series
of samples from the desired distribution.133 A stochastic process, also known as a
random process, may be characterized in at least three ways. It may be described as
a collection of jointly distributed random variables on a common probability space
indexed by some set, say Xn defined on the same probability space. The marginal
distribution for each Xn can be obtained from the joint distribution over them all. A
random process can also construed in a more procedural or narrative way as the evo-
lution of an initial distribution under the operation of a sequence of transformations.
In other words, the joint distribution can be used to obtain the marginal distribution
of Xn as a function of Xn−1. This perspective illustrates the meaning of the term
‘process’ and is especially useful for certain important classes of stochastic processes
like Markov processes.134 A third way is to see a random process as a single random
variable, say X , that maps to a collection of random variables Xn. The distribu-
tion over collections of random variables is often called the process distribution to
distinguish it from the joint and marginal distributions associated with the random
133Some aspects of the following discussion are given a slightly extended treatment in an appendix.
[Durrett, 2001] is a gentle, book length introduction to stochastic processes. Fuller discussions are
available in [Grimmett and Stirzaker, 2001, Gray and Davisson, 2005]. More advanced treatments
are available in [Gray, 1987, Shalizi, 2009].
134This description is most natural for the one-dimensional index sets discussed here. In multi-
dimensional cases, one could consider various trajectories of evolution along distinct paths in the
index space.
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variables in the collection. This perspective suggests that a random process can also
be seen as a function from the process sample space and the index set into the reals.
Thus, a random process is sometimes called a random function because every point
in the process sample space yields a function from the index set to the reals. To
put this in another way, specifying the random variable supplying processes yields a
“randomly” chosen function from the index set into the reals.
The first way to describe a stochastic process—i.e. as an indexed collection of
random variables, say Xn, all defined on the same underlying probability space—
might be the most direct approach. The index set, whose values are here written
as n, may be continuous or discrete, leading the process to be labeled similarly. For
discrete processes the index set is typically either the integers or the nonnegative
integers. The application of Monte Carlo methods in this work uses the discrete case,
because the desired end result is a discrete series of samples. If the index set is finite,
the process might be called a random vector.135 A set of outcomes of the random
variables constituting the process is called its realization.136 The outcome for an
individual member of the series indexed by a particular value of the index set is the
state at that index value and the range of states is the state-space. For example, one
can speak of a discrete random process with a continuous state-space.137 Particular
135If the index set is multi-dimensional the process might be called a random field and each dimen-
sion, or coordinate, of the index might be discrete or continuous.
136Common usage doesn’t always distinguish between a process and a particular realization of it,
similarly to the often elided distinction between a random variable and its outcome.
137In the signal processing discipline, one sometimes speaks of an alphabet or amplitude instead of
a state. [Gray and Davisson, 2005]
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index values are sometimes called locations and, in the discrete case, also iterations.
A process with an index set that is bounded on one side like the non-negative integers
is sometimes called a one-sided process. Traditionally, a set of data points that is
taken to be the realization of an unknown process with a one-dimensional index set
is called a time series and the particular index values are called times. This is often
stretched to cover any random process with a one dimensional index set. Additionally,
chronological terms are often used to describe relations among a process’s locations,
or times, as well as among a process’s states. For example, states for times greater
than a given index value might be called future states relative to the given one.
This first way of describing a stochastic process leads to the second, narrative
description. Because a stochastic process is characterized by the joint distribution of
its variables, a primary interest in working with stochastic processes is to indicate
in functional terms how the distribution of outcomes changes as the index value
changes from one value to another. Beginning with the complete description by a
joint distribution over an infinite index set, marginalization is used to obtain a finite
dimensional distribution (fdd), i.e. the conditional relations among the distributions
of outcomes at a finite set of locations. In particular, the distribution of states at one
time might be given conditional on the distribution at the immediately preceding time.
Thus, narrowing a focus on fdds to the conditional distribution on specific increases
in the index value yields the second view of a stochastic process: an evolution of some
initial distribution under a transformation.
For a discrete stochastic process, the transition probability is a key relationship
that describes how the distribution of outcomes changes as the index value increases
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by one: p(xn+1|xn).138 It is often helpful to consider this as a transition function, say
T (xn, xn+1, n) = p(xn+1|xn), on three variables, that gives the probability function of
obtaining the particular state xn+1 following xn. For a process construed as a time
series, these functions detail a process’s evolution over time. A distribution that is
mapped back to itself by any transition, i.e. a fixed point for the transition function,
is called invariant or stationary relative to the process. A process may have more
than one invariant distribution.
A concrete pair of examples will help illustrate the use of narratives to describe
stochastic processes. A familiar example of a random process is an independent
identically distributed (iid) process, i.e. one for which any finite collection of random
variables from the process are mutually independent and have the same probability
function.139 This familiar example is a simple case where the outcome at one location
is unaffected by those at others. There isn’t much of a narrative here. However,
there is a natural narrative in a second familiar example that is only slightly more
complicated: a one-dimensional random walk. A one-dimensional random walk can
be described as the sequence of partial sums of the outcomes of an iid process. The
current position St of a random walk on the integers that starts from zero and steps
one space to the left or right with equal probabilities at each integer time t >= 0 is
given by St =
∑
tXt, where Xt ∈ {−1, 1} and p(Xt = 1) = p(Xt = −1) = 0.5. This
138In what follows, only examples and definitions for discrete time processes will be provided. For
the effort required to generalize these to the continuous case, see [Grimmett and Stirzaker, 2001,
Gamerman and Lopes, 2006, Gray and Davisson, 2005].
139A paradigmatic iid process is the Bernoulli process, i.e. an infinite series of coin flips from a
given coin having a fixed probability of yielding heads.
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random walk is not itself an iid process. For example, it can be seen that S3 must
lie in {−3,−1, 1, 3}. But given a value for the third step, say S2 = 0, the range of
possible values for S3 is narrowed to {−1, 1}. In other words, S3 depends on S2.140
These concrete examples of the conditional relations for a random walk’s third and
fourth steps indicate how an explicit fdd for a process can be constructed from a step
by step narrative.
The narrative view of fdds contrasts with the third alternative view of a stochastic
process as a random function—i.e. function of a random variable and the index set. In
this third view, a random walk’s successive outcomes are considered a function of two
arguments: a first that selects one random walk from the space of all possible random
walks and a second that selects a step in this walk.141 A single realization of the
random variable mapping to processes, i.e. X , is considered fixed and a function on
the index set is thereby obtained. This function is called a sample path, or sometimes
a sample function.142 The former term is common for discrete index sets.
Stochastic processes are usefully characterized by their long term behavior. One
140In general one could consider processes exhibiting a dependence on future times at previous
times. However, an orientation to MCMC does not require discussing this level of generality.
141It might be wondered when one can be assured that a single probability space can be found
to support a given process obtained by construction from a complete set of fdds. It turns out that
ensuring consistency relations among the fdds, so that, for example, marginalization yields legitimate
distributions, is sufficient to guarantee that an underlying probability space exists with outcomes
in the appropriate space of sequences or functions. This result is known as Kolmogorov’s extension
theorem. See especially [Gray and Davisson, 2005].
142In the context of dynamical systems a sample path is sometimes called a trajectory or orbit.
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kind of behavior with important implications is irreducibility. An irreducible process
is one that never confines itself to a restricted region of the state-space, but rather
always has some probability of reaching any area of the state-space from any other.143
Irreducibility implies another significant property known as ergodicity.144 There
are many ways to characterize ergodicity. The most precise, if somewhat subtle,
definition of ergodicity is phrased in terms of invariant events. An event is a set
of possible sample paths in a process’s underlying probability space. An invariant
event is set of sample paths closed under time shifts. In other words, the sample
path resulting from shifting a member of the set must also be in the set. To put it
another way, membership in an invariant event cannot be a function of when sampling
starts—the choice of time 0. An ergodic process is one whose invariant events have
either a probability of 1 or 0. Roughly speaking, this definition is useful because it
implies that the only way to make a set of sample paths from an ergodic process
invariant is to include every conceivable path or no paths at all. In other words,
non-empty invariant events for an ergodic process must in principal draw from the
entire event space: no part of the sample space can be excluded from an invariant
event. To summarize, only two sets of sample paths on an ergodic process can be
characterized without regard to the choice of time 0: the universal set and the empty
set.
A third long-term behavior of interest is stationarity. In a broad sense a process
is stationary if it exhibits some type of invariance with respect to the index set. For
143Irreducibility can be defined more precisely in measure theoretic terms. In this context it is
often known as metric transitivity.
144[Gray and Davisson, 2005]
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example, iid processes are time invariant in the sense that the distribution of states is
identical from one time point to the next. In many situations weaker conditions may
be more useful. First-order stationarity requires that the state distribution’s mean or
expected value, i.e. its first order moment, be invariant under time shifts. A useful
condition known as stationarity in the weak, or wide, sense requires a state’s expected
value and variance to be invariant under time shifts. Weak stationarity forces the
autocovariance of a process’s states, i.e. the expected product of the variance in state
at two different times, to depend solely on the difference between the times. Strictly,
or strongly, stationary processes are those for which the joint distributions for any
collection of random variables from the process is invariant under a uniform time
shift, i.e. a single shift in time applied to each member in the collection. In terms
of the third way to describe a stochastic process, a strictly stationary process is one
whose transformation function preserves the distribution of states.145
Strict stationarity can be considered a generalization of the iid property: an iid
process is strictly stationary but the converse is not necessarily true. Like an iid
process, a strictly stationary process has identically distributed variables and the
joint distribution of any fdd is the same after any time shift of each variable in the
fdd by an identical amount. As [Gray and Davisson, 2005] puts it, probabilities of
any collection of samples from a stationary process are independent of when sampling
starts, i.e. where time 0 is. One significance of stationarity in the weak or strict sense
is that it entails a limit behavior for partial sums from the process. If Xn is a weakly
or strictly stationary process with finite expectation values, then there is a random
145Such a transformation on a probability space is often called a measure preserving one.
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variable Y such that lim 1
n
∑
Xj = Y , i.e. the time average of the sample path
converges.
A process that is both ergodic and stationary exhibits an important symmetry.146
Recall that a process can be considered a function on two variables, one of which
ranges over the time index while the second ranges over a sample space whose el-
ements are series of random variables. The symmetry is between these two func-
tion arguments, i.e. between time and sample space. In this case, the limit of the
time averages is exactly the expected value of the variables comprising the process:
lim 1
n
∑
Xj = E(Xn). In other words, the time average given by a sample path is
identical to an average at one time location over all the sample paths in the under-
lying series space. In fact, this correspondence between ensemble averages and time
averages is often what is meant by ‘ergodic’ in physical contexts.
This correspondence between averages over time and paths has foundational impli-
cations in statistical mechanics and plays an important role in the theory of dynamical
systems. Dynamical systems model physical phenomena by specifying how a charac-
teristic set of quantities evolves over time. The quantities are treated as coordinates
in a phase space. For example, the phase space for a multi-particle system might be
the set positions and momenta for each particle. The way these quantities change
over time is specified by a set of differential equations known as dynamical equations.
A system’s evolution over time is thereby modeled as the trajectory of a point in
phase space whose motion is specified by its dynamical equations.147
Probability theory finds a natural purchase in dynamical systems by introduc-
146[Gray and Davisson, 2005]
147[Pathria, 1996, Sethna, 2006, Chandler, 1987]
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ing a probability measure on volumes of phase space. In this way, a correspondence
is established between the odds of finding a system with each of its characteristic
quantities in a certain range and a probability measure on the associated volume in
phase space. Generally, these odds are assumed to depend primarily on the number
of physical states consistent with a given range of phase space coordinates.148 This
assumption implies that the probability measure for a volume of phase space is pro-
portional to the volume itself. This marriage of probability theory and dynamical
systems is a principal element in statistical mechanics.
A dynamical system obtained by casting Newton’s laws of motion for a system of
particles is called a Hamiltonian system. A basic finding in statistical mechanics is
that Hamiltonian dynamics with constant energy entail invariant transformations on
volumes in phase space. Although the shape of the phase space region may change,
its volume will remain the same. This is Louisville’s theorem.149 Because volumes in
phase space are proportional to probability measures, the probability of finding an
observed physical state within a certain region of phase space remains constant with
time. When combined with the irreducibility, and hence ergodicity, of phase space,
this entails the correspondence between time and ensemble averages for Hamiltonian
systems with fixed energies. There are at least two major implications of this cor-
respondence. One is that a theoretical investigation of the long term dynamics of a
distribution over phase space can be replaced with a focus on averages over ensem-
bles. The other is that physical observations, being unavoidably measurements of the
average behavior of a single trajectory over time, can be directly related to the theory
148[Pathria, 1996, Sethna, 2006, Chandler, 1987]
149[Pathria, 1996, Sethna, 2006, Chandler, 1987]
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of ensemble averages.150
This isomorphism between the dynamical description of physical systems and
ergodic stochastic processes plays a key role in the MCMC technique used in this
work. Before discussing this role, Markov chains will be described in more de-
tail. Markov chains are a class of random processes. A Markov chain is a discrete
time stochastic process whose state at the next index value is independent from
all states prior to the current one.151 In other words, a Markov chain with a dis-
crete state-space has the property that p(xn|x0, x1, . . . , xn−1) = p(xn|xn−1). Thus
a Markov chain is often said to be memoryless.152 A homogeneous Markov chain
is one whose transition probabilities don’t depend directly on time.153 More con-
cretely, p(xn|xn−1) = p(xn+m|xn+m−1)∀m. In terms of the transition function, this
yields a function on just two variables because the third one for distinguishing time is
unnecessary. A homogeneous, one-sided discrete time Markov chain can be com-
150See the introductory material in [Pathria, 1996, Sethna, 2006, Chandler, 1987] for basic discus-
sions of ergodicity in physical contexts. For a different perspective, see [Badii and Politi, 1999]. See
[Shalizi, 2009, Gray and Davisson, 2005] for more on ergodicity in measure theoretic terms.
151This Markovian property can also be generalized to the continuous time case. See [Gamerman
and Lopes, 2006].
152There is an analogy here with context-free languages in Chomsky’s hierarchy of formal languages.
153Using the stationarity concepts described above, a homogeneous Markov chain is one for which
the joint distribution of any pair of random variables adjacent in time is invariant under a uniform
time shift. A strictly stationary process is homogeneous, but the converse is not necessarily true.
See [Gray and Davisson, 2005, Grimmett and Stirzaker, 2001] for details. Homogeneous Markov
processes are often called stationary ones. However, this usage can be confusing without further
qualification because there are so many ways a process may exhibit time invariance.
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pletely specified by a distribution at the first iteration p(x0) and a fixed transi-
tion function T (xn, xn+1) for n > 0. Marginalizing over all possible states at one
time yields the distribution of states at the next time. In the discrete state case :
p(xn+1) =
∑
xn
T (xn, xn+1)p(xn).
An ergodic Markov process eventually stabilizes so that all future times have
the same distribution, regardless of the initial distribution.154 In other words, after
a certain time, say i∗, p(xi) = p(xj) for all i, j > i∗ and the process arrives at a
unique invariant distribution, say pi(x). The distribution arrived at is often called
the equilibrium, or limiting distribution. To be ergodic a process must avoid certain
patterns of state-space traversal. Periodic motion in state-space must be avoided
because it prevents convergence. It must also be possible for any state to be realized
eventually from any other one. If this is not the case, then one or more closed regions
of state-space can trap the process, preventing it from returning to other regions.
Because this trapping generally depends on the initial distribution, closed regions
prevent a unique limiting distribution that is invariant with respect to the initial
distribution.
Markov chains are useful for Monte Carlo methods because only slight constraints
are required to ensure ergodicity with a given equilibrium distribution.155 The fol-
lowing terminology will help describe these constraints. States can be classified by
whether they are isolated from one another. If there is a non-zero probability of
reaching the state xj having already reached the state xi at a previous time i < j,
the state xi is said to communicate with xj. If the converse also holds, the states are
154[Grimmett and Stirzaker, 2001]
155[Grimmett and Stirzaker, 2001]
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said to intercommunicate. A process for which every pair of states intercommunicates
is irreducible. If a process returns to a state with probability 1, the state is said to
be recurrent, or persistent. A process for which every state is recurrent is said to be
recurrent as a whole. These probabilities are independent of time. For example, a
recurrent state has a non-zero probability of being visited infinitely many times. It
turns out that any irreducible, recurrent and non-periodic Markov process is ergodic.
A sufficient, but not necessary, condition for a Markov chain to have a certain limiting
distribution pi(x) is that detailed balance holds: T (xi, xi+1)pi(xi) = T (xi+1, xi)pi(xi+1).
This condition can be described as asserting that the chain is just as likely to transi-
tion from state xi to xi+1 as it is to make the opposite transition. Thus, such a chain
is said to be reversible.
2.3.3 Algorithms for Markov Chain Monte Carlo
Many algorithms have been advanced for obtaining an ergodic Markov chain with
a given equilibrium distribution. The Metropolis-Hastings (MH) algorithm is a very
general scheme that covers many cases. As in the rejection sampling method described
above, the MH approach obtains a candidate sample from a proposal distribution,
which may be rejected. However, in MH the proposal distribution is not required
to be constant. Instead, the proposal distribution for the next sample is allowed to
depend on the current sample value. This yields a Markov chain.
The MH algorithm uses a carefully crafted acceptance rule to ensure that the
Markov chain ergodically approaches the desired distribution. This rule ensures that
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the detailed balance condition holds.156 Letting the current sample be represented
by xi and a candidate by x
′, and assuming again that p∗(x) is an available unnor-
malized version of the target distribution, let qxi(x) be the proposal distribution
dependent on the current sample. Then the candidate x′ is accepted with probabil-
ity A(xi, x
′) = min(1, p(x
′)qx′ (xi)
p(xi)qxi (x
′)).
157 If the candidate is rejected, the current sample
is used for the new value. Because the samples are generated by an ergodic tran-
sition function, the initial sample used to start the chain is usually not important.
Frequently proposal distributions exhibit a symmetry such that qxi(x
′) = qx′(xi), in
which case the acceptance function simplifies to A(xi, x
′) = min(1, p(x
′)
p(xi)
).158
A well known special case of the MH algorithm, Gibbs sampling, is an MCMC
approach to sampling from a given joint distribution p(x1, x2, x3, . . . xN).
159 It pro-
ceeds in a nested loop fashion by repeated iterations through the N components xk
of the joint distribution. In each pass through the inner loop, the components are up-
dated one at a time by sampling from the conditional distribution of the component
given values of the other N − 1 components. Additionally, the new values obtained
as the components are iterated through are relied upon for deriving the remaining
components not yet adjusted in the current iteration. In other words, the adjusted
component values obtained via the conditional distributions for the components with
lower indices are used to derive samples for components with higher indices. Gibbs
156See [Krauth, 2006a] for a clear discussion of detailed balance in the context of MH algorithms.
157See [Neal, 1993] for a proof of ergodicity.
158See [Neal, 1993] for the strengths and weaknesses of the MH algorithm, including computational
considerations.
159[Neal, 1993]
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sampling amounts to the MH algorithm with the component-wise conditional distri-
butions as proposal distributions, which turns out to lead the acceptance function to
be identically 1, i.e. no candidate is rejected. Gibbs sampling is also known as the
heatbath method.160
The approach to BNN training used in this work relies on an MCMC algorithm
known as the hybrid, or Hamiltonian method.161 The method works by treating the
target distribution as a description of the probability of finding an imaginary system
of particles in a certain configuration, i.e. having certain positions and momenta.
By employing certain physical laws determining the evolution of such a system, the
method arrives at a Markov chain that converges on the target distribution. The
physical situation envisioned in the Hamiltonian method is that of a bunch of parti-
cles that collectively exchange energy with a much larger system where the two taken
together are in equilibrium at a constant temperature. The distribution of configura-
tions for the smaller system consistent with a given energy is given by the canonical
distribution.162
Writing the vector of the positions of all the particles as x and the vector of
each particle’s momentum as p, the system of particles has a total energy given by
H(x, p) = E(x) + 1
2
∑
p2i . The function E(x) is the potential energy associated with
the positions of particles and the other term is their kinetic energy in terms of the
momenta.163 The canonical distribution specifies the joint distribution over these
160See [Neal, 1993] on the strengths and weaknesses of Gibbs sampling.
161This discussion of the hybrid method relies on [Neal, 1993, 1996, MacKay, 2002].
162It is also called the Boltzmann, or Gibbs, distribution.
163The masses of the particles are assumed to be 1 here to simplify the description.
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vectors as
P (x, p) = 1
Zx
e−E(x) 1
Zp
e−
1
2
∑
p2i = Px(x)Pp(p).
164
The denominator Z = ZxZp, known as the partition function, is a normalizing factor
depending on the total energy. Because this formulation separates the dependence
on x and p into two factors, as shown in the expression on the right, the marginal
distribution of p can be obtained by ignoring the momenta. At first glance this
approach would seem to be helpful only when the original joint distribution of interest
assumes the form specified by the canonical distribution. However, any non-zero
probability density can be expressed in this fashion by introducing an energy function
E(x) = − ln(P (x))− ln(Zx), with an appropriate choice of Zx.
A system of particles with constant energy will evolve according to the following
equations:
dxi
dt
= pi
dpi
dt
= − ∂E
∂xi
These are Hamilton’s equations and a system satisfying them is a Hamiltonian dy-
namical system.165 Hamiltonian dynamics are reversible and, considered as a trans-
formation on the canonical distribution, they leave it invariant.
If a Hamiltonian system is allowed to evolve it will sample positions from the
164In an actual physical problem the exponents would also be inversely proportional to the tem-
perature. For the imaginary system considered here the temperature can be ignored by considering
it to be 1.
165[Neal, 1996] notes that when using an imaginary Hamiltonian system to create a Markov chain,
the dynamical system’s time dimension should not be confused with the Markov chain’s discrete
index set.
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so-called microcanonical distribution associated with the fixed energy. In order to
sample from the full canonical distribution over all energies, the system’s trajectory
can be nudged from time to time by updating the momenta in a random but physi-
cally sensible fashion. This approach has been called the stochastic dynamics method
of MCMC. The method alternates a stochastic nudge of momenta with a dynamical
update of positions. The momenta are nudged by drawing values from the canonical
distribution for the momenta given the energy associated with the current position
coordinates. This amounts to drawing new momenta values from a Gaussian. The
discretized Hamiltonian dynamics determined by the current position and new mo-
menta are then followed for a short time. After following the dynamics for a while,
the particles will have new positions and momenta. This method theoretically of-
fers better convergence than simpler MCMC methods because the change in position
dictated by the Hamiltonian dynamics is equivalent to a change in the direction of
higher probability. In other words, the random-walk behavior through regions of low
probability that one ignores in importance sampling is avoided in the first place.
In a computational setting, the approach also requires some method of treating
these continuous quantities as if they were discrete. If care is taken to ensure that the
momenta nudges and discretization maintain the trajectory’s ergodicity, the result
will be a Markov chain yielding position coordinates that converge to samples from
the desired distribution. A suitable discretization can achieved by what is called the
leapfrog method. The leapfrog method is controlled by a step-size parameter , which
specifies how small to make the discrete steps, and a step-length parameter L, which
specifies how many step to take until arriving at a candidate. The method proceeds
102
by alternating half-steps that adjust the momenta and positions independently. Thus
x and p are changed based solely on the other component’s value, which keeps the
transitions invariant with respect to the canonical distribution. When combined, this
produces whole steps in position that leapfrog over whole steps in momentum. Each
leapfrog step consists of the following adjustments:
p∗i (t+

2
) = pi(t)− 2 ∂E∂xi (x(t))
x∗i = xi(t) + p(t+

2
)
p∗i (t+ ) = pi(t+

2
)− 
2
∂E
∂xi
(x(t+ ))
In the limit of infinitely small step-sizes, a trajectory of leapfrog steps will not
change a system’s energy. However, a finite step-size will introduce small errors that
decrease the system’s energy. The hybrid method improves on stochastic dynamics
by introducing a Metropolis step that tends to reject the dynamic effects of mo-
menta nudges to the extent that they decrease the particles’ overall energy. The new
positions are treated as candidates that are accepted or rejected, as in the MH algo-
rithm, with a probability given by : A((x, p), (x′, p′)) = min(1, e(H(x,p)−H(x
′,p′))). This
Metropolis step offsets the errors introduced by discretization.
2.4 Support Vector Machines
Support Vector Machines (SVM) are a type of machine learning algorithm that
can classify by embedding training data in a different space whose properties facilitate
the identification of optimal class boundaries.166 The new space, sometimes called the
166SVMs can also be used for regression tasks. This discussion of SVMs relies primarily on [Schlkopf
and Smola, 2001, Shawe-Taylor and Cristianini, 2004]. The briefer treatments in [Hastie et al., 2003,
103
feature space, facilitates the identification of class boundaries by providing a mathe-
matical structure known as an inner product because generic optimization techniques
can use the structure to find optimal boundaries. In turn, these boundaries are used
to estimate the classification of previously unseen data.
Inner product spaces generalize the familiar structure associated with vectors in
RN . The inner product of two vectors, also called the dot or scalar product, is the
sum of the products of their components.167 The inner product, as a function of the
length of two vectors and the angle between them, measures their similarity in terms
of both length and direction. For example, a vector’s length is the square root of
the inner product of the vector with itself and two vectors are orthogonal if and only
if their inner product is zero. Because of this geometric significance, vector algebra
operations relying on the inner product can be used to separate two classes of points in
RN by a linear boundary. If the points are linearly separable, the resulting hyperplane
boundary will classify all the points correctly. In these cases, there will generally be
more than one hyperplane that achieves a perfect classification. However, only one
will separate the points correctly and also maximize the distance from the boundary
to the closest point. This distance is called the classifier’s margin. A maximal margin
classifier is optimum in the sense that it favors none of the training points. This
makes it simpler in a way than any other hyperplane boundary and it can be shown
that maximizing a hyperplane classifier’s margin is equivalent to minimizing its VC
Bishop, 2007] were also consulted.
167The details of vector algebra are omitted here. An introductory discussion of vector algebra is
available in [Lang, 1986].
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Figure 10: Separating Hyperplane with Maximal Margin. From B. Schlkopf and A.
J. Smola. Learning with Kernels. The MIT Press, 2001.
dimension.168
Figure 10 displays the use of vector algebra to construct a maximum margin
hyperplane classifier in R2. A general expression for a hyperplane is < w,x > +b = 0,
where w is vector of coefficients, x is a vector valued independent variable, and b is
hyperplane’s displacement from the origin. In Figure 10, the bold line is the optimal
hyperplane separating training data whose classification is indicated by diamond or
circle plot points. This scheme generalizes directly to higher dimensions.169
168See [Schlkopf and Smola, 2001] for a proof.
169[Schlkopf and Smola, 2001] remarks that the term ‘support vectors’ arises because in the opti-
mization the training vectors defining the margin (x1 and x2 in this case) can be considered balanced
forces supporting the separating hyper-plane.
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When training data is not linearly separable, slack variables are introduced to
quantify the degree of error on the training set. The optimization objective then
becomes simultaneously maximizing the margin and minimizing the amount of slack.
The tradeoff between margin size and training error can be controlled by introducing a
parameter that adjusts the relative weights of these two goals in the objective function.
This optimization problem can effectively be cast solely in terms of inner products, as
opposed to referring directly to vector representations of the points being classified.
In other words, within an optimization algorithm, the vectors always appear inside
inner products not as stand alone vector-valued terms.170
Two features of the SVM approach provide it with a powerful flexibility. SVMs can
use similarity measures that are structurally equivalent to inner products but defined
on entities that are nothing like vectors in RN . That is to say, these measures meet
the formal mathematical definition of inner products. Thus, the same classification
algorithm that works for optimally separating points in a plane can be applied to a
much wider class of objects. Indeed, because the algorithm refers only to the inner
product of feature vectors, as opposed to the vector representations themselves, the
approach can be applied to any sort of object for which a suitable similarity measure
can be defined. A specific map from the objects to the feature space is unnecessary
as long as one can supply inner product values in terms of the objects themselves.
170This introductory discussion will omit the mathematical details of constrained optimization in
inner product spaces. [Bishop, 2007] offers a good introduction to the topic of optimization for
SVMs. [Boyd and Vandenberghe, 2004] is a full introduction to convex optimization. [Schlkopf and
Smola, 2001, Shawe-Taylor and Cristianini, 2004] have detailed treatments in the context of SVMs.
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Because a function on the original objects that yields the value of an inner product
in an associated feature space is called a kernel, this strategy is known as the kernel
trick.171 In the words of [Schlkopf and Smola, 2001], this amounts to “an embedding
of general data types in linear spaces”. Kernels have been proposed for objects as
diverse as free text, graphs (including trees), abstract sets, and symbol sequences like
proteins or DNA.172
171[Schlkopf and Smola, 2001] states that the use of the term ‘kernel’ here stems from the theory
of integral operators. For a brief description of usage that context, see the treatment of linear maps
in the introduction to [Gowers et al., 2008]. According to the entry for ‘kernel’ in [Miller], it arose
in that field as a translation of the French term noyau and is unrelated to the use of ‘kernel’ in
abstract algebra.
172A great amount of mathematical detail that does not rise to the surface of the application
of SVMs in this work is omitted here. Much of this has to do with ensuring the existence of a
legitimate feature space given a suitable kernel function. For example, in addition to the algebraic
structure of inner products, SVMs require the feature space to support the topological quality of
being complete, i.e. containing the limit points of sequences that converge under the norm induced
by the inner product. In other words, the feature space needs to be a Hilbert space. Given a kernel
function, one constructs such a Hilbert space by defining an inner product on a space of functions
from the domain of objects into the complex numbers and completes it by adding any missing limit
points. Thus, each object gets represented by a function over all the objects, which can be thought
of as indicating how similar it is to the other objects. Constraining the functions in the Hilbert
space to be continuous on the domain of objects results in a so-called reproducing kernel Hilbert
space, whose inner product is uniquely equivalent to the original kernel function. See [Schlkopf and
Smola, 2001] for details on these topics. See [Royden, 1988] for details on the interrelations among
the properties of having a metric and being complete, and the related property of being compact.
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The use of SVMs also allows one to separate the optimization problem from the
issue of providing a kernel function. This modularity, as [Shawe-Taylor and Cristian-
ini, 2004] puts it, permits a specialization and division of labor that allows research
on these two fronts to proceed independently. In fact, the kernel trick can be fully
separated from the machinery of classification by an optimal hyperplane and used
in other approaches to inference and learning collectively known as kernel methods.
Once a classification problem has been described in terms of SVM training, a range
of well established approaches to optimization can be brought to bear on it.
Kernel methods can also be used when an explicit feature space mapping is already
at hand. Sometimes the question of how to map objects to a feature space is already
answered and the focus has shifted from classifying objects to classifying feature
vectors of some sort. In this case, many suitable kernel functions are available for
direct use in SVMs and related algorithms. For example, the simple linear kernel given
by the standard inner product can be used: < x, y >. Among the many alternatives
are the radial basis, or Gaussian, kernel exp(−σ||x − y||) and the polynomial kernel
(a < x, y > +b)n, where ||x|| is the standard norm in the feature vector space and
σ, a, b, and n all serve as tuning parameters. The Gaussian kernel is particularly
popular in cases where a limited theoretical perspective prevents another candidate
from being preferable.
Functions that quantitatively describe the similarity between objects are one
source of kernels. Dissimilarity measures are another.173 The intimate relation be-
tween inner products and distances in the standard Euclidean vector space demon-
173[Pekalska et al., 2002, Schlkopf and Smola, 2001]
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strates how distances can generate kernels. The squared Euclidean distance between
vectors x and y is given in terms of the inner product by d2(x,y) =< x,x >
+ < y,y > −2 < x,y >. For example, a distance or dissimilarity function from
an object to a reference point, say xO, can be used to define a kernel as follows:
kO(x, y) =
1
2
(−d2(x, y) + d2(x, xO) + d2(y, xO)). Given a reference object and a dis-
tance measure on a domain of objects, a feature vector for a training set’s objects can
be assembled by concatenating each object’s distance from the reference point.174
Some distance functions are not ideally suited to generating kernels. One of the
characteristic properties of inner products is that they are positive definite. In other
words, the inner product of a non-zero vector with itself is always greater than zero.
This is a critical property for kernel functions because it ensures that the optimization
problem of finding the best hyper-plane is well formed and admits a solution. A non-
metric distance function does not provide a positive definite kernel.175 If the distance
measure is non-metric, there is no guarantee that the optimization step will reach
a true optimum. However, this method has nonetheless been successful on some
problems.176
There have been several approaches to coping with the issues non-metric distance
measures present to kernel methods.177 A direct method is to use a standard kernel
with feature vectors derived from the distance measure. As mentioned above, such
174[Hassdonk and Bahlmann, 2004]
175To be a metric a distance function must satisfy four properties: d(x, x) = 0; d(x, y) > 0 for
distinct x, y; d(x, y) = d(y, x); and d(x, y) ≤ d(x, z) + d(y, z)∀z.
176[Hassdonk and Bahlmann, 2004]
177Several practical and theoretical advances are discussed in [Hassdonk and Bahlmann, 2004,
Pekalska et al., 2002, Schlkopf and Smola, 2001, Graepel et al., 1999, Luss and D’Aspremont, 2008].
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feature vectors are readily available by representing an object by the vector of its
distances from each member of a reference set.178 This is the approach taken in this
work.
178[Hassdonk and Bahlmann, 2004]
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3 METHODS
3.1 Residue Models
Residues were modeled by graphical representations of their side-chains. Each
side-chain was modeled as a graph where atoms are treated as nodes and bonds as
edges. These graphs include the α-carbon, which is taken to be the root node in
each graph. With one exception, the α-carbon is the only backbone atom included
in the graphical models. This lone exception involves proline, the only residue whose
side-chain curves around to bond with the backbone a second time. This exception
was accommodated by including this bond in the side-chain model for proline.
Figure 11 displays the graphical model for each of the 20 possible side-chains
appearing in proteins. With one exception, the atoms are labeled in a conventional
way according to their element type and position. The first character in each label
indicates the element. The next character is the Latin version of a Greek letter
indicating an atom’s distance to the protein backbone measured by bond count. Thus
the α-carbon is labeled “CA”. Bonds to hydrogen atoms do not contribute to this
distance. The remaining characters index atoms of the same element at a constant
bond count distance from the α-carbon. The node labeled “N” in the model for
proline does not follow this labeling convention because it is a backbone atom.
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Figure 11: Residue Graphs
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Figure 11: Residue Graphs (continued)
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The residue graphs were characterized with seven indices obtained by associating
various physical quantities with their nodes and edges.179 The index values are listed
in Table 1 and defined as follows.
Reach The graph’s diameter, measuring all distances from the α-carbon and taking
bond length as edge weight. Reach is a measure of a side-chain’s size.
Branching Density The average degree of the graph’s internal nodes, where an
internal node is a node whose degree is higher than one. Thus, the root node
and leaf nodes are excluded. Because most of the nodes adjacent to internal
nodes are leaves, branching density give a measure of the leafiness of a side-
chain’s graph model.
Forking Index A measure of the presence of lengthy branches in a side-chain. Using
unit edge weights, the number of internal nodes at each distance from the α-
carbon is weighted by the reciprocal of the distance and then tallied. Thus the
fork at CB in isoleucine is weighted more than the fork at CZ in arginine.
Net Partial Charge The sum of partial charges for each atom in a residue.
Average Polarity A simple average of edge weights where weights are given by the
difference in partial charge between adjacent nodes multiplied by bond distance.
179It is worth noting that characterizing the 20 amino acid residue graphs is a simpler task than
characterizing a more general class of graphs. Some of the typical challenges in chemical graph
modeling are avoided in this restricted domain. Physical details and side-chain definitions were ob-
tained from the monomer data library supplied with [Collaborative Computational Project Number
4, 1994]
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In other words, average polarity is an average of the bond dipoles within a side-
chain.
HB Acceptor Index A weighted tally of lone electron pairs on N, O, or S atoms
known to accept hydrogen bonds.180 The terms are weighted by the electroneg-
ativity of the atom bearing the pair and bond distance from the α-carbon. The
acceptor index measures a residue’s tendency to accept hydrogen bonds. For
example, aspartate’s O atoms can accept two hydrogen bonds each. Hence,
aspartate’s acceptor index is 4 ∗ 3.5 ∗ (1.53 + 1.516 + 1.249) = 60.13, because
the electronegativity of O is 3.5 and the bond distances for CA-CB, CB-CG,
CG-OD1, and CG-OD2 are taken as 1.53, 1.516, 1.249, and 1.249, respectively.
HB Donor Index A weighted tally of H atoms known to donate hydrogen bonds
and bound to N, O, or S atoms. The terms are weighted by electronegativity and
bond distance from the N, O, or S atom to the α-carbon. Donor index measures
a residue’s tendency to donate to hydrogen bonds. For example, asparagine’s
sole donor, ND2, can donate two sp2 hydrogens. Hence, asparagine’s donor
index is calculated as 2 ∗ 3.0 ∗ (1.53 + 1.516 + 1.328) = 26.244, because the
electronegativity of the N atom is 3.0 and the bond distances for CA-CB, CB-
CG, and CG-ND2 are taken as 1.53, 1.516, and 1.328, respectively.
In order to obtain indices more suitable for use in residue sequence feature vectors,
these raw index values were pre-processed using the statistical technique of principal
180Atoms for which the survey in [McDonald and Thornton, 1994] indicates no appreciable hydrogen
bonding are ignored in this index and the following one.
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Table 1: Residue Indices
Residue Reach Branching Net Charge Polarity Forking HA HD
ALA A 2.481 4 0.058 0.183 0 0 0
ASN N 5.354 3.333 0.058 0.474 0 29.939 26.244
CYS C 4.678 3 0.07 0.142 0 15.74 7.87
GLU E 5.815 3.667 -0.942 0.344 0 40.705 0
HIS H 6.656 3.167 1.058 0.336 0.583 13.215 30.48
LEU L 5.541 4 0.058 0.128 0.333 0 0
MET M 7.604 3.5 0.058 0.13 0 0 0
PRO P 3.992 3.4 0.102 0.083 1.5 0 0
THR T 4.021 3.333 0.058 0.279 0.5 20.811 10.406
TYR Y 9.387 3 0.058 0.196 0.583 30.012 30.012
ARG R 9.545 3.429 1.604 0.383 0.167 0 122.31
ASP D 4.295 3.5 -0.942 0.472 0 60.13 0
GLN Q 6.754 3.5 0.058 0.358 0 40.579 35.364
GLY G 0.97 0 0.053 0.048 0 0 0
ILE I 5.543 4 0.058 0.119 0.5 0 0
LYS K 8.539 4 1.058 0.29 0 0 68.211
PHE F 8.11 3.143 -0.016 0.1 0.583 0 0
SER S 3.767 3 -0.022 0.305 0 20.629 10.315
TRP W 9.562 3.1 0.064 0.147 1.033 0 17.301
VAL V 4.021 4 0.058 0.133 0.5 0 0
components analysis (PCA).181 Given a set of vectors, PCA ranks the set’s dimensions
by the independence of their variation within the set. Rankings decrease as the
covariance with the other dimensions increases. An extreme case helps illustrate the
strategy. If two indices were identical, their variation over the set would be identical
too. PCA is a method for identifying more subtle redundancies by analyzing how
the indices vary together across the set. PCA is a common pre-processing step for
machine learning. Often feature vectors are shortened by transforming them with
PCA and discarding the dimensions of low variation.
PCA begins by normalizing the set using a linear transformation that yields a
new set with unit standard deviation and zero mean. Next the covariance matrix is
181[Bishop, 1996].
116
Table 2: Principal Components of Indices
Residue PC1 PC2 PC3 PC4 PC5 PC6 PC7
ALA A -0.908 -0.310 0.176 -1.768 0.369 -0.078 0.073
ASN N 0.192 2.058 0.328 0.025 0.484 0.462 0.303
CYS C -0.739 -0.101 0.651 -0.390 -0.437 -0.235 -0.405
GLU E -1.401 2.116 -0.798 0.130 -0.548 -0.173 0.306
HIS H 1.447 -0.109 0.257 0.472 0.903 0.731 -0.459
LEU L -0.348 -0.896 -0.640 -0.918 -0.237 -0.005 -0.037
MET M -0.071 -0.611 -0.132 -0.700 -1.307 0.327 -0.026
PRO P -0.731 -2.436 -1.259 0.823 1.482 -0.299 0.042
THR T -0.556 0.253 -0.129 0.141 0.844 0.007 -0.064
TYR Y 0.629 0.142 -0.615 1.471 -0.765 -0.295 -0.392
ARG R 4.566 0.350 1.198 0.052 0.296 -0.403 0.300
ASP D -1.732 3.321 -0.576 0.524 0.285 -0.070 0.073
GLN Q 0.419 1.941 -0.009 0.287 -0.165 -0.242 -0.352
GLY G -2.351 -1.590 3.679 0.865 -0.168 -0.066 0.116
ILE I -0.347 -1.111 -0.834 -0.700 -0.052 -0.053 -0.037
LYS K 2.763 0.146 0.364 -0.840 -0.287 -0.032 -0.009
PHE F -0.121 -1.383 -0.623 0.411 -0.889 0.239 0.099
SER S -0.762 0.861 0.721 -0.291 0.271 0.140 0.060
TRP W 0.683 -1.586 -1.137 1.317 -0.499 0.198 0.405
VAL V -0.633 -1.054 -0.620 -0.909 0.419 -0.154 0.005
calculated. This is a matrix whose element at a given row and column is the covariance
in the original matrix between the dimensions specified by that row and column.
The principal components of variation within the original set are the eigenvectors of
the covariance matrix. These eigenvectors provide a new basis for the space, while
the eigenvalues rank the eigenvectors according to the strength of variation in that
dimension. If the entire set of eigenvectors were used to linearly transform the set, the
result would be a change of basis. If eigenvectors with smaller eigenvalues are omitted,
the result is a reduction in dimension that yet retains the principal components of
variation. The first five principal components of the indices proposed in this work
account for roughly 98% of the variation. Table 2 displays the principal components
of variation among the original raw indices.
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3.2 Training Data and Sequence Features
A total of 23 UGTs were used in this work. Table 3 lists each UGT, its dominant
regioselectivity as far as experimentation has so far indicated, and other relevant
attributes.182
Table 3: UGTs.
ID Label Acceptor Organism Accession Class
1 CsF3GT Flavonol Citrus sinensis AAS00612 3
2 RhA53GT Anthocyanidin Rosa hybrida BAD99560.1 5, 3
3 VvGT Anthocyanidin/Flavonol Vitis vinifera O22304 3
4 IhA3GT Anthocyanidin Iris hollandica Q5KTF3 3
5 DcC2’GT Chalcone Dianthus caryophyllus Q60FE8 2’
6 DcF3GT1 Anthocyanidin/Flavonol Dianthus caryophyllus Q60FF0 3
7 DcF3GT2 Anthocyanidin/Flavonol Dianthus caryophyllus Q60FF2 3
8 GtA3GT Anthocyanidin/Flavonol Gentiana triflora Q96493 3
9 CuLGT Limonoid Citrus unshiu Q9MB73 NA
10 DbB5GT Flavone/Flavonol* Dorotheanthus bellidiformis Q9SMG6 4’
11 SbF7GT Flavone Scutellaria baicalensis Q9SXF2 7
12 VhA5GT Anthocyandin Verbena hybrida Q9ZR25 5
13 PfA5GT Anthocyandin Perilla frutescens Q9ZR27 5
14 At7GT Flavanone Arabidopsis thaliana NP 567955 7
15 BvF4’7GT Flavone/Flavonol Beta vulgaris AAS94329.1 4’, 7
16 BvF37GT Flavonol Beta vulgaris AAS94330.1 3, 7
17 GtA3’GT Anthocyandin Gentiana triflora BAC54092 3’
18 GmF7GT Isoflavone Glycine max BAF64416 7
19 NtF7GT Flavonol Nicotiana tabacum BAB88935.1 7
20 OsF3GT Flavonol Oryza sativa NP 001044170 3
21 PhA5GT Anthocyandin Petunia hybrida BAA89009.1 5
22 PhA3GT Anthocyandin Petunia hybrida BAA89008.1 3
23 UGT71G1 Flavonol* Medicago truncatula Q5IFH7 3’
182Sequence characterizations and details are taken from the following sources respectively: 1,
[Piero et al., 2005]; 2, [Ogata et al., 2005]; 3, [Offen et al., 2006]; 4, [Yoshihara et al., 2005]; 5-7,
[Ogata et al., 2004]; 8, [Tanaka et al., 1996]; 9, [Kita et al., 2000]; 10, [Vogt et al., 1999]; 11, [Hirotani
et al., 2000]; 12-13, [Yamazaki et al., 1999]; 14, [Kim et al., 2006]; 15-16, [Isayenkova et al., 2006];
17, [Fukuchi-Mizutani et al., 2003]; 18, [Noguchi et al., 2007]; 19, [Taguchi et al., 2003]; 20, [Hong
et al., 2007]; 21-22, [Yamazaki et al., 2002]; 23, [Shao et al., 2005].
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With one exception, previously published biochemical characterizations of these
UGTs are available. All but one glycosylate flavonoid substrates. UGTs 10 and 23
normally glycosylate non-flavonoid substrates but have also been shown to act on
flavonoid substrates.183 UGT 9, labeled CuLGT in the table, glycosylates a limonoid
substrate. Limonoids are another class of plant secondary products glycosylated by
UGTs; however their biochemistry is different. They are larger and less polar than
flavonoids.184 Despite these differences, CuLGT is not an extreme outlier in the set
in terms of sequence alignment scores. For example, the majority of alignment scores
between CuLGT and the other UGTs fall in the same 20-30 range as the majority
of scores between VvGT and the other UGTs. It was included in the training set in
the hope that it would assist in training by providing a negative example sequentially
similar to the other negative examples but falling outside the 3-O or 7-O class for
substantially different reasons. Because biochemical characterizations were available
for 22 UGTs, only one UGT, labeled CsF3GT, lacked an empirically established
prior classification. Its regioselectivity is assumed on the basis of sequence similarity
to known 3-O flavonoid UGTs. Also, published work appearing after this study
was initiated has shown that a very closely related UGT is regioselective for the 3-O
position, providing strong evidence that the putative 3-O regioselectivity of Cs3FGT is
correct.185 This set does not exhaust all of the biochemical characterizations reported.
183The acceptors designated in Table 3 for this pair have been starred to indicate their natural
non-flavonoid substrate preference.
184Personal communication from Dr. Cecilia McIntosh.
185The new characterization appears in [Owens and McIntosh, 2009]. The interpretation of this
characterization regarding Cs3FGT was suggested by Dr. Cecilia McIntosh in a personal communi-
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However, this set includes the majority of biochemically verified flavonoid UGTs. In
some cases the assigned classes can be further qualified. For example, UGT 10, labeled
DbB5GT in the table, has shown activity at the 7 position on the flavonol quercetin.
However, it showed a much stronger preference for the 4’ position.
The UGTs were represented by numerical signatures obtained by mapping their
residue sequences to the PCA indices obtained from the graphical residue models. Ini-
tially feature vectors were obtained by mapping the full UGT sequences and padding
them with zeros to attain a uniform length. Because the training set’s maximum
length was 511 residues, mapping each residue to R7 yielded a feature space with
3,577 dimensions. An attempt was made to use the full sequence features as input for
a BNN. However, the computational cost of training networks on the resulting high
dimensional input vectors was found prohibitively high.
In order to avoid the computational cost associated with the high dimensional
inputs from full sequence mapping, biological knowledge was applied to reduce the
feature space’s dimensionality. The reduction was made by focusing on subsequences
in the UGTs considered relevant to classification by regioselectivity. Seven regions
hypothesized to be significant to regioselectivity were identified on each sequence.186
Each of these key regions is a contiguous subsequence of residues. The refined indices
resulting from PCA allow each of a region’s residues to be represented by a sequence
of numerical values. Concatenating the values for a region and then concatenating
all seven regions together yields a numerical signature for each UGT.
The identification of key regions was based on published analyses of experimen-
cation.
186[Offen et al., 2006, Shao et al., 2005, Li et al., 2007, Hu et al., 2003]
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tally determined UGT structures and biochemical characterizations of UGT activity.
Structural findings indicate that the catalytic action of these UGTs occurs inside the
cleft between the two Rossman folds.187 This suggests that the residues surrounding
the donor and acceptor in the cleft influence the character of the catalytic activity.
For example, [Shao et al., 2005] identifies twenty-one residues whose proximity to the
acceptor suggest a significant influence on interactions between the enzyme and ac-
ceptor molecules. [Offen et al., 2006] provides a similar list.188 Most of these residues
are in or near seven analogous loop regions in the two UGT structures. The results
in [Hu et al., 2003, Li et al., 2007] agree, yielding a consensus that enzymatic inter-
action with acceptors is generally connected with these seven loop regions, although
not exclusively so.189
The seven loop regions forming this acceptor pocket are as follows:
a. Nβ1−Nα1
b. Nβ2−Nα2
c. Nβ3−Nα3
d. Nβ4−Nα4
e. Nβ5a−Nα5a
187[Offen et al., 2006, Shao et al., 2005, Li et al., 2007, Hu et al., 2003]
188The residues in [Offen et al., 2006, Shao et al., 2005] are S-18, T-19, H-20, Q-84, T-141, H-150,
T-280, H-350, D-374, Q-375 and P-18, I-20, H-22, F-49, G-51, M-52, P-53, F-54, L-85, P-88, E-89,
D-121, F-122, F-123, F-148, Y-202, S-285, M-286, Y-379, A-380, E-381, respectively.
189[Li et al., 2007] offers a convenient summary. [Osmani et al., 2008] offers a fuller analysis
incorporating recent developments and confirming the relevance of the seven loop regions.
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f. Cβ1− Cα1
g. Cβ5− Cα5
A putative identification of the seven key regions for each UGT considered here was
made on the following bases. The experimentally determined structures available for
sequences VvGT and UGT71G1 provided loop region identifications for these two.
For the others, secondary structure predictions from two sources were obtained.190
These predictions were compared. Where a consensus was available, it was used.
Otherwise, cases were judged individually, based on the two prediction results, the
propensity of individual residue types for either alpha helix or beta strand inclusion,
and alignment with the two known structures. An effort was made to err on the side
of longer putative loop regions. One conserved histidine present in the first loop of
every UGT was ignored since its presence was identical in every case.
These seven regions were taken as the basis for the machine learning techniques
applied to regioselectivity in this work. Although the significance of these loop re-
gions for interaction with the acceptor appears to be a reasonable generalization,
there are six caveats worth mentioning when considering them as characteristic of
regioselectivity. First, the structural analogies among UGTs are not so strong that
these seven regions always play the same role. For example, in UGT85H2 there is
no appreciable length of loop region between Nβ2 and Nα2 and it is a portion of
Nα2 rather than that loop region that helps form the acceptor pocket.191 Secondly,
190The secondary structure prediction sources used are described in [Ginalski et al., 2003, Bryson
et al., 2005].
191[Li et al., 2007]. Note that UGT85H2 is not one of the training sequences relied upon here.
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enzyme characteristics like regioselectivity do not rely solely on enzyme structure,
but is also a function of where the acceptor presents an OH group for glycosylation.
For example, BvF37GT will glycosylate at the 7-O position when no 3-OH group is
present.192 In another example of this variability, at least one UGT has demonstrated
different substrate specificity in vivo as opposed to in vitro.193 A third caveat is that
catalytic mechanisms can vary in surprising ways among the UGTs considered here.
For example, although H-15 and D-125 are conserved in all 23 and have been found
critical to the catalytic activity of sequences VvGT and UGT71G1, they appear to
be much less central to the activity of GmF7GT.194 Fourth, mutagenic studies have
demonstrated that residues lying outside of these regions can be necessary, as opposed
to sufficient, to regioselectivity because they impact tertiary structural qualities such
as the size of the cleft between a UGT’s two domains. For example, selective mu-
tations of F-148 to V-148 and Y-202 to A-202 in UGT71G1 independently result in
a thorough shift of regioselectivity from the 3’-0 position of the B-ring to the 3-O
position of the C ring on the acceptor.195 A fifth caveat is the difficulty of connecting
some sequence patterns that yield excellent predictors for regioselectivity directly to
the acceptor pocket lining. For example, a full sequence alignment of the UGTs con-
sidered here reveals that the E and S residues at positions 288 and 306 on VvGT are
nearly perfect predictors of 3-O regioselectivity among this set.196 However their po-
192[Isayenkova et al., 2006]
193[Kim et al., 2006]
194[Noguchi et al., 2007]
195[He et al., 2008]
196A list of these pairs highly conserved among the 3-O UGTs considered here follows. 3-O UGTs
= 1: E-301 S-324, 2: Q-293 V-311, 3: E-288 S-306, 4: E-295 S-313, 6: E-291 S-309, 7: E-293 S-311,
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sitions, a few residues into Cα1 and at the tail end of Cβ2 respectively, seem remote
from the acceptor pocket. These residues may indirectly affect the acceptor pocket’s
shape. Alternatively, the pattern may result from an evolutionary relationship not
directly significant to regioselectivity. In any case, they are excluded from the feature
vectors used here. Finally, the speculative nature of the loop region identification via
secondary structure prediction is undoubtedly a source of some error. While these
caveats are important and should inform the results described here, the putative loop
regions are considered a reasonable basis for an initial exploration of regioselectivity
classification by machine learning.
Having identified these seven key loop regions on each UGT, numerical signatures
were derived from them using two approaches. One approach obtained UGT signa-
tures of uniform length suitable for direct input to an ANN by performing gapless,
local alignments around each region for all 23 UGTs. In other words, 23 subsequences
that included the first loop region were aligned without gaps. Similar local alignments
were obtained for the other 6 loop regions. Given a local alignment covering a region,
it was cropped to the minimum length that still covered the entire putative loop in
each subsequence. This yielded one set of uniformly long covering subsequences for
each of the seven loop regions. Next, the aligned subsequences were mapped. Fi-
8: E-286 S-304, 16: E-303 S-321, 20: Q-285 A-303, 22: E-280 S-298; Non-3-O UGTs = 5: D-276
V-294, 9: Q-291 V-309, 10: Q-302 A-320, 11: Q-292 V-310, 12: Q-291 V-309, 13: Q-286 M-304, 14:
Q-305 V-323, 15: Q-301 V-319, 17: Q-296 V-314, 18: Q-293 V-311, 19: Q-295 V-313, 21: Q-294
V-312, 23: Q-294 S-312. The only prediction failures by this pattern are sequences 2 and 20, i.e.
RhA53GT and OsF3GT. One these two, RhA53GT, is unusual among this set in acting on both the
5-O and 3-O positions.
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nally, the numerical sequences resulting from mapping each covering sequence were
concatenated to yield a signature for each UGT. The end result was 23 signatures of
identical length.
The other approach mapped the key regions directly and concatenated the result,
yielding UGT signatures of varying length. Tables providing the putative loop regions
and the subsequences obtained by gapless, local alignment and cropping are available
as Appendix 2.
The following figure illustrates this two-fold approach. The covering subsequence
for the first two loop regions is depicted for UGTs CsF3GT, RhA53GT, and VvGT.
Grey letters running along a horizontal axis indicate the residue subsequence. Vertical
grey lines indicate the putative loop regions in each covering subsequence. The first
five PCA indices are plotted in contrasting colors for each residue in a covering region.
A common scale is provided in the top left corner. As an aid to visual clarity, lighter
colors are used to plot the principal components having greater variance. For example,
the bottom sequence depicted is VvGT. The second loop region on VvGT has been
identified as running from S-44 to S-56. However, a local alignment around loop
region b. that covered that region in all 23 UGTs wound up being significantly longer
then the second loop region for VvGT. Hence, the covering subsequence for region b.
on VvGT runs from S-41 to Q-61. Analogous figures for the entire set of regions and
UGTs are available as Appendix 4.
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Figure 12: Uniform and Variable Length UGT Signatures
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3.3 Direct Classification by Signature
The uniform length signatures based on the covering subsequences were used di-
rectly as feature vectors for input into BNNs. These signatures incorporated all seven
refined indices. The BNNs were trained using hybrid MCMC for calculating the poste-
rior distribution for the weights and biases. An existing implementation developed by
Radford Neal, Software for Flexible Bayesian Modeling and Markov Chain Sampling
(FBM), was used for realizing the BNNs.197
FBM offers three variations on the hybrid MCMC algorithm. In the persistent
momentum variation, the momenta are nudged only slightly prior to following a
dynamical trajectory by allowing them to retain most of their value rather than being
replaced outright. The amount of persistence is set by the user through a decay factor
specification. Instead of replacement by sampling from the canonical distribution, the
momenta are reduced by the decay rate and then nudged by Gaussian noise with a
variance of 1 − decay2. The persistent momentum variant can be used to offset a
random-walk behavior that can arise when short trajectories cause overly frequent
momenta updates. In the windowed variation, a dynamical trajectory’s end state
is accepted or rejected by comparing the average energy over “windows” of states
at the beginning and end of the trajectory rather than just the two start and end
energies. The user specifies a single window length for the start and end windows.
The windowed variant can reduce the rejection rate because it smoothes the energy
changes along a trajectory. These variations can be used independently or together.
The third variation is a jump feature that forces the acceptance or rejection condition
197[Neal, 2004]
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to be evaluated only every “jump” steps.
Training a BNN involves specifying several elements. In any training effort, a net-
work topology must be indicated. Training and test data must also be specified. This
specification must include the inputs and the target outputs. Additionally, the priors
for the network parameters, i.e. the weights and biases, must be specified. Finally,
the MCMC sampling must be specified. The training efforts reported here relied on
a general framework for making these specifications. The framework’s strategy for
each element of specification will be described in turn.
A common network topology was used for all training efforts. The concatenated
covering subsequences amount to 86 residues. Given that each residue was mapped
to 7 indices, this led to a network topology based on 86 * 7 = 602 inputs. The
binary classification targeted implied a single output unit. Somewhat arbitrarily,
a simple topology was selected with one hidden layer containing 301 units. Each
layer was fully connected to the subsequent layer. The hidden units and output unit
were supplied with independent biases. The total number of weights is given by
(602 ∗ 301) + (2 ∗ 301) + 1 = 181, 805, because there is a weight from each input
to each hidden unit, a bias for each hidden unit, a weight from each hidden unit to
the output unit, and a bias on the output unit. The value 301 was arrived at after
experiencing prohibitive computation costs with a hidden layer containing 1204 units.
Even with this reduction for shorter training times, the ratio of weights to training
size, i.e. 181,805:17, far exceeds the limits a standard rule of thumb would indicate
for reasonable error. It was hoped that the hierarchical Bayesian approach would
obviate this concern. The units used tanh activation functions.
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Training and test data were specified using a manual hold six out (H6O) method to
provide cross-validation. In H6O, the sequences 18-23, 12-17, 6-11, and 1-5 along with
23 were used as in turn as four test sets. This H6O method approximates a four-fold
cross-validation. It might be supposed that four-fold cross-validation on such a small
set would over-estimate the generalization error.198 However, the cost in training time
led this study to avoid a leave-one-out strategy for BNN cross-validation. The target
data for each training effort corresponded to a binary classification by regioselectivity,
i.e. either targets of 3-O and non-3-O, or targets of 7-O and non-7-O. In other words,
training efforts directed at classification by 3-O and 7-O regioselectivity were made
independently.
Priors for the network parameters were determined by a hierarchical method. The
networks were initialized to have zero-valued weights and biases and each network
parameter was given an independent, zero-mean Gaussian prior. The precision of
these priors were specified in a group-wise fashion using four groups: input-to-hidden
weights, hidden unit biases, hidden-to-output weights, and the output unit. All the
Gaussians within a single group were given the same precision.199 Following a strategy
used in [Neal, 1996], the Gaussian distribution for the output unit’s bias was always
given a fixed precision. Precisions for the other priors were either fixed or drawn from
the joint hyperpriors given by Gamma distributions. The Gamma distributions were
controlled by a pair of shape and scale hyperparameters.200 Decreasing the shape
198[Hastie et al., 2003]
199Letting τ be the precision for a group of network parameters, the corresponding standard devi-
ation is given by σ = τ−2.
200Technically, the fixed hyperparameters can also be considered to be drawn from Gamma distri-
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parameter for this prior tends to spread out the distribution making it more vague.
The scale parameter can be taken as a rough approximation of the mean. Writing α
and w for the shape and scale hyperparameters and τ for the precision, the Gamma
distribution of the precisions for a group are parameterized in FBM as follows:
P (τ) =
( α2w )
α
2
Γ(α2 )
τ
α
2
− 1
e
−τα
2w
This hierarchical Bayesian structure is one of the FBM implementation’s key fea-
tures. It simultaneously achieves two significant benefits.
First, it increases the efficiency of the Bayesian inference by qualifying the hyper-
prior with observed data. For a simpler exposition, this paragraph will refer to both
network parameters, i.e. weights and biases, by the one term ‘weights’. The hierar-
chical structure allows the weight updates obtained by hybrid MCMC sampling to
qualify the precisions of the priors for those weights. As a result, the training consists
of a series of alternating operation types: a) hybrid MCMC operations that update
the weights as a function of the priors; and b) hyperparameter operations that update
the priors as a function of the weights. This empirical qualification of the priors is
obtained by an application of Bayes’ formula to an assumed joint distribution of the
weights and the precision controlling the priors over the weights. More concretely,
let the distribution of the weights in a group conditional on the common precision
for their Gaussians be P (w1, w2, . . . , wk)|τ). Then updated weights can inform a new
precision because P (τ |w1, w2, . . . , wk) ∝ P (w1, w2, . . . , wk)|τ)P (τ), where P (τ) is the
Gamma hyperprior. Because each group’s hyperparameter can be updated one by
butions concentrated to single value by an infinite shape parameter.
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one, this amounts to Gibbs sampling from the hyperprior.
Second, the hierarchical structure also mitigates overfitting by introducing interde-
pendencies among a large number of parameters.201 This may be especially beneficial
in the training efforts undertaken here, where the number of network parameters
extends to 181,805 while the training data typically has only 17 members.
FBM features an optional scaling factor that can be applied to the hyperprior
specification for a network parameter group. The scaling factor is intended to ensure
reasonable theoretical behavior of the priors in the limit of an infinite number of
hidden units.202 In its simplest form, the scaling factor reduces the width of the
priors in proportion to the number of units in the group. This feature only applies
to units with inputs. This work occasionally used the feature in this simple form.
The specification for the MCMC sampling in a training effort involves several
elements that can be organized in a nested manner as follows:
repeat
update
hypers
nudge
momenta leapfrog accept?︸ ︷︷ ︸
hybrid MCMC︸ ︷︷ ︸
iteration
A sampling run consists of a series of sampling iterations relying on the same
sampling specifications. Each iteration contains 1 or more repetitions of a pair of
operations comprised by a hyperparameter update operation and a hybrid MCMC
operation. The hybrid MCMC operation combines a nudge of the momenta, a sub-
sequent dynamical trajectory, and a final Metropolis-Hastings step that accepts or
rejects the end state of the trajectory. The network parameters are saved at the end
201For more on this benefit, see [Gelman et al., 2003].
202See [Neal, 1996] for an extended discussion.
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of each iteration.
As suggested by [Neal, 1996], sampling for the training efforts was usually con-
structed in two phases. First a short sampling phase with a relatively low compu-
tational cost was made. Often this initial phase relied on fixed precisions for the
network parameter Gaussians. This short phase was intended to move the system
near equilibrium. Next a more patient sampling phase intended to achieve equilib-
rium was made. The second phase typically updated the Gaussian precisions using
the Gibbs sampling from the Gamma hyperpriors described above. [Neal, 1996] notes
that the arrival of equilibrium cannot be determined with certainty in any mechanical
fashion. Instead this is a judgment the analyst must make. As in [Neal, 1996], the
primary criteria used were the average squared error on the training set and the range
of variation in hyperparameters and weights.
The discretization of the Hamiltonian dynamics implemented in FBM relies on an
involved heuristic method to obtain the required step-size parameter. However, the
user can also supply an adjustment factor that shrinks the resulting step-sizes if the
observed rejection rate is too large. The user also supplies the number of leapfrog
steps a trajectory will make.
Specifications used in one of the training efforts will illustrate this general frame-
work. As for every training effort, the common topology described above was used.
This training effort attempted to train a BNN to classify by 3-O regioselectivity. Se-
quences 6-11 were held out as a test set for cross-validation. The initial sampling
phase consisted of 5 iterations. Each iteration contained 25 sampling trajectories.
The hyperparameters for the initial phase were fixed with a standard deviation of
132
0.01. Each trajectory began with a heatbath step where the imaginary momenta
associated with the parameters are nudged by Gibbs sampling from a canonical dis-
tribution derived from the Gaussian priors. After the heatbath step, a dynamical step
was taken where Hamiltonian dynamics were followed for 500 leapfrog steps with a
step-size adjustment factor of 0.05. In the final Metropolis-Hastings step, the end
state after the dynamical step was accepted or rejected. If accepted, the parameters
were updated accordingly. The second phase consisted of 85 iterations. Otherwise,
the only difference in the second phase was the addition of a Gibbs sampling update of
the Gaussian precisions from the Gamma hyperpriors right before the heatbath step.
The shape and scale hyperparameters for Gamma distributions the input-to-hidden
weights, hidden unit biases, and hidden-to-output weights were all selected to be 0.2
and 1, respectively. The hyperparameter for the precision of the Gaussian controlling
the output bias was given the fixed standard deviation of 100.
Figure 14 shows several quantities as a function of sampling iteration for this train-
ing effort. Clockwise from the upper left are shown the rejection rate, average squared
value of the hidden-to-output weights, average squared error on the test set, average
minus log probability of the test target classes, a single input-to-hidden weight, and
average squared error on the training set. Considering the rapid descent in the train-
ing error and the breadth of variation in the weights, this training effort appears to
have approached equilibrium quickly. Discarding the initial 40 iterations and treating
the remaining 50 as samples from the posterior provides a set of predictions for the
test cases. Taking the mode of samples yields a single predicted class for each test
case. For this training effort, all of the test cases were predicted accurately.
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Figure 13: BNN Training
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Using this general framework, various specifications for priors and MCMC sam-
pling runs were made on a trial and error basis. Because a training effort must rely on
a single specification for the priors, the trials consisted of selecting a prior specification
and then trying a variety of sampling specifications in order to reach equilibrium. The
balance of this subsection will characterize this trial and effort approach with selected
examples. Further detail on the training efforts, including complete specifications of
priors and sampling, graphs of key training values, and prediction probabilities, is
available as Appendix 5.
The first training effort aimed at 3-O classification while holding out UGTs 18-
23. For brevity, the following discussion will refer to this hold out set as H6O18−23
and use corresponding names for the others. Originally, no Gibbs sampling of the
hyperparameters were used. Instead, the priors for every group were set to a standard
deviation of 0.5, using the scaling factor where applicable. Various sampling runs were
pursued under these fixed hyperparameters using trajectory lengths of 100 to 400
leapfrog steps and step-size adjustment factors ranging from 0.5 to 0.05. All of these
runs used the persistent momentum and windowing variants of the hybrid MCMC
operation. A typical decay rate was 0.95. A typical window size was 20. Each iteration
contained a single repetition. This approach yielded very high rejection rates. In 500
iterations, the network parameters were updated only twice in back to back iterations.
Surprisingly, these two updates yielded very good test results. However, the sampling
can’t be regarded as having reached equilibrium after only two updates. The same
approach was then applied to H6O12−17 with very similar results, including the back
to back weight updates yielding surprisingly good predictions on the test set.
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At this point training efforts were made using the H6O6−11 and H6O1−5,23. These
training efforts used similar sampling specifications, including the persistent and win-
dowing features. They also included a hyperparameter update in each repetition.
Additionally, many more repetitions were used in each iteration. These training ef-
forts clearly produced more successful sampling. Each had a low rejection rate and
provided evidence consistent with an approach to equilibrium. These more success-
ful sampling specifications were then applied to the previous results for H6O18−23
and H6O12−17. After this second round of sampling, these two previous training ef-
forts also began to approach equilibrium. Although all four training efforts seemed
arguably to reach equilibrium, one performed poorly on its test set.
Having successfully moved the four 3-O training efforts to something approaching
equilibrium, a similar set of efforts was made on the 7-O classification. The sam-
pling specification that worked for the 3-O efforts failed on the 7-O efforts. These
efforts were started from scratch several times with new hyperprior specifications.
They ranged over a wide variety of sampling specifications. In the end, omitting the
momentum persistence often proved helpful. The shape and scale hyperparameters
for the successful efforts were 0.1 and 100. Typical values for the sampling specifica-
tions were 10 repetitions of 4,000 leapfrog steps with a 0.4 step-size adjustment and
a window size of 10. Despite good performance on the training set and indications of
reaching equilibrium, these training efforts performed poorly on their test sets.
Because the number of positive examples for the 7-O class was small compared to
the data set, it was supposed that the poor predictive performance of the 7-O training
efforts might be overestimating the models’ generalization error. Therefore, a series
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of training efforts holding no UGTs out was made in order to see if the training error
could be brought near to zero with sufficient sampling. After trying several priors
and sampling specifications without success, a training effort eventually proved very
successful on this problem. The shape and scale hyperparameters for the successful
efforts were 1 and 0.1. The initial sampling phase was a run of 5 iterations using
25 repetitions of 500 leapfrog steps with a 0.05 step-size adjustment. The second
phase used 300 iterations of 25 repetitions of 350 leapfrog steps with a 0.05 step-size
adjustment. No windowing or persistence was used.
Since very different priors and sampling specifications had proved useful on the
7-O training efforts, the 3-O efforts were duplicated using similar specifications. As in
the previous 3-O efforts, these were largely successful in terms of reaching equilibrium
and performance on the test data. Finally, the effect of including the limonoid UGT
was gauged by duplicating the 3-O training efforts again but omitting the limonoid
UGT from the data set. These efforts also relied on priors and sampling specifications
similar to those arrived at in the 7-O classification efforts.
3.4 Classification by Distance Measures
Several classification efforts based on two kinds of distance measures were at-
tempted. These distance measures derived on the one hand from sequence alignment
scores and on the other from work on time series matching problems. Alignment
distances were calculated for full UGT sequences and for the aligned covering subse-
quences. The distance between two UGTs was calculated by summing the distances
between their respective loop region signatures. The classification methods used in
137
conjunction with the distance measures were kNN and SVM.
Alignment distance measures were derived from alignment scores by specifying a
decreasing function of pairwise alignment scores. The alignment scores were obtained
using the second version of the Clustal W algorithm presented in [Larkin et al., 2007].
The following parameters values were used. The Gonnet 250 substitution matrix was
used. The penalty for opening a gap was 10. End gaps were excluded. The penalty
for extending a gap was 0.2. The maximum number of iterations was 3.203 Distance
measures were obtained by taking the reciprocal of the alignment score.
Three distance measure arising from work on time series matching were investi-
gated. Time series matching efforts attempt to quantify similarities among discrete
time series. The problem has attracted a large amount of research.204 The time series
similarity measures used were dynamic time warping (DTW), longest common subse-
quence (LCSS), and minimum variance matching (MVM). These distances measures
can be briefly described as follows. Instead of aligning two time series side by side
and comparing the distance between values at identical time points, DTW allows
values at different time points to be matched. By introducing a distance cost for this
time warping and minimizing the overall distance via dynamic programming, DTW
yields a distance measure for time series that aggregates series that differ by time
compression, dilation, or phase. DTW is asymmetric in that is matches every value
in one of the compared sequences to some value in the second. The sequence whose
entire set of values is being matched is called the query and the second time series is
203These are the default values incorporated in the software presented by the authors of the align-
ment algorithm.
204[Liao, 2005, Ding et al., 2008, Latecki et al., 2005, Vlachos et al., 2003]
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called the template. LCSS determines the longest common subsequence between two
time series where commonality is taken to be numerical similarity relative to some
threshold. In the version used here, some time warping is also allowed. Given the
length of a longest common subsequence, an LCSS similarity measure is obtained
from the ratio of that length to that of the longer of the two original sequences. A
distance measure was obtained by the difference between the LCSS score and unity.
Because it is grounded on subsequence comparisons, LCSS can ignore values in both
sequences. MVM in a way combines these approaches by minimizing subsequence
distances while allowing time warping. MVM exhibits the same kind of asymmetry
as DTW.205
The distance measures were used directly in kNN classification. The values used
for k were 1, 3, and 5. A variation on the H6O cross-validation method previously
described and the leave-one-out (L1O) method were used for estimating generalization
error. The variation used sequences 1-6, 7-12, 13-18, and 18-23 as test sets.
This kNN classification was also used to tune the parameters of the time series
distance measures. Tuning was achieved by trial and error using the H6O variation
method. The following values were settled on. The LCSS function has two param-
eters: a time distance that constrains the amount of warping and the threshold for
identifying common values. The values 10 and 0.5 were used. The MVM distance
has one parameter, the elasticity, which constrains the maximum contiguous length
205There are strong analogies between many of the problems and solutions encountered in time
series matching and those of sequence alignment, as might be expected. For example, the cost of
warping in DTW is quite similar to the gap penalty in sequence alignment.
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of the template that can be ignored while matching the query. A value of 10 was used
for MVM elasticity.
The DTW measure was selected for use in a SVM classifier because it performed
slightly better than LCSS and MVM in kNN classification. Feature vectors were gen-
erated from DTW measures by representing UGTs as a vector of distances from a
fixed reference set. The reference set was used to train an SVM relying on a Gaus-
sian kernel. A heuristic method was used to obtain the kernel function parameter.
Once a SVM had been trained, the SVM was cross-validated using a test set whose
feature vectors were obtained from their distances to the training set. The same
cross-validation methods were applied to the SVM classifiers as were used for the
kNN classifiers described above. SVM classifiers were also trained on the two align-
ment distances obtained from full sequence and covering subsequence alignments by
using the same feature vector scheme.
The DTW measure, once selected, was used to asses the quality of kNN classifica-
tion using a time series distance for all combinations of loops and the first 5 principal
components of the raw indices. In other words, whereas the SVM classifier relying on
DTW used signatures obtained from concatenating PC1 through PC5 for all seven
loop regions, DTW distances were also calculated for every other combination, e.g.
just PC1 and PC3 on just the first and last loops. The assessment used a value of 3
for k.
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3.5 Software and Hardware
The graphical residue models were implemented with Networkx as described in
[Hagberg et al., 2008], a Python package for working with graphs. The index calcu-
lations also relied on PyCIFRW as described in [Hester, 2006] for reading physical
residue data from the library supplied with CCP4. CCP4 is described in [Collabora-
tive Computational Project Number 4, 1994].
Sequence alignments were made with the ClustalW application described in [Larkin
et al., 2007]. Secondary structure predictions were made using the online tools Psi-
Pred and 3D-Jury described in [McGuffin et al., 2000] and [Ginalski et al., 2003],
respectively.
The BNN training was performed using Radford Neal’s Software for Flexible
Bayesian Modeling and Markov Chain Sampling as described in [Neal, 1996].
The SVM, time-series distance, and kNN calculations relied on the R software
environment described in [R Development Core Team, 2008]. The “dtw” package
used for DTW and MVM distances is described in [Tormene et al., 2008]. LCSS was
implemented in R based on the description in [Vlachos et al., 2003]. The SVM work
relied on the implementation in the “kernlab” package, as described in [Karatzoglou
et al., 2004].
The comparison of the residue indices with established amino acid indices and the
associated images relied on the online application [Bulka et al., 2006].
With four exceptions, the R software environment was used to produce figures
that are not explicitly attributed to other sources. Two involved the graphical residue
models, which were rendered using the Networkx package. The third, the figure show-
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ing an MLP, was created with Dia, an open-source drawing application. The fourth,
the depiction of a common flavonoid skeleton, was made with the MicrosoftTMPaint
application.
The BNN training was performed in the Ubuntu 8.04 operating system running
on an AMD AthlonTM64 X2 4800+ dual core processor. Otherwise, work was done in
a WindowsTMoperating system running on an Intel R©CoreTM2 Duo T7700 Processor.
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4 RESULTS
4.1 Residue Models
The residue model indices refined by PCA were found to cluster residues in a
reasonable way. The following figure displays a biplot of each residue in the space
spanned by the first two principal components. Projections of the original basis
vectors from the raw indices onto the first two principal components are also shown.
PC1 and PC2 can be seen to cluster the residues in a reasonable way. Some examples
follow. The aliphatic residues I, V, and L are grouped tightly by PC1 and PC2. The
positively charged residues H, K, and R are clearly separated as a class by high PC2
values. The acidic residues D and E are isolated with high PC1 values and low PC2
values.
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Figure 14: Biplot of Residue Index PCA
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The indices are also well distributed among the range of existing indices. The orig-
inal raw indices and the PCA refined set were plotted in a minimum spanning tree
(MST) including over 460 other established amino acid indices.206 These established
indices have been devised from various considerations such as physico-chemical fea-
tures and evolutionary substitution rates. The refined PCA indices are generally well
separated, appearing in several distinct neighborhoods in the spanning tree. Figures
demonstrating this distribution are available as Appendix 3.
4.2 Classification Results
Classification results on the 3-O and 7-O problems were very different. All of the
techniques had some success classifying by 3-O regioselectivity. Only kNN, relying
on DTW distance measures, and BNN techniques were able to predict 7-O regiose-
lectivity with consistency.
4.2.1 3-O Results
The best performance on the 3-O problem was found with the 3NN classifiers re-
lying on a DTW distance function restricted to certain PCA indices and loop regions.
These loop-index specific DTW distances are conveniently identified with a lower case
letter indicating the loops used and a series of digits indicating the PCA indices used.
For example, a DTW distance restricted to the PC4 and PC5 indices on just the 4th
and 5th loops, i.e. Nβ4 − Nα4 and Nβ5a − Nα5a, would be labeled de45. With
L1O cross-validation, this classification effort missed UGTs BvF37GT, UGT71G1.
206The established indices, MST calculation, and all images were obtained with [Bulka et al., 2006].
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The best performers in this class were b125 and abd5. These missed only one UGT:
GmF7GT and OsF3GT, respectively. The H6O method for measuring accuracy was
not used on the kNN classifiers with loop-index specific DTW distances. An SVM
effort using de45 and the L1O method performed much more poorly, missing UGTs
RhA53GT, DcC2’GT, DcF3GT2, BvF37GT, OsF3GT.
kNN classifiers based on sequence alignment score distances also worked fairly
well on the 3-O problem. A k value of 3 worked better for these kNN classifiers
than 1 or 5. The lowest error rates were found using the H6O CV method. A 3NN
classifier using full sequence alignment scores missed UGTs BvF37GT, GmF7GT,
OsF3GT, UGT71G1. The one using alignment scores for the concatenated covering
subsequences missed UGTs RhA53GT, DcC2’GT, BvF37GT, GmF7GT, UGT71G1.
As in the case of de45, kNN classifications using these alignment distances were
not improved by applying them in an SVM. With the L1O method, SVMs us-
ing the two alignment score distances misclassified UGTs RhA53GT, BvF37GT,
GmF7GT, OsF3GT, UGT71G1 and RhA53GT, DcC2’GT, BvF37GT, GmF7GT,
OsF3GT, UGT71G1, respectively. These results were not improved by using the
H6O method.
This relationship between kNN and SVM accuracy was reversed when the DTW
distance was applied to signatures incorporating the first 5 PCA indices and every loop
region. These distances missed UGTs RhA53GT, DcC2’GT, BvF37GT, GmF7GT,
OsF3GT, UGT71G1 in a 3NN effort using L1O. However, when applied in an SVM,
the errors were reduced to RhA53GT, BvF37GT, OsF3GT with L1O and H6O. The
average training error for the L1O SVMs was 0.093.
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The BNN classifiers had similar accuracies on the 3-O problem. The first round
trained with the narrower hyperpriors missed UGTs DcF3GT1, DcF3GT2, GtA3GT,
BvF37GT, GtA3’GT. The first three errors in this list were generated from the third
hold out set, i.e. H6O6−11. That training effort wasn’t considered to have reached
equilibrium because the training error never reached a low rate. The sampling tra-
jectory may have been trapped in some region. The second round of BNNs trained
with the more vague hyperpriors missed DcC2’GT, BvF37GT, GtA3’GT, GmF7GT.
All of the training efforts in the second round appeared to have reached equilibrium.
The two rounds made the same mistakes on UGTs BvF37GT, GtA3’GT in H6O12−17.
On H6O18−23, the first round missed no UGTs, while the second round missed UGT
GmF7GT. On the H6O6−11, the second round missed none. On H6O1−5,23, the first
round missed UGT DcC2’GT, while the second round missed none. If the poorly per-
forming H6O6−11 effort in the first round is ignored on suspicion of sampling problems,
the BNNs performed well overall.
The performance was not greatly affected by removing the liminoid UGT. With
the sampling specifications from the second round, equilibrium appeared to have been
reached in a similar manner and with similar results. The UGTs misclassified in this
third round were DcC2’GT, BvF37GT, GtA3’GT, GmF7GT, UGT71G1.
The performances on the 3-O problem by the DTW SVM, the BNNs, and the full
sequence alignment score 3NN classifiers were fairly close. They gave similar error
rates. With the exception of the BNN trouble on UGT GtA3’GT, they also tended
to err on the same UGTs. This uniformity is reasonable because the UGTs that
are regularly missed include several that have exhibited promiscuous regioselectivity.
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The loop-index specific 3NNs that performed well had very low error rates. Of course,
these loop-index choices represented only a small fraction of the 3,397 combinatorial
possibilities. Most of the loop-index combinations performed poorly. The ones that
performed well will be discussed further below.
4.2.2 7-O Results
Most classifiers did more poorly on the 7-O problem. The error rates approached
50%, with false negative rates reaching 100%. For example, L10 3NN efforts using
the full sequence alignment distance and the DTW distance missed UGTs RhA53GT,
DbB5GT, SbF7GT, BvF4’7GT, BvF37GT, GtA3’GT, GmF7GT, NtF7GT, UGT71G1
and RhA53GT, DcC2’GT, DbB5GT, SbF7GT, BvF4’7GT, BvF37GT, GtA3’GT,
GmF7GT, NtF7GT, UGT71G1, respectively. The SVM using the DTW distance and
L1O also did poorly, missing SbF7GT, BvF4’7GT, BvF37GT, GtA3’GT, GmF7GT,
NtF7GT, UGT71G1. The average training error for these SVMs was 0.166, nearly
twice that for the 3-O problem.
The only methods that succeeded on the 7-O problem were a few of the kNN
classifiers with loop-index specific DTW distances and the BNNs. Intriguingly, one
of the loop-index specific DTW distances that performed well in the 3-0 problem was
also a top performer in the 7-O problem: de45 missed UGTs DbB5GT, BvF37GT,
NtF7GT. Although the number of errors is similar to the top performers in the 3-O
problem, these 3 misclassified UGTs constitute roughly a 33% false negative rate on
the 7-O problem. Partly an artifact of the small data set, this is a much higher rate
than that encountered in the 3-O problem.
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The BNN success was less straightforward but perhaps more significant. The
H6O training efforts produced very high false negative rates like most of the other
classifiers. However, some reached low training error rates. Further, a training effort
that held none out appeared to reach equilibrium sampling with a training error
rate close to zero. Although this training has not been cross-validated, the average
training error over the last 194 iterations of the sampling for this effort was 0.00352.
This suggests that the BNN has the potential to perform significantly better for
the 7-O problem than the SVMs using DTW distances and the kNN methods using
alignment distances. It also suggests that the small positive example set for the 7-O
problem was a serious constraint on estimating generalization errors.
Table 4 summarizes the some of the 3-O results discussed above. False negatives
are displayed in blue. False positives are displayed in black.
Distance Features
CV Tech Full Aln Cov Seq Aln DTW All DTW de45 Bare Sig
L1O
3NN 16, 18, 20, 23 2, 5, 16, 18, 23 2, 5, 16, 18, 20, 23 16, 23
SVM 2, 16, 18, 20, 23 2, 5, 16, 18, 20, 23 2, 16, 20 2, 5, 7, 16, 20
H6O
SVM 2, 16, 18, 20, 23 1, 2, 4, 16, 23 2, 16, 20
BNN 16,17,18
Table 4: 3-O Results
4.3 Loop-Index Specific 3NN
There were several good performers among the loop-index specific 3NN classifiers.
Table 5 lists the best ones on the 3-O and 7-O problems: i.e. all combinations of
loop regions and indices with fewer than 3 errors on the 3-O problem or 4 on the 7-O
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problem. All of these accuracy determinations were made using L1O. These results
have not been analyzed in depth in this work. However, there is an apparent corre-
lation between loop-index combinations and misclassified UGTs. This correlation is
especially strong among the 3-O set.
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ID 3-O Errors
b125 GmF7GT
ab12 RhA53GT, GmF7GT
be12 DcC2’GT, GmF7GT
be23 DcC2’GT, GmF7GT
be25 DcF3GT2, GmF7GT
be45 DcF3GT2, GmF7GT
be123 DcC2’GT, GmF7GT
be124 DcC2’GT, GmF7GT
be235 DcC2’GT, GmF7GT
be345 DcC2’GT, GmF7GT
be1234 DcC2’GT, GmF7GT
be1235 DcC2’GT, GmF7GT
be1245 DcC2’GT, GmF7GT
be12345 DcC2’GT, GmF7GT
bg5 RhA53GT, DcC2’GT
bg25 RhA53GT, DcC2’GT
bg235 RhA53GT, OsF3GT
bg2345 RhA53GT, OsF3GT
de45 BvF37GT, UGT71G1
de1245 BvF37GT, OsF3GT
abd5 OsF3GT
abd35 GmF7GT, UGT71G1
abe13 GmF7GT, UGT71G1
abf2 RhA53GT, BvF37GT
bcf45 RhA53GT, GmF7GT
bde4 DcC2’GT, BvF37GT
bde12 DcC2’GT, GmF7GT
bde14 DcC2’GT, GmF7GT
bde45 DcC2’GT, BvF37GT
bde125 DcC2’GT, GmF7GT
bde235 DcC2’GT, GmF7GT
bde12345 DcC2’GT, GmF7GT
bdf2 RhA53GT, BvF37GT
bef4 DcF3GT2, GmF7GT
abefg2 RhA53GT, BvF37GT
bdefg2 RhA53GT, BvF37GT
abdefg2 RhA53GT, BvF37GT
ID 7-O Errors
a2 DbB5GT, BvF37GT, GmF7GT
e145 CsF3GT, SbF7GT, NtF7GT
de14 SbF7GT, GtA3’GT, NtF7GT
de45 DbB5GT, BvF37GT, NtF7GT
de134 SbF7GT, GtA3’GT, NtF7GT
de245 DbB5GT, SbF7GT, NtF7GT
de1245 DbB5GT, SbF7GT, NtF7GT
de1345 SbF7GT, GtA3’GT, NtF7GT
eg14 SbF7GT, GmF7GT, NtF7GT
eg125 SbF7GT, GmF7GT, NtF7GT
Table 5: Loop-Index Specific 3NN Results
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5 DISCUSSION
5.1 Previous Work
A wide variety of efforts to provide models for proteins have been explored. These
have included features based on primary, secondary, and tertiary structure, as well
as aspects such as locations within protein interaction networks or phylogenetic char-
acteristics. All of these models have been used in a large variety of classification
techniques.
Previous graphical models of proteins have generally targeted secondary or tertiary
structure.207 Often this has led to topological characteristics that have informed
clustering, kNN, and similar distance-based classification techniques.
Following the direction taken in [Knisley et al., 2009a], this work modeled the pri-
mary structure in direct graphical terms. This direction is similar to other strategies
that seek to model primary structure as a series of quantities, or as time-series. For
example, time-series models based directly on physical residue quantities have been
analyzed with frequency domain techniques such as Fourier wavelet analysis.208
Like traditional sequence alignment, this approach attempts to model the vary-
ing lengths inherent primary structure directly. In contrast, other models handle that
structural aspect indirectly. Examples of this more indirect approach include features
based on the frequency of residues or residue classes. Examples of residue classes
appearing in these models are subsequence composition, i.e. n-gram analysis, equiva-
lence classes based on substitution rates, physical quantities such as hydrophobicity,
207[Vishveshwara et al., 2002, Huang et al., 2007, Knisley et al., 2009b]
208[de Trad et al., 2000, 2002]
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and structural frequencies such as solvent accessibility or alpha helix composition.
SVMs have been used extensively for protein classification.209 [Jaakkola and Haus-
sler, 1999, Jaakkola et al., 1999] introduced the class of Fisher kernels and used them
to classify protein domains into broad structural families.210 A Fisher kernel is ob-
tained from a previously established generative probability model such as an HMM
by using an inner product of gradients in a model-induced metric space. Roughly, a
sequence gets mapped to a feature vector equivalent to the probability model’s gra-
dient evaluated at that sequence along some parameterization. [Karchin et al., 2002]
applied Fisher kernels to classify G-Protein Coupled Receptors (GPCRs) by family
and subfamily. [Bhasin and Raghava, 2004] used radial basis kernels and feature
vectors combining di-peptide counts, established amino acid indices, and sequence
alignment data to predict protein subcellular localization. [Bakir and Sezerman,
2006] combined radial basis kernels with features based on topological predictions
from HMMs and expert knowledge of ligand interaction to do fine classification on
GPCR subfamiles. [Kuang et al., 2004, Melvin et al., 2007] used k-mers, i.e. k-long
substrings, in a string kernel based on inexact matches and sequence homology.211
Kernels for protein classification based on a frequency analysis of inexact matching of
k-mers have also succeeded broad classification tasks.212 Somewhat more similar to
the work described here, [Saigo et al., 2004] achieved broad protein classification with
209Many of the following approaches are collected in [Schlkopf et al., 2004].
210The classification was by SCOP superfamily.
211Classifications in [Kuang et al., 2004] were by SCOP family within a superfamily. Those in
[Melvin et al., 2007], were by fold, superfamily and family.
212See [Leslie et al., 2004]. Classifications were SCOP fold, superfamily, and family.
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a string kernel theoretically connected to local sequence alignment scores and based
on convolutions of simpler string kernels.213 [Shamim et al., 2007] used a method
incorporating residue frequencies for several classes such as solvent accessibility along
with radial basis kernels for achieving classification by fold family. Many of these
approaches yield significant improvement on basic sequence alignment classifications
such as kNN. In another approach close to one aspect of the work described here, [Liao
and Noble, 2003] employs pairwise sequence similarity scores and a reference set to
achieve broad family classifications.214 Although not directed at protein classification,
[Cuturi et al., 2006] has explored kernels based on DTW distances.
BNNs appear to have been used less extensively on protein classification prob-
lems. [Wang et al., 2001] encoded residues by equivalence groups based on substi-
tution rates and introduced features derived from 2-grams and information theoretic
measurements of the information content of local subsequences. Using these feature
vectors as inputs, BNNs were trained to accurately classify protein among broad func-
tional families.215 In a more typical application, [Vehtari and Lampinen, 2000] used
BNNs on an image classification problem. Although not precisely a BNN, [Shahbaba
and Neal, 2006] used the hybrid MCMC implementation relied on in this work on
a protein classification problem. 2-gram analysis, phylogenetic data, and secondary
structural information were used to derive a composite protein model. The model
was used in conjunction with Bayesian inference and multinomial logistic regression
models to discriminate within a hierarchically structured system of broad functional
213Classification was by SCOP superfamily.
214Classification was by SCOP superfamily.
215Classification was by superfamily as described in [Wu et al., 2004].
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classifications of 2,122 open reading frames from the Escherichia coli genome.
The applications described above were directed to higher level classifications than
the functional differences modeled in this work.216 The author is unaware of machine
learning efforts on flavonoid UGT classification with the exception of [Knisley et al.,
2009b]. This work also concerned fine distinctions between plant UGTs, but focused
discriminating between flavonoid and other non-flavonoid plant secondary product
UGTs.
5.2 Evaluation
The approach taken here has largely been successful. DTW distances based on
the residue models and key loop regions have improved on classification based on
traditional sequence alignments. The performance of selected loop-index specific 3NN
classifiers was quite good on the 3-O problem, and better than the others on the 7-O
problem. The SVM and BNN approaches also yielded slight improvements on the
3-O problem.
The near zero training error using the full data set in the BNN approach to the
7-O problem is also noteworthy. Due regard must be given to the absence of cross-
validation for this result. However, there were only 6 positive examples of 7-O to
work with and there are strong biochemical reasons for expecting a greater variety of
7-O UGTs than 3-O UGTs. Thus, it might be reasonable to suspect that a hold out
strategy is too costly for a good estimate of the model’s adequacy.
216The two UGTs with known structures studied in this work have been placed in the same SCOP
family.
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In addition to the issue of the data set’s small size raised for estimating gen-
eralization error on the 7-O problem, other significant limitations should be noted.
The residue model omits the rotational variation of side-chains along the backbone.
The accepted class boundaries may be very noisy. This should strongly influence the
interpretation of the improvements on the 3-O and the 7-O problem. Additionally,
different hold out sets were used for the BNNs. Moreover, the selection of the hold
out sets was ad hoc, exhibiting dependencies such as a single set containing UGT
characterized by the same methods in the same paper, or the placement of half the
7-O UGTs in a single set. In the MCMC training using the windowed variation, little
care was taken to coordinate window size with trajectory length. Finally, the uncer-
tainty involved in judging MCMC sampling to have reached equilibrium is another
source for reservation.
Nonetheless, the positive results suggest that the basic methodological principal
has merit. A set of proteins that are highly similar at the primary and tertiary levels,
and for which detailed knowledge of conformation is frequently unavailable to inform
modeling efforts, has been successfully classified by fine functional distinctions by
modeling primary structure directly in graphical terms and applying several machine
learning techniques to features based on subsequences of biochemically informed in-
terest.
5.3 Future Work
Future work might enhance the model for primary structure. Enhancements could
be sought at the residue level by investigating variation in the graph models or other
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sorts of characteristics, such as more purely topological graph attributes. Alterna-
tively, the model might be expanded at the sequence level by attempting to incorpo-
rate side-chain rotation propensities based on local subsequence composition. This
would introduce aspects of secondary structure as well as a sort of n-gram analysis.
Other work might focus on the successful 3-O UGT models by investigating clas-
sifier performance after selective editing of the signatures. This in silica mutagenic
approach, so to speak, might combine an analysis of the loop-specific 3NN results
with biochemical expertise to inform the signature or loop region edits. The results
of such an effort could conceivably assist in planning genuine mutagenic studies.
A technique for rapidly obtaining the covering subsequences would facilitate ap-
plying the BNN approach to other problems or including a larger data set in the
problem investigated here. It would also be interesting to see if padding loop regions
with “blank” residues yielding zero index values to obtain uniform length feature
vectors could avoid the alignment cost in extending the BNN approach to new data.
The success of the BNN in the full data set 7-O classification effort suggests
that the time required for a leave-one-out cross-validation would be a reasonable
investment. Efforts toward this are underway. Additionally, it would be useful to
compare the BNN performance with standard ANNs on the 3-O and 7-O problems.
Of course, boosting the data set would be valuable for all the methods explored.
Finally, other similar biological problems could be studied.
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APPENDICES
1 Probability Spaces, Random Variables, and Random Processes
1.1 Probability Spaces and Random Variables
There are three ingredients in a probability space. The first is a set. This is
usually called the sample space. A concrete example is the outcome of roll of a 6-
sided die. The sample space contains 6 elements, one for each of the integers 1 − 6.
In set notation the sample space is written sample space = {1, 2, 3, 4, 5, 6}. A typical
wording would say something like “the set of all possible outcomes of an experiment
or trial is the sample space”. In other words, if one rolls a die, she gets a number
between 1and 6.
The second ingredient in a probability space is what is normally called the event
space. The event space might be described as all the meaningful subsets of the sample
space. For example, there might be cause to attend to the event of rolling either a 2 or
a 4, i.e. the event written {2, 4}. With a finite discrete sample space, the event space
is relatively simple to describe. For reasons that will be discussed more full below,
the counter-intuitive behavior of the continuum makes things more complicated for
continuous sample spaces.
For practical reasons to be discussed below, an event space should meet the three
defining characteristics of a sigma-algebra:
1. It must be closed under compliments. Given an event, the subset holding every
other possible outcome except the given one must also be in the event space. For
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example, a die roll resulting in a 5 is considered an event, so must the outcome
anything but 5. Of course 5 was in the sample space too. So, sometimes ele-
ments of the sample space are called simple, or elementary, events. And events
which are not in the sample space are called compound events. For contrast,
the compound event anything but 5 is not in the sample space. This contrast
may be clearer after a few more paragraphs.
2. A sigma algebra must include the empty set.
3. It must be closed under countable, but possibly infinite, unions. The closure
of event spaces under countable unions allows one to define events as limits of
shrinking, nested subsets. This is critical to certain convergence proofs used
in a rigorous treatment of probability theory. Additionally, the restriction to
sigma-algebras allows the order of integration and differentiation operations to
be switched at critical points in various proofs. Aside from this brief mention,
these matters lie beyond the scope of the present work.
It may be helpful to emphasize that within this axiomatic approach terms like
‘event’ are otherwise undefined. An “event” is just a subset of the sample space. It
is called an event because it is used to model events people experience. Similarly,
an “outcome” of an “experiment” is just a member of the sample space. From a
purely mathematical perspective this application-oriented nomenclature isn’t neces-
sary. The terminology of events and outcomes and trials and experiments and so forth
that probability theory often relies on could be completely dispensed with. On the
other hand, it is reasonable and handy and can help to guide reflection and provide
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mnemonic assistance.
Consider again the simple example of an event space above. It had 5, and
anything but 5. It would also have to have the empty set. It would also have to
have the universal set, i.e. the entire sample space as single element. Thus the event
space would look like this in set notation:
event space = {empty set, {5}, {1, 2, 3, 4, 6}, {1, 2, 3, 4, 5, 6}}.
To be a sigma-algebra, nothing more is required. But, more complicated event
spaces are possible. For example, perhaps the subset of outcomes less than 3 is of
interest. This indicates introducing the event that the outcome is less than 3. That
would imply a different event space. A natural event space is the power set of the
sample space. The power set of set is the collection of all its subsets. The power set
of {1, 2, 3, 4, 5, 6} would include outcome is less than 3 and anything but 5 and lots
of other subsets.
A subtle point worth emphasizing is that a sample space contains samples, while
an event space contains sets of samples, even if they are singletons. In other words,
sample space contains “points” while event space contains sets of those “points”.
Thus, in the example above, the set {5} is a subset of sample space and an ele-
ment of event space, whereas the integer 5 is an element of sample space but not an
element of event space. This clarifies the earlier remark that the compound event
anything but 5 is not in the sample space. The points 1, 2, 3, 4, and 6 are in the
sample space, but there is nothing like the set {1, 2, 3, 4, 6} in the sample space.
The third ingredient in a probability space is a probability measure. For our
purposes, a measure is a function from a sigma-algebra into the reals. Given a set
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in the sigma-algebra, it returns a number. A function must satisfy two constraints
to be a measure. First, the measure of the empty set must be 0. Secondly, it must
exhibit additivity. This means that the sum of the measures of mutually exclusive
events must be the same as the measure of their union. A probability measure is
just a measure whose values lie in [0, 1] and which evaluates to 1 when applied to the
universal event.
A complication can be encountered in defining measures. Given access to un-
countably many points and the axiom of choice, one can construct disjoint sets whose
union yields a greater measure than the sum of their individual measures. These un-
measurable sets have to be excluded from the domain of measure functions in order
to ensure additivity.217
As described above, the natural event space for a finite sample space is the power
set of the sample space. However, the problem of unmeasurable set arises if one tries
to use the power set of an uncountably infinite sample space for an event space. For a
continuous sample space, the paradigmatic events spaces are those that can be built
by unions and intersections of intervals. These spaces, which avoid the additivity
problems a power set would present to measure functions, have a special name: the
Borel algebras, or sometimes Borel fields.218 Thus, the paradigmatic continuous event
is an interval. The paradigmatic measure for such an event is the length of an interval.
In summary, to have a probability space, one needs a sample space of simple
217An excellent brief introduction to these matters can be found in the entry on “measure” in
[Gowers et al., 2008]. The Banach-Tarski paradox is an example of the sort of thing one wants to
avoid here.
218Borel set has a wider usage too, i.e sigma-algebra of open–or closed–sets.
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outcomes, an event space of events somehow built up from simple outcomes, and a
probability measure that maps the events to the reals. If the sample space is finite,
the power set can be taken as the event space. For continuous spaces, the Borel set
is taken as the event space.
A random variable is an association of real numbers with points in a sample
space. Thus, a random variable is a function from the sample space into the reals.
For example, consider throwing 2 fair dice onto the table. The sum of the faces
is a random variable. Alternatively, a measure of the pressure of a gas in a closed
container is a random variable. It can help to keep this physical example in mind,
as probability theory largely arises from efforts to handle empirical data like pressure
measurements, and proportions of a given phenotype in a population.
The concept of a random variable is carefully defined so that one can talk about
the probability of the number falling in some range of values. One way to put this is
to say that a random variable constructs a new probability space, whose sample space
is the reals, on top of an original one whose sample space is something far different,
such as poker hands, rolled dice, ensembles of many-particle systems, or some abstract
space of phenotype diversity. The key trait of a random variable that provides this
is that it must be a measurable function. The criterion that it be measurable is a
little subtle. Looking at an interval in the reals, say I = [a, b], one can ask which
sample points yield numbers in [a, b]. This set of sample points is the pre-image or
inverse-image of the interval [a, b]. To be a measurable function, the set of sample
points mapped to [a, b] must constitute an event, i.e. that set of sample points must
constitute a member in the original event space sigma-algebra.
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The reason for this requirement is that the intervals in the reals and their unions
yield a sigma-algebra on the reals. So, it is possible to say things about meta-events
in the reals. Given a function on the original sample space that is measurable, one
knows that the pre-image of any meta-event is itself an event in the original event
space. This ensures that one can always trace a meta-event back to a foundational
event in the original probability space that has a valid measure there. The result
is a new probability space whose sample points are the values the random variable
takes on. The derived measure of a meta-event is just the measure of the original
event that the random variable maps to the meta-event. This ability to refer to the
pre-image of a meta-event in order to obtain measures for subsets of the function’s
range space is what makes the function measurable. The new probability space is
said to be induced by the random variable.
An example of rolling two dice can help further explicate the concept of a random
variable. To fully define a random variable, four objects must be provided:
1. a sample space
2. an event space
3. a probability measure on the event space
4. a measurable function from the events to the reals, i.e. the random variable
itself.
Let sample space = (1, 1), (1, 2), ..., (6, 6).
Note that (1, 2) and (2, 1) are taken to be distinct elements in the sample space.
Thus sample space is a set of ordered pairs.
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Let the event space be the power set of sample space. The elements of the event
space can be written like so:
event that sum is 4 = {(1, 3), (3, 1), (2, 2)}.
The event space also contains the empty set and the universal set. This universal
set can be written this way: event that sum is something possible, i.e. {(1, 1), (1, 2), ..., (6, 6)}.
The event space has event that sum is 4. It also has event that sum is 3, i.e. {(1, 2), (2, 1)}.
It also has event that sum is 3 or 4, i.e. {(1, 3)(3, 1), (2, 2), (1, 2), (2, 1)}. And so on.
The probability measure needs to associate a real number between 0 and 1 with
each event. The empty set gets a measure of 0, while event that sum is something possible
gets a weight of 1. event that sum is 3 or 4 has a measure of 5
36
. These probability
weights can come straight from combinatorial arguments that need only reference the
basic notion that no roll gets weighted any more than the others, i.e. that straight
counting will do. These arguments allow each event to get a certain weight. These
combinatorial values fit the criteria of a probability measure, because the definition
of a probability measure was designed to model just this kind of thing.
Call the random variable that returns the sum of the two faces dice sum. Given
events as inputs, this function dice sum returns reals. Because event space is asso-
ciated with a probability measure, there is an induced probability measure on meta-
events made from intervals in the reals. Consider the meta-event [3, 4]. Some subset
of sample space will be mapped by dice sum into the range [3, 4]. The measure of
that subset provides a measure for the meta-event [3, 4]. Based on the combinatorial
considerations above, the measure of [3, 4] is 5
36
. It may appear that little has been
gained here. There is little practical difference between event that sum is 3 or 4 and
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the interval [3, 4]. Moreover, because this is a finite sample space that could use the
power set as the event space, every subset of sample points is an event. There are no
unmeasurable subsets of the sample space. But, this is a very simple example. The
theory is significant because it lets one treat the random variable as a sample space in
its own right, and even define what one might call higher-order random variables off
of that. In other words, one can go on to speak of meta-meta events and so on. But,
the probability measure for any interval in this hierarchy of meta-events always stems
from the original measure on the ground floor. Further, even with our simple exam-
ple, there is a big conceptual difference between the subset event that sum is 3 or 4
and the interval [3, 4]. Despite the fact that they have the same immediate practical
significance, i.e. the dice came out to be {1, 2}, or {2, 2}, etc., they are completely
different sorts of objects.
1.2 Random Processes
A natural extension of the notion of a random variable is a series of random vari-
ables. By holding the random variables in the collection to be on the same probability
space, one inherits certain consistency constraints regarding the joint distribution of
the variables. Such a collection is called a random or stochastic process.
There are several ways of describing a random process. It can be described as a
collection of jointly distributed random variables on the same probability space in-
dexed by some set. A slightly different but powerful perspective is to see a random
process as a single random variable whose outcome is itself a collection of random
variables. This perspective suggests that a random process can also be seen as func-
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tion on two variables; that is, from a single probability space and an index set into
the reals. Finally, a random process can be construed as the evolution of an initial
distribution under the operation of a sequence of transformations. This perspective
is especially useful for certain important classes like Markov processes.
Building on the dice example provides a very simple random process. To have
consistency be an issue, a second random variable in addition to dice sum is needed.
This would yield a random process with the tiny index set of 1 and 2. The first
random variable was the sum of the faces on the dice. A second one is their product.
Because they are defined on the same probability space, these two random vari-
ables are related. The rolls that sum to 8 include a roll whose product is 12, while
the rolls whose product is 16 include one that sums to 8. In other words, knowing the
value of dice sum says something about dice product. If dice sum is 8, dice product
might be 12, or 15, or 16. But, it can’t be 5. If nothing is known about dice sum,
the probability that dice product is 5 is nonzero. This is the marginal probability of
dice product being 5. However, the conditional probability of dice product being 5,
given that dice sum is 8, is zero.
This is an example of the way in which, in order to be consistent, the marginal and
conditional probabilities have to cooperate so that the rules of probability calculus
are satisfied. For example, if one adds up the conditional probabilities of dice product
being 5 given all the different cases for the value of dice sum, she must obtain the
marginal probability of dice product being 5. In other words, given a random pro-
cess, one is guaranteed by definition that there is a joint distribution of the random
variables in the process. Joint distributions exhibit certain properties like yielding
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the marginal distribution of a variable when its conditionals are summed over.
At one extreme, two random variables might be completely independent of each
other, so that the value of one says nothing about the value of the other. Consider,
for example, the two random variables returning the number of dots on the first die
and that on the second die. The news that one of the die rolled a 5 says nothing about
what the other one rolled. These two random variables are consistent by default, so
to speak. At the other extreme, two random variables might actually be equivalent,
so that they yield exactly the same number. In between, there are situations like that
of dice sum and dice product.
This two-element random process fits the first way of describing a random process
closely. That the random variables are defined on the same probability space and
that there is a joint distribution over them is very clear. For example, this joint
distribution describes precisely how knowing the value of dice sum tells one something
about dice product.
One can also clearly see how it can be described in the second way of construing
a random process. There is only one roll of the dice being modeled here, making it is
easy to see that both dice sum and dice product come from the same event.
This way of construing the joint distribution also describes the “difficulty” of
getting from an outcome at one of the random variables to an outcome at the other.
It is flat out impossible to get from dice sum = 8 to dice product = 5. Alternatively,
there is a 1 in 3 chance of getting to dice product = 15 from dice sum = 8. The
language of “getting to” used here is natural, even if artificial. But, this getting to
one variable from another one is just the third way of describing a random process.
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The joint distribution transforms the distribution of a random variable at one “time”
to the distribution at a “later time.”
It may be useful to dwell on what sort of relation the term ‘process’ implies. It
only implies a common probability space and the consistency constraint. The index
set {1, 2} doesn’t do anything beyond labeling the two random variables. One could
keep defining new random variables for this dice roll probability space and including
them in an extended random process. But, often a random process models a series
of experiments or trials rather than a bunch of random variables defined on a single
experiment. Like the terms ‘event’ and ‘outcome’, the terminology of process and
time stems from applications.
A concrete example of a more complicated process can help demonstrate these
concepts. Imagine a random walk on the integers starting from zero, with steps left
or right of constant size 1 and with equal probabilities. This example is also briefly
described in the main text of this paper. The random variables in this process are
the locations arrived at after each step in the walk. Because the outcome at one of
these random variables depends solely on the immediately proceeding one, the process
belongs to an important class known as Markov processes.
This example has just been described in the first way of approaching a random
process. It is a series of random variables indexed by a set of step counts, whose rela-
tionships are given by a joint distribution over all of them. Because of the Markovian
behavior, the joint distribution over the entire walk reduces to pairwise distributions
over adjacent steps.
To see how the example can be described in the second approach, one needs to
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imagine a single sample space which has entire walks as elements. The sample space
includes every possible random walk starting from zero, with steps left or right of
constant size 1 and with equal probabilities.
The Markovian behavior makes it easy to think about getting to each next step
based on the joint distribution over the next step and the last one. As a Markov
process, the difficulty of getting to some value at the 4th step from a particular value
at the 3rd step doesn’t depend on how I got to the 3rd step. So, it fits the language of
“getting to”. Given the value at the last step and the joint distribution, one can obtain
a conditional distribution for the next step. Summing up the conditional probabilities
for every possible value of the current step provides a marginal distribution for the
next step. One can start at the first step and iterate this calculation to get the
marginal distribution of any subsequent step in terms of the initial position. Doing
this iteration is precisely the transformation sometimes used to think about a random
process in the third way. If it fits the agency the model is focused on, one can just as
legitimately consider it as the evolution of an initial distribution.
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2 Loop Regions and Covering Subsequences
UGT Reg. a. Reg. b. Reg. c. Reg. d. Reg. e. Reg. f. Reg. g.
CsF3GT
L-15 S-20 S-46 T-47 D-71 D-89 T-121 A-123 C-143 A-146 G-290 P-297 G-386 G-391
L-15 T-21 T-43 L-63 N-66 E-91 T-121 W-126 C-143 G-147 G-290 P-299 G-386 N-396
RhA53GT
Y-11 L-14 S-41 T-45 L-80 L-86 D-124 F-126 T-146 S-147 C-282 F-289 W-386 A-390
Y-9 G-15 I-38 N-58 A-70 L-95 L-123 D-128 F-144 A-148 C-282 I-291 A-385 G-395
VvGT
L-13 S-18 S-44 T-45 D-68 D-86 A-118 A-120 W-140 A-142 S-277 T-283 C-368 G-373
L-13 T-19 S-41 Q-61 N-63 E-88 A-118 W-123 F-139 G-143 S-277 P-286 C-368 N-378
IhA3GT
A-13 G-17 F-42 S-44 V-67 E-84 A-122 A-124 W-144 G-146 S-284 L-291 C-375 G-380
L-12 T-18 F-40 D-60 N-61 P-86 A-122 W-127 L-143 G-147 S-284 P-293 C-375 N-385
DcC2’GT
P-14 Q-18 T-43 I-48 I-61 D-74 D-115 I-117 T-137 S-138 S-265 M-272 L-363 V-367
F-13 G-19 I-41 I-61 H-55 M-80 Y-114 S-119 L-135 S-139 S-265 K-274 C-362 N-372
DcF3GT1
A-18 P-20 N-48 R-51 L-75 G-85 D-123 F-125 W-144 A-146 S-280 P-287 C-374 G-379
C-17 T-23 T-45 G-65 V-69 F-94 S-122 W-127 L-143 G-147 S-280 P-289 C-374 N-384
DcF3GT2
P-19 G-23 N-49 Q-52 D-70 D-88 D-121 F-123 M-143 S-144 S-282 R-288 R-374 G-378
F-18 T-24 S-46 I-66 T-65 E-90 G-120 W-125 T-141 E-145 S-282 A-291 G-373 N-383
GtA3GT
L-10 G-15 S-41 S-44 D-69 P-84 D-117 A-118 T-139 A-140 F-276 P-282 R-367 G-371
L-10 T-16 S-38 I-58 N-61 E-86 T-116 W-121 V-137 A-141 S-275 P-284 G-366 N-376
CuLGT
S-13 H-17 P-42 F-45 E-70 E-84 N-121 F-123 W-142 V-143 S-280 T-283 F-378 D-383
V-12 G-18 L-37 Y-57 F-66 A-91 N-120 P-125 L-141 S-145 S-280 Q-289 T-377 D-387
DbB5GT
P-16 G-21 T-45 N-48 F-74 A-93 D-126 M-127 H-147 F-149 F-292 L-298 W-389 E-394
F-15 G-21 T-41 K-61 V-71 A-96 A-125 T-130 F-146 S-150 C-291 A-300 T-388 N-398
SbF7GT
P-10 G-15 T-39 F-42 F-63 L-77 D-114 F-116 G-136 T-137 C-281 F-288 W-376 A-380
V-9 G-15 T-35 D-55 T-60 L-85 S-113 P-118 F-134 S-138 C-281 P-290 T-375 N-385
VhA5GT
T-10 Q-14 S-39 V-40 F-62 D-74 S-113 L-115 I-135 E-136 S-280 T-287 F-372 F-376
A-9 G-15 T-35 G-55 L-56 S-81 Y-112 A-117 L-133 P-137 S-280 K-289 A-371 N-381
PfA5GT
T-10 Q-14 S-39 Y-41 F-65 G-77 S-110 L-112 V-132 E-133 F-276 F-282 V-372 T-380
A-9 G-15 T-35 G-55 G-59 S-84 Y-109 A-114 L-130 P-134 S-275 K-284 A-371 N-381
At7GT
P-16 M-18 T-45 P-56 I-74 T-97 N-135 F-137 G-157 T-158 F-295 F-301 W-392 G-395
F-15 G-21 T-41 N-61 I-74 D-99 G-134 P-139 F-155 G-159 A-294 N-303 T-391 N-401
BvF4’7GT
P-14 M-16 T-43 R-45 F-72 A-89 D-124 F-126 G-146 G-146 F-291 M-297 W-380 A-384
F-13 G-19 T-39 K-59 V-69 I-94 A-123 P-128 F-144 C-148 C-290 P-299 T-379 N-389
BvF37GT
P-20 M-24 L-49 I-60 P-83 S-92 D-129 M-130 T-151 S-152 F-293 F-299 W-397 H-400
V-19 G-25 L-49 R-69 P-72 M-97 L-128 T-133 F-149 G-153 C-292 A-301 T-396 N-406
GtA3’GT
P-10 G-15 T-39 H-40 F-67 R-85 D-119 F-121 G-141 S-142 G-287 F-292 W-385 E-390
F-9 G-15 K-33 S-53 T-64 M-89 A-118 Y-123 F-139 S-143 C-285 A-294 T-384 N-394
GmF7GT
P-9 R-13 L-40 S-57 V-77 F-88 M-127 F-129 T-150 S-151 C-282 F-289 P-388 E-392
Y-8 G-14 L-38 N-58 A-67 H-92 D-125 N-130 Y-148 G-152 C-282 R-291 A-386 N-396
NtF7GT
T-10 Q-14 S-39 F-41 F-63 H-76 S-113 L-115 I-135 Q-136 G-286 L-291 P-382 T-389
V-9 G-15 F-36 K-56 G-57 M-82 Y-112 P-117 L-133 P-137 S-284 K-293 A-380 N-390
OsF3GT
T-9 G-14 A-38 S-42 L-65 P-80 D-115 F-117 V-137 S-138 S-280 V-281 W-385 A-389
Y-8 G-14 A-36 Y-56 A-55 P-80 I-114 A-119 F-135 C-139 C-274 A-283 C-384 N-394
PhA5GT
T-10 A-13 S-39 Y-41 F-63 K-75 S-112 F-114 S-134 Q-135 S-283 P-290 F-379 P-380
T-9 G-15 T-35 P-55 G-57 S-82 Y-111 P-116 L-132 P-136 S-283 I-292 A-378 N-388
PhA3GT
A-12 G-16 F-41 N-43 V-66 V-79 D-116 F-118 T-138 A-139 F-270 L-276 R-361 D-366
L-11 S-17 I-38 P-58 N-60 K-85 S-115 W-120 F-136 A-140 S-269 P-278 C-360 N-370
UGT71G1
I-15 I-20 C-46 F-54 D-73 P-80 D-121 F-122 T-143 S-144 C-282 F-290 T-375 A-380
I-15 G-21 T-43 L-63 A-64 E-89 L-120 V-125 F-141 N-145 C-282 G-291 T-375 N-385
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3 PCA Indices in Minimum Spanning Tree
The following figures illustrate this representative capacity of the refined PCA
indices. The original raw indices are also included in the MST. In this figure, the
PCA indices are labeled as c1 through c7 and the raw indices as c8 through c14.
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Figure 15: Minimum Spanning Tree of AA Indices
198
Figure 16: Minimum Spanning Tree of AA Indices, Sections A. & B.
199
Figure 17: Minimum Spanning Tree of AA Indices, Sections C. & D.
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4 UGT Signature Graphs
Figure 18: UGT Signatures 1, 2
201
Figure 19: UGT Signatures 3, 4
202
Figure 20: UGT Signatures 5, 6
203
Figure 21: UGT Signatures 7, 8
204
Figure 22: UGT Signatures 9, 10
205
Figure 23: UGT Signatures 11, 12
206
Figure 24: UGT Signatures 13, 14
207
Figure 25: UGT Signatures 15, 16
208
Figure 26: UGT Signatures 17, 18
209
Figure 27: UGT Signatures 19, 20
210
Figure 28: UGT Signatures 21, 22
211
Figure 29: UGT Signature 23
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5 BNN Training Specifications
5.1 3-O: First Round
5.1.1 H6O18−23
Prior Specifications (a leading “x” indicates the use of the scaling feature):
Group Width α
Input-Hidden Weights x0.050 0.50
Hidden Biases 0.050 0.50
Hidden-Output Weights x0.050 0.50
Output Bias 100.000
Total iterations = 1100
Start Reps Hyper Decay Steps Window Jump Step-size Adj.
0 1 N 0.970000 500 20 20 0.0600
100 1 N 0.970000 100 10 10 0.2000
200 1 N 0.970000 200 10 10 0.5000
300 1 N 0.970000 200 10 10 0.1000
400 1 N 0.950000 400 20 20 0.0500
500 1 N 0.950000 400 20 20 0.0500
600 1 N 0.970000 600 20 20 0.0600
800 25 Y 0.950000 150 10 0.1000
Prediction from iteration 850. Number of iterations used: 251
Case Target Log Prob Guesses Wrong?
1 0.00 -0.785 1 1
2 0.00 -0.481 0 0
3 1.00 -0.582 1 0
4 0.00 -0.492 0 0
5 1.00 -0.388 1 0
6 0.00 -0.728 1 1
Average log probability of targets: -0.576+-0.063
Fraction of guesses that were wrong: 0.3333+-0.2108
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Figure 30: 3-O First Round: H6O18−23
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5.1.2 H6O12−17
Prior Specifications:
Group Width α
Input-Hidden Weights x0.050 0.50
Hidden Biases 0.050 0.50
Hidden-Output Weights x0.050 0.50
Output Bias 100.000
Total iterations = 1300
Start Reps Hyper Decay Steps Window Jump Step-size Adj.
0 1 N 0.970000 600 20 20 0.0600
500 1 N 0.950000 400 20 20 0.0500
900 25 Y 0.950000 150 10 0.1000
Prediction from iteration 1050. Number of iterations used: 251
Case Target Log Prob Guesses Wrong?
1 0.00 -0.202 0 0
2 0.00 -0.282 0 0
3 0.00 -0.231 0 0
4 0.00 -0.276 0 0
5 1.00 -0.884 0 1
6 1.00 -1.248 0 1
Average log probability of targets: -0.521+-0.179
Fraction of guesses that were wrong: 0.3333+-0.2108
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Figure 31: 3-O First Round: H6O12−17
216
5.1.3 H6O6−11
Prior Specifications:
Group Width α
Input-Hidden Weights x0.050 0.50
Hidden Biases 0.050 0.50
Hidden-Output Weights x0.050 0.50
Output Bias 100.000
Total iterations = 1000
Start Reps Hyper Decay Steps Window Jump Step-size Adj.
0 1 N 0.950000 400 20 20 0.0500
500 25 Y 0.950000 150 10 0.1000
Prediction from iteration 800. Number of iterations used: 201
Case Target Log Prob Guesses Wrong?
1 1.00 -0.750 0 1
2 1.00 -0.755 0 1
3 1.00 -0.758 0 1
4 0.00 -0.607 0 0
5 0.00 -0.609 0 0
6 0.00 -0.628 0 0
Average log probability of targets: -0.684+-0.031
Fraction of guesses that were wrong: 0.5000+-0.2236
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Figure 32: 3-O First Round: H6O6−11
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5.1.4 H6O1−5,23
Prior Specifications:
Group Width α
Input-Hidden Weights x0.050 0.50
Hidden Biases 0.050 0.50
Hidden-Output Weights x0.050 0.50
Output Bias 100.000
Total iterations = 1000
Start Reps Hyper Decay Steps Window Jump Step-size Adj.
0 1 N 0.950000 400 20 20 0.0500
200 25 Y 0.950000 150 10 0.1000
400 25 Y 0.950000 150 10 0.1000
Prediction from iteration 700. Number of iterations used: 301
Case Target Log Prob Guesses Wrong?
1 0.00 -0.619 0 0
2 1.00 -0.228 1 0
3 1.00 -0.630 1 0
4 1.00 -0.172 1 0
5 1.00 -0.259 1 0
6 0.00 -0.677 0 0
Average log probability of targets: -0.431+-0.095
Fraction of guesses that were wrong: 0.0000+-0.0000
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Figure 33: 3-O First Round: H6O1−5,23
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5.2 3-O: Second Round
5.2.1 H6O18−23
Prior Specifications:
Group Width α
Input-Hidden Weights 1.000 0.20
Hidden Biases 1.000 0.20
Hidden-Output Weights 1.000 0.20
Output Bias 100.000
Total iterations = 400
Start Reps Hyper Decay Steps Window Jump Step-size Adj.
0 25 N 500 0.0500
5 25 Y 500 0.0500
Prediction from iteration 300. Number of iterations used: 101
Case Target Log Prob Guesses Wrong?
1 0.00 -0.876 1 1
2 0.00 -0.257 0 0
3 1.00 -0.633 1 0
4 0.00 -0.290 0 0
5 1.00 -0.256 1 0
6 0.00 -0.682 0 0
Average log probability of targets: -0.499+-0.109
Fraction of guesses that were wrong: 0.1667+-0.1667
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Figure 34: 3-O Second Round: H6O18−23
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5.2.2 H6O12−17
Prior Specifications:
Group Width α
Input-Hidden Weights 1.000 0.20
Hidden Biases 1.000 0.20
Hidden-Output Weights 1.000 0.20
Output Bias 100.000
Total iterations = 300
Start Reps Hyper Decay Steps Window Jump Step-size Adj.
0 25 N 500 0.0500
5 25 Y 500 0.0500
Prediction from iteration 200. Number of iterations used: 101
Case Target Log Prob Guesses Wrong?
1 0.00 -0.177 0 0
2 0.00 -0.252 0 0
3 0.00 -0.184 0 0
4 0.00 -0.198 0 0
5 1.00 -0.872 0 1
6 1.00 -1.314 0 1
Average log probability of targets: -0.500+-0.196
Fraction of guesses that were wrong: 0.3333+-0.2108
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Figure 35: 3-O Second Round: H6O12−17
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5.2.3 H6O6−11
Prior Specifications:
Group Width α
Input-Hidden Weights 1.000 0.20
Hidden Biases 1.000 0.20
Hidden-Output Weights 1.000 0.20
Output Bias 100.000
Total iterations = 90
Start Reps Hyper Decay Steps Window Jump Step-size Adj.
0 25 N 500 0.0500
5 25 Y 500 0.0500
Prediction from iteration 40. Number of iterations used: 51
Case Target Log Prob Guesses Wrong?
1 1.00 -0.186 1 0
2 1.00 -0.246 1 0
3 1.00 -0.307 1 0
4 0.00 -0.395 0 0
5 0.00 -0.408 0 0
6 0.00 -0.500 0 0
Average log probability of targets: -0.340+-0.047
Fraction of guesses that were wrong: 0.0000+-0.0000
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Figure 36: 3-O Second Round: H6O6−11
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5.2.4 H6O1−5,23
Prior Specifications:
Group Width α
Input-Hidden Weights 1.000 0.20
Hidden Biases 1.000 0.20
Hidden-Output Weights 1.000 0.20
Output Bias 100.000
Total iterations = 200
Start Reps Hyper Decay Steps Window Jump Step-size Adj.
0 25 N 500 0.0500
5 25 Y 500 0.0500
Prediction from iteration 100. Number of iterations used: 101
Case Target Log Prob Guesses Wrong?
1 0.00 -0.638 0 0
2 1.00 -0.224 1 0
3 1.00 -0.644 1 0
4 1.00 -0.190 1 0
5 1.00 -0.145 1 0
6 0.00 -0.632 0 0
Average log probability of targets: -0.412+-0.102
Fraction of guesses that were wrong: 0.0000+-0.0000
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Figure 37: 3-O Second Round: H6O1−5,23
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5.3 3-O: Limonoid Omitted
5.3.1 H6O18−23
Prior Specifications:
Group Width α
Input-Hidden Weights 1.000 0.20
Hidden Biases 1.000 0.20
Hidden-Output Weights 1.000 0.20
Output Bias 100.000
Total iterations = 100
Start Reps Hyper Decay Steps Window Jump Step-size Adj.
0 25 N 500 0.0500
5 25 Y 400 0.0500
Prediction from iteration 50. Number of iterations used: 51
Case Target Log Prob Guesses Wrong?
1 0.00 -0.751 1 1
2 0.00 -0.457 0 0
3 1.00 -0.511 1 0
4 0.00 -0.389 0 0
5 1.00 -0.315 1 0
6 0.00 -0.726 1 1
Average log probability of targets: -0.525+-0.073
Fraction of guesses that were wrong: 0.3333+-0.2108
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Figure 38: 3-O No Limonoid Round: H6O18−23
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5.3.2 H6O12−17
Prior Specifications:
Group Width α
Input-Hidden Weights 1.000 0.20
Hidden Biases 1.000 0.20
Hidden-Output Weights 1.000 0.20
Output Bias 100.000
Total iterations = 100
Start Reps Hyper Decay Steps Window Jump Step-size Adj.
0 25 N 500 0.0500
5 25 Y 400 0.0500
Prediction from iteration 50. Number of iterations used: 51
Case Target Log Prob Guesses Wrong?
1 0.00 -0.344 0 0
2 0.00 -0.259 0 0
3 0.00 -0.250 0 0
4 0.00 -0.277 0 0
5 1.00 -1.062 0 1
6 1.00 -1.177 0 1
Average log probability of targets: -0.561+-0.178
Fraction of guesses that were wrong: 0.3333+-0.2108
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Figure 39: 3-O No Limonoid Round: H6O12−17
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5.3.3 H6O6−8,10−11
Prior Specifications:
Group Width α
Input-Hidden Weights 1.000 0.20
Hidden Biases 1.000 0.20
Hidden-Output Weights 1.000 0.20
Output Bias 100.000
Total iterations = 100
Start Reps Hyper Decay Steps Window Jump Step-size Adj.
0 25 N 500 0.0500
5 25 Y 500 0.0500
Prediction from iteration 50. Number of iterations used: 51
Case Target Log Prob Guesses Wrong?
1 1.00 -0.303 1 0
2 1.00 -0.265 1 0
3 1.00 -0.306 1 0
4 0.00 -0.408 0 0
5 0.00 -0.544 0 0
Average log probability of targets: -0.365+-0.051
Fraction of guesses that were wrong: 0.0000+-0.0000
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Figure 40: 3-O No Limonoid Round: H6O6−8,10−11
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5.3.4 H6O1−5,23
Prior Specifications:
Group Width α
Input-Hidden Weights 1.000 0.20
Hidden Biases 1.000 0.20
Hidden-Output Weights 1.000 0.20
Output Bias 100.000
Total iterations = 100
Start Reps Hyper Decay Steps Window Jump Step-size Adj.
0 25 N 500 0.0500
5 25 Y 400 0.0500
Prediction from iteration 50. Number of iterations used: 51
Case Target Log Prob Guesses Wrong?
1 0.00 -0.672 0 0
2 1.00 -0.199 1 0
3 1.00 -0.677 1 0
4 1.00 -0.135 1 0
5 1.00 -0.152 1 0
6 0.00 -0.787 1 1
Average log probability of targets: -0.437+-0.124
Fraction of guesses that were wrong: 0.1667+-0.1667
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Figure 41: 3-O No Limonoid Round: H6O1−5,23
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5.4 7-O
5.4.1 H6O18−23
Prior Specifications:
Group Width α
Input-Hidden Weights x0.050 0.50
Hidden Biases 0.050 0.50
Hidden-Output Weights x0.050 0.50
Output Bias 100.000
Total iterations = 1500
Start Reps Hyper Decay Steps Window Jump Step-size Adj.
0 1 N 0.950000 400 20 20 0.0500
200 25 Y 0.950000 150 10 0.1000
400 25 Y 0.950000 150 10 0.0700
500 25 Y 0.950000 150 10 0.0900
600 25 Y 0.950000 150 10 0.0500
750 25 Y 0.900000 150 10 0.0500
800 5 Y 0.500000 150 10 0.0500
900 5 Y 0.990000 150 10 0.0500
1000 25 Y 0.500000 150 10 0.0500
1100 25 Y 0.950000 150 10 0.0700
Prediction from iteration 600. Number of iterations used: 901
Case Target Log Prob Guesses Wrong?
1 1.00 -1.124 0 1
2 1.00 -1.385 0 1
3 0.00 -0.226 0 0
4 0.00 -0.131 0 0
5 0.00 -0.052 0 0
6 0.00 -0.539 0 0
Average log probability of targets: -0.576+-0.227
Fraction of guesses that were wrong: 0.3333+-0.2108
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Figure 42: 7-O: H6O18−23
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5.4.2 H6O12−17
Prior Specifications:
Group Width α
Input-Hidden Weights 100.000 0.10
Hidden Biases 100.000 0.10
Hidden-Output Weights 100.000 0.10
Output Bias 100.000
Total iterations = 75
Start Reps Hyper Decay Steps Window Jump Step-size Adj.
0 16 Y 64 0.0100
20 10 Y 4000 10 0.4000
21 10 Y 4000 10 0.0400
Prediction from iteration 40. Number of iterations used: 36
Case Target Log Prob Guesses Wrong?
1 0.00 -0.405 0 0
2 0.00 -0.325 0 0
3 1.00 -1.019 0 1
4 1.00 -1.638 0 1
5 1.00 -1.792 0 1
6 0.00 -0.234 0 0
Average log probability of targets: -0.902+-0.281
Fraction of guesses that were wrong: 0.5000+-0.2236
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Figure 43: 7-O: H6O12−17
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5.4.3 Leave None Out w/ High Error
Prior Specifications:
Group Width α
Input-Hidden Weights 1.000 0.20
Hidden Biases 1.000 0.20
Hidden-Output Weights 1.000 0.20
Output Bias 100.000
Total iterations = 300
Start Reps Hyper Decay Steps Window Jump Step-size Adj.
0 25 N 500 0.0500
5 25 Y 500 0.0500
Average training error from iteration 200 is 0.172.
Number of iterations used: 101
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Figure 44: 7-O: Leave None Out, 1
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5.4.4 Leave None Out w/ Low Error
Prior Specifications:
Group Width α
Input-Hidden Weights 1.000 0.10
Hidden Biases 1.000 0.10
Hidden-Output Weights 1.000 0.10
Output Bias 100.000
Total iterations = 493
Start Reps Hyper Decay Steps Window Jump Step-size Adj.
0 25 N 500 0.0500
5 25 Y 350 0.0500
Average training error from iteration 300 0.00352.
Number of iterations used: 194
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Figure 45: 7-O: Leave None Out, 1
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