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1. Introduction 
Despite the fact that the issue of early warning systems 
dates to the early 1920s, due to the sharp fluctuations in 
the global economy and the interconnected rapid devel-
opment of tools and techniques used in the financial 
management of businesses, the interest of professionals 
in this issue has grown significantly, starting in the sec-
ond half of the 1970s and gaining increasing im-
portance ever since. 
In 1966, the first results in the form of Beaver one-
dimensional discriminant analysis (Beaver, 1966), be-
longing to the category of mathematical and statistical 
methods, appeared in the research on early warning sys-
tems. In accordance with the complexity of the current 
economic problems and the one-dimensional Beaver 
discriminant analysis, with the aim of undertaking a 
more comprehensive assessment of the financial per-
formance of an enterprise, the multidimensional discri-
minant analysis method (MDA) was presented by Alt-
man (1968). Among the authors who used the method-
ology of the earlier-presented Altman’s Z-score in their 
works belong, for example, Deakin (1972), Blum 
(1974) and Poston et al. (1994).  
As early as 1980, Ohlson was the first to attempt the 
application of the logit linear probability model to fi-
nancial distress prediction. The benefit of this approach 
in comparison with multidimensional discriminant 
analysis was that the independent variables did not have 
to fulfil the requirement of multivariate normal distri-
bution and equal covariance matrixes. When the sample 
data do not meet these two assumptions, the results of 
an MDA model may be suspicious. For a detailed un-
derstanding of financial distress prediction using the 
logit linear probability model, please refer for example 
to Zavgren (1983), Gentry et al. (1985), Keasey and 
Watson (1987), Ooghe et al. (1995) and others. 
With the recent rapid development of information 
technologies and the related need for systematization of 
the process of selection, exploration and modelling of 
large amounts of data in the research on financial dis-
tress early warning decision-making, progress can be 
observed from traditional statistical methods to data-
mining methods belonging to the category of machine 
learning based on artificial intelligence. 
Due to their performance, ease of use and high 
learning abilities, even if the input data contain infor-
mation that is too noisy and incomplete or highly cor-
related variables, data mining technologies are still 
widely used, for example in predicting exchange rate 
movements on securities markets, analysing the rea-
sons for changes in a service provider, determining the 
probability of machinery failures, scoring an applicant 
to determine the risk of extending credit or detecting 
fraudulent transactions in insurance claim databases. 
From the large number of existing classification 
methods based on the principles of artificial intelli-
gence, neural networks (NN), evolutionary algorithms 
(EA), rough set (RS) based techniques, case-based rea-
soning (CBR), decision trees (DT) and others have been 
classified by authors such as Ravi Kumar and Ravi 
(2007). In the context of this paper, the focus is on the 
application of selected types of neural networks, classi-
fication trees and random forests to evaluate and com-
pare their classification abilities for the available data 
set. 
Regarding the disputes concerning neural networks 
and their applications in economic disciplines, attention 
should be paid, for example, to the works of Hornik et 
al. (1990), Odom and Sharda (1990), Tam and Kiang 
(1992), Shah and Murtaza (2000), Atiya (2001), Sen et 
al. (2004), Wallace (2008), Chen and Du (2009) and 
others. The performance of artificial neural networks in 
financial distress prediction has often been compared 
with that of traditional statistical methods (such as 
MDA and logistic regression), and in many cases, this 
has led to the confirmation of the expected higher clas-
sification abilities of neural networks, as presented by 
Fletcher and Goss (1993), Pendharkar (2005), Ravi Ku-
mar and Ravi (2007) and Tseng and Hu (2010). 
The decision tree and recursive partitioning meth-
ods were applied, for example, in the works by Quinlan 
(1986), McKee and Greenstein (2000), Cho et al. 
(2010) and others. The accuracy of decision trees has 
also often been compared with the traditional statistical 
methods, such as MDA (Gepp et al., 2010), logit anal-
ysis (Chen, 2011) or neural networks and support vec-
tor machines (Olson et al., 2012). 
During the creation of the random forests data min-
ing method, its author – Breiman (1996, 2001) –was in-
spired by the previously presented works by authors 
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like Amit and Geman (1997) and the random split se-
lection approach of Diettrich (2000). Among the later-
presented works, the most interesting were the ones, for 
example, by Meinshausen (2006) and Biau and Devroy 
(2010). 
The paper is divided into six chapters. In the second 
chapter, the focus is on the description and preparation 
of data samples to be used in the modelling phase. Var-
ious data mining techniques are applied to this prepared 
data set in the third, fourth and fifth chapters, specifi-
cally neural networks, classification trees and random 
forests. The evaluation and comparison of the above-
presented model’s performance, along with other con-
clusions and potential options for future research, are 
summarized in the sixth chapter. 
2. Data Selection and Preparation for Modelling 
The focus of the presented study is on the risk evalua-
tion of Slovak value-added tax (VAT) payers. The data 
set used for the present article contains real character-
istics related to the risk assessment of selected regis-
tered value-added tax payers for the tax period 2012, to 
prevent unauthorized settlement of funds from the state 
budget of the Slovak Republic. Using various data min-
ing methods, an attempt is made to create a model, and 
respectively an appropriate classification rule, to clas-
sify selected tax units accurately into a VAT risky payer 
category.  
The selection of the paper’s topic and its main aim 
reflect the current situation in the Slovak tax admin-
istration, namely the document Action Plan in Defiance 
of Tax Evasions for the Years 2012–2016, approved by 
the resolution of the Slovak Government, which fore-
sees the implementation of risk analysis methods and 
the following selection of tax entities to control to con-
tribute to the fight against tax fraud. Unauthorized VAT 
refunds from the state budget represent one of the most 
common forms of tax fraud and it is therefore necessary 
to adopt prevention efforts to minimize this illegal ac-
tivity, including efficient choice of entrepreneurs for 
VAT  control. 
The input data matrix for the purpose of model cre-
ation, minus the missing and noisy data, consists of 27 
indicators evaluated for each of the 1 290 randomly se-
lected taxpayers, mostly small and medium-sized enter-
prises, which requested VAT refunds during the tax pe-
riod 2012. The abbreviations and brief descriptions of 
the dependent variable and a set of independent varia-
bles included in the models are presented in Table 1. 
As the risky taxpayers for the data-mining models’ 
learning procedures, 645 entities were randomly se-
lected that filed VAT returns for which the VAT control 
subsequently detecting findings over the given thresh-
old for the tax period of 2012. 
The dichotomous dependent variable RISK_DEF 
takes the numerical value 1 for risky taxpayers and the 
value 0 for non-risky taxpayers. The riskiness of the se-
lected entities was assessed using 26 explanatory vari-
ables (predictors) with the character of continuous, di-
chotomous or categorical encoded variables. 
To eliminate the impact of significantly different 
units and ensure the comparability of the selected con-
tinuous explanatory variables, their standardized values 
were used.  
To assess the predictive accuracy of the proposed 
models, a Bernoulli probability distribution split was 
performed to divide the sample containing all 1 290 ob-
servations into 2 subsamples, specifically the training 
subsample used to build the model during the learning 
procedure and the second testing subsample used for 
the evaluation of the final classification ability. The ab-
solute and relative frequencies of the included subsam-
ples are presented in Table 2. 
Table 2 Absolute and relative frequencies of the subsamples 
entering the models 
Observations Number of observations Share 
Subsample Training 1047 81.1 % 
Testing 243 18.8 % 
Valid 1290 100.0 % 
Excluded 0   
Total 1290   
Each of the selected data mining methods – neural 
networks, classification trees and random forests – was 
applied to the data sets defined in this way. To evaluate 
the performance of the proposed classification meth-
ods, their classification abilities were finally compared.  
3. Neural Networks  
One of the effective solutions to approximate non-lin-
ear and complex reliance in the data, mainly due to its 
simplicity, the absence of restrictive assumptions for 
the relevant application and applicability even in cases 
when the input data samples contain noisy data, highly 
correlated explanatory variables or incomplete time se-
ries, appears to be the method of artificial neural net-
works from the category of models based on neuro-
physiological knowledge-based studies of the function-
ing of the human brain (Wallace, 2008). 
As the family grew, most of the new models were 
designed for non-biological applications. Of the large 
number of existing types of neural networks, the most 
historically suitable for economic disciplines’ applica-
tions proved to be the linear network (LN), generalized 
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regression neural network (GRNN), probabilistic neu-
ral network (PNN), multilayer perceptron (MLP), ra-
dial basis function (RBF) and Kohen network (SOFM). 
In the following chapter, the focus is on the practi-
cal application of the MLP neural network as one of the 
most commonly used types of neural networks to create 
a model, and respectively a classification rule, to clas-
sify selected taxpayers accurately into the appropriate 
category (default/non-default). 
In general, in the framework of the neural networks 
and artificial intelligence learning systems, it is possi-
ble to separate the learning phase from the life phase, 
when the knowledge gained can be used to solve a par-
ticular problem (prediction, classification, etc.) (Berka, 
2003). 
Because of the relatively wide range of adjustment 
of the model’s input parameters, eight differing net-
work topologies, the type of activation function used 
for the hidden and the output layer of the neural net-
work, the type of learning and ultimately the optimiza-
tion algorithms for estimating the synaptic weights 
were tested. The aim of this procedure was to reach a 
setting of synaptic weights wij, which would be able to 
minimize the deviation between the predicted and the 
target output, while optimizing the classification ability 
of the model.  
As shown in Table 3, in the final model, a single-
layer neural network topology is used, consisting of 14 
nodes, using the backpropagation algorithm of  
 
Table 1 Abbreviation and description of the variables entering the models 
Abbreviation of the variable Description of the variable 
BUS_ENTITY Type of the business entity (self-employed person/enterprise) 
VAT_PERIOD Type of the VAT period (monthly/quarterly) 
SIZE_TP Size of the taxpayer (small/medium/large) 
VAT_TURN Turnover on the VAT 
CHANGE_BP Change of business partner (yes/no) 
CHANGE_LR Change in leading role (yes/no) 
CHECKS Number of checks on the spot of the entity 
FORM_NOTICE Sent a formal notice to file a VAT return (yes/no) 
CHANGE_ADDRESS Number of changes in the taxpayer’s address  
VAT_IRREG Irregularity in the VAT return filing (yes/no) 
ADD_VAT Number of additional filings of VAT returns  
NON_FIN_STAT Non-filed financial statements by the taxpayer (yes/no) 
EXEC_PROC Starting of the execution proceedings (yes/no) 
HIGH_VAT_TURN Entity with a low amount of assets, but a high turnover (yes/no) 
HIGH_VAT_REG High VAT, right after the registration for VAT (yes/no) 
VOL_VAT_REG Voluntary registration for VAT (yes/no) 
VAT_ARREARS Registered VAT arrears (yes/no) 
ONCE_HIGH_REF One high refund of VAT required (yes/no)  
COEF_RANGE Tax liability or tax refund coefficient within the defined range (yes/no) 
LOW_TURN Low or any turnover in the income statement (yes/no) 
RISK_COEF_1 Risk coefficient no. 1  
RISK_COEF_2 Risk coefficient no. 2  
RISK_SECTOR High-risk business sector (yes/no) 
NEW_REG_VAT Newly registered VAT entity (yes/no) 
VAT_FRAUD_PAST VAT fraud in the past (yes/no) 
BUS_FORM Business form of the entity 
RISK_DEF Risk of default (yes/no) 
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errors.1 In the first, forward step of the algorithm, the 
values of input matrix pi are multiplied by the synaptic 
weights wi and through the summary node raised by the 
scalar threshold b of the node. In general, the input a of 
the activation function f (a) can be defined as: 
... .1 1 2 2 1
R
a w p w p w p b w p bR R i ii
      
   
(1) 
As the activation function combining the weighted 
sum of inputs in the hidden layer, the hyperbolic tan-
gent function was chosen. It takes real-valued argu-
ments and transforms them into the range (–1, 1). This 
function has the form:  
 tanh
( ) .
a a
a a
e ef a
e e


     
(2) 
The same type was also chosen in the output layer 
activation function f (a)OUT transforming the output of 
the hidden layer activation function f (a)HIDDEN on the 
scalar n to which the following applies: 
   .n f a    (3) 
The number of nodes in each layer of the neural net-
work was established using an automatic algorithm, 
and with regard to the type of activation function se-
lected, the sum of squares error function is used. In the 
second, back step of the algorithm, the synaptic weights 
wij are then recalculated to minimize the sum of squares 
error.  
Table 3 MLP information 
Hidden 
Layer 
Number of Hidden Layers 1 
Number of Units in Hidden Layer  12 
Activation Function Hyperbolic tangent 
Output 
Layer 
Dependent Variable RISK_DEF 
Number of Units 2 
Activation Function Hyperbolic tangent 
Error Function Sum of Squares 
The type of learning procedure of the neural net-
work was due to the medium-sized data set considered, 
defined by the mini-batch method, and as the optimiza-
tion algorithm to estimate the synaptic weights, the gra-
dient descent method was finally used.2 The estimation 
algorithm was stopped because the maximum number 
																																																													
1 For the backpropagation of errors algorithm, see Haykin 
(1998). 
of epochs without reducing a sum of squares error was 
reached, in this case limited to the default value of 1. 
The classification table shows the practical results 
of using the network. From Table 4, we can conclude 
that of the 130 risky taxpayers included in the testing 
subsample, 122 entities were correctly classified by the 
network; in relative terms, this is nearly 94%. Of the 
111 non-defaulters, 105 were classified correctly, 
which signals that the network performs considerably 
better in predicting non-defaulters than defaulters. 
Globally, 94.2% of the testing subsample cases con-
taining exactly 241 observations (2 observations were 
excluded) were classified correctly, corresponding to 
5.8% classified incorrectly. 
Table 4 Classification ability of the MLP 
Sample Observed 
Predicted 
0 1 Percent Correct 
Training 
0 507 25 95.3 % 
1 30 485 94.2 % 
Overall %   94.7 % 
Testing 
0 105 6 94.6 % 
1 8 122 93.8 % 
Overall %   94.2 % 
Due to the fact that the numbers of correctly classi-
fied entities are roughly equal under the training and the 
testing subsample, it can be concluded that the network 
was not over-trained during the learning phase and thus 
it is able to generalize new unseen data. The fact that 
during the process of learning a relatively sharp de-
crease in the sum of squares errors across the samples 
(from 44 028 in the training subsample to 11 901 in the 
testing subsample) was observed can also be consid-
ered as positive. 
4. Decision Trees 
In the following chapter, the decision trees method is 
applied to the data set containing information about the 
riskiness of VAT payers as another data mining method 
used to predict or classify a selected set of units. 
The advantages of decision trees lie mainly in the 
illustration and clarity of the inductive learning process, 
leading to rapid evaluation and interpretability of the 
obtained results, even without perfect knowledge of the 
statistical methods. 
2 For the gradient descent method, see IBM SPSS Statistics 
20 (2011b). 
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From the large choice of available algorithms to 
generate decision trees, it was decided to use the growth 
exhaustive CHAID method, particularly because of its 
generally high classification ability and frequency of 
practical use. 
The exhaustive CHAID growing method originated 
as a modification of the CHAID algorithm (chi-squared 
automatic interaction detection), in which the basic cri-
terion for selecting the branching is the effort to in-
crease the purity of child nodes and respectively to re-
duce the impurity measure called entropy. As the name 
of the algorithm suggests, the determination of the 
number of nodes and merging and respectively even-
tual splitting of the categories is conducted through the 
similarity based on the chi-square statistic. In each step, 
CHAID chooses the independent variable that has the 
strongest interaction with the dependent variable. Un-
like the CHAID method, the exhaustive CHAID growth 
method assesses the possibility of partitioning and 
merging for each of the observed predictors. Since the 
method works only with nominal or ordinal variables, 
continuous variables are categorized under the algo-
rithm (Terek et al., 2010). 
Since the aim is to keep the tree fairly simple, the 
tree’s growth is limited by raising two conditions. The 
first condition applies to the minimum number of cases 
for parent nodes, which is limited to 100. The second 
condition limits the minimum number of cases for child 
nodes to 50. Nodes that do not satisfy these criteria will 
not be split. The maximum depth is limited to 3 levels 
using an automatic algorithm. 
In this model, the significance level for merging cat-
egories and splitting nodes for both is 0.05, the maxi-
mum number of iterations is limited to 100 and the 
maximum number of categories to classify continuous 
explanatory variables is limited to 10.  
To grow the final decision tree, the same data sam-
ple and the statistical software were used as in the case 
of the MLP network. . For the graphic representation of 
the tree structure growth over the training subsample, 
see Appendix 1. 
The information about the variables included in the 
model at various levels is presented by the tree structure 
representation using the tree diagram. The frequency 
tables for each node contain the number of cases (count 
and percentage) for each category of the dependent var-
iable RISK_DEF. The predicted category with the high-
est count in each node is highlighted. 
As can be seen in Appendix 1, the final decision tree 
is characterized by a 3-level hierarchical structure con-
sisting of 12 nodes. The root node containing the de-
pendent variable RISK_DEF represents the entire train-
ing subsample, exactly 1 047 observations. Using the 
exhaustive CHAID growing method, the 
VAT_PERIOD variable is the best predictor of default. 
The classification tree has 4 parent nodes consisting of 
3 categories of the independent variables 
VAT_PERIOD and VAT_FRAUD_PAST. The other 
predictors entering the model are RISK_COEF_1 and 
CHANGE_BP. 
According to Table 5, which presents the classifica-
tion ability of the growth decision tree, it can be con-
cluded that the overall accuracy of the classification 
model reached 90.9% on the testing subsample. A 
higher percentage of correctly classified entities, ex-
actly 93.8%, was achieved by a tree in the category of 
non-risky VAT payers. In the category of risky VAT 
payers, 115 of the 130 defaulters were correctly classi-
fied. 
Table 5 Classification ability of the exhaustive CHAID deci-
sion tree 
Sample Observed 
Predicted 
0 1 Percent Correct 
Training 
0 485 47 91.2% 
1 45 470 91.3% 
Overall %   91.2% 
Testing 
0 106 7 93.8% 
1 15 115 88.5% 
Overall %   90.9% 
5. Random Forests 
Random forests, as a classification and prediction tool, 
consist of predictions obtained by aggregating over the 
ensemble of many decision trees in which each tree in 
the ensemble is grown in accordance with a random pa-
rameter (Biau, 2012). 
According to the speed of the current algorithm, its 
resistance to overfitting and sufficient flexibility of us-
age even in the case that the input data sample contains 
more variables than observations, and since standard 
parametric methods do not work, random forests are 
considered a very powerful tool for both the classifica-
tion and the regression. Among the limitations that may 
appear in their practical implementation belong loss of 
interpretability and additional information on the im-
pact of different variables on the classification or pre-
diction accuracy of the model as a whole. To solve this 
problem, it is possible to use the help of the graphical 
presentation of impurity measure decrease or the per-
mutational significance of the predictors entering the 
model (Berk, 2008). 
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Figure 1 Significance of predictors entering the model 
The random forest was obtained by using the statis-
tical software R 3.0.2 and its function randomForest( ) 
from the package randomForest (Liaw and Wiener, 
2002).  
In the analysis, the default number of trees is set to 
500 and the number of predictors selected in each divi-
sion is determined by an adjustable value mtry. With 
regard to the fact that the estimation of out-of-bag 
(OOB) error, in each case of an mtry setting, does not 
differ significantly, as the default number of mtry on the 
level 3 is used. This means that for each splitting of 
trees, the algorithm uses 3 randomly selected predic-
tors. The unseen observation is then classified into the 
category following the majority of the trees grown in 
the random forest. 
Figure 1 presents the significance of the independ-
ent variables entering the model. According to the mean 
decrease in accuracy and the mean decrease of impurity 
represented by the Gini index, the most important inde-
pendent variables seem to be VAT_FRAUD_PAST, 
VAT_PERIOD, VAT_TURN and RISK_COEF_1. De-
spite the fact that the significance level of some predic-
tors appears to be relatively low, all of the 26 original 
explanatory variables are retained in the analysis. 
Based on Table 6, which represents the classification 
ability of the resulting random forest, it can be stated 
that within the testing subset the random forest is able 
to classify correctly about 93.8 % of risky VAT payers 
and about 91.2% of non-risky entities. Of the 243 VAT 
payers, the random forest is able to classify correctly 
225, which corresponds to an overall error rate of 7.4%.  
 
 
 
Table 6 Classification ability of the random forest 
Sample Observed 
Predicted 
0 1 Percent Correct 
Training 
0 502 30 94.4% 
1 26 489 95.0% 
Overall %   94.7% 
Testing 
0 103 10 91.2% 
1 8 122 93.8% 
Overall %   92.6% 
6. Conclusion 
The aim of the paper was to apply selected types of 
classification and decision-making data mining meth-
ods, including the evaluation of their classification abil-
ities, to the selected data set of 1 290 potentially risky 
VAT payers. 
From Table 7, it is evident that the best overall clas-
sification ability of 94.20% was achieved by the feed-
forward MLP neural network using the backpropaga-
tion algorithm of errors. The neural network reached 
the highest level of accuracy in the category of non-
risky entities (94.60%), and in accordance with a ran-
dom forest model, also in the category of risky VAT 
payers (93.80%). The lowest classification ability from 
the previously mentioned models at the level of 90.90% 
was achieved by the exhaustive CHAID growth deci-
sion tree. 
Despite the above-presented evaluation of the clas-
sification abilities, in which the most appropriate data 
mining tool appears to be the MLP neural network, it is 
also necessary to keep in mind that it has limitations 
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that may appear with its practical implementation, 
which can eventually result in highly biased estimates. 
Among these limitations, the following often appear 
problematic: randomization of the data sample selec-
tion due to the infrequent occurrence of default cases, 
from which quite a high level of sensitivity to the ratio 
of default and non-default entities included in the sam-
ple compilation is derived, the influence of various set-
ting possibilities of the appropriate parameters and also 
the difficult or sometimes even impossible interpreta-
bility of the resulting synaptic weights. 
When assessing the usability of the particular data 
mining method, it is necessary to consider the main pur-
pose of the research and respectively the type of deci-
sion-making task. In the case that it is necessary to de-
scribe the existing relationships between the dependent 
and the ensemble of independent variables entering the 
model, the best choice, due to its simple interpretabil-
ity, seems to be the method of decision trees. If the in-
terpretability of the model is put into the background, 
better and faster results can usually be achieved by neu-
ral networks or random forests. 
Future research may discuss further non-standard 
tools used in economic forecasting and confront their 
strengths and weaknesses in relation to standard and 
well-established statistical classification methods.  
Table 7 Comparison of the classification abilities of the data mining models created 
Testing 
subsample 
Classification tool 
Multilayer 
Perceptron 
Exhaustive CHAID 
Classification Tree 
Random 
Forest 
Observed Predicted Predicted Predicted 0 1 0 1 0 1 
0 94.6% 5.4% 93.8% 6.2% 91.2% 8.8% 
1 6.2% 93.8% 11.5% 88.5% 6.2% 93.8% 
Overall % 94.2% 90.90% 92.6% 
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