Introduction
make the observation that space-time panel data samples covering longer time spans are becoming increasingly prevalent. They propose exploiting sample data along the time dimension to produce estimates for all spatial regions. Allowing for heterogeneous coefficients for each spatial unit holds an appeal in circumstances where one has theoretical reason to believe that the nature of the relationship being examined as well as the level of interaction between regions differs greatly. This is very likely to be the case in the processes of regional knowledge production and diffusion. Research conducted on regional innovation systems points to regional disparities in both their ability to turn their knowledge inputs into innovation and to access external knowledge.
Research conducted for the past two decades on regional innovation systems points to the importance of environmental and institutional factors in the innovation process (Bathelt and Cohendet 2014). These factors reflect a variety of region-specific features such as social and business network structure, social and demographic stratification, educational achievement, governance, or science-industry relationships. Storper (1997) also stresses the importance of cultural factors in reducing transaction costs and fostering untraded interdependencies which could contribute to regional cooperation that impacts innovation. As noted by Spigel (2016) , the experience of regions such as the Third Italy and Silicon Valley points to the importance of regional cultures in formation of territorial systems. Based on this innovation system approach, regional practitioners have an incentive to build upon local specificities to set up their regional innovation strategy.
Geography thus creates distinctive spatial environments that shape regional variation in inventive activity. This variation may affect both the ability to turn internal knowledge inputs into effective innovations (through entrepreneurship, local interactions, trust and so on) and the ability to connect with external knowledge (through inter-regional interactions mainly supported by collaboration or mobility). We can therefore expect regional variability in the ability to benefit from local R&D input efforts and to benefit from and generate interregional spillovers. However, the empirical literature has devoted very little attention to these issues and the knowledge production function model used in the literature does not account for these regional differences. This is due to the fact that the concept was borrowed from models of firm behavior and adapted to regions. Difficulties thus appear when we shift focus from firms to regions (hUallachain and Leslie, 2007) . In spite of very few attempts to analyze the differences in ability of individual regions to generate or benefit from spillovers, a region-specific investigation is absent from the literature. Only a few studies allow for identification of heterogeneous relationships between innovative inputs and outputs. They produce separate estimates for different groups of regions to test whether knowledge spillovers are equally conducive to innovation in all contexts.
Two studies that attempt to analyze differences in regional ability to generate within region agglomeration economies are Varga (2000) and Van Oort and Bosma (2013) . Varga (2000) provide separate estimates of local academic knowledge transfer using the regional level of agglomeration. He finds that regions with low agglomeration of high tech employment do not benefit from academic research spending. Van Oort and Bosma (2013) distinguish between large, medium-sized and small urban regions, as well as objective-1 and non-objective-1 regions. According to their results, regions containing large as well as medium-sized cities should produce more substantial productivity effects from human capital, patenting activity and entrepreneurship.
In the same vein, some studies assess variation in inter-regional spillovers effects. The study by Crecenzi and Rodriguez-Pose (2012) stresses important heterogeneity in the ability to generate inter-regional knowledge spillovers. Estimating a regional knowledge production function for both India and China, they find no evidence of spatial knowledge spillovers in China, while India exhibits significant ones. Comparing EU15 regions and the group of EU12, Paci and Marrocu (2013) find much more substantial knowledge spillovers for regions from the new accession countries than for the historical EU regions. Charlot, Crecenzi and Musolesi (2015) confirm this result. They estimate distinct nonparametric functions for objective 1 and non-objective 1 EU regions, finding significant differences in regions' ability to benefit from both internal and external knowledge. Contrary to what happens in leading regions, the only significant driver for lagging regions is external human capital.
No significant effects arise from internal human capital, and internal and external R&D.
In addition, they introduce cross-effects between internal and external R&D and between internal and external human capital to investigate the role played by absorptive capacities.
They find positive coefficients associated with these cross-variables, pointing to different regional abilities to access inter-regional knowledge depending on internal knowledge capacities. In addition, they show that when internal R&D expenditure is too small, very high level of extra-regional R&D may be detrimental for local innovation (shadow effect). Caragliu and Nijkamp (2012) provide similar evidence on the EU regional absorptive capacity. Lower levels of regional cognitive capital reduce the ability to exploit locally produced new knowledge as well as new knowledge originating from outside. Although they clearly stress heterogeneity in regional effects of knowledge generation and diffusion, all these studies fail to provide a coherent region-specific investigation. This is because their knowledge production function estimates are based on homogeneous coefficients, assuming that the ability to generate and benefit from spatial knowledge diffusion is the same for all regions or groups of regions. Regional knowledge production function estimates therefore ignore regional structural processes occurring in regional knowledge generation (hUallachain and Leslie, 2007) .
It is worth noting that several attempts have been made to introduce regional features into the knowledge production setting along with traditional R&D inputs (specialization and diversity indices, concentration or urbanization, etc.), but hUallachain and Leslie (2007) argue that augmenting knowledge production functions with regional characteristics runs a high risk of confounding causes and effects. To avoid this limitation, hUallachain and Leslie (2007) contrast a knowledge production function and a regional structure model to explain US regional patenting variation. Their results show that the knowledge production function is inferior compared with an approach that uses fundamental regional structure conditions, when seeking to identify determinants of commercial invention. However their approach is based on tests of separate regression models that neglect regional structure when estimating the KPF, and disregarding the impact of R&D inputs when running the regional structure model.
In contrast, we allow R&D inputs to produce heterogenous effects on patenting therefore allowing regional structure conditions to impact what hUallachain and Leslie (2007) call "additions to economically valuable knowledge". This may have important policy implications, since important regional differences make place-based policy recommendations more attractive.
We examine four industry-specific knowledge production function relationships using a balanced space-time panel consisting of 94 French departments. In the case of France and many other countries, knowledge production is concentrated in a relatively small group of regions. Conventional spatial econometric investigations require a large group of (contiguous) regions to produce reasonable estimates of the role played by spatial dependence/interaction between regions. This leads to conventional panel data models, that produce a set of parameters describing the relationship between the different explanatory variables and the dependent variable based on N regions over T time periods. Essentially, these parameters reflecting the relationship between regional knowledge production and regional inputs to production are restricted to be the same (homogeneous) for all regions and time periods in the sample.
Panel data models typically allow for region-specific and time-specific fixed effects in an attempt to overcome the restrictive assumption that coefficients are the same over all time periods and regions. Introducing fixed effects allows for region-and time-specific differences in the model intercept. In spatial autoregressive models, the level of spatial interaction between observed outcomes over time and space is assumed the same for all regions and time periods.
In contrast, this paper relies on a heterogeneous coefficient spatial autoregressive (HSAR) model allowing for variation in the level of spatial dependence/interaction as well as knowledge production function coefficients, intercepts and noise variances across each region. A Bayesian variant of the Aquaro, Bailey and Pesaran (2015) heterogeneous coefficient spatial autoregressive (HSAR) model specification proposed by LeSage and Chih (2016) is used. This allows us to incorporate prior information and rely on Markov Chain Monte Carlo (MCMC) estimation procedures in place of the quasi maximum likelihood (QML) procedure proposed by Aquaro, Bailey and Pesaran (2015) .
A ridge regression type prior is used for two reasons. One is that knowledge production function inputs (explanatory variables) in our model exhibit collinear relationships because they are highly correlated. Belsley, Kuh and Welsch (1980) describe how ridge regression can overcome collinearity between explanatory variables in regression models. Collinearity between production function inputs is a widely occurring phenomena, which can be exacerbated when variables for certain regions exhibit little variation over the time dimension of the sample. Prior information of the type described here can overcome this problematical situation by augmenting small eigenvalues of the explanatory variables matrix which stabilizes estimates and increases precision of estimates. A second motivation for the ridge-type prior is that we know that innovation is primarily an urban phenomena with rural regions not producing a great deal of innovation. Since our HSAR model produces estimates for all regions, use of the ridge-type prior will shrink small coefficients from rural regions toward zero values, which de-emphasizes rural regions. This results in relatively more emphasis on larger urban region coefficients.
In section 2 we set forth the HSAR model from Aquaro, Bailey and Pesaran (2015) along with our use of the Bayesian extension of the model proposed by LeSage and Chih (2016) .
A ridge regression variant of the model that we use in our knowledge production function application is described in Section 3. Interpretation of estimates from heterogeneous SAR models is discussed in Section 4 drawing on ideas described in LeSage and Chih (2016) .
They show that partial derivatives for the HSAR model can be used to determine how each region's dependent variable (knowledge output in our case) responds to changes in own-and other-region explanatory variables (knowledge production inputs in our case). Specifically, changes in inputs of neighbors to each region produce spillin impacts on each region. It is also the case that changes in each region's inputs produce spillout impacts on neighboring regions.
Finally, section 5 applies the model to knowledge production relationships for 94 NUTS3 regions in France, using a panel covering 21 years from 1988 to 2008, and 4 high-technology industries: chemistry, pharmaceutical, mechanics and materials. Since there are large differences in regional knowledge outputs and inputs, as well as in the strength of spatial dependence between regions, a heterogeneous coefficient specification seems desirable for this type of relationship. Aquaro, Bailey and Pesaran (2015) propose the heterogeneous SAR model (which we label HSAR hereafter). The model can be written as in (1), where w ij represents the i, jth element of a doubly stochastic spatial weight matrix with w ii = 0. 1
The heterogeneous coefficients SAR/SDM model
The model coefficients contain subscripts i that range over the N regions, allowing for different intercepts (α i ), coefficients (β k i ) for each of the K explanatory variables, and spatial dependence levels (ψ i ). The intercept parameter is also allowed to vary across regions, providing region-specific fixed effects that capture time-invariant factors.
The K explanatory variables x k it , k = 1, . . . , K are assumed exogenous, and we require that covariance matrices E(x k it x k jt ), ∀ i, j, k are time-invariant and finite as well as nonsingular. 2 The requirement of time-invariance arises because we are using the time dimension of the sample data to estimate parameters for each regional unit, i = 1, . . . , N. The region-specific disturbances are assumed distributed independently, and for our purposes we can assume these follow independent normal distributions with a different variance estimate
The HSAR model can be written in matrix notation shown in (2) by stacking regional units, 1 A doubly stochastic matrix is one with both row and columns sums equal to one. We will have more to say about normalization of the spatial weight matrix in these models when we discuss interpretation of the model estimates.
2 In the case of our informative ridge-type priors described in section 3, the non-singularity assumption can be relaxed.
where
. The data generating process for the HSAR model can be written as:
Assuming Gaussian errors, the log-likelihood for the HSAR model takes the form (See Aquaro, Bailey and Pesaran (2015) , equation 45):
where θ denotes a vector of model parameters. In (4), Σ t = diag(σ 2 1 , σ 2 2 , . . . , σ 2 N ). Aquaro, Bailey and Pesaran (2015) set forth assumptions required for identification, and prove consistent asymptotic normality for quasi-maximum likelihood (QML) model estimates. The assumptions made are relatively straightforward extensions of those invoked in the spatial econometrics literature to the case of dependence parameters and coefficients for each region, i = 1, . . . , N. Since our Bayesian estimates are likelihood-based, they share the same consistent asymptotic properties as the QML estimates of Aquaro, Bailey and Pesaran (2015) in cases when normal priors distributions are centered on the true parameters, or where prior variances of normal prior distributions approach infinity.
A Bayesian ridge regression variant of the HSAR model
Bayesian estimation requires that prior distributions be assigned for the model parameters. In our application of the model, the dependent variable vector y t represents patents in year t for each of the 94 French NUTS3 regions for a specific industry (chemistry, pharma-ceutical, mechanics or materials). 3 The number of patents were smoothed over a two-year period to reduce noise arising from annual variation, since our analysis seeks to focus on long-run equilibrium phenomena. Two production inputs were used. One is lagged private R&D expenditures made by the specific industry for each of the 94 regions in each year (also smoothed, over the previous two-year period). 4 The second input consists of regionand time-specific scientific publications relating specifically to each industry (also smoothed over the previous two-year period). 5 Publications serve as a proxy for publicly available inputs to the regional production function for each industry, region and time period. Both the dependent and independent variables were transformed using logs, with the log of one plus the variable vector was used to avoid problems with zero values.
Attempts to produce QML estimates of the model parameters indicated collinearity problems. These arose because the model attempts to exploit variation over time (in our case 21 years) to provide region-specific estimates of the model parameters α i , β i , ψ i , σ 2 i , i = 1, . . . , N. Some regions exhibit minimal variation over time in patent outputs or knowledge production inputs. 6 To see the problem that arises in this case, consider that if there were no variation over time in one of the inputs, we would have an explanatory variable matrix with a perfect linear relationship between the intercept vector and the non-varying input vector. Another possible source of collinearity is the fact that the two knowledge production inputs are likely to be highly correlated. That is, regions with growing private R&D inputs are also likely to have growing public inputs, and vice versa for regions where both inputs reflect a downward trend over time. Belsley, Kuh and Welsch (1980) demonstrate how ridge regression can be used to augment small eigenvalues of the explanatory variables matrix that arise in the face of near linear relationships between explanatory variables (collinearity). We take a Bayesian approach that draws on this idea. For each β i we specify a normal prior, where for notational simplicity in this development we subsume the intercept term in the matrix x it and vector of coefficients β i :
whereβ i is a K × 1 vector of prior means equal to zero andΣ β,i is a K × K prior variancecovariance matrix, with K being the number of parameters in β i . The prior mean of zero acts as a "shrinkage prior" that tends to bias the coefficients (by a very small amount) towards the prior mean of zero. As a prior variance we use Σ β,i = 0.01 × I K , which reflects the type of variance-covariance matrix that would be used in a Bayesian application of ridge regression (e.g., Shi, Abdel-Aty and Lee, 2016).
Intuitively, the value of 0.01 replaces very small eigenvalues (for example one with a value of 1e − 12) while not having a great deal of impact on larger eigenvalues (for example one with a value of 2.0). This overcomes the problem of an ill-conditioned matrix inverse (X X) −1 , by using (X X + 0.01I K ) −1 in its place (see Belsley, Kuh and Welsch, 1980 for details and examples).
For the spatial dependence parameters ψ i , i = 1, . . . , N we assign no prior distribution. LeSage and Chih (2016) show how to estimate this parameter using Metropolis-Hastings (M-H) sampling, which we employed here. A restriction that −1 < ψ < 1 is imposed to ensure stability of the spatial autoregressive process by rejecting M-H candidate draws that do not fall within this range (see LeSage and Chih 2016 for details).
For the parameters σ
We note that as values ofā,b → 0, this prior distribution becomes uninformative, and we setā,b to small values of 1e − 04. As is traditional, we assume the priors for the parameters β i , ψ i , σ 2 i are independent. LeSage and Chih (2016) set forth the conditional posterior distributions for each of the parameters conditional on all others, and describe a Markov Chain Monte Carlo approach to estimating the model. They also provide Monte Carlo results to demonstrate that their MCMC approach to estimation produces estimates similar to the QML estimates from Aquaro, Bailey and Pesaran (2015) . Our estimates were produced using their MCMC procedure.
Interpreting the heterogeneous SAR model estimates
This discussion is based on LeSage and Chih (2016) , who provide a comparison of homogeneous SAR and heterogeneous SAR model interpretation. In the presence of spatial dependence between regional units, changes in the characteristics of region i (X i ) can impact outcomes in region i (y i ) as well as outcomes in neighboring regions, as well as outcomes in neighbors to those neighboring regions, and so on. LeSage and Chih (2016) show that the partial derivatives of the reduced form HSAR model take the form in (7).
Expression (7) The main diagonals of the matrices represent own-partial derivatives (∂y i /∂X k i ), showing how a change in the kth input would directly impact each region's y i output value, while the off-diagonal elements are cross-partial derivatives (∂y j /∂X k i ) showing the spatial spillover impacts on other region's outputs.
For the case of the heterogeneous coefficient models where emphasis is on observationlevel variation in the parameters, LeSage and Chih (2016) propose using the N diagonal elements of the matrix in (7) to produce direct effects estimates for each of the N regions.
These show how changes in each of the knowledge inputs for region i impact region i
We follow the proposal of LeSage and Chih (2016) to use the cumulative sum of offdiagonal elements in each row of (7) to produce a vector of region-specific cumulative spillin effects. These of course are consistent with partial derivatives showing how changes in neighboring regions' knowledge inputs produce a spillin impact on each region i's knowledge output, e.g., (∂y i /∂x j , j = i).
They also propose a vector of region-specific cumulative spillout effects constructed using the sum of off-diagonals of the columns. These measure how changes in region i knowledge inputs impact neighboring regions j = i, e.g., (∂y j /∂x i , j = i) knowledge output.
To see how the heterogeneous SAR model allows for spillin and spillout effects to impact neighbors, neighbors to neighbors, neighbors to neighbors of neighbors, and so on, consider the infinite series expansion of the matrix of partial derivatives for the kth explanatory variable:
For the case where the matrix W assigns equal weights to the r nearest neighboring regions, (non-zero elements equal to 1/r for these regions), the matrix W 2 points to secondorder neighboring regions, those that neighbor the m nearest regions. The matrix W 3 reflects third-order neighboring regions, those that are neighbors to the neighboring regions, and so on for higher-order powers of W . The diagonal matrix of dependence parameters Ψ is upper-bounded by a value of one, so higher powers of (ΨW ) k assign less weight to higherorder neighbors. An intuitively appealing aspect of this is that relationships are stronger between low-order neighboring regions than higher-order, so this aspect of the heterogeneous SAR models meshes nicely with prior beliefs expressed in spatial econometrics.
LeSage and Chih (2016) suggest use of a doubly-stochastic weight matrix because regionspecific variation in the spillin and spillout effects estimates would in this case more closely reflect variation across regions due to variation in the regional coefficient estimates ψ i , β k i . They point out that use of a traditional row-stochastic weight matrix will result in spillin and spillout impacts that reflect differences in the number of row-and columns elements of the weight matrix, differences in values assigned to these elements, as well as variation in the coefficient estimates for ψ i , β k i . Since the spirit of the heterogeneous coefficient SAR specification is to explore the impact of parameter variation over regional observations, they recommend use of doubly-stochastic weight matrices in the HSAR model specification. Part of regional heterogeneity does result from the spatial configuration and therefore from the number of neighbors. Our approach aims to neutralize this to study the economic effects not related to access to a large number of neighbors.
It is instructive to consider an example from LeSage and Chih (2016) involving a small 3 × 3 matrix of the partial derivatives, when we have only three regions located in a straight line. For this case, they calculate an analytic inverse for (I 3 − ΨW ) −1 B k , shown in (9).
Direct effects for region i from the ith main diagonal element depend on own-region β i as well as dependence parameters and weight matrix elements. Other regions coefficients β j , j = i do not influence the magnitude of direct effects estimates.
The cumulative spillin effects for region 1 involve estimates of other regions' β 2 , β 3 , as well as the dependence parameters and weight matrix elements. Those for region 2 involve estimates of other regions' β 1 , β 3 , along with the dependence parameters and weight matrix elements, as do those for region 3.
In contrast, the cumulative spillout effects for region 1 involve only estimates of β 1 in conjunction with the dependence parameters and weight matrix elements. This result is similar to that found for direct effects estimates. The same is true for spillout effects for regions 2 and 3, with these involving only estimates of β 2 and β 3 , respectively (as well as the dependence parameters and weight matrix elements).
These facets of the direct, spillin and spillout effects will become clearer when we present estimation results from application of the model to our French knowledge production function.
In addition to calculating estimates of the direct and cumulative spillin and spillout effects used to interpret the HSAR model, we also need estimates of dispersion for purposes of inference. Inference centers on whether the direct and spillin/spillout effects arising from changes in each of the K knowledge inputs are significantly different from zero. To do this we used retained samples of ψ i , β k i from the MCMC estimation procedure to produce an empirical distribution for the direct, spillin and spillout effects. The posterior mean/median and standard deviations or quantiles based the empirical distributions for direct, spillin and spillout effects were used for inference. Gelfand et. al (1990) show that this produces valid inferences in cases such as ours where the effects estimates reflect non-linear combinations of the underlying parameters ψ i , β k i .
HSAR knowledge production function estimates
Following the standard literature in the field we consider a two-factor KPF in Cobb Douglas form (see Qian and Acs, 2013) . The dependent variable is corporate innovative output and the explanatory variables are industry-specific R&D and university research.
Where K is knowledge or innovative output, R is industry R&D, U is university R&D, and ε is a stochastic error term. We estimate the relationship between annual patents (log-transformed and smoothed over a two-year period) and past periods private and public knowledge inputs proxied by private R&D expenditures and scientific publications.
We therefore estimate the linear panel model in (1) with y it the knowledge output of region i at time t. Two explanatory variables are included in X it : RD it which accounts for private R&D inputs and P UB it which accounts for public R&D inputs. β i are the two elasticity coefficients between knowledge inputs and knowledge creation in region i. The map shows island regions 2A and 2B for Corsica which were excluded from our sample.
ping industry-specific innovation inputs and output required these various databases to be aligned. The patents are split into technical fields (IPC codes). Private R&D data is collated according to the French Activities Classification (NACE) and scientific publications are recorded in various scientific disciplines. These classifications are not nested, each of them relying on its own logic. Making these databases mutually coherent was completed using an original classification produced previously (see Autant-Bernard and LeSage, 2010 for more details). 8
Based on this classification, four separate industries were examined: chemistry, pharmaceutical, mechanics and materials. These four industries allows us to cover various technological levels and various knowledge production systems, in which public and private research play different parts. In reference to (1), w ij is a measure of spatial proximity between region i and region j. The spatial weight matrix was based on six nearest neighboring regions, converted to doubly stochastic form. ψ i is the parameter showing the strength of dependence among knowledge output of region i and its neighbors.
The HSAR model was estimated without informative prior distributions assigned to the parameters ψ i , α i , σ i , and the ridge prior assigned to the parameters β i . Posterior estimates were constructed using MCMC draws. 9 As a test for convergence of the MCMC sampler, posterior means and standard deviations for the parameter estimates constructed from two runs of 2,000 retained draws were compared, and found to be nearly identical to the first three decimal digits. Table 1 We see positive coefficients β for both knowledge inputs, positive spatial dependence, and positive direct and indirect (spillover) effects estimates for all industries that are significant at the 95% or 99% levels. A one percent increase in private R&D expenditure increases region i patenting activity by 0.8% in the pharmaceutical industry and by 0.3% in the mechanical industry. Indirect or spillover effects are smaller than direct effects except for the case of the pharmaceutical industry. Chemistry exhibits a low level of spatial dependence (ρ = 0.0329) significant at the 95% level. This leads to very small spillover effects that are significant at the 95% level. 
Summary estimates for the 94 regions
Before turning to discussion of region-specific estimates, we present a summary of differences across the four fields by considering the number of regions with significant direct, spillin and spillout effects for the two knowledge input variables for each field. Table 2 shows the number of regions where direct effects are significant for public and private inputs for each field (at both the 99% and 95% levels). These results show that private (R&D expenditure) inputs have a significant direct effect in fewer regions than public inputs (scientific publications) in all of the four fields (using either the 99% or total cases reported in the table).
As shown in the table, the number of regions where spillout effects are significant is the same as those where direct effects are significant for each of the two types of inputs. This follows from the discussion of interpretation of the model estimates in section 3. Recall that the coefficient β k i for region i appears in both the direct effect for input k, and in the spillout effect expression for input k. The coefficients for other regions j = i do not appear in the direct or spillout effect expressions. However, different spatial dependence parameters and spatial weight matrix elements play a role in determining these two types of effects estimates. If the spatial dependence parameters are positive and significant, this produces the type of result we see in Table 2 . Table 4 shows estimates of the spatial dependence parameters ψ i for each region, where we see that almost all are positive and significant at the 99% or 95% level.
An examination of region-specific estimates of direct impacts arising from public inputs to knowledge production will show that own-region knowledge output is significantly influenced by these inputs (scholarly publications) in regions with large cities and/or universities. It follows from the coincidence of significant direct and spillout impacts associ-ated with public inputs for regions with large cities and/or universities that public inputs (scholarly publications) in these regions will have a cumulative spillout impact on knowledge production of neighboring regions. Similarly, regions where R&D expenditures have a direct and significant impact on knowledge output will also have significant cumulative spillout impacts on knowledge production of neighboring regions. Turning to the summary of regions exhibiting significant effects presented in Table 2 for private and public inputs, we see many more regions that experience significant spillin impacts, and this is true across all fields. This means that the direct impacts estimated based on the homogeneous coefficient model are actually driven by a small set of regions which generate positive effects benefiting the region itself as well as neighboring regions. Recall from the discussion of section 3 that the cumulative spillin effects involve estimates of the β k i coefficients from many neighboring regions, in addition to the dependence parameters ψ i from many regions. The large number of regions with significant cumulative spillin effects estimates results from the fact that with higher levels of spatial dependence, regions that neighbor those producing significant spillout impacts, or are neighbors to neighbors of the regions that neighbor those producing significant spillout impacts (and so on for higher order neighbors) will experience significant spillin effects. This is because we cumulate spillin effects arising from neighboring regions, neighbors to the neighboring regions, neighbors to the neighbors of the neighbors, and so on. With high levels of spatial dependence the weight given to neighbors of neighbors and other higher-order neighbors does not decay rapidly.
From Table 2 , it is clear that the pharmaceutical field has fewer regions (70 and 79 for R&D expenditures and publications, respectively) that experience significant spillin effects.
On the other hand, the mechanical field results indicate that nearly all regions in France experience spillin effects that are significant (89 and 94 regions for R&D expenditures and publications, respectively).
These results partially reflect the fact that with a small sample of 94 regions and a spatial weight matrix based on six neighboring regions (or first-order contiguity), powers of the matrices W 2 , W 3 , W 4 result in assigning non-zero weight to a large number of regions from the entire sample/country.
Another way to summarize the estimates is using the median and standard deviation of the direct, spillin and spillout estimates over the 94 regions, for each of the four fields.
Because of the presence of effects estimates for some regions that are near zero and not statistically significant, the median of the effects is more representative of the typical magnitude of these effects, allowing a comparison across the four fields considered here. Table 3 shows this type of summary for the direct, spillin and spillout effects estimates. This magnitude exceeds the one estimated based on the homogenous SAR model. Imposing a unique homogenous coefficient would therefore bias downward the spatial autocorrelation estimates.
From the table, we see the highest (median) level of spatial dependence between each region and its neighbors in the mechanics field and the lowest in the pharmaceutical field.
This does not imply that there are less spillovers in the pharmaceutical field, but that they are mediated by other channels than physical proximity. Spatial proximity matters more for knowledge diffusion in mechanical and material than in pharmacy and chemistry.
The specific pattern of the geography of innovation in each industry may explain this result.
Mechanics exhibits a more widespread distribution of public and private innovative activities and records the largest direct and indirect effects from both public and private research.
Conversely, pharmacy is the most spatially polarized sector and it is also the one in which the estimated effects are the lower. This variability in the spatial pattern of innovative activities across industry can be observed through the standard deviation in the number of patents by NUTS3 regions (223 in mechanics vs 795 pharmacy) or through the share of top 10 patenting regions in each field (47% in mechanics vs 71% in pharmacy). An uneven distribution over space would reduce the opportunity to benefit from local knowledge spillovers arising from public and private research.
Interestingly, a similar result arises for the direct effects emanating from public research : Mechanics and materials exhibit the highest impacts while pharmacy records the lowest ones. These public research direct effects can be considered as spillovers from science to industry since our dependent variable, patents, mainly captures the output of private research. The uneven distribution of patents would therefore not only hampers knowledge spillovers between nearby regions, but also within regions knowledge spillovers, from science to industry.
Conversely, the impact of the spatial structure is less pronounced for private R&D direct effects. The medians of the effect estimates are rather similar among the four sectors, ranging from 0.5 to 0.7. This supports the idea that the spatial organization would matter for spillovers effects, whereas it would not matter for the ability of private firms to turn their own R&D inputs into innovative output. Additional investigations would however be requested to determine the exact role played by the spatial distribution of innovative activities in each industry, and the potential other factors that may explain the sectoral variation in both direct and indirect effects.
Direct effect estimates for PUB are larger in the typical region for the fields of mechanics and materials, and the PUB direct effects are larger than those for R&D in all four fields.
This result is consistent with past results from France (Autant-Bernard and LeSage, 2011).
We should however be careful in comparing public and private inputs here since they do not rely on a similar indicator. While it is widely acknowledged that R&D expenditures are not necessarily the main input for knowledge creation, Cohen, Nelson and Walsh (2002) identified that published papers and reports are the key channels through which university research impacts private knowledge creation. Our definition of industry is also narrower for patent and private R&D than the one resulting from the scientific publication classification.
The regional level of scientific publications may therefore capture some inter-sectoral effects while our private R&D indicator is more focused on intra-sectoral impacts.
The largest direct effects for R&D are in the chemistry field, with the smallest in pharmaceuticals. In spite of the high R&D intensity (10% of the pharmaceutical sales revenue is invested in R&D activities), pharmaceutical innovation does not benefit as greatly from R&D expenditure as the other industries. The high level of risk in this field and the duration of investment (e.g., it takes 10 to 15 years to find an active ingredient) may explain this result.
Spillin effects for PUB in the typical region are larger than for R&D in all four fields, and the same can be said of PUB spillout effects versus those from R&D in all four fields.
It is perhaps not surprising that publicly available knowledge inputs play a greater role in regional spillin and spillout impacts of knowledge production than private inputs. Spillin and spillout effects are larger than direct effects, but the reader should recall that the spillin and spillout impacts are cumulated over all regions, based on off-diagonal row-and columnelements. So, these larger spillin and spillout magnitudes do not conflict with the intuition that spatial spillovers represent second-order impacts that should be smaller than direct (own-region) impacts of knowledge production inputs on knowledge output.
For the case of the PUB input, spillin effects are larger than spillout effects in all four fields, suggesting that firms operating within regions are better at acquiring (publicly available) knowledge from scholarly work done in other regions (spillin) than are academics/scholars of exporting their field-specific knowledge to firms operating in neighboring regions (spillout). This result is quite intuitive: spillout effects come from a single region whereas spillin effects arise from all the other regions. Let us consider for instance the access to external knowledge based on the content of publications: Region i can potentially access scientific documents published by all other regions. Conversely, region i contributes an increase to the global stock of publication in proportion of its own scientific production, which is by definition smaller than the national flow of publications. In other words, each region's scientific production exerts a smaller influence on the overall knowledge output in one field than the impact produced by the evolution of this field on the knowledge output of this single region.
The R&D input exhibits this same pattern where spillin effects are larger than spillout effects in all four fields. In the context of private knowledge production inputs, this suggests that firms operating in one region are able to exploit collaborative or other types of arrangements (e.g. licensing) with firms operating in many different (neighboring) regions to enhance knowledge production. Spillout effects measure the impact of R&D expenditures by firms operating in a single region on knowledge output of firms operating in other (neighboring) regions. We will see that a small set of regions act as producers of knowledge Table 5 and Table 6 show the heterogeneous coefficient spatial autoregressive panel (HSAR) model estimates of direct effects estimates for public and private knowledge inputs. The six nearest neighbors weight matrix (transformed to doubly stochastic form) was used to produce these estimates. These reflect the elasticity impact of changes in knowledge inputs on knowledge output. All significant estimates are positive in the case of both knowledge inputs, as we would expect. Table 6 shows direct effects for private inputs to knowledge production in the same format as Table 5 . There are 5 regions where private (R&D) inputs have a significant impact (at the 95% or 99% level) on knowledge output in all four fields. This contrasts with the 18 regions where publicly available inputs (scholarly publications in the fields) has a significant impact on all four fields. It suggests that private inputs are more localized in specific regions, whereas publicly available knowledge (scientific publications) is useful in more regions, likely those that have university expertise to exploit this type of information in the innovation process. (Bentlage, Thierstein and Lüthi, 2014) , all regions would not benefit from those effects. A critical mass of agglomeration must be reached (Capello et al. 2015 , Guevara et al. 2016 . In addition, the most innovative firms are those that access international sources of knowledge (Simmie, 2003) . These highly innovative firms tend to concentrate in a minority of key metropolitan areas (Simmie, 2003) . A systematic analysis of all the region specific effects would require meticulous attention that goes far beyond the scope of this paper. However, some interesting insights can be The Paris region is characterized by a network of distant ties with all other French metropolitan areas, while main cities in each region display more local ties with secondary urban centers. We must recall here that our spillout and spillin effects give higher weights to knowledge produced by nearby neighbors (something inherent in spatial autoregressive processes). It is thus not surprising to find higher effects in peripheral regions where local knowledge exchange prevails than in the Paris region. So, the Paris region does not necessarily generate less spillout impacts, but these effects are not strongly locally driven.
Region-specific estimates
Another peculiarity of the Paris region is that private R&D effects are not significant 
Conclusions
Although it has important implications in terms of regional public policies, standard knowledge production functions do not allow us to identify if some regions are less likely to benefit from internal and external knowledge or to generate spillout effects. Our heterogeneous coefficients spatial autoregressive panel model is capable of producing estimates of knowledge production function parameters for each region in the sample. We therefore allow for differences in the level of spatial dependence between regions as well as knowledge production function coefficients, intercepts and disturbance variances.
Based on NUTS3 French data in four different industries, the results point to spatially varying processes of knowledge production and diffusion. First, all regions do not successfully turn their public and private knowledge inputs into patented innovations, nor do all regions generate knowledge spillovers. In other words, only a small set of regions generate positive effects benefiting the region itself as well as neighboring regions. Second, public research produces more systematic effects than private R&D both within and between regions, confirming that R&D expenditure are not necessarily the main input for knowledge creation, and that more fundamental research generates greater spillovers. Third, more regions experience significant spillin impacts than spillout effects. This is true across all four fields examined here, which is consistent with the view that regional actors rely more on external knowledge to innovate than they can contribute to increase this external stock of knowledge. In addition the number of regions that experience significant spillin or spillout effects varies across industries. Public spillin and spillout effect are more systematic in mechanics, whereas private spillin and spillout effects prevail in chemistry.
However, we must admit that our spatially varying effects remain as a black-box. This opens up an avenue for research to explain why such differences occur. Why some regions fail to turn R&D inputs into effective innovations? What are the features of the regions that succesffully tie down global knowledge? What are the channels through which regions generate significant spillout effects on their neighbors? Many rationals could be derived from the literature to answer these questions: Social capital, labor mobility, network embeddedness, but also within region spatial organization. For instance, distinguishing various types of EU regions according to their morphological (agglomerated, urban and rural) and functional features (value-added activities, quality of production factors, density of external linkages and cooperation networks and quality of urban infrastructure), Capello et al. (2015) show that economic resilience increases with the size of cities, but depends also on the type of functions hosted in them. Investigating how regional ability to generate knowledge may vary according to the regional organization and how it explains the capability of cities and urban systems to act as sources of regional resilience are promising issues. In the same vein, Spigel (2016) explores how local culture can explain regional heterogeneity in entrepreneurial practices and more widely how these practices help create distinctive regional economic structures. The cultural factors behind regional variation in knowledge production and diffusion should be investigated as well. Finally, this paper explores the spillin versus spillout effects of knowledge production, but an additional issue arises that would need further investigation: variation in ability to exchange knowledge within regions. This issue is closely interconnected with spillin effects. Indeed, spillin effects may result from individuals' ability to tie down external knowledge, but also from the ability to circulate knowledge within the region. As supported by the absorptive capacity theory (Cohen and Levinthal, 1989) , spillin effects may be reinforced if external knowledge would be transferred to the relevant actors that can make use of it.
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