Abstract This paper describes an efficient approach to record linkage. Given two lists of records, the record-linkage problem consists of determining all pairs that are similar to each other, where the overall similarity between two records is defined based on domain-specific similarities over individual attributes. The record-linkage problem arises naturally in the context of data cleansing that usually precedes data analysis and mining. Since the scalability issue of record linkage was addressed in [21] , the repertoire of database techniques dealing with multidimensional data sets has significantly increased. Specifically, many effective and efficient approaches for distance-preserving transforms and similarity joins have been developed. Based on these advances, we explore a novel approach to record linkage. For each attribute of records, we first map values to a multidimensional Euclidean space that preserves domain-specific similarity. Many mapping algorithms can be applied, and we use the Fastmap approach [16] as an example. Given the merging rule that defines when two records are similar based on their attribute-level similarities, a set of attributes are chosen along which the merge will proceed. A multidimensional similarity join over the chosen attributes is used to find similar pairs of records. Our extensive experiments using real data sets show that our solution has very good efficiency and recall.
duplicate fields and records that refer to the same real-world entity, but are not identical. As the following examples illustrate, variations in representation may arise from typographical errors, misspellings, abbreviations, as well as other sources. This problem is especially severe when data to be stored within databases is automatically extracted from unstructured or semi-structured documents or Web pages [5] . Example 1.1 The DBLP bibliography server [36] has the following two pages for authors: BSang K. Cha^1 and BSang Kyun Cha.^2 They are referring to exactly the same person in reality. However, due to the abbreviation of the middle name, the publications of the same person are split into two pages. This problem exists in many web sources and databases. Example 1.2 A hospital at a medical school has a database with thousands of patient records. Every year it receives data from other sources, such as the government or local organizations. The data includes all kinds of information about patients, such as whether a patient has moved to a new place, or whether a patient_s telephone number has changed. It is important for the hospital to link the records in its own database with the data from other sources, so that they can collect more information about patients. However, usually the same information (e.g., name, SSN, address, telephone number) can be represented in different formats. For instance, a patient name can be represented as BTom Franz^or BFranz, T.^or other forms. In addition, there could be typos in the data. For example, name BFranz^may be mistakenly recorded as BFrans.^The main task here is to link records from different databases in the presence of mismatched information.
With the increasing importance of record linkage (a.k.a data linkage) in a variety of data-analysis applications, developing effective and efficient techniques for record linkage has emerged as an important problem [37] . It is further evidenced by the emergence of numerous organizations (e.g., Trillium, FirstLogic, Ascential Software, DataFlux) that are developing specialized domain-specific record-linkage and data-cleansing tools.
Three primary challenges arise in the context of record linkage. First, it is important to determine similarity functions that can be used to link two records as duplicates [11, 47] . Such a similarity function consists of two levels. First, similarity metrics need to be defined at the level of each field to determine similarity of different values of the same field. Next, field-level similarity metrics need to be combined to determine the overall similarity between two records. At the field level, a typical choice is string edit distance, particularly if the primary source of errors are typographic and the type of the data is string. However, as the examples above illustrated, domain-specific similarity measures (e.g., different functions for people_s names, addresses, paper references, etc.) are more relevant. At the record level, merging rules that combine field-level similarity measures into an overall record similarity need to be developed. Approaches based on binary classifiers, expectation maximization (EM) methods, and support vector machines have been proposed in the literature [5, 11, 47] .
The second challenge in record linkage is to provide user-friendly interactive tools for users to specify different transformations, and use the feedback to improve the data quality. Recently a few works [15, 17, 39, 41] have been conducted to solve this problem.
The third challenge is that of scale. A simple solution is to use a nested-loop approach to generate the Cartesian product of records, and then use the similarity function(s) to compute the distance between each pair of records. This approach is computationally prohibitive as the two data sizes become large. The scalability issue of record linkage has previously been studied in [21] . Since the original work in [21] , many new data-management techniques have a direct bearing on the record-linkage problem. In particular, techniques to map arbitrary similarity spaces into similarity/ distance-preserving multidimensional Euclidean spaces [6, 16, 25, 31, 45, 46, 49] have been developed. Furthermore, many efficient multidimensional similarity joins have been studied [1, 7, 14, 30, 32, 38, [42] [43] [44] . In this paper, we develop an efficient strategy by exploiting these advances to solve the record-linkage problem. In particular, we propose a two-step solution for duplicate identification. In the first step, we combine the two sets of records, and map them into a high-dimensional Euclidean space. In general, many mapping techniques can be used. As an example, in this paper we focus on the FastMap algorithm [16] due to its simplicity and efficiency. We develop a linear algorithm called BStringMap^to do the mapping, and the algorithm works independently of the specific distance metric.
In the second step, we find similar object pairs in the Euclidean space whoe distance is no greater than a new threshold. This new threshold is chosen closely related to the old threshold of string distances and the mapping step. See Section 4 for details. Again, many similarity-join algorithms can be used in this step. In this paper we use the algorithm proposed by Hjaltason and Samet [23] as an example. For each object pair in the result of the second step, we check their corresponding strings to see if their original distance is within the query threshold, and find those similar-record pairs.
We next study mechanisms for record linkage when multiple attributes are used to determine overall record similarity. Specifically, we consider merging rules expressed as logical expressions over similarity predicates based on individual attributes. Such rules would be generated from, for example, a classifier such as a decision tree after being trained with certain number of records using a labeled training set [41] . Given a set of merging rules, we choose a set of attributes over which the similarity join is performed (as discussed in the single-attribute case), such that similar pairs can be identified with minimal cost (e.g., running time).
Our approach has the following advantages.
(1) It is Bopen,^since many mapping functions can be applied in the first step, and many high-dimensional similarity-join algorithms can be used in the second step. (2) It does not depend on a specific similarity function of records. (3) Our extensive experiments using real large data sets show that this approach has very good efficiency and recall (greater than 99%).
The rest of the paper is organized as follows. Section 2 gives the formulation of the problem. Section 3 presents the first step of our solution, which maps strings to objects in a Euclidean space. Section 4 presents the second step that conducts a similarity join in the high-dimensional space. Section 5 studies how to solve the record-linkage problem if we have a merging rule over multiple attributes. In Section 6 we give the results of our extensive experiments. We conclude the paper in Section 7.
Related work
Record linkage was studied in [21, 22] (called the BMerge/Purge^problem). Their proposed approach first merges two given lists of records, then sorts the records based on lexicographic ordering for each attribute (or a Bkey^as defined in that paper). A fixed-size sliding window is applied, and the records within a window are checked to determine if they are duplicates using a merging rule. Notice that, in general, records with similar values for a given field might not appear close to each other in lexicographic ordering. For example, the string edit distance of BAndersonâ nd BZanderson^is 1, but their names can be very far from each other in the sorted list. As a result, they might not appear in the same sliding window. The effectiveness of this approach is based on the expectation that if two records are duplicates, they will appear lexicographically close to each other in the sorted list based on at least one key. Even if we choose multiple keys to do the search, the approach is still susceptible to deterministic data-entry errors, e.g., the first character of a key attribute is always erroneous. It is also difficult to determine a value of the window size that provides a Bgood^tradeoff between recall and performance. In addition, it might not be easy to choose good Bkeys^to bring similar records close to each other. Sometimes it requires specific domain knowledge to design the Bkey^construction.
[20] is tackling the problem of approximate whole-string matching inside a commercial DBMS. Their proposed approach can guarantee no false dismissal. Their approach primarily focuses on the edit-distance metric. In addition, the use of a DBMS could introduce extra storage and execution-time overhead. [9] incorporates the TF/IDF [3] idea from the information retrieval community to define record similarities. They split records into tokens, and consider token frequencies when calculating the similarity/distance between two records. They also developed an error tolerant index to identify the closest fuzzy matching tuples with high probability. Lee et al. developed a data cleansing system called BIntelliClean [ 33] . In [34] they present several efficient techniques to pre-process records before trying to find similar pairs. After these preprocessing steps a key problem is still how to find those similar pairs using merging rules efficiently, which is the focus of this work.
One key challenge in record linkage is to develop good merging rules to identify duplicate records. Recently researchers are trying to apply machine-learning techniques to solve the record-linkage problem [5, 41] . These techniques can be used to generate merging rules, and in this work we focus on how to evaluate given such merging rules.
Problem formulation
In this section, we formulate the record-linkage problem.
Distance metrics of attributes
We first introduce the concept of metric distances. Let set É be the universe of the objects in a database. A function denoting a measure of the distance between two objects
is a metric if it satisfies the following properties: Consider two relations R and S that share a set of attributes A 1 ; . . . ; A p . Each attribute A j has a metric M j that defines the difference between a value of R:A j and a value of S:A j . 3 There are many ways to define the similarity metric at the attribute level, and domain-specific similarity measures are critical. We take two commonly used metrics as examples: edit distance and q-gram distance.
Edit distance, a.k.a. Levenshtein distance [35] , is a common measure of textual similarity. Formally, given two strings s 1 and s 2 , their edit distance, denoted D e ðs 1 ; s 2 Þ, is the minimum number of edit operations (insertions, deletions, and substitutions) of single characters that are needed to transform s 1 to s 2 . For instance, D e ðBHarrisonFord^; BHarisonFort^Þ ¼ 2:
In particular, we can remove the third character Br^in the first string, and substitute the last character Bd^with Bt^to transform it to the second string. Similarly, D e ðBJackLemmon^; BJackLemon^Þ ¼ 1, and D e ðBAnderson^; BZandersson^Þ ¼ 2. It is known that the complexity of computing the edit distance between strings s 1 and s 2 is Oðjs 1 j Â js 2 jÞ, where js 1 j and js 2 j are the lengths of s 1 and s 2 , respectively [48] .
There are many variations of the original edit-distance metric, such as allowing transposition of two characters, allowing Bblock move^ [13] (i.e., move of multiple characters in one step), and assigning different weights to different characters and operations.
The Jaccard coefficient distance [12, 29] is another possible metric. Let q be an integer. Given a string s, the set of q-grams ofs, denoted GðsÞ, is obtained by sliding a window of length q over the characters of string s. For instance, if q ¼ 2:
The Jaccard coefficient distance between two strings s 1 and s 2 , denoted D j ðs 1 ; s 2 Þ, is defined as:
For example, D j (''Harrison Ford^, ''Harison Fort^) = 1 -10 13 } % 0:23. The Jaccard coefficient distance is a metric, and the square root of Jaccard coefficient distance is Euclidean [19] . Clearly the smaller the Jaccard coefficient distance between two strings is, the more similar they are. 3 In [21] , Bkeys^constructed from multiple fields are used to represent the similarity between records. These keys can be viewed as attributes in our setting.
Similarity merging rules
Given distance metrics for attributes A 1 ; A 2 ; . . . ; A p , there is an overall function that determines whether or not two records are to be considered as duplicates. Such a function may either be supplied manually by a human (e.g., an analyst in the data analysis), or alternatively, learned automatically using a classification technique [34] . While the specifics of the method used to learn such a function are not of interest to us in this paper, we do make an assumption that the function is captured in the form of a rule discussed below. The form of rules considered include those that could be learned using inductive rule-based techniques such as decision trees. Furthermore, this form of merging rules is consistent with the merging functions considered in [21] . Let r and s be two records whose similarity is being determined. A merging rule for records r and s is of the following disjunctive normal form.
. . The record-linkage problem studied in this paper is the following.
Given two relations R and S, and the merging rules defined above, find pairs of records ðr; sÞ from relations R and S, such that each pair satisfies the merging rule.
The quadratic nested-loop solution is not desirable, since as the size of the data set increases, this solution becomes computationally prohibitive. For instance, in our experiments, it took more than 6 h to use this approach on two single-attribute relations, each with 10; 000 names, assuming the edit-distance function is used.
Since by definition, the record-linkage problem is based on approximate matching of those individual metrics for different attributes, an efficient solution that might miss some real matching pairs (but with a high recall) might be more preferable.
In this paper, we first consider the case of a single attribute (Sections 3 and 4), then study the case of multiple attributes (Section 5). Table 1 summarizes some symbols used in this paper.
Step 1: Mapping strings to euclidean space
We first consider the single-attribute case, where R and S share one attribute A. Thus the record-linkage problem reduces to linking similar strings in R and S based on a given similarity metric. Formally, given a predefined threshold value d, we want to find pairs of strings ðr; sÞ from R and S, respectively, such that according to the metric M of attribute A, the distance of r and s is within d, i.e.,
Mðr:A; s:AÞ d:
Such a string pair is called a similar-string pair; otherwise, it is called a dissimilarstring pair. Our proposed approach has two steps. In the first step, we map strings to objects in a multidimensional Euclidean space, such that the mapped space preserves the original string distances. In the second step, a multi-dimensional similarity join is conducted in the Euclidean space. In this section we discuss the first step.
StringMap: Mapping strings to objects
In the first step, we combine the strings from the two relations into one set, and embed them into a Euclidean space. Formally, the process is the following.
Given N objects O 1 ; . . . ; O N in a metric space, find N points P 1 ; . . . ; P N in a ddimensional Euclidean space, such that the distances are maintained as well as possible.
One way to describe how well the distances are maintained is to use the following stress function:
in which d ij is the dissimilarity measure between object O i and object O j in the old metric space, and b d ij is the Euclidean distance between their image objects in the new space. This function gives the relative error of the mapping. Ideally the mapping algorithm can make stress as small as possible.
Many mapping/embedding functions can be used, such as multidimensional scaling [31, 49] , FastMap [16] , Lipschitz [6] , SparseMap [25] , L1-Mapping [45] , and MetricMap [46] . These algorithms have different properties in terms of their efficiency, contractiveness, and stress. (See [24] for a good survey.) In this paper we Figure 1a . StringMap removes the recursion in FastMap, and computes a distance between objects only when it becomes needed. In particular, StringMap iterates to find pivot strings to form d orthogonal directions, and computes the coordinates of the N strings on the d axes. The function ChoosePivotðinth; MetricMÞ selects two strings to form an axis for the d-th dimension. These two strings should be as far from each other as possible (ideally the farthest pair). As we cannot afford a quadratic approach to find the exact farthest pair, we adopt the linear heuristic algorithm in [16] . The function ChoosePivotðÞ iterates m times to find the pivots. A typical m value could be 5 (as in [16] ). The algorithm assumes the dimensionality d of the target space, and we will discuss how to choose a good d value shortly.
One important function is GetDistanceðint a; int b; int h; Metric MÞ which computes the distance between strings (indexed by a and b) after they are mapped to the first h À 1 axes. As shown in Figure 1b , it iterates over the h À 1 dimensions, and does the computation using only the original metric distance between the two strings and their already-computed coordinates on the h À 1 dimensions.
There are few observations about the algorithm.
1. In the last line of the algorithm, the computation of coord½i; h is not symmetric with respect to values x and y. 2. In function GetDistanceðÞ, it is known that dist*dist À w*w can be negative [46] .
In StringMap, we take the square root of the absolute value to compute the new distance. See [24] for other ways to deal with this case.
All the steps in the StringMap algorithm are linear on the number of strings N. In particular, consider the h-th step of the algorithm. A call to function GetDistance(.,.,h) takes OðhÞ time. Here we assume that it takes Oð1Þ time to compute Mða; bÞ, and Oð1Þ time to compute the dist value in each iteration. Therefore, for each h value, it takes Oðh Â 2 Â m Â NÞ ð 2Þ
time to find two pivot seeds, and Oðh Â NÞ time to compute the coordinates of all the strings in the h-th dimension. The complexity of the h-th step is:
Thus the complexity of the StringMap algorithm is:
Notice that a major cost in the algorithm is spent in function ChoosePivotðÞ. We can reduce the cost in the function as follows. At each step in the function, we want to find a new string that is as far from a string (e.g., s a ) as possible. Instead of scanning the whole N strings, we can just do sampling to find a string that is very far from s a . Or we can just stop once we find a string that is Bfar enough^from s a , i.e., their distance is above certain value. See [27] for an approximation algorithm for finding this pair efficiently.
Choosing dimensionality d
A good dimensionality value d used in algorithm StringMap should have the property that after the mapping, similar strings can be differentiated from those dissimilar ones. On the one hand, the dimensionality d cannot be too small, since otherwise those dissimilar pairs will not Bfall apart^from each other. In particular, the distances of similar-string pairs are too close to those of dissimilar ones. On the other hand, d cannot be too high either. There are mainly two reasons. First, the complexity of the StringMap algorithm (see above) is linear to d 2 . Second, since we need to do a similarity join in the second step, we want to avoid the curse of dimensionality [4, 8] . In particular, as d increases, it becomes more time consuming to find object pairs whose distance is within a new threshold. We choose a dimensionality d as follows. Intuitively, the cost is the average number of object pairs we need to retrieve in step 2 for each similar-string pair, if w is used as the new threshold d 0 for selecting similarobject pairs in the mapped space.
Notice that we only use the pairs of selected strings to compute the cost. This value measures how well a new threshold d 0 ¼ w differentiates the similar-string pairs from those dissimilar pairs. In particular, the string pairs whose new distance is within d 0 will be retrieved in step 2 and need to be pruned out by post checking according to the merging rules. Thus the lower the cost is, relatively the fewer object pairs need to be retrieved in step 2 whose original distance is more than d. Figure 5 in Section 6.2 shows that typically a good dimensionality value is between 15 and 25.
Step 2: Finding similar-object pairs in euclidean space
In the second step, we find object pairs whose Euclidean distance is within a new threshold d 0 . For each candidate pair, we check the distance of their original strings to see it is within the original threshold d. In this section we study how to select the new threshold and how to do the similarity join. [24] .
Choosing new threshold
Ideally, the threshold d 0 should be set to a maximal value of the new distance between any two similar-string pairs in the original space. Then it will guarantee no false dismissals. However, this maximal value could be either too expensive to find (we do not want to have a nested-loop procedure), or the theoretical upper bound could be too large. Since it is acceptable to miss a few pairs, we would like to choose a threshold such that for most of the similar-string pairs, their new distances are within this threshold. As shown in our experimental results, even though a theoretical upper bound could be large, most of the new distances could be within a much smaller threshold.
In our approach to selecting the dimensionality d, the threshold w can be used to identify similar pairs in the mapped space. Therefore, we can choose the threshold d 0 as follows. We select a small number of string pairs from data sets R and S. (See Section 4.2 for details.) Notice these selected strings might be different from those used to decide the dimensionality d in Section 3.2. We find all the similar-string pairs in these selected strings pairs, and compute their new Euclidean distances after StringMap. We choose their maximal new distance as the new threshold d 0 . We may do this sampling multiple times (on different sets of selected strings), and choose d 0 as the maximal new distance of those similar-string pairs. By doing this sampling process for multiple times, we increase the opportunity that the new threshold d 0 can capture the similar-string pairs as many as possible.
Selecting string pairs via sampling
In order to decide the dimensionality d and the new threshold d 0 , we need to obtain a sample set of string pairs from the two data sets R and S. The sample set should have enough string pairs whose original distances are within d. Now we consider several ways to choose the sample set.
& Double Random Sampling: We sample the strings r and srandomly from R and S, respectively, and find similar string pairs from the sampled strings. & Single Random Sampling: We sample a certain number of strings randomly from one data set, say, R. For each of them r, we find similar strings s in S and produce pairs of ðr; sÞ. & Sorted Sampling: We sort the strings in S lexicographically. We sample a certain number strings randomly from R. For each of them r, we locate it in the sorted list of S, and find its nearby, e.g., 100, strings s. We produce pairs of ðr; sÞ.
We will show in Section 6 that Sorted Sampling produces the best new threshold among these methods. That is, its estimated new threshold is the closest to the real new threshold d 0 . The reason is that the lexicographical order of S strings improves the chance for catching similar string pairs from.
Finding object pairs within d 0
We want to find all those object pairs whose new distance is within this new threshold d 0 . Similarity joins over multidimensional spaces have been studied in [1, 7, 14, 30, 32, 38, [42] [43] [44] . Many algorithms can be used in this step. In this paper we use a simplified version of the algorithm in [23] as an example. We could instead have chosen any of those algorithms for our purpose. We chose the algorithm in [23] due to its simplicity and availability of the code. This approach suffices for our purpose, since our intent is to establish a base line for our approach of mapping record linkage into a similarity-join problem.
Here we will briefly explain the main idea of the algorithm. (See [23] for details.) We first build two R-trees for the mapped objects of the two string sets, respectively. We traverse the two trees from the roots to the leaf nodes to find those pairs of objects within distance d 0 . As we do the traversal, a queue is used to store pairs of nodes (internal nodes or leaf nodes) from the two trees. 5 We only insert those node pairs that can potentially yield object pairs that satisfy the condition. The lower bound of the distance between the node pairs must be within the new threshold d 0 . Those node pairs that cannot produce results are pruned in the traversal, i.e., they are never inserted back into the queue.
Take Figure 2 as an example. Initially, a pair of the root nodes ðR 0 ; S 0 Þ is inserted into the queue. At each step, we dequeue the head pair ðR i ; S j Þ. If both nodes are internal nodes (i.e., hyper-rectangle regions), we consider all the pairs of their children. For each pair ðR a ; S b Þ, we compute their Bdistance,^which is a lower bound of all the distances of their child objects. (The case of a node-object pair is handled similarly.) For instance, we can use the MINDIST function [40] to compute the distance between two nodes. Then we can prune node pairs as follows: if the distance of a node pair is greater than d 0 , we do not insert this pair into the queue. The reason is that the lower-bound property guarantees that these two nodes cannot generate object pairs whose distance is within d 0 . On the other hand, if the distance of two nodes is within d 0 , we insert this pair into the queue. For instance, when we consider the two child nodes of each of the two root nodes in the figure, we have four pairs: Then we insert these four pairs into the queue. The status of the queue is shown in the figure. Eventually we have a pair of objects from the queue. Then we compute their Euclidean distance to check if it is within d 0 . If so, we compute the metric distance of their original strings. We output this pair of strings if their metric distance is within the original threshold d. 5 Since we just want to find those object pairs whose distance is within d 0 , we do not need a priority queue. A priority queue based on object-pair distances is necessary in [23] , since they want to find the Ball pair top-k^object pairs with the smallest distances.
Traversal strategies
Different strategies can be used to traverse the two R-trees, such as depth first and breadth first. Our experiments show that the depth-first traversal strategy has several advantages. These observations are consistent with those in [23] .
1. It can effectively reduce the queue size, since pairs of objects in the leaf nodes can be processed early, and they can be dequeued from the queue. Thus the memory requirement of the algorithm tends to be small. In our experiments, when each data set had about 27 K strings, the breadth-first strategy required about 1.2 GB memory, while the depth-first strategy only requested about 30 MB memory. 2. It also reduces the time that the first pair is output, since it can reach the leaf nodes more quickly than the breadth-first strategy. If we use the breadth-first traversal strategy, we need to generate a very large number of pairs before processing some pairs of leaf nodes.
Combining multiple attributes
So far we have studied the record-linkage problem for the single attribute case. In this section we discuss how to join over multiple attributes efficiently where the merging rule is of the disjunctive normal form (DNF) discussed in Section 2.2. We first study how a single disjunct (in the form of a conjunctive clause) can be evaluated, then describe the more general case when the merging rule consists of multiple conjunctive clauses.
Single conjunctive clause
For a single conjunctive clause, we can process the most Bselective^attribute to find the candidate pairs that satisfy this conjunct condition, and then check other conjunct conditions. For instance, consider the following clause.
D j ðtitleÞ 0:15^D e ðnameÞ 3^D e ðyearÞ 1 ðQuery Q 2 Þ
We could first do a similarity search to find all the record pairs that satisfy the first condition, D j ðtitleÞ 0:15. For each of the returned candidate pairs, we check if it satisfies the other two conditions on the name and year attributes. Alternatively, we can choose either name or year to do the similarity join. Our experiments show that Figure 2 Finding similar-object pairs using R-trees.
the step of testing other attributes takes relatively much less time than the step of finding the candidate record pairs, thus we mainly focus on the time of doing the similarity join that finds the candidate pairs. We can use existing techniques on estimating the performance of spatial joins (e.g., [2, 26] ), and choose the attribute that takes the least time to do the corresponding similarity join. (This attribute is called the most selective attribute for this conjunctive clause.) Notice that similarly to [21] , we could also search along multiple attributes of the conjunction to improve the recall. Since the mapping in step 1 does not guarantee that all the relevant string pairs will be found, using multiple attributes may improve recall. However, as will be shown in the experimental section, since our strategy for single attributes is able to identify matching string pairs at a very high recall (over 99%), after doing a join based on the condition of one attribute, we can postprocess the candidate record pairs by checking the remaining conditions. Thus the high-recall property can help to reduce the running time of a conjunctive clause with multiple attributes.
Disjunctive clauses
The problem becomes more challenging in the case of multiple conjunctive clauses. Take query Q 1 in Section 2.2 as an example. We have at least the following different approaches to answering this query.
1. Approach A: Find all record pairs that satisfy the first conjunctive clause by doing a similarity search using the conjunct D j ðtitleÞ 0:10. Find all record pairs satisfying the second conjunctive clause by doing a similarity search using the conjunct D e ðnameÞ 2. Take the union of these two sets of results. 2. Approach B: Do a similarity search to find record pairs that satisfy D j ðtitleÞ 0:15 in the second conjunctive clause. These pairs also include all the pairs satisfying the first conjunctive clause, since D j ðtitleÞ 0:10 implies D j ðtitleÞ 0:15. Among all these pairs, find those satisfying the merging rule.
Approach A needs to do two similarity searches, while approach B requires only one. However, both similarity searches in approach A could be more selective than the single similarity search in approach B, thus require less combined running time than approach B. Which approach is better depends on the data set.
The example shows that to answer a disjunct (in the form of a conjunctive clause), we can choose at most one conjunct in it to do a similarity join. After we find the candidate pairs using similarity join over that conjunct, we assume that we can get the answer for this disjunct for free because the step of testing other attributes takes much much less time than the similarity join, as will be shown in experimental section. In addition, once we choose a conjunct M j ðA j Þ d i;j to do a similarity join, we do not need to do a similarity join for any other conjunctive clause that has a conjunct M j ðA j Þ d k;j , where d k;j d i;j . The reason is that a superset of the results for the conjunct M j ðA j Þ d k;j has been returned by the similarity search. As the number of attributes and the number of conjunctive clauses increase, there could be an exponential number of possible ways to answer the query.
Theorem 5.1 Assuming the time of doing a similarity search for each conjunct is given, the problem of finding an optimal solution (i.e., a plan with a minimum total running time for the similarity joins) to answer the query is NP-hard.
Proof We reduce the Vertex Cover problem [18] to our problem. Since the Vertex Cover problem is NP-complete, our problem is NP-hard.
Given a graph G with n vertices V 1 ; . . . ; V n , we construct a query on n attributes, with n conjuncts M 1 d 1 ; . . . ; M n d n , where each d i is a nonzero constant. For all 1 i j n, if V i and V j are connected by an edge E in G, we construct a conjunctive clause C E in the form of M i d i j d j . If the graph G has m edges, we get a merging rule with m conjunctive clauses, each of which has two conjuncts. Figure 3a shows a sample graph G with 5 vertices and 6 edges, and Figure 3b is the merging rule constructed from G.
The above construction of the merging rule takes time that is polynomial in the size of G. Now, we show that G has a vertex cover of size k if and only if we can pick k different conjuncts in the merging rule to answer the query, with the total cost of k Â C, where C is the cost of doing one similarity search on a single conjunct. Here all the conjuncts have the same cost to evaluate.
For the Bonly if^part, suppose G has a vertex cover S of size k. For each vertex V i in S, we evaluate one of the M i d i conjuncts. Since all the edges are covered by the vertices in S, all the conjunctive clauses in the merging rule can be answered either by being evaluated, or by doing post-processing. The cost of this evaluation plan is k Â C.
For the Bif^part, suppose there is a plan to answer the query, which picks k conjuncts to evaluate and has a total cost of k Â C. Without loss of generality, let them be
We pick the corresponding V 1 ; . . . ; V k to form a cover set S. For each M i d i , we can do post-processing, and get the answers for all the conjunctive clauses that contain M i d i . Since the plan can compute the answers for all the conjunctive clauses, the corresponding vertices must cover all the edges in the graph G. So S is a vertex cover of graph G with k vertices.
Í
Notice the proof also shows that the problem of finding optimal solution to answer the query is NP-hard in terms of the number of distinct conjuncts.
When the number of distinct conjuncts is small, we can exhaustively search among all the combinations of the conjuncts to find an optimal plan. In the case where this number is large, we propose three heuristic-based greedy algorithms for finding a good solution to evaluate a merging rule. conjuncts. Among all the largest thresholds of different attributes, choose the most selective one to do a similarity join. Among the results, find the record pairs that satisfy the merging rule. & Algorithm 3: For each conjunct, we associate it with the cost as the running time required to evaluate the conjunct, and the benefit as the number of conjunctive clauses it can cover. A conjunct M j ðA j Þ d i;j covers those conjuncts on the same attribute with a threshold within d i;j (including itself), and those conjuncts in their conjunctive clauses. We greedily choose a conjunct with the largest Bbenefit/ cost^ratio, and add this conjunct to the plan. We remove the conjunct and its covered conjuncts, and repeat the process until all the conjuncts are covered (an alternative to define the benefit of a conjunct is to use the total running time of the covered conjuncts).
For instance, consider the query Q 1 in Section 2.2. Suppose Algorithm 1 chooses D j ðtitleÞ 0:10 as the most selective condition for the first clause, and D e ðnameÞ 2 for the second one. Thus it will produce the approach A above. For Algorithm 2, the largest thresholds of the three attributes title, name, and year are 0:15, 4, and 2, respectively. Suppose D j ðtitleÞ 0:15 is the most selective one. This algorithm will produce approach B as the solution. In general, Algorithm 1 works better than Algorithm 2 if doing multiple similarity searches with small thresholds is more efficient than one with a large threshold.
Experiments
In this section we present our extensive experimental results to evaluate our solution. The following are three main sources we used.
1. Source 1 consists of 54; 000 movie star names collected from The Internet Movie Database. 6 The length of each name varies from 5 to 20, and their average length is about 12. 2. Source 2 is from the Die Vorfahren Database, a database of mostly Pomeranian surnames and geographic locations. 7 The database as of 2001 contains of 133,101 full names that have appeared in the Die Pommerschen Leute Newsletter, Die Vorfahren section over the 19.5 years of its publication. The lengths of names are less than 40, and their mean length is around 15. 3. Source 3 is from the publications in DBLP. 8 We randomly selected 20; 000 papers in the proceedings. We use this data source to show how to do data linkage in multiple-attribute cases. The lengths of titles are less than 300, and their mean length is around 70. The lengths of author names are less than 50, and their mean length is around 15. The published years range from 1970 to 2002, with an average of 1995.
For each dataset, we introduced about 10% duplicate records by slightly modifying the values of randomly selected records. The errors introduced to string values consisted of character insertions, deletions, and substitutions. The errors for the numeric attributes were additions and subtractions to their numeric values.
All the experiments were run on a PC, with a 1.5 GHz Athlon CPU and 512 MB memory. The operating system is Windows 2000, and the compiler is gnu C++ running in cygwin. We used 8; 192 as the page size to build R-trees. Most of our experimental results are similar for three sources.
6.1 Nested-loop and our approach Figure 4 shows the performance difference of the nested-loop approach and our approach. We selected subsets of strings from Source 1, and let both sets have the same number of strings. In our approach we used the edit distance as the distance function, and chose threshold D e ¼ 2, dimensionality d ¼ 20, and new threshold d 0 ¼ 6:3. The x-axis is the total number of strings from both sets. The y-axis is the running time in seconds. The figure shows that our approach can substantially reduce the time of finding similar-string pairs. For instance, when each data set had 16; 000 strings, it took the nested-loop approach about 19; 200 s (5 h 20 min), while it took our approach only about 1; 000 s (less than 17 min).
Choosing dimensionality d
As discussed in Section 3.2, we need to choose a good dimensionality d for the StringMap algorithm. We used Source 1 as an example. To select a d value, we randomly sampled 2; 000 strings from R. For each of them, we located its lexicographical position in S, and paired it with the nearby 100 strings. We used the sampled string pairs to measure the Bcost^of different d values (Section 3.2). Nested-loop Our approach Figure 4 Comparing nested-loop with our approach.
World Figure 5a and b show costs for different dimensionalities for edit distance and Jaccard distance, respectively (See Section 3.2 for the definition of Bcost^). It is clear that the cost decreased with the increase of the dimensionality. That is, the larger the dimensionality is, the fewer extra object pairs we need to retrieve in step 2 for each similar-string pair, while the original strings of these objects have a distance greater than d. On the other hand, due to the complexity of StringMap and the curse of dimensionality, d cannot be high either. The results show that d ¼ 20 is a good dimensionality for both metrics. Figure 6 shows the distributions of the object-pair distances after StringMap, for the edit-distance metric. We constructed the sample set from Source 1. We chose Figure 7a and b show the distributions of the object-pair distances after StringMap, for the Jaccard distance metric. We chose d ¼ 0:2 for similar-string pairs, and set d ¼ 20. We have the similar observations as for the edit-distance metric. In particular, the new distances of all the similar-string pairs are within 0:2.
Choosing threshold d 0
As discussed in Section 4.1, we selected the new threshold d 0 for the second step as follows. We constructed the sample set as described in Section 4.2. We ran StringMap with d ¼ 20, and traced the new Euclidean distances of these sampled similar-string pairs. We did this sampling 10 times, and chose d 0 as the largest new object-pair distance of the sampled similar-string pairs. We evaluated the three sampling approaches, and compared them against the real d 0 obtained by the nestedloop approach, which is the largest Euclidean distance of the similar string pairs. Table 2 shows the results. Among the three approaches, Sorted Sampling produced the new threshold that is closest to the real d 0 . Thus we used Sorted Sampling in other experiments. 
Running time
In order to measure the performance of our approach, we ran our algorithm on different data sizes. In each case, we chose the same number of strings in both data sets. We chose dimensionality d ¼ 20, and let the total size of strings for Source 1 vary from 2; 000 to 54; 000. We measured the corresponding running time for d ¼ 1; 2; and 3 for the edit distance metric and d ¼ 0:2 for the Jaccard metric. Figure 8a-c show the time of the complete two-step algorithm, and the time of the StringMap step, assuming we use the edit-distance metric. Their gap is the time of the second step that did the R-tree similarity join. The figures show that as the data sizes increased, both the StringMap time and the total time grew. Our approach is shown to be very efficient and scalable. For instance, when the total number of strings is 54; 000, it took the approach only 41 min to find the similar-string pairs, while it look almost 1 week for the nested-loop approach to finish. The figures also indicate that other similarity-join techniques may be used in the second step to improve its performance. Figure 8d shows the times if we used the Jaccard distance. The times are similar to those of the edit distance. vary. The figures show that the time did not increase too rapidly when we increased the threshold. Therefore, to make sure we achieve a very high recall, it is desirable to choose a slightly larger threshold if possible.
6.6 Comparison with the approach in [20] In the case where the edit-distance metric is used, the approach in [20] can be used to find all the string pairs whose edit distance is within a given threshold. Its main idea is to convert the strings to q-grams stored in a relational DBMS, then run a sophisticated SQL query to find all similar-string pairs. We implemented this approach using Oracle 8.1.7 on the same PC, and let the database use indexes to run the SQL query. We selected subsets of strings from Source 1, and let both sets have the same number of strings. In our approach we chose threshold d ¼ 2, dimensionality d ¼ 20, and new threshold d 0 ¼ 6:3. Figure 10 shows the performance difference between these two approaches. The figure shows that our approach can substantially reduce the time of finding similar-string pairs. Notice that even though our approach cannot guarantee to find all such pairs, which can be achieved by the approach in [20] , as we will see shortly, our approach has a very high recall. Our approach has several advantages in the context of the record-linkage problem. First, the distance metrics used at individual attributes might not be edit distance. As argued earlier, domain-specific methods work better in identifying similar records. Furthermore, the algorithm in [20] is geared towards finding all the string pairs that are within a fixed edit-distance threshold. Since the record-linkage problem, by definition, is based on approximate matching, solutions that might miss some such pairs (say those that obtain around 99% recall) but result in significant time savings might be more preferable. In addition, the implementation of the qgram-based approach inside a database might be less efficient than a direct implementation using other languages (e.g., the C language).
Recall
We want to know how well our approach can find all the similar-string pairs (ideally we want to find all of them!). In particular, we are interested in the recall, i.e., ratio of similar-string pairs found among all similar-string pairs. Figure 11a shows the recall of our approach on data Source 1, with different threshold d 0 values in the second step, using the edit-distance metric. In order to measure the recall, we first used the nested-loop approach to get all the matching record pairs. We then ran our approaches, and compared the result with all the matching pairs. As the d 0 value increased, the recall also increased, and it quickly got very close to 100%. For instance, in the case where d ¼ 2, the recall reached 99% when d 0 ¼ 5:6. When we further increased the threshold, the recall continued to grow close to 100%. Figure 11b shows similar recall results when we used the Jaccard distance on data Source 1. Figure 12 shows the similar trend for data Source 2 when the edit-distance metric was used.
We also implemented the sliding-window approach in [22] . Without loss of generality, we used attributes as keys in the sliding-window approach, and the condition is D e ðnameÞ 2 for data Source 1. We chose different window sizes, and measure the time and recall for each of them. Figure 13 shows the recall and the time for these two approaches. It shows that our approach can achieve a very high recall given a time limit. The primary reason is that our mapping function provides very good distance/similarity preservation. Since lexicographic ordering does not preserve edit distances as well, the approach discussed in [22] needs to consider a very large window size (and hence cost) to obtain competitive degree of recall, or choose different keys to run the slidingwindow algorithm multiple times. We also examined the effectiveness of our two-step approach on eliminating dissimilar string pairs. Figure 14 shows the results on data source 1 using edit distance metric. It shows the cross-product size, the number of pairs after the similarity join, and the number of similar pairs, for d ¼ 1, 2, and 3. (Our results on Jaccard coefficient metric were even better.) Notice that the y-axis has a log scale (in thousands). The results showed that our two-step approach can effectively eliminate dissimilar pairs. For instance, when d ¼ 2, the approach only returned less than 0:2% of the cross-product size. This ratio remained low for different edit distances. The postprocessing step took about 80 s, while the total running time was Recall (%) Threshold δ in step 2
Recall for Source1
(a) Edit Distance about 2; 500 s. Thus the postprocessing time was relatively small compared to the total running time.
Results on multiple attributes
Now we report our experimental results for the multiple-attribute case. We report our results on data Source 3.
Single conjunctive clause
We evaluated the single conjunctive query Q 2 in Section 5.1. There are three attributes to perform a similarity join: title, name, and year. Our experimental results showed that the attribute year is not very selective in a similarity join, and many candidate pairs were generated. Thus we mainly reported the results of similarity joins using attributes title and name. Our approach Sliding-window approach Figure 13 Our approach versus the sliding-window approach in [21] . Table 4 gives the results. It is shown that for the thresholds in the query, doing a similarity join on name is more efficient than on title. Notice that the result size is different for these two similarity searches, since both of them are approximate. The small difference (only two pairs) between them again shows that our approach has a very high recall (more than 99%).
Disjunctive normal form
We used the query Q 1 in Section 2.2 as an example disjunctive normal form. We implemented the four algorithms (including exhaustive search) described in Section 5.2. We measured the running time for each conjunct in the merging rule. Our experiments showed that many record pairs were returned if we first processed the condition D e ðyearÞ 1 (4; 587; 937 pairs) or condition D e ðyearÞ 2 (13; 371; 074 pairs), and the post-processing time was substantially larger than those of the similarity joins on the other two attributes. In addition, the post-processing time for the conjuncts of the other two attributes was very short compared to the similarityjoin times. Thus an optimal plan did not use a year condition to do a join first, neither did the three algorithms. Here we mainly report the results on the other two attributes. Table 5 shows the numbers. Table 6 shows the results for different algorithms. Among all the possible plans, the exhaustive search algorithm found an optimal plan, which chose D j ðtitleÞ 0:15 from Clause 2 to perform the join. This plan required 1; 743 s and produced 619 pairs.
For Algorithm 1 that produces approach A, we chose the conjunct D j ðtitleÞ 0:10 to do the similarity search for the first clause, and conjunct D e ðnameÞ 2 for the second one. After getting the result pairs for each clause, we took a union of the two sets and produced the final result. The total time for approach A was 1; 820 s, and the size of the final result set was 619 pairs. Notice that the results of the two clauses had overlapped record pairs, explaining why 619 is not the summation of 406 and 518. The recall of this approach is more than 99%.
For Algorithm 2 that produces approach B, we found that D j ðtitleÞ 0:15 was the most selective conjunct, using which we performed the similarity join. The total time for approach B was 1; 743 s, and the size of the final result set was also 619 pairs. This plan happened to be the optimal plan.
For Algorithm 3, we first chose the conjunct D e ðnameÞ 2 from Clause 2 since it has the highest benefit/cost ratio. (Its benefit is 3, since it can cover three conjuncts (including itself). Its cost is 710 s.) Then we selected D j ðtitleÞ 0:10 from Clause 1 to cover the remaining conjuncts. This plan happened to be the same as that of Algorithm 1. Notice that if we use the total running time of the covered conjuncts as the benefit of a conjunct, then this algorithm will produce the optimal plan. In general, Algorithm 1 produces a solution that tries to minimize the time of each individual similarity join, which tends to produce a small candidate set. Algorithm 2 produces a solution that needs to perform a similarity join only once for all the clauses. It may need more time for the single similarity join, since the threshold could be large. The remaining time is spent on postprocessing the candidate record pairs. Algorithm 3 does a more sophisticated search by greedily choosing efficient conjuncts that can cover many other conjuncts.
Conclusion
In this paper we developed a novel approach to the record-linkage problem: given two lists of records, we want to find similar record pairs, where the overall similarity between two records is defined based on domain-specific similarities over individual attributes. For each attribute of the records, we first map records to a multidimensional Euclidean space that preserves domain-specific similarity. Given the merging rule that defines when two records are similar, a set of attributes are chosen along which the merge process will proceed. A multidimensional similarity join over the chosen attributes is performed to determine similar pairs of records. Our extensive experiments using real data sets showed that our solution has very good efficiency and recall. In addition, our approach is very extendable, since many existing mapping and join techniques can be used, many similarity functions between attributes can be supported. 
