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SUMMARY 
A p r o c u r e m e n t - i n v e n t o r y sys tem o p e r a t i n g under a p r o l o n g e d p r i c e 
i n c r e a s e i s a n a l y z e d . A model t h a t r e p r e s e n t s such a sys tem i s d e v e l o p e d . 
T h i s sys tem i s c o n s i d e r e d t o be a m u l t i p l e i t em s y s t e m . The 
sys tem p a r a m e t e r s , t h a t i s t h e items" u n i t c o s t s , c a r r y i n g c o s t s , o r d e r i n g 
c o s t s , backorder c o s t s , l e a d t i m e s and demands, f o r each t i m e p e r i o d from 
t h e p r e s e n t t o t h e p l a n n i n g h o r i z o n , a r e known. The i t e m s ' s a l v a g e v a l u e s 
a t t h e h o r i z o n a r e a l s o known. 
The p r o f i t o f a l l i t ems o v e r t h e p l a n n i n g h o r i z o n i s s e l e c t e d as 
t h e measure o f e f f e c t i v e n e s s f o r c o n s t r u c t i n g t h e model . The p o l i c y 
d e c i s i o n s f o r each t i m e p e r i o d a r e t h o s e c o n c e r n i n g t h e i t e m s ' order 
q u a n t i t i e s and s a l e p r i c e s . The system has a r e s t r i c t e d warehouse s p a c e 
which c r e a t e s a c o n s t r a i n e d o p t i m i z a t i o n problem. 
The dynamic programming s o l u t i o n i s f o r m u l a t e d f o r both d e t e r m i n ­
i s t i c and p r o b a b i l i s t i c demands. T h i s s o l u t i o n r e q u i r e s g r e a t computa­
t i o n a l e f f o r t . T h e r e f o r e , an approx imate model f o r which t h e dynamic 
programming s o l u t i o n r e q u i r e s l e s s computa t ion , i s d e v e l o p e d . A numer ica l 
example shows how t h e approx imate model can be a p p l i e d and s o l v e d . 
Some g e n e r a l c o n c l u s i o n s which may be s t a t e d on t h e b a s i s o f t h e 
f i n d i n g s a r e t h e f o l l o w i n g : 
1 . I tem c o s t i n c r e a s e s and o r d e r i n g c o s t i n c r e a s e s a f f e c t t h e 
o r d e r i n g p o l i c y d i f f e r e n t l y t h a n t h e c a r r y i n g c o s t i n c r e a s e s . In order 
t o minimize t h e i t em c o s t as w e l l as t h e o r d e r i n g c o s t , i t i s n e c e s s a r y 
t o order i n g r e a t e r q u a n t i t i e s and l e s s f r e q u e n t l y . 
vi 
2. In a p e r i o d , t h e s a l e p r i c e t o be s e l e c t e d f o r an i t em i s no t 
n e c e s s a r i l y t h e p r i c e t h a t maximizes t h e i t e m ' s r e v e n u e i n t h i s p e r i o d . 
3. The o p t i m a l order q u a n t i t i e s c a l c u l a t e d u s i n g t h e approx imate 




The main o b j e c t i v e s o f t h i s s t u d y a r e t o a n a l y z e t h e procurement -
i n v e n t o r y sys tem i n an i n f l a t i o n a r y economy, t o d e v e l o p a model t h a t 
r e p r e s e n t s t h i s s i t u a t i o n and t o show a s o l u t i o n f o r t h i s model . 
Dur ing p e r i o d s o f i n f l a t i o n , wage r a t e s and p r i c e s o f goods and 
s e r v i c e s a r e n e v e r d e c r e a s i n g . The d i r e c t consequences o f t h i s f a c t i n 
a p r o c u r e m e n t - i n v e n t o r y sys tem a r e : 
1, The u n i t c o s t o f each i t e m , a s w e l l a s o t h e r important c o s t s 
o f t h e s y s t e m , i n c r e a s e from t ime t o t i m e , 
2, The s a l e p r i c e o f each i t em has t o be i n c r e a s e d , a t some 
moments, by t h e s y s t e m . 
The u n i t c o s t o f an i t e m i s i n c r e a s e d due t o t h e wage i n c r e a s e o f 
t h e r e l a t e d l a b o r and t o t h e p r i c e i n c r e a s e s o f t h e r e q u i r e d raw m a t e r i a l s , 
component p a r t s , machines , t o o l s , and o v e r h e a d . 
In a g r e a t number o f t h e i n v e n t o r y sys t ems s t u d i e d , t h e r e i s no 
mention o f t h e i t e m s ' s a l e p r i c e s . The r e a s o n f o r t h i s i s t h a t s a l e p r i c e s 
a r e c o n s i d e r e d a s c o n s t a n t s i n t i m e and t h e y do not i n f l u e n c e o p t i m a l 
o r d e r i n g d e c i s i o n s . In our problem, s i n c e some important c o s t s a r e 
i n c r e a s i n g w i t h t i m e and t h e b u s i n e s s can e x i s t o n l y i f t h e r e i s p r o f i t , 
t h e sys tem has t o i n c r e a s e t h e s a l e p r i c e o f i n d i v i d u a l i t e m s i n t e r m i t ­
t e n t l y . 
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B r i e f Survey o f I n f l a t i o n 
About f i f t e e n y e a r s a g o , t h e demand-pul l t h e o r y o f i n f l a t i o n was 
t h e o n l y t h e o r y t h a t had been d e v e l o p e d t o e x p l a i n a g e n e r a l p r i c e l e v e l 
i n c r e a s e i n an economy. T h i s t h e o r y s t a t e s t h a t once t h e economy i s 
o p e r a t i n g a t t h e f u l l - e m p l o y m e n t l e v e l and t h e t o t a l ou tput becomes f i x e d , 
an e x c e s s o f t o t a l demand w i l l n e c e s s a r i l y have t h e e f f e c t o f p u l l i n g up 
t h e p r i c e l e v e l . T h i s t h e o r y can s t i l l be a p p l i e d t o many u n d e r d e v e l o p e d 
c o u n t r i e s e x p e r i e n c i n g i n f l a t i o n t o d a y . 
A f t e r 1956 t h e American economy began t o e x h i b i t p e c u l i a r b e h a v i o r ; 
employment and output were d e c l i n i n g , w h i l e a t t h e same t ime t h e g e n e r a l 
p r i c e l e v e l was r i s i n g . T h e r e f o r e , t h i s i n f l a t i o n c o u l d not be e x p l a i n e d 
by t h e demand-pul l t h e o r y . McConnell"'" p r e s e n t s two t h e o r i e s t h a t e x p l a i n 
i n f l a t i o n i n t h e absence o f f u l l employment: t h e c o s t - p u s h t h e o r y and 
t h e s t r u c t u r a l i n f l a t i o n t h e o r y . With r e s p e c t t o c o s t - p u s h i n f l a t i o n , he 
s t a t e s t h e f o l l o w i n g t 
Unions have c o n s i d e r a b l e c o n t r o l o v e r wage r a t e s ; t h a t i s , 
t h e y p o s s e s s c o n s i d e r a b l e market power. I n d e e d , t h e y have so 
much market power t h a t even w i t h a moderate d e f i c i e n c y o f t o t a l 
demand, some unemployment, and some e x c e s s i n d u s t r i a l c a p a c i t y , 
t h e s t r o n g e r un ions can demand and o b t a i n wage i n c r e a s e s . L a r g e 
e m p l o y e r s , f a c e d now w i t h i n c r e a s e d c o s t s but a l s o i n t h e p o s s e s ­
s i o n o f c o n s i d e r a b l e market power, push t h e i r i n c r e a s e d wage 
c o s t s and "something e x t r a " on t o consumers by r a i s i n g t h e p r i c e s 
o f t h e i r p r o d u c t s . T h i s t h e o r y i s o b v i o u s l y based on t h e p r e ­
sumption t h a t bo th un ions and b u s i n e s s e s t y p i c a l l y p o s s e s s some 
s i g n i f i c a n t d e g r e e o f market power and t h e r e f o r e can w i t h i n l i m i t s 
m a n i p u l a t e wages and p r i c e s independent o f o v e r a l l c o n d i t i o n s o f 
t o t a l demand. 
Concern ing s t r u c t u r a l i n f l a t i o n , McConnel l s t a t e s t h e f o l l o w i n g : 
1. C . R . M c C o n n e l l , Economics : P r i n c i p l e s , Problems and P o l i c i e s . 
McGraw-Hi l l Book C o . * p . 391. 
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B r i e f l y s t a t e d , t h e r a t i o n a l e i s "based on t h e f a c t t h a t f o r 
a number o f r e a s o n s - a b a s i c one o f which i s t h e market power 
o f b u s i n e s s e s and un ions - p r i c e s and wages t e n d t o be f l e x i b l e 
upward but i n f l e x i b l e downward. Now l e t u s suppose t h a t t o t a l 
demand i s not e x c e s s i v e ; a s a m a t t e r o f f a c t , l e t us assume t h a t 
i t i s s l i g h t l y d e f i c i e n t , r e s u l t i n g i n , s a y , 5 p e r c e n t unemploy­
ment. Now a r a t h e r sharp change i n t h e s t r u c t u r e or compos i t i on 
o f t h i s t o t a l demand o c c u r s . T h i s s t r u c t u r a l change i n demand 
means t h a t p r i c e s and wages w i l l r i s e i n t h o s e segments o f t h e 
economy e x p e r i e n c i n g an expanding demand. However, because o f 
t h e i r downward s t i c k i n e s s , wages and p r i c e s w i l l not f a l l , or 
a t l e a s t w i l l not f a l l by much, i n t h o s e s e c t o r s o f t h e economy 
w i t n e s s i n g a d e c l i n i n g demand. The r e s u l t i s a n e t i n c r e a s e i n 
t h e p r i c e and wage l e v e l s ; t h a t i s , i n f l a t i o n w i l l o c c u r . 
Remember: T h i s i n f l a t i o n a r i s e s d e s p i t e t h e f a c t t h a t t h e r e i s 
l e s s than f u l l employment and t h e economy i s f a i l i n g t o r e a l i z e 
i t s growth p o t e n t i a l . 
Problems of Procurement-Inventory Systems in an Inflationary Economy 
In an i n f l a t i o n a r y economy, i f we t a k e a good or a s e r v i c e and 
examine i t s p r i c e d u r i n g p r e v i o u s s h o r t t ime i n t e r v a l s , we can o b s e r v e 
t h a t t h e p r i c e i n c r e a s e i s d i s c o n t i n u o u s , . Sometimes, t h e good or s e r v i c e 
remains a t t h e same p r i c e f o r s e v e r a l i n t e r v a l s b e f o r e an i n c r e a s e 
o c c u r s . A l s o , t h e amount o f i n c r e a s e i n p r i c e o f t h i s good o r s e r v i c e 
may not be t h e same a t d i f f e r e n t t ime i n t e r v a l s . In g e n e r a l , t h e i n c r e a s e 
i n p r i c e o f goods and s e r v i c e s does not o c c u r a t t h e same t i m e . 
As mentioned b e f o r e , t h e u n i t c o s t o f each i tem i n i n v e n t o r y 
i n c r e a s e s from t ime t o t i m e . G e n e r a l l y , t h e s e i n c r e a s e s f o l l o w and a r e 
p r o p o r t i o n a l e i t h e r t o wage i n c r e a s e s f o r t h o s e who produce t h e good , or 
t o p r i c e i n c r e a s e s f o r raw m a t e r i a l s , component p a r t s , machines , t o o l s 
and e v e r y t h i n g e l s e r e q u i r e d i n t h e p r o d u c t i o n o f t h a t good . A l s o , t h e 
p r i c e i n c r e a s e s f o r t h e raw m a t e r i a l s , component p a r t s , mach ines , t o o l s , 
and overhead , f o l l o w and a r e p r o p o r t i o n a l t o t h e wage i n c r e a s e s f o r o t h e r 
employees . 
I f a d e c i s i o n maker i s c o g n i z a n t of t h e p o t e n t i a l wage i n c r e a s e s 
t h a t un ions may cause as w e l l a s t h e governmenta l economic p o l i c y , he 
can p r e d i c t w i t h c e r t a i n a c c u r a c y , when p r i c e s w i l l i n c r e a s e and by what 
amount. With t h i s i n mind, i f t h e d e c i s i o n maker must o r d e r i t e m s and 
keep them i n i n v e n t o r y i n order t o s a t i s f y f u t u r e demands, i t w i l l be 
c o s t e f f e c t i v e t o order an i n c r e a s e d q u a n t i t y o f an i t em j u s t b e f o r e i t s 
c o s t i n c r e a s e s . However, i f t h e d e c i s i o n maker o r d e r s a g r e a t e r amount 
t h a n u s u a l , he w i l l have more u n i t s s t o c k e d , i n c r e a s i n g t h e i n v e n t o r y 
c a r r y i n g c o s t . But by o r d e r i n g i n g r e a t e r q u a n t i t y , he w i l l o r d e r f ewer 
t i m e s , d e c r e a s i n g t h e o r d e r i n g c o s t . T h e r e f o r e , a t r a d e - o f f e x i s t s between 
t h e i t em c o s t s a v i n g s , t h e o r d e r i n g c o s t s a v i n g s and t h e d i f f e r e n t i a l 
c a r r y i n g c o s t . 
We have been d i s c u s s i n g t h e c o s t s o f t h e i t ems f o r t h e i n v e n t o r y 
s y s t e m . At t h i s p o i n t , l e t us examine t h e s a l e p r i c e s o f t h e s e i t e m s . 
A f t e r a c o s t i n c r e a s e , or a t any o t h e r moment, t h e d e c i s i o n maker can 
i n c r e a s e t h e s a l e p r i c e o f an i t e m . As a r e s u l t o f t h i s i n c r e a s e i n t h e 
s a l e p r i c e , t h e demand o f t h e i t em w i l l remain c o n s t a n t or d e c r e a s e depend­
i n g on t h e amount t h e p r i c e i s i n c r e a s e d . A d e c r e a s e i n t h e demand i n d i ­
c a t e s t h a t some consumers cannot meet t h e i n c r e a s e d p r i c e u n t i l s a l a r i e s 
a r e i n c r e a s e d as w e l l . Hence t h i s d e c r e a s e w i l l be t e m p o r a r y ; w i t h new 
s a l a r y i n c r e a s e s t h e demand r e a c t s p r o g r e s s i v e l y . 
I t i s known t h a t t h e c o r r e c t i o n o f t h e p u r c h a s i n g power o f t h e 
s a l a r i e s and each i n c r e a s e i n t h e p r i c e o f t h e goods or s e r v i c e s do not 
occur s i m u l t a n e o u s l y . There i s a t i m e l a p s e between c o n s e c u t i v e s a l a r y 
i n c r e a s e s f o r t h e same group o f w o r k e r s . A d d i t i o n a l l y , t h e v a r i o u s u n i o n s ' 
s a l a r y agreements a r e approved a t d i f f e r e n t t i m e s . For t h e s e r e a s o n s , 
demand r e a c t s p r o g r e s s i v e l y . 
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T h e r e f o r e , t h e d e c i s i o n maker o f t e n f a c e s t h e same problem: he 
can i n c r e a s e t h e s a l e p r i c e by an amount t h a t makes him c e r t a i n t h e 
demand w i l l remain c o n s t a n t , or he can r a i s e t h e s a l e p r i c e beyond t h i s 
p o i n t by d i f f e r e n t amounts and o b t a i n d e c r e a s e d demands. 
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Bach s t a t e s t h e f o l l o w i n g about t h i s s u b j e c t : 
The economy has n e v e r been p e r f e c t l y c o m p e t i t i v e w i t h p r i c e s 
and wages r e s p o n d i n g o n l y t o impersona l market f o r c e s o f s u p p l y 
and demand. Both wages and p r i c e s have l o n g been a d m i n i s t e r e d 
t o v a r y i n g d e g r e e s i n d i f f e r e n t m a r k e t s . And w i t h n e a r l y a l l 
a d m i n i s t e r e d wages and p r i c e s t h e r e i s a marg in , l a r g e or s m a l l , 
w i t h i n which t h e p r i c e i s s e t main ly a c c o r d i n g t o t h e judgment o f 
t h e p r i c e s e t t e r . I f c o m p e t i t i v e p r e s s u r e s a r e s t r o n g , t h i s 
d i s c r e t i o n a r y margin i s s m a l l ; but i f t h e s e l l e r has a s u b s t a n t i a l 
monopoly p o s i t i o n , i t may be q u i t e l a r g e . 
But no s e l l e r , no m a t t e r how a d m i n i s t e r e d h i s p r i c e s , can 
l o n g e s c a p e t h e t e s t o f t h e market . He can r a i s e h i s wage or 
p r i c e ; but i f h i s p r i c e moves f a r beyond cus tomers ' w i l l i n g n e s s 
or a b i l i t y t o buy , he w i l l l o s e s a l e s . I f many p r i c e s a r e moving 
up a t t h e same t i m e , w idespread s a l e s l o s s e s may o c c u r as p r i c e s 
a c r o s s t h e board b e g i n t o outrun consumer incomes . 
The S p e c i f i c Problem 
We w i l l s t u d y a m u l t i p l e i t e m , p r o c u r e m e n t - i n v e n t o r y s y s t e m . The 
sys tem has a warehouse w i t h l i m i t e d s p a c e i n which t h e i t e m s a r e s t o c k e d . 
The o r d e r i n g c o s t , t h e i n v e n t o r y c a r r y i n g c o s t and t h e backorder c o s t s 
o f each i t e m i n each f u t u r e t i m e i n t e r v a l o v e r a p l a n n i n g h o r i z o n a r e 
known. The u n i t c o s t o f an i t em a t any t i m e i s dependent on i t s o r d e r 
q u a n t i t y . The r e l a t i o n s h i p between o r d e r q u a n t i t y and u n i t c o s t o f each 
i t em i n each f u t u r e t i m e i n t e r v a l o v e r t h e h o r i z o n a r e known. A l l p o s s i b l e 
s a l e p r i c e s and t h e i r r e l a t e d demands a r e a l s o known f o r each i t em i n each 
f u t u r e t ime i n t e r v a l o v e r t h e h o r i z o n . In each t i m e i n t e r v a l where no 
change o c c u r s , a l l t h e c o s t s a r e c o n s i d e r e d t o be d e t e r m i n i s t i c p a r a m e t e r s . 
2 . G. L . Bach , " I n f l a t i o n i n P e r s p e c t i v e " p u b l i s h e d i n t h e book by M. L . 
J o s e p h , N, C a S e e k e r and G. L , Bach , Economic A n a l y s i s and P o l i c y , 
P r e n t i c e - H a l l , I n c . , p . 33. 
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The demands a r e c o n s i d e r e d t o be e i t h e r d e t e r m i n i s t i c or s t o c h a s t i c 
p a r a m e t e r s . When t h e y a r e s t o c h a s t i c p a r a m e t e r s , t h e i r p r o b a b i l i t y 
d i s t r i b u t i o n s a r e g i v e n . The p r e s e n t i n v e n t o r y l e v e l s of t h e i t e m s a r e 
known. The s a l v a g e p r i c e s o f t h e i t e m s a t t h e h o r i z o n a r e known w i t h 
c e r t a i n t y . The l e a d t i m e s o f t h e i t ems a t each d e c i s i o n p o i n t a r e a l s o 
known w i t h c e r t a i n t y . 
Based on t h e r e v e n u e from s a l e s , t h e i t em c o s t , t h e o r d e r i n g c o s t , 
t h e i n v e n t o r y c a r r y i n g c o s t and t h e backorder c o s t o f a l l i t e m s i n a l l 
t i m e i n t e r v a l s o v e r t h e h o r i z o n , and t h e s a l v a g e v a l u e o f a l l i t e m s a t 
t h e h o r i z o n , our o b j e c t i v e i s t o maximize t h e p r o f i t . In order t o a c h i e v e 
t h i s p u r p o s e , a t t h e d e c i s i o n p o i n t s d u r i n g t h e p l a n n i n g i n t e r v a l t h e 
f o l l o w i n g p o l i c y e l ements must be implemented: 
1. I f an o r d e r i s p l a c e d a t t h a t t i m e , how much t o o r d e r . 
2. I f a s a l e p r i c e i n c r e a s e i s w a r r a n t e d , how much s h o u l d t h e 
p r i c e be i n c r e a s e d . 
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CHAPTER I I 
LITERATURE SURVEY 
The l i t e r a t u r e t h a t p e r t a i n s t o i n v e n t o r y t h e o r y i s g r e a t l y 
d i v e r s i f i e d . I n v e n t o r y s y s t e m s have been c l a s s i f i e d i n many forms . A 
c r i t e r i o n f o r c l a s s i f y i n g i n v e n t o r y s y s t e m s i s a c c o r d i n g t o t h e number 
o f d e c i s i o n p o i n t s i n t h e s y s t e m ; t h e s e sys t ems can be c l a s s i f i e d a s 
m u l t i p e r i o d o r s i n g l e p e r i o d s y s t e m s . A m u l t i p e r i o d sys tem can be 
c l a s s i f i e d a s a dynamic or s t a t i c s y s t e m , d e p e n d i n g o n t h e n a t u r e o f t h e 
i n p u t s . S t a t i c sy s t ems can be c l a s s i f i e d a s t r a n s a c t i o n s r e p o r t i n g or 
p e r i o d i c r e v i e w s y s t e m s , depending on t h e t y p e o f procedure used t o r e p o r t 
t h e i n v e n t o r y l e v e l s t o t h e d e c i s i o n maker. 
We a r e p a r t i c u l a r l y i n t e r e s t e d i n t h e m u l t i p e r i o d dynamic i n v e n t o r y 
sys tem i n which a l l important c o s t s , t h e l e a d t i m e , and t h e demand a r e 
t i m e v a r i a n t . Important c o s t s , i n t h i s d e f i n i t i o n , r e f e r s t o t h e i t em 
c o s t , t h e c o s t o f p l a c i n g an o r d e r , t h e c o s t of c a r r y i n g a u n i t i n i n v e n ­
t o r y d u r i n g a t ime i n t e r v a l and t h e c o s t o f a u n i t s h o r t . The v a r i a t i o n 
i n t h e p r o c e s s g e n e r a t i n g demands i s c o n s i d e r e d most i n t h e l i t e r a t u r e . 
The f i r s t work r e l a t e d t o dynamic i n v e n t o r y s y s t e m s i s a paper 
w r i t t e n by Arrow, H a r r i s and Marschak^. The a u t h o r s d e v e l o p e d a model 
assuming t h a t t h e i n v e n t o r y sys tem w i l l l a s t i n d e f i n i t e l y . A l s o , a l l 
important c o s t s and t h e p r o b a b i l i t y d i s t r i b u t i o n o f t h e demand w i l l be 
3. K. J . Arrow, T . H a r r i s and J . Marschak, "Optimal I n v e n t o r y P o l i c y , " 
E c o n o m e t r l c a , V o l . 19, No. 3, p p . 250-272. 
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t h e same i n eaeh p e r i o d . The a u t h o r s ' o b j e c t i v e i s t o minimize a l o n g 
run e x p e c t e d c o s t . Due t o extreme g e n e r a l i z a t i o n i n t h i s model , s o l u t i o n s 
cannot be o b t a i n e d i n e x p l i c i t form, e x c e p t i n r a r e c a s e s . Another model 
w i t h a f i n i t e number o f p e r i o d s was shown a s a means o f a p p r o x i m a t i n g 
t h e i n f i n i t e p e r i o d model . In t h i s o t h e r model , bo th t h e c o s t s and t h e 
demand d i s t r i b u t i o n were p e r m i t t e d t o v a r y o v e r t i m e . The e x p r e s s i o n 
o f t h i s model r e l a t e s t h e e x p e c t e d c o s t o f a p e r i o d w i t h t h e e x p e c t e d 
c o s t o f t h e p r e c e d i n g p e r i o d , i n a manner s i m i l a r t o t h e r e c u r r e n c e 
r e l a t i o n s h i p o f dynamic programming. 
D v o r e t z k y , K i e f e r and Wol fowi t z s t u d i e d a dynamic i n v e n t o r y sys t em 
where t h e demand d i s t r i b u t i o n i n each p e r i o d i s dependent on t h e v a l u e s 
o f t h e demand and t h e o r d e r i n g q u a n t i t y o f eaeh p r e c e d i n g p e r i o d . T h e i r 
o b j e c t i v e i s t o minimize t h e e x p e c t e d c o s t i n t h e l a s t p e r i o d . The 
p r i n c i p l e o f dynamic programming i s u s e d t o s o l v e t h i s model . Even i n a 
s i m p l e example , t h i s model r e q u i r e s a g r e a t c o m p u t a t i o n a l e f f o r t , so t h a t 
i t s u s e i s i m p r a c t i c a b l e . 
The b a s i c dynamic i n v e n t o r y model , a s shown by Hadley and 
Whitin-5, r e p r e s e n t s t h e i n v e n t o r y sys tem o f a s i n g l e i t em where some p a r a ­
meters v a r y from t ime t o t i m e . T h i s problem was a n a l y z e d f o r both a 
d e t e r m i n i s t i c and a p r o b a b i l i s t i c demand. L e t us t r e a t f i r s t t h e d e t e r ­
m i n i s t i c demand problem. The c o s t o f p l a c i n g an o r d e r , t h e i n v e n t o r y 
A. D v o r e t z k y , J . K i e f e r and J . W o l f o w i t z , "The I n v e n t o r y Prob lem," 
E c o n o m e t r i c a , V o l . 20, No. 2, pp . 187-222. 
5. G. Hadley and T . M. W h i t i n , A n a l y s i s o f I n v e n t o r y S y s t e m s , P r e n t i c e -
H a l l , I n c . , p p . 336-350. 
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carrying cost, the lead time and the demand are considered to be time 
variants. Their values in each future time interval over the planning 
horizon are known. The values of the lead time are assumed to be 
deterministic and to be such that orders cannot cross. In other words, 
for two orders of an item the first to arrive will be the first placed. 
The item cost is considered to be constant in time and its value is known. 
The values of the present inventory level and the required inventory level 
at the horizon are also known. We have the restriction that the order 
quantities must permit a demand to be satisfied when it occurs. The 
problem is to select the order quantity at each decision point in order 
to minimize the variable cost of all time intervals over the horizon. In 
this model, it is assumed that the sale price is constant in time, as is 
the cost of the item. Therefore a minimization of variable cost will 
give the same result as a maximization of profit. 
The natural tool for solving dynamic models In order to avoid 
exhaustive enumeration is dynamic programming. In the basic model with 
deterministic demands, the stages of the dynamic programming type of 
problem are the decision points. The decisions in a stage are the possible 
amounts of the item to be ordered in this decision point. Since the 
ending inventory is specified as well as the beginning inventory, it is 
possible to use either a forward or a backward reasoning. The states of 
a stage are the feasible closing or opening inventory levels of the respec­
tive period, depending on whether we are working forward or backward. 
Wagner and Whitin developed some simplifications in the computational 
6̂  H. M. Wagner and T. M. Whitin, "Dynamic Version of the Economic 
Lot Size Model," Management Science, Vol. 5, No. 1, pp. 89-96. 
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procedure o f dynamic programming f o r t h i s model . These s i m p l i f i c a t i o n s 
y i e l d r e d u c t i o n s i n t h e number o f s t a t e s and d e c i s i o n s a t each s t a g e . I f 
a person i s g o i n g t o s o l v e a problem of t h i s t y p e m a n u a l l y , he can s a v e 
t i m e and e f f o r t by u s i n g t h e s e s i m p l i f i c a t i o n s . 
I n t h e p r o b a b i l i s t i c demand c a s e , s h o r t a g e s may o c c u r ; a b a c k o r d e r 
c o s t i s t h e n i n t r o d u c e d i n t h e model . A l l c o n s i d e r a t i o n s made f o r t h e 
d e t e r m i n i s t i c demand c a s e a r e s t i l l v a l i d , u n l e s s i t i s s t a t e d t o t h e 
c o n t r a r y . In a d d i t i o n t o t h e parameters ment ioned i n t h e d e t e r m i n i s t i c 
demand c a s e , t h e i t e m c o s t and t h e backorder c o s t a r e now a l s o c o n s i d e r e d 
t o be t i m e v a r i a n t s . T h e i r v a l u e s and t h e p r o b a b i l i t y d i s t r i b u t i o n o f 
t h e demand a r e a l s o known, i n each f u t u r e t ime i n t e r v a l o v e r t h e h o r i z o n . 
As a m a t t e r o f f a c t , t h e i t em c o s t i n each f u t u r e t i m e i n t e r v a l i s known 
a s a dependent v a l u e o f t h e o r d e r q u a n t i t y . Due t o t h e s t o c h a s t i c n a t u r e 
of t h e p r o c e s s , t h e i n v e n t o r y a t t h e h o r i z o n cannot be chosen i n advance 
by t h e d e c i s i o n maker. I t I s assumed t h a t a l l i t e m s r e m a i n i n g on hand 
a t t h e h o r i z o n w i l l be s o l d . The u n i t s a l v a g e v a l u e o f each i t em i s 
known. The o b j e c t i v e i s t o minimize t h e s u b t r a c t i o n of t h e e x p e c t e d 
s a l v a g e v a l u e a t t h e h o r i z o n , from t h e e x p e c t e d v a r i a b l e c o s t o v e r t h e 
h o r i z o n o f procurement , c a r r y i n g and b a c k o r d e r s . 
Dynamic programming can be u s e d i n a s i m i l a r f a s h i o n a s i n t h e 
d e t e r m i n i s t i c demand c a s e , e x c e p t t h a t on t h e r i g h t hand s i d e o f t h e 
r e c u r r e n c e r e l a t i o n s h i p we w i l l have some e x p e c t e d v a l u e s i n s t e a d o f 
d e t e r m i n i s t i c v a l u e s . For example , we w i l l have t h e e x p e c t e d r e t u r n o f 
some s t a t e s of t h e p r e c e d i n g s t a g e i n s t e a d o f t h e r e t u r n o f a p a r t i c u l a r 
s t a t e o f t h e p r e c e d i n g s t a g e . We have t o work backward s i n c e we o n l y know 
t h e b e g i n n i n g i n v e n t o r y . I t i s i n t e r e s t i n g t o n o t e t h a t t h e o r d e r q u a n t i t y 
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o f t h e f i r s t d e c i s i o n p o i n t i s t h e o n l y p o l i c y v a r i a b l e o b t a i n e d e x p l i c ­
i t l y . Eaeh o f t h e o t h e r order q u a n t i t i e s i s dependent on i t s own p r e c e d i n g 
s t o c h a s t i c demands. 
In a d d i t i o n t o t h e b a s i c s y s t e m , a g r e a t number o f s t u d i e s about 
v e r y s p e c i f i c s i t u a t i o n s can be found i n t h e l i t e r a t u r e o f dynamic i n v e n ­
t o r y s y s t e m s . There a r e some works somehow r e l a t e d t o t h e s i t u a t i o n t h a t 
we a r e g o i n g t o s t u d y . The r e s t o f t h i s c h a p t e r w i l l be d e v o t e d t o 
p r e s e n t i n g t h e s e works . 
Whitin"'7 s t u d i e d an i n v e n t o r y sys tem o f a s i n g l e i t em i n two s i t u ­
a t i o n s . In t h e f i r s t , t h e demand w i l l e x i s t i n d e f i n i t e l y and i t w i l l be 
t h e same i n a l l p e r i o d s . In t h e s e c o n d , t h e demand w i l l e x i s t o n l y i n 
one p e r i o d . For both s i t u a t i o n s t h e demand i s a f u n c t i o n o f t h e s a l e 
p r i c e . In t h e f i r s t e a s e , t h e i t e m c o s t , t h e o r d e r i n g c o s t , t h e i n v e n ­
t o r y c a r r y i n g c o s t and t h e demand c u r v e a r e known. The demand c u r v e 
r e p r e s e n t s t h e r e l a t i o n between t h e s a l e p r i c e and t h e demand. U s i n g t h e 
s e a r c h o f extreme p o i n t s by c a l c u l u s , Whi t in d e r i v e d t h e o p t i m a l s a l e 
p r i c e and t h e o p t i m a l o r d e r q u a n t i t y t o be u s e d i n a l l p e r i o d s i n order 
t o maximize t h e p r o f i t . He d i d not c o n s i d e r t h e p o s s i b i l i t y o f changes 
i n t h e parameters and i n t h e demand c u r v e as t h e sys tem moves i n t i m e . 
In t h e s econd c a s e , we have a s i n g l e p e r i o d problem. The demand i s 
s t o c h a s t i c and f o r each p r i c e t h e r e i s a p r o b a b i l i t y d i s t r i b u t i o n o f t h e 
demand. The o b j e c t i v e i s t o b a l a n c e t h e l i q u i d a t i o n l o s s , when t h e demand 
i s s m a l l e r t h a n t h e o r d e r q u a n t i t y , w i t h t h e g o o d w i l l l o s s p l u s t h e p r o f i t 
l o s s , when t h e demand i s g r e a t e r t h a n t h e order q u a n t i t y , i n o r d e r t o 
o b t a i n t h e maximum e x p e c t e d p r o f i t . U s i n g graphs and t h e m a r g i n a l a n a l y s i s 
7. T . M. W h i t i n , " I n v e n t o r y C o n t r o l and P r i c e T h e o r y , " Management S c i e n c e , 
V o l . 2, No. 1, p p . 61-68. 
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o f economics , he e x p l a i n e d how t o o b t a i n t h e o p t i m a l p r i c e and t h e 
o p t i m a l q u a n t i t y . 
Q 
Wagner and Whit in c o n s i d e r e d two s i t u a t i o n s s i m i l a r t o t h e p r e ­
c e d i n g o n e s . However, t h e demand e x i s t s f o r a known number o f p e r i o d s . 
Wagner and Whit in f i r s t s t u d i e d t h e s i t u a t i o n where t h e demand c u r v e , t h e 
p r o d u c t i o n c o s t f u n c t i o n , t h e i n v e n t o r y c a r r y i n g c o s t and t h e o r d e r i n g 
c o s t a r e c o n s t a n t i n t i m e . By means o f a t h r e e - d i m e n s i o n a l graph and 
m a r g i n a l a n a l y s i s , t h e y showed how t o o b t a i n t h e o p t i m a l l e v e l o f s a l e s 
and t h e o p t i m a l order q u a n t i t y . N e x t , t h e y p r e s e n t e d a s i t u a t i o n where 
t h e demand curve and a l l t h e c o s t s v a r y o v e r t i m e . F i r s t , t h e y found 
t h e m a r g i n a l c o s t and revenue c u r v e s f o r each p e r i o d . The p o s s i b i l i t i e s 
o f p r o d u c t i o n d u r i n g t h e p e r i o d s were t h e n enumerated. For each p o s s i b i ­
l i t y , t h e y c o n s t r u c t e d t h e a g g r e g a t e m a r g i n a l c o s t and revenue c u r v e s 
t a k i n g i n t o c o n s i d e r a t i o n t h e i n v e n t o r y c a r r y i n g c o s t s . The o p t i m a l o u t ­
put l e v e l i s a t t h e j u n c t i o n p o i n t o f t h e s e c u r v e s . With t h i s o u t p u t 
l e v e l , Wagner and Whi t in r e t u r n e d t o t h e m a r g i n a l c o s t and revenue c u r v e s 
and found t h e demand and t h e order q u a n t i t y t o be chosen f o r each p e r i o d . 
Having t h e s e v a l u e s and t h e o r d e r i n g c o s t s , t h e y c a l c u l a t e d t h e p r o f i t 
r e l a t e d t o each p o s s i b i l i t y o f p r o d u c t i o n . F i n a l l y , t h e v a l u e s t h a t 
y i e l d t h e maximum p r o f i t , c o n s t i t u t e t h e o p t i m a l s o l u t i o n . 
F a b i a n , F i s h e r , S a s i e n i and Y a r d e n i ^ a n a l y z e d t h e problem o f a 
company t h a t u s e s a raw m a t e r i a l , t h e p r i c e o f which i s s u b j e c t t o 
Ql H. M. Wagner and T . M. W h i t i n , "Dynamic Problems i n t h e Theory o f 
t h e F i r m , " N a v a l R e s e a r c h L o g i s t i c s Q u a r t e r l y , V o l . 5 i No. 1 , P P . 5 3 - 7 ^ . 
9 . T . F a b i a n , J . L . F i s h e r , M. W. S a s i e n i and A. Y a r d e n i , " P u r c h a s i n g 
Raw M a t e r i a l on a F l u c t u a t i n g M a r k e t , " O p e r a t i o n s R e s e a r c h , V o l . 7 , N o . 1 , p p . 1 0 7 - 1 2 2 . 
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c o n s i d e r a b l e f l u c t u a t i o n . The a n a l y s i s was made f o r o n l y one i t e m . At 
t h e d e c i s i o n p o i n t , t h e company knows t h e e x i s t i n g i n v e n t o r y , t h e c u r r e n t 
market p r i c e , t h e c o s t o f h o l d i n g i n v e n t o r y , t h e c o s t o f s h o r t a g e and 
f o r each p e r i o d u n t i l t h e h o r i z o n , t h e p r o b a b i l i t y d e n s i t y f u n c t i o n s 
f o r t h e p r i c e and t h e requ irement o f t h e raw m a t e r i a l . The d e c i s i o n 
problem i s t h e t i m i n g o f t h e p u r c h a s e s and t h e d e c i s i o n o f how much t o 
purchase when t h e t ime a r i s e s , i n order t o b a l a n c e p u r c h a s i n g c o s t s , i n v e n ­
t o r y c o s t s and s h o r t a g e c o s t s . They d e v e l o p e d a dynamic programming model 
and i t s a n a l y t i c s o l u t i o n . 
Bel lman and D r e y f u s ^ s o l v e d t h e warehous ing problem by dynamic 
programming. T h i s problem can be e x p l a i n e d i n t h e f o l l o w i n g way: g i v e n 
a warehouse w i t h f i x e d c a p a c i t y and an i n i t i a l s t o c k o f a c e r t a i n product 
which i s s u b j e c t t o known s e a s o n a l p r i c e and c o s t v a r i a t i o n s , f i n d t h e 
o p t i m a l p a t t e r n o f p u r c h a s i n g , s t o r a g e and s a l e s , i n order t o maximize 
t h e p r o f i t . In t h i s problem, t h e i d e a i s t o buy t h e produc t a t minimum 
c o s t and t o k e e p i t i n i n v e n t o r y u n t i l i t can be s o l d a t a maximum p r i c e . 
The a u t h o r s assumed t h a t t h e market was u n l i m i t e d . They d i d not c o n s i d e r 
t h e i n v e n t o r y c a r r y i n g c o s t and t h e o r d e r i n g c o s t . 
Eastman-^ s o l v e d t h i s l a s t problem f o r t h e mul t i - commodi ty c a s e . 
The warehous ing problem r e q u i r e s t h e d e t e r m i n a t i o n o f a sequence o f buy 
and s e l l d e c i s i o n s a t d i s c r e t e p o i n t s i n t i m e . By e q u a t i n g p o i n t s i n 
t ime and p o i n t s i n s p a c e , Eastman i d e n t i f i e d t h i s problem w i t h a s p e c i a l 
ease o f t h e s h o r t e s t - r o u t e problem. He c o n s i d e r e d t h e i n v e n t o r y c a r r y i n g 
10. R. E . Bel lman and S . E . D r e y f u s , A p p l i e d Dynamic Programming, 
P r i n c e t o n U n i v e r s i t y P r e s s , p p . 125-131 
1 1 . W. L . Eastman, "A Note on t h e Mult i -Commodity Warehouse Prob lem," 
Management S c i e n c e , V o l . 5» No. 3, pp . 327-331. 
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c o s t i n h i s model . 
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Naddor p r e s e n t e d t h e problem o f i n v e n t o r y sys t ems i n which t h e 
c o s t o f t h e commodity b e i n g r e p l e n i s h e d i s e x p e c t e d t o change . There 
was o n l y one c o s t change and, t h e r e f o r e , o n l y one d e c i s i o n p o i n t . He knew 
t h e p r e s e n t c o s t , t h e c o s t change , and t h e t ime a t which t h i s change would 
o c c u r . He a l s o knew t h e c o s t o f p l a c i n g an o r d e r , t h e c o s t o f c a r r y i n g 
one u n i t i n i n v e n t o r y d u r i n g a p e r i o d , and t h e demand i n each p e r i o d . 
He t r e a t e d t h e demand a s d e t e r m i n i s t i c . The g e n e r a l approach t o t h e 
development o f t h e a p p r o p r i a t e model was t o compare t h e c o s t o f no t t a k i n g 
a d v a n t a g e o f t h e a n t i c i p a t e d c o s t change w i t h t h e c o s t o f p u r c h a s i n g an 
i n c r e a s e d amount j u s t b e f o r e t h e c o s t change . The i n c r e a s e d amount which 
maximizes t h e d i f f e r e n c e between t h e s e c o s t s , g i v e s t h e o p t i m a l s o l u t i o n . 
Naddor s o l v e d t h i s problem f o r both a d e t e r m i n i s t i c c o s t and a p r o b a b i l i s ­
t i c c o s t change . 
B e l l ^ s t u d i e d a s p e c i f i c s i t u a t i o n o f an i n v e n t o r y sys tem i n 
which t h e f i r m has monopoly o f t h e p r o d u c t . I t s s a l e p r i c e i s i n v e r s e l y 
r e l a t e d t o t h e amount d e l i v e r e d t o t h e market . I f t h e produc t i s not s e n t 
t o t h e market i t w i l l have o n l y s a l v a g e v a l u e . The demand i s v a r i a b l e . 
I f t h e number o f p r o d u c t s d e l i v e r e d i s no t s u f f i c i e n t t o s a t i s f y t h e 
demand, an emergency shipment e n t a i l i n g a h i g h e r o r d e r i n g c o s t must be 
made. The f i rm has no c o n t r o l o v e r t h e r a t e o f a r r i v a l s i n t o i n v e n t o r y 
and i t s e e k s t o minimize i t s e x p e c t e d l o s s e s o v e r a d i s t a n t h o r i z o n . 
1 2 . E . Naddor, I n v e n t o r y S y s t e m s , John W i l e y and S o n s , I n c . , p p . 96-102. 
13. D. B e l l , "An I n v e r s e Warehousing Problem f o r I m p e r f e c t M a r k e t s , " 
Management S c i e n c e , V o l . 14, No. 9, PP. 536-5^2. 
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CHAPTER I I I 
DEVELOPMENT OF THE MODEL 
The model t h a t we a r e g o i n g t o d e v e l o p r e p r e s e n t s a procurement -
i n v e n t o r y sys tem i n an i n f l a t i o n a r y economy. S i n c e t h e p r i c e s o f goods 
and s e r v i c e s a r e a l w a y s r i s i n g , t h e important c o s t s o f t h i s sys tem w i l l 
be r i s i n g t o o . As a consequence , t h e s a l e p r i c e s o f t h e p r o d u c t s i n t h e 
sy s t em w i l l have t o be r a i s e d o c c a s i o n a l l y . The d e c i s i o n maker i s f a c i n g 
a dynamic t y p e o f problem. I t i s dynamic i n t h e s e n s e t h a t t h e b e s t 
d e c i s i o n t o be t a k e n a t a d e c i s i o n p o i n t w i l l seldom be t h e same a s t h e 
d e c i s i o n made a t t h e p r e c e d i n g p o i n t . T h i s i s b e c a u s e some o f t h e p a r a ­
meters o f t h e sy s t em have d i f f e r e n t v a l u e s from one d e c i s i o n p o i n t t o 
a n o t h e r . 
D e s c r i p t i o n o f t h e System 
The sys tem t h a t we a r e s t u d y i n g c o n t a i n s a warehouse where i t ems 
a r e s t o r e d i n order t o meet f u t u r e demands. The warehouse may be c o n n e c ­
t e d t o a p l a n t . In t h i s c a s e , t h e i t em c o s t w i l l be i t s p r o d u c t i o n c o s t . 
The warehouse may be a s e p a r a t e e n t i t y ; t h e n t h e i t em c o s t w i l l be i t s 
purchase p r i c e . 
The warehouse has a maximum c a p a c i t y which l i m i t s t h e number o f 
i t e m s ' u n i t s t h a t can be s t o r e d a t one t i m e . A u n i t o f each i t em o c c u p i e s 
a d i f f e r e n t amount o f warehouse s p a c e . We know t h e warehouse c a p a c i t y 
and t h e s p a c e o c c u p i e d by a u n i t o f each i t e m . 
The parameters o f t h e sys tem a r e t h e u n i t c o s t s , t h e i n v e n t o r y 
c a r r y i n g c o s t s , t h e o r d e r i n g c o s t s , t h e backorder c o s t s , t h e l e a d t i m e s 
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and the demands, for all items. As in the basic dynamic model, the 
parameters will have time dependent values. Our model differs from the 
basic model in that in addition to being a multiple item model, it 
considers the sale prices of the items as forming a second group of 
decision variables, and the demands are dependent on these sale prices. 
Therefore, the order quantities and the sale prices must cause the 
maximum profit over the horizon by balancing the revenue from sales, 
including the one at the horizon; the cost of the items; the holding cost; 
the ordering cost and the backorder cost. 
Another difference between the two models is that we have a cons­
traint limiting the space destined to store the items. This constraint 
was included based on the fact that if a decision maker knows about a 
future cost increase of an item, and if the savings obtained by ordering 
more units at a lower cost compensates the consequent changes in the 
other costs,then he will order the maximum profitable amount. Depending 
on the situation, this amount is far beyond the capability of the system 
to store it. 
We can suppose that the system has either been in existence for 
some time in the past or that it is starting to operate now. Basically, 
the reasoning is the same for both cases. In the first case, we will 
probably have a positive inventory level entering our planning interval. 
However, we have to point out that the decisions taken in the past cannot 
be accounted for in our model since these decisions, good or bad, can no 
longer be changed. 
The decision maker can somehow predict the changes in the para­
meters of the items that will occur from the present moment until the 
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planning horizon. The changes in all the costs are predicted in a deter­
ministic way. The demands of the items in each future time period until 
the horizon are predicted using either deterministic values or probability 
distributions. The planning horizon will be the end of the last time 
period where all values of the parameters of the items, including their 
salvage values, can still be predicted. 
The unit cost of an item in any time period is dependent on its 
order quantity. This dependence may not be linear. In practice it is 
shown in the quantity discount structures. There will be a quantity 
discount structure for each time period where no change in this dependence 
occurs. In this structure the possible order quantities are divided into 
intervals. For each quantity interval there is a different unit cost. 
Gf course, as the quantity increases, so that it moves from one interval 
to another, the unit cost will decrease. We will assume that the discount 
given in each interval is for all units ordered and not only for the units 
in-that interval. This type of discount is usually called an "all units 
discount"• 
We stated before that the unit cost of each item increases from 
time to time. We need to clarify that the unit costs of an item, corres­
ponding to the quantity intervals, will all be increased at the same 
moment, and these simultaneous increases will occur from time to time. 
We also stated that the decision maker can predict the changes in the 
parameters of the items. Specifically, the changes in the unit costs are 
predicted in a deterministic way. We also need to clarify that the 
decision maker will predict the changes in the quantity discount struc­
tures of each item, and for each quantity interval of an item in a time 
period, the unit cost is predicted in a deterministic way. 
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The sale price and the demand of an item in a time period are 
related "by a demand curve. Despite the classical name "demand curve 
in reality we do not have a curve between them. Both are discrete 
variables; their correspondence is such that all prices in a price inter­
val will yield the same demand. Since we are ultimately trying to 
maximize profits, we will choose in each price interval the maximum price 
that yields the demand of this interval. Therefore, we will have a one-
to-one correspondence between maximum prices of the intervals and 
demands, i.e., for each maximum price only one demand will correspond 
and vice-versa. It is possible to construct a table for an item in a 
time period showing these pairs of values, and the decision maker will 
have to decide which pair to select from the table. 
In the last paragraph, we talked about the demand as a determin­
istic value. If we treat it as probabilistic, for the maximum price of 
each interval we will have a probability distribution of the demand. In 
this situation, the decision maker will still have to choose a price 
among some selected values instead of among all possible prices. However, 
associated with each choice there will be a probability distribution of . 
the demand. 
As mentioned in the first chapter, the decision maker can increase 
the sale price of an item at any moment by an amount that makes him 
certain the demand will remain constant, or he can raise the sale price 
beyond this point by different amounts and obtain decreased demands. We 
also mentioned that this decrease in demand will be temporary; with new 
salary increases, the demand reacts progressively. All these facts are 
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expressed when the decision maker constructs tables of correspondence 
between sale price and demand of an item in a time interval. If we 
examine the tables of an item, we will verify that in any two consecutive 
time intervals for a fixed sale price the demand is increasing or re­
acting, as we said before. We will also verify that for a constant demand 
the sale price will never be decreasing. 
The lead times of the items may be treated either as deterministic 
or as probabilistic values. This investigation will only consider situa­
tions where lead time is treated as a deterministic value. From one 
decision point to another, it is possible to have different values for 
the lead time of an item, but there is an assumption that they are such 
that orders cannot cross. A result of this assumption is that we are 
certain that no orders of an item placed in the past will arrive after 
an order of this item placed during our planning interval has arrived. 
A set of decision points will be chosen to guarantee no change in 
the tables relating unit cost and order quantity, and no change in the 
ordering costs of items between two consecutive decision points. After 
obtaining the arrival times of the items' orders, by adding the decision 
times to the respective lead times, the decision points also guarantee 
no change in the inventory carrying cost, the backorder costs and the 
demand curve of an item, during any interval between two consecutive 
arrival times of this item. All this can be accomplished by chosing 
convenient small time intervals between the decision points so that all 
changes will occur at the decision points or at the arrival times. 
Note that neither the decision points nor the arrival times need 
to be equally spaced. A period of an item is the time interval between 
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two consecutive orders' arrivals of this item. Note that the periods of 
an item do not necessarily have the same value. Note also that the periods 
of different items related to the arrivals of orders that were placed in 
the same two decision points, are not necessarily coincident. Further­
more, due to the differences in the items' lead times in a decision point, 
decisions for all items in the last decision points may not be required. 
If such decisions were required, some orders might arrive after the plan­
ning horizon. Of course, it is possible to place an order for at least 
one item at the last decision point and this order will arrive before the 
horizon. Also, at least the order placed in the first decision point for 
each item, will arrive before the horizon. 
In reality, if no item becomes obsolete at the horizon and the 
system continues to exist after this time, there will be decisions for 
all items in the last decision points. Nevertheless, with the forecast 
of the items' parameters that we now have, it is only possible to plan 
for this horizon, even if for some items we know parameter values beyond 
this point. It is quite probable that after solving this model, only 
the decisions of the first decision points will be used. After some 
time, with new forecasts, better knowledge of the future will be obtained, 
and with data representing the new situation the model will be solved 
again. 
In the case where the system continues to exist as it is now 
after the horizon, the salvage value, in spite of its name, does not 
represent the price at which the item will be discarded at the horizon, 
since no units will be discarded. In this case, a minimum value of the 
salvage value can be the item's cost at the last decision point at which 
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an order for it was placed. 
Model with Deterministic Demands 
First, let us construct a model for the case where the items' 
demands, in addition to all the costs in each time interval where no change 
occurs, are considered to "be deterministic values. In this model, instead 
of using a "backorder cost, we will assume that the decision maker wants 
no item to be out of stock when a demand for it occurs. 
We will find that there are n times ui» u2»•••* u n *iurinS our planning 
period that satisfy the conditions imposed on the decision points. The 
time u (u>u n) satisfies the requirement for a planning horizon. We have 
m items in the system. The lead time of an order of item i placed at the 
decision point u. will be v"̂  and the correspondent arrival time will be 
tj=u^+v^. Note that v"̂  ns;a deterministic value, but the lead time of 
an item is permitted to vary from one decision point to another. For 
the first decision point u-̂ , we will have m lead times: v-j_,v-j_,...,v-j_, 
which create the arrival times: t^,t^,...,t^. All these arrival times 
are smaller than the horizon. As we mentioned before, in some decision 
points excluding the first, it will probably not be possible to place 
orders for all items. An order for item i can only be placed until the 
decision point u n , because the orders' arrival times for this item placed i 
in this point and in its successor, have the following relationship with 
the horizon: tj <C u<tj^ +^. Recall that we made the assumption that the 
orders cannot cross. We shall point out that, even when it is possible 
to place an order for an item in a decision point, it may not be profit­
able to do so, and the order will not be placed. From the preceding 
explanations, it becomes apparent that n is equal to the maximum n^ for 
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all 1. 
The order quantity of item i to be placed at the decision point 
U j will be called Qj. The unit cost, as a function of the order quantity, 
and the cost of placing an order of item i at the decision point u^ will 
be Gj(Qj) and Aj, respectively. We shall remember that Cj(Qj) and Aj 
are deterministic values, but the unit cost for a fixed order quantity, 
and the ordering cost of an item are allowed to vary with j. 
We shall define the period j of item i as the time from tj to 
tj+-j_; it is represented by Tj=tj+]_-tj. Suppose that t^+]_=u, for all i. 
Note that there are n^ periods for item i. Note also that the order 
quantity Qj will arrive at the beginning of period j, since its arrival 
time is tj. Let L̂ " be the unit salvage value of item i at the horizon. 
The inventory carrying cost of item i in period j will be H"̂ . The demand 
of an item in a period will be a function of the chosen sale price. If 
we call the sale price of item i in period j then the associated 
demand will be Dj(Pj). It will be recalled that Hj, and the pairs of Pj 
and Dj(Pj') are deterministic values. However, the inventory carrying 
cost, and the pairs of the sale price and the correspondent demand of an 
item may vary from one period to the next. Let I^ be the opening inven-
tory level of item i in period j, before the arrival of the order expected 
for this period, and considering only the inventory on hand. This level 
is the same closing inventory level of the preceding period. Hence the 
material balance equation for item i in period j is: Ij+i=Ij+Qj—Dj(Pj). 
The values of I]_, l]_,..., l]_ are known deterministic values. Consider 
Î jj+1 as the inventory on hand of item i at time u. This inventory will 
be sold at the unit salvage value of item i. For the deterministic demand 
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situation, the fact that the decision maker requires that all units of 
the items at the horizon be sold, implies that the inventories on hand 
of the items at this time may vary. It can be possible that the decision 
maker, instead of requiring that all units of the items at the horizon 
be sold, will stipulate an inventory level for each item at this time, 
i.e., the value of In\+i f° r each i will be fixed. 
The demand rate of item i in period j will be written dj(Pj,t). 
Observe that the demand rate is a function of time, as well as a function 
of the sale price. The demand of item i in period j is related to this 
demand rate in the following way: 
Since the demand is a function of the sale price, then the demand rate 
will be too. The demand of item i from the beginning of period j until 
any time t within this period, will be given "by 
Since the inventory on hand of an item at the beginning of a period 
is equal to its opening inventory in this period plus its order quantity 
expected for this period, then the inventory on hand of item i at any time 
t within period j will be 
f1 dj(Pj.t) dt (1) 
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If we call Ii the average inventory on hand of item i during period j, 
we will have 
J 3 
± 4 ( p J,y) dy dt 
dt 
(2) 
Therefore the inventory carrying cost of item i in period j will be 
J j 0 I* + Qi - 1 
3 
i dj(pj.y) dy dt 
If we apply the material balance equation, we obtain 
The term Hj Ij+i I s the inventory carrying cost in period j for 
those units of item i carried into period j+l. The other term in the 
expression above represents the cost of carrying D^(P^) units of item i, 
each one during a different time period smaller than period j. This is 
explained because these units will be demanded at different points within 
this period. In the basic dynamic model mentioned before, this last 
carrying cost was not included in the cost expression that was going to 
be minimized. The reason for this was that this cost is independent of 
the order quantities and it cannot be avoided, since the D^(Pj) units of 
item i demanded in period j must be on hand at the beginning of this 
period. However in our case, since the demand is a function of the sale 
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price, this part of the carrying cost must be considered. For different 
sale prices we will have different demands and different demand rates, 
and therefore, different values for this term. 
The decisions to be made concerning the order quantities and the 
sale prices of item i, will have no influence over the inventory carrying 
costs incurred from the first decision point u-|_ until the related arrival 
i i i time t-̂ . Since these costs are independent of QJ and P"^, they need not 
be included in the carrying cost expression of this item. The only 
carrying costs of item i that are relevant are those incurred between 
t̂  and u, or in other words, those incurred in the periods of this item. 
Remember that: 
Therefore, the inventory carrying cost of all items in their periods will 
be the carrying cost to appear in our model: 
u - ̂  = (u - 4 ) +.(ti - t^l) + 
. dj(Pj.y) dy dt 
i=l j=l 
The cost of the items to be ordered during the planning period is 
The ordering cost of these items is 
m n 
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i i i i where Rj = 0, if Qj = 0; and Rj = 1, if Qj J> 0. Analogous to the inventory 
carrying costs, the revenue from sales of an item in our interest are those 
incurred in the periods of this item. The decisions to be found for an 
item will not influence the revenue obtained before the first period of 
this item. The revenue from sales of all items in their periods is 
m n* 
Z Z p^j(i'j) 
i=l j-1 
The salvage value of all items left over at the horizon is 
m 
Z ^ I n i + l 
i=l 1 
Calling G the profit of all items, we obtain the expression of 
our model with deterministic parameters: 
_ Y \ Y L ~i ~i/«ix ~i ^i/^iv .1 ~i ..l I _i _i 
i-i \ j-1 h + «j -
± d.j(Pj,y) dy dt (3) 
Note that the expression inside the exterior set of parentheses repre­
sents the contribution of item i to the profit. Our objective is to 
maximize the profit G by making decisions about the sale prices and the 
order quantities of the items in their periods. This maximization is 
subject to the following groups of constraints. 
1. The non-negativity constraints of the order quantities: 
4 Q"!j ̂  0, for i = 1,2,... ,m, and j = 1,2,... ,n^ 
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2. The no stockout constraints of the items in their periods: 
Ij + Qj ^ Dj(Pj^» f G r 1 = ifZf'tKf and j = 1,2,...,^ 
3 . The last group of constraints are due to the restricted ware­
house space. Let us call ŵ- the space occupied by one unit of item i 
in cubic units, and W the warehouse capacity also in cubic units. The 
most probable times at which the warehouse capacity could be exceeded 
are the arrival times of orders of the items. If we are sure that at 
these times this constraint is not violated then it will never be violated. 
i' 1' 
Imagine that at time tji an order of item i' will arrive. Time t̂ , is the 
beginning of period j' of this item. At this same moment, each of the 
other items will be within one of their periods. Let us call the period 
i' 
in which item i will be when the system is at time t^ i . Note that the 
value of may vary as i varies, what means that different items may be 
i' 
in periods of different numbers at time tj t. Different items may also 
be at different points within their periods. One may be near the begin­
ning of its period while other may be near the end. By coincidence, 
another may even be at the beginning point of a period as item i' is. 
i* 
Then the inventory on hand of item i at time t w i l l be 
Hence the warehouse capacity constraints are 
< w ( 4 ) 
for i' = l,2,...,m and j' = 1,2,••.,n^i. Observe in the summation that 
28 
one of the values that i will take is i*. In this case j^i will be 
the same j 1• 
Some simplifications will be obtained in this model if we assume 
that the demand rate of an item at any period is a value independent of 
the time within the period. It will be called dj(Pj). In this situation 
the demand of item i in period j from (l) 1^ will be given by DjC^j) s 
= d̂ (P"i) T^. Observe that with this assumption the demand is a linear 
function of the time. The average inventory on hand of item i during 
period j from (2) will be 
7 1 = I1. + - J J 3 = A + Q\ - J 3 • 1 j IJ + QJ „ IJ + QJ — 
Therefore, the total profit from (3) will become 
i=l [_ 
(5) 
The constraints due to the warehouse capacity from (4) will be modified 




for i' = l,2,...,m, and j' = l,2,...,ni( 
14, Number in parentheses refers to an expression already shown. 
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Model with Probabilistic Demands 
The model that we are going to develop in this section considers 
item demand as probabilistic. All the costs in each time period in 
which no change occurs are still treated as deterministic values. 
When the demand for an item cannot be satisfied by the system due 
to shortage of this item it is assumed that backorders occur. However 
the system will incur an extra cost. The cost of a backorder has two 
components. One is a fixed cost and the other is proportional to the 
length of time for which the backorder exists. 
As before, the decision points will be called u-p^,.. .un. By 
changing the origin in the time scale it is advisable to make u-̂  - 0. 
The planning horizon will be time u. There are m items in the system. 
The lead time of an order of item i placed at the decision point U j will 
•* i i be called vj, and the corresponding arrival time, t̂  = u^ + vj* 
lead times of an item are such that orders cannot cross. The last 
decision point at which an order of item i can be placed so that it will 
arrive before the horizon, will be u n^. We know that at least the order 
placed in the first decision point for any item, will arrive before the 
horizon. Period j of item i will be the time between the arrival times 
tj and ij+i» it will be represented by T* = tj+l " tj* Assume that 
t^+i = u, for all i. Observe that there are n^ periods for item i. 
The order quantity of Item i to be ordered at the decision point 
u. will be called Q^. This order quantity will arrive at the beginning 
of period j. The unit cost as a function of the order quantity, and the 
ordering cost of item i at the decision point u^ will be denoted by 
Gj(Qj) and Aj, respectively. The unit salvage value of item i at the 
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h o r i z o n w i l l be L . A l l u n i t s l e f t o v e r a t t h e h o r i z o n w i l l be s o l d a t 
t h i s p r i c e . The h o l d i n g c o s t o f i t em i i n p e r i o d j w i l l be w r i t t e n H j . 
The f i x e d c o s t of a backorder o f i t em i i n c u r r e d i n p e r i o d j w i l l be Kj 
and t h e c o s t o f a u n i t y e a r o f s h o r t a g e w i l l be c a l l e d J j . Suppose P j w i l l 
be t h e s a l e p r i c e o f i t em i t o be chosen f o r p e r i o d j . The demand of i t em 
i d u r i n g p e r i o d j w i l l be a f u n c t i o n o f t h e chosen s a l e p r i c e ; i t w i l l be 
w r i t t e n D^(P^) . However, f o r a f i x e d v a l u e o f P^, D^(P^) i s now a random 
v a r i a b l e f o l l o w i n g a p r o b a b i l i t y d i s t r i b u t i o n f u n c t i o n . The e x p e c t e d v a l u e 
o f t h i s v a r i a b l e w i l l be r e p r e s e n t e d by D^(P"^). The d e c i s i o n maker knows 
t h e demand d i s t r i b u t i o n f o r each s a l e p r i c e o f an i t em i n a p e r i o d . 
D i f f e r e n t from i t s meaning i n t h e d e t e r m i n i s t i c demand c a s e , I j 
now r e p r e s e n t s t h e i n v e n t o r y p o s i t i o n o f i t em i a t t h e d e c i s i o n p o i n t U j 
p r i o r t o p l a c i n g an order o f t h i s i t e m . I n v e n t o r y p o s i t i o n means t h e 
amount on hand p l u s t h e amount on order minus t h e b a c k o r d e r s . The v a l u e s 
of 1^ a r e known f o r a l l i . Because of t h e s t o c h a s t i c demands o f t h e 
i t ems i n each p e r i o d , t h e ending i n v e n t o r i e s a t t ime u cannot be s t i p u ­
l a t e d . 
The e x p e c t e d demand r a t e o f i t em i i n p e r i o d j w i l l be denoted by 
3 . ^ ( P ^ ) . Observe t h a t we c o n s i d e r t h e e x p e c t e d demand r a t e o f an i t em 
i n a p e r i o d a s a f u n c t i o n o f t h e s a l e p r i c e o n l y . I t w i l l not be a 
f u n c t i o n o f t h e t i m e w i t h i n t h e p e r i o d . T h e r e f o r e t h e e x p e c t e d demand 
o f i tem i i n p e r i o d j w i l l be 
6 5 ( P J ) = a ^ ) r i 
S i n c e t h e e x p e c t e d demand of each i t em i n each o f i t s p e r i o d s w i l l be 
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predicted, the expected demand rates of the items in their periods will 
automatically be predicted too. We then know the expected demand rates 
of item i for the time interval from its first period to its last period, 
that is to say from time t̂  to time u. It will also be necessary to 
predict the expected demand rates for the interval from time u-j_ to time 
t^. This interval will be divided in a certain number of periods, in 
each of which the expected demand rate can be considered constant. This 
number of periods is called Observe that for different items these 
periods may be completely different, and even the number of them may be 
different. The first of these periods of item i, the one beginning at 
time u-p will be called period -q^; the following will be called period 
-(q^-l); until the last period which ends at time t̂  and it will be called 
period -1. The beginning of period -k of item i will be called time 
t^. Of course = u-̂ . Period -k of item i will be represented by 
== t^k_2.) " tik* T n e expected demand rate of item i in period -k 
will be called d^. 
At this point, the same reasoning used by Hadley and Whitin"^ will 
be applied in order to obtain the mean demand rate of an item in the time 
interval from a decision point to any time within a certain period of 
this item. The order for this item which was placed at that decision 
point arrives at the beginning of this period. First pick two consecutive 
decision points, for example, u^ and uj +^» T n e lead times of the orders 
of item i placed at these decision points are v^ and v j + ^ which create 
the arrival times tj and t^+^. The decision point U j is within period -k 
15~* G. Hadley and T. M. Whitin, "A Family of Dynamic Inventory Models," 
Management Science, Vol. 8, No. 4, pp. 458-469. 
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of item i. The expected demand of item i from time Uj to time tj+]_ 
is given by 
+ a1 •-(k-i) T-(k-D + + a1 T 1. i± + aj(pj) rl + 
+ • • • + a* (P1. N ) T 1 _ + ^ ( P 1 ) T^ 
3-1 3-1 J-l 3 3 3 
If we divide the expected demand shown above by (tj+]_ " uj)» w e will 
obtain d^. This value represents the mean rate of demand of item i 
3 
i 
which if maintained constant from time u^ to time t would yield a 
probability distribution for the demand identical to the distribution 
obtained by the time varying rate of this item over the interval. Note 
that d̂  is dependent on the sale prices of item i for periods 1 through j. 
Using the same situation just explained, suppose now that time t 
is a time within period j of item i. Similarly we will define d£ by the 
following relationship: 
Unfortunately, as we vary t within period j the value of d varies too. 
We shall assume that the value of dh may be used over the whole period j. 
In the same way in which the cited authors defended this assumption, we 
will write that if u^ and uj+-]_ & r e chosen to be sufficiently close together, 




of i t em i from t i m e u . t o any t i m e t w i t h i n p e r i o d j w i l l be g i v e n by 
— i d . ( t - u - ) « L e t u s d e f i n e by p J J x; d j (t - uj) t h e p r o b a b i l i t y t h a t x u n i t s o f i t em i w i l l be demanded i n t h e i n t e r v a l from t h e d e c i s i o n 
p o i n t U j t o any t i m e t w i t h i n p e r i o d j . 
The i n v e n t o r y p o s i t i o n of i t em i a t t i m e U j a f t e r any order i s 
p l a c e d w i l l be I j + Q j . Observe t h a t a l l u n i t s on order o f i t em i a t 
t h e d e c i s i o n p o i n t U j p r i o r t o p l a c i n g t h e order q u a n t i t y Q j . must 
a r r i v e b e f o r e t h i s order q u a n t i t y , i n o t h e r words b e f o r e t h e b e g i n n i n g 
o f p e r i o d j o f i t em i . T h i s happens because we^made t h e assumpt ion t h a t 
t h e o r d e r s cannot c r o s s . T h e r e f o r e , i f x u n i t s o f i t em i were demanded 
from t ime u . t o a t i m e t w i t h i n p e r i o d j , t h e n t h e i n v e n t o r y on hand o f 
«j 
1 i i i 
t h i s i t em a t t ime t w i l l be e q u a l t o 1^ + Q^ - x , i f x ^ I ^ + Q"-; and e q u a l 
t o z e r o , i f x > I j + Q j , A l s o , t h e number o f b a c k o r d e r s o f t h i s i t em a t 
t i m e t w i l l be e q u a l t o z e r o , i f x ^ I j + Q j ; and e q u a l t o x - I j - Q j , 
i f x>I"^ + Q" .̂ The e x p e c t e d i n v e n t o r y on hand o f i t em i a t any t i m e t 
w i t h i n p e r i o d j w i l l be 
x=0 
( I j + Q j - x ) p x ; d* ( t - U j ) ( 7 ) 
The e x p e c t e d c o s t of c a r r y i n g i n v e n t o r y o f i t em i i n i t s p e r i o d j i s 
then 
-{ f 1 Z j ( I - + - x) p f x ; d* ( t - u ) 
T . / T1. x=0 3 3 L 0 J _ 
.1 
nt r- OO 
dt = 
T V 
. J I * + Q^ - d̂  (t - u.) +' 2U (x - 1^ - Q,) p|x; d̂  




I. + + d* u. 




(x - * 0 x; (t dt 
Observe that 
00 
x; dj (t - U j ) (8) 
is the expected number of backorders of item i standing on the books at a 
time t within period j. Therefore Bj(lj + Q̂ j, ij + 1» "tj) is the expected 
unit years of shortage of item i incurred in period j. 
As in the deterministic demand case, the decisions to be made 
concerning the order quantities and the sale prices of item i, will have 
no influence over the inventory carrying costs incurred from the first 
decision point u^ until the related arrival time t^. Then, these costs 
need not be included in the carrying cost expression of this item. The 
only relevant carrying costs of item i are those incurred between t^ and 
u. Hence, the expected inventory carrying cost of item i to appear in our 
model will be 
ah j=l 
The expected number of backorders of item i incurred during period 
j is equal to the difference between the expected numbers of backorders 
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of this item at the times tj+-|_ and tj. Hence, the expected number of back-
orders of item i incurred during period j is given by 
OO 
•J (x - 14 - <&) p x=Ij+Qj+l 
OO 
x; d) (tjj+i - U J ) 
x=Ij+Qj+l 
oo 
i i v f -i , 1 " .x - Ij - Qj) p|x; dj (t. - Uj)_ 
x=Ij+Qj+l 
( x - l J - Q ^ p x ' *j " Uj) 
- P 
The expected backorder cost of item i for period j will be written 
With the same reasoning used for the carrying cost, we can conclude that 
the only relevant backorder costs of item i are those incurred between 
t̂  and u. Thus, the expected backorder costs of item i to appear in the 
model will be 
The cost of item i and of its order during the planning period is 
n. 
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where R1. = 0, if = 0; and R^ = 1, if Q^>0. 
J J J *J 
The revenues from sales of Item 1 in our interest are also those 
incurred from time t̂  to time u. A change in the sale price of an item 
is possible between the annotation of a backorder of this item and the 
time at which the backorder is satisfied. It will be assumed that the 
sale price of a backordered item will be the price when the respective 
demand occurred. This assumption is quite reasonable because, if the 
customer knows that by backordering he may have to purchase the item at 
a higher price while he can "buy now elsewhere at the present price, then 
he will never place a backorder. If there were no backorders of item i 
standing on the books at the horizon, then the expected revenue from 
sales of this item would be P^ M(PJ). However, there is a chance 
j=l ° 3 3 
of having some backorders of this item at the horizon, and then not all 
of its demands will be satisfied by the horizon. The part of the shown 
expected revenue that corresponds to these unsatisfied demands must be 
subtracted. Since the expected number bf backorders of item i on the 
books at the horizon can be obtained by (8) and accepting P^ as a good 
t X1i 
representation of the price that these unsatisfied demands would have 
bought this item, then the expected revenue from sales of item i will be 
OO 
i *i, iv i ^N"1 / i i v f -i / f 
j=i J J 1 x=i* +oi +i 1 1 L 1 i-J 
i i 
We referred to P^ as being an approximation because it may be possible 
that some of the backorders at the horizon will not come from the last 
period. However, because a backorder will continue to exist during the 
next period only if the order quantity which has just arrived is not 
3? 
sufficient to satisfy all backorders at this time, there is a great 
probability that all backorders at the horizon will originate from demands 
of the last period. 
The expected salvage value of item i at the horizon will be 
ii +oi li 
i 
Observe that as it is shown by (7), the summation represents the expected 
inventory on hand of item i at the horizon. 
If we call Z j the demand of item i from the decision point U j 
to the other decision point uj +i» then the material balance equation of 
item i for these decision points will be Ij+i = Ij + Qj - Z j « The 
i f i -i 1 probability that Z j units will be demanded is p Z J ; bj (UJ+-J_ - U j ) , 
where bj is the mean demand rate of item i in the time interval from 
time U j to time uj+i» The determination of bj is analogous to the 
—i —i determination of dj. The difference is that bj is related to the time 
from u • to u.,-,, and d"i is related to the time from u • to t̂ . n. If 
we assign a value for the demand of item i in each time period between 
two consecutive decision points, then we will obtain a set of demands 
for this item. Since item i will use only the n^ first decision points, 
there will be n^-1 values in its set of demands. The probability that 
a given set of item i, represented "by zi» z2' , # # # , znj-l' w i l^- 0 G G U r I s 
given by 
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Observe that for a given set of demands of item i the values of I^tl^f-t 
1^ become functions of the order quantities only. 
ni 
The sum of the products of a set's probability and the item profit 
related to this set, for all possible sets of demands for item i, is the 
expected profit of item i. Finally, calling G the expected profit of 
all items, we write the expression of our model with probabilistic demands: 
I 
G = X) 1 Zll P *j (ui+l - uj) i=l a l l z ^ O \ .1=1 L J J J -1 J J 
j=l,2,..,nr] 
a1. 




( l n i + S " X) PLX; S (U " U n i }J - P A -̂ n̂  ̂ n^ (x -
- In± " P x; dj^ (u - u n i) ( 9 ) 
Note that the expression inside the exterior set of brackets represents 
the contribution of item i for the expected profit. If the probabilities 
x; dj" (t - U j ) for each t within period j are assumed to be Poisson 
probabilities, then the expressions containing them as B.(l- + Q"̂ , t.,-, , t\\) 
1, 1 1 1 i x and Ej(Ij + Qj, tj+i» ^j) can be transformed using some properties of the 
Poisson distribution. These transformations are well accepted because 
the Poisson distribution is a good representation of the real world demand 
39 
distribution. They also have the advantage that the expressions come 
ready to be evaluated needing only the values of the parameters. An 
expression similar to Bj(lj + Qj, tj+-L, tj) when the demands are assumed 
to be Poisson distributed can be found in Hadley and Whitin's book1^. 
Our objective is to maximize the expected profit G by making 
decisions concerning the sale prices and the order quantities of the 
items. This maximization is subject to the following groups of constraints. 
1. The non-negativity constraints of the order quantities: 
Q^S^O. for i = 1,2,...,m, and j = 1,2,. ...r^. 
2. The warehouse capacity constraints. In the present case, these 
constraints will be slightly modified. Since we are now dealing with 
stochastic demands we can work with expected values; however, it is 
impossible to guarantee that the warehouse capacity will not be exceeded. 
In reality, there is another way to guarantee this, but its use is far 
beyond economic justification. This way would prevent an overflow of 
the capacity even for the worst demand situation. The worst situation is 
one in which the demands of all items from the first decision point u-̂  
to the horizon u are equal to zero, because all orders will be accumulating 
on the shelves without being touched. However, it is not necessary to 
work with this restriction. It is avoided by accepting the following 
premise: the decision maker never wants the space occupied by the average 
inventory on hand of all items to be greater than the warehouse capacity. 
Suppose that there is an extra space not included in the warehouse 
capacity that the decision maker reserves for cases in which the demands, 
167" G. Hadley and T. M. Whitin, Analysis of Inventory Systems, p. 3^7 • 
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due to their uncertainty, cause an overflow in this warehouse capacity. 
At this point, we can apply the same reasoning used in the deter­
ministic demand case. Let us call ŵ- the space occupied by one unit 
of item i in cubic units, and W the warehouse capacity, also in cubic 
units. If we assure that at the arrival times of orders of the items, 
this constraint is not violated then it will never be violated. Imagine 
i' that at time t., an order of item i' will arrive. This time is the «j 
beginning of period j' of this item. At this same time, item i will 
be at some point within its period, j^. From (7) the expected inventory 
i' 
on hand of item i at time ty will be 
-pi ^i 
' ri /.i' 2 j (I * + Qj - x) p 
x=0 Ji Ji 
x; d. (t., - u. ) 
Hence the warehouse capacity constraints are 
X! w 1 2l (A* + ^ - x) p 
i=l x=0 J i J i 
-1 / 1' x; d^ (ty -
for i' = 1,2,...,m and j' = 1,2,...,n^i. 
An Approximate Model 
If we make the assumption that it is possible to choose equally 
spaced decision points and that the lead times of all items are multiple 
values of the interval between consecutive decision points, then a model 
that simplifies the solution procedure will be obtained. With these two 
conditions satisfied, the arrival time of an order placed at a certain 
decision point will be coincident with a future decision point. Also the 
arrival times of different items' orders, not necessarily placed at the 
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same decision point, will be the same. 
Due to these assumptions, we can construct the model working only 
with the arrival times. At the times t-pt^,. • • ,tn orders of all items 
can arrive. We are sure that it is still possible to place n orders of 
an item and these orders will arrive at the n arrival times. As in 
the preceding sections when we selected the decision points, when we now 
choose the arrival times we must guarantee no change in the inventory 
carrying charge and the demand-price table of an item during the time 
between two consecutive arrivals. The arrival times must also guarantee, 
after finding the related decision points, that there will be no change 
in the tables relating unit cost and order quantity and no change in 
the ordering charges of the items during the time between two consecutive 
decision points. 
We will call the time between the arrival times tj and t 
period j. The planning horizon is the end of the last period in which 
the parameter values of all items can still be forecasted. Note that 
the length of the periods is constant. The period will be represented 
by T = t2 - t-j_ = ,.. = tn+-L - t n 9 where t n +^ is the horizon. Note also 
that now the periods are commom to all items, so that during the 
planning period the items will have the same number of periods, n. 
In this model, the items' demands in each period, in addition to 
all the costs, will be certain known values. It will be assumed that the 
decision maker wants no item to be out of stock when a demand for it 
occurs. 
Qj is the order quantity of item i, to be placed at the decision 
point, which assures that this order will arrive at the beginning of 
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period j. The unit cost as a function of the order quantity, and the 
cost of placing an order of item i at the decision point which assures 
i i 
this order's arrival at the beginning of period j, will be Cj(Qj) and 
A"̂ , respectively. The carrying cost of item i in period j will be 
denoted "by H^. The sale price of item i in period j and its associated 
demand will be represented by Pj and Dj(Pj). The unit salvage value of 
item i at the horizon will be written L 1. Let 1^ be the inventory on 
hand of item i at the beginning of period j, before the arrival of the 
order of this item expected for this period. Consider 1^+1 as the 
inventory on hand of item i at the horizon. This inventory will be 
sold at the unit salvage price of item i. The space occupied "by one 
unit of item i will be w 1 cubic units. The warehouse capacity will be 
W cubic units. Let us call G the profit of all items in all periods. 
The demand rate of an item at any period is independent of the 
time within the period. The model that we must develop here, is quite 
similar to the one shown by ( 5 ) . Following the same steps that were 
followed in the deterministic demand model, we will arrive at almost the 
same expression. The difference, which is interesting to note, is that 
the upper limit of the second summation sign is now independent of the 
item. Due to this independence we can interchange these summation signs, 
obtaining the following equation which represents the approximate model. 
n / m r 
Q = ^ T>i T-vi/r>i\ r v i «i/^i\ 4i r>i 
H. 
- - ^ - H M + Z J L 1 ii+l (10) 
2 - 1 
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Observe that the expression inside the exterior set of parentheses 
represents the profit of all items in period j. 
Our objective is to maximize G. The decision variables are Qj 
and Pj, for all i and all j. This maximization is subject to the following 
groups of constraints: 
1 . The non-negativity constraints of the order quantities: Q"~^0, for i = l,2,...,m, and j = l ,2,...,n. 
2 . The no stockout constraints: 
*j + Q j (Pj) 9 for i = l ,2,...,m, and j = 1,2,...»n. 
3. The warehouse capacity constraints. From (6) we obtain 
m 
W 1 (ii + Q ^ W , for j = l ,2,...,n. 
1 = 1 3 3 
i 
In this situation the maximum inventory on hand of the items in a period 
will occur at the same moment, i.e., at the very beginning of the period. 
The assumptions on which this approximate model is based, are not 
difficult to accept. The simplification in the solution procedure made 




DYNAMIC PROGRAMMING SOLUTION 
The principles of dynamic programming can he used to solve the 
problem presented in the preceding chapter. The use of dynamic program­
ming to solve dynamic problems, including inventory dynamic problems, 
is well known. First, a procedure is shown for solving the approximate 
model. This model is the easiest to solve and its solution helps to 
acquaint u s with s o m e features of the d y n a m i c p r o g r a m m i n g a p p r o a c h . 
Solution of the Approximate Model 
The stages of the dynamic programming type of problem represent 
the periods. The decision variables of a stage are the order quantities 
and the sale prices of the items related to the period corresponding to 
this stage. The states of a stage represent all combinations of the 
opening inventories on hand of the items in the period corresponding to 
this stage, before the arrivals of the orders of these items expected 
for that period. The backward procedure is applied in this solution 
since we know the opening inventories on hand of the items in the first 
period. By backward procedure, we mean that the first stage represents 
the last period, the second stage represents the period before the last, 
and so on. A forward procedure cannot be applied because we do not know 
the inventories on hand at the horizon. 
The profit of all items in period j is a function of the 
inventories on hand entering this period, and a function of the decisions 
4-5 
to be made concerning order quantities and sale prices, related to this 
1 m l 
period. Let us call the profit of all items in period j Gj(lj,...,Ij,Qj, 
...,Qj,Pj,...,Pj). Then as we observed following (10), we have 
G j (lj,...,Ij, Q j, • • •, Q, j ,Pj,...,Pj) — 
= S( p5 DS(P5> - QJ -44- 4 [4 * «S - ̂ ] ] <*> 
Let us also call the gain from sales of the items at the horizon 
^l^n*!'*'' ̂ n+l)' T h e n w e h a v e 
m 
Gn+l(In+l» • • • ̂ n+l^ = S L i ln+ 1 ( 1 2 ) 
i=l 
Now let us define the following function, for k - l,2,.*.,n. 
Fk(l^,...,lJJ) = maximum \ ^ G^(lj,...,Im,Qj,...,Q™,Pj,.... 
Ql,...,Qm,P]:,...fPmU=k 
J J J J 
for j = k,...,n 
Pj) + Gn+l( In+l , c"' 9 ln+l) 
This maxteization is subject to the following groups of constraints. 
1. Qj^O, for i = l,...,m, and j = k,...,n. 
2. Îj + Q^Dj(P^), for i = l,...,m, and j = k,...,n. 
3 . vT ( I . + Q,)^W, for j = k,...,n. 
i=l 
1 m 
The interpretation of F k ( l k , . . . i s the maximum profit of all items 
for periods k through n, including the gain from sales at the horizon, if 
the inventories on hand of the itans at the beginning of period k are 
T_k,...,Ik. The values of Ij for i = l,.,.,m and j = k,...,n, must satisfy 
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the material balance equation ^+1 = A + " Dj^ Pj^* T h e v a^- u e s o f 
1 m 
are known. Note that the maximum profit of all items in all 
% , 1 m . periods, which is called G , is equal to . . , , . 
At this point, we will obtain the recurrence relationship. For 
k = 1,,,.,n-l 
Fk(l^,...fI™) = maximum < Gk(lk,....Ifc.Qfc,•••»Qk»pk»•••»pk) + 
Qk»»»«»QkfPk?«««»pk 
+ maximum | ^ Gj(lj,...,Im,Qj,...,Qm,Pj,....Pj) + 
Ql nm pi pm \j=k+l H .t • • • tHit*j» • • • t*j w 
for j = R+l,...,n 
, 1 m _ 
+ Gn+l^In+l»••«,»In+l', ( " 
IJ 
- maximum < G^(l f̂...,I™,Q f̂... ,Q™,P^t... fpJJ)- + 
^k' * * *' ̂ k' ̂ k»• • • • ̂k -̂
+ Fk+l(Ik+l»***»Ik+l)j> (13) 
If we define a function Fn+^(l^+^,...,Ira+-^) as being identical to 
I ' m 
^n+l^n+1* *' * '-̂ n+l̂ 9 " t n e n " t n e flna-l equation above also holds for k = n. 
A set of values of Ik,...,Ik forms a state of period k. A set of values of 
Qfc»•••»Qk»^k»•••,Pk f ° r m s a decision of period k. When solving the model 
at period k, we know all states of period k + 1. We also know for each 
state, the maximum profit from period k + 1 to period n, and the decisions 
that bring this profit. Using these data we must find for each state of 
period k, the maximum profit from period k to period n, and the related 
^ 7 
decision at period k. This is the point at which recursive reasoning is 
applied. A state of period k is connected with some states of period 
k + 1 "by means of the material "balance equation. Showing this connection 
explicitly in (13) we obtain the final form of the recurrence relationship. 
For k = 1,...,n 
Fk(lk,...,Ik) = maximum «| Gk(lk,... ,Ik,Qk,... ,Qk,i^,... , P ^ ) + 
Q k , . . . . Q k . P k , . . . » P k 
+ Fk+i ^ k ^ k ^ ^ " - W ^ l ? ^ 
This maximization is subject to the following groups of constraints. 
1. Q k^0, for i = l,...,m 
2. I k + Qk^l£(*£), for i = 1,..., 





These constraints limit the number of decisions and the number of states. 
Without constraint 3» for example, the values of Qk»...,Qk would have 
no upper bound. These values could even be infinite. Those decisions 
and states which satisfy these constraints are called feasible decisions 
and feasible states. 
The computational procedure follows these steps: 
1. Find F n + 1(l^ + 1,... ,Î +-|_) for all feasible combinations of 
inventories on hand of the items at the horizon, by using (12). 
2. Compute Fn(lJ[9... ,Im) for all feasible states of this period 
by using (14). The sets of values of QJ, . . . ,0^,1^,... ,1$, which yield 
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the values of Fn(lj![,... 9I m) corresponding to the feasible states, are 
also tabulated. 
3 . The same procedure used in step 2 for period n, is now repeated 
for the periods n-l,...,2. 
1 m 
4-. In period 1 , we know the values of I^f.•.,1^; now it is only 1 m 
necessary to compute F]_(l]_»• • • ,I]_) for this state. This value of 
F-^I^,. •. ,l m), is the maximum profit G*. The optimal values of 
Qli...iQliI'ii...iFl» i.e., the values Q£*. ... ,Qra*,p];*f... ,1? * are also 
obtained at this point. 
5 . Working in the forward direction, we obtain the item's optimal 
order quantities and sale prices from the tables (constructed in steps 2 
and 3 ) for each period following the first. For example, in period 2 we 
have l|* = ij + Qi* - D^P**), for i = l,...fm. Referring to the second 
period's table with the state I^ ••••iL? , we find the values of 
nl* nm* ^ 1 * pm* * • • • » ' 2 ' * * *' 2 * 
An example problem is solved in Chapter V by applying this dynamic 
programming formulation. 
Solution of the Deterministic Demand Model 
The stages of dynamic programming represent the decision points 
rather than the periods as they did in the preceding solution. This is 
because each item now has its own periods not necessarily coincident with 
other items' periods. Since for a decision point there is a period of 
each item, then for a stage there are many periods, each one belonging to 
a different item. The decision variables at a stage are the order 
quantities and the sale prices of the items related to the decision point 
corresponding to this stage. The states of a stage represent all 
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combinations of the items' opening inventories on hand in the periods 
corresponding to this stage, before the orders' arrivals of these items 
expected for these periods. For the same reason explained in the 
preceding section, backward procedure will be applied in this solution. 
Remember that in some decision points, excluding the first, it 
is not possible to place orders for all items, as some of these orders 
would arrive after the horizon. Thus, the number of periods for different 
items may vary. This can be observed in the model by checking as the 
upper limit of the second summation sign of equation (5) is dependent 
on the item. Due to this fact, if we want to apply dynamic programming 
then a small arrangement must be made in this model. Let us define the 
variable y, dependent on the item and the decision point, in the following 
way: y^ =1, if j^n.., and y^ =0, if j ;> n... Hence the expression of 
the profit given by (5) is equivalent to 
Since the upper limit of the second summation sign is now independent of 
the item, we can interchange the summation signs obtaining 
+ 
i l \j=l 
1 + 
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The expression inside the exterior set of parentheses represents the 
profit of some or of all items related to decision point U j . It will be 
called Gj(y^j y^lj.y^j, •.. ,ymQm,y^!j,... ,y mP^). We say "the profit 
of some or of all items" because it may be that orders of some items 
cannot be placed at this decision point. If this is true for item i, then 
the value of yj is equal to zero, otherwise it is equal to one. Note 
that Gj will not be a function of Ij, Qj and Pj if a decision concerning 
item i cannot be placed at the decision point u^; that is why Gj is 
function of the products Yjlj, YjQj and YjPj. 
It will not be necessary to define a function G n +^ representing 
the gain from sales of the items at the horizon. This gain will be 
accounted for in the solution in a different way. 
Following the same line of reasoning as in the solution of the 
approximate model, let us define the following function, for k = 1,2,..., 
n. 
Fk^kxk* *'' ̂ ^k) = maximum | X> G.(y^ri,...t 
v1^1. v mG r a vW .vW U** 
for j = k,...,n m 
m^m 1_1 m_m 1^1 m_JiK > i Ti Ti I 
The values of y^ for a fixed i, as we vary j from 1 to n, form a sequence 
of ones continued by a sequence of zeros, or they form a sequence of 
ones only. When y£ is equal to zero, we are sure that y^ is also equal 
to zero, for any j > k. If y^ is equal to one then y^ for j > k, is 
either one or zero. However, when y^ is equal to one, we know that the 
number of periods of item i is greater than or equal to k. If y^ is one 
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and yĵ +i Is zero, then the number of periods of item i is k and the 
inventory to be sold at the horizon will be Ik+]_« The summation of 
i i i 
yk k •'"n'+l *"or ^ r e P r e s e r r t s the gain from sales at the horizon, of 
those items for which the number of periods is greater than or equal to 
k. When k = 1 we obtain the gain from sales of all items at the horizon. 
The maximization in the last formula is subject to the following 
groups of constraints. 
1. y^ Qj^O, for i = l,...,m, and j = k,...,n 
2. y^j (ij + QJj)^j y± D^(P^), for i = l,...,m, and j = k,...,n 
3. From (6): y]\ f w 1 I*. + - d ^ ) 
+ 1 - + 1 t j ' t J i ^W, i=l 
for i' = l,...,m, and j' = k,...,n 
i i 
The values of Yjlj» for i = 1,...»m and j = k,...,n, must satisfy 
the material balance equation Ij+]_ = Ij + Qj - Dj( Pj)* T n e values of 
I-j_,...,I-L are known. The maximum profit of all items in their periods, 
i.e., G* is equal to F]_(l̂ ,... ,l£). 
At this point, we will obtain the recurrence relationship. For 
k = 1,...,n-l 
Fk&h-k* • • • t y K ) 5 5 . maximum < Gk(ykIk,...,yjjljj, ^ vX^A *K I 
m 
y k Q k ' - ' - ^ k ^ ^ y k ^ ' - ' - ' y k ^ + 2 ( y j - y£+:L) L 1 
+ maximum I <\~) 
^ A . ' M J V ! Z j yW. 
for j = k+l,...,n u 
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m 
1 1 mm 1 1 mm* \ i Ti 1 yjQj,...,yjQj,yjPj,...,yjPj) + /_j y k + i L i n i + 1 
i-"l j 
maximum 
y^Q^ t • • • i y »y »• • •»y*t̂t k
Ak V 
n t 1 T1 raTm l nl 
<Jk^yk"Lk» • • • ,yk1k»yklq'k» • • •» 
m 
+ Fk+1 (y k+l^+l • * • * • yfc+l1^! ̂  
The summation of (y£ - y^+i) L* ^n.+l f o r 1 r e P r e s e n ' t s t n e gain from 
sales at the horizon, of those items for which the number of periods 
equals k. 
For k = n, the relationship will be 
1 1 m m 
Fn( yn In»•••» yn In) = maximum 
un^n 1n» »yn1n» 
*X tt'te tt 
m 1^1 m-.m 1-1 m-JTK , > i Ti Ti n n , JnTi v'n n* * Jn n' f-^ Jn n: +1 
The maximization in the recurrence relationship is subject to the 
following groups of constraints 
1. y£ Qj^O, for i = l,...,m 
2. y£ (i£ + Qk)^yk 4 ( 4 ) * f o r 1 = i f . f ' 
3. ^ J ^ W * " 4 ^ t1'-t1. i=l 
for i' = 1, •. • ,m. 
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This last group of constraints creates great difficulty when 
solving the model. The problem is that when making decisions about 
y^, . . . ,yK,^ , . . . ,yKp in order to find Fk(y£lJ;f... ,y mI m) we do 
not yet know the optimal values of A»... 9ymQm,y-W,... ,yW, for j<k. 
0 0 K) 0 <J tj 0 0 
In the mentioned constraints, it is possible that a certain item will be 
in a period preceding its period k when the order of item i' arrives at 
the beginning of its own period k. Therefore, the optimal values of 
I* , and P"̂  for this certain item must be used, but they are not 
Ji Ji Ji 
known yet. It is also possible that more than one item will be in periods 
preceding their periods k, when the order of item I* arrives at the 
beginning of its period k. The only way to solve this situation is to 
calculate for fixed i' and k„ some values of Fk(ykl£,...,ykIk) each one 
i i i 
corresponding to a set of values of those I-; , and P-? , that are not 
Ji Ji Ji 
yet known. However this procedure greatly amplifies the computation, and 
it is questionable if dynamic programming, with the inclusion of this 
additional procedure, will require less computational effort than exhaustive 
enumeration. This third group of constraints is the point at which the 
solution of the approximate model is much simpler and easier to compute. 
Remember that we did not have this difficulty in the solution of the 
approximate model. 
Solution of the Probabilistic Demand Model 
The stages of dynamic programming represent the decision points. 
The decision variables at a stage are the order quantities and the sale 
prices of the items related to the decision point corresponding to this 
stage. The states of a stage represent all combinations of the items' 
5^ 
inventory positions at the decision point corresponding to this stage, 
before the placement of these items* orders at this decision point. Once 
more, the backward procedure will be applied in the solution. 
Let us define the variable y, dependent on the item and the decision 
point, in the following ways yj =1, if j ̂ .n^; and y^ = 0, if j^n^. 
The demand for item i in the time interval between the decision points Uj and uj+ii which is called Zj, is defined only until j = n i - 1. 
Therefore there is no probability distribution of Zj for j^>n^ - 1. For 
the future application of dynamic programming, if j ;> - 1 then let us 
define p zj; bj(uj+-j_ uj) 8 8 1 f° r all zj ̂  0. Of course in this case, 
loses its meaning of a probability. The point is 'J7 "J -j' 
that, since a number multiplied "by one is equal to itself, we define 
these unreal probabilities as equal to one, just to preserve the products 
of the existent probabilities, as will be seen. 
With reasoning similar to that used in the preceding section, we 
rearrange the expression of the profit given by ( 9 ) . thus arriving at 
G = 
all defined Zj^ 0, 
for j - 1,...,n-l, 
and i = 1,..,m 
1 j=l i=l L J JJJ \j=1 
n 
I l m I +01 
• • • ̂ " ^ j # 5 > + £ L i 2 T ( ^ + < -
i=l x-0 •L 
m OO 
- S ̂  +1(x - < - < ) p[ x s - x) p jx;-^ (u - u n i)j \ 
d* (u - u„ ) 
m 
where G / l._l mTm 1-1 m_m 1_1 mjm^ _ ) i J _j. *i/JLy. 
j(yjij,...,yjij,yjQj,...,yjQj,yjPj,...,yjPj) ~ Z_, YJ<^3 Sj(Pj) -
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*3 j v\r A1. R\ - ti1. 
J J 0 
d 1 . - ( 4 + 
T . 
3 
+ JV b j ^ j + $ *k« *j) - k j e j ( i j + QJ« *k' t J ) 
i i . The values of Yjljt f° r i ~ l»...im, and j = l,...,n, must satisfy 
i i i i the material balance equation = I j + Qj - Zj. 
As before, let us define the following function, for k = lf...,n. 
Fk(y£l£ yglJJ) = maximum i Xi i 
l nl vm Qm vlpl „mpm all defined z- ̂  0, 
J J _ J J J J J J -̂for j = k,...,n-l, 
forj-k,...,n and i = l,...,ra 
rn-1 m \ / n 
TT TTp f«j; *j K + 1 - »,)] Z Gj(^ri M..,yW,y^,..., 
i j=k i=l L J J J T ± J J/ \ j=k J J J J J J 0 
yjQj'yjPj—-.yjPj) + S £ ^ 2 ( I n ± + - x> * [*« ^ (u -
m 00 - %)! - Z yk 4 (x - I T - Q L ) p 
1 -J i=l 1 x=I +Q~ +1 1 1 
ni X 
x; d^ (u - u n i) Jj 
The maximization in the last expression is subject to the following groups 
of constraints. 
1. yj ^ 0, for i = l,...,m, and j = k,...,n 
x 1 „i 
ra ^ J i 
J i=l v=o Ji Ji 
x) p x; d* (t*. - u, ) 
i x 0 
for i' = l,...,m, and j' = k,...,n. 
The maximum profit of all items in their periods is equal to 
1 m 1 m F^(l^,... ,1-^). The values of 1-̂ ,.„.,!-]_ are known. 
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The recurrence relationship for this stochastic model is more 
difficult to obtain. Following the reasonings used by Hadley and 
17 
Whitin ' in the stochastic case of their basic dynamic inventory model, 
the recurrence relationship of our model will be, for k = l,...,n-l 
Fk( yk Ik»•••'^k 1^ = maximum 
y kQ k,. . . f yE^f • • -ykpk' 
G k(y kI k,...,y kI k, 
m 
1 1 mm 1_1 m _ n K , > , i i \ Ti 




J - x ) p f x ; d£ (u - u )1 - ^ ( y £ - y^ + 1) P* ( x -
1 L 1 X J i = l 1 x=I^.+Qj +1 
m 
1 1 L 1 1 J a l l d e f i n e d z i ^ O \ i = l L zk= 
for i = 1,...,m 
Fk+1 (yk+l1^!»• • • fYk+l1^!) > 
J 
For k = n, the relationship will be 
1 T1 - n / - L - r - 1 - ..m-rMs _ J N T l-i-l H1 T 111 
V ^ " " ' ^ 1 ^ - m a x i m u m i ^ ^ n 1 ! . ' • • • ^ n 1 ! . ' 
1 1 n u m . ,.1T)1 -i-m-pm yn(pin>... t y n ^ n » v n r n » • * • » Y n r n 
r ^ , . . . , y ™ ^ , y ^ y ^ ) + / _ J y * L 1 2 J ( 4 + 
i=l x=0 1 
m OO 
x? ̂ (u " %>] " S yn P n ± 2 i ̂ ( x - 4 " O L ) P f x; 
L 1 1 J i = l 1 x=In i+Q^ i + 1 1 1 L 
1 7 . G. Hadley and T. M. Whitin, Analysis of Inventory Systems, pp. 33^-335. 
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(u - u ) 
1 J 
T h e m a x i m i z a t i o n i n t h e r e c u r r e n c e r e l a t i o n s h i p i s s u b j e c t t o t h e f o l l o w i n g g r o u p s o f c o n s t r a i n t s 
. 1 ^ i 1. yk Qj^O, for i = 1,..., m 
i n 
i = l x=0 
J i J i x ; ( t £ - U j J i J 
^ w 
f o r i ' = 1 , . , , , m . T h i s l a s t g r o u p o f c o n s t r a i n t s c r e a t e s t h e s a m e d i f f i c u l t y i n t h e s o l u t i o n o f t h i s m o d e l a s t h e c o r r e s p o n d i n g g r o u p , r e l a t e d t o t h e d e t e r m i n i s t i c d e m a n d m o d e l , c r e a t e s i n t h e s o l u t i o n o f t h a t m o d e l . T h i s d i f f i c u l t y i s a g r e a t o b s t a c l e i n s o l v i n g t h e s e n o n a p p r o x i m a t e m o d e l s . A s a f i n a l c o m m e n t i n t h i s c h a p t e r , w e r e c a l l t h a t , f o r t h e p r o b a b i l i s t i c d e m a n d m o d e l , a d e f i n i t e v a l u e c a n b e o b t a i n e d o n l y f o r 
Q ^ * f . . . , Q i V i * * . . . , F j * . T h e v a l u e s o f Qj*,... » Q j * , P j * . - - • i P ^ * , f o r j = 2 , . . . , n j _ a r e f u n c t i o n s o f t h e v a l u e s o f I j , . . . , I j , f o r j = 2 , . . . , n j _ 
w h i c h a r e d e p e n d e n t o n t h e d e m a n d s . 
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CHAPTER V 
A NUMERICAL EXAMPLE 
In this chapter we will consider an example of a procurement-
inventory system operating under a prolonged price increase. This example 
characterizes the situation of procurement-inventory systems in an 
inflationary economy. 
The system has a warehouse where three items must be stocked. The 
warehouse has a maximum capacity of 100 cubic feet which limits the 
number of units of each item that can be stored at one time. A unit of 
each item occupies a different amount of warehouse space. The space 
occupied by items 1, 2 and 3 is 5» 3 and 2 cubic feet per unit, respec­
tively. 
We can assume that the decision points are equally spaced, and 
that the lead times are multiple values of the interval between consecutive 
decision points. Therefore, the system is well represented by the 
approximate model. In this model, the arrivals of different items' 
orders, not necessarily placed at the same decision point, occur at the 
same time. Also the time interval between any two consecutive arrivals 
of the orders, is constant. This time interval is called a period. 
Using the forecasts presently available, the decision maker can 
only plan for three future periods. The first of these periods begins 
at the end of the last period for which decisions have already been made. 
The lead times are known. They assure that it is still possible 
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to place orders for the items, and these orders will arrive at the 
beginning of the three periods. 
Table 1 shows the items' unit costs, if these items are ordered 
at the decision points guaranteeing the orders' arrival at the beginning 
of each future period. 




Unit Cost Related 
to Period 1 in 
Dollars 
Unit Cost Related 
to Period 2 in 
Dollars 
Unit Cost Related 
to Period 3 in 
Dollars 
1 (XQj<5 6.95 7.95 8.95 
1 5<Q^10 6.85 7.85 8.85 
1 lCXQ^ 6.75 7.75 8.75 
2 0<Q§£5 4-. 95 4̂.95 5.95 
2 5<Q^10 4.90 4-. 90 5.90 
2 10<Q̂  4.85 4.85 5.85 
3 CXQ^6 5.95 6.95 6.95 
3 6<Q^12 , 5.90 6.90 6.90 
3 _12<£? ?.8J 6.85 6.85 
Table 2 shows the costs of placing item orders, if these orders 
are placed at the decision points guaranteeing the orders' arrival at 
the beginning of each future period. 
Table 2. Ordering Cost 
Item 
Ordering Cost Related 
to Period 1 in 
Dollars 
Ordering Cost Related 
to Period 2 in 
Dollars 
Ordering Cost Related 
to Period 3 in 
Dollars 
1 1.95 1.95 2.00 
2 2.00 2.05 2.05 
3 2.00 2.00 2.00 
6o 
The costs of carrying one unit of each item in inventory during the 
three periods, are shown in table 3« 
Table 3« Inventory Carrying Cost 
Carrying Cost 
during Period 1 
Item in Dollars per 
Unit per Period 
Carrying Cost 
during Period 2 
in Dollars per 
Unit per Period 
Carrying Cost 
during Period 3 
in Dollars per 










Observe that all costs of an item are either increasing or remaining constaj i t , from one period to the next. 
The alternative sale prices for each item in periods 1,2,3> and 
the corresponding demands, are presented in tables 4,5,6. 
Observe that the demands corresponding to the alternative sale 
prices of an item are deterministic values. The decision maker wants no 
item to be out of stock when a demand for it occurs. Observe also that 
an item's sale price related to a fixed demand, is increasing from one 
period to the next. 
Table 4. Sale Price - Demand Relationship in Period 1 
Item Alternative 
Sale Price in 
• Dollars per Unit Demand 
1 1 8.35 8 
1 2 8.55 7 
1 3 8.70 6 
2 1 5.50 10 
2 2 5.65 9 
2 3 5.75 8 
3 1 7.35 12 
3 2 7.50 11 
3 3 7.65 10 
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Table 5. Sale Price - Demand Relationship in Period 2 
Sale Price in 
Item Alternative Dollars per Unit Demand 
1 1 8.75 8 
1 2 8.95 7 
1 3 9.10 6 
2 1 5.75 10 
2 2 5.90 9 
2 3 6.00 8 
3 1 7.75 12 
3 2 7.90 11 
3 3 8.00 10 
Table 6. Sale Price - Demand Relationship in Period 3 
Sale Price in 
Item Alternative Dollars per Unit Demand 
1 1 9.15 8 
1 2 9.35 7 
1 3 9.50 6 
2 1 6.10 10 
2 2 6.25 9 
2 3 6.35 8 
3 1 8.05 12 
3 2 8.20 11 
3 3 8.30 10 
The system will be in operation before the first period. Therefore, 
the initial inventories of items 1,2,3» before the arrival of the orders 
expected for this period, will be 6,8,10 units, respectively. 
The salvage values of items 1,2,3 at the horizon, will be 8.75i 
5.85, 6.85 dollars per unit, repectively. 
The decision variables, which have the objective of maximizing the 
profit related to the three periods, are: 
1. The order quantities of each item arriving at the beginning of 
6 2 
the three periods (it is possible that no order of an item will arrive 
at the beginning of a period), and 
2 . The sale prices of each item in the three periods. 
Using the nomenclature presented in chapter III we can write: 
m = 3 ; n = 3 ; W = 1 0 0 ; w 1 = 5 ; w 2 = 3 ; w 3 = 2 ; = 1 . 9 5 ; A 2 = 2 . 0 0 ; 
a 3 = 2 . 0 0 ; A ^ = 1 . 9 5 ; 4 = 2 * ° 5 ; A 2 = 2 ' 0 0 * > A 3 = 2#00; A 3 = 2 , ° 5 * > A 3 = 2,00; = 0 . 3 0 = 0 . 3 0 = 0 . 2 0 ; = 0 . 4 5 ; Hg = 0 . 3 5 ; H 2 = 0 . 2 5 ; H| = 0 . 4 5 ; = 0 . 3 5 ; H| = 0 . 5 0 ; I* = 6 ; I 2 = 8 ; I 3 = 1 0 ; L 1 = 8 . 7 5 ; L 2 = 5 . 8 5 ; \ ? = 6 . 8 5 . If C X Q ^ 5 » then C^Q^) = 6 . 9 5 - If 5 < Q i ^ l 0 , then 
cJ(Qi) = 6 . 8 5 . If 1 0 < Q ^ . then G^(Q^) = 6 . 7 5 . . . . If 0 < Q | ^ 6 , then 
C^(Q^) = 6 . 9 5 . If 6 < Q ^ 1 2 , then G^(Q^) = 6 . 9 0 . If 1 2 < Q ^ , then C^(Q^) = = 6 . 8 5 . If p£ = 8 . 3 5 , then D ^ ( P J ) = 8 . If ^ = 8 . 7 0 , then D^(P^) = 6 . . . . 
If P^ = 8 . 0 5 , then B^(P^) = 1 2 . If P^ = 8 . 3 0 , then D^(P^) = 1 0 . 
The profit of all Items related to the three periods from expression ( 1 0 ) , is: 
4 r j - 4 
J • E L 1 it 
i=l 
Our objective is to maximize G. The decision variables are 
and P̂ , for i = 1 , 2 ,3 and j = 1 , 2 ,3 . This maximization is subject to 
the following groups of constraints: 
1 . Q ^ O , f o r i = 1 , 2 , 3 , a n d j = 1 , 2 , 3 
2 . l]j + Qj^Dj(P?j)f for i = 1 , 2 , 3 , and j = 1 , 2 , 3 
) ̂ W, for j = 1 , 2 , 3 
i=l " J 
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The profit of all items in period, j from expression (11), is: 
3 3 r 
i r i i dj^>i1 1 
- Hj |jEj + - -:y:LJ > t for j = 1,2,3 
The salvage value of all items at the horizon given by expression (12), is: _3 




L 1 ^ 
Since the inventories on hand of the items at the horizon are not 
specified, we must apply the backward solution procedure of dynamic 
programming. 
As defined in chapter IV, if the inventories on hand of the items 
1 2 3 1 2 3 at the beginning of period k are I k, I k, I k, then Fk(lk»Ik»Ik) is the 
maximum profit of all items for periods k,...,3, including the salvage 
value at the horizon. 
Defining Fi+(lJ,,l4,I^) as being identical to 04 (1^ ,14 ,12+), and 
using expression (14); the recurrence relationship for our example is: 
Fk^k^k' 1^ = maximum Ŝ (4»4»Ik»Qk»̂ »̂ k»̂ »̂ »F )̂ + 
Qk.Q£ .^ .Fk*£.*3 L 
+ Fk+1 [ 4 ^ - ^ ^ ' d5) 
for k = 1,2,3. 
The maximization in the recurrence relationship is subject to the 
following groups of constraints: 
1. Q k ^ Of ̂  i = 1>2,3 
2. Ik + Qk ̂  Dk(pk)» f o r 1 =
 1»2»3 
6k 
3. 2_j w i (lk + Qk) ^ w i=l k k 
Substituting the values of the parameters in the expression of the 
salvage value, we obtain 
G4(4,j|,l£) = (8.75) I4 + (5.85) ll + (6.85) l£ (16) 
Since we are working backward, the first stage of the dynamic 
programming solution corresponds to the third period. If we substitute 
the values of the parameters in the recurrence relationship of the first 
stage, we have 
r 3 3 
F3(I^,I^,I^) = maximum < X P3 D3(P3) " X ̂3 63̂ 3) - (2.00) R 3̂*̂3*̂3* ̂3* ̂3' ̂3 ^ ̂" 
- (2.05) R3 - (2.00) - (0.35) [] 1. a 
I3 + Q3 - - (0.30) 4 + 
2 »3(p;>i 2 J - (0.50) 
l| + Q | 03(̂ )1 - 1 r -
+ F 4 I3+Q^(P^),I2+Q2-D2(P|), 
: ^ - D ^ ( P 3 ) (17) 
This maximization is subject to the following groups of constraints 1. Q ^ O ; Q|^0; Q ^ O ; 
2. + Q ^ D ^ ( P ^ ) ; l| + Q ^ D | ( P ^ ) ; 1^ + Q ^ D ^ ( P ^ ) ; 
3. 5 (I3 •+ Q3) + 3 (l| + Q3) + 2 (1^ + Q̂ )̂ 100 
With analogous substitutions we can obtain the recurrence relation­
ships of the second and the third stages, and the corresponding groups of 
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constraints. 
Adapting the computational steps shown in the solution of the 
approximate model to our example, we obtain the following steps: 
1 2 3 
1. Find F̂ iXl̂ .Î .Î ) for all feasible combinations of inventories 
on hand of the items at the horizon, using expression (16). 
1 2 3 
2. Compute F ^ ( l y l y l ^ ) for all feasible states of this period 
by using (l?). The sets of values of Qrj.Q̂ oJ.P̂ .P̂ .P̂ , which yield the 
values of F^(1^,1^,1^) corresponding to the feasible states, are also 
tabulated. 
3. The same procedure used in step 2 for period 3» I s n°w repeated 
for period 2. The recurrence relationship formed by setting k = 2 in 
1 2 3 
(15), is used to compute Y^i^^^-Z^T)' 
1 2 3 
4. In period 1, we know that I^,I£,I^ are equal to 6,8,10 units, 
respectively. Therefore, it is only necessary to compute F-^(6,8,10). 
This value is the maximum profit G*. In order to obtain this value, the 
recurrence relationship of period 1 is applied. The values of the 
decision variables related to period 1 that yield this maximum profit, 
i.e., the values of Q^,Q^,Q^,f^*,P^*,P^, are also obtained at this 
point. 
5. Working in the forward direction, we obtain the optimal values 
of the decision variables related to periods 2 and 3 from the tables 
constructed in steps 3 and 2, respectively. For example, in period 2 we 
have l|* = ij + Qi* - Dj(P^), for i =1,2,3. Referring to the second 
l'K 2^ r\% 
period's table with the state 1^ il^ » w e ^n^- "the values of |*t o|*t pj* t i|*t pi*. A com uter program which performs these computational steps was 
6 6 
written specifically for this example. The program written in ALGOL, 
and the respective output are shown in the Appendix. 
From the computer output, we obtain table 7 which shows the 
salvage values of all feasible combinations of inventories on hand at the 
horizon. This table was constructed by the program during the execution 
of step 1 . 
We also obtain tables 8 and 9 from the computer output. These 
tables represent the final tables for periods 3 and 2, respectively. 
T O O 
Table 8 shows the values of the function F^(l^,I31I3) for all feasible 
states of period J, and the values of the decision variables in this 
1 2 3 
period that yield the mentioned values of the function F^(I^,I^,I^). 
Table 8 was constructed by the program during the execution of step 2. 
Similarly, table 9 shows the values of the function FgClliI^iI^) for all 
feasible states of period 2, and the values of the decision variables 
1 2 3 
in this period that yield the mentioned values of the function
 F2^2 ,' t2 ,-'-2^* 
Table 9 was constructed during the execution of step 3* 
In the execution of step 4 , the program calculated F^(6 ,8 ,10) to 
be 213.275 dollars. This is the maximum profit G*. At the same step, the 
values of Q^.Q^.Q^.I^.P^P^* were also found. The values of 
^2*»^1* tQ3*»Q§*»Q§* tP3* ,P3* were obtained in the 
execution of step 5* All these values of the decision variables1 obtained 
from the computer output are arranged in table 10. This optimum solution 
is unique. The program which includes an alternative solution check, 
confirmed the absence of such solutions. 
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Table 7. Salvage Values at the Horizon 
ij 4 A p^(iit4ti2) 
0 0 0 0,00 
0 0 1 , 6.85 
0 0 2 13.70 
0 0 3 20.55 
0 0 4 27.40 
0 0 5 34.25 
0 0 6 41.10 
0 0 7 47.95 
0 0 8 54.80 
0 0 9 61.65 
0 0 10 68.50 
0 0 11 75.35 
0 0 1 2 82 .20 
0 0 13 89.05 
0 1 0 5.85 . . . . 
• . • . . 
5 0 0 43.75 
Table 8. Final Table for Period 3 
I 1 
x 3 
i 2 4 F ^ I ^ . I ^ i I ^ ) P 1 P 2 *3 p3 *3 
0 0 0 10.75 6 8 11 9.50 6.35 8.20 
0 0 1 17.65 6 8 10 9.50 6.35 8.20 
0 0 2 24.55 6 8 9 9.50 6.35 8.20 
0 0 3 31.45 6 8 8 9.50 6.35 8.20 
0 0 4 38.35 6 8 7 9.50 6-35 8.20 
0 0 5 44.95 6 8 5 9.50 6.35 8.30 
0 0 6 51.90 6 8 4 9.50 6.35 8.30 
0 0 7 58.85 6 8 3 9.50 6.35 8.30 
0 0 8 65.80 6 8 2 -9.50 6.35 8.30 
0 0 9 72.75 6 8 1 9.50 6.35 8.30 
0 0 10 81.70 6 8 0 9.50 6.35 8.30 
0 0 11 88.65 6 8 0 9.50 6.35 8.20 
0 0 12 95.00 6 8 0 9.50 6.35 8.20 
0 0 13 101.35 6 8 0 9.50 6.35 8.20 
0 1 0 16.65 6 7 11 9.50 6.35 8.20 
6 8 
Table 8 . Continuation 














9 . 5 0 6 . 3 5 
• 
8 . 2 0 
Table 9 . Final Table for Period 2 
l 2 3 / 1 2 3 , 1 ? 1 ? T3 
h 4 F 2(I 2,I 2,I 2; % %2 %2 P 2 P 2 P 2 
0 0 0 3 6 . 6 0 6 1 6 1 0 9 . 1 0 6 . 0 0 8 . 0 0 
0 0 1 ^ 3 . 5 0 6 1 6 9 9 . 1 0 6 . 0 0 8 . 0 0 
0 0 2 50.40 6 1 6 8 9 . 1 0 6 . 0 0 8 . 0 0 
0 0 3 5 7 . 3 0 6 1 6 7 9 . 1 0 6 . 0 0 8 . 0 0 
0 0 4 6 3 . 9 7 5 6 1 6 7 9 . 1 0 6 . 0 0 7 . 9 0 
0 0 5 7 0 . 8 5 6 1 6 5 9 . 1 0 6 . 0 0 8 . 0 0 
0 0 6 7 7 . 8 0 6 1 6 4 9 . 1 0 6 . 0 0 8 . 0 0 
0 0 7 84 . 7 5 6 1 6 3 9 . 1 0 6 . 0 0 8 . 0 0 
0 0 8 9 1 . 7 0 6 1 6 2 9 . 1 0 6 . 0 0 8 . 0 0 
0 0 9 9 8 . 6 5 6 1 6 1 9 . 1 0 6 . 0 0 8 . 0 0 
0 0 1 0 1 0 7 . 6 0 6 • 1 6 0 9 . 1 0 6 . 0 0 8 . 0 0 
0 0 1 1 114 . 275 6 1 6 0 9 . 1 0 6 . 0 0 7 . 9 0 
0 0 1 2 1 1 7 . 8 2 5 6 1 5 0 9 . 1 0 6 . 0 0 7 . 9 0 











1 5 1 0 9 . 1 0 
• 
6 . 0 0 
• 













1 1 6 1 0 
• 
• 
9 . 1 0 
• 
• 
6 . 0 0 
• 
• 
8 . 0 0 
Table 1 0 . Optimum Values of the Decision Variables 
Item 1 Item 2 Item 3 
Order Quantity to arrive at the 
beginning of Period 1 0 0 1 3 
Sale Price to be chosen for Period 1 
in Dollars 8 . 7 0 5 . 7 5 7 - 3 5 
Order Quantity to arrive at the 
beginning of Period 2 6 1 6 0 
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Table 10. Continuation 
Sale Price to be chosen for Period 2 
in Dollars 9.10 6.00 7.90 
Order Quantity to arrive at the 
beginning of Period 3 6 0 11 
Sale Price to be chosen for Period 3 
in Dollars 9.50 6.35 8.20 
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CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
During the elaboration of this investigation, some conclusions 
related to procurement-inventory systems operating under a prolonged price 
increase, were made. Also, some additional points beyond the scope of 
this study were observed as deserving more attention. Based on these 
facts, the conclusions and recommendations for further studies are 
presented. 
Conclusions 
The following conclusions may be drawn from the methodology developed 
in previous chapterss 
1. Item cost increases and ordering cost increases have an effect 
on the ordering policy different from that caused by carrying cost in­
creases. In order to minimize the item cost as well as the ordering cost, 
it is necessary to order in greater quantities and less frequently. As a 
result, if the item cost savings plus the ordering cost savings obtained 
by ordering in greater quantities is greater than the differential carry­
ing cost, then the optimum quantities are so large that they often are 
limited by the warehouse capacity. 
2. In a particular period, the sale price to be selected for an 
item is not necessarily the price that maximizes the item's revenue in 
that period. It is possible that the sale price which maximizes the 
revenue yields a larger demand, and the units that will satisfy this 
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demand must occupy a l a r g e r warehouse s p a c e . T h e r e f o r e , t h i s s a l e p r i c e 
r e s t r i c t s t h e s p a c e r e m a i n i n g f o r e x t r a u n i t s ; i t i s t h e s e e x t r a u n i t s 
which make t h e i t em c o s t s a v i n g s p o s s i b l e . 
3 . The dynamic programming s o l u t i o n o f t h e mode l s , o t h e r t h a n 
t h e approx imate t r e a t m e n t , r e q u i r e s so much c o m p u t a t i o n a l e f f o r t t h a t 
i t i s i m p r a c t i c a l t o s o l v e them. The dynamic programming s o l u t i o n o f t h e 
approx imate model r e q u i r e s l e s s computat ion and can be a c c o m p l i s h e d i n a 
r e a s o n a b l e amount o f computer t i m e . The assumpt ions on which t h e a p p r o x ­
imate model a r e b a s e d , a r e not d i f f i c u l t t o a c c e p t . 
4. Another p e c u l i a r i t y o f t h e approx imate model i s t h a t t h e 
optimum order q u a n t i t i e s o b t a i n e d by u s i n g t h i s model a r e s m a l l e r t h a n 
t h e y would be i f t h e e x a c t model were u s e d . T h i s i s due t o t h e f a c t 
t h a t i n t h e approx imate model , t h e i t e m s ' maximum i n v e n t o r i e s on hand 
occur a t t h e same t i m e . That i s , t h e a r r i v a l t i m e o f t h e i t e m ' s o r d e r s . 
A l s o t h e warehouse s p a c e c o n s t r a i n t a p p l i e d t o t h e i n v e n t o r i e s a t t h a t 
a r r i v a l t ime f o r c e s t h e order q u a n t i t i e s t o be s m a l l e r . 
R ecommendat i o n s 
The f o l l o w i n g recommendations f o r f u t u r e s t u d i e s a r e made w i t h t h e 
purpose o f e x t e n d i n g t h e knowledge o f t h e p r o c u r e m e n t - i n v e n t o r y sys tem 
under a p r o l o n g e d p r i c e i n c r e a s e : 
1. Study s h o u l d be d e v o t e d t o t h e s i t u a t i o n i n which each i t e m ' s 
u n i t c o s t s i n f u t u r e p e r i o d s a r e p r e d i c t e d u s i n g p r o b a b i l i t y d i s t r i b u t i o n s . 
2. As a s imple e x t e n s i o n , an approx imate model w i th s t o c h a s t i c 
demands s h o u l d be c o n s t r u c t e d , and i t s dynamic programming s o l u t i o n s h o u l d 
be f o r m u l a t e d . 
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3 . Studies should be undertaken to develop an efficient solution 
technique for the more complex models. 
4 . Simplifications in the computational procedure of the 
approximate model should be obtained by limiting the number of decisions 
at each stage. For example, if a relation between item costs, carrying 
costs and ordering costs in a period is satisfied, then the optimal order 
quantities will completely occupy the space available at the arrival time 
of this period. Therefore, it is necessary to consider only those decisions 
that result in full usage of the warehouse capacity at that arrival time. 
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