Quasar absorption lines provide a precise test of whether the fine-structure constant, α, is the same in different places and through cosmological time. We present a new analysis of a large sample of quasar absorption-line spectra obtained using UVES (the Ultraviolet and Visual Echelle Spectrograph) on the VLT (Very Large Telescope) in Chile. We apply the manymultiplet method to derive values of ∆α/α ≡ (α z −α 0 )/α 0 from 154 absorbers, and combine these values with 141 values from previous observations at the Keck Observatory in Hawaii. In the VLT sample, we find evidence that α increases with increasing cosmological distance from Earth. However, as previously shown, the Keck sample provided evidence for a smaller α in the distant absorption clouds. Upon combining the samples an apparent variation of α across the sky emerges which is well represented by an angular dipole model pointing in the direction RA = (17.3 ± 1.0) hr, dec. = (−61 ± 10) deg, with amplitude 0.97
methodology in section 3. We present our new VLT results in section 4. We combine the VLT results with previous Keck results in section 5, and explore different models for the observed values of ∆α/α. We discuss potential systematic errors in section 6.
The many-multiplet method (MM method)
Fine structure splitting of atomic transitions is observed as a consequence of α being non-zero. For alkali-doublet (AD) type transitions, the separation in the wavelength of transitions is proportional to α 2 . More generally, one can derive the observed change in the fine-structure constant, ∆α/α ≡ (αz − α0)/α0
( 1) where αz is the value measured at absorption redshift z and α0 is the present value of α. For a given transition, the observed wavenumber, ωz, depends on α as
where
provided that |∆α/α 1|. q is the "sensitivity coefficient" which determines how sensitive a particular transition is to a change in α (Dzuba et al. 1999b; Murphy et al. 2003) .
Comparing the wavelengths of AD absorption transitions to laboratory wavelength values for those transitions yields the AD method. The AD method does not, however, make full use of the available information in the spectrum, as it only compares transitions which arise from the same ground state of the same atomic species. By examining transitions from the ground state of different atomic species, one gains a statistical improvement (from the use of more transitions) and a sensitivity improvement (as transitions from different atomic species may display widely differing sensitivities to a change in α). Comparing many transitions from different multiplets, possibly from different atoms/ions, yields the MM method (Dzuba et al. 1999b,a; Webb et al. 1999) , which typically yields an order of magnitude improvement in sensitivity over the AD method, as well as significant resistance to certain systematics.
The transitions used by the MM method have q coefficients that are approximately zero ("anchor transitions"), positive ("positive shifters") or negative ("negative shifters"). It is not the absolute values of the q coefficients which are important, but instead the differences in q between the transitions used; transitions with greater differences in q provide increased sensitivity to detect a change in α. The values of q must be calculated using quantum many-body methods (Dzuba et al. 1999b,a) .
Previous results
In the first application of the MM method, Webb et al. (1999) examined 30 absorbers using spectra from HIRES (High Resolution Echelle Spectrometer) on the Keck Telescope, in Hawaii. This yielded evidence that α may have been smaller in the absorption systems (compared to the current laboratory value) at the 3σ level using Fe II and Mg I/II transitions. The addition of more absorbers by 2001 Murphy et al. 2001a ) increased the significance of the detection to 4σ. In addition to the use of Fe II and Mg I/II transitions, these works made use of the Ni II/Cr II/Zn II transitions. The two different sets of transitions yielded consistent evidence for a change in α. The sample size was increased to 128 absorbers by Murphy et al. (2003) , who found > 5σ evidence for a change in α. By 2004, this was increased to 143 absorption systems with further data from the Keck telescope ). Murphy et al. (2004) give a weighted mean over all the systems of ∆α/α = (−0.57 ± 0.11) × 10 −5 -evidence that the α may have been smaller at high redshift at the 5σ level. However, as the Keck telescope is situated in the northern hemisphere (at ∼ 20
• N), it is unable to observe much of the southern sky, and therefore ∆α/α is preferentially measured in one celestial hemisphere. Additionally, the use of only a single telescope and instrument is undesirable; one can postulate that the measured results are due to some instrumental systematic.
Although it is possible to conjecture that the Keck results are due to some instrumental systematic, we note that there have been thorough analyses of many potential systematic effects (Murphy et al. 2001b (Murphy et al. , 2003 . At present, there is no evidence or analysis in the literature which identifies any specific systematic of sufficient magnitude and character to explain the Keck results.
The only other statistical sample to search for a change in α using the MM method is the work of Chand et al. (2004) . They analysed 23 absorption systems using spectra from UVES (the Ultraviolet and Visual Echelle Spectrograph) on the VLT (Very Large Telescope), in Chile. Although they reported a statistical error on ∆α/α of just 0.06 × 10 −5 , it has been shown that the errors were under-estimated by a factor of 6 and that the optimisation algorithm was demonstrably unreliable, failing to reach a solution in most of the absorbers (Murphy et al. , 2008 . Srianand et al. (2007) reply to , and state that an updated analysis of the Chand et al. sample shows adequate performance of the optimisation algorithm, though no updated values of ∆α/α for individual absorbers are provided and so we are unable to comment further on the robustness or otherwise of that work.
Objective & overview
In section 2, we describe the data that form the basis of our analysis. In section 3, we describe our analysis methodology in detail, with a particular focus on improvements made to our application of the MM method since the results of Murphy et al. (2004) . In that section, we also discuss certain aspects of the MM method which we believe should be re-emphasised. We further introduce a modification of the Least Trimmed Squares method -a robust statistical method which assists with the detection of outliers in a dataset. In section 4 we present the results of our MM analysis, giving estimates of ∆α/α for our sample. We also give weighted mean and dipole fits to our VLT data. In section 5, we combine our results with those of Murphy et al. (2004) to derive the main results of this work. In section 6, we discuss potential systematic errors.
This paper analyses the same data set presented in Webb et al. (2010) , however we provide substantially more detail here. signal-to-noise, although obtaining a sufficient number of high redshift objects and maximising sky coverage was also a consideration. The ESO MIDAS pipeline was used for the first stage of the data reduction, including wavelength calibration, although enhancements were made to derive a more robust and accurate wavelength solution from an improved selection of thorium-argon calibration lamp transitions ). In the next stage, echelle spectral orders from several exposures for each quasar were combined using the program UVES POPLER 1 , which was specifically designed for this purpose. A separate paper will be presented which describes the data reduction and processing in considerable detail (Murphy et. al., in prep) .
The signal-to-noise ratio (SNR) of the combined data is generally significantly better than the Keck data used by Murphy et al. (2004) . The SNR per 2.5 km s −1 pixel in the VLT sample ranges from ∼ 8 up to ∼ 190 (see figure 9 ). The higher SNR for the VLT sample allows better determination of the velocity structure required for a particular absorber, and reduces the statistical error on derived values of ∆α/α.
UVES has three CCD chips (1 in the blue arm and 2 in the red arm), which allows almost complete wavelength coverage (∼ 3, 000Å to ∼ 10, 000Å) to be obtained with a single setting for the echelle grating. A gap occurs at either ∼ 4, 500Å or ∼ 5, 500Å depending on which dichroic is used. The Keck spectra in the sample of Murphy et al. (2004) were taken when HIRES had only 1 chip, thereby necessitating multiple exposures to achieve good wavelength coverage. In many of the Keck spectra, wavelength coverage gaps are visible, whereas in the VLT spectra there are almost no spectral gaps. In principle, this allows the use of a greater number of absorbers per sightline. Similarly, this in principle allows the use of more transitions per absorber.
Extraction problems
The MIDAS pipeline appears to incorrectly estimate the errors associated with the flux data points in the base of saturated lines. In particular, the dispersion of the flux data points is too large to be accounted for by the statistical error. Fitting a straight line through the base of saturated lines typically produces χ 2 ν 2, where χ 2 ν is χ 2 measured with respect to the weighted mean flux and divided by the number of degrees of freedom, ν. The problem is somewhat more noticeable in the blue end of the spectra. Although it is difficult to determine precisely what happens in regions of low, but non-zero flux, we believe that the errors there are also underestimated. The effect of this is to give falsely high precision on any quantity derived from these data points (including ∆α/α). Additionally, one cannot fit plausible models to data involving regions of low or negligible flux. We demonstrate this effect in figure 1, and give more details there.
When we combine individual exposures into a final spectrum using UVES POPLER, UVES POPLER provides a check on the consistency of the exposures contributing to each pixel. As the combined value of each flux pixel is given as a weighted mean of pixels from the contributing spectra, this consistency check is a value of χ 2 ν for each pixel about the weighted mean. We attempt to correct for the problem described earlier, and any other problems which cause inconsistency between contributing spectra, by applying the following algorithm. For each pixel in the combined 1 Murphy, M. T., http://astronomy.swin.edu.au/˜mmurphy/ UVES_popler.html Figure 1 . Example of the under-estimation of flux uncertainties in the base of saturated lines for the spectrum of J040718−441013. The quantity R plotted on the vertical axis is the ratio of the RMS of the normalised flux array to the average value of the RMS array in selected regions of apparently zero flux. The RMS array is a modified version of the error array produced by UVES POPLER which attempts to account for inter-pixel correlations. The quantity R should be approximately 1 if the RMS array is a good representation of the statistical uncertainty, but will be significantly greater than 1 if the errors are under-estimated. One can easily see from this plot that all the values are greater than 1. Here, the mean value is R = 2.08, with a standard error of 0.10, demonstrating inconsistency with R = 1 at the > 10σ level.
spectrum, we take a region of five pixels centred on that point. We then take the median of the χ 2 ν values just described that are associated with those five points. We then multiply the error estimate for that spectral pixel by the square root of that median value (that is, σi → σi × median[χ 2 ν ]). However, we only increase the error array if median(χ 2 ν ) > 1. This is because the spectral errors are generated from photoncounting. Poisson statistics requires that the error from photoncounting is a lower limit on the true error. Thus, it is difficult to justify decreasing the error array without particular evidence that the spectral uncertainty is systematically under-estimated.
Other data and fitting problems
Inspection of the spectra which contribute to our exposures reveal problems which could prevent acceptable fits being achieved, and which might interfere with the determination of ∆α/α. We discuss these here.
Cosmic rays. When the raw spectra are combined, UVES POPLER attempts to automatically remove cosmic rays through σ-clipping. That is, pixels from contributing spectra which are more than some number of standard deviations from the weighted mean (calculated excluding the pixel that is being tested) are discarded from the combination. The default rejection threshold is 3σ, although this is user-adjustable. A second round of spectral cleaning is done manually. More details will be provided in Murphy et al. (in preparation) .
Sky absorption lines. Sky absorption lines are seen with varying intensities depending on the orientation of the telescope. Transitions from quasar absorbers sometimes fall in regions affected by sky absorption. In principle, atmospheric absorption could be fitted simultaneously with the absorption caused by the quasar absorber, allowing the use of these transitions. However, our spectra have been converted to heliocentric wavelengths. As a result, the atmospheric transitions are shifted by velocities of up to ± ≈ 30 km s −1 . The co-addition of exposures taken at significantly different times of the year therefore creates a complex absorption pattern. Rather than attempt to model this, we simply do not use transitions which fall in regions of spectra which appear to be affected by sky absorption.
Sky emission lines. The MIDAS program should automatically remove sky emission as part of the pipeline. However, we have noticed that strong sky emission lines are not necessarily properly subtracted. This can be seen visually in the spectrum, with sharp dips and spikes at the location of strong sky emission lines. Transitions from the quasar absorbers are sometimes affected by this problem. Where we suspect that the spectral data are affected by sky emission lines, we either clip out the affected pixels (if they cover a small region of spectrum we want to use) or do not use the affected transition.
Gravitational lenses. We discovered a small number of absorbers for which the velocity structure appeared to be the same for transtions arising from the same ground state, but where the line intensities differed substantially. A particular example of this is the z = 0.82 absorber along the line of sight to J081331+254503. Further investigation demonstrated that this quasar is a known gravitational lens. The complex line-of-sight geometry causes the effect described. We discarded any system for which this problem appeared, and where we could identify the quasar as a known gravitationally lensed system.
Atomic data
In table B1 we present the atomic data and q coefficients used for our analysis. Our q-coefficients are from Dzuba et al. (1999b,a) and Berengut et al. (2004a,b) and we provide all references for the other atomic data in the table caption.
ANALYSIS METHODOLOGY

Voigt profile fitting
For each absorption system, we attempt to model all available MM transitions simultaneously (see appendix B for a list of these transitions). We have used the non-linear least squares Voigt profile fitting program VPFIT 2 , which was used to produce the Keck ∆α/α results. ∆α/α is included explicitly as a free parameter in the fit. Statistical uncertainties are determined from the diagonal terms of the covariance matrix at the best-fitting solution, but are multiplied by χ 2 ν to yield confidence intervals (Press et al. 1992) . We have verified through Markov Chain Monte Carlo simulations that the statistical uncertainties produced by VPFIT for ∆α/α, σ ∆α/α , are robust (King et al. 2009 ). We emphasise that the statistical inference techniques used to measure ∆α/α from each spectrum are standard and well-established.
Modelling the velocity structure
Some absorption complexes are well-modelled by a single Voigt profile, such as the one shown in figure 2. However, it is clear that almost all absorption profiles are not well modelled by a single Voigt profile. However, it is possible to obtain statistically acceptable fits by using multiple Voigt profiles ("velocity components").
2 http://www.ast.cam.ac.uk/˜rfc/vpfit.html Unfortunately, there is no way of knowing a priori how many components must be used to obtain a statistically acceptable fit. Thus, the process of modelling the absorption profile amounts to adding components until a physically realistic, statistically acceptable fit is reached.
Although we tie corresponding velocity components for species with similar ionisation potentials in our modelling procedure, this does not equate to the assumption that our results rely inherently on an assumption of identical velocity structure amongst all species fitted. In fact the assumptions we make in deriving the results presented in this paper are: (a) that the velocity structures for species with similar ionisation potentials are sufficiently similar such that it is statistically valid to model multiple species simultaneously with one velocity structure (that is, any kinematic segregation which may be present is small relative to the observed linewidths), and (b) that any kinematic segregation between different species is random in nature between different absorbers i.e. the sign of any velocity shift which may be present as a result of kinematic segregation is random between any pair of species in different absorbers). Assumption (b) is justified because we are viewing absorption systems, where the quasar light passes through the absorption cloud along the line of sight, rather than optically thick emission systems, where we might receive light preferentially from specific components of the emitting region. If assumption (b) were found to be violated this would mean that kinematic segregation in different absorbers would be spatially correlated over cosmological scales, implying that the atoms in different absorbers must "know" about the presence and location of the atoms in the other absorbers, and that there is coherent organisation of the different atoms over cosmological distances. We do not consider such an arrangement to be plausible.
We have three criteria for a statistically acceptable fit. i) Normalised χ 2 of order unity. As a basic statistical test, we require that χ 2 ν ∼ 1. This follows directly from the fact that the χ 2 distribution with ν degrees of freedom has mean ν. However, this criterion is not the only criterion that must be used. Adding components until χ 2 ν 1 only suggests that the dispersion of the spectral data about the model is what one would expect for a good model. Murphy et al. (2008) demonstrate through simulations that, at least for one synthetic spectrum considered, "underfitting" of spectra may lead to significant differences between the input and output ∆α/α values, whereas "overfitting" seems not to induce a significant difference. We are therefore particularly cautious about underfitting spectra.
A model with χ 2 ν 1 may be a reasonable model, but this test cannot determine whether it is the optimal model. Under the maximum likelihood method, if one can find a model which better explains the data, then this model should be preferred. The addition of components will always improve χ 2 , and therefore one considers whether the improvement is significant. A rigorous way to proceed is to to perform a statistical signifiance test on every component added, and only accept components which are statistically significant. However, this is laborious. Instead, other heuristics are available which tend to lead to reasonable choices of models. One of these is to try to find the model which minimises χ 2 ν . If one adds a component and χ 2 ν increases, this suggests that the extra component is not supported by the data.
Other methods are available, which penalise free parameters more or less strongly. We have chosen to use the Akaike Information Criterion (AIC) (Akaike 1974) , defined as AIC = χ 2 + 2p, where p here is the number of free parameters. In fact, the AIC is only correct in the limit of large n/p (where n is the number of spectral points included in the fit). This is not generally true for our fits. Thus, we use the AIC corrected for finite sample sizes, defined as (Sugiura 1978) . A significant advantage of the AICC is that it allows multiple models to be compared simultaneously. If several competing models are being considered, one chooses the model which has the lowest AICC. The actual value of the AICC is not important; only relative differences matter. The suggested interpretation scale for the AICC is the Jeffreys' scale (Jeffreys 1961) , where ∆AICC = 5 and ∆AICC = 10 are considered strong and very strong evidence against the weaker model respectively. ∆AICC < 5 means that the difference between the models is "barely worth mentioning". These considerations lead to our second and third criteria: ii) Choose the model which has the lowest AICC. In this way, we attempt to find a model which best explains the data.
iii) No substantial correlations in the residuals. For a wellfitting model, the residuals of the fit ri (defined as ri = [data − model]/error) should be random. This means that no significant correlations should occur in the residuals. Such correlations suggest a deficient model. Although statistically improbable runs of residuals can be detected through formal tests (Wald & Wolfowitz 1940) , in practice this is not necessary. The addition of components in regions where such correlations are visible generally removes the effect, and decreases the AICC as well. We accept the addition of components which decreases the AICC.
Thus, in fitting the observed absorption profiles, we attempt to obtain a fit which has χ 2 ν ∼ 1 and the minimum AICC possible and has no substantial correlations in the residuals. We regard this fit as our final fit. We show in figure 3 an example of a complicated absorption system, which requires many components to achieve a statistically acceptable fit. We do not include ∆α/α as a parameter while establishing the final fit. That is, we avoid biasing ∆α/α by only adding it once the final model is found.
Determining the best-fitting number of velocity components, i.e. minimising the AICC, can be difficult. Considerable effort was expended to find the lowest possible AICC; that is, for each absorber we could not find a model with a lower AICC. Thus, we can say that our models should be close to the best model for the data. Any inaccuracy in the measurement of ∆α/α which is induced by our model being sub-optimal will have a random magnitude and sign, and therefore average out when considering a large number of ∆α/α values.
Random and systematic errors
Unfortunately, the Voigt profile decomposition of any given absorption system, with any particular choice of fitted transitions, is not unique. Errors in modelling the velocity structure may impact the fitted value of ∆α/α. We thus distinguish between three different types of errors which may affect ∆α/α:
Statistical errors. These errors are simply the errors on ∆α/α which derive from the propagation of uncertainty from the flux error array via the Voigt profile model. These errors are simply the errors produced by VPFIT from the covariance matrix at the bestfitting solution.
Random errors. Random errors are any effects which might cause ∆α/α to be measured inaccurately when considering a single absorber. Significant errors made in determining the correct velocity structure could cause an error of this type. Murphy et al. (2008) demonstrated that an under-fitted spectrum (i.e one with a deficient model for the velocity structure) gives erroneous values of ∆α/α. Other potential causes of random errors include: i) kinematic segregation of different elements (which cannot be preferentially biased along the radial sightline over a large number of absorbers); ii) random blends with other transitions arising in different absorbers (at different redshifts); iii) random departures of the wavelength calibration solution from the true wavelength scale; iv) cosmic rays and other uncleaned data glitches; v) incorrect determination of the broadening mechanism (turbulent or thermal) for any component. Importantly, the effect of random errors will average to zero when considering an ensemble of velocity components in a given absorber, and also an ensemble of absorbers. This is because these errors will displace ∆α/α to be more positive as often as they will displace it to be more negative. When considering only a single absorber, this type of effect must be considered a systematic error. However, when considering an ensemble of absorbers, this effect is a random effect, which adds extra scatter into the data. Any small kinematic shifts between different species in corresponding velocity components are of random sign and magnitude, and therefore any effect this has on ∆α/α will tend to average out even when considering many components within one absorber. When considering many absorbers, each with multiple velocity components, any bias introduced into ∆α/α must average to zero. This point was also discussed by Murphy et al. (2001b) and Murphy et al. (2003) . We explicitly constrain potential kinematic segregation of different species for a subsample of absorbers used in our analysis in Section 6.3.
Systematic errors. This is any error which systematically affects the values of ∆α/α measured over an ensemble of absorbers. Such effects would include: i) inaccuracies in the laboratory wavelengths for particular MM transitions; ii) a different heavy isotope abundance for Mg in the clouds relative to terrestrial values; iii) Figure 3 . Part of our MM fit to the absorber at z abs = 2.152 toward J233446−090812. This is a complex absorption system, requiring many components in order to achieve a statistically acceptable (χ 2 ν ∼ 1) fit. See figure 2 for a description of the various lines, marks and labels. We draw the reader's attention to the presence of a wide range of transitions, some with relatively small magnitude q coefficients (Ni II λ1709 and the two Mg II transitions), some with large magnitude, positive q coefficients (Fe II λ2382, 2344 , 2374 , 2260 , the Zn II transitions and the Mn II λ2576 transition) and some with large magnitude, negative q coefficients (Fe II λ1608, Ni II λ1741, 1751 and the Cr II transitions). The Al III transitions fitted are not shown, but these have a minimal impact on the value of and precision for ∆α/α. Note that for the stronger species, such as the Fe II λ2382 and Mg II transitions, the centre regions of the profile are saturated, and thus a constraint on ∆α/α only comes from the optically thin wings. Conversely, for the weaker species (for example, Fe II λ1608, 2260 and the Ni II transitions) most or all of the profile is optically thin, and thus a constraint on ∆α/α is derived across the whole profile. Importantly, a single velocity structure model provides a good model to all the observed MM transitions. This serves to validate an assumption underlying the MM method, namely that kinematic segregation of the different species -if present -must be relatively small. We note the presence of two weak interlopers in Fe II λ2260 and one in Fe˙II λ1608, yielding an additional three tick marks. The regions of the Mg II transitions near v ≈ 0 have one less component than the corresponding regions in Fe II . This is because this region is saturated, and VPFIT would not support so many strong components in the saturated region. This does not significantly affect ∆α/α because changes in parameters for lines in the middle of saturated regions have a marginal impact on χ 2 and therefore on ∆α/α. We have clipped pixels out of the spectrum for the region containing Cr II λ2062 and Zn II λ2062 because of a problem affecting the spectrum in that region. systematic blends with nearby but unmodelled transitions in the same absorber; iv) time-invariant differential light paths through the telescope for different wavelengths; v) atmospheric dispersion for spectra taken without an image rotator; vi) differential isotopic saturation (see Murphy et al. 2003) , and; vii) wavelength miscalibration due to thorium-argon line list inaccuracies. Murphy et al. (2003) consider many possible systematic effects in detail. Note that these effects will not necessarily produce the same spurious shift in ∆α/α in every absorber. For example, if some transitions have inaccurate laboratory wavelengths, the effect on ∆α/α will depend on which other transitions are fitted in the same absorber. Nevertheless, the above effects are considered systematic errors because they will cause similar or correlated shifts in certain subsets of absorbers.
There is a crucial distinction between these effects: some effects may be considered systematics in single absorbers, but are not systematics in an ensemble of absorbers. For this reason, we are cautious against placing too much emphasis on the interpretation of the value of ∆α/α from any individual absorber. We demonstrate later that the impact of random effects is non-negligible. We explain our treatment of random effects in section 3.5.3.
Physical constraints
As in the previous Keck analyses, we require that the velocity width (b-parameter, with b = √ 2σ) of each modelled component for a particular species in the fit is related to the corresponding components for other species. The two extreme cases are wholly thermal broadening (b 2 = 2kT /M for a species with atomic mass M ) and wholly turbulent broadening (b 2 = b 2 turb ). In general, there will be contributions from the two mechanisms (b 2 = 2kT /M + b 2 turb ), however we have found that most systems are generally well-fitted with turbulent broadening. As noted by Murphy et al. (2003) , it is possible to explicitly determine the degree of thermal and turbulent broadening, however in this circumstance the b-parameters are generally poorly determined, which makes the optimisation difficult.
It turns out that the turbulent fit is preferred on the basis of the AICC in 71 percent of the absorbers, and the thermal fit in 29 percent of the absorbers. However, it should be noted that the fits were initially constructed with turbulent broadening and then converted to thermal broadening. It may be that if the fits were constructed thermally and then converted to turbulent that these figures might change significantly. We emphasise that mistakes made in choosing turbulent or thermal fitting may bias ∆α/α for a single absorber, but these effects must average to zero over a large number of absorbers due to the random nature of the bias from absorber to absorber.
The previous analyses of the Keck results required that ∆α/α calculated using both thermal and turbulent fits differed by no more than 1σ for that absorber to be included in their final analysis, where the difference is considered only in terms of the statistical error. However, the generally higher SNR of the VLT spectral data (compared to the Keck spectral data) often leads to very precise statistical bounds on ∆α/α. This makes the 1σ-difference criterion difficult to fulfil in a significant number of cases. We describe below how we resolve any potential inconsistency between ∆α/α values from the thermal and turbulent fits.
In determining how to resolve any potential inconsistency, there are three cases to consider. i) Where the difference between the fits is substantial, as measured by the AICC, one wants to take the statistically preferred fit. ii) Where the quality of the fits is similar (AICC turbulent ≈ AICC thermal ), and the values of ∆α/α are the same, then it does not matter which fit is used. iii) If the values of the AICC for the thermal and turbulent fits are similar, but the values of ∆α/α produced by those fits differ significantly, then the statistical precision accorded to ∆α/α should be reduced to account for the conflicting evidence, and value of ∆α/α should be somewhere between the two cases.
To resolve this problem, and to be more accurate for our meaning in "similar" and "significant" above, we use a methodof-moments estimator which takes into account the relative differences in the AICC and the agreement, or otherwise, of the values of ∆α/α. We estimate the underlying probability distribution of ∆α/α for the absorber in question as the weighted sum of two Gaussian distributions (one for the thermal result, one for the turbulent), with centroids given by the best fit value of ∆α/α for each fit, and σ equal to σ ∆α/α for each fit. We weight the sum by the penalised likelihood of the fits, via the AICC (see Liddle 2007) . That is, if
s1 = σ(∆α/α turbulent ), and (10)
then matching the first two moments of our weighted sum of distributions with a Gaussian yields m = ∆α/α = j1a1 + j2a2, and
σ ∆α/α = j1s 2 1 + j2s
This covers all the cases described above. In particular, where the AICC is similar but ∆α/α differs significantly between the turbulent and thermal fits, the estimated error increases with the difference between them, providing resistance to incorrectly determining the line broadening mechanism. To see this, note that with j1 + j2 = 1, equation 13 reduces to
Thus, errors only ever increase from our smallest error estimate, and therefore this method could be considered conservative. In the event where one broadening mechanism is significantly preferred, then our result will be effectively the same as if only that broadening mechanism was considered. For the case where the fits are statistically indistinguishable (j1 = j2), ∆α/α is given by the simple mean of the two values of ∆α/α, and the variance is the simple mean of the individual variances plus 0.25(a1 − a2) 2 . Therefore, we include and model Al III if both the transitions are available, and allow the spectral data to contribute to ∆α/α derived from the other MM transitions for that absorber, but do not constrain the modelled structure with the velocity structure from other MM transitions. Given the small difference in the q coefficients between the two Al III transitions (∆q ∼ 250) the statistical contribution of Al III to ∆α/α is low, however given that the exposures have already been obtained it is prudent to try to maximise our use of the existing data.
Al
As an example: if Al III is not utilised in the z = 1.857 absorber towards J013105−213446, the turbulent fit value of ∆α/α changes from (0.30 ± 1.43) × 10 −5 to (0.43 ± 1.44) × 10 −5 . Similarly, if Al III is not utilised in the z = 1.71 absorber towards J014333−391700, the turbulent fit value of ∆α/α changes from (−2.20 ± 2.67) × 10 −5 to (−2.32 ± 2.68) × 10 −5 . We note that previous works have included the Al III transitions as part of the MM analysis, and it was demonstrated by Murphy et al. (2003) that the inclusion of these transitions did not significantly alter the Keck results. Nevertheless, the approach we have adopted is conservative.
We have also observed less substantial relative line strength differences between the Mg I transitions and other MM transitions, but in no case did we find a system where we could not apply the same velocity structure model to the Mg I and MM transitions, and so we include the Mg I transitions in the full MM analysis.
Interlopers
Some transitions display excess absorption beyond what is predicted from other transitions from the same atomic species. This excess absorption is caused by another absorber located along the line of sight to the quasar, which is usually extragalactic. Even where a prediction cannot be made from another transition of the same atomic species, interlopers can still be detected when many transitions are fitted together, as the redshifts and b-parameters of each component are constrained. Although the contaminated sections of spectrum can be discarded, it is often possible to adequately model the contamination, thereby maximising use of the spectral data.
We distinguish two types of interlopers: identifiable and unidentifiable.
Identifiable interlopers
In some cases, the interlopers can be identified and modelled simultaneously with the MM transitions. By "identified" we mean that the redshift, atomic species and wavelength of the transition which causes the excess absorption can be determined. In principle, one needs accurate rest wavelengths and q-coefficients for the interloping transitions. This means that the interloping transition can be modelled if it is an MM transition from an absorber at a different redshift, or if it is Si IV λλ1393 or 1402. If the interloper is from the C IV doublet, the contamination can also be modelled despite the fact that the rest wavelengths for this doublet are relatively poorly known. This is done by allowing the C IV transitions to have a separate value of ∆α/α, which is then discarded. This extra parameter effectively absorbs any error introduced through inaccurate knowledge of the rest wavelengths.
Unidentifiable interlopers
In many cases, however, the interloping transition can not be identified. In this case, our decision as to how to proceed depends on the degree of contamination. If the degree of contamination is small, and confined to a small area of the observed profile, we can include unknown interloping transitions where the residuals of the fit ([data -model]/error) are bad until a statistically acceptable fit is achieved. Doing this provides a statistically acceptable model of the contamination. Note that the contribution to ∆α/α of the affected MM transition will be reduced as a result of this, as the interlopers included are unconstrained by other spectral regions. We show an example of this in figure 4 .
As the degree of contamination begins to increase, the potential error introduced into ∆α/α may grow. Our treatment of transitions affected by significant contamination depends on whether there are other transitions from the same species available which can be used to constrain the velocity structure for that transition. In the case of Fe II, a wide variety of transitions are often available. Effectively, a fit to several other transitions of the same species may allow the structure of the contamination to be determined, partic-ularly if the SNR is high. However, in some cases, there may be no other transitions which can be used to obtain the velocity structure. This may occur as a result of all of the transitions suffering from contamination from different absorbers, or because the spectra only includes one of the transitions of that species (due to gaps in the spectral coverage), or because the species has no other transitions which could be used for that purpose. The last case is particularly problematic for Al II, for which we only use the Al II λ1670 transition -there are no other Al II transitions which can be used to directly constrain the Al II structure. This issue also occurs for Si II -although in theory both the Si II λ1526 and 1808 transitions can be used to constrain the velocity structure of Si II, the oscillator strength for the λ1526 transition (f ≈ 0.13) is much larger than for the λ1808 transition (f ≈ 0.002). For many systems observed to have Si II λ1526 absorption, the column density of Si II is not large enough to detect the λ1808 transition. Even if the λ1808 transition is detected, it may be too weak to provide a meaningful constraint on the Si II structure.
In cases where we are unable to obtain a good constraint on the velocity structure of a particular species from other unaffected transitions of the same species, and the degree of contamination is not small, we are very cautious about inserting interlopers, due to the potential bias this could introduce into ∆α/α for this absorber. Note that any bias introduced here is a random effect, and therefore will average out when considering an ensemble of absorbers. Nevertheless, we wish to avoid introducing extra scatter into the ∆α/α values where possible. In these cases, we clip out the pixels which appear to be affected by contamination, leaving a wide buffer on either side. Note that we can only do this where another transition from the same species exists. Otherwise, components situated in the middle of the clipped pixels might have very little, if any spectral data to constrain them, and thus their column densities could take on values which would not be consistent with the general model used for the absorber. If there is no other transition for the species in this case, we simply do not use the transition. In figure 5 we show an example of where we have clipped out pixels because of contamination by an interloper.
Fitting contamination has the potential to introduce a random bias for individual absorbers, however this may nevertheless reduce systematic effects. To see this consider a hypothetical absorber where the Mg II λλ2796, 2803, Al II λ1670 and the Fe II λλλ2383, 2600, 2344 transitions are available, but that the Al II λ1670 transition suffers from some minor contamination in part of the observed profile, and the absorber of the contaminating transition cannot be identified. One could simply ignore the Al II λ1670 transition and fit the Mg II and Fe II transitions. Deriving ∆α/α from just the Mg II/Fe II combination is not very robust to a simple stretching or compression of the wavelength scale (Murphy et al. 2003) . The Mg II/Fe II/Al II combination just described is much more robust against this effect, as the Mg II and Al II anchor transitions are positioned on other side of the high-q Fe II transitions. Modelling the contamination of the Al II profile here may introduce a random error, but this can be averaged out in the context of many absorbers. The potential introduction of this random error is easily justified by the increased resistance to systematic effects (such as wavelength scale distortions, which in principle could be common to many absorbers or spectra). In the situation just described, the only choices are to discard the Al II transition, or to model the contamination. We choose the latter option where the degree of contamination is minor, and the former where the contamination is severe. 
Transitions in the Lyman-α forest
It also happens that some transitions fall in the Lyman-α forest ("the forest"), a dense series of absorption lines blueward of the quasar Lyman-α emission line. These transitions are caused by H I absorption along the line of sight to the quasar. We are cautious about using MM transitions which fall in the forest, due to the uncertainties in determining the structure of the forest. Neverthless, the use of MM transitions in the forest may afford significantly better constraints on ∆α/α. Although this often occurs with low-z Mg II/Fe II absorbers, with some Fe II transitions falling in the forest, it also occurs in high-z systems, where the Si II λ1526/Al II λ1670/Fe II λ1608 combination is common. Where the SNR is high for the transitions which fall in the forest, we model the forest structure with H I absorption. If the SNR ratio is low, determination of the forest structure can be difficult, and therefore we do not utilise the contaminated transitions. Again, we emphasise that although this has the potential to introduce bias for a single absorber, because the contamination is random from absorber to absorber, it must average out over a large number of systems. We have used transitions which fall in the forest in 27 of the 1142 spectral fitting regions in the VLT sample (2.4 percent).
3.4.4 Cr II λ2062, Zn II and Mg I λ2026
The Cr II λ2062 (2062.24Å) and Zn II λ2062 (2062.66Å) lines are relatively closely spaced, being separated by ≈ 62 km s −1 . For narrow absorption systems, one can distinguish between these transitions as they do not overlap. However, these transitions are most commonly associatd with damped Lyman-α absorbers, where the velocity structure is generally complicated, and the system dis-plays absorption over tens to hundreds of km/s. In this case, the Cr II λ2062 and Zn II λ2062 transitions often overlap. The velocity structure for these transitions can be determined by simultaneously modelling these transitions with the Cr II λ2052, 2056, 2066 and Zn II λ2062 transitions.
There is one point of caution here. For high column density systems, a potential blend exists with Mg I λ2026. Mg I λ2026 is weak, with oscillator strength f = 0.113, and is rarely seen. One can in principle use the Mg I λ2852 (f = 1.83) information to constrain the Mg I structure. In this case, a joint fit of Zn II λ2026 and Mg I λλ2026, 2852 will ensure that the Zn II λ2026 results are not biased by any absorption due to Mg I λ2026. However, the absorbers for which Mg I λ2026 might be detected are often at high redshift, in which case Mg I λ2852 is often unusable, either due to heavy contamination by sky emission or absorption, or because it is located out of the red end of the spectral coverage. In this particular circumstance, we are generally cautious about fitting Zn II λ2026. Where we consider that the Zn II λ2026 transition might be affected by Mg I λ2026, and we are unable to utilise Mg I λ2852, we do not include the Zn II λ2026 transition.
Aggregation of ∆α/α values from many absorbers
Weighted mean
If one assumes that all the ∆α/α values are described by a constant offset of ∆α/α from the laboratory values, one can combine the ∆α/α values together using a weighted mean. This process is valid provided that the ∆α/α values support a constant value of ∆α/α. If ∆α/α = 0, then this implies that there must be a transition at some point from laboratory conditions (∆α/α ≡ 0), and therefore the ∆α/α values should be inspected to see if a transition point can be identified. Additionally, one must examine the residuals about the fit for a weighted mean, plotted against various parameters of interest (e.g. redshift and sky position) to determine if unmodelled trends exist.
Dipole fit
A dipole+monopole model constitutes the first two terms of the spherical harmonic expansion. The simplest dipole model is of the form
where Θ is the angle between the pole of the dipole and the sky position under consideration, A is an angular amplitude and m (the monopole) represents a possible offset of ∆α/α from the laboratory value. An equivalent (and more computationally convenient) form is
wherex is a unit vector pointing towards the direction under consideration and c contains the amplitude and direction information of the dipole. The components of c (cx, cy and cz) are easily related to the right ascension (RA) and declination (dec.) of the direction of the dipole, and |c| gives the magnitude of the dipole. In this form, ∆α/α is linear in the ci and so the ci may be determined through weighted linear least squares. Although naively we might expect that m = 0, some theories contemplate otherwise. This could be possible if α depends on the local gravitational potential or density (Khoury & Weltman 2004; Mota & Shaw 2007; Olive & Pospelov 2008 ) -laboratory conditions differ quite significantly in this regard to the conditions in the quasar absorbers. Note that by including the m term, one gets an explicit statistical test of this idea. Additionally, in the presence of temporal evolution of α, m amounts to its average value. In any particular redshift slice, m therefore represents the average angleindependent value of ∆α/α.
Equations 15 and 16 take no account of any redshift dependence. Clearly, A = A(z). Nevertheless, a model which includes angular dependence is useful because it provides a method of detecting spatial variations in α which does not require the specification of a functional form for A(z). Use of this model is valid under several possible circumstances. One is where any variation in α with redshift in the sample along a particular direction is small compared to variation in α in the opposite direction. This might be possible in our sample, depending on how α might vary, as we typically probe lookback times of greater than 5 gigayears. Another is where α does vary significantly with redshift in our sample and the distribution of absorber redshifts does not vary greatly with sky position. With enough data, one could simply take redshift slices and apply this model to each redshift slice, thereby building up the functional form of A(z) in model-independent manner. However, given that we have only ∼ 300 absorbers between the Keck and VLT samples, we simply cannot slice the data enough to do this for more than ∼two redshift bins. Another consideration is the effect of choosing a particular form of A(z). An incorrect choice of A(z) may reduce sensitivity to detect an effect, and could lead to the wrong conclusion if the choice is sufficiently bad. As a result, we explore an angle-dependence model initially, and later consider explicitly including distance dependence.
We derive our uncertainties on the direction of dipole vectors by tranforming the covariance matrix from rectilinear coordinates (cx, cy, cz) to spherical coordinates (r, φ, θ), using the standard Jacobian matrix. That is, if J is the Jacobian matrix of the transformation from rectilinear to spherical coordinates, and C is the covariance matrix calculated from the fit, then C' = J · C · J T gives the approximate covariance matrix in spherical coordinates. The radial component, r, corresponds to the amplitude of the dipole. Our errors given on RA and dec. are thus linearised approximations based on the covariance matrix at the best-fitting solution, and should be regarded only as approximate. These error estimates will be inaccurate if they subtend a large fraction of the sky.
Note that, by virtue of the fact that r 0 in spherical coordinates, the dipole amplitude, A, is not Gaussian. Thus, we perform a resampling bootstrap analysis (Press et al. 1992 ) to derive an uncertainty for a dipole amplitude. Similarly, one cannot use a t-test to determine if A is significantly different from zero. Thus, we calculate the statistical signifiance, 1 − p, of the dipole model over the monopole model using a bootstrap method where we randomise ∆α/α over sightlines, and from the observed distribution of χ 2 determine the probability that a value of χ 2 as good or better than that given by our observed dipole fit would occur by chance. One can also use analytic methods (Cooke & Lynden-Bell 2010) , if desired. These methods should yield similar answers for large sample sizes. However, for small sample sizes, the results may differ somewhat (especially if the statistical uncertainties vary significantly in magnitude between the ∆α/α values). As the dipole model will always improve the fit over a monopole, the statistical test is one-tailed, and so when we state the σ-equivalence of a statistical significance, this is calculated as |probit(p/2)| in order to accord with the conventional usage. probit is the inverse normal cumulative distribution function.
Unless otherwise mentioned, we multiply uncertainty estimates on monopole values and sky coordinates by χ 2 ν as a firstorder correction for over-or under-dispersion about the fitted model (Press et al. 1992) .
Robust estimate of random errors
It may happen that the values of ∆α/α demonstrate excess scatter about a particular model. Although this might be due to model misspecification, it is also due to the random effects described in section 3.3. Previous works (e.g. Murphy et al. 2003 Murphy et al. , 2004 have added a constant, σ rand , in quadrature with the uncertainty estimates of each ∆α/α value, σstat, until χ 2 ν = 1 about the fitted model (i.e. σ 2 tot = σ 2 rand + σ 2 stat ), thereby making the data statistically consistent with each other under that model. This constant is an estimate of the aggregation of any errors which average to zero over a large number of systems (i.e. random errors), under the assumption that the magnitude of this effect is the same in each absorber.
We are cautious, however, about not over-estimating the term σ rand required on account of apparent outliers in the ∆α/α values. We define an outlier as any point which has a standardised residual |ri| = |(∆α/α − model prediction)/σtot| 3, even after adding an appropriate σ rand . The existence of outliers even after increasing the error bars implies that these systems may be affected by random or systematic errors which occur infrequently, or with significantly lower magnitude in most of the systems. Adding a constant in quadrature with the error estimates until χ 2 ν = 1 will therefore over-estimate the random error associated with most points, and under-estimate the random error associated with high scatter points, increasing the probability of a false negative (a failure to detect ∆α/α = 0 when it is in fact = 0).
To alleviate this problem, we use a modification of the Least Trimmed Squares (LTS) method (Rousseeuw 1984) . Instead of fitting all n ∆α/α values using weighted least squares, the LTS method traditionally fits only k = (n + p + 1)/2 ∆α/α values (where p is the number of parameters fitted) using weighted least squares, and searches for the combination of k data points and fitted model that yields the lowest weighted sum of squared residuals (χ 2 ). If one is more confident that the data contain only a small number of outliers, then one can choose k somewhere between (n+p+1)/2 and n. For n → ∞, the use of k = (n+p+1)/2 will produce a very robust fit, where the fit is resistant to 50 percent of the data being erroneous. However, for small n (e.g. n 20) the resultant fit parameters can be significantly affected by small perturbations to the fitted data points because of the strong sub-sample sensitivity of the LTS in small sample sizes. To help remedy this, we choose k = 0.85n when applying the LTS method. We utilise the Fast-LTS method (Rousseeuw & Driessen 2006) , an algorithm which determines the LTS solution fairly rapidly.
The LTS method has traditionally been applied to fit models to data for which uncertainty estimates are not initially available, leading to the assignment of constant magnitude error estimates to all data points. However, our ∆α/α values already have statistical error estimates, which serve as lower bounds on the true errors. We propose a new variant of the LTS method to increase the error bars in quadrature with some σ rand , but that addresses our concerns about false negatives. This method was inspired by Pitsoulis & Zioutas (2009) , who use linear scaling of existing errors rather than our quadrature error addition.
To obtain our robust estimate of σ rand , we increase the error bars until a robust scatter measure is what we would expect for a Gaussian distribution. We calculate our robust scatter measure, χ 2 ν (k), as the sum of squared residuals per degree of freedom about a fit taken over only the k ∆α/α values with the smallest squared residuals, rather than over all n ∆α/α values. To estimate σ rand , we slowly increase σ rand from zero and add σ rand in quadrature with the existing error bars. For each value of σ rand , we calculate the LTS fit, then calculate χ 2 ν (k). We continue to increase σ rand until χ 2 ν (k) is equal to the expected value for a Gaussian distribution with large numbers of degrees of freedom, χ
We take the value of σ rand derived in this way as our estimate of the additional random error for the data given the model. For the standard least squares case (given by k = n), this yields χ 2 ν (n) = 1, the well-known result that the expected value of χ 2 ν is 1 for large numbers of degrees of freedom. Thus, if the data are contaminated by a few outliers, these will not impact the estimate of the random error which affects most points.
After applying the LTS method to estimate the random error term, we then discard all points with |ri| > 3 about the LTS fit, but only if we are applying the method to a full sample of ∆α/α values (i.e. the whole VLT or Keck sample, or a combination of the two). This is because in small-n fits one does not have much data, and so it is not clear whether outliers would become inliers with more data.
If we remove outliers, we then reapply the LTS method to check that no more outliers are unmasked, and to re-estimate σ rand . The LTS fit is statistically inefficient because it ignores some good data (15 percent for k = 0.85n if all the remaining points are inliers). Therefore, after we discard high residual points, we apply a normal weighted least squares fit to the remaining data to estimate the parameters and achieve the best possible confidence limits on our modelled parameters.
The benefits of the LTS method can be summarised as follows. i) Robust estimate of σ rand . If we calculate σ rand by increasing it until χ 2 ν = 1, then even a single, arbitrarily large outlier can increase σ rand without bound. This is much less likely with the LTS method. A more appropriate estimate of σ rand means that false negatives are less likely.
ii) Robust detection of outliers. In a standard χ 2 minimisation fit, residuals with larger magnitude |ri| are weighted as r 2 i , which distorts the fit towards them. This tends to mask outliers. By distorting the fit, one might incorrectly decide that some good points are in fact outliers. Similarly, the existence of one outlier tends to conceal the existence of additional outliers (a masking effect).
iii) Objectivity. Manual outlier rejection is often characterised as subjective. The rule provided here provides an objective method of classifying data points as outliers, thereby removing this objection.
iv) More robust parameter estimates. Even a few outliers can substantially distort the fit. This biases parameter estimates away from their underlying values. We are interested in the underlying values, not the values given by a blind least squares fit. The rate of false positives (detections of ∆α/α = 0 when ∆α/α = 0) should also be decreased, as false positives can be caused by outliers.
VLT RESULTS
We present here the results of our analysis of the VLT MM absorbers. The values of ∆α/α for each absorber are given in table A1. The estimated additional error term, σ rand , depends on the model used, and we give values of σ rand used below according to the model in question. The key for the transitions given is defined in table 1.
The frequency with which certain transitions are fitted is also given in table 1. We show the distribution of observed wavelengths for certain representative MM transitions in figure 6 . In figure 7 , we show the relationship between the q-coefficients and the observed wavelength of the transitions used. This figure demonstrates that, although q is correlated with wavelength for the low-z Fe II/Mg II combination (and therefore this combination is susceptible to loworder wavelength scale distortions), when the full MM sample is considered there is a wide variety of combinations of q and observed wavelength used. This means that the MM method is generally resistant to simple wavelength scale distortions. We give the distribution of the signal-to-noise ratio (SNR) for the spectral regions used in the VLT sample in figure 9.
Our VLT results are summarised as samples 3, 5 and 6 in table 2. We show the values of ∆α/α for the VLT sample against redshift in figure 8.
Appendix C (in figures C1 and C2) gives two examples of the Voigt profile fits for the VLT absorbers. The fits to all of the absorbers and an ASCII version of table A1 can be found at http: //astronomy.swin.edu.au/˜mmurphy/pub.html.
Weighted mean for the VLT ∆α/α values
The LTS method applied to a weighted mean model indicates that the z = 1.542 absorber toward J000448−415728 is an outlier, with a residual of 4.2σ about the LTS fit, and so we remove this ∆α/α value. If we do not remove this value, the weighted mean after increasing errors is ∆α/α = (0.154 ± 0.132) × 10 −5 , with χ 2 ν = 1.06 (σ rand = 0.951 × 10 −5 ). After removing this value when calculating our weighted mean result for the VLT sample, a weighted mean fit with our raw statistical errors yields ∆α/α = (0.229 ± 0.095) × 10 −5 , with χ 2 ν = 1.78. Applying the LTS method to this data set yields a random error estimate of σ rand = 0.905 × 10 −5 . After accounting for this extra random error, the weighted mean becomes ∆α/α = (0.208±0.124)×10
−5 , with χ 2 ν = 0.99. This result differs from that of Murphy et al. (2004) at the ∼ 4.7σ level.
Distribution of ∆α/α values with redshift and validity of a weighted mean model
In the bottom panel of figure 8 we show binned values of ∆α/α plotted against redshift for the VLT sample. For z < 1.5, 3 of the 5 binned points fall in the region ∆α/α < 0. For z > 1.5, 6 of 7 points in the binned plot fall in the region ∆α/α > 0. This trend with redshift is different to that seen in fig. 6 of Murphy et al. (2004) ; for z < 1.6, all 7 points fall in the region ∆α/α < 0, whereas for z > 1.5 all 6 points also fall in the region ∆α/α < 0.
The apparent change in sign of ∆α/α with z in the VLT sample suggests that a weighted mean model is not a good description of the VLT data. 
Angular dipole fit applied to the VLT ∆α/α values
In this section, we fit the angular dipole model of equation 15 to the VLT sample. Inspection of the residuals about the LTS angular dipole fit, plotted as a function of redshift, reveals no obvious trend for higher scatter at higher redshifts and therefore we treat all absorbers the same in attempting to estimate σ rand . We again identify the z = 1.542 system toward J000448−415728 as an outlier, with a residual of 4.6σ about the LTS fit, even after increasing the error bars. Thus, we remove this system from our sample when fitting the dipole model, and re-estimate σ rand = 0.905 × 10 −5 . We call this sample "VLT-dipole".
Our dipole fit parameters after adding σ rand = 0.905 × 10 • . For this fit, χ 2 = 141.8 and χ 2 ν = 0.95. To assess the dipole fit compared to a monopole-only (weighted mean) fit, we compare a weighted mean fit with errors adjusted according to the same σ rand as used for the dipole fit, in order to ensure consistency of the data points used when calculating the statistical significance. As the weighted mean fit has χ 2 = 149.8, the dipole fit yields a reduction in χ 2 of 7.9 for an extra 3 degrees of freedom, when a reduction of ∼ 3 would be expected by chance. Our bootstrap method yields a significance for the dipole+monopole model over the monopole-only model at the 97.1 percent confidence level (2.19σ), indicating marginal evidence for the existence of a dipole when considering only the VLT data. We demonstrate this fit in figure 10 .
We also give the parameters for a dipole-only (no monopole) fit in table 2.
Effect of the choice of the method-of-moments estimator
In section 3.3.1 we suggested that a method-of-moments estimator was preferable in attempting to reconcile ∆α/α values from turbulent and thermal fits. It is legitimate to ask whether our results differ if we simply choose that fit (turbulent or thermal) which has the lowest χ • . The dipole model is preferred over the monopole model at the 96 percent level (2.1σ). Thus our choice of the method-of-moments estimator does not change the results significantly, although σ rand is mildly larger if we simply choose those fits which have the lowest χ Table 1 . The frequency of occurrence for each MM transition in our fits. Note that the Mg I λ2026 transition is fairly weak compared Mg I λ2852, and so it is included in few fits. Where we have included Mg I λ2052 in our fit, and Zn II λ2026, is included in our fit, Mg I λ2026 will also be modelled, although the contribution may be extremely minor. Nevertheless, we count this as an occurrence of Mg I λ2026, as that transition is included in our model. The transition key provides a convenient, short-hand way of referring to a particular transition. This key is used in table A1. 
VLT results summary
In this section, we have described the analysis of 154 new MM absorbers. The ∆α/α values from the VLT sample at z 1.5 tend to show ∆α/α > 0, which contrasts with ∆α/α < 0 from the Keck sample . We showed that, in the VLT sample, an angular dipole model is preferred over a weighted mean model at the 2.2σ level, which seems to suggest angular (and therefore spatial) variations in α. The direction of maximal increase in α is found to be RA = (18.3 ± 1.2) hr and dec. = (−62 ± 13)
• under a dipole+monopole model. We therefore explore the consistency of our ∆α/α values and model parameters with those derived from the same models applied to the Keck sample, and a Keck + VLT sample, in the next section.
We have shown that the VLT ∆α/α values display excess scatter (χ 2 ν > 1) about the simple models described. This is Figure 9 . Distribution of the signal-to-noise ratio (SNR) for different spectral regions in the VLT sample. The histogram gives the distribution of SNR values, and the red line gives the cumulative distribution function. The blue line indicates the median SNR of ≈ 43. The SNR ratio was calculated as the inverse of the median of the ratio of the flux array to the error array for the (up to) 11 pixels on either side of the spectral region. By "up to", we note that for some spectral regions less than 11 pixels are available on either side due to gaps in the spectral coverage, or the fact that pixels had been clipped out. The error array has been modified according to the algorithm described in section 2.1, and so the SNR estimates given here are more appropriate than what would result from considering the raw error array. Note that the median SNR is somewhat higher than for the sample in Murphy et al. (2003) , which was ≈ 31. likely due to both model mis-specification (from the use of simple weighted mean and angular dipole models) as well as unmodelled uncertainties. We described in section 3.3 a number of potential random effects which could give rise to excess scatter in the data, even if our model for ∆α/α were correct. It is difficult to determine the contribution of each of these effects to the error budget, Constraints from different models for ∆α/α from Keck and VLT spectra. I gives a number to identify the sample + model. The samples are as described in the text. N abs gives the number of absorption systems used for the fit. m gives the monopole component of the dipole fit for dipole models, and the weighted mean of the ∆α/α values for a weighted mean model. The RA and dec. columns specify the right ascension and declination of the fitted pole. The A column gives the amplitude of the dipole, and the δ(A) column gives the 1σ confidence limits on the dipole amplitude. Raw statistical uncertainties have been multiplied by χ 2 ν to obtain confidence limits (Press et al. 1992) , with the exception of the uncertainty on the dipole amplitude, which is derived from bootstrapping. A is unitless, except for the r-dipole where A has units of GLyr −1 . The column labelled "significance" gives the significance of the dipole model over the monopole model, as both a probability and its σ equivalent, assessed using a bootstrap method. However, for models with no monopole, the significance is given with respect to the null model (∆α/α = 0). and so we have assumed that all absorbers are affected by the same processes, and therefore increased our error bars conservatively in quadrature with a σ rand term. If the extra scatter in the ∆α/α values is due to inaccuracies in modelling the velocity structure of the absorbers, it may be that observations at higher signal-to-noise ratios and higher resolving powers might help reduce the scatter. On the other hand, if the inter-component spacing is comparable to the intrinsic line widths then this may not be the case. We consider the specific effect of wavelength scale distortions on the VLT sample in sections 6.5 and 6.7, and show there how such distortions can give rise to extra scatter in the ∆α/α values.
COMBINATION AND COMPARISON WITH PREVIOUS KECK RESULTS
We give a summary of all of the results presented here in table 2.
Previous Keck results
We note briefly that we noticed significant wavelength calibration problems in the spectrum of Q2206−1958 (J220852−194359) from sample 3 of Murphy et al. (2003) for λ 5000Å of the order of ∼ 10 kms −1 at the time of that analysis. The two absorbers contributed by this spectrum were erroneously included in that paper, and so we remove them from the sample.
Murphy et al. (2004) divide their high-z sample into two portions, a high-contrast sample and a low-contrast sample. The highcontrast sample was defined by 27 absorbers where there were significant differences between the optical depth in the transitions used. Murphy et al. (2003) give arguments as to why this might be expected to generate extra scatter in the ∆α/α values. Due to the fact that many of the high redshift (z > 1.8) absorbers considered in Murphy et al. (2004) are associated with damped Lyman-α systems, this effect manifests itself as extra scatter in the ∆α/α values about a weighted mean at high redshifts. For the VLT sample, we note that there is no evidence for excess scatter at higher redshifts compared to lower redshifts.
We can examine the differences between the Keck and VLT samples in terms of the prevalence of weak species as follows. Firstly, define the following transitions as weak: Mg I λ2026, Si II λ1808, the Cr II transitions, Fe II λλλ1608, 1611, 2260, the Mn II transitions, the Ni II transitions, the Ti II transitions and the Zn II transitions. From the table of the frequency of occurrence of these transitions in Murphy et al. (2003) , at z < 1.8 these transitions constitute about 3 percent of the total number of transitions used. On the other hand, in the VLT sample these transitions constitute about 13 percent of the sample used. The significantly greater prevalence of these weak transitions at low redshifts in the VLT sample may explain the lack of evidence for differential scatter between high and low redshifts. Effectively, the greater prevalence of weak species in the low-z VLT sample may increase the scatter at low redshifts in that sample, making any low-z/high-z difference appear smaller. We retain the high/low contrast distinction when analysing the Keck sample.
LTS method applied to the Murphy et al. (2004) results
If we apply the LTS method to the high contrast sample to estimate the extra error needed about a dipole model, we find that an extra error term of σ rand = 1.630 × 10 −5 is needed. With this extra term, χ 2 ν = 1.13, indicating that the distribution is mildly leptokurtic (fat-tailed). The low-contrast sample data are already consistent under a dipole model with the LTS method (σ rand = 0).
We then combine the high-contrast ∆α/α values (with error bars increased) with the low-contrast ∆α/α values to form a new sample under a dipole model (equation 15). The LTS method applied to this set reveals that the ∆α/α values are consistent about dipole model. Additionally, χ 2 ν = 1.04. Nevertheless, we identify one possible outlier from this set: the absorber with z ≈ 2.84 towards Q1946+7658, with ∆α/α = (−4.959 ± 1.334) × 10 −5 , and remove this absorber from the sample. This point has a residual of −3.6σ about the LTS fit. We refer to this sample as "Keck04-dipole".
A dipole fitted to this sample 3 yields RA = (16.0 ± 2.7) hr, dec. = (−47 ± 29)
• , and A = 0.41 × 10 The monopole offset appears to be significant at the 3.2σ confidence level, but this is related to the fact that the Keck results alone do not clearly support a dipole interpretation.
For dipole model with no monopole (∆α/α = A cos Θ), the fitted parameters are A = 1.06 × 10 −5 (1σ confidence limits [0.82, 1.34] × 10 −5 ), RA = (−16.4 ± 1.2) hr, dec. = (−56 ± 12)
• . This model is significant at the 72 percent confidence level (1.1σ).
Combined weighted mean
We create a combined weighted mean fit by combining the VLTdipole sample with the Keck04-dipole sample. The VLT sample has had errors increased in quadrature with σ rand = 0.905 × 10 −5 , whereas the Keck high-contrast sample has had errors increased in quadrature with σ rand = 1.743 × 10 −5 . The same points identified as outliers have been removed. This leads to a weighted mean of (∆α/α)w = (−0.216 ± 0.086) × 10 −5 , with χ 2 ν = 1.03. However, a weighted mean model does not appear to adequately capture all the information in the data (see figure 14) . Comparing the weighted mean of the z > 1.6 points for both samples yields a simple demonstration of north/south difference. For the VLT sample, ∆α/αw(z > 1.6) = (0.533 ± 0.172) × 10 −5 , whereas for the Keck sample ∆α/αw(z > 1.6) = (−0.603 ± 0.224) × 10 −5 . The difference between these weighted means is significant at the 4σ level.
Combined dipole fit
To create our combined dipole fit, we combine the VLT-dipole sample with the Keck04-dipole sample to create the "combined dipole" sample, which is our main sample. This sample consists of 293 MM absorbers. Importantly, both of these sets exhibit no |ri| 3 residuals, and thus a combined fit is unlikely to exhibit any large residuals provided that both data sets are well described by the same model.
For an angular dipole fit to these ∆α/α values (∆α/α = A cos Θ + m), we find that m = (−0.178 ± 0.084) × 10 −5 , A = 0.97 × 10 −5 (1σ confidence limits [0.77, 1.19] × 10 −5 ), RA = (17.3 ± 1.0) hr, dec. = (−61 ± 10)
• , with χ 2 = 280.6 and χ 2 ν = 0.97. A weighted mean (i.e. monopole only) fit to the same ∆α/α values and uncertainties yields χ 2 = 303.8, and so a dipole model yields a reduction in χ 2 of 23.2 for an extra 3 free parameters. With our bootstrap method, we find that the dipole model is preferred over the weighted mean fit at the 99.995 percent confidence level (4.06σ), thus yielding significant evidence for the existence of angular variations in α. Using the method of Cooke & Lynden-Bell (2010) , the significance of the dipole is found to be 4.07σ.
Importantly, the combination of the Keck04-dipole ∆α/α values with the VLT-dipole ∆α/α values yields χ 2 ν ∼ 1 about a dipole model. If inter-telescope systematics were present, we would expect the combination of the Keck and VLT data to yield a χ 2 ν that is significantly greater than unity under the dipole model, despite χ 2 ν being ∼ 1 when that model is fitted to the samples individually. Thus, there is no significant evidence based on χ 2 that intertelescope systematics are present.
We show in figure 11 the values of ∆α/α for both Keck and VLT against the best-fitting dipole model. We give binned values there, which yields a visual demonstration of the dipole effect. We also give there a plot of the standardised residuals about the fit, which demonstrates that the fit is statistically reasonable. We also show binned values of ∆α/α for the Keck, VLT and combined samples in figure 14. We show an unbinned version of these data for |∆α/α| < 5 × 10 −5 in figure 13. For a model with no monopole (∆α/α = A cos Θ), the fitted parameters are A = 1.02 × 10 −5 (1σ confidence limits [0.83, 1.24] × 10 −5 ), RA = (17.4 ± 0.9) × 10 −5 , dec. = (−58 ± 9)
• . This model is significant at the 99.996 percent level (4.14σ).
In figure 12 , we show the confidence limits on the dipole location for the model ∆α/α = A cos Θ for the Keck, VLT and combined samples. The individual symbols illustrate the weighted mean of ∆α/α along each sightline.
There are several significant points to consider from these results:
i) The dipole is statistically significant. Even after accounting for random errors in a conservative fashion, the statistical significance of the dipole is greater than 4σ. This is strong statistical evidence for angular and therefore spatial variation in α.
ii) Dipole models fitted to the Keck and VLT ∆α/α values yield consistent estimates for the pole direction. This is important, and would be very surprising if one assumes that a dipole effect is not present. If two different systematic effects were operating in each telescope so as to produce a trend in ∆α/α, then: a) it is unlikely that these effects would be correlated with sky position (the most likely systematics relate to problems with wavelength calibration), and b) even if systematic effects existed in both telescopes which were correlated with sky position, it is very unlikely that such effects would occur in such a way as to yield very consistent estimates of the dipole position between the two telescopes, with a similar amplitude, particularly when the two telescopes are independently constructed and separated by ∼ 45
• in latitude. Any attempt to ascribe the observed variation in α to systematics must account for the good alignment of the dipole vectors from dipole models fitted independently to the Keck and VLT samples. Note that telescope or instrumental systematics which depend only on wavelength cannot produce observed angular variation in α for a sufficiently large sample of absorbers.
iii) The VLT and Keck ∆α/α values appear consistent near the equatorial region of the dipole. From the middle panel of figure 11 , both the VLT and Keck results show large variation from ∆α/α = 0 near the pole (Θ = 0
• ) and anti-pole (Θ = 180 • ) of the dipole, but show much less variation in the equatorial region (Θ = 90
• ). So, at least visually, the Keck and VLT points are not inconsistent in the region where they overlap. This issue is addressed quantitatively in the caption to figure 13.
iv) The dipole effect is not being caused by large residual points. The bottom panel of figure 11 clearly shows that there are no |ri| > 3σ points present.
Potential effect of differences in atomic data and q coefficients
If the atomic data or q coefficients we used were significantly different to those used by Murphy et al. (2004) , this could spuriously create differences in ∆α/α between VLT and Keck. This has the potential to mimic spatial variation in α. To check the influence of this, we re-fit the VLT spectra using the same atomic data used by II) we make no modification to the atomic data or q coefficients. The frequency of occurrence of these transitions in the sample is small and therefore this is of little consequence. When we proceed in this way, the parameters for the model ∆α/α = A cos Θ + m are: A = 0.97 × 10 −5 , RA = (17.5 ± 1.0) hr, dec. = (−60 ± 10)
• and m = (−0.168 ± 0.084) × 10 −5 . The significance of the dipole+monopole model with respect to the monopole-only model is 4.15σ. We conclude that the impact of any variations between atomic data or the q coefficients used for our fits and those used by Murphy et al. (2004) is negligble.
Alignment by chance between Keck and VLT
One can pose the question: "Given the distribution of sightlines and values of ∆α/α in each sample, what is the probability of observing alignment as good or better than that observed between the Keck and VLT samples by chance?" To assess this, we undertake a bootstrap analysis, where at each bootstrap iteration we randomly reassign the values of ∆α/α in both the Keck and VLT samples to different sightlines within those samples, keeping the redshifts of the absorbers fixed. That is, we do not mix the two samples. We then calculate the best-fitting dipole vectors for each sample, and calculate the angle between them. We then assess over many iterations in what percentage of cases is the fitted angle smaller than the angle for our actual data.
For our actual Keck and VLT samples, the angle between the fitted dipole vectors is 24 degrees, and the chance probability is ≈ 6 percent. We show the results of this bootstrap analysis in figure 15. Thus, it seems unlikely that inter-telescope systematics are responsible for the observed effect. The good consistency between the results also qualitatively supports the notion that the measured effect is real.
Low-z vs high-z
We divide our sample into low-z and high-z absorbers to examine the contribution of the different redshifts to the dipole detection. Although there is no clear delineation between which transitions are fitted for a given redshift, we can generally say that the low-z sample is dominated by the Mg/Fe combination, that intermediate redshifts display a wide range of transitions, and that high redshift systems are dominated by the Si II/Al II/Fe II λ1608 combination. In particular, Mg II, Mg˙I λ2852 and the Fe II transitions with λ0 2200 are not generally used when fitting absorbers at high z because they are either beyond the red cut-off in the observed spectral range, or the transitions are affected by sky absorption or emission.
If the observed dipole effect was due to chance or caused by a systematic effect which affects some combination of transitions, then we would not expect dipole fits to absorbers from high and low redshift to yield the same location on the sky. Conversely, if dipole models fitted to high and low redshift samples point in a similar direction, this lends support to the dipole interpretation of the data.
To check the consistency of the estimates for low and high redshift samples, we cut the data into a z < 1.6 sample (low-z) and a z > 1.6 sample (high-z). This divides the data approximately in half, with 148 points in the low-z sample and 145 in the highz sample. We show in figure 16 the results of separate fits to the low-z and high-z sample, and demonstrate that they yield consistent estimates of the dipole location. We give the parameters to the model ∆α/α = A cos(Θ) + m in table 3. In particular, the dipole vectors are separated by 13 degrees on the sky.
To assess the probability of obtaining alignment as good or better than is seen by chance, we use a bootstrap method where we randomly re-assign values of ∆α/α to different absorbers within the z < 1.6 and z > 1.6 samples. That is, we do not allow values of ∆α/α to mix between the z < 1.6 and z > 1.6 samples. Given the distribution of ∆α/α values, absorbers and sightlines in each sample, the chance probability is ≈ 2 percent. Given that the transitions used at low and high redshift are significantly different, this consistency further supports the dipole interpretation of the data. It is also clear that the dipole signal is significantly larger at high redshift, although the low redshift sample contributes.
There is no significant evidence for a high-z monopole, but the low-z monopole is significant at the 3.6σ level. We discuss the significance of the low-z monopole in section 5.8.
Joint probability
The probability of obtaining alignment between the dipole vectors for dipole models fitted to the Keck and VLT samples separately as good or better than is seen by chance is about 6 percent. The chance probability of obtaining alignment between the dipole vectors for dipole models fitted to low-and high-redshift samples is about 2 percent. Through a bootstrap method we have calculated the joint probability of obtaining alignment that is at least as good as seen for both of these conditions by chance, and it is ≈ 0.1 percent.
Significance of the low-z monopole
In section 5.6 we noted that the low-z sample shows evidence for a statistically significant monopole at the 3.6σ level. In figure 14 , the existence of the monopole in both the Keck and VLT samples can be seen at low z: the mean value of ∆α/α at z 1.6 is significantly negative in both samples. Note in particular the top panel Table 3 . Parameters for the model ∆α/α = A cos(Θ) + m for z < 1.6 and z > 1.6 samples. The column "δA" gives 1σ confidence limits on A. The column labelled "significance" gives the significance of the dipole model with respect to the monopole model. Although it is clear that most of the significance comes from the z > 1.6 sample, the z < 1.6 sample also contributes. Additionally, a dipole model for the z < 1.6 sample points in a similar direction to that of the z > 1.6 sample. in figure 14 , showing the combined results from both telescopes, where the mean value of ∆α/α shifts from approximately zero at high z to negative values at low z.
An obvious question is whether the monopole arises from one of the Keck or VLT samples. For a dipole+monopole model (∆α/α = A cos(Θ) + m), the Keck sample yields a z < 1.6 monopole of m = (−0.404 ± 0.171) × 10 −5 , which differs from zero at the 2.4σ level. However, the same model fitted to the VLT ∆α/α values at z < 1.6 yields m = (−0.373 ± 0.295) × 10 −5 , differing from zero at the 1.3σ level. There are three important considerations from these values: i) Both data sets yield consistent monopole values for ∆α/α at low redshift, differing at only the 0.09σ level. Therefore, whatever is generating the monopole appears to affect both the Keck and VLT samples. ii) Because there is no significant difference between the monopole values in the Keck and VLT samples, the monopole cannot be responsible for mimicing angular variation in α across the sky. iii) Additionally, the dipole signal is dominated by ∆α/α values at z > 1.6; there, the dipole+monopole model is significant at 3.5σ over the monopoleonly model. As such, the significance of the dipole signal is not strongly affected by the presence of the low-z monopole. That is, to first order, the dipole and low-z monopole signals appear decoupled.
There are several possible explanations for this, and we discuss each of them in turn:
i) Telescope systematics. Perhaps the most obvious and important concern is that there is some simple, wavelength-dependent systematic effect between the Keck or VLT telescopes or spectrographs. However, such wavelength-dependent telescope systematics seem difficult to support given the inter-telescope consistency of the best-fitting dipole directions on the sky. Nevertheless, such effects are difficult to rule out entirely. Therefore, we address this Figure 13 . ∆α/α against the angle from the fitted dipole location under the model ∆α/α = A cos(Θ) + m for the VLT and Keck ∆α/α values. In contrast to figure 11, these data are not binned. Blue circles are VLT absorbers and pink squares are Keck absorbers. Error bars have been omitted; instead, larger points indicate points with greater statistical weight, according to the key provided. The precision includes the effect of σ rand . The dipole trend is visible as the presence of more and larger points in the upper left and lower right quadrants. The visual cluster of points at Θ < 47 • is due to 4 quasars which contribute 14 values of ∆α/α (2 points not shown because they lie outside the vertical range of the plot). One can investigate the consistency of the VLT and Keck ∆α/α values in the region near the dipole equator (defined here as 80 • < Θ < 100 • ) by comparing the weighted mean of the ∆α/α values. In this case, ∆α/αw(VLT) − ∆α/αw(Keck) = (0.32 ± 0.19) × 10 −5 , giving no significant evidence for a difference between the two samples. In this region, the VLT sample contributes 39 points and the Keck sample contributes 43 points. The difference here is calculated so as to include the effect of σ rand .
potential concern in detail in section 6 by directly comparing spectra of quasars taken with both the VLT and Keck telescopes.
ii) Errors in the laboratory wavelengths. Errors in the laboratory wavelengths of transitions which feature predominantly at low redshifts could cause a statistically significant monopole at low redshifts. However, this seems particularly unlikely. The Mg I/II wavelengths have been accurately measured on an absolute scale generated using a frequency-comb calibration system. The Fe II wavelengths used at z < 1.6 have also been precisely measured (the λ1608, 1611 transitions are more difficult to measure accurately, but these transitions are used infrequently at low redshifts due to their short rest wavelengths). For instance, the absolute velocity uncertainty in the Fe II λ2382 transition is ≈ 14 m s −1 , which is significantly smaller than the ≈ 82 m s −1 which would be needed to generate a monopole value of −0.39 × 10 −5 . This implies a systematic error some six times larger than the existing error budget, which seems unlikely. Additionally, the relative wavelength scales of the different experiments which measured the transitions used at lower redshifts are likely to be significantly better than this.
iii) Time evolution of α. The functional form for variation of α (if α varies) is unknown. Recent observations confirm the apparent acceleration of the universe at late times (Astier et al. 2006 ), for which dark energy is posited as an explanation. For z 0.5, dark energy dominates over matter and radiation (Riess et al. 2004) . If α couples to dark energy, then late-time evolution of α might be possible. Monotonic evolution of α cannot by itself be an explanation for a low-z monopole, because this would imply that ∆α/α should approach zero for z → 0, with the greatest divergence of ∆α/α from zero at high redshift. If α oscillates with time then a pattern such as that observed in figure 14 could arise. However, this would require the period of oscillations to be ∼twice the age of the Universe, with the present day at a node of the oscillation, in order to obtain ∆α/αz>1.6 ∼ 0, ∆α/α0.2<z<1.6 ∼ −0.4 × 10
and ∆α/αz=0 = 0. This may be possible, but this case seems rather contrived.
iv) Dependence of α on the local environment. If the value of α depends on the local environment (e.g. matter density, gravitational potential, or gradient of the gravitational potential) then this could produce an offset between the value of α measured in the quasar absorbers and the value measured in the laboratory, even as z → 0. If this was the case, we would expect a similar magnitude monopole to also be present at high redshift, which is not seen. It is possible that a combination of the time evolution of α and dependence of α on the local environment could explain the low-z monopole, but this requires two different mechanisms. Additionally, in this circumstance the magnitude of the environmental dependence must Figure 14 . Binned values of ∆α/α by redshift in the VLT-dipole sample (bottom panel, circles), the Keck04-dipole sample (middle panel, squares) and the combination of the two (top panel, triangles). The value of ∆α/α for each bin is calculated as the weighted mean of the values of ∆α/α from the contributing absorbers. The statistical errors for certain points have been increased prior to binning, as described in the text. Note that for z 1.5, the Keck values generally indicate ∆α/α < 0, whereas the VLT values indicate ∆α/α > 0. As Keck is located in the northern hemisphere, and VLT is in the south, this is a rough visual demonstration of the dipole effect. However, given the overlap between the samples, the proper procedure is to directly fit a dipole (see figure 11) . Interestingly, both the VLT and Keck values seem to to support ∆α/α < 0 for z 1.5. This effect is considered in more detail in section 5.8. Figure 15 . Results of the bootstrap analysis described in section 5.5 to assess the probability of obtaining alignment of the dipole vectors between the VLT and Keck samples as good as we have observed by chance. The vertical red line shows the angle between the dipole vectors of our sample (24 degrees). The area to the left of the red line indicates the probability of interest, namely 6 percent.
be very similar to the magnitude of the time evolution from z ∼ 4 to z = 0 in order to obtain the observed distribution of ∆α/α with z, requiring significant fine-tuning.
v) Non-terrestrial isotopic abundances in the absorbers. The isotopic splitting scales as ∆ωi ∝ ω0/m 2 i , where mi is the mass of the species under consideration. Mg is the lightest atom used in the MM method, and therefore the isotopic splitting for the Mg transitions is relatively large. If the abundance of the three Mg isotopes differs significantly in the quasar absorbers to terrestrial values, this would mimic a change in α. The low-z sample is dominated by the Mg II/Fe II combination, which is particularly sensitive to the effect of differences in the abundance of the Mg isotopes (Murphy et al. 2001b) . At higher redshifts, the effect on ∆α/α of isotopic abundance variations in other light species (e.g. Si) has been shown to be negligible (Murphy et al. 2001b ). The fact that we do not see a significant monopole signal at high redshift lends additional credence to this interpretation.
On balance, this last possibility -evolution in the abundance of the Mg isotopes -seems like the most likely of the explanations above. We therefore explore this isotopic abundance effect in more detail in section 6.2.
Iterative clipping of potentially outlying ∆α/α values
We have attempted to be conservative in presenting our results when accounting for extra scatter in the ∆α/α values about a model by adding a term, σ rand , in quadrature with the error bars. This effectively functions as an interpolation between a χ 2 fit where the error bars are believed to be correct and an unweighted fit, where the error bars are unknown.
However, another option is to assume that the statistical er- Figure 16 . Sky map in equatorial (J2000) coordinates showing the 68.3 percent (1σ equivalent) confidence limits of the location of the pole of the dipole for the z < 1.6 combined sample (blue region) and z > 1.6 combined sample (red region) under the model ∆α/α = A cos(Θ) + m. The location of the CMB dipole and anti-pole are marked as P CMB and A CMB respectively for comparison (Lineweaver 1997 ). This figure demonstrates that the low-z and high-z absorbers produce consistent estimates of the dipole location, despite generally using significantly different combinations of transitions. The dipole vectors for the z < 1.6 and z > 1.6 sample are separated by 13 degrees. The probability of getting alignment this good or better by chance is 2 percent.
ror bars on most ∆α/α values are a good representation of the total uncertainty for those absorbers, and then remove points oneby-one ("clipping") until χ 2 ν = 1. In our sample it is difficult to determine to what extent different random processes affect different absorbers, and therefore to determine to what extent clipping is justified. Adding some σ rand in quadrature with all ∆α/α values, as we have done, is a conservative option. Nevertheless, we explore the effect of clipping here to investigate the robustness of our results to the removal of ∆α/α values.
Traditionally, data clipping involves iteratively removing the point with the largest residual and then re-fitting. However, for the reasons given in section 3.5.3, this has the potential to incorrectly remove points. Therefore, we use a modified method. At each iteration, we calculate the LTS fit using the model ∆α/α = A cos Θ + m to the ∆α/α values with their raw statistical errors, and then remove the point with the largest residual about the fit. However, we choose k = n − 1 in this case. Effectively, at each stage, we want to identify only one point to remove, and therefore it makes sense to calculate a fit to n − 1 points. We then calculate a weighted fit, using only the statistical error bars, and calculate the significance of the dipole model. For efficiency of calculation, we avoid bootstrapping, and so we use the method of Cooke & Lynden-Bell (2010) to calculate the significance of the dipole fit with respect to the monopole fit. We then repeat the process. At any iteration, if χ 2 ν > 1, we multiply all entries of the covariance matrix by χ 2 ν in order to account for excess scatter about the model. If χ 2 ν < 1, we do not adjust the covariance matrix.
Initially, one expects the significance of the fit to improve, as one discards a few points which are not consistent with the general trend of the fit. Eventually, one will remove enough ∆α/α values that the significance must decline. If the significance declines rapidly, this implies that the dipole effect is dominated by a few points. Conversely, if the significance of the fit is sustained or improved for the removal of small fractions of data (e.g. ∼ 10 percent), this qualitatively implies robustness of the dipole effect.
We show in figure 17 the results of this process. We find that we must remove large numbers of absorbers to destroy the significance of the dipole. In particular, the significance does not decrease rapidly with the number of ∆α/α values clipped initially, suggesting that the observed dipole effect is not being caused by a few outlying points. If we clip until χ 2 ν = 1, the significance of the dipole is almost 7σ.
In figure 18 we show the effect of clipping ∆α/α values on the location of the dipole. One expects that if the dipole effect is real, then the position of the dipole should not change dramatically with the removal of small amounts of data (that is, ∆Θ = Θi − Θ0 should be small). To assess how likely it is that this seemingly restricted path is typical for our distribution of data, we apply a bootstrap method to generate and iteratively trim 300 new samples, and examine the distribution of ∆Θ at each point. We cannot use a traditional bootstrap, which resamples the data with replacement, because how the data is trimmed depends crucially on the distribution of residuals. Therefore, we resample the residuals of the fit to generate new samples. To do this, we use the following process to generate one sample: i) calculate the model prediction for each absorber given the model, pi = A cos(Θ) + m; ii) calculate the residuals about the fit for each absorber, ri = (∆α/αi −pi)/σi; iii) randomly reassign the calculated ri to different absorbers, generating r j ; iv) generate a new set of ∆α/α values as ∆α/α j = pj + r j σj. In this way, we generate new values of ∆α/α which represent different possible realisations of our sample where the actual distribution of residuals is preserved. This is demonstrated in figure 18 . We see that the bootstrapped samples do not wander very far even when much of the data is removed (∆Θ 20
• ). To contrast this with the effect on a random sample, we also show in figure 18 the effect of trimming random samples of data. To do this, we generate 300 new samples by randomly reassigning values of ∆α/α to different sightlines, and iteratively trimming under the model ∆α/α = A cos(Θ) + m. We see here that our actual sample is not typical of the random samples, therefore suggesting that the actual sample is significantly dissimilar to random samples.
Removal of spectra
A further question one might ask is how sensitive our results are to the inclusion of particular spectra. We would like to know whether the dipole result could be dominated by a small number of spectra which, if removed, would destroy the result.
We therefore explore this question through a jack-knife method, where we remove one quasar at a time and recalculate the statistical significance of the fit. We show the results of this exploration in figure 19 . The figure clearly demonstrates that, unsurprisingly, our result is not due to a single quasar spectrum. We extend this in figure 20 to show the effect of removing 5 spectra at random. We chose 5 as a number somewhat larger than 1, and also in order to potentially include the cluster of 5 quasars at RA ∼ 22hr, dec. ∼ −45
• , where all of these sightlines demonstrate ∆α/α > 0. Under this circumstance,the probability of obtaining a dipole result which is insignificant (< 3σ) is small. This suggests that the dipole effect is not being created by a small number of spectra.
Translation from angular variation to a physical model including a distance measure
We now explore simple phenomenological parameterisations of the dipole effect which attempt to account for distance dependence. In all of these models, the same ∆α/α values identified as outliers have been removed from consideration. (2010) given in terms of σ (solid line) and χ 2 ν at that point (blue, dotted line). A dashed horizontal line is drawn at 3σ for reference. The vertical red (dashed) line indicates the point at which our clipping method reduces χ 2 ν to below unity. We note that we have to remove more than 40 percent of absorbers before the significance of the detection drops to about 3σ. As there is no good reason to remove so much data, this implies that the dipole result is not being drive by a few outlying ∆α/α values. The actual significance given here is probably overstated compared to the "true" significance, given that no attempt has been made to account for systematic or random errors.
z-dipole fit
To model potential distance dependence directly with the observable quantity, z, we fit a power-law relationship of the form
for some β and amplitude C to the combined Keck + VLT data, where the ∆α/α values have been increased in quadrature by the amounts set out for sample 11 in table 2. This sample is the "z β dipole" sample. We use the Levenberg-Marquardt algorithm (Press et al. 1992 ) to fit equation 18 to the z β dipole sample. This fit yields RA = (17.5 ± 1.0) hr, dec. = (−62 ± 10)
• , C = 0.81 (1σ confidence limits [0.55, 1.09] × 10 −5 ), m = (−0.184 ± 0.085) × 10 −5 and β = 0.46 ± 0.49. The fact that the amplitude grows as a low power of z, and the fact that it is statistically consistent with zero, is the reason that the approximation A ∼ Cz 0 yields reasonable results earlier. We show the results of this fit in figure 21 . This dipole + monopole model is statistically preferred over the monopole-only model at the 99.99 percent confidence level (3.9σ). The reduction in significance relative to the angular dipole model occurs as a result of the uncertainty in determining β, but is relatively small.
r-dipole fit
Another plausible alternative is to try to relate the amplitude of the dipole to some explicit distance metric. For simplicity, we use the lookback-time distance. This is defined by r = ct, where c is the speed of light and t is the lookback time to the absorber. Thus, we try a fit of the form ∆α/α = Br cos(Θ) + m.
(19) Figure 18 . Effect of iteratively clipping ∆α/α values on the location of the dipole, as described in section 5.9. The vertical axis shows the deviation of the fitted angle from the untrimmed model (∆Θ) as a function of the percentage of absorbers removed. This figure compares the results of trimming on our actual ∆α/α values, bootstrapped samples designed to emulate our data, and random samples. Actual data: The solid black line shows the results of trimming for our ∆α/α values. If the fit is stable and not due to the presence of a small number of highly significant points, we expect to see that ∆Θ should not grow rapidly with the amount of data removed. This is what is seen. Bootstrapped samples: The dashed lines show the 1σ range for 300 bootstrap samples (generated as described in the text). This shows the typical range of variation at fraction of absorbers removed given distribution of sightlines, values of ∆α/α, statistical errors and distribution of residuals in the sample. The region given reflects the 1σ range for the bootstrapped samples at each point; each individual sample may wander substantially more than is indicated by this range, and so the deviation of the path for our actual sample outside the region is not indicative of any problem with our ∆α/α values. Random samples: The blue, dotted lines show the 1σ range for 300 samples where we have randomised ∆α/α over the sightlines. We see that ∆Θ in this case grows rapidly with increased trimming for these samples. Our real sample does not do this, which suggests that our real sample is significantly dissimilar from a random sample.
To calculate lookback times, we use the standard ΛCDM model (Λ Cold Dark Matter), with parameters given by the 5-year WMAP (Wilkinson Microwave Anisotropy Probe) results (Hinshaw et al. 2009 ). We note that this calculation is derived from the FLRW metric, which assumes isotropy of the universe. Our model implies anisotropy of the universe, and therefore use of the FLRW (Friedmann-Lemaître-Robertson-Walker) metric is strictly incorrect. Nevertheless, as ∆α/α 1 we assume that the FLRW metric is a good approximation to the actual metric, and therefore that our lookback times are approximately correct. The ΛCDM parameters used are: (H0, ΩM , ΩΛ) = (70.5 km s −1 Mpc −1 , 0.2736, 0.726). We show in figure 22 the fit of ∆α/α for a combined VLT + Keck sample ("combined r-dipole sample") against r cos(Θ) = ct cos(Θ). The parameters for this fit are: B = 1.1×10 −6 GLyr −1 (1σ confidence limits [0.9, 1.3] × 10 −6 GLyr −1 ), RA = (17.5 ± 1.0) hr, dec. = (−62 ± 10)
• and m = (−0.187 ± 0.084) × 10 −5 . Using the bootstrap method we assess the statistical significance of this fit with respect to the monopole-only fit as 4.15σ. In figure 23 , we show the confidence regions on the dipole location for the VLT, Keck and combined samples on the sky.
In galactic coordinates, the pole of this fit is at approximately (l, b) = (330, −15)
• . The fact that the pole and anti-pole are close to the Galactic Plane explains the relative lack of absorbers near to Figure 19 . Effect of removing quasar spectra on the statistical significance of the dipole, as assessed through a jack-knife method. Each spectrum is removed one at a time, and the value of the statistical significance of the model ∆α/α = A cos(Θ)+m is calculated with respect to the monopole model, using the bootstrap method. We use a Gaussian kernel density estimator to construct the approximate probability density function of the effect of quasar spectrum removal, where the width of the Gaussian basis functions has been chosen to be the inverse of the number of spectra. The cumulative distribution function is plotted as a dashed, red line. This demonstrates that the angular dipole effect is not due to a single spectrum. Figure 20 . Effect of removing quasar spectra on the statistical significance of the dipole, as assessed through a sampling method. For 100,000 samples, 5 quasar spectra are randomly removed from the combined Keck + VLT sample, and the statistical significance of the dipole model ∆α/α = A cos(Θ) + m is calculated through the method of Cooke & Lynden-Bell (2010) . Gaussian basis functions with width ≈ 1/316 (=10 5/2 ) are used. This graph demonstrates that, in the absence of particular knowledge about problematic spectra, the chance of obtaining a dipole model where the statistical significance of the dipole is less than 3σ is small as a result of randomly removing 5 spectra.
the pole and anti-pole in both the Keck and VLT samples, a fact made obvious in figure 12 earlier.
If we adopt a dipole-only model,
we derive parameter estimates B = 1.1 × 10 −6 GLyr −1 , RA = (17.5 ± 0.9) hr, dec. = (−58 ± 9)
• . 1σ confidence limits on B are [0.9, 1.3] × 10 −5 . The statistical significance of the dipole model is 99.998 percent (4.22σ). The confidence limits on the dipole location for this fit for the VLT, Keck and combined samples are shown in figure 23 . The z β dipole+monopole model is preferred over the monopole-only model at the 3.9σ level. Importantly, this graph only covers |z β cos(Θ)| 1. Given that it is possible to probe up to redshift z 4 with the MM method, judicious choice of observational targets close to the dipole axis might be able to extend this horizontal range of this graph up to ∼ ±2, thereby potentially increasing sensitivity to the effect substantially if it is real.
SYSTEMATIC ERRORS
6.1 General effect of systematic errors on monopole and dipole terms Murphy et al. (2001b Murphy et al. ( , 2003 ) considered a number of potential systematic effects, including: quasar absorber isotopic abudances for Mg that are different from terrestrial values; differential isotopic saturation; spectrograph temperature variations; the possibility that a single transition could be spuriously generating a non-zero ∆α/α (which could occur if the laboratory wavelength for this transition was significantly inaccurate); atmospheric dispersion; stretching or compression of the quasar wavelength scale relative to the ThAr calibration scale; absorption cloud kinematics; systematic blends; random blends; and others. Generating a significant angular (dipolar) variation in α from systematic effects is, however, rather harder than producing an offset from ∆α/α = 0. Whatever this effect is -if it exists -it must be well correlated with sky position or must be a combination of systematics that by coincidence mimics angular variation in α.
The most significant potential concern relates to intertelescope wavelength calibration systematics, and we treat this issue in detail in section 6.5. However, in section 5.8 we raised the presence of a consistent offset from ∆α/α = 0 in both the low-z Keck and VLT samples (the low-z monopole), and suggested that this may be due to evolution in the abundance of the Mg isotopes. We deal with this concern in the next section.
Effect of isotopic abundances
Most of the atomic species we use have a number of stable isotopes, and each of these isotopes exhibits a slightly different rest wavelength for a given transition. The isotopic spacing depends on the transition and species under consideration, but scales according to the inverse square of the mass. That is, ∆ωi ∝ ω0/m We have assumed for our final fits that the quasar absorber isotopic abundances are the same as the terrestrial abundances. However, if the abundances in the absorbers differ from the terrestrial abundances, this will introduce a small but potentially significant shift in the quasar absorption lines compared to laboratory measurements. Mg will be most affected by this, due to its low atomic mass compared to the other species. Previous work (Murphy et al. 2003) noted that the effect could be particularly significant for lowz absorbers, as these predominantly consist of the Fe/Mg combination. High-z absorbers are less likely to be affected due to the use of more massive anchors (Si and Al), for which this effect is less relevant. Additionally, the use of many transitions with differing q coefficients at high redshift will tend to reduce the importance of this effect ).
Both observations (Gay & Lambert 2000) and theoretical estimates (Timmes et al. 1995) of stellar abundances for Mg suggest that the heavy isotope abundance of Mg (i.e. the 25 Mg and 26 Mg isotopes) decreases with decreasing metallicity. Murphy et al. (2003) Fenner et al. (2005) argued that such an IMF would substantially overproduce nitrogen relative to observations, and therefore that this mechanism of creating Γ > Γt does not seem possible.
However, it appears that the link between stellar evolution and the likely nitrogen abundance in quasar absorbers is not fully understood. Centurión et al. (2003) described observations of extremely low relative abundances of nitrogen in DLAs, and thus argued that nitrogen production cannot be dominated by massive stars. In a detailed study, Dessauges-Zavadsky et al. (2007) argued that "no single star formation history explains the diverse sets of abundance patterns in DLAs". Meléndez & Cohen (2007) claimed (in contrast to previous analyses) that heavy Mg isotope enrichment due to AGB stars in the Galaxy halo does not occur until [Fe/H] −1.5. Levshakov et al. (2009) examined 11 metal-rich, high-redshift (1.5 < z < 2.9) quasar absorbers and argued that the nitrogen abundance is uncorrelated with the metallicity, which implies that nitrogen enrichment has several sources.
From the arguments above, it appears that the observational situation concerning Γ at high redshift is uncertain. There are no stringent, independent observations which constrain Γ in our sample. We therefore treat Γ as unknown and explore what happens if we vary it.
We first consider Γ < Γt. To place an upper limit on the effect of Γ < Γt, we re-fit all the VLT absorbers with no 25 Mg or 26 Mg, and similarly re-fit the absorbers in Murphy et al. (2004) using no figure) and ∆α/α = Br cos(Θ) (bottom figure) , where r = ct and t is the lookback time to the absorber. The pole and antipole of the CMB dipole are marked as P CMB and A CMB respectively. In the model which includes a monopole (top figure), the Keck confidence region is large due to a relative degeneracy with the monopole; the region is much smaller in the bottom figure on account of no monopole term being included.
Mg or
26 Mg. We give the parameters for the fits to the Keck, VLT and combined samples in this situation in table 4. The confidence regions on the dipole location are shown in figure 24 . Importantly, the dipole model remains statistically significant at the 3.5σ level. The reduction in significance from 4.1σ is primarily due to extra scatter introduced into the ∆α/α values about the model. The extra scatter implies that the Γ = 0 model is not a good model for the absorbers. Additionally, the monopole becomes statistically significant at the 5.7σ level. Thus, a lower heavy isotope abundance in the quasar absorbers is unable to explain the dipole effect, and additionally increases the significance of the monopole term. The increase in significance of the monopole term mirrors the result in Murphy et al. (2003) .
We now consider the impact of increasing the Mg heavy isotope fraction (Γ > Γt). In section 5.8, we discussed the presence of a low-z monopole in both samples, where the difference between the two samples is remarkably small. Explaining this result via alterations to the Mg isotope abundance would require enrichment of the heavy isotope fraction relative to terrestrial values. If we assume that all of the z < 1.6 monopole is due to relative enrichment of the heavy Mg isotopes, we can extrapolate from the Γ = Γt and Γ = 0 cases to estimate Γz<1.6 using a simple linear model. A linear model may be used as the response of ∆α/α to changes in Γ is linear ). This model assumes that the ratio of In summary, variations in the magnesium heavy isotope fraction have the potential to significantly impact the monopole component of the angular dipole + monopole model, but cannot explain angular variations in α.
A test for systematic kinematic segregation of species
In the absorption system modelling described earlier in this paper we have tied corresponding velocity components to have the same redshift. We are thus assuming that the velocity structure for each complex is the same in those species which are tied. The justification, apart from empirical, is that we restrict the assumption to species with similar ionisation potentials. If there were gross departures from this assumption we would be unable to derive statistically acceptable fits in all cases. However, this is not found. Thus, if there are kinematic segregations between species, these must therefore be small compared to the parameter error estimates for individual redshifts.
Kinematic segregation between different ions might in principle result from several causes, including ionisation potential differences, mass segregation due to gravitational effects, and a possible dependence on the formation site. Kinematic segregation clearly applies only to different species or potentially to different ionisation stages of the same element. Pairs of transitions in the same species are immune to the effect. Thus we formed two groups of pairs of transitions, intra-and inter-ion using a previously studied subset of our entire sample, that present in Chand et al. (2004) . We chose that sample for this experiment because it was initially selected on the basis of simple velocity structure, which usually means that all the transitions studied are not saturated. However, two of the absorption systems from the Chand et al. sample towards the same quasar (J000344−232355, z abs = 2.1854, 2.1872) were not used because this complex failed the initial selection tests described in Section 3.2. Mg isotopes on the model ∆α/α = A cos(Θ) + m. Generally speaking the effect is to push ∆α/α to more negative values. The column "δA" gives 1σ confidence limits on A. The column labelled "significance" gives the significance of the dipole+monopole model with respect to the monopole model. This also introduces extra scatter into the ∆α/α values about the dipole model, which implies (unsurprisingly) that fits with no heavy Mg isotopes are not a good representation of the absorbers. Despite the extra scatter, the dipole model is still significant at the 3.5σ level. Additionally, the monopole term here becomes significant at the 5.7σ level. σ rand is given for the different samples; HC refers to the Keck high-contrast sample. There is an additional advantage of using this particular sample for a kinematic segregation test. In this test we measure velocity shifts, ∆v, between different absorption transitions to identify kinematic segregation. A non-zero ∆α/α may manifest itself as such a velocity shift. The redshift distribution and location on the sky of these absorption systems happens to be such that the values of ∆α/α predicted by our dipole model are small. The velocity splitting for each pair is then
where ∆q = q2/ω2 − q1/ω1. Here the subscripts 1 and 2 refer to the different members of the pair. Column 7 in table 5 shows that the dipole-predicted values are small for these absorption systems. Hence, for this sample, whether or not there is a cosmological dipole in α, these particular absorption systems provide a clean test for kinematic segregation. In order to measure the velocity shifts between pairs of transitions, we fitted all species simultaneously. Redshifts and bparameters of corresponding velocity components were tied in the usual way. ∆α/α was fixed at zero. All column densities of all velocity components were free to vary. However, in order to allow complete freedom for one transition to shift relative to another, i.e. to allow us to identify any kinematic segregation, if present, for a system having m different absorbing transitions, m − 1 new free parameters were introduced into each fit, where each of the m − 1 parameters allowed for a potential relative velocity shift for that transition relative to the mean system redshift. (There were m − 1 velocity shifts to avoid degeneracy with redshift).
In doing it this way, we can allow for, and measure most sensitively, bulk shifts between one ion and another, which, if present, could emulate a non-zero ∆α/α for any particular absorption system. However, we note we would require an extremely unusual universe if kinematic segregation were to emulate a spatial dipole in ∆α/α since each gas cloud would need to be aligned with some particular direction in the universe.
The m − 1 measured velocity shifts were paired in order to obtain a roughly equal number of inter-and intra-ion pairs. The way in which this was done depended on transitions available. However, the systematic pairing procedure we followed was to match pairs of transitions of different strengths, such that at least one member of the pair provided a good estimate of the global velocity structure. In order to derive a consistent velocity sign convention over all pairs, the velocity difference for each pair is in all cases measured relative to the bluest line in the pair.
The individual velocity measurements are presented in Table  5 , giving 34 inter-ion and 28 intra-ion pair measurements. In Figure 25 , we show the distributions for intra-and inter-ion velocities. A random kinematic segregation between inter-ion pairs would be revealed as a broadening of the inter-ion distribution relative to the intra-ion distribution. The F test is sensitive to such a broadening and we use it to test the equality of the variances of the intra-and inter-ion distributions. We calculate an F statistic of 1.91, which implies that the probability that the variances of the two distributions differ is only ≈9%. In the unlikely case that kinematic segregation is non-random the effect would be revealed as a shifting of the mean of the inter-ion distribution with respect to the intra-ion distribution. The Mann-Whitney U test is sensitive to such a shift. Comparing these 2 distributions the Mann-Whitney U statistic is 403, which for a two-sided test implies that the probability that the two distributions differ is ≈30%. We thus detect no significant difference between the inter-and intra-ion distributions.
In summary, we have devised a method which checks for kinematic segregation and which is similar to the way in which we have measured ∆α/α. Although we have tied species together, we allow for bulk velocity shifts between species by introducing the additional velocity shift parameter. It is exactly this kind of bulk kinematic segregation which, if present, could emulate a variation in α. An α spatial dipole may only be produced by kinematic segregation if and only if the kinematic segregation is non-random. Our Mann-Whitney U test results show no evidence for non-random segregation. If random kinematic segregation were present in the sample used for this test (our F test), that would be indicated by an increase in σ rand (see Section 3.5.3 earlier in this paper). At present there is no evidence for any kinematic segregation amongst the atomic species used in the current sample and thus we find no evidence that the dipole signal we have found is a result of kinematic segregation.
UVES, a dual-arm spectrograph
UVES is a dual-arm spectrograph, where the incoming light is split into a red arm and a blue arm using a dichroic mirror. In principle, misalignment of the slits in the blue arm relative to the red arm would produce a distortion of the wavelength scale between the two arms, which could mimic a change in α if transitions were fitted simultaneously from the blue and red arms. Molaro et al. (2008) investigated the possibility that such misalignment might cause velocity shifts between the blue and red arms, using measurements of asteroids, and argue that the two arms do not show separation by more than ∼ 30 ms −1 in the situation where the science exposures are bracketed by the ThAr exposures.
However, we note that Molaro et al. used a slit with of 0.5 , which is rather different to the ∼ 0.7 to ∼ 1.0 typical of the quasar exposures. The UVES archive indicates that, for the observations of Molaro et al., the seeing was always poorer than the slit width. If the slits for the blue and red arms are misaligned, one would expect the induced effect on wavelength calibration to depend on slit size. In the seeing-limited regime, the slit is relatively Table 5 . Results for ∆v, the velocity separations between inter-ion and intra-ion pairs. The emission redshift of the quasar and the absorption redshift are given by zem and z abs respectively. Columns five and six show ∆v and the corresponding 1σ error for each pair. We can predict the expected ∆v for each pair given a model of α variation. Column seven shows the predicted value of ∆v corresponding to ∆α/α = A cos(Θ) + m. Figure 25 . Histograms of velocity differences between intra-ion (solid line) and inter-ion pairs (dashed line). A Mann-Whitney U test and the F test find no significant differences between these 2 distributions (see text). Thus, we have not found any evidence for kinematic segregation between the species used.
uniformly illuminated, and therefore the observed science wavelengths should be well calibrated through the ThAr exposure. On the other hand, when the seeing is much better than the slit, one might expect to see larger differences, if such differences exist.
Inter-telescope systematics & the ∆v test
We have previously argued that the observed angular variation in α is unlikely to be caused by systematic effects. Any such systematic must be well correlated with sky position in order to explain the good alignment between dipole directions in dipole models fitted to the Keck and VLT samples. Nevertheless, accurate wavelength calibration for quasar spectra remains an issue of importance given the limitations of the existing ThAr calibration process. Therefore, in this section we directly explore wavelength-dependent systematics using common observations of quasars from both Keck and VLT. One can ask whether there is some systematic effect which is constant in time between the two telescopes which might generate the observed dipole effect. All of the Keck spectra used in the analysis in this paper were acquired whilst HIRES had only one CCD chip. In this configuration, multiple exposures are needed to yield full wavelength coverage. If the quasar image is not precisely centred in the spectrograph slit for every exposure, velocity offsets between spectral segments obtained at different times are possible. This issue should be substantially mitigated at VLT, as UVES can acquire almost the entire spectral range in a single observation. The effect could be exaccerbated in conditions of good seeing and could include an additional small effect due to the seeing profile decreasing slightly towards the red end of the spectrum.
It turns out that the VLT and Keck samples have 7 quasars in common. We give a list of the quasars common to the VLT and Keck samples in table 6. The use of common sources allows one to search for problems with wavelength calibration; absorption features should be found at the same barycentric vacuum wavelength between different exposures. Note that the number of absorption lines which can be used for this purpose is much larger than is used for analysing ∆α/α. Whilst for ∆α/α many absorption lines are needed to yield a single measurement of ∆α/α, in principle each Table 6 . List of quasars common to the VLT and Keck samples. Keck names are given by their B1950 designation as they appear in Murphy et al. (2003) , whereas VLT names are given by their J2000 designation. absorption line in the spectrum yields one constraint on potential wavelength distortion. To explore potential wavelength scale distortions, we propose a method which we refer to as the ∆v test. The method proceeds as follows: i) for each common quasar, visually identify regions of non-terrestrial absorption, typically having width of a fewÅ; ii) for each of these regions, perform a Voigt profile fit to the VLT spectral data (identification of the transition responsible is unimportant); iii) fit corresponding spectral regions of the Keck and VLT simultaneously, but with an extra free parameter, ∆v, which allows for a velocity shift between the two spectral regions. The VLT spectral data for these regions were fitted using an automated Voigt profile fitting routine designed to fit regions of the forest automatically. ∆v is defined hereafter as the velocity difference ∆v = v(VLT)−v(Keck) which must be applied to minimise χ 2 between two comparable spectral regions. Each value of ∆v provides an estimate of the velocity offset between the two telescopes at that observed wavelength, giving ∆v(λ). One can therefore examine the functional form of ∆v(λ)i, where i refers to the ith quasar pair under consideration. For each set of ∆v values from a particular spectral pair, we use the LTS method to calculate the weighted mean of that set of ∆v values, which we then subtract from the ∆v values for that spectral pair. This is to remove any constant offset resulting from mis-centering of the quasar within the slit. We use k = 0.95n for the LTS fit (see section 3.5.3).
Any relative wavelength scale distortion can in principle be removed by applying an inverse function based on the observed ∆v data. To see this, consider the form of the distortion. For an absorption line with rest wavelength λ0, observed wavelength λi, and velocity distortion ∆v then
where we have assumed that ∆v is constant over the absorption profile under consideration. The effect of ∆α/α can be ignoredwhatever transition is being examined is the same in both spectra, and so any effect due to a change in constants will be absorbed into the determination of z. There are two options to attempt to remove the wavelength scale distortion given some function ∆v(λ obs ). One could modify the spectral data, changing the observed wavelengths as λ obs → λ obs /[1 + ∆v(λ obs )/c)]. When one fits a particular transition, the other possibility is to perturb the rest wavelength of the transition fitted, as
We use the second option for ease of implementation within VPFIT. Doing this means that the value of ∆α/α derived from the fit will be the same as if the wavelength scale from the other telescope in the spectral pair had been used, thereby removing any intertelescope differences (provided that ∆v is correctly specified). Figure 26 . Binned values of ∆v points for six quasar spectral pairs ("core pairs"), with vertical range restricted for clarity. Some data points lie outside the visible range due to the contribution of gross outliers; these points are automatically ignored in our robust fit. 5 values of ∆v contribute to each bin. ∆v is defined as the velocity difference which must be applied to the Keck spectrum to minimise χ 2 for a joint fit. Visually, it is not clear that a common trend exists for the six quasars shown. For 0216+0803/J021857+081727, ∆v appears to increase with increasing wavelength. We show the ∆v data for 6 of the quasar spectral pairs ("core pairs"), which appear similar to each other, in figure 26 . We analyse the ∆v data from these quasars in the following section. We noticed a problem with the 7th pair, 2206−1958/J220852−194359, which displays variations of ∆v with wavelength which are grossly different from the other six pairs. A systematic trend in ∆v is seen, with a maximum difference in ∆v of ∼ 2.5 km s −1 over the range 4000 λ 6000Å. In section 6.5.3, we apply an inverse function derived from the ∆v data seen in this spectral pair to the all the VLT spectra, and show that a distortion of this type cannot affect all the data. We consider the joint impact of the ∆v functions from the 6 core quasars and from 2206−1958/J220852−194359 in section 6.5.4.
In all our analysis in this section we have removed those absorbers which were previously flagged as outliers from consideration in the statistical analysis (the z = 1.542 absorber towards J000448−415728 in the VLT sample and the z ≈ 2.84 absorber towards Q1946+7658 in the Keck sample).
∆v data & 6 core quasar pairs
We note the presence of significant outliers within the set of ∆v values from these 6 spectral pairs. Therefore we rely wholly on robust statistical methods to estimate parameters for phenomenological models of ∆v(λ).
We discuss the particular trends for each spectral pair in the caption for figure 26, but note that no common trend is seen between these spectra, as would be expected if no systematic wavelength distortions exist. Importantly, the functional form of ∆v appears to differ in both magnitude and sign between quasars. This suggests that any relative wavelength distortion is likely to average out over a large number of absorbers. Additionally, the wavelength coverage of the ∆v data for most spectra is significantly smaller than the wavelength range within which MM absorbers are fitted. This means that from each spectral pair it is impossible to tell what the wavelength distortion might be over large amounts of the spectral range.
Due to the fact that the ∆v values from each spectral pair do not densely span the whole spectroscopic wavelength range, we combine the ∆v values from each of the six core pairs together in order to estimate a common function which spans the full wavelength range. The functional form of this is unknown, however a high-order polynomial cannot be statistically supported. We use a linear function as a first approximation. We fit the linear function with the LTS method, using k = 0.95n. We show this linear fit in Figure 27 . LTS linear fit to the ∆v data for the 6 core quasar pairs. The dashed blue lines show the 1σ confidence limit on the linear fit (red line). We have utilised k = 0.95n for this fit to obtain robustness against some outliers. The data shown are binned with 5 points per bin, but only those points contributing to the fit have been included. For a fit of ∆v = aλ + b, a = (−7 ± 14) × 10 −5 km s −1Å−1 and b = 0.38 ± 0.71 km s −1 . Most transitions used in the MM analysis fall in the range 4000 λ 7000Å; from this graph there is no significant evidence for a significant wavelength distortion in this region.
figure 27. For the form
a = (−7 ± 14) × 10 −5 km s −1Å−1 and b = 0.38 ± 0.71 km s −1 . Note firstly that a is statistically consistent with zero. Therefore, it is difficult to conclude that a common linear systematic exists in the ∆v data. Nevertheless, in the next section we apply an inverse function of this type to the VLT spectral data to determine the effect that a distortion of this type and magnitude would have on the detected dipole effect.
A legitimate question to ask is whether the choice of k = 0.95n is reasonable. We show the effect of difference choices of k in figure 28. Our estimate of the slope is not overly sensitive to a choice of k. With the exception of a small region around k = 0.7n, the general trend is for the slope to decrease with decreasing k. The fact that the slope decreases with increased trimming implies that the underlying trend may be less than what we have estimated.
Application to VLT sample
To investigate the effect of the potential wavelength distortions from the 6 core pairs, we apply an inverse ∆v function (equation 24) to all the VLT absorbers by perturbing the rest wavelengths of the transitions fitted in each absorber, as described in section 6.5. We apply the same linear function in every VLT spectrum fitted. This therefore puts the VLT and Keck spectral data on a common wavelength scale. Any observed angular variation in α which survives the inverse function can not be due to stable inter-telescope wavelength calibration differences.
Because we apply the inverse function by perturbing the rest wavelengths of transitions in absorbers fitted, we can only do this where each fitted transition occurs in only one spectral region in a particular fit. There are two pairs of absorbers where we have fitted both absorbers in the pair simultaneously, because a transition from one absorber in the pair overlaps with a transition from the other absorber (at a different redshift) in the pair. In this case, a Figure 28 . Slope of ∆v vs λ under the LTS method with different amounts of data excluded from the fit. The red (solid) line shows a weighted LTS fit, and the blue (dashed) line shows the unweighted fit. Importantly, the magnitude of the slope decreases as k → 0.5n, implying that the slope we utilise may be an over-estimate of any underlying effect. particular transition can be fitted twice (in two absorbers, in two widely separated spectral regions). However, we cannot apply two different perturbations to a single rest wavelength. Therefore, we remove these two pairs of absorbers to form a "VLT reference set". Thus, we compare a VLT set of ∆α/α values where the ∆v inverse function has been applied with the ∆α/α values from a VLT reference set. The two pairs of absorbers which are removed are the z ∼ 2.253 and z ∼ 2.380 absorbers associated with J214225−442018 and the z ∼ 1.154 and z ∼ 0.987 absorbers in the same spectrum (i.e. 4 absorbers are removed to form the VLT reference set). This means that the VLT reference set contains 149 absorbers.
In table 7, we give the results of applying the ∆v inverse function above to those absorbers in the VLT reference set. The effect is generally to push ∆α/α to more negative values. We show an updated plot of the confidence regions of the Keck, VLT and combined dipole locations in figure 30 . Although the statistical significance of the dipole+monopole model (∆α/α = A cos(Θ) + m) over the monopole-only model decreases from 3.9σ (reference set) to 3.1σ, the position of the VLT (and therefore combined) dipole is effectively unchanged. This accords well with our earlier argument that because the detection of a dipole is a differential effect, it is difficult to emulate through any simple systematic. The Keck and VLT dipoles in this case are separated by 25
• , which has a chance probability of 7 percent (see section 5.5). Also note that introducing this modification to the wavelength scale of the VLT spectra does not significantly change the good alignment between the z < 1.6 and z > 1.6 samples. The dipole directions in this case are separated by 13
• , which has a chance probability of 2 percent. We would expect that any good model for a wavelengthdependent systematic should quantitatively improve the fit of the dipole model to the ∆α/α values. To see if the ∆v model significantly improves the fit, we compare the AICC of the model ∆α/α = A cos Θ + m fitted to different sets of ∆α/α values: i) AICCVLT,∆v, the AICC of the angular dipole model fitted to the VLT absorbers in the VLT reference set with the linear ∆v function described above applied; ii) AICC VLT,ref , the AICC of the angular dipole model fitted to the VLT absorbers in the VLT reference set; iii) AICC VLT,∆v+Keck , the AICC for the angular dipole model fitted to the absorbers in set (i) combined with the Keck absorbers in the Keck04-dipole set, and; iv) AICC VLT,ref+Keck , the AICC for the angular dipole model fitted to the absorbers in set (ii) combined with the Keck absorbers in the Keck04-dipole set. In all cases we apply the same values of σ rand to the VLT ∆α/α values in order to compare points on a like-with-like basis. We find that AICCVLT,∆v − AICC VLT,ref ≈ −0.8, indicating that the set of VLT absorbers with the ∆v inverse function applied is preferred, but not significantly. Comparing the VLT+Keck set to the equivalent reference set, we find that AICC VLT,∆v+Keck − AICC VLT,ref+Keck ≈ −3.2, indicating that the VLT+Keck set where the ∆v inverse function has been applied to the VLT absorbers is weakly preferred. However, when comparing the reference sets and the ∆v sets, the AICC does not account for the extra two parameters for the linear model of ∆v vs λ. Thus, with a two-parameter model for the ∆v function there is no significant preference for the ∆v results, and thus there is no strong evidence in the ∆α/α values themselves for a wavelength distortion of this type.
In deriving the results above, we have assumed that ∆v values from different spectral pairs may be legitimately combined in order to estimate a common systematic. This may not be a good assumption, given the differences in the signal-to-noise of the spectral data, the spectral range which the ∆v values cover, the potential functional form of ∆v(λ)i and number of exposures. We then proceed as follows: i) fit a linear model to the ∆v values from each spectral pair using the LTS method; ii) from each model, estimate ∆v(λ) along with an uncertainty on the estimate; iii) for the six estimates of ∆v at each λ, form a weighted mean of the estimates, ∆vw(λ), and calculate the associated uncertainty, and; iv) plot ∆vw(λ) as a function of wavelength. We show the result of this in figure 29 . Importantly, under this model we can find no wavelength where ∆v is statistically different from zero.
In summary: we are unable to detect a statistically significant linear wavelength distortion common to the 6 core spectral pairs. Applying to the entire VLT spectral sample a simple linear model for ∆v(λ) from the six core pairs reduces the statistical significance of the dipole, but the statistical significance still remains high enough to be of interest. The systematic applied here does not destroy the good alignment between the fitted Keck and VLT dipole vectors. We are therefore unable to remove the dipole effect from the combined Keck and VLT sample.
2206−1958/J220852−194359
We show the ∆v values from the pair in figure 31 . The ∆v test only examines calibration differences between Keck and VLT, and so we cannot tell whether Keck or VLT is responsible for significant trend in ∆v for this spectral pair.
The limited spectral range (∼ 4000 λ 6000Å) of the ∆v data means that we simply do not know what the functional form of ∆v is for this spectral pair at λ 6000Å. In order to estimate the potential impact of the distortion present on ∆α/α values in the whole sample, we need knowledge of ∆v(λ) at all observed wavelengths. One possibility is to assume that the relationship is linear, but then the extrapolation over the whole spectral range results in a total change in ∆v of ∼ 5 km s −1 , which is comparable to the velocity width of the spectrograph slit; this seems too extreme. Additionally, the ∆v values do not appear by-eye to be linearly related to λ; the gradient of ∆v with λ visually appears steepest in the middle of the ∆v values, and flatter near the edges of the ∆v data. We therefore try an arctangent model, Figure 29 . ∆vw(λ), a joint estimate of ∆v(λ) from the 6 core quasar pairs made without combining the data into a single linear fit. The red (solid) line shows the estimate for ∆v, and the dashed (blue) lines show the 95 percent confidence interval on the estimate. One can see that over the range where most of our ∆v data are obtained (4000Å λ 7000Å) that ∆v is relatively flat. ∆v diverges from zero for λ 3500Å (not shown) and for λ 7000Å, however there are few ∆v measurements to constrain ∆v in these regions. At no wavelength is ∆v significantly different from zero. Because the linear model used for each quasar fit is unlikely to be a true description of any underlying wavelength distortion, there is also uncertainty due to model specification, which is naturally not included in the confidence region shown above. As such, the confidence region shown is under-estimated. These considerations show that there is no statistically significant evidence for a common systematic from consideration of the 6 core quasar pairs. Figure 30 . 1σ confidence regions for the Keck (green), VLT (blue) and combined (red) dipoles, where the linear inverse function derived from the ∆v data from the 6 core spectral pairs has been applied to the VLT set. Although the statistical significance of the dipole decreases from 3.9σ to 3.1σ, the positions of the VLT and combined dipole are effectively unchanged.
Applying the LTS method to this fit, with k = 0.95n, yields: A = (−0.98 ± 1.03) km s −1Å−1 , k = (1.9 ± 2.6) × 10 −3Å−1 , λc = 4547±526Å and b = 0.48±0.74 km s −1 , where errors are derived from the diagonal terms of the covariance matrix at the best fit. The uncertainty on each ∆v values has been increased in quadrature with 0.26 km s −1 to account for overdispersion about the LTS fit. The impact of this wavelength perturbation on the values of ∆α/α when this function is applied to the VLT absorbers is severe. In particular, large numbers of points are scattered away from ∆α/α = 0, inducing a highly significant detection of ∆α/α at Table 7 . Results of applying the inverse ∆v function from figure 27 to the VLT absorbers under the model ∆α/α = A cos Θ + m. The column "δA" gives 1σ confidence limits on A. The column labelled "sig" gives the significance of the dipole+monopole model with respect to the monopole model. The origin of the reference VLT set is described in section 6.5.1. The impact of the (non-significant) linear distortion modelled from the 6 core quasar pairs overall is a reduction in the statistical significance of the dipole from 3.9σ to 3.1σ. z ∼ 0.8 and z ∼ 1.5. For instance, a formal weighted mean of all the 1.3 < z < 1.8 points yields ∆α/α = (−3.96 ± 0.12) × 10 −5 -a 33σ "detection". If one multiplies the error by χ 2 ν to account for χ 2 ν = 14.7 about the weighted mean, then one obtains ∆α/α = (−3.96 ± 0.46) × 10 −5 , still an 8.5σ "detection". Such a signal is seen in neither the Keck or VLT samples, which immediately implies that this particular relative wavelength distortion can not possibly apply to the all of either the VLT or Keck spectra. That is, the distortions seen in this particular Keck/VLT spectral pair appear not to be representative of a significant fraction of the entire sample. However, the fact that we have identified this distortion demonstrates the power and utility of the quasar pair analysis in identifying systematic errors, even when their actual origin remains unknown.
Overall effect of wavelength systematics using the ∆v test
We now investigate whether a diluted form of the above effect (i.e. the effect from the 2206−1958/J220852−194359 pair) could exist in the spectral data in combination with the (non-significant and much smaller) effect observed from the 6 core quasars. To do this, we use a Monte Carlo approach where we apply the inverse function derived in section 6.5.1 (equation 24) to 6/7 of the quasar spectra selected at random in the VLT sample, and the arctan function of equation 25 to the remaining 1/7 of the spectra. We then apply the LTS method to estimate a new σ rand . We then add the Keck sample to this new VLT sample. At each iteration, we calculate the statistical significance of the dipole using the bootstrap method. The mode of the distribution obtained is ∼ 2.2σ, with quite substantial variation between iterations.
To determine whether the ∆v function significantly improves the goodness-of-fit in the VLT sample, we compare the AICC at each iteration in the Monte Carlo simulation for a dipole model (∆α/α = A cos Θ + m) fitted to the VLT ∆α/α values in that iteration with the AICC from a dipole model fitted to the ∆α/α values in the VLT reference set, where in each iteration we use σ rand = 0.88 × 10 −5 in order to compare ∆α/α values on a likewith-like basis. We show this distribution in figure 32 . In only 3.5 percent of iterations is the AICC lower than in the reference set. This implies that it is unlikely that a wavelength distortion of this type is present in our data set. However, in almost all of the iterations the AICC is much larger than the AICC from the VLT reference set; the median ∆AICC = 43.5. Importantly, in no case is the ∆AICC > 10. Thus in no case can we say that there is very strong evidence in favour of the model with the ∆v function applied. Additionally, the AICC does not account for the 6 parameters used in deriving the ∆v model -we should expect a significant reduction in the AICC if the ∆v function is a good model. From this argument, we thus conclude that a wavelength distortion of this type is unlikely to be present in the VLT spectral data.
Comment on Griest et al. (2010) I2 and ThAr measurements on Keck/HIRES
The path that the quasar light takes through the telescope is similar but not identical to that of the thorium-argon (ThAr) calibration lamp. In particular, the ThAr lamp nearly uniformly illuminates the slit, whilst the quasar image will be centrally concentrated, particularly if the seeing is smaller than the slit width used. On account of the path differences, it is possible for distortions in the wavelength scale to emerge. Such distortions may be long range or short range. Griest et al. compared the wavelength calibration scale of exposures derived from I2 absorption spectra and the standard thorium-argon (ThAr) calibration exposures. The distortions are identified by comparing the calibration of the spectrum derived from a ThAr lamp to the calibration obtained when an I2 absorption cell is used. The iodine cell is placed in the quasar light path, and therefore the wavelength scale obtained for the quasar light using the iodine cell suffers from no path differences. They reported drifts between the I2 and ThAr calibration scales of up to 2000 m s −1 over several nights, and claimed that that "this level of systematic uncertainty may make it difficult to use Keck HIRES data to constrain the change in the fine-structure constant".
The ∆v test above explicitly includes the effect of any drifts in the wavelength calibration both within a single night and between observation nights. From figure 27, the RMS of the 66 binned points about the fit is ≈ 250 m s −1 . The mean wavelength sep- The dashed red line shows the actual AICC for the VLT reference set (see section 6.5.2). Only in 3.5 percent of the iterations is the AICC lower than for the reference set, which suggests that it is unlikely that a distortion of this type is present in the VLT data. The median value of the AICC here is 191.4, corresponding to a median ∆AICC = 43.5. For the median case, the odds against a wavelength distortion of this type being present in the data are ≈ 3 × 10 9 : 1.
aration between these points is comparable to the echelle order width. This RMS can therefore be compared directly to the spread in v shift seen in figure 5 of Griest et al. . In contrast to their spread of ≈ 2000 m s −1 , we see see typical wavelength distortions between VLT and Keck which are some 8 times smaller. We have directly quantified the impact of this on our measurements of ∆α/α in section 6.5.2. Our results demonstrate that it is possible to reliably use Keck/HIRES data to constrain the fine-structure constant from quasar observations. In the next section, we deal with the effect of 'intra-order distortions' reported by Griest et al..
Intra-order wavelength distortions
A pattern of wavelength distortions within each echelle order has been identified both within Keck/HIRES spectra and VLT/UVES spectra . In this section we attempt to estimate the impact of the extra scatter that has already been introduced into the VLT ∆α/α values as a result of the intraorder distortions reported by Whitmore et al.. Griest et al. (2010) identified an apparently repeating pattern of distortions that occur within each echelle order ('intra-order distortions'), where the wavelength scale of pixels near the centre of the order is displaced with respect to the calibration scale for pixels at the echelle order edges. The peak-to-peak amplitude of the distortion is ∼ 500 m s −1 at ∼ 5600Å. As the distribution of MM transitions is random with respect to the location of the echelle orders, the effect of these distortions will be random from absorber to absorber. A distortion of this type, with no monotonic longrange component, constitutes a random effect (section 3.3). Murphy et al. (2009) MM transitions will be less sensitive to an effect of this type. This is because with many transitions, the distortion is sampled in many locations; if the distortion does not have a long-range component, the average distortion must tend to zero. Whitmore et al. (2010) have identified similar intra-order distortions in VLT/UVES spectra. Whilst the distortions found by Griest et al. display a repeating pattern, the distortions found by Whitmore et al. are much more irregular, displaying little consistent pattern. It is important to note that because the VLT spectra used here are the result of the co-addition of many exposures, taken with different echelle grating settings and over many nights, it is expected that any distortions of the wavelength scale due to light path differences should reduce in magnitude. Thus, we consider the possible estimate of the impact of the effect we present to be an upper limit.
To construct a model for the Whitmore et al. distortions, we carried out a Fourier analysis of the velocity shift data presented in that paper to produce a ∆v model which we can apply to the VLT absorbers. The iodine cell absorption lines used to establish the intra-order distortion results only occur over the wavelength range ∼ 5000-6200Å. We are therefore forced to assume that our model of these distortions applies to much bluer and redder wavelengths as well. Clearly, the important part of the model is the amplitude rather than the period of the distortions; our model has a maximum peak-to-peak distortion of ∼ 300 m s −1 . We show this model in figure 33 .
In table 8, we show the result of applying the function shown in figure 33 to the VLT absorbers using equation 23. The impact on the location of the dipole and the value of the monopole is minimal, as expected. However, we note that the σ rand required is somewhat larger, which means that this model of the wavelength distortion has introduced extra scatter into the ∆α/α values. Any good model of the systematic should reduce, not increase, the scatter. The extra scatter reduces the significance of the dipole, but does not destroy the good alignment between Keck and VLT, nor between low and high redshift samples. In particular, the chance probability of alignment for the Keck and VLT samples (where the VLT sample has been altered with this ∆v model is 6 percent, the chance probability of alignment between low and high redshift samples is 4 percent, and the joint chance probability for these two factors is 0.3 percent.
The presence of intra-order wavelength distortions would serve to increase the scatter of the ∆α/α values about the true values. These distortions can only randomise but not bias ∆α/α values. They can not manufacture a dipole or monopole. Were we able to make the same quasar observations without the presence of any wavelength scale distortions, the scatter in the ∆α/α values Table 8 . Results of applying the inverse ∆v function from figure 33 to the VLT absorbers. The column "δA" gives 1σ confidence limits on A. The column labelled "sig" gives the significance of the dipole model with respect to the monopole model. The origin of the reference VLT set is described in section 6.5.1. For I = 2, we remove the absorber at z = 1.6574 toward J024008−230915, as it is identified as an outlier with the LTS method. Note that the estimates of the dipole location and monopole value do not differ greatly between samples 2 and 3. For σ rand , HC refers to the Keck high-contrast sample. Application of the Whitmore et. al. ∆v function causes a reduction in significance of the dipole model of ≈ 0.8σ. This reflects the maximal amount by which the significance has already been reduced; the 3.3σ figure is not the significance after applying a correction for a systematic. about the model should be smaller (and so σ rand would be smaller). We would therefore expect that this would increase the significance of the dipole model. Our analysis in this section suggests that the maximal reduction in statistical significance of the dipole which may have occurred as a result of intra-order wavelength distortions present is ∼ 0.6σ.
I
DISCUSSION
Summary of results
We have presented the results of a new analysis of 154 quasar absorbers over the range 0.2 z 3.7 using the many-multiplet method, derived from VLT/UVES spectra of 60 quasars. These absorbers allow us to constrain changes in α at often better than the 10 −5 level over much of the observable universe. Assuming that the VLT ∆α/α values are described by a simple weighted mean, we found that (∆α/α)w = (0.21 ± 0.12) × 10 −5 . This appears at first to be inconsistent with the results of Murphy et al. (2004) , who reported (∆α/α)w = (−0.57±0.11)× 10 −5 from 143 absorbers observed with Keck/HIRES. We fitted a simple angular dipole+monopole model, ∆α/α = A cos Θ + m, to the VLT ∆α/α values and found some (2.2σ) evidence for angular (and therefore spatial) variations in α, with the dipole direction (i.e. the direction of maximal deviation in α from the current laboratory value) towards RA = (18.3 ± 1.2) hr, dec. = (−62 ± 13)
• , with an amplitude A = 1.18 It is important to realise that, while the weighted mean ∆α/α values from the VLT and Keck samples disagree, the two samples are consistent when potential spatial variations in α across the sky are considered. The numerical results given above show that dipole models fitted to the VLT and Keck ∆α/α values point in very similar directions. This good alignment would be surprising if the dipole effect were not real. Under the model ∆α/α = A cos Θ + m, the chance probability of obtaining as close an alignment as observed (or closer) between the dipole vectors in both samples is 6 percent. Additionally, dipole vectors fitted to lowredshift (z < 1.6) and high-redshift (z > 1.6) subsamples point in a very similar direction, with a chance probability of 2 percent under the model ∆α/α = A cos Θ + m. A joint analysis for both of these conditions finds a chance probability of 0.1 percent.
In section 5.8 we examined the presence of a statistically significant monopole (3.6σ) in the z < 1.6 subsample of absorbers in the combined sample. There is consistent evidence that this offset of ∆α/α from zero exists in both the VLT and Keck samples independently. This implies not only that the low-z monopole may be a real effect (i.e. not generated by intstrumental systematic errors), but that it appears not to be responsible for the observed angular variations in α. We suggested that evolution in the relative abundances of Mg isotopes may be responsible for the low-z monopole. After examining this possibility in more detail (section 6.2), we suggested that an average heavy Mg isotope fraction of Γz<1.6 = 0.32 ± 0.03 could account for the observed low-z monopole.
To further check the robustness of the apparent spatial variation in α, in section 5.9 we investigated the effect of iteratively clipping potentially outlying ∆α/α values from a combined Keck+VLT sample in which the raw statistical errors on ∆α/α were retained. When outliers are clipped iteratively from the bestfit dipole+monopole model at each iteration until χ 2 ν = 1, the significance of the model (over a monopole-only model) increases to almost 7σ. Importantly, its significance does not decline rapidly, even after removal of more than ∼20 percent of the most outlying ∆α/α values, suggesting that the dipole effect is robust. Similarly, the dipole direction is stable under removal of potentially outlying ∆α/α values.
In section 5.11 we applied simple phenomenological models to attempt to account for the fact that the amplitude of the dipole appears larger at higher redshifts. Under a model where the ampli-tude is proportional to z β we find that β = 0.46 ± 0.49, and that the dipole+monopole model is preferred over the monopole-only model at the 3.9σ confidence level. We also investigated a model where the amplitude grows in proportion to the lookback-time distance, r = ct, and find that the dipole+monopole model for the combined Keck+VLT sample is significant over the monopole-only model at the 4.15σ level. Removing the monopole from consideration increases the significance to 4.22σ. The fitted dipole directions are very similar to that found in the strictly angular models (i.e. with no redshift dependence). Under the r-dipole+monopole model, the amplitude of the dipole is (1.1 ± 0.2) × 10
with a monopole term of m = (−0.187 ± 0.084) × 10 −5 .
In section 6 we investigated various potential systematic errors. We showed that temporal evolution in the abundance of Mg isotopes cannot be responsible for the observed angular variation in α. We demonstrated a powerful quasar pair test, where by comparing spectra of common quasars taken with both the VLT and Keck telescopes we can constrain relative wavelength scale distortions between the two telescopes. Considering 6 quasar pairs, we could not detect a statistically significant common linear wavelength distortion. Applying an estimate of the (non-significant) distortion observed, the significance of the dipole+monopole model, ∆α/α = A cos(Θ) + m, over the monopole-only model was reduced to 3.1σ. The sign and functional form of the wavelength scale distortion differs in each of the quasar pairs, so any residual systematic in the full sample may be smaller than what was found. We also considered a seventh quasar pair which shows a very large relative wavelength scale distortion (which is quite unlike that seen in the other 6 pairs). We argued that it is unlikely that a distortion of this magnitude is found in a significant fraction of either the Keck or the VLT absorbers because of the large increase in the scatter of the ∆α/α values it would imply, a scatter grossly inconsistent with that actually observed. In section 6.7 we showed that the intra-order wavelength distortions reported by Griest et al. (2010) for Keck/HIRES and Whitmore et al. (2010) for VLT/UVES do not plausibly explain the observed dipole effect.
As we discussed in section 5.3, any systematic which mimics angular variation in α must not only be well correlated with sky position, but must do so in a way which is consistent between the two telescopes. A systematic which is correlated with zenith angle is not sufficient to produce the observed dipole effect; such an effect should produce a variation in α that is approximately symmetric about the latitudes of the telescopes projected onto the sky (i.e. dec. ∼ 20
• for Keck and dec. ∼ −25 • for VLT), which is not what is seen. Importantly, such an effect is unable to produce the consistency observed between the dipole locations. The fact that dipoles fitted to low-z and high-z subsamples of the ∆α/α values (combined from the two telescopes) also point in the same direction on the sky makes a simple systematic which explains the results even more difficult to identify. The low-z and high-z absorbers utilise different transitions, which have a different pattern of line shifts as a function of ∆α/α. Thus, on average, the low-z and high-z subsamples will respond differently to simple systematic errors, making it difficult to explain consistent low-z and high-z dipole directions. We know of no systematic at present which is able to explain the observed dipole effect.
In summary, the results presented here provide significant and seemingly robust evidence for angular variations in α across the sky. We find evidence that the dipole amplitude grows with increasing distance. Taken together, these findings suggest a simple picture where there is a gradient in the value of α through the Universe, although this is strictly an observationally motivated interpretation and may be just the (seemingly) simplest many possible others.
Implications
The dipole-like variation in α presented here, if confirmed, would be a detection of new physics at the most fundamental level. It would directly demonstrate the existence of a preferred frame in the universe; it may be that this anisotropy could be detected in other cosmological measurements. Additionally, it would demonstrate that the Einstein Equivalence Principle is only an approximation. Some consider that the universe is fine-tuned for life (see for instance Davies 2003) , in that the values of the fundamental constants appear to be set in such a way that small variations (of order a few percent) in some fundamental constants would seemingly make some ingredients for life as we understand it (e.g. requiring water) unstable. If the fundamental constants vary throughout space, this has the potential to resolve this possible fine-tuning problem: the universe need not be globally fine-tuned for life. Instead, Earth may simply be located in a region of space where the constants are amenable to life. This may imply the existence of regions where the constants take on values where life as we understand it is not possible.
Relationship with other experiments
Berengut & Flambaum (2010) explicitly demonstrate that the results presented here are consistent with atomic clock measurements, the natural nuclear reactor at Oklo, and measurements of β-decay in meteorites. considered other potential cosmological dipoles (for example, in the primordial deuterium abundance and other dimensionless constants). To the best of our knowledge, the results presented here are not in conflict with the results of any experiment.
CONCLUSIONS
Our work significantly extends the work of Murphy et al. (2003 Murphy et al. ( , 2004 from Keck/HIRES by adding a data set of comparable size using VLT/UVES.
We find that the combination of both data sets yields a detection of spatial variation of α. That is, we observe variation in α across the sky and with an increasing amplitude at greater distances from Earth. There are several lines of argument which suggest that the dipolar effect observed may be real: i) The mild evidence (∼ 2σ) for angular variations in α within the VLT sample (which cannot be the result of inter-telescope systematics). ii) The close alignment between dipole vectors in both dipole+monopole and dipole-only models fitted to the VLT and Keck samples separately. In the dipole+monopole case (∆α/α = A cos(Θ)+m), this has a chance probability of 6 percent. iii) The close alignment between dipole+monopole models fitted to the z < 1.6 and z > 1.6 cuts separately, which has a chance probability of 2 percent. iv) The robustness of the result, both in terms of statistical significance and stability of dipole direction, to the removal of significant numbers of absorbers. v) The general difficulty of generating angular variations in α through simple systematic effects.
If the observed result is due to systematics, it must be a combination of finely-tuned systematics, the nature of which is unknown. We have used spectra of a small number of quasars, all ob-served with both the VLT and Keck, to investigate inter-telescope wavelength-dependent systematics. We conclude that the (generally insignificant) relative wavelength distortions observed are unable to explain the dipole effect observed. The origin of the wavelength calibration issues detected at both Keck and VLT is not well understood, and as such the analysis presented here reflects our current state of knowledge. Clearly, the power of comparing spectra of the same quasars from different telescopes for ruling out -or detecting -relevant wavelength distortions, from any source, even unknown ones, should be exploited in a much larger sample.
The apparent dipole-like variation in α presented here is manifestly verifiable and falsifiable. Due to the orientation of the dipole relative to the observations, there is a relative lack of absorbers near its pole and anti-pole. Future observations toward the pole and antipole will have increased sensitivity to detect a significantly positive or negative ∆α/α, respectively, if the effect is real. Furthermore, we have demonstrated the power of detecting systematics, even of unknown origin, using the quasar pair analysis; a campaign to observe quasars near the dipole pole and/or anti-pole would best be made with two telescopes targeting the same quasars so that any confirmation of any dipole-like variation in α is maximally compelling and reliable. Because of the orientation of the dipole, these two telescopes would have to be in the same hemisphere if one wanted to apply a similar quasar pair analysis to that demonstrated here.
We noted the presence of a statistically significant monopole in the z < 1.6 sample. Evidence for this effect is present in both the VLT and Keck samples. Because the effect is common to both samples, it cannot be the cause of the angular variations in α observed. Evolution in the abundance of the heavy Mg isotope fraction may be the most likely cause for this, but further work is needed to resolve the issue.
APPENDIX A: VLT ∆α/α VALUES
We give the ∆α/α values from our MM analysis of the 154 VLT absorbers in table A1. An ASCII version of this table is available at http: //astronomy.swin.edu.au/˜mmurphy/pub.html. Table B1 gives the atomic data that were used in our analysis. An updated version of this table, including newly measured transitions, which should be used for future analyses is available from the authors on request.
APPENDIX B: ATOMIC DATA
APPENDIX C: VOIGT PROFILE FITS
This Appendix gives two examples ( Figures C1 and C2 ) of the Voigt profile fits for the VLT many-multiplet systems analysed. Each absorber is plotted on a velocity scale, such that corresponding components align vertically. Velocities are given as differences from an arbitrary redshift, which is chosen to be close to the maximum optical depth of the absorber. The positions of fitted components are indicated by blue tick marks. Plotted above each fit are the residuals of the fit, that is [fit-data]/error, where the error is the 1σ uncertainty associated with each flux pixel. The two red lines indicate ±1σ, within which the residuals are expected to occur about 68% of the time if the errors are Gaussian, the error array is correct and the fitted model is a good representation of the data.
Each plot contains a maximum of 16 regions. In the event that there are more fitting regions than this, the fit is split into several parts. Each part may contain common transitions so as to provide a common reference, and to illustrate the velocity structure more clearly.
The full set of Voigt profile fits for all absorbers can be found at http://astronomy.swin.edu.au/˜mmurphy/pub.html. This paper has been typeset from a T E X/ L A T E X file prepared by the author. Table A1 : Results for ∆α/α derived from MM absorbers. Errors given are purely statistical (see definition in section 3.3). The emission redshift of the quasar and absorption redshift are given by zem and z abs respectively. z abs is given as the redshift of the highest column density component in the fit. Three values of ∆α/α are given: the turbulent fit, the thermal fit, and the value derived from the method-of-moments estimator from section 3.3.1. The value of ∆α/α and its 1σ statistical uncertainty used for our statistical analyses is given in the last column. Note that the uncertainty is generally increased by adding a value of σ rand in quadrature to the value quoted here, depending on the model under consideration (e.g weighted mean, dipole etc.; see text for values of σ rand ).The key for the transition labels, in column 4, is given in table 1. χ 2 ν and ν, the number of degrees of freedom, are given for both the turbulent and thermal fits. The absorber marked with an asterisk (*) has been identified as an outlier and removed from the statistical analysis of particular models (e.g.e the dipole model). Quasar name Table B1 . Atomic data for transitions usable in many-multiplet or alkali-doublet analyses, i.e. transitions with precise laboratory wavelengths. An updated version of this table, including newly measured transitions, which should be used for future analyses, is available from the authors on request. Information for isotopic and hyperfine components is given in italics. Columns 1 and 2 show the common names used for the transitions. Column 3 shows the mass number for each ionic species. The derivation of the laboratory wavenumbers, ω 0 , is summarized by the value of X as follows: 0 -Measured wavenumber; 1 -Inferred from measured component wavenumbers; 2 -Inferred from measured composite wavenumber and measured component splitting; 3 -Inferred from measured composite wavenumber and calculated component splitting. Column 6 gives the reference(s) for the wavenumber measurement and/or calculations (specified below the table). Vacuum laboratory wavelengths, λ 0 , are derived from the wavenumbers. Columns 8 and 9 show the lower and upper/excited state electronic configurations. The ID letters in column 10 offer a simple shorthand for labelling transitions used to fit absorption systems. Column 11 shows the ionization potential for the relevant ion, IP + , and for the ion with a unit lower charge, IP − . Column 12 shows the oscillator strengths, f , taken from Morton (2003) or the relative strengths of the hyperfine or isotopic components. The latter are taken from Rosman & Taylor (1998) . The q coefficients and their uncertainties are from Dzuba et al. (1999b Dzuba et al. ( ,a, 2001 Dzuba et al. ( , 2002 and Berengut et al. (2004a,b Norlén (1973) and Whaling et al. (1995) . The exceptions to this are the Mg I/II wavenumbers which are on a highly accurate absolute scale generated using a frequency-comb calibration system. The Whaling et al. (1995) 
