We present the use of the CD++ tool to model and simulate forest fire-spread. A semi-physical fire spread model is implemented using the Cell-DEVS formalism. The use of Cell-DEVS enables proving the correctness of the simulation engines and permits to model the problem even by a non-computer science specialist. The high level language of CD++ reduces the algorithmic complexity for the modeler while allowing complex cellular timing behaviors. Different Cell-DEVS quantization techniques are used and developed to decrease execution time. The study is realized regarding time improvement and trades-off between model evolution, simulation time and incurred error. Finally, based on experimentations, interesting perspectives are defined to develop new quantization techniques.
INTRODUCTION
At present, concerns for environment engender increasing interest in monitoring and predicting ecosystem changes. The damage induced by devastating fires that occurred over the last few years stressed the necessity for fire fighters to dispose of a tool that would provide rapid and relatively accurate information concerning fire position.
In fire spreading, the use of computer simulation is a good choice to solve the problem due to the complex behavior of the phenomena studied and the volume of data that ecological models have to grasp. However, real-time simulators for fire spread are tricky to elaborate due to both fire complexity and landscape size.
The Cell-DEVS formalism (Wainer and Giambiasi 2001) is well suited to solve this kind of applications. A Cell-DEVS model enables the definition of a cell-space with explicit timing delays. Each cell is defined as an atomic DEVS model , and a procedure X defines the external inputs, Y the external outputs defining the interface of the model. 8 is the cell state definition, and N is the set of inputs. Delay defines the kind of delay for the cell (transport or inertial), and d its duration. A transport delay can be associated with each cell, which defers the outputs for the cell. A state change will be discarded if it is not steady during an inertial delay.
Each cell takes uses the set of inputs to computes its future state using the z functions. Finally, there are several functions driving the cell behavior: 6ht for internal transitions, 6,, for external transitions, h for outputs and D for the state's duration.
A Cell-DEVS coupled model is defined by:
Here, Xlist and YEst are inputloutput coupling lists, used to define the model interface. X and Y represent the input/output events. The n value defines the dimension of the cell space, {t,, ..., t,,} is the number of cells in each dimension and N is the neighborhood set. The cell space is defined by C, together with B, the set of border cells, and Z the translation function.
A modeler simply has to focus on three basic aspects: dimension (size and shape of the cell space), influences and behavior. As we can see in Figure 1 , the modeler has to define the local computing function, the kind of delay . and its length. The influences are specified by defining the neighborhood of the cell. Recently, quantized DEVS theory has been introduced (Zeigler 1998) . As depicted in Figure 2 , quantization approach consists in quantizing the value space in equal quantum steps. A fixed quantum size q is used. Quantizers are associated with each model. It is a significant event detector which monitors its input and uses a logical condition to decide when a significant change, such as crossing a threshold has occurred. Whenever a crossing occurs the new value is sent to the receiver. The problem consists in a trade-off between reducing number of messages and the error induced by this reduction. Promising empirical results have been obtained when using quantization theory in Cell-DEVS models (Wainer and Zeigler 2000) . As seen in Figure 3 , quantizers (Q) are associated to each output port of a cell. As long as the output information is not considered as significant, a cell does not send information. This produces a significant reduction in the number of messages involved in the simulation.
We will show how quantized Cell-DEVS models can be applied in reducing and controlling error for complex cellular models of fire spread.
FIRE SPREAD MODELING
In a first stage of our research, we studied fire spread across a 1-mz pine needles fuel empirically (Balbi et al. 1998 ). This study uses elementary cells composed of earth and plant matter, and did not consider wind or slope. The phenomenon was described using a set of PDEs.
In the domain:
If T < Ti,:
At the boundary:
Here, T, (27 "C) is the ambient temperature, Tjg (300°C) is the ignition temperature, tig (s) is the ignition time, T ("C) is the temperature, K (m2.s-') is the thermal diffusion, a (s-l) combustion time constant, 4 . (kg.m-*) is the vegetable surface mass, and 9.0 (kg.m2) is the initial vegetable surface mass (before the cell combustion).
We discretized the model using finite differences (FDM) and finite elements (FEM) (Santoni 1997) . The study domain was meshed uniformly with cells of 1-cm2 and we use a time step of 0.01s. Both methods provided similar results, but FEM was more complex to apply, and produce longer execution time. The physical model resolution by FDM led to the following algebraic equation:
Where Ti, is the temperature of a grid node. The coefficients a, b, c and d depend on the time step and mesh size. Those coefficients are identified from experimental data of temperature versus time. This equation represents the temperature curve of a cell in the domain, whose sketch is depicted in Figure 4 . Above the threshold temperature Tig, the combustion occurs, and under a Tf temperature, the combustion finishes. In order to improve model definition and include more complex behavior, we faced its definition using the Cell-DEVS formalism. The CD++ environment (Rodriguez and Wainer 1999) allows implementing DEVS and Cell-DEVS models. The modeler simply specifies the cell domain dimensions, the cell's neighborhood and the cell's behavior by defining simple logical rules. They have the format [result) delay (condition}. The semantics of the sentences is that, if the condition is true, the cell will take the result value and will send it through output ports after a delay time. If the condition is not valid, the next rule is evaluated (according to the order in that they were defined), repeating this process until a rule is satisfied. The most common operators are in- and L.C.M. Other existing functions allow checking if a number is integer, even, odd or prime. Space zones, defined by a cell range, can be associated with a set of rules different from the rest of the cell space.
Each cell uses a single state variable (representing its own state). The language permits to manipulate ndimensional references. Likewise, a neighborhood can be composed of non-adjacent cells, and the neighborhood's dimension can be similar or inferior to the model's dimension. With these considerations in mind, we used the highlevel specification language included in CD++ to describe the fire model using the Cell-DEVS formalism ( Muzy et al., 2002) . We used two planes representing different variables in our model. The first plane stores the cell temperature. The second plane stores the ignition time rig of each cell (see equation IC). In this plane, every cell detects when the corresponding cell of the propagation plane starts buming. Figure 5 represents the model specification in CD++.
Lines 01 and 02 of this specification, declare the components of the top level coupled model. From line 03 to 18, we include a definition for the Cell-DEVS coupled model representing the fire-spread model. This is done by includ- In lines 20 and 21, the zone ti represents the plane 1 in charge of storing ignition times. These rules show how we store the ignition times: if the corresponding cell in the propagation plane 0 begins to bum, we record the current time in the cell.
In the propagation plane we defined a border zone cst corresponding to the model behavior in the boundaries of the cell space (see equation Id). The cells stay at the ambient temperature (lines 22 and 23). The rules used to compute the cell temperature start in line 24. The first one corresponds to the unburned phase. If the computed cell temperature is higher than the present value, the cell will take the computed value. The same occurs during the transient period (simulation time smaller than twenty), when the state of the cell is neither burning nor burned. Based on the same principles, the rules lines 26 and 27 correspond to the phases burning and burned.
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The last rule in line 28 is used for cells that are away from the fire front or burned. These cells keep their value at the next time step.
The model specification was simplified using macros. Figure 6 shows the file where the macros were defined, which contains the rules corresponding to the temperature calculus when the cell is in phase unburned or burning. The file is included in the model specification using the #include directive in line 00 of Figure 5 . The simulation results obtained when executing this model are displayed in Figure 7 and 8. The white squares represent the experimental front. In Figure 7 , a first observation at t=30s of the circular wave front give the same results. Nevertheless, in Figure 8 , a difference appears on the simulated fire front width at time 50s. Indeed, the fire front cools more quickly. This can be explained by the end combustion assumption (T, = 60 "C) effect. In Figure 9 , we can note that after an acceleration stage corresponding to the initialization, the rate of spread of the fire front becomes quite constant.
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Figure 9: Predicted Rate of Spread Over the Time
The use of Cell-DEVS will enable us to take easily into account the semi-physical model behavioral modifications for wind and slope effects and non-homogenous vegetation. Nevertheless, execution time needs to be improved in order to provide real-time recommendations. Cell-DEVS allows simulating continuous systems by means of events, which produce a high degree of overhead with the message inter-module interactions. In order to minimize these interactions, we have developed and applied quantized Cell-DEVS mechanisms.
QUANTIZING CELL-DEVS
Numerical problems are very sensitive to temporal and spatial conditions. Quantizing the space changes the time step and can make the system diverge. Therefore, different methods, with regard to time and space, have to be defined to manage with the error induced by quantization.
We applied Cell-DEVS quantization to a 20x20 propagation domain simulating a real propagation of 20s.
The temperature of each cell was quantized using different quantum sizes. In Figure 10 , we observe the influence of the message reduction on the execution time and the number of messages involved. In Figure 11 , we note that the use of quantization introduces an exponential error while the message number diminishes. The average relative error of the quantized domain calculation can be expressed as follows:
If we have good results incurring little error, the error does not converge to a fix value for high quanta (see Figure  12 ) while after the initial ignition the rate of spread of the fire front became quite steady.
DYNAMIC QUANTIZATION
In order to improve the error rate while keeping the number of messages small, we dynamically changed the size of the quantum according to a ratio in order to reduce the error introduced by quantization. The quantum size increases or decreases of the ratio according to the level of activity of the cell (see Figure 13 ). The level of activity is measured by seeing how much the cell changes. If the value of the cell passes the threshold, the quantum is increased of the ratio. If the cell's value does not pass the threshold, the quantum decreases of the ratio. In Figure 14 , we use different ratios to improve the results obtained for q=l. The greater the ratio is the lower the error is the longer the calculation time is. For a ratio of 0.1%, the error decreases from 21 % to 9.2 % inducing small execution time overhead (from 5 min 50 s to 6 min 33 s). If the quantum is too large and the energy brought by the neighboring cells is not important enough, the temperature of the cell cannot reach the boundary and remains between two states. Hence, the cell is considered inactive. Dynamic Cell-DEVS quantization has been developed to deal with this problem.
We plot the results for Dynamic quantization improvements in Figure 15 . This solution consists in reducing the error (inducing small overhead) for high quanta and to reduce the execution time for low quanta, which have very small error.
Comparing standard and Dynamic quantization, the error reduction leads to an execution time reduction. For a quantum of 0.85, we obtained an execution time of 7 min 7 s and an error of 9.6 % with the basic quantization. Using a dynamic quantum of 1 and a ratio of 0.1%, the error is about 9.2 % for an execution time of 6 min 33s. The Dynamic quantization allowed us to optimize the quantum size of each cell according to cell's phase. Hence, the error and the execution time have been reduced. Nevertheless, error still does not converge for high quanta. Discrete quantization has been investigated to enhance the control of the error.
DISCRETE EXPERIMENTATION
In our fire-spread model, time is discrete and hence advances from time t to t+l. Basic quantization does not work this way. Figure 16 depicts the difference between basic and discrete quantization. We have chosen the case where, with basic quantization, the future value computed by the cell at time tl does not reach the boundary (i+l)D. Thereby, when the quantizer compares this intermediate value with the old one (the last boundary iD), the cell will be considered to be quiescent. Unless a neighbor reactivates it immediately (which would be pure causality), the cell will not do anything else. This problem appears especially in the heating phase, where the temperature growth is not as important as in the burning phase (see Figure 4) . As basic quantization does not take well into account this heating, the error is accumulated during the whole simulation. To experiment discrete quantization we added a neighboring cell to each cell of the propagation domain. This cell changes its state in each time step in order to reactivate the quantized one, which re-computes its state and hence passes the boundary. When the boundary is crossed the cell returns to a quiescent state. This extension takes longer than basic and dynamic quantization but we experiment the error gain of this method.
In Figure 17 and 18, we observe that, due to discrete verification, the quanta used are larger. Nevertheless, above q=30, Discrete quantization has not any more effect on message number and execution time for high quanta.
Physically this message reduction can be explained. In small quanta, the message gain is realised because the active cells amounts to the fire front and the whole cells (even the cells away from the fire front) easily reach the quantum boundary and pass to quiescent state. In higher quanta, all the cells of the domain try to reach the boundary and cells away from the front are constantly calculating their temperatures increasing the number of messages. The average relative error becomes linear and can be approximated by:
~=1.02720-3.5261 f o r q e [3.4,100]
Moreover, in Figure 19 , we note that the error converges now for every value of the quantum and is smallest than one of basic quantization. 
CONCLUSION
To reduce the error, we combined Dynamic and Discrete quantization. Figure 20 shows that for a very small execution time overhead, error becomes insignificant for all quanta sizes. Moreover, as depicted in Figure 21 , the error for q=30 regresses now to very small value. We have presented the use of the Cell-DEVS formalism to model a semi-physical fire spread model. The advantages of our modeling method can be summarized as follows:
0
The evolution of propagation models is eased by the hierarchy description of DEVS and the highlevel language of Cell-DEVS, Events and quantization allow us to activate only the most heated cells of the fire front, Quantization reduces simulation time incurring error, Dynamic quantization reduces the error slightly reducing or increasing the simulation time, Discrete quantization permits to highly reduce and control the error. In a first time, we plan to implement the discrete quantization in order to enhance the execution time gain. Once the simulation will be optimized on a single processor, parallel simulation seems to be the only possibility to simulate this type of processes on large scales. In these cases, the use of quantized DEVS will be interesting to reduce the message number of parallel and distributed simulations.
