Abstract-This paper proposes an encoding/decoding framework for achieving the optimal channel capacity of the twouser broadcast channel where each user has message targeted for the other user as side information. Since the link qualities of the channels from the base station to users are different, the channel capacities are different. This fact implies different data rates for different users. For this scenario, the network coding technique can be employed to improve the transmission efficiency. However, how to simultaneously achieve the channel capacities for the two users is not straightforward. This problem is referred to as the rate-diverse wireless network coding problem. In this paper, we present a capacity-achieving framework based on linear structured nested lattice codes for rate-diverse wireless network coding. The significance of the proposed framework, besides its theoretical optimality, is its suggested design principle for linear rate-diverse wireless network coding.
I. INTRODUCTION
T HIS paper investigates wireless broadcast networks with side information at users, where a base station wants to deliver two different messages to two users, and each user already has the message targeted for the other user as side information. For this communication scenario, network coding can be naturally employed to improve the transmission efficiency [1] , [2] . Specifically, the base station transforms the two messages into one network-coded message and sends the network-coded message to the two users via the wireless broadcast channel. Each user then decodes its desired message based on the received signal from the base station and its side information. Examples of this scenario includes the broadcast phase of two-way relay channel based on physical-layer network coding [3] , and noisy index coding [4] .
For the investigated network, the two point-to-point singleuser channel capacities are different due to the different channel qualities from the base station to different users. We refer to the corresponding coding problem for such channels as the rate-diverse wireless network coding problem. Two key questions are: i) what is the capacity region of the rate-diverse wireless network coding; ii) how to achieve the optimal pair of capacities within this capacity region.
The capacity region of the channel under investigation has been identified in [5] - [7] using the argument of random coding; it is proved that the optimal point of the capacity region is the pair of the two point-to-point single-user channel capacities. Then, [8] considered the use of linear codes to achieve the optimal point of the capacity region in finite-alphabet channels (channels with discrete outputs). By contrast, our paper here
The authors are with the Institute of Network Coding, The Chinese University of Hong Kong. Email: {ttwang, soung, longshi}@ie.cuhk.edu.hk focuses on power-constrained additive white Gaussian noise (AWGN) channels, which corresponds more closely to the actual physical channel at the lower layer. The coding scheme designed by [9] is a solution for rate-diverse wireless network coding in power-constrained AWGN channels; since it only employs binary linear codes, it cannot achieve capacity in all SNR regimes. The proposed constellations in [10] for noisy index coding can be also applied to rate-diverse wireless network coding. However, it aims to achieve the socalled side information gain but not to achieve the optimal capacity point. Finally, [11] and [12] proposed joint twouser modulation schemes for rate-diverse wireless network coding in non-channel-coded systems. Overall, despite the past related works, how to achieve the two point-to-point singleuser channel capacities simultaneously using structured codes is not straightforward for rate-diverse wireless network coding in power-constrained AWGN channels. It is the intention of this paper to fill this gap.
In this paper, we propose an encoding/decoding framework based on nested lattice codes [13] to achieve the optimal point of the capacity region for rate-diverse wireless network coding in power-constrained AWGN channels. The merit of our framework is twofold. First, it can achieve the optimal point of the capacity region in power-constrained AWGN channels using linear structured codes. Second, it yields a general design principle for linear codes based rate-diverse network coding. We refer to this design principle as the principle of virtual single-user channels. The principle shows that, for the rate-diverse wireless network coding, there is no need to perform joint two-user encoding. The separate encoding before network coding, and single-user decoding after network decoding are sufficient to maintain the optimal point of the channel region for rate-diverse wireless network coding. Moreover, guided by our design principle, we can implement our encoding/decoding framework using practical linear codes and decoding algorithms with affordable complexities.
II. SYSTEM MODEL
We consider a network-coding assisted wireless broadcast problem. The system model is shown in Fig. 1 , where we have a base station (BS) and two users A and B. BS wants to transmit different messages to users A and B. The message targeted for user A (B) is denoted by a vector of binary information bits channel based on physical-layer network coding [3] ; and this is also a special case of index coding systems [4] .
BS can employ a network coding scheme to minimize the required transmission time [1] , [2] . Besides network coding, BS also needs to perform channel coding and modulation to generate the channel symbols that will be transmitted over the wireless channel. For simplicity, we first consider a realvalued signal model. We denote the vector of channel symbols transmitted by BS by
where x N C ∈ R N consists of N channel symbols, and the function f (·) incorporates the combined operation of channel coding, modulation and network coding. Thus, the data rate for user A (B) is R A = L A /N (R B = L B /N ) bits per channel use. We impose an average power constraint P X on the channel symbols, i.e., E x N C 2 N ≤ P X .
We model the wireless channel between the BS and user u ∈ {A, B} as an additive white Gaussian noise (AWGN) channel with the path-loss effect:
where n u ∈ R N is a vector of i.i.d. mean-zero, variance-σ 2 n Gaussian white noise components, and 0 < β u ∈ R is the channel gain that models the path-loss effect between the BS and user u. The two channel gains β A and β B are likely different due to the different distances of the users from the BS.
Upon receiving y A (y B ), user A (B) estimates its target message m A (m B ) using y A (y B ) and its side information m B (m A ). Specifically, we express the estimated target messages as
The capacity region of the broadcast channel with side-information at the two users.
where g A (·) and g B (·) denote the combined inverse operation of channel coding, modulation and network coding at users A and B, respectively. Henceforth, for brevity, we will simply call f (·) the encoding scheme, and g A (·) and g B (·) the decoding schemes. Given the average power constraint over the channel symbols of BS, we ask the following two questions:
i) What are the data-rate limits for the BS to reliably deliver messages to the two users, and ii) what encoding/decoding schemes can be used to achieve these limits?
We first identify the data-rate limits for the channel considered here. If we just focus on the point-to-point single-user channel between the BS and one particular user u, the Shannon channel capacity
is the upper limit of the data rate for which reliable communication is possible as N → ∞, where SN R u = P X β 2 u σ 2 n is the signal-to-noise ratio (SNR) at the receiver of user u. Considering the broadcast channel with side-information at the two users, reference [7] proved that as long as the date-rate pair (R A , R B ) is within the capacity region given by
the users can decode their target messages with arbitrarily small error probabilities. The capacity region is shown in Fig. 2 , where we assume β A > β B . Obviously, the capacity pair (C A , C B ) is the optimal data-rate pair that simultaneously maximizes the data rates for both users.
This paper focuses on the second question: the encoding and decoding schemes to achieve the optimal data-rate pair (the capacity pair). Let us first consider the simple special case where the two channel gains are equal: β A = β B . Now, the point-to-point channel capacities of the two channels are equal: C A = C B = C, and the capacity pair becomes (C, C). For this rate-equal case, the encoding scheme for capacity achieving is rather straightforward. The first step is the linear network coding over the binary information:
where ⊕ denotes the bit-wise XOR operation. Then, the network-coded message m N C is fed into a single-user channel encoder and modulator. At the receiver side of a user, a singleuser decoding scheme can be used to obtain m N C , and the estimated target message is given by the bit-wise XOR of m N C and the side-information. As long as the data rate of the used channel coding and modulation scheme R can achieve the point-to-point single-user channel capacity C, the above simple encoding scheme can also achieve the capacity pair (C, C) for the rate-equal network coding.
Of interest to our paper here is the general rate-diverse network coding where β A = β B and C A = C B . How to achieve the capacity pair (C A , C B ) for the rate-diverse case is not straightforward. In [7] , random coding is employed to derive the capacity region of the general probabilistic broadcast channel p (y A , y B |x N C ) with side information at the users. Then, [8] considered the use of linear codes to achieve the optimal capacity pair for finite-alphabet channels (channels with discrete outputs). By contrast, our paper here focuses on power-constrainted AWGN channels. We exploit the linear structured nested lattice codes to achieve or to closely approach the capacity pair. Moreover, we put forth a design principle for rate-diverse wireless network coding. The design principle, referred to as the principle of virtual single-user channels, aims to transform the rate-diverse broadcast channel to two single-user channels through our encoding/decoding design, thereby achieving the capacity pair which are basically the point-to-point single-user capacities for users A and B.
III. NESTED LATTICE CODES BASED FRAMEWORK FOR ACHIEVING CAPACITY PAIR
This section describes an encoding/decoding framework for achieving the capacity pair. The framework is based on nested lattice codes that have linear structures. We first give a preliminary on lattices and nested lattice codes in section III.A. Then, in section III.B, we show how nested lattice codes and its decoding can be used in our encoding/decoding framework for rate-diverse wireless network coding to achieve the capacity pair .
A. Preliminary on Lattices and Nested Lattice Codes
The lattice points (vectors) of Λ are generated by taking all integer linear combinations of N independent basis vectors. The N basis vectors can be written into an M × N generator matrix G ∈ M ×N . Therefore, a lattice Λ is specified by its generator matrix G and can be always written as
Given a lattice Λ and a lattice point λ ∈ Λ, the Voronoi region of λ is defined to be the set of all vectors in R M that are closest to the lattice point λ:
The Voronoi region of λ = 0 is called the fundamental Voronoi region of the lattice and it is denoted by V. Since every vector in R M can be uniquely written as x = λ + r, where λ ∈ Λ and r ∈ V, a lattice quantizer is a function that maps a vector x ∈ R M to a lattice point of Λ according to the minimum Euclidean distance rule:
a lattice modulo operation is to get the quantization error:
The volume of V is denoted by Vol (V) and it can be shown that Vol (V) = V dx = det (G T G). The second-order moment of Λ is defined as
where U is a random vector uniformly distributed over V. The normalized second-order moment of Λ is defined as
which is invariant to the scale of the lattice (i.e., if the generator matrix G were to be scaled by a non-zero scalar, G (Λ) would remain the same). If the lattice Λ is a subset of another lattice Λ, Λ ⊂ Λ, we say Λ is nested in Λ. A pair of lattices (Λ , Λ) is called a nested pair if Λ ⊂ Λ, where Λ is called the coarse lattice and Λ is called the fine lattice. For example, qZ N , Z N is a nested pair, where q is a non-zero integer.
We now apply lattices to the coding problem. In this subsection, we consider a point-to-point single-user channel:
where x is the vector of the channel symbols, y is the vector of the received signals, β is the channel gain, and n is the vector of i.i.d. real AWGN components with mean-zero and variance-σ 2 n . All vectors here are length-N vectors. The vector of the channel symbols x is the codeword for conveying information message m and it is subject to an average power constraint E x 2 N ≤ P X . The aim is to achieve the channel capacity
n . Using lattice for coding, the codeword x is a point chosen from a specific lattice Λ. The power constraint on x means that only a finite number of the lattice points of Λ can be chosen as the codewords. As a consequence, it is required to construct the lattice code by taking the intersection of the coding lattice Λ with a shaping region such that the valid codewords are the lattice points of Λ within the shaping region. Overall, we need to take into account the following two aspects for designing such lattice code [13] :
• The granular structure of the lattice Λ used for coding is represented by its fundamental Voronoi region V. The volume Vol (V) determines the inter-codeword Euclidean distance, thus, it determines the decoding error probability.
• The structure of the shaping region determines the powervolume tradeoff, hence, the gap from the channel capacity.
Two
To see what is a good lattice for coding, let us first remove the power constraint on the codeword x. In this case, since the transmission power as well as the data rate is infinite, any point of a lattice can be chosen as the codeword. At the receive side, the maximum likelihood (ML) decoding is employed to search for a lattice point nearest to the received vector. Obviously, the decision regions of the ML decoding are the Voronoi regions and this ML decoder essentially is the lattice quantizer Q Λ (·). The performance of the code is expressed by the decoding error probability Pr ( m = m). Since decoding errors occur when the noise vector goes beyond the Voronoi region of the transmitted lattice point, the decoding error probability is Pr ( m = m) = Pr (n / ∈ V) and it is determined by the volume-to-noise ratio (VNR) that is given by γ Λ, σ
n . According to [13] , [14] , we have the following result for the goodness of lattices for coding.
Goodness of Lattices for Coding:
There is a sequence of lattices Λ (N ) indexed by their dimension that is said to be good for coding, if for a target decoding error probability Pr ( m = m), where 0 < Pr ( m = m) < 1, VNR γ Λ, σ 2 n required to achieve the target Pr ( m = m) approaches 2πe as N goes to infinity (i. e., lim N →∞ γ Λ, σ 2 n = 2πe); and if for a fixed γ Λ, σ 2 n that is greater than 2πe, Pr ( m = m) vanishes exponentially in N . Reference [15] showed such lattices exist.
We next examine the power-constrainted case to see how to choose a good shaping region. Shannon theory suggests that the codewords of a good code should look like realizations of a zero-mean i.i.d. Gaussian random variable with variance (power) P X . As the dimension of the codebook grows, this is equivalent to a uniform distribution over a dimension-N sphere of radius √ N P X [13] , [16] . Therefore, the optimal choice for the shaping region is the dimension-N sphere denoted by S (N ) . The (normalized) second-order moment is a metric for the average power of a random vector uniformly distributed over a given shaping region, thus it measures how good the shaping region is. Among all N -dimensional bodies of a fixed volume, the body with the minimum second-moment is the N -dimensional sphere. The normalized second-order moment of the N -dimensional sphere decreases monotonically with N and approaches 1/2πe as N → ∞ [17] .
To introduce the notion of shaping loss, we consider a simple choice for the shaping region: the dimension-N hypercube that corresponds to the PAM modulation. It is wellknown that there is a shaping loss between the average powers of the hypercube shaping and the sphere shaping [16] . The hypercube is the fundamental Voronoi region of the lattice Z N , and its normalized second-order moment is G Z N = 1/12, ∀N . Therefore, compared with the optimal sphere shaping, the shaping loss for the hypercube shaping is as N → ∞. This πe/6 (1.53 dB) shaping loss for the hypercube shaping dose not vanish as the SNR increases, and thus it is an undesired feature, especially in the high SNR regime [16] .
To maintain the optimalities for both coding and shaping, [18] showed that a spherical lattice code (the intersection of a lattice good for coding with a dimension-N sphere of radius √ N P ) can arbitrarily approach the channel capacity. Although the sphere region can maintain the shaping optimality, such spherical lattice code destroys the linear structure of the original coding lattice Λ. Moreover, the optimal ML decoding for such spherical lattice code is not the lattice quantizer Q Λ (·) anymore, because the ML decoding regions for codewords are not identical and some are not bounded [13] . By contrast, in the case of unconstraint case, the lattice quantizer Q Λ (·) used for the ML decoding ignores the boundary of the code and preserves the symmetry of the lattice structure in the decoding process, and much less complex as far as decoding is concerned. We therefore require preserving the linear structure of lattices both in the encoding and decoding processes.
Restricted to using the lattice quantizer for decoding, [13] developed a lattice framework that can reliably transmit at rates up to the channel capacity. This framework is called nested lattice codes and its general idea is to make use of a nested pair of lattices (Λ s , Λ), where the coarse lattice Λ s is used for shaping and the fine lattice Λ is used for coding. We denote the fundamental Voronoi region of the coarse lattice Λ s by V s , and the volume of V s by Vol (V s ). The nested lattice code is generated by taking the intersection of the fine lattice used for coding with the fundamental Voronoi region of the coarse lattice used for shaping: C ∆ = {Λ ∩ V s }. The coding rate of the nested lattice code is It is known that the normalized second-order moment of a lattice is always larger than 1/2πe, the normalized second-order moment of a sphere with infinite dimensions. The goodness of lattices for shaping indicates that as the dimensions become sufficiently large, there are lattices whose fundamental Voronoi region approach a sphere as their normalized second-order moments go to 1/2πe. Therefore, such lattice is asymptotically optimal for shaping in terms of that its normalized second-order moment approaches 1/2πe. The authors of [14] showed that nested pair of lattices (Λ s , Λ), where the coarse lattice Λ s is good for shaping and the fine lattice Λ is good for coding, exist for any required rate. Therefore, based on such nested pair of lattices (Λ s , Λ), the channel capacity can be potentially be achieved in all SNR regimes. However, before that, there are still two important ingredients of nested lattice codes: the dithering operation and minimum mean square error (MMSE) scaling at the encoding and decoding processes. We now give the complete description for the encoding and decoding processes of nested lattice codes [13] .
Encoding and Decoding Processes of Nested Lattice Codes:
• Encoding: First, the message m is mapped to a codeword c = φ (m), where φ (·) is the message-to-codeword mapping function, the codeword x belongs to the codebook of the used nested lattice code C = {Λ ∩ V s } . Then, the transmitted vector is generated according to
where d ∈ V s is the dithering vector that is uniformly distributed over the shaping region V s . The dithering vector d is known at both of the encoding and decoding processes.
• Decoding: The estimate for the transmitted codeword is computed according to
where y = β −1 y is the channel-gain-normalized received vector, α ∆ = SN R/(1 + SN R) is the MMSE coefficient used to scale the channel-gain-normalized received vector y before sending it to the lattice quantizer for decoding.
The above encoding and decoding processes of nested lattice codes are illustrated in Fig. 4 . The dithering operation in (2) can ensure that the distribution of x is the same as that of d (c.f. Lemma 1 of [13] ). Therefore, as long as the used shaping lattice is scaled to have the second-order moment P X , the power of the transmitted vector of symbols x is P X . Furthermore, if the shaping region V s approaches a sphere as N → ∞, x will have white Gaussian distributions, as desired by Shannon theory. The use of MMSE scaling in (3) plays an important role for the purpose of achieving the channel capacity, especially in the low SNR regime. Please see [13] for more details about the MMSE scaling. In [13] , it was proved that the lattice quantizer decoding in (3) suffices to be optimal. We end this preliminary on nested lattice codes here. The reader is referred to [13] for further details. In conclusion, with nested lattices codes, the channel capacity C = (1/2) log 2 (1 + SN R) can be achieved in all SNR regimes. In the next section, employing nested lattice codes, we will present a framework for achieving the capacity pair of the rate-diverse wireless network coding.
B. Nested Lattice Framework for Achieving Capacity Pair
Consider the rate-diverse network coding problem. The two users have different channel qualities, thus different channel capacities. As a consequence, the codes operating at different channels have different rates. To develop two nested lattice codes with different rates, we employ two nested pairs of lattices (Λ s , Λ A ), (Λ s , Λ B ), where the two different fine lattices Λ A and Λ B are used for the coding of user A and B respectively, the same coarse lattice Λ s is used for the shaping. The corresponding two nested lattice codes are
We employ C A , C B in our nested lattice framework to achieve the capacity pair of the rate-diverse network coding problem.
The proposed encoding scheme f (·) at the transmitter of BS first maps the messages m A , m B into the codewords:
, where c A ∈ C A , c B ∈ C B , and φ A (·), φ B (·) are the message-to-codeword mapping functions for codes C A , C B . Then, we perform the network coding operation over the codewords to form the networkcoded codeword
Finally, like nested lattice codes for point-to-point channels, we perform dithering operation to generate the vector of channel symbols
Since c N C ∈ V s , the distribution of x N C is still a uniform distribution over the shaping region Λ s (the same as the dithering vector d). Thus, if Λ s approaches a sphere as the N grows, the transmitted vector x N C will look like a white Gaussian noise. This satisfies the requirement on the channel inputs by Shannon theory. Using the distributive law of the modulo arithmetic, the operations (4) and (5) can be combined into
Based on the expression in (6), we illustrate the proposed encoding scheme for rate-diverse wireless network coding in Fig. 5 . The decoding process at the receiver of user A, g A (·), performs the following steps in sequence: the network decoding (the substruction of its side-information), de-dithering (removing the dithering vector), and the lattice quantization (with respect to the coding lattice Λ A ). Thus, the estimate for the target message of user A is given by
where α A ∆ = SN R A /(1 + SN R A ) is the MMSE coefficient for user A. User B performs a similar decoding process. The decoding processes for rate-diverse wireless network coding are also illustrated in Fig. 5 .
Substituting the received vector at the user A, y A = β A x N C + n A , into (7) and making some manipulations give
A n A is the equivalent channel model for user A after the network decoding operation, x A = [c A − d] modΛ s is the vector of virtual point-to-point channel symbols obtained by performing single-user encoding on message m A using nested lattice code C A designed for user A.
In (8), we can see that the equivalent channel left for user A,
A n A , is the same as a point-to-point single-user channel where message m A is conveyed by vector x A . We also note that the decoding operation for rate-diverse wireless network coding expressed by (8) has the same form as the decoding operation in a point-to-point single-user channel expressed by (3) . Compared to the point-to-point single-user channel from BS to user A, the SNR of the equivalent channel is still SN R A = P X β 2 A σ 2 n (i.e. the SNR is not reduced in the rate-diverse wireless network coding case). In this sense, user B is totally transparent to user A. Therefore, if the used nested pair (Λ s , Λ A ) is good for shaping and coding for the point-to-point single-user channel of user A, we can achieve the channel capacity C A using nested lattice code C A . With the same decoding scheme, the same result holds for user B. Therefore, as long as nested pairs (Λ s , Λ A ), (Λ s , Λ B ) are both good for shaping and coding, the above proposed encoding/decoding framework can achieve the capacity pair (C A , C B ). Such nested pairs do exist and can be obtained using the construction method proposed in [20] .
With the linear structured nested lattice codes, the above encoding/decoding framework is optimal for achieving the capacity pair of the rate-diverse network coding. The framework brings out the design principle for the encoding/decoding scheme in rate-diverse wireless network coding systems. The principle is that, at the transmitter side, the encoding scheme can perform coding for the two users separately, using the codes with different rates that fit the capacities of their respective channels; at the receiver side, users are totally transparent to each other (after the network decoding), and a single-user decoding scheme is sufficient to extract the target message transmitted at the highest rate without any performance reduction. We call this principle as the principle of virtual single-user channels.
IV. CONCLUSION
We have proposed a nested-lattice-code encoding/decoding framework to achieve the optimal capacity pair of wireless broadcast channels with side information at the users. Although the nested-lattice-code framework is optimal theoretically, its exact implementation faces many difficulties. In particular, the lattice quantizer decoding, which searches the transmitted lattice point over the lattice space, has unaffordable complexity as the codeword length grows. For the existing lattice quantizer decoding methods, the complexity increases exponentially with the lattice dimension (the codeword length) N . However, with the principle of virtual single-user channels suggested by our framework, we can implement our framework using practical codes with implementable decoding algorithms.
