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Warm absorber spectra are bound-bound and bound-free absorption features,
seen in the X-ray and UV spectra from many active galactic nuclei (AGN). The
widths and centroid energies of these features indicate they occur in outflowing
gas moving with hundreds to thousands of km/s. Depending upon the energy and
momentum of the outflow, it can affect the gas within the host galaxy. Thus, warm
absorbers’ mass and energy budgets are of great interest. Estimates for these properties depend on models that connect the absorption features’ observed strengths
with the density, composition, and ionization state of the absorbing gas. Such models assume that the ionization and heating of the gas are determined primarily by
the strong continuum radiation from near the central black hole. They also assume
that the various heating, cooling, ionization, and recombination processes are in a
time-steady balance. However, this assumption may not be valid, owing to the intrinsic time-variability of the illuminating continuum or other factors like sudden
adiabatic expansion and gas moving with high speed, which changes the cloud environment.
Understanding outflowing gas, including warm absorbers, is crucial for understanding the AGN. We study the properties of such outflow exposed to the

highly variable ionizing source using time-dependent calculations, which is different from equilibrium modeling commonly approached in modeling the photoionized gas. To model the outflow, we numerically solved the time-dependent forms of
the balance equations for ionization, internal energy, and radiative transfer in a selfconsistent manner. A new computer code is deployed to investigate the properties
and associated spectrum for various warm absorber models.
This study presents models for warm absorbers which follow the time dependence of the ionization, temperature, and radiation field in gas clouds in response
to a changing continuum illumination. We show that the effects of time variability are essential over a range of parameters and that time-dependent models differ
from equilibrium models in meaningful ways. Thus time-dependent effects should
be included in models that derive properties of warm absorber outflows.
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INTRODUCTION

1.1

Background
Early in the twentieth century, astronomers discovered that some galaxies had

bright regions lying within their central nuclei whose spectra were different from
nebular emissions. Carl Seyfert’s comprehensive investigation in 1943 [88], which
reported spectroscopic observations of nearby galaxies having bright nuclei such as
NGC 1068, NGC 4151, NGC 3516, and NGC 7469, found unusually broad emission
lines. However, more attention was drawn when radio astronomy in the 1950s unveiled a new universe of highly energetic phenomena, which led to the discovery of
quasars.
The measurement of the redshift of the quasar 3C 273 by Maarten Schmidt in
1963 was a remarkable breakthrough [85]. He calculated the redshift to be 0.158,
which implied that this object should be extremely luminous. Optical spectra were
soon utilized to measure the redshifts of the galaxy 3C 48 by Jesse Greenstein, which
was even farther away at a redshift of 0.37 [33]. These quasars’ tremendous luminosities and their peculiar spectral features showed that they could not be ordinary
stars. Edwin Salpeter, in 1964 proposed gas accretion onto a supermassive black
1
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hole as the source of quasar power [84]. The discovery of black hole X-ray binary
sources in our galaxy and supermassive black holes in the center of the Milky Way
and other galaxies aided the acceptance of this theory. Nevertheless, many issues
about the black hole’s origin and fueling, the geometry of the central regions, precise
emission mechanisms, jet production, wind and outflow, and the center’s relationship with the host galaxy are still unclear and are popular topics in astrophysical
research.
Figure 1.1 is a Hubble Space Telescope (HST) image of Seyfert galaxy
NGC 7742 which has an immensely bright center. Most of the light is emitted within
a very small central region. The radius of this region is ∼ a few light days (1 light
day = 2.59 × 1015 cm) from the center, which is spatially a point source and unresolved. The center of these galaxies is so active due to continuously accreting
and outflowing materials which produce electromagnetic radiation from radio to
gamma-ray energy bands. The bright, active central part of the galaxies is called the
active galactic nucleus (AGN).
After much research, scientists identified varieties of AGN such as Seyfert
I, Seyfert II, radio-loud, radio-quiet, blazar, LINER, quasar, etc. In 1995, Urry
and Padovani [94] came up with the unification model of active galactic nuclei,
as shown in the figure 1.2. According to this model, a supermassive (106 -109 M0 ,
where M0 = 1.988 × 1033 gm is the solar mass) black hole resides at the center and
is surrounded by an accretion disk, the central-most regions of which emit an ionizing photon continuum. Rapidly moving clouds circling above the disk, as well
as the disk itself, produce broad emission lines. A thick dusty torus extends beyond obscures the broad-line region from transverse lines of sight; hot electrons
that permeate the region can scatter some continuum and broad-line emission into
the observer’s lines of sight. The hard X-ray continuum could come from a heated
2
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F IGURE 1.1: A Hubble Space Telescope (HST) image of Seyfert II
Galaxy, NGC 7742. Source: NASA/ESA/STScI/AURA

corona above the accretion disk. More slowly moving photoionized clouds that are
far away from the source core emit narrow emission lines. Radio jets emerge at relativistic speeds from the region around the black hole and emits radiations in radio
frequency. The Schwarzschild radius for a 108 M0 black hole is ∼ 17 light minutes,
the accretion disk emits predominantly from ∼ 0.1 − 0.5 light days, the broad-line
clouds are located within ∼ 1 − 102 light days from the black hole, and the dusty

3
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F IGURE 1.2: A schematic diagram (not to scale) of a unified model of
active galactic nuclei. Source: Megan Urray & Paolo Padovani [94]

torus inner radius is perhaps ∼ 102 light days. At least 10% of AGN [47] are supposed to constitute radio jets. Radio jets have been observed on scales ranging from

∼ 0.03 pc to ∼ 0.3 Mpc (1 ly = 9.461×1017 cm, 1 pc = 3.26156 ly, 1 Mpc= 103 pc), a factor of ten larger than the largest galaxies. The narrow emission line region extends
roughly from ∼ 0.3 pc to ∼ 30 pc [94].
Recent observations have revealed an image (shadow) of the supermassive
black hole (SMBH) in the grand elliptical galaxy M 87 and our home galaxy [22, 2].
Figure 1.3 shows the representative image of a black hole in the M87 galaxy, taken by
Event Horizon Telescope [2]. This phenomenal finding indicates that supermassive
black holes are real and exist at the centers of galaxies. According to theory, there is
no return path once light and matter reach the event horizon. The only information
4
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F IGURE 1.3: Image of black hole lying in the center of Messier 87 (M87)
galaxy. Credit: Event Horizon Telescope (EHT) Collaboration. [22]

we can have from the black holes are charge, mass, and spin. Electromagnetic radiation is the main source of information we receive from the celestial bodies. Studying
and analyzing the light coming from the different components of AGN, such as accretion disk, BLR, and NLR, which surround the black hole, helps us to understand
the evolution of the black hole, AGN, and its relationship with the host galaxy.
The existence of a tight correlation between the stellar velocity dispersion of
galactic bulges and the black hole mass [29, 25] suggests that the growth of the
black hole, which is the part of AGN, plays a fundamental role in the growth of the
bulge though how exactly this happens is unclear [90, 46]. This co-evolution likely
involves one or more "feedback" mechanisms acting between the growth and activity of the SMBH and the growth of the central stellar bulge of galaxies. Outflowing
nuclear wind could be one of the potential candidates for a feedback mechanism.
Its importance depends on its properties, such as where it originates, how much
mass is carried by it, and how long it can reach. To answer these questions, we need

5

Chapter 1. INTRODUCTION
to study the outflow. AGN outflows can also play a crucial role in the cosmological feedback mechanism by heating and enriching the intergalactic medium (IGM)
with metals. This regulates the accretion of material onto galaxies controlling the
structure formation [20, 55].

1.2

Warm Absorbers in Active Galactic Nuclei
Observed spectra of AGN with high energy resolution have absorption lines

from the partially ionized material [66]. The gas responsible for these absorptions is
termed the warm absorber (hereafter, WA). Figure 1.4 shows a typical WA spectrum
[38]. A WA initially was proposed as a possible candidate to explain the X-ray spectrum of QSO MR 2251-178, which had unusual absorption features [34]. This was
also suggested to explain the absorption features in Seyfert II galaxies by Krolik and
Kallman [52]. However, the presence of WAs became more clear when Fabian et al.
in 1994 [65] found evidence of O VII and O VIII absorption edges while studying
the Seyfert Galaxy MCG-6-30-15.
Warm absorbers are frequently present in low-luminosity AGNs. They have
been observed extensively and can be characterized by simple phenomenological
models. Models for WAs have reached a level of sophistication that permits comparison with observations. However, there are still unanswered questions, such as
what is the geometrical and density distribution? What fractions of the mass accretion onto the black hole are carried by the ionized outflow? What causes the
warm absorber outflow dynamics among these possibilities, such as thermal expansion, radiation pressure, magneto-hydrodynamically driven, or a combination of
this [16]?
Warm absorbers in AGN show a myriad of blue-shifted absorption lines and
6
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F IGURE 1.4: Chandra HETG spectrum of MCG –6-30-15 corrected for
cosmological redshift (z = 0.007749). The top panel includes only HEG
data, while all other panels present the combined MEG+HEG spectrum. The red curve is the best-fit model, including the slow and fast
outflow components as well as the local z = 0 component. The ions producing the strongest absorption (emission) lines and blends are marked
above (below) the data. The oxygen lines that require slight wavelength
adjustments are marked in green. Source: Holczer et al. [38]

7
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edges in the UV and X-ray bands [39, 38]. Blue shifted absorption lines in the spectra
reveal the presence of outflows of ionized gas at speeds ∼1000 km s−1 [45]. Some
observations reveal ultrafast outflows with much greater apparent outflow speed
[13, 75, 74].
Equilibrium calculations using the phenomenological method derive typical
total hydrogen column densities (NH ) (hereafter, column density means total hydrogen column density unless it is otherwise specified) of WA ∼ 1022 cm−2 , temperatures of ∼ 105 K, and total hydrogen number densities (n H ) (hereafter gas density
means total hydrogen number density) ∼ 107 cm−3 . However, there is large uncertainty in n H ranging from 107 to 1011 cm−3 . Photoionization is the dominant
source of heating. Photoelectric absorption by metals (heavy elements beyond helium) alone contributes ∼ 85%, and helium contributes most of the rest, about 11%
of the total heating. On the other hand, cooling is dominated by collisionally excited
bound-bound transitions. For instance, the O VI λ1035 line alone produces ∼ 30%
of the total cooling [77].
Several studies have demonstrated that WAs can be modeled using multiple
absorbing components that appear to be in pressure equilibrium [67, 64, 58]. As
a result, the structure of WAs can be thought of as a multiphase medium that most
likely resides in the same physical locale [54]. Another hypothesis is that WAs can be
found in streamers with varying densities [7, 92]. This idea, however, is contradicted
by Krongold et al. [56, 57].
X-rays emerging from the central region are intercepted by the WAs as illustrated in figure 1.5. However, the location of the WA is still not well-constrained.
Many studies suggest that a WA is most likely found outside the broad-line region,
but there is still large uncertainty, ranging from the region of the accretion disc,
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F IGURE 1.5: The schematic diagram (not in scale) showing the location
of WAs in the active galactic nucleus(AGN).

which is at ∼ 0.01 pc, to the dusty molecular torus ∼ 30 pc. The accretion disc [19,
55], the broad-line region [49], the obscuring torus [54, 8], and the narrow-line region
[7, 15] are all proposed locations. Similar possibilities have been proposed in simulations, such as an accretion disc wind [76, 80], a wind from torus[17], and large-scale
outflows[59], although few have been ruled out by observations. Reynolds et al.
(1995)[77] have shown that it is constrained to lie somewhere at 1015 cm to 1018 cm
from the central engine. The SMBH is thought to be the central engine in AGN.
The outflow rate depends on the parameters such as location R, total hydrogen
column density NH , speed, and the geometry of outflow. The accretion disk wind is
one of the proposed WA outflows where the disk is heated by X-rays and lunched
with escape velocity, and radiatively driven away radially [76]. This kind of outflow
would most likely have a conical shape, as shown in figure 1.6 [19]. Let δ be the
9
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F IGURE 1.6: Schematic diagram of accretion disk wind in a conical geometry; δ is the angle formed by the wind and the disk and ϕ the angle
between the disk and the observer’s line of sight, while R is the distance
from the continuum source to the wind and ∆R its thickness observed
by observer [55].

angle between the observer’s line of sight and the accretion disk plane and ϕ be
the angle between the direction of outflow and accretion disk. Let r and ∆r are
the projections of R and ∆R on the accretion disk plane. This gives r = Rcosδ and
∆r = ∆Rcosδ. This gives the area equal to the difference of section between two
concentric cylinders perpendicular to the accretion disk plane with inner radius r
h
i
and outer radius r + ∆r, A′ = π (r + ∆r )2 − (r )2 . The projection of A′ in the
direction of outflow is A = A′ sinϕ. If vr is the radial velocity seen by observer, the
outflow velocity is given by v = vr /sin(ϕ − δ). The mass outflow rate Ṁ is then
given by,

Ṁ = n H m p Av

(1.1)

where n H is the total hydrogen number density and m p is the mass of a proton.
Using the values of A and v including ne = 1.23n H we find,
h

2

Ṁ = 0.8ne m p π (r + ∆r ) − (r )
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sinϕ

vr
sin(ϕ − δ)

(1.2)
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substituting r and ∆r, we find
i
h
Ṁ = 0.8ne m p π ( R + ∆R)2 − ( R)2 sinϕcos2 δ

vr
sin(ϕ − δ)

(1.3)

solving this we find,

Ṁ = 0.8ne m p R2 π

"

∆R
R

2



+2

∆R
R

Since ∆R is very small compared to R ,

#



∆R
R

sinϕcos2 δ

2

vr
sin(ϕ − δ)

(1.4)

can be neglected and above

equation is simplified to

Ṁ = 0.8πm p NH vr R f (δ, ϕ)

(1.5)

where,
f (δ, ϕ) = 2.46

cos2 δsinϕ
sin(ϕ − δ)

(1.6)

δ > 20 and ϕ > 45 are the reasonable choice for the angles useful in AGN outflow
[57] . In the case δ = 20 and ϕ = 45, f (δ, ϕ) ≈ 3.6. For a outflow vertical to the disk,
ϕ = 90 and if δ = 45, f (δ, ϕ) ≈ 1.7. The mass-loss rate in AGN winds is calculated
using the equation 1.5. For a vertical disk wind and average Seyfert I type galaxy
where line of sight angle δ=30, Ṁ=(0.7-1.4)× 10−4 M0 yr−1 [57].
The outflow rate, Ṁ, is uncertain by many orders of magnitude[20]. Large
radii ∼ 30 pc provide a massive outflow rate Ṁ = 10 - 1000 Ṁacc whereas small radii

∼ 0.01 pc predict extremely small outflow rate of 2 - 5 % of Ṁacc , where Ṁacc is the
mass accretion rate. This is because Ṁ depends on the wind’s distance from the
ionizing continuum source, R.
Determining the mass outflow rate requires finding the distance R of absorber
11
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outflow from the source of ionizing photons. This can, in principle, be deduced from
the ionization parameter that characterizes the observed spectrum. However, there
is an intrinsic degeneracy of total hydrogen number gas density n H and distance of
absorber from ionizing source R given by the relation,

ξ=

Lion
4πFion
=
2
nH
nH R

(1.7)

where Lion is the ionizing luminosity of the source, Fion is the illuminating flux integrated from 1 - 1000 Ry and ξ is the ionization parameter. The ionization parameter
characterizes the ionization state of photoionized gas. The higher the ionization parameter the more ionized the gas and vice-versa. Equation 1.7 shows that for a given
value of Lion , n H and R can have different values that results in same ξ. For example, the gas having smaller n H and is at larger R from the ionizing source may have
the same ξ as the gas having larger n H and is at smaller R. Time-dependent photoionization (TDP) could break this degeneracy and we will discuss it in subsequent
sections and chapters.
The various outflows in AGN are crucial to understanding the galaxy feedback
mechanism. In principle, WA outflows might serve as a common source of AGN
feedback. However, whether the outflow winds extend into the interstellar and
intergalactic media associated with the host galaxy [69] or simply fall back into the
accretion disk depends on their distance from the central engine, their mass outflow
rate, and their total outflow kinetic energy.
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1.3

Warm Absorber Variability and Time-Dependent
Photoionization
Variability is observed in several WAs spectra[30] and has been linked to ionic

column density changes rather. The changes in ionic column densities may be attributed to either change in the ionization state of gas due to flux variations in the
ionizing continuum or changes in the total hydrogen column density NH . However,
studies have shown both of them could play an active role in the warm absorption
variability [50]. Multiple observations at high spectral resolution are needed to distinguish between them and determine the periods over which they operate.
Even though variability is seen in many WA spectra, modeling is largely done
by approximating them in an equilibrium state. First, an estimate of the timeaveraged ionizing flux ( f 0 ) as measured at the earth is determined for the AGN’s
time-varying radiation field. From there, the ionizing luminosity of the AGN is
determined by using Lion = 4πd2 f o , where d is the distance from the AGN to the
observer. Then, for a given R, the intrinsic incident flux Fion = Lion /4πR2 , which is
then used along with constraints offered by the observed spectrum to derive other
free parameters such as the ξ, n H , and NH .
Equilibrium photoionization modeling is widespread in astrophysics. XSTAR
[43], Cloudy [23], SPEX and MOCASSIN [21] are some of the commonly used photoionization codes. These codes numerically solve the ionization balance, thermal
balance, and the time-independent radiative transfer equation. The most important free parameters for photoionization modeling are the gas density n H , spectral
energy distribution and ionization parameter ξ, column density NH , and gas elemental abundances. These can be adjusted repeatedly in order to fit observations.
In the scenario where strong continuum radiation illuminates a gas cloud and is
13
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absorbed, reprocessed, and re-emitted, photoionization modeling largely predicts
the properties of the gas and the emitted and absorbed spectra. It is common for
photoionization models to approximate the gas in an equilibrium state.

F IGURE 1.7: Reflection Grating Spectrometer (RGS) light curves for
the 15−17 Å band (top) and European Photon Imaging Camera (EPIC)
light curves for 1.5−10 keV (bottom) of NGC 4051. The dashed lines
separate each individual observation. Source: Silva et al. [91]

The equilibrium assumption is valid only when the equilibration timescales
for the microscopic processes, such as excitation, ionization, recombination, and
thermal balance are more longer than the timescale of the variation of the ionizing
source or the timescale of change in the bulk properties of the plasma. Otherwise, a
time-dependent calculation is needed. AGN variability in the X-ray band has been
extensively observed and reveals significant variability by factors of several on a
typical timescale of ∼ 104 s depending upon the mass of the black hole. The flux increased by a factor of ∼ 10 in the timescale of ∼ 104 s in the case of NGC 4051 [91] as
shown in the figure 1.7. This is one of the most highly variable among known active
galaxies. This indicates that the outflowing gas could depart from equilibrium, so
temporal dependencies for ionization balance, heating-cooling, and radiative transfer should be included in the modeling of this absorbing gas.
Time-dependent photoionization (TDP) has been explored previously in models for the interstellar medium [61, 41], H II regions [81, 79], planetary nebulae [36,
14
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35, 86, 26, 62], novae and supernovae [37, 6, 48], reionization of the intergalactic medium [40, 89, 24, 31], ionization of the solar chromosphere [11], gamma-ray
bursts [73, 9], accretion disks [96], active galactic nuclei [70, 55], evolution of the
early universe [87], and quasar FeLoBALs [5]. Orly Gnat [32] calculated the timedependent cooling in photoionized plasmas. Bautista and Ahmed [4] modeled the
nebula heated by short-period binary stars to describe temperature fluctuations.
Adelsberg and Perna [1] solved the time-dependent radiative transfer and atomic
rate equations for an externally irradiated medium. They implemented this in various situations such as AGN outflows and gamma-ray bursts. Yair Krongold [55]
discussed time-dependent modeling as a promising tool to constrain WA properties
such as their density. Garcia et al. [28] calculated the time evolution of H II regions,
including the time dependence of the radiation transfer.

1.4

Objective and Outline
We aim to explore the time-dependent properties of photo-ionized gas such as

ionization structure, electron temperature, and density, and the spectrum associated
with it exposed to variable ionizing sources for the typical H II regions and various
WA models. We will investigate how equilibrium calculations are different from the
time-dependent calculation in terms of various model spectra, optical depth, and
temperature in WA gas. Fourier transforms will be used to study the source variability and WA properties. Exploring the time evolution of WA gas when exposed
to a flaring light curve will be an integral part of this research. Finally, we plan to
see how the TDP calculation could be a density diagnostic tool in the case of a WA
outflow. This will be done by looking at the effect of the n H on the spectra in response to the variable ionizing incident flux. This will be illustrated by showing the
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evolution of O VIII and spectra for various gas densities n H when a flaring ionizing
flux incident on the absorbing gas.
This document starts with the required theory and equations for TDP modeling in chapter 2, progressing to the models and methods we deploy to TDP modeling in chapter 3, followed by results and discussions in chapter 4 and summary and
conclusions in chapter 5.
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Chapter 2

THEORY OF PHOTOIONIZATION
MODELING
Spectroscopy is a powerful tool for studying astrophysical objects. Detailed
analysis of the observed electromagnetic spectrum reveals the states of emitting or
absorbing materials. This can be used to calculate temperature, chemical composition, dynamics, dimension of the emitting or absorbing material, and ionizing state
of the gas. To model the emitting or absorbing gas exposed to a radiation field, we
need to understand the basics of how light interacts with the atom and ions. This
chapter discusses some of the important interactions with a focus on the atomic
processes utilized in the XSTAR code [43], characteristic timescales associated with
them, variability, and other useful timescales.
XSTAR is a command-based computer application that calculates the physical
properties of photoionized gases and their emission spectra. It can be used in a wide
range of astronomical applications simply with a proper choice of input parameters and perhaps simple modifications. Even though XSTAR can be implemented
in several models, the basic picture is as follows: A spherical gas shell surrounding a central source of ionizing radiation. The incident electromagnetic energy is
17
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either absorbed or scattered by the gas and reradiated in other parts of the spectrum. XSTAR calculates such emission and absorption spectra. Additional heat
sources (or sinks) such as mechanical compression or expansion or cosmic ray scattering in many circumstances can also be incorporated in XSTAR. The user provides
the model parameters such as shape and strength of incident continuum, elemental abundances, density or pressure, and thickness; the code returns the ionization
structure and temperature, opacity, emitted line, and continuum fluxes. Transport
of incident radiation into the cloud, computation of temperature, ionization, and
atomic level populations at each place in the cloud, and transfer of emitted radiation out of the cloud are the essential elements in modeling the photoionized gas in
XSTAR.

2.1

Basic Atomic Processes
Photoionization, collisional ionization, recombination, and other atomic pro-

cesses control the state of ionized gas. Understanding these processes and determining their rates is critical for developing astrophysical plasma computational models.
The completeness and precision of the collection of atomic processes involved in
modeling determine the model’s quality. The atomic processes used in building
photoionization codes are summarized in this section.

2.1.1

Excitation Processes

A collision with a free electron or photon absorption can bring a bound electron in an ion to a higher, excited energy state. The excited state usually decays
down to the ground level by a radiative transition, either immediately or by one or
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more stages via intermediate energy levels. Collisional excitation or radiative excitation to a higher level may become essential in circumstances of high density or
strong radiation fields. In the case of the WA, this is one of the crucial processes for
cooling the gas.
The electron impact collisional rate coefficient (cm3 s−1 ) for a Maxwellian electron velocity distribution with a temperature Te (K) is given by [3],
e
Ci,j

8.6310−6 Υi,j ( Te )
=
exp
ωi
T −1/2
2



− Ei,j
kTe


(2.1)

where ωi is the statistical weight of level i; Ei,j is the energy difference between levels
i and j, k is the Boltzmann constant and Υi,j is the thermally averaged (effective)
collision strength and given by [3]:
Υi,j ( Te ) =

Z ∞
0

Ωi,j exp



− Ej
kTe

 

Ej
d
kTe

(2.2)

where Ej is the energy of the scattered electron relative to the final energy state
of the ion. The collision strength Ω is a dimensionless quantity and symmetric

Ωi,j = Ωi,j . It is related to the electron excitation cross section by:

σi,j =

πa20 Ωi,j
ωi E

(2.3)

where πa20 is the area of the first Bohr orbit and E is the incident electron energy in
Rydberg.

2.1.2

Collisional Ionization

Collisional ionization happens when a free electron interacts with an atom or
ion and transfers some of its energy to one of the bound electrons, allowing the free
19

Chapter 2. THEORY OF PHOTOIONIZATION MODELING
electron to escape from the ion. This can be schematically expressed as,
X (+i) + eE → X (+i+1) + eE1 + eE2

(2.4)

Where eE , eE1 and eE2 are the free electrons with energies E, E1 and E2 respectively.
The kinetic energy E of the free electron must be greater than the binding energy χ of the atomic shell from which the bound electron escapes as a necessary
condition. The formula of Lotz (1968) yields an order of magnitude estimate of the
process’s cross-section σCI and has the proper asymptotic behavior (originally estimated by Bethe and Born) [60]:

σCI =

ans ln( E/χ)
Eχ

(2.5)

where ns is the number of electron in the shell and a is the normalization constant
a = 4.5 × 10−14 cm2 eV2 . χ is the ionization potential. High-energy electrons have
less ionizing power than low-energy electrons, as shown by this equation. Furthermore, the cross-section at E = χ is zero. The above cross-section has to be averaged
over the electron distribution. For a Maxwellian electron distribution, the ionization
rate thus drops exponentially to zero at low temperatures. This is simple to understand since only the electrons from the exponential tail of the Maxwell distribution
have enough energy to ionize the atom or ion at low temperatures. The ionization
rate approaches zero at higher temperatures only because the cross-section at high
energies is tiny.

2.1.3

Photoionization

Collisional ionization is quite similar to this mechanism. The distinction is that
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in photoionization, the ionization is caused by a photon rather than an electron. This
can be shown schematically as
X (+i) + hν → X (+i+1) + e−

(2.6)

Furthermore, the effective cross-section for collisional ionization is different. The
so-called "edges" (corresponding to the ionization potentials χ) occur at greater energies for highly ionized iron than for neutral iron. The cross-section at the threshold
for photoionization is not zero, as it is for collisional ionization.
Photoelectrons are liberated with energies equal to the difference between the
ionizing photon’s energy and the ionization energy of the bound level from which
the electron was ejected. Integrating the radiation field with the photoionization
cross-section yields photoionization rates.

γ( R) = 4π

Z ∞

σPI (ε) Jε ( R)

ε th

dε
ε

(2.7)

where ε th is the ionization threshold energy of a particular atom or ion, γ is the
photoionization rate, Jε ( R) is the mean intensity of the radiation field, which has the
unit of erg s−1 cm−2 erg−1 sr−1 .

2.1.4

Autoionization and Fluorescence

When an electron from one of the inner shells is removed, the resulting ion
has a "vacancy" and is unstable. To re-stabilize the ion, two alternative processes
may occur. Fluorescence is the first process. One of the electrons from the outer
shells radiatively transit in order to fill the vacancy. The energy of the released
photon is equal to the difference in energy between the beginning and final discrete
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states. Auto-ionization via the Auger process is another way to fill the gap. One
of the electrons from the outer shells also fills the vacancy in the lower level in this
situation. However, instead of emitting a photon, the liberated energy is transferred
to another electron from the outer shells, allowing it to escape from the ion. As a
result, the first ionization could result in double ionization. More auto-ionizations
or fluorescence may occur until the ion is stabilized.

2.1.5

Radiative and Dielectronic Recombination

The recombination process occurs when a positive ion X (i+1)+ captures a free
electron, resulting in the ion to a lower ionization state X i+ . Radiative and dielectronic recombination are two distinct forms of recombination.
Radiative recombination is one of the important atomic processes in the
plasma. This is the reverse process of photoionization. This is one of the prominent processes for cooling the plasma. Radiative recombination happens when a
positive ion X i+1 captures a free electron to one of its bound levels, resulting in the
spontaneous emission of a photon. The captured electron doesn’t always reach the
ground level immediately. Instead, one or more radiative transitions are required to
reach the ground state, called cascading.
Recombination process is schematically expressed as,
X (i+1)+ + e− → X i+ + γε

(2.8)

The recombination cross section denoted by σFB is related to photoionization
cross-section σPI by the Milne relation, which is given by:
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σFB (v) =

ωn h2 ν2 σPI (ν)
m2e c2 v2

(2.9)

where ωn is the statistical weight of the quantum level into which the electron is
captured and ωn =2n2 for an empty shell, h is Planck’s constant, ν is the frequency
of emitted radiation, me mass of an electron, and v is the velocity of the thermal
electron. For the Maxwellian distribution, the recombination coefficient to level n is
given by:

Cn = ni,X ne

Z ∞
0

v f (v)σFB (v)dv

(2.10)

From the conservation of energy, the energy of emitted radiation is given by:

hν =

1
m e v2 + χ
2

(2.11)

The recombination coefficient approaches infinity at T → 0; therefore, a cool plasma
is hard to ionize. Whereas Cn goes to zero at T → ∞. This is because of the sharp
decrease of the photoionization cross-section for high energies. Finally, the recombination rate (Rrr , in units of cm−3 s−1 ) can be obtained by summing over all the
values of n,
Rrr =

∑ Cn

(2.12)

n

A free-electron now interacts with an ion, causing it to be captured (quantum
level n”l”) while simultaneously exciting an electron from (nl ) → (n′ l ′ ). The doubly
excited state is not stable in general, and the ion will auto-ionize back. However,
one of the excited electrons may fall back to the lower energy level via a radiative
transition, resulting in a stable, albeit excited, state (n”l”) of the ion. This process is
called dielectronic recombination since two electrons participate in the process. This
23

Chapter 2. THEORY OF PHOTOIONIZATION MODELING
can schematically be shown as;
X (i+1)+ + e− → X (i+)∗∗ → X i+ + γε

2.1.6

(2.13)

Charge Transfer Processes

Charge transfer reactions are important at low temperatures (usually below
105 K). An electron may be transferred from one ion to the other during the interaction of two ions; it is usually trapped in an excited state, and the excited ion is
stabilized by one or more radiative transitions. The depth of the new shell to which
the electron is transferred is determined by the collision energy of the particles.
Charge transfer occurs when an electron is transferred from the ion Y i or the
atom Y 0 to the positive ion X i where X and Y are distinct elements. Direct (recombination) and inverse charge transfer (ionization) are the two types of charge transfer.
Direct recombination occurs when an electron is donated from an atom Y to an ion
X + . This process can be shown as follows,
X+ + Y → X + Y+ ± △E

(2.14)

where △ E denotes the difference between the two systems’ binding energies before
and after the charge transfer. Charge transfer ionizes the atom X 0 and reduces the
ionization state of the ion Y i in this scenario. The inverse process is called the inverse
charge transfer.
Because hydrogen and helium dominate all other elements by at least a factor
of 100, only interactions between those elements and heavier nuclei are essential
in practice. Reactions with H I and He I result in heavy-ion recombination, while
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reactions with H II and He II result in ionization [42]. For hydrogen,
X i +1 + H 0 → X i + H +

(2.15)

X i+1 + He0 → X i + He+

(2.16)

and for helium,

The rates of these processes (direct and inverse) are given by,

−
→
→
r ch ( X + , Y + )
N ch = n X (i+1) nY0 −

(2.17)

←
−
−
N ch = n X (i+1) nY0 ←
r ch ( X + , Y + )

(2.18)

and

→
−
where −
r ch and ←
r ch are the direct and inverse charge transfer rate coefficients respectively [72].

2.2

Steady-State Modeling of WAs
To grasp the fundamental physics of WAs subjected to ionizing radiation, equi-

librium gas conditions are commonly used. The temperature and ionization state of
the gas is determined by solving three equations: ionization balance, energy balance, and radiation transfer equations.

2.2.1

Ionization and Excitation Balance

Photoionization is balanced by the recombination of free electrons with ambient ions to achieve ionization equilibrium at every point in a cloud. As a result, the
ionization state of the gas is affected by both the gas temperature and the ionizing
25

Chapter 2. THEORY OF PHOTOIONIZATION MODELING
source’s radiation field. The ionization and excitation balance is determined by the
equation,

p

p

j =1

k =1

∑ n j,X R ji = ∑ ni,X Rik

(2.19)

where ni,X are the level populations in ith energy level of element X in units cm−3 , R ji
is the transition rate from the jth to ith energy level contributed by atomic processes,
including photoexcitation, photoionization, collisional excitation, collisional ionization, recombination, charge transfer, and radiative decay. p is the total number of
energy levels considered for the particular element.
The XSTAR uses multilevel models for each ion and simultaneously solves
for the excitation and ionization balance. This method enables us to account for
the effects of ionization and recombination to and from excited states into the level
populations, as well as the effects of excited states on the ionization balance. The
population of energy level i of an element X under steady-state conditions is given
by [3],

"
n0i

0→ q

∑ R ji + ∑ Γi

i̸= j

q >0

0→ q

+ ne αi−1 + ne Qi

#

=

− q 0→ q
Γli

∑ n0k Rki + ∑ ∑ nl

k ̸ =i

q >0 l

(2.20)

1 −1→0
+ne ∑ n−
+ ∑ n1s ne α0si
l Qli
s

l

here the superindexes represent transitions between ionization stages, where 0 rep0→ q

resents the ionic stage of the ion under consideration. Γi

, for instance, indicates

the photoionization rate from ion 0 to the qth higher ionic stage. Transition rates
between nonadjacent ionic stages are typically the result of inner-shell ionization
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followed by Auger ionization. The subindexes are used to indicate level-to-level
0→ q

transitions. For instance, Γli

is the level-specific photoionization rate between lev-

els l of ion q and level i of ion 0. The rate coefficients denoted by a single subindex,
0→ q

for instance, Γi

indicate the total rates between level i of ion 0 and all levels of

ion q. ni denotes the level populations of level i and ne denotes the electron number density, Γ represents photoionization rates, ne Q represents collisional ionization
rate, and ne αq represents recombination rate into ion q contributed by radiative, dielectronic, three-body and stimulated recombination. Rij represents the transition
rates between level i and j of the same ionic stage. These rates include electron and
proton impact excitation, spontaneous radiative transitions, and stimulated absorption and emission [3].

2.2.2

Energy Balance

The gas electron temperature in a photoionized gas exposed to a constant ionizing radiation source is determined by balancing the heating and cooling rates,
which can be represented schematically as,

Heating rate(Λheat ) = Cooling rate(Γcool )

(2.21)

where Λheat and Γcool are heating and cooling rates in units of erg s−1 cm−3 .
Photoionization is the primary source of heating in the gas at low- or
intermediate- ionization parameters, including WA gas. The photoelectrons have
an energy equal to the difference between the energy of the absorbed photon and
the threshold energy of the atom or ion being ionized. The photoelectrons heat up
quickly, increasing the average kinetic energy of free electrons. The photoionization
heating for an ion i of an element X is given by,
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pho

Λi,X =

Z ∞

σPI Jε ( R, t)ni,X ( R, t)(ε − ε th )

ε th

dε
ε

(2.22)

where σPI is the photoionization cross-section (cm2 ), ε th is the ionization threshold
energy of a particular atom or ion, Jε ( R) is the mean intensity of the ionizing radiation field, which has the unit of erg s−1 cm−2 erg−1 sr−1 , ni,X are the number density
of atom or ion at ith energy level of an element X to be ionized in the unit of cm−3
and R is the distance in the cloud from the source of ionizing photons. The above
equation can also be written:

pho
¯ ⟩
Λi,X = ni,X ( R, t)γ( R, t)⟨ε photo

with

(2.23)

R∞
¯ ⟩=
⟨ε photo

dε
ε th Jε ( R, t ) σPI ( ε − ε th ) ε
R∞
dε
ε th Jε ( R, t ) σPI ε

(2.24)

¯ ⟩ is the mean kinetic energy of photo-ionized electron weighted by the
where ⟨ε photo
photoionization cross-section. The total heating rates contributed by all the ions and
elements are now given by,

Λ pho =

∑ Λi,X

pho

(2.25)

i,X

Electrons, on the other hand, cool down as a result of electron-ion interactions:
collisional excitation in which a bound electron is knocked into an excited state by
a free electron and then undergoes radiative decay; collisional ionization in which a
previously bound electron is liberated from an atom or ion by a free electron, which
absorbs energy from the free electron; recombination where the binding energy and
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the kinetic energy of the free-electron are radiated away when a free electron recombines with an ion; free-free emission also known as bremsstrahlung where a free
electron is accelerated by an ion emitting a photon are important processes in cooling the ionized gas. The total cooling is the sum of energy loss by all these processes:

Γcool = Γrec + Γcol + Γbrem

(2.26)

where Γrec is the recombination cooling rate, Γcol is the collisional excitation cooling
rate, and Γbrem is the bremsstrahlung cooling rate. These rates can be calculated
using the following equations [72],
Γrec = ne ni,X αr ( T )kT

(2.27)

Γcol = ne ni,X Ci ( T )ε th

(2.28)

√
Γbrem = 1.42 × 10−27 Z2 ni,X T

(2.29)

where αr and Ci are the recombinations and collisional rate coefficients, ne is the
electron number density, ni,X is the ion to be ionized or to recombine, Z is the charge
of the ion, T is the electron temperature.
In the presence of photoionization, there is a steady-state equilibrium temperature (Teq ) at which,
Λheat ( Teq ) − Γcool ( Teq ) = 0

(2.30)

The gas will gradually settle to this equilibrium temperature if other processes (such
as shock heating, compression, and expansion) are not present. The system is said
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to be in thermal equilibrium at this point. Teq for photoionized gas mostly lies between 104 and 105 K. It could be higher for a harder ionizing spectrum because the
photoelectron energy is larger when the usual ionizing photons are more energetic.
Teq drops as density rises because collisional ionization and line cooling processes
become more important at higher densities.

2.2.3

Radiative Transfer

To determine the gas electron temperature, the local radiation field must be
determined at every point within the cloud. The radiation transfer equation for
normal incidence and in the single-stream radiation case is given by:

dIε ( R)
= jε − κε ( R) Iε ( R)
dR

(2.31)

where Iε is the specific intensity in erg s−1 cm−2 erg−1 str−1 , jε is the local emissivity
in the unit of erg s−1 cm−3 erg−1 str−1 , and κε ( R) is the total extinction coefficient
in cm−1 .
Following the Osterbrock book[72], the incident ionizing radiation and a contribution from diffuse radiation released by the local ionized gas are both sources of
the local radiation field. As a result, we may write the specific intensity at depth R
as,
Iε ( R) = Iεs ( R) + Iεd ( R)

(2.32)

where Iεs ( R) is the local specific intensity from the ionizing source and Iεd ( R) is the
specific intensity emitted by the ionized gas.
The radiation field from the ionizing source decreases outward by two factors.
One is geometrical dilution, and another is absorption. For spherical geometry with
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a single ionizing source, the specific flux of source Fεs ( R) at distance R can be written
as;
πFεs ( R0 ) R20 −τε
e
R2

πFεs ( R) =

(2.33)

where Fεs ( R0 ) is the specific flux of source at radius R0 in the unit of
erg s−1 cm−2 erg−1 . R0 is the radius of a star if the star is the ionizing source. In
the case of AGN, this could be taken as the spherical area that is responsible for the
emission of ionizing radiation. τε is the optical depth at energy ε and given by,

τε =

Z R
0

ni,X ( R′ )σε dR′

(2.34)

with ni,X ( R′ ) is the number density ion at an ionization state i of element X.
The transfer of diffuse part of the radiation field is governed by,
dIεd ( R)
= jε − ni,X ( R)σε Iεd ( R)
dR

2.3

(2.35)

Timescales
All the atomic processes described above are not instantaneous. Instead, ev-

ery atomic process has a characteristic timescale associated with it. These timescales
give an idea of whether the time-dependent calculation is required or not in modeling the gas.

2.3.1

Characteristic Timescales

Characteristic timescales are given by the inverse of the rates of the atomic
processes. The timescales are photoionization timescale, recombination timescale,
and collisional ionization timescale, heating timescale, and cooling timescale.
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Following [28], we define the characteristic timescales affecting photoionization as:

t pi =

1
γ

(2.36)

where γ is the photoionization rate is defined in equation (2.7). This timescale
depends upon the intensity of ionizing radiation and the photoionization crosssection. If the radiation field is suddenly decreased, then the important characteristic time is the recombination time.

trec =

1
n e αr

(2.37)

where αr is the recombination rate coefficient in unit of cm−3 s−1 and ne is electron
number density. In the case of a warm absorber, cooling is mainly dominated by
highly ionized oxygen and neon. The recombination time for these ions is approximately given by [78]
trec ∼ 3 × 104 Z −2 ( T5 1/2 n9 −1 )

(2.38)

where Z is the atomic number of ion, Te = 105 T5 K is the electron temperature and
ne = 109 n9 cm−3 is the electron number density. In the case of a WA, the density of
the gas is thought to be ∼ 107 cm−3 to ∼ 1011 cm−3 . Approximating the gas density
is equal to electron density; for ne ≈ 107 cm−3 , the recombination time for highly
ionized oxygen is ≈ 5 × 104 s, which is not very different from the X-ray variability
timescale in AGN ∼ 104 s. Under these circumstances, the ionization state of the gas
depends on the flux variations.
Figure 2.1 shows how the recombination time for O VIII varies with density
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F IGURE 2.1: Recombination timescale for O VIII for different gas densities (n H ) and ionization parameters. Source: Daniele Rogantini: Modeling of AGN outflow, 2022

[82]
and ionization parameters. The recombination timescale can be as short as few seconds in high density gas n H ≈ 1010 cm−3 to ∼ 107 s for density n H ≈ 104 cm−3 .
Similarly, the collisional ionization timescale can be defined as:

tcol =

1
ne Ci

(2.39)

where Ci is the collisional ionization rate coefficient in units of cm3 s−1 .
For a given radiation flux, temperature, and electron density, the photoionization, recombination, and collisional timescales are intrinsic to each ion in the
gas. In the simple case of two-level atoms, one bound level plus continuum with
constant electron number density, the solution to the time-dependent ion fraction
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equation has a simple exponential character. The characteristic timescale governing
the approach to photoionization equilibrium when the ionizing flux is increased or
decreased is:

tion =

trec t pi
trec + t pi

(2.40)

where tion is characteristics ionization timescale. This shows that both the characteristics recombination and photoionization timescales affect the time dependence.

2.3.2

Propagation Timescale

The response of a cloud to a changing radiation source is also affected by the
rate at which photons are supplied. That is since each ionization event consumes a
photon, the size of the region which is subject to photoionization can not grow faster
than the supply of photons. Following [28], we call this the propagation timescale. It
can be defined by equating the total number of ions in the volume of ionized gas at
a given depth in the cloud, i.e., 4πR3 n H /3, to the total number of ionizing photons
emitted by the ionizing source of the cloud, Fion t prop /⟨ε prop ⟩, where ⟨ε prop ⟩ is the
mean ionizing photon energy and Fion is the total ionizing flux:

t prop ≈

NH ⟨ε prop ⟩
3Fion

(2.41)

We can define the propagation timescale for different energy bands. For example, O VIII is responsible for the oxygen edge at around 870 eV. So we can determine
the propagation time by taking the ionic column density of the O VIII and flux with
photon energy greater than 870 eV.
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The column density for the ion at ionization stage i of a chemical element X is
defined as,
Ni,X =

Z R
0

ni,X ( R′ )dR′

(2.42)

where ni,X is the number density of an ion at the ionization stage i of a chemical
element X. For a constant ni,X , 2.44 becomes,
Ni,X = ni,X × R

(2.43)

for example, the total hydrogen column density for a constant n H can be written as,

NH = n H × R

(2.44)

where n H is the total hydrogen number density and R is the thickness of the gas.
The light travel time is given by

tlight =

dR
c

(2.45)

where dR is the thickness of the cloud and c is the speed of light. The light travel
time represents the obvious constraint that the signal representing the change in the
ionizing radiation flux cannot travel faster than the speed of light. It also illustrates
a more general point: that the response of a cloud to a changing light source will
evolve on the slowest relevant timescale.

2.3.3

Variability Timescale

The luminosity of the ionizing source in AGN is generally variable in time, as
shown in the figure 1.7. The variability timescale tvar is defined as the time it takes
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for the luminosity or flux to go from one value to another. Looking at the figure 1.7,
tvar is ≈ 104 s in case of NGC 4051 [91].

2.4

Comparison of Timescales
Figure 2.2 illustrates the timescales defined in the previous subsection as a

function of radius, R and n H . The rate estimates are based on a hydrogenic approximation, here assuming a nuclear charge Z = 8 and a central source luminosity Lion = 1044 erg s−1 . The colored curves indicate constant values for various
timescales: blue = propagation time; red = photoionization time; blue dashed =
light travel time; red dashed = recombination time.
In the lower-left of the diagram below the dashed black line, the photoionization timescale is longer than the propagation time (t prop < t pi ). In this region,
the rate of supply of photons from the central source exceeds the rate at which the
photoionization proceeds. If so, neglecting time-dependent radiative transfer is justified. In the upper right of the diagram, above the solid black line, the propagation
time is longer than the light travel time (t prop > tlight ). In this region, the timedependent radiative transfer must be taken into account. These boundaries are not
sharp because the transition from the dominance of one timescale or another is not
sudden. But they serve as useful indicators of where various physical processes
dominate the time evolution of photoionization. In our calculations, of course, we
include all of the relevant processes.
Figure 2.2 also shows that: (i) Timescales ∼ 104 s are characteristic in the region
log( R) ≥17 and such timescales are typical for AGN variability. (ii) The propagation time exceeds the photoionization timescale for densities log(n H ) ≥1 at log( R)
= 18. (iii) The light travel time exceeds the propagation timescale eg. for densities
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F IGURE 2.2: Schematic illustration of the timescales relevant to a photoionized plasma in the (R,n H ) plane. The estimates for rates are
based on a hydrogenic approximation. The different colored lines are:
blue = propagation time; red = photoionization time; blue dashed =
light travel time; red dashed= recombination time. For the simulation, we assume a nuclear charge Z = 8 and a central source luminosity Lion = 1044 erg s−1 , crudely corresponding to a WA. The yellow
hatched region shows the approximate range of R and n H for the WAs.

log(n H ) ≥ 10 at log ( R) = 18. At greater densities (log(n H ) ≥ 10) the photoionization time exceeds the recombination time.
This demonstrates that, for the likely conditions in a WA, characteristic
timescales affecting the response of the gas to variability in the continuum are

∼ 104 s or greater. This implies that finite photoionization, recombination, propagation, and light travel time effects must all be taken into account.
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2.5

Time-Dependent Calculations
As we discussed earlier in the introduction, there are certain situations where

the time-dependent calculation is required to account the effect of the variation in
the ionizing radiation field. When the timescale for the variation of the ionizing
luminosity of the source is shorter than the microscopic timescale, mainly the photoionization and recombination timescales, we need to solve time-dependent ionization and excitation balance, heating-cooling, and radiative transfer equations.
The models we consider to do time-dependent calculation consist of the solution of the coupled time-dependent equations describing level populations, temperature, and radiation field. The foundations of our treatment are inspired and follow
the work of Garcia et al. [28], and some of the material presented here is repeated.
We repeat it here for completeness, with modifications, and to facilitate our later
discussion.

2.5.1

Level Populations

The population of an atomic level is calculated using a familiar kinetic equation involving the atomic rates into and out of all possible ionization and excitation
energy levels for an element X. For a particular energy level i, the level population
of species X is given by:

dni,X
=
dt

p

p

j =1

k =1

∑ n j,X R ji − ∑ ni,X Rik

(2.46)

and the equation of number conservation:

p

∑ ni,X = nel =

i =1
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where nel is the total number density of the element, which is equal to the product
of the elemental abundance and total hydrogen number gas density, n H . x is the
elemental abundance of species X and H is the abundance of hydrogen and equals
1. The level populations and the transition rates now depend on position and time.
Here, and in what follows, we adopt the values of the atomic constants (e.g.
photoionization cross-sections, atomic energy levels, collision rate coefficients) from
the XSTAR database [3].

2.5.2

Energy Balance

The electron temperature is determined via the first law of thermodynamics.
For a closed system,
d-Q = dU + PdV

(2.48)

where d-Q is the differential net heat transfer energy density into or out of the gas,
the amount of energy density put in the gas, dU is the change in internal energy,
and PdV is the differential external work done on or by the gas. Here, all three
terms have the unit of erg cm−3 . In the absence of external work done by the gas,
all the energy put in the gas is used to increase the internal energy. In this case, the
above equation reduces to:
d-Q = dU

(2.49)

The rate of change in the amount of internal energy density stored in the gas
is the difference between heating and cooling rates and is given by:
d-Q
dU
=
= Λheat − Γcool
dt
dt
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where Λheat and Γcool are total heating and cooling rates in units of erg s−1 cm−3 . Assuming classical ideal gas, the internal energy density can be written as U =

3
2 nt kT,

where nt is the total number density of particles i.e., sum over all electrons, ions, and
neutral atoms. With the value of U, the above equation becomes,

2
3 dnt
dT
=
(Λheat − Γcool − kT
)
dt
3knt
2
dt

(2.51)

The last term on the right-hand side of this equation is the rate of change in the
internal energy density associated with the rate of change of the total number of
free particles in the gas. This is negligible when the gas is highly ionized; otherwise,
it explicitly couples the level populations with the temperature equation. Note, that
in the absence of explicit time dependence, U is constant and T is determined from
Λheat = Γcool , as mentioned in equation 2.21.

2.5.3

Time-Dependent Radiative Transfer

The equation describing the time evolution of the radiation field is [28],

1 ∂Iε ( R, µ, t)
∂Iε ( R, µ, t)
+µ
= jε − κε ( R, t) Iε ( R, µ, t)
c
∂t
∂R

(2.52)

where R is the distance in the cloud from the ionizing source, Iε ( R, µ, t) is the specific
intensity of the ionizing radiation field in erg s−1 cm−2 erg−1 str−1 , µ is the cosine
of the angle of direction of incident flux with respect to the normal of the absorbing
or emitting surface, jε is the local emissivity in erg s−1 cm−3 erg−1 str−1 , and κε ( R, t)
is the total extinction coefficient in cm−1 . In our model, we do not include the local
emissivity and assume only a single stream of radiation. Since we consider the case
where radiation normally falls on the cloud, µ equals 1. These assumptions reduce
the above equation as follows,
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1 ∂Iε ( R, t) ∂Iε ( R, t)
+
= −κε ( R, t) Iε ( R, t)
c
∂t
∂R

2.6

(2.53)

Equilibrium Timescales
When the intensity or spectral shape of incident flux on the gas at the equi-

librium state is changed, the gas adjusts to another equilibrium state in terms of
ionization and temperature. The time it takes to go from one to another equilibrium
state is known as the equilibrium timescale. This timescale mainly depends on n H
and the rates of all atomic processes.
This is an approximation, neglecting photoionization from excited states.
When only radiative recombination and photoionization are taken into account, the
temporal evolution of the relative density of the ion i of the element X can be approximated neglecting the photoionization from excited states using equation 2.46
as,
h
i
dn Xi
= − γXi + αrec ( X i−1 , Te )ne n Xi + γXi−1 n Xi−1 + αrec ( X i , Te )ne n Xi+1
dt

(2.54)

where γXi is the photoionization rate of an atom of an element X at ionization stage
i and αrec is the recombination rate coefficient. The first term on the right-hand side
of equation 2.54 represents the rate of destruction of the ion X i by photoionization
X i → X i+1 and radiative recombination X i → X i−1 , respectively. Two last terms
represent the rate of formation of the ion X i by photoionization of the ion X i−1 and
radiative recombination of the ion X i+1 .
The solution of equation 2.54 defines a timescale τeq that is required to come to
the photoionization equilibrium with the ionizing continuum. A useful analytical
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approximated solution for τeq is given by [53, 71],




1
→ t + dt) ∼
×
αrec ( X i , Te )eq ne
#
"
1
[αrec ( X i−1 , Te )/αrec ( X i , Te )]eq + (n Xi+1 /n Xi )
X i ,X i+1
τeq
(t

(2.55)

t+dt

i

X ,X
where "eq" indicates the equilibrium quantities. In case of increasing flux, τeq
i

X ,X
is called as the photoionization equilibrium time and for decreasing flux, τeq

i +1

i +1

is

called as the recombination equilibrium time.
Equation 2.55 explicitly depends on the electron density ne and the ratio of two
consecutive ionic species. The major consequences of this equation are,
1. Even as the continuum rises, the time it takes for the gas to attain equilibrium with the ionizing continuum depends on the electron density, which is
approximately 1.2n H for almost fully ionized hydrogen and helium.
2. Different ions reach equilibrium at different times.
3. The variation of the ionization state of an ion could be opposite to the flux
change of the ionizing source.
The temperature equilibration timescale can be found using the energy balance
equation (2.51). This can be rearranged to give

τtemp =

3
i
f
2 nt k ( T − T )
Λheat − Γcool

where T i and T f are the initial and final equilibrium temperatures.
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(2.56)

Chapter 3

MODELS AND COMPUTATION
We have created a framework to execute the time-dependent photoionization
calculation numerically. Here we discuss the database we created for this specific
project, the different warm absorber models we created, the computational method
we deployed, and the limitation of the simulation.

3.1

Heating and Cooling with New Database
As discussed in chapter 2, the temperature of the gas depends on heating and

cooling due to various atomic processes. For equilibrium models, these processes
have been explored by many authors, e.g., [51, 44, 83]. This shows that Compton scattering and bremsstrahlung dominate the heating and cooling rates at high
ionization parameters. The equilibrium electron temperature of this ionized gas is

∼ 107 – 108 K. In this case, temperature primarily depends on the shape of the illuminating spectrum. The gas becomes nearly neutral at low ionization parameters,
and hydrogen and helium atomic processes dominate the photoionization rates. In
this limit, the electron temperature is ∼ 104 K. At an intermediate ionization parameter, the rates are dominated by contributions from many trace ions and elements,
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and the equilibrium temperature takes intermediate values. This behavior is conveniently described by the "s curve," the locus of the equilibrium temperature in the
ionization parameter-temperature plane[16].
Time-dependent calculations require the simultaneous solution of the equations describing the ionic level populations and the temperature for all level populations, spatial zones, and photon energies. This corresponds to a vast number
of simultaneous ordinary differential equations; the standard

XSTAR

database has

∼ 3 × 104 energy levels. This necessitates a simplification of this system of equations
to make it tractable. One way to do this is to simplify the energy level structure of
the ions in the gas. We describe each ion using the ground level, one excited bound
level, and the continuum (ionized) level. We include all of the ions in the

XSTAR

database, though the simulations in this dissertation include only a subset of the
elements. However, this simplification imposes some limitations on the accuracy
of the present results, and in the future, we plan to work toward a time-dependent
photoionization code that does not make this simplification.
Using our simplified energy level scheme, we have constructed an atomic
database that contains all the critical atomic processes affecting the levels. For the
one bound excited level, we adopt an ad hoc description: the level energy is 0.8× Eth
where Eth is the ionization potential of the ion, and we include electron impact excitation for the ions H0 , He0 , and He+ with an effective collision strength Υij ( Te ) with
a value 1.4 to 2.7 depending upon electron temperature.
In figure 3.1, we show the comparison of the equilibrium electron temperatures calculated using the small database, which is used in our time-dependent calculation, compared with the standard

XSTAR

database. This shows that there is

disagreement at log (ξ ) ∼ 1 – 2, while they agree on higher and lower ionization
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F IGURE 3.1: Comparison of equilibrium electron temperatures obtained using two different databases. The red curve corresponds to the
standard XSTAR database, and the blue curve is for the small database
we created for this project.

parameters. Since our WA models reside in the ionization parameter range of log(ξ)

∼ 1 – 2, some error is introduced due to the difference in the temperature for a small
database compared with the more accurate database. However, it is well known
that the equilibrium temperature depends sensitively on other input quantities: the
shape of the illuminating spectrum and the elemental abundances [51, 12, 63]. The
differences between the two calculations shown in figure 3.1 is smaller magnitude
compared with those effects.

45

Chapter 3. MODELS AND COMPUTATION

3.2

Finite Difference Method
We solve equations (2.46), (2.47), (2.51)and (2.52) by discretizing using the fi-

nite difference method. We divide the space, time, and energy into bins and calculate the physical quantities of interest in each bin. The set of equations to be solved
have a wide range of timescales. For the warm absorber case, the different ion fractions change over timescales ranging from 103 s to 105 s. On the other hand, the temperature evolves over a much longer timescale than the photoionization timescale.
The transmitted spectra change over longer timescales of ∼ 107 s. These timescales
are presented in the result section. Combining all these equations leads us to a set
of stiff differential equations. Since our equations are stiff, we implement the backward Euler differentiation method. Here we calculate the functional value at a one
time-step ahead. From this method, we end up with a set of non-linear equations
and use the modified Newton method to solve it [10].
Adopting the definition of implicit differentiation we find the corresponding
equation governing the time evolution of the level populations (2.46):

"
t +1
ni,X
− ∆t

p

p

+1 t +1
t +1 t +1
Rik
R ji − ∑ ni,X
∑ ntj,X

j =1

#
t
= ni,X

(3.1)

k =1

where the symbols are the same as defined in equation (2.19) above, except for the
superscript t, which indicates the time step, the above equation is the finite difference equation for a particular level i. So we will have one equation for every level
of every ion of each chemical element.
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In the same way with approximation nt = n H + ne where ne is the electron
number density, equation (2.51) becomes,1

"
#
t +1
t)
(
n
−
n
2∆t
3
t
T t +1 −
Λ(heat)t+1 − Γ(cool )t+1 − kT t+1 t
= Tt
3knt
2
∆t

(3.2)

The radiative transfer equation (2.53) becomes,

Iεt+1 ( R, t) − c∆t



−κεt+1 ( R, t) Iεt+1 ( R, t) −


( Iεt+1 ( R + ∆R, t) − Iεt+1 ( R, t))
= Iεt ( R, t)
∆R
(3.3)

The initial values of the right-hand side of the equations (3.1), (3.2), (3.3) are
obtained from the initial equilibrium calculation obtained with XSTAR. With this, we
end up with a set of nonlinear equations in variables of level population, temperature, and specific intensity at different energy bins. The main task is to solve this
system of coupled nonlinear equations simultaneously and self-consistently. The
details about how it is solved are discussed in the subsection below.
We use the logarithmic time-step in the TDP modeling, which is calculated as
follows. At first, we calculate dt by,

dt =

tend
tstart

1/(ntimes−1)
(3.4)

where tstart and tend are the starting and final times of the simulation, and ntimes is
the number of time points we include in the simulation including starting and final
1 superscript

t is for time step, and nt is the total number density of particles in the ionized gas.
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times. Then, the time points are calculated as;

tntimes = t(ntimes−1) × dt

(3.5)

where tntimes is the time at ntimes. Using above equation, time step ∆t becomes
∆t = t(ntimes−1) − tntimes

(3.6)

and ∆t is different for two different time points.

3.3

Models and Parameters
In this dissertation, we present models of two basic types. First is, a low-

density gas model designed to resemble an H II region. This model is the same
as the model presented by Garcia et al.[28], but with improvements: the inclusion
of more elements and the inclusion of geometrical dilution appropriate to an extended cloud. We present this model in order to check on the accuracy of our results
against [28] and study the effects of including elements other than hydrogen and
the geometric dilution of the radiation field.
In the H II region model, we assume n H = 104 cm−3 , held constant throughout
the gas, and ionizing luminosity 1032 erg s−1 , the spectral energy distribution of the
central source is a power-law spectrum with an energy index of -1, ionization parameter ξ ≈1, initial incident ionizing flux = 795 erg s−1 cm−2 , and the final incident
ionizing flux = 7950 erg s−1 cm−2 . The inner radius is 1014 cm, the outer radius of
the cloud is 1018 cm, the NH is 1022 cm−2 and includes elements H, He, C, O, Si and
Fe. The cloud is divided into 40 spatial zones, spaced logarithmically. The initial
and final times are 10 s and 1010 s, and 18 logarithmic time points are taken between
48

Chapter 3. MODELS AND COMPUTATION
TABLE 3.1: Warm absorbers model parameters. The total hydrogen
column density (NH ) is of the order of 1023 cm−2 . All bold face numbers
represent the model names.

Initial
Flux(F1)
(erg
cm−2
s−1 )

Final
Density(n) Initial
Flux(F2)
(ξ )
−
3
(erg
(cm )
(erg cm
−
2
cm
s−1 )
s−1 )

Column Density(NH )
(cm−2 )[×1023 ]

0.9
3.2×107
4.0×107
6.5×107
8.5×107
6.5×1011
8.5×1011
9.6×107
1.2×108

9.6×107
1.2×108
1.9×108
2.5×108
1.9×1012
2.5×1012
3.2×107
4.0×107

107
107
107
107
1011
1011
107
107

40
50
81
100
81
100
120
150

13
73

16
76

1.3
1.4
Model
33
93
14
74
15
75
36
96

2.0

34
94
35
95

the initial and final times (though the ODE solver subdivides within these intervals
as needed). Hence, there are 20 time points, including initial and final times. The
spectrum is divided into 100 grid points spaced logarithmically. If all the neutral
and ionic stages of included elements are considered, we have 57 ions. Each of the
ions is considered to have three energy levels. Therefore we have 171 level population equations. In addition, we have one equation for electron temperature, one for
electron fractions, and 100 radiative transfer equations, one for each energy, giving
273 ordinary differential equations for each spatial zone. Since we have 40 spatial
zones, we will have 10,920 differential equations. These are then solved for time
t + 1 using differential equation solver DVODE [10]. This process is repeated until
we reach the final time points.
The second type of model we consider is a warm absorber model. All the models are listed in table 3.1. The WA is assumed to be at rest and to have constant n H .
We consider models with two different gas densities n H = 107 cm−3 and 1011 cm−3 ,
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initial ionization parameters ranging from 40 erg cm s−1 to 150 erg cm s−1 , ionizing luminosity of the source 1044 erg s−1 and column densities NH ranging from
0.9 × 1023 cm−2 to 2.0 × 1023 cm−2 , and include elements: H, He, C, O, Si and Fe.
The cloud is divided into 40 spatial zones, spaced logarithmically. The initial and
final times are 10 s and 109 s, and the total 40 logarithmic time grid points including
initial and final time points. The spectral energy distribution of the central source is
a power-law spectrum with an energy index of -1. The spectral range covered goes
from 10 to 105 eV and is divided into 100 grid points spaced logarithmically, including initial and final energy points. This leaves us with 10,920 differential equations
to solve, including electron and temperature equations for each time point.

3.4

Numerical Approach
The set of ordinary differential equations for our problem governs level pop-

ulations, temperature, electron number density, and radiation field. In the general
case, this system of equations can have terms that cover a large range of values,
owing to the diverse physical processes they describe. This system is, therefore,
’stiff’ [14], that is, they correspond to much faster changes in some variables than in
others. Moreover, some processes are important for small timescales, while others
dominate for long timescales.
If we have r level population equations for the elements included, one temperature equation, one electron fraction equation, and s number of specific intensity
equations, then a total number of equations would be r + s + 2. This is for a single
spatial point in the cloud. However, we have taken all the spatial points and corresponding equations at the same time and used a solver to go from one-time point to
the next. If we take q number of spatial zone, we will have (r + s + 2) × q equations.
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The nonlinear system of equations that arises at each time step after using backward
Euler’s method must be solved by a suitably variation of Newton’s method or secant method [27]. These methods find the roots of the system of equations using
iterative techniques. Newton’s method requires dealing with a giant vector and the
associated Jacobian matrix to be solved for each time step. This method is expensive
because it has to invert the large matrix multiple times until it meets the accuracy requirement. This is why we model the system with a minimum number of equations
to save computation time.
Equations (3.1), (3.2), (3.3) can be written as,

f 1 ( x1 , x2 , x3 ........., x N ) = 0,
f 2 ( x1 , x2 , x3 ........., x N ) = 0,
f 3 ( x1 , x2 , x3 ........., x N ) = 0,

(3.7)

.
.
.
f N ( x1 , x2 , x3 ........., x N ) = 0
Where x1 = n1t+1 , x2 = n2t+1 and so on, where the superscript corresponds to the time
step. All variables (level populations, temperature, electron fraction and specific
intensities) at time t + 1 are replaced by x1 , x2 ....., x N for the simplicity. The goal is to
find the roots of these equations. Suppose the above equations have the exact roots
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( x1∗ , x2∗ , x3∗ , ......., x ∗N ). Then we can write,
f 1 ( x1∗ , x2∗ , x3∗ , ......., x ∗N ) = 0,
f 2 ( x1∗ , x2∗ , x3∗ , ......., x ∗N ) = 0,
f 3 ( x1∗ , x2∗ , x3∗ , ......., x ∗N ) = 0,

(3.8)

.
.
f N ( x1∗ , x2∗ , x3∗ , ......., x ∗N ) = 0

Using a Taylor series and neglecting the second and higher order terms [68] and
writing in compact form, we have

f i ( x1∗ , x2∗ , x3∗ , ......., x ∗N ) = f i ( x1 , x2 , x3 , ......., x N ) + ∑( x ∗j − x j )
j

∂ fi
+ .......
∂x j

(3.9)

Where x1 , x2 , x3 , ......., x N are the initial guess of the variables. We can write the above
equation in the vector notation as follows,

f(x∗ ) = f(x) + J(x∗ − x) + .......
where J =

∂ fi
∂x j

(3.10)

is the Jacobian matrix of size N × N. Since x∗ is the exact root of

the equations, we have f(x∗ ) = 0. Neglecting the higher order term, equation (3.10)
becomes,
J∆x = f(x)

(3.11)

where ∆x = x − x∗ . The above equation is a system of linear equations of the form
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Ax = v. This can be solved for ∆x using various numerical methods. Once we
′

′

calculate ∆x, our new estimated vector will be x = x − ∆x where x∗ = x + ϵ; ϵ
is the error that results from neglecting the higher-order term in equation (3.10).
Again, at this new set of values, we evaluate f(x) and calculate the Jacobian matrix
′′

and solve the equation (3.11) for ∆x and x = x′ − ∆x′ . We repeat this process until
the required precision is met. In this way, we solve the above algebraic equations
and find the values of the variables of interest from t to t + 1. Once we find the
solution at t + 1, these values now act at the initial values, and we find another
set of equations and solve at time t + 2. This process continues until we reach the
required final time point. In order to carry out this procedure, we implement the
well-known differential equation solver, DVODE [10].

3.5

Computational Challenges
The TDP calculation requires solving thousands of coupled linear stiff differ-

ential equations which is challenging. We discuss some of the difficulties and limitations of our calculation in this subsection.
We did not apply our new code with the standard

XSTAR

database. We did

this intentionally to reduce the computational time. We also included only the
dominant atomic processes such as photoionization, recombination, collisional ionization, Compton heating and cooling, and bremsstrahlung. Even with this small
database, we can not run the code for an arbitrarily long time. At present, our code
now runs well up to 109 s for most of our chosen models. Even a small discrepancy
in the heating and cooling or any other atomic rates would be amplified, giving an
unstable solution for a large timescale
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RESULTS AND DISCUSSIONS
The code we developed has been run for the H II region and warm absorber
models for different incident light curves. The results are discussed in detail in this
chapter.
First, we present physical properties such as ionization structure, temperature,
electron fraction of the gas, and its evolution when the gas in the H II region experiences a sudden change in the incident ionizing flux. Second, we investigate the
properties of WA gas and its evolution for step up and step down incident ionizing
fluxes. Then, we study the gas properties and their evolution for a more realistic
incident light curve, that is incident flaring light curves. Finally, we show how the
density of the gas can be deduced with the help of TDP models in interpreting timedependent X-ray spectra.

4.1

H II Region with Step-Up Incident Light Curve
When the infinite gas cloud surrounds an ionizing source, two distinct regions

are developed. The region close to the source where most hydrogen atoms are ionized is called the H II region, whereas deeper in the cloud, the gas is mostly neutral.
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The region of transition where the number of ionized hydrogen abruptly drops to
nearly zero is called the ionization front (IF). Under the steady-state equilibrium,
the number of ionizing photons emitted by the source balances the total number of

incident flux(erg/s/cm2)[x103]

recombinations.
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F IGURE 4.1: Incident light curve for H II region modeling. The flux is
increased by a factor of 10 at around 20 s.

We first present models for the time-dependent response of a cloud with properties similar to an H II region. We adopt the same conditions as used by Garcia et
al. [28] in order to facilitate comparisons with their work. That paper included only
hydrogen with ground and continuum levels, while we included the elements H,
He, C, O, Si, and Fe with one additional excited energy level. The ionizing spectrum
comes from a power law of energy index -1, the n H is 104 cm−3 , the column density,
NH is 1022 cm−2 and the initial flux is 795 erg s−1 cm−2 . We assume a gas that is initially in a steady state and which experiences a sudden increase in the illuminating
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log[ion fraction]

flux by a factor of 10 as shown in figure 4.1 and let the gas evolve for 1010 s.
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F IGURE 4.2: Evolution of ion fraction profiles in H II region model with
n H = 104 cm−3 . The orange and red curves represent (the lower flux
795 erg s−1 cm−2 ) initial equilibrium and final equilibrium (the high
flux 2390 erg s−1 cm−2 ), while the intermediate blue lines represent the
ion fraction profiles at different time points between the two equilibria.
The x-axes represent the distances R from the ionizing source in cm,
and the y-axis represents the ion fractions. All quantities are expressed
in a log scale. The ionization parameter (ξ) for this model is 1. The final
time for the model was 1010 s.

Figure 4.2 shows the ion fraction profile and its evolution for this model. In
this figure, we include representative plots of ion fractions for ions such as H I, He I,
C I, and O II vs. distance from the ionizing source (R) in the cloud. The orange curve
represents the initial equilibrium value. The rise in flux leads the gas to heat from
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photoionization, and the ionization of the gas is changed. The blue lines represent
the intermediate state of the gas at various times during its evolution. The first few
times shown are: 10 s, 30 s, 87 s, 263 s, 776 s, and 2290 s, and the few last times are
3.7×108 s, 1.1×109 s, 3.3×109 s, and 1010 s.
Different ions have different evolving patterns. For H I (neutral hydrogen), the
ion fraction slowly increases with depth and changes abruptly at the IF. Hydrogen
beyond the IF is predominantly neutral. The shape of the ion fraction distribution
for neutral helium looks similar to hydrogen. C I and O II, however, evolve in a different fashion. Ion fractions for C I increase with distance from the ionizing source
(R) in the cloud, reaching a maximum at the IF and then decreasing and increasing at
distances beyond the IF. On the other hand, O II increases up to the IF and decreases
monotonically. These are the combined effects of the formation and destruction of
the other ion of the same species as time passes.
Figure 4.2 shows that the changes in the ion fractions are not simultaneous
at all depths but are delayed such that regions deeper in the cloud respond more
slowly to the change in flux. Reasons for this include: (i) the radiation field is
more diluted at greater distances from the source and so the photoionization time
is longer; (ii) the propagation time is longer deeper in the cloud; and (iii) the light
is delayed in reaching the deeper parts of the cloud due to light travel time delay.
Of these, the most important effect is the propagation time. When the cloud face
receives the increased flux, its ionization rate increases, and it becomes more transparent. As a result, the gas deeper in the cloud receives more flux as time passes, but
with a delay imposed by the time required for the regions closer to the boundary to
ionize. This process continues until the gas achieves a final equilibrium dictated by
the changed flux. The final equilibrium ion fractions are shown as the red curve in
the figure.
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F IGURE 4.3: Evolution of temperature profile in H II region model. The
x-axis represents the distances R from the ionizing source in cm, and the
y-axis represents the temperatures T in K.

Figure 4.3 shows the temperature profiles and their evolution in the H II region when the incident ionizing flux is suddenly changed by the factor of 10. The
orange line corresponds to the equilibrium temperature for the initial incident flux
and the red for the final incident flux, whereas the blue lines represent different intermediate times during the evolution. It can be seen that the temperature starts to
evolve and converge to the final equilibrium temperature. The axes of the plot are
in log scale. The temperature at the face of the cloud for this model is ∼ 23,000 K for
the initial flux and ∼ 50,000 K for the final flux value. There is a sudden increase in
the temperature surpassing the high flux equilibrium value. This temperature overshoot happens because the low-energy photons are absorbed earlier in the ionized
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part of the gas, and hence mostly high-energy photons reach the IF. This is called
the hardening of the ionizing flux. This is seen in the temperature plot of figure
4.3 at R ≈ 1.0 × 1016 cm. However, later, the plasma becomes more ionized, and
recombination cooling and collisional ionization rates increase. This drives the gas
temperature to equilibrium, gradually lowering the temperature.
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F IGURE 4.4: Electron fraction evolution in the H II region model. The
x-axis represents the distances R from the ionizing source in cm, and
the y-axis represents the electron fractions.

Figure 4.4 shows the electron fraction ne /n H at different depths and times in
the cloud. Since most of the electrons come from hydrogen and helium, and they are
all approximately ionized, the electron fraction in front of the IF is at maximum. The
electron fraction value corresponding to this state is ≈ 1.2. The electron fraction decreases after IF since hydrogen and helium become more neutral if we go deeper in
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the cloud. When the incident flux is increased, the IF moves deeper in the cloud, and
hence the electron fraction starts to evolve and reach the final equilibrium electron
fraction. However, the ionizing photon hardly reaches this region, so the ionizing
rate is extremely small. The time we ran the simulation 1010 s is not long enough to
converge deeper in the cloud due to extremely low photoionization rates.
The movement of the IF is one of the critical phenomena in the time-dependent
study of the H II region. The IF speed is primarily guided by the propagation time as
given by equation 2.41. The propagation time mainly depends on the density of the
ionized ion and the supply of ionizing photons. In the case of the H II region, most
of the hydrogen is ionized up to the initial IF. The distance of the initial IF from the
ionizing source is determined by the initial ionizing flux incident on it. When the
incident flux changes to a higher value, the ionization of the remaining hydrogen
goes quickly in the previously ionized region. However, propagation of ionization
waves will slow down in the region of initial IF mainly due to smaller flux and a
larger number of neutral hydrogen.
Figure 4.5 shows the speed of the IF inside the cloud. The initial IF for this
model is located at R ≈ 4.0 × 1015 cm. In the ionized region, the ionizing radiation
field moves at a very high speed, comparable to the speed of light. But when an
increased ionizing radiation field encounters neutral hydrogen near the initial IF,
the existing front starts to move deeper in the cloud. However, the speed decreases
until it finds the new IF given by the new incident flux. This model predicts an IF
speed of ∼ 108 cm s−1 . The final IF for the model we chose lies R ≈ 2.5 × 1016 cm.
Our model differs from those of Garcia et al. [28] in terms of the chemical
elements included. They included only hydrogen with two energy levels; ground
and ionized, whereas we included hydrogen, helium, carbon, oxygen, silicon, and
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F IGURE 4.5: Speed of ionization front (IF) inside the cloud for step-up
flux light curve. The x-axis represents the distances R from the ionizing
source in cm, and the y-axis represents the speed of IF in cm s−1 .

iron in the simulation. We include three energy levels for all atoms and ions, so
collisional processes play an important role in cooling the gas. Garcia et al. [28]
did not include geometrical dilution in their calculation and therefore implicitly assumed the gas to be in a plane-parallel configuration. The distance of the cloud from
the ionizing source is 1014 cm for the H II region model; hence it is not justified to
exclude geometrical dilution. The inclusion of dilution significantly decreases the
flux far from the boundary of the cloud. This accounts for the differences in the
curves for hydrogen bound level populations and temperature between our work
and work done by Garcia et al. [28]. We find the initial IF at R ≈ 4 × 1015 cm and no
flat region near the illuminated face of the cloud while their work [28] has an initial
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IF at R ≈ 2.5 × 1016 cm and has an extended flat part at smaller distances from the
ionizing source. The same difference applies to the temperature distribution.

4.2

WA Model with Step-Up and Step-Down Incident
Flux
We now explore the TDP of warm absorber clouds. The important free param-

eters describing WAs are the flux incident on the cloud, the n H , and the NH . Table
3.1 shows the parameters spanned by our computations. We illustrate our results
using models 73, 74, 75, and 76. As shown in table 3.1, these span a range in ionization parameter from log(ξ) = 1.6 - 2.2 and column density from NH = 0.9×1023 2×1023 cm−2 . For these models, we assume a step-up and down incident flux that
changes by a factor of 3 in the illuminated face at the beginning of the calculation.
The step-up light curve is shown in the figure 4.6.
A brief description of the time evolution of a WA cloud is as follows: When
the flux of ionization radiation incident on the face of a WA cloud is increased, it
increases the ionization rate of the atoms and ions. The increased ionization rate
causes an increase in the photoionization heating of the gas via fast photoelectrons.
If the cooling rate is a monotonically increasing function of temperature, then the
temperature will increase in order to balance the increased heating. The ionization
of the elements will continue to increase until they reach a balance with the recombination rate. Then, the temperature will increase until the total heating and cooling
rates balance, which is the final equilibrium.
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F IGURE 4.6: Step-up incident light curve for model 73. The y-axis represents the ionizing incident flux at the illuminated face of the cloud,
and the x-axis represents the time t in s.

4.2.1

Ionization Structure at Different Depths of WA

We explore the ion fractions and their evolution for different ions taking model
73 into consideration. The distance of the WA gas for this model from the ionizing
source is ≈ 4.5 × 1017 cm, assuming an ionizing luminosity of 1044 erg s−1 . The
initial ionization parameter is ξ = 50. The incident ionizing flux increases by a factor
of 3 from 4 × 107 erg s−1 cm−2 to 1.2 × 108 erg s−1 cm−2 . The total hydrogen number
density is n H = 107 cm−3 and the column density is NH = 9 × 1022 cm−2 . The size
(thickness) of the cloud is 9×1015 cm.
Figures 4.7 and 4.8 show the time evolution of ion fraction profiles for the WA
model 73. All of the plots start from the initial equilibrium values, which are drawn
in orange. When we increase the flux, the ionization structure of the cloud starts
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to change. The changes do not happen instantaneously because of the combined
effects of the photoionization, propagation, and light travel times. The blue curves
correspond to the models at times after the flux increase has occurred; they show
the time evolution. The first few times shown are 10 s, 17 s, 29 s, 49 s, and 83 s, and
the remaining times shown are 2.4×108 s, 4.0×108 s, 7.0×108 s, 109 s. These lines
are separated by ∆log(t) ≃ 0.23. The photoionization timescale t pi is ≃ 3.0 × 103 s
for this model at the illuminated face of the cloud. The light travel time tlight is

≃ 3 × 105 s and propagation time t prop is ≃ 8.2 × 105 s and determined throughout
the whole cloud.
The first panel of figure 4.7 shows the evolution of the ion fraction of C V. The
ion fraction did not change until ≈ 103 s. This is due to the finite photoionization
timescale. It changes first at the face of the cloud. At later times, a wave of increased
ionization moves into the cloud. The wave-like lines appear until ≈ 3.0 × 105 s
for model 73. Then the lines start stacking on top of each other. The timescale to
reach this point is the propagation timescale. Subsequently, the shapes of the lines
are similar, although their amplitude continues to change. These processes continue
until the gas reaches the final thermal equilibrium given by the final incident flux.
The red line shows this state in the plot. This model takes ≈ 108 s to reach the final
equilibrium. The same process occurs for all other ions too.
In figure 4.7 and 4.8, the initial equilibrium ion fraction is bigger than in the
final equilibrium, as shown by the red curve for C V, C VI, O VII, O VIII, and Fe VII.
This means that the parent atom of these ions was dominant at the initial radiation
field state. However, this is not the case for Si XII, Si XIII, and Fe XIII. These ions are
formed when the flux is turned on.
Even after the IF has propagated through the cloud, meaning the cloud has

64

Chapter 4. RESULTS AND DISCUSSIONS

log[ion fraction]

0 CV
___ Initial equilibrium
1
___ Time evolution
2
___ Final equilibrium
3

0 C VI
1
2
3

4

4

5
14.6

15.0

15.4

5
14.6

15.8

0 O VII

0 O VIII

1

1

2

2

3

3

4

4

5
14.6

15.0

15.4

15.8

5
14.6

log[r(cm)]

15.0

15.4

15.8

15.0

15.4

15.8

F IGURE 4.7: Evolution of ion fraction profiles in WA for model 73. The
x-axes represent the depths r in the gas from the illuminated face, and
the y-axes represent the ion fractions of different ions. The orange curve
represents the lower flux equilibrium, while the red curve represents
the high flux equilibrium. Each blue curve corresponds to the quantity
at an intermediate time during evolution.
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come to the photoionization equilibrium given by the changed flux, the ion fractions and temperature continue to evolve. However, this happens on a much longer
timescale, the thermal timescale. This leads to the darker blue band close to the final
equilibrium. In this band, the ion fractions no longer show the wave appearance,
and the shape of the ion fractions vs. position is nearly independent of time.

4.2.2

Temperature Profile and It’s Evolution

Figure 4.9 shows how the temperature in the WA changes at different positions
and times. The upper panel shows the evolution of the temperature profile. The initial equilibrium temperature is ≈ 1.5 × 105 K at the illuminated face of the cloud and
becomes slightly cooler as we move farther away from the illuminated face. This is
shown by the orange line. When the gas experiences a sudden flux change, the temperature of the gas also starts to increase towards the final flux temperature value.
The blue lines correspond to the temperature profile at the intermediate times of
evolution. The temperature starts to change when ejected photoelectrons are scattered and share the kinetic energy with other electrons. This has characteristic time.
For this model, the temperature starts to evolve at ≈ 105 s at the illuminated face.
The intermediate blue lines are distinct after a few initial lines. This is because the
gases are ionized at all depths, so the temperature evolves at more or less the same
rate.
On the other hand, the lower panel of figure 4.9 depicts how the temperature
changes over time at a particular depth in the cloud. The individual blue lines correspond to the different depths in the gas. The one on the top is at the illuminated face
of the gas. The initial temperature at the face is ≈ 1.5 × 105 K. It is seen that the temperature did not change up to about 105 s. Then it increases rapidly to reach the final
flux equilibrium temperature, which is ≈ 2.5 × 105 K for this model and remains at
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F IGURE 4.9: The top panel shows the temperature (T) vs. depths (r)
from the illuminated face of the cloud at various times during its evolution. The orange, blue and red lines correspond to initial, time evolution, and final temperature profiles. The bottom panel is the temperature (T) vs. time (t). The various line corresponds to the various depths
in the cloud from the illuminated face of the cloud.
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this value for the remaining time. The transition edges of the blue lines are shifted
towards a longer time if we move deeper in the cloud. This means the temperature
starts to evolve later in time with increasing depth in the cloud. The delay primarily
comes from the light travel time and the heating timescale. The heating timescale
is different at different zones because the radiation is absorbed and diluted deeper
in the cloud yielding lower photoionization rates. The temperature evolves over a
much longer timescale (≈ 107 s) than the photoionization timescale (≈ 104 s) at the
illuminated face of the cloud. The photoionization timescales can be seen in figures
4.10 and 4.11.

4.2.3

Evolution of Ion Fractions

The evolution of the ion fractions can also be visualized by plotting them
against time. Figures 4.10 and 4.11 illustrate this for model 73. The individual lines
within each panel correspond to the time evolution at a particular spatial point in
the cloud. We have taken different spatial points to visualize how these quantities
change over time. The line which starts to evolve the earliest corresponds to the ion
fraction at the illuminated face of the cloud. The point next to the face of the cloud
is at about 4.7×1014 cm, and the rest of the points are separated by ∆log(r ) ≃ 0.3.
Figures 4.10 show the time evolution of C V, C VI, O VII, and O VIII ions, and
4.11 shows for Si XII, Si XIII, Fe VII, and Fe XIII ions. The equilibrium timescale is
determined by the photoionization timescale, which is the inverse of the photoionization rate and different for each ion in the illuminated face of the cloud. Whereas
they begin to evolve deeper in the cloud at a time sum of two timescales 1) light
travel timescale and 2) photoionization timescale. Ions such as C V, C VI, O VII,
O VIII, and Fe VII initially have larger fractions and decrease at later times. The ion
fractions increase with time for Si XII, Si XIII, and Fe XIII ions.
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F IGURE 4.10: Ion fractions vs. times in the WA for a model 73. The
different blue lines correspond to the different depths (r) in the cloud
from the illuminated face.
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F IGURE 4.11: Same as in figure 4.10 but for different ions.
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The shape of each curve is determined mainly by the response of the gas to
the changed radiation field. This is characterized by the propagation time and the
photoionization timescale. At late times, photoionization and recombination rates
balance each other, and the ion fraction remains approximately constant for some
time. All the ions show slight evolution even after photoionization equilibrium because of the change in the temperature, which increases the collisional ionization in
the gas. This effect is seen at a longer timescale ∼ 106 to 107 s. Once the gas attains
the thermal equilibrium, the ion fractions remain constant for the remaining time.

4.2.4

WA Spectrum and It’s Evolution

The specific luminosities Lε presented here are in the unit of erg s−1 erg−1 [× 1038 ].
The units of εLε are erg s−1 . Model 73 and 74 were run for 109 s, model 75 for 105 s,
and model 76 for 1010 s.
Figure 4.12 shows the time evolution of WA spectra for representative
models. The free parameters for those models are listed in table 3.1. Model 73, 74,
and 76 have the same density of 107 cm−3 but different ionization parameters and
column density, while model 75 is a high density of 1011 cm−3 . These models display
four primary absorption features: the lowest is the absorption edge at ≈ 13.6 eV,
corresponding to hydrogen ionization. The second edge comes from He II ≈ 54.6 eV.
The third edge feature, near ≈ 300 eV, comes from a combination of absorption from
several ions of carbon, silicon, and iron; the fourth edge comes from the ionization
of O VII at ≈ 740 eV and O VIII at ≈ 870 eV. In some spectra, the Si K edge is
apparent near 2 keV when it reaches the final flux equilibrium. Models 74 and 75
have the same ionization parameters, greater than models 73 and 76, thus giving
shallower absorption edges. The energies of these edges are binned into our rather
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F IGURE 4.12: Time-dependent WA spectra for four models: 73, 74, 75,
and 76 for a step incident flux. The orange curves represent the low flux
equilibrium spectra, the red curves represent the high flux equilibrium
spectra, and the blue curves represent the time evolution spectra. The
y-axes represent the transmitted luminosities (εLε ), and the x-axes represent the photon energies (ε). The units of εLε are 1038 erg s−1 . Model
73 and 74 were run for 109 s, model 75 for 105 s, and model 76 for 1010 s.
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crude bins, approximately 100 eV wide at 1 keV, and this limits the precision of the
energy scale for these plots.
The orange and red lines correspond to the initial and final flux equilibrium
spectra as in the previous figures. Model 73, 74, and 75 constitute the spectra from
models where the initial incident flux is increased by a factor of 3. In contrast, model
76 was calculated for a step-down in incident ionizing flux by the same factor. The
blue lines represent the spectrum at intermediate times during the evolution. Since
we have logarithmic time grids, we can see only two distinct intermediate spectra.
All others overlap at earlier or later times at all energies except at the third edge. The
first intermediate blue spectrum close to the orange spectrum is at time ≈ 2.4 × 105 s,
and the other near equilibrium (red) spectrum at ≈ 4.1 × 105 s for all models 73 and
74. The spectra before this time overlap the initial equilibrium curve because of the
light travel time plus characteristic photoionization time. The evolution timescale,
however, is shorter for the high density (1011 cm−3 ) model 75. The two distinct
intermediate blue spectra are 52 s and 66 s. The prominent blue band in the ∼300 eV
edge in models 74 and 75 is due to the slower evolution of the iron ions in the range
Fe XII – Fe XV owing to the longer timescale of temperature evolution.
The convergence of the spectrum is mainly guided by the photoionization time
and contributed by the heating and cooling timescale. Once the gas reaches the photoionization equilibrium, the spectrum comes close to the final equilibrium spectrum. The slight change comes from the evolution of ion fractions due to temperature evolution. The spectra are fully converged when the gas comes to the thermal
equilibrium. Later, some new absorption features appear at high energy because of
the increased ion fraction of higher ionization stages. This is visible for models 74
and 75 at final flux equilibrium spectra.
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The time evolution of spectra is due to the combination of time-dependent
radiative transfer and the evolution of ion fractions. The evolution occurs at the absorption edges and lines. The ion fraction constantly changes over time when the
gas experiences the change in the incident ionizing flux. Hence, the column density
of absorbing species changes until it reaches equilibrium. The absorption spectrum
is the direct result of the optical depth. Since the number density of ions responsible for absorption changes over time until it comes to the equilibrium, the spectrum
changes over time too until it converges to the final incident flux equilibrium spectrum.

4.2.5

Comparison of TDP Spectra with Equilibrium Spectra

Figure 4.13 illustrates how the equilibrium spectra are different from the spectra considering time-dependent calculations using model 74. The left column shows
spectra from equilibrium calculations for various incident ionizing fluxes: the initial flux, 8.5 × 107 erg s−1 cm

−2 ,

the final flux, 1.7 × 108 erg s−1 cm

age of these two, 2.6 × 108 erg s−1 cm

−2 .

−2

and aver-

The column on the right comes from

the time-dependent calculation and shows representative spectra at three different
times; 2.0 × 105 s, 8.4 × 105 s, and 6.2 × 108 s, respectively, from the top during evolution. Looking at these equilibrium and time-dependent spectra, it is seen that they
are apparently different from one another before they converge to the final equilibrium spectrum.
Looking at the first panel of the right column of the figure 4.13, the spectrum
remains unchanged until 2.0 × 105 s. At the time 8.4 × 105 s, the increased incident
flux has arrived at the back of the cloud. This is essentially due to a light crossing
time. The time-evolving spectra which are shown in the second panel of the right
column are different from all of the equilibrium spectra of the left column. Even
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F IGURE 4.13: Comparison of equilibrium spectra with TDP spectra for
a model 74. The left column shows the spectra with absorption edges
for different incident ionizing fluxes considering the equilibrium state
case. The right panel is an instantaneous spectrum obtained at three
different times during the evolution. The units of εLε are erg s−1 in yaxes.
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though the shape looks somewhat similar between the second panel on the left with
the second panels of the second column, the depth of the absorption edges and continuum are significantly different. The TDP spectra keep evolving owing to the fact
that the optical depth is changing in the gas and converge to the final flux equilibrium spectrum. This can be seen in the last row of figure 4.13. This clearly indicates
a need for a time-dependent calculation for these conditions. Furthermore, it shows
that fitting a family of equilibrium model spectra to observations of a naturally timevarying WA will not lead to fitting the correct parameters.

4.2.6

Time Variation of Specific Luminosity at Different Depths in
WA

More details about the behavior of the transmitted flux are shown in figure
4.14. This shows the time variation of the luminosity at particular photon energies at
different positions in the cloud for models 74, 75, and 76. This figure includes three
columns for three models, and each column contains four panels. The illuminated
face of the cloud is at ≈ 3.2 ×1017 cm from the central ionizing source model 74.
The size of the cloud is ≈ 1.6 × 1016 cm. When we look at 3.5 × 1015 cm deep from
the illuminated face, which is small in comparison to the location of the gas from the
ionizing source, we see the variation as shown in panel 1. Different lines correspond
to different energy values of the predicted spectrum. For example, the blue dash
curve represents 14.2 eV, which is close to the ionization threshold of the hydrogen
atom. The plot shows that it starts to evolve only at ∼ 105 s due to the light travel
time from the illuminated face of the cloud.
The absorptions are uneven for different energy values because the absorption
cross-section is energy-dependent. The photons with energy 327.6 eV are absorbed
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F IGURE 4.14: Time variation of specific luminosity for ten different
energies at different depths as transmitted within the cloud noted by
value in cm appearing in box. The left panel shows the time evolution
for model 74, the middle for model 75, and the right for model 76. The
units of εLε are 1038 erg s−1 in y-axes. X-axes represent the t in s.

78

Chapter 4. RESULTS AND DISCUSSIONS
more efficiently by the gas. The flat part of the curve represents the low flux equilibrium state of the cloud. The slope represents how the optical depth changes in the
gas between this point and the illuminated face of the gas. The ionization stage of
the gas starts to change and becomes transparent for some energies while it may be
opaque for other energies. However, the rate of change of optical depth is different
for different photon energies. If we let the gas evolve for a long time, the specific
luminosity value converges to the higher flux equilibrium.
The evolution of the specific luminosity at depths ≈

≈

7.9 × 1015 cm,

1.0 × 1016 cm, and ≈ 1.6 × 1016 cm are shown in the second, third, and

fourth panels respectively. Even though the shape of the curve looks similar, they
are different in their transition from the initial to the final equilibrium value, the
amount of absorption, and the equilibrium time. Looking at the second panel, it
takes ≈ 2.3 × 105 s to reach the depth of 7.2 × 1015 cm, and hence the luminosity
increases later than in the top panel 1. In the same way, it takes ≈ 3.3 × 105 s in the
third panel and ≈ 5.3 × 105 s in the fourth panel. This is all due to light travel time.
The amount of absorption also increases in the subsequent panel as column density
increases if we go deeper into the cloud. Each plot at a different depth results from
the time evolution effects of the gas in front of it.
The middle column of fig 4.14 shows similar behavior as in model 75, but with
a greatly differing timescale. Model 75 has n H of 1011 cm

−3 ,

ionization parameter

ξ ∼ 100 and source ionizing luminosity of 1044 erg s−1 . This parameter sets the gas
dimension to be ≈ 1.6 × 1012 cm, much thinner than the other models. The cloud,
in this case, is at ≈ 1.0 × 1015 cm from the central ionizing source. The evolution
pattern of light curves at all depths is similar to model 74. The only difference is
the light travel time or the propagation time, which is ≈ 17 s for the first panel and

≈ 53 s for the last panel. Going from a lower flux equilibrium value to a higher one
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TABLE 4.1: The response time (t1/2 ) in s at different photon energies for
different WA models. The boldface numbers are the model name.

Energy
(eV)

Model

13 33 73 93 14 34 74 94 15 35 75 95
log(response time[t1/2 ]) in s
14.3
5.5 5.7 5.4 5.6 5.7 5.9 5.6 5.9 1.7 1.9 1.7 1.9
59.3
5.5 5.8 5.5 5.7 5.7 6.0 5.7 5.9 1.8 2.0 1.8 1.9
271.0 5.5 5.8 5.5 5.7 5.7 6.0 5.7 6.0 1.8 2.0 1.8 1.9
328.0 5.4 5.8 5.5 5.7 7.2 7.9 6.3 6.8 3.0 3.7 2.2 2.7
436.0 5.4 5.7 5.5 5.6 6.4 7.5 5.8 6.6 2.0 3.3 1.9 2.5
579.0 5.4 5.7 5.4 5.6 5.7 6.0 5.7 6.0 1.8 2.0 1.8 2.0
770.0 5.4 5.7 5.4 5.6 5.6 5.9 5.6 5.9 1.7 1.8 1.7 1.8
847.0 5.6 5.8 5.5 5.7 5.7 5.9 5.6 5.9 1.7 1.8 1.7 1.8
931.0 5.6 5.9 5.6 5.8 5.8 6.0 5.7 6.0 1.8 2.0 1.8 2.0
1020.0 5.6 5.9 5.6 5.7 5.7 6.0 5.7 6.0 1.8 2.0 1.8 1.9

16 36 76 96
5.6
5.5
5.5
5.6
5.6
5.6
5.6
5.6
5.5
5.5

5.7
5.6
5.6
5.7
5.7
5.7
5.7
5.7
5.6
5.6

5.7
5.6
5.6
5.7
5.7
5.7
5.7
5.7
5.6
5.6

5.6
5.5
5.5
5.6
5.6
5.6
5.6
5.6
5.5
5.5

is about 1000 s. If we compare this timescale with model 74, we see that Model 75
has a higher n H by order of 104 ; hence, the response time is shorter by a comparable
factor.
The third column of figure 4.14 is for model 76, which corresponds to the stepdown model. Free parameters are given in the table 3.1. This sets the cloud size to
be at ≈ 1016 cm from the ionizing source. The gas is initially exposed to a high flux.
When we suddenly lower the incident flux at the illuminated face of the cloud by a
factor of 3, the gas starts to recombine, and gas becomes optically thicker over time.
Hence the transmitted luminosity decreases as time passes. For a step-down model,
the equilibration time is fixed by the recombination and cooling timescale, which
is longer than the photoionization equilibration timescale and heating timescale.
Hence this model is still evolving at some energies even after 108 s.
A convenient way to describe the response of a model cloud to a sudden
change in the flux is to define a quantity we call response time. This is defined
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as the time it takes for a quantity describing the model to reach a halfway value between the initial and final equilibrium values in the light curve. This conveniently
describes how the light curve at a given energy and location in the cloud evolves
from lower equilibrium to higher equilibrium. Table 4.1 gives these timescales for
the 16 WA models defined in table 3.1. We find the response time at all energy values for models 13, 33, 73, and 93 approximately the same. However, the response
time at energy 327.6 eV and 435.6 eV for models 14, 34, 74, and 94 are significantly
longer than the values at other energies. These energy values are close to the ionization thresholds of Fe XII - Fe XV. These atoms have a complicated structure, so the
interaction with light is slower. Also, these absorption edges result from combined
absorption coming from a series of ions of different elements and hence take longer
to come to equilibrium. In addition to this, the temperature change has an impact
on the evolution of these ions. The response time (t1/2 ) for model 74 is ≈ 2.0 × 106 s
for ≈ 328 eV and ≈ 6.3 × 105 s for ≈ 436 eV in comparison with ≈ 4.4 × 105 s for

≈ 14 eV and ≈ 5.5 × 105 s for ≈ 931 eV.
The response times are key parameters for analyzing the time-resolved spectrum. The energy band at which the gas responds the slowest can be used to investigate the time evolution of the spectrum, and from there, we can figure out the density of the gas. These bands are helpful because we can see the evolution even at low
time resolution. As seen in the table 4.1, the spectra around 320 eV evolve slower.
This means the atoms and ions or a combination of them are evolving slower.

4.2.7

Power Spectrum for Step-Up Flux

A convenient way of analyzing time-dependent phenomena is via the Fourier
transform. We have performed the Fourier analysis of specific luminosity as a function of time at different energy values. The equation defining the Fourier transform
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of a function f (t) is given by,
1
f (ν) =
2π

Z ∞
−∞

f (t)e−iωt dt

(4.1)

In our case, f (t) and f (ν) would be Lε (t) and Lε (ν), where Lε (t) is the specific luminosity at energy value ε as function of time in the transmitted spectrum.
Figure 4.15 shows the Fourier transform of specific luminosity vs. time curve
at two different photon energy values ≈ 14 eV and ≈ 14 eV of the last panel of the
first column of figure 4.14. The first panel of this figure is the Fourier transform
of an ideal step-up specific luminosity vs. time curve. This is presented here only
for comparison. The highest frequency parts show some noises in all panels due to
insufficient sampling points in small times. All the curves in this figure show which
frequency carries most of the power in the spectrum. For example, for a curve at

≈ 14 eV, most of the power is in relatively high frequencies meaning the flat region
extends to ∼ 10−5 hz with amplitude ≈1. However, for ≈ 327 eV, most of the power
is in low frequencies, mostly in < 10−7 hz. Figure 4.15 shows that time-dependent
effects introduce a ’knee’ in the curve at the characteristic timescales associated with
atomic processes in the power spectrum of variability in the WA edge features.
A warm absorber will behave as a low pass filter when applied to the variable
signal from the central source. The central source in most AGN varies on a broad
range of timescales with an approximate power-law distribution in the power density spectrum [93, 95]. If the flux from the central source varies slowly, then the
WA gas has enough time to respond to the changes. Hence, the WA response will
be similar to the time variability of the flux from the central source. If the central
source’s variability timescale is short compared to the response time, the WA will
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F IGURE 4.15: Fourier transform of the specific luminosity at different
photon energies for a model 74. The units of εLε are erg s−1 in y-axes.
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not have enough time to adjust to the changes. The WA variability will then be calculated as the average over the variability of the central source flux. This response
behavior of the WA and its imprint on the time variability of the central source can
be detected by comparing observed WA power spectra with synthetic power spectra. Such synthetic spectra can be constructed by constructing the ’transfer function’
[18], which is the ratio of the power spectrum of model WAs to the power spectrum of the assumed illuminating radiation light curve. This can then be convolved
with real AGN continuum flux variability power spectra to determine the synthetic
WA power spectra. This could be future work based on the calculation we have
performed.

4.3

WA Model with Flaring Incident Light Curve
We have discussed how the photoionized gas responds to the sudden increase

or decrease in the ionizing flux in the previous sections. However, sudden change in
the incident flux is not a realistic model. As mentioned in the introduction section,
the ionizing flux varies in an irregular pattern. Therefore, we could see spikes in the
luminosity of different magnitudes (ranging from a few factors to orders of magnitude) in the light curve. In this section, we model such a spike as a single flaring
light curve and present how this affects the WA gas.
Model 73 is run with a final time of simulation 108 s, 50 energy grid points, 100
time grid points, and 10 spatial grid points to investigate the properties of the WA
gas. The results are described below.
Figure 4.16 is a model flaring light curve that incident on the WA gas. The flux
starts to increase at around 20 s. It reaches a maximum flux value which is a factor of
10 greater than the initial minimum flux, and remains for one-third of 104 s at high
84
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F IGURE 4.16: Figure showing the flaring incident light curve on the
illuminated face of the cloud. The variability timescale is 104 s. The
incident ionizing flux changed from minimum to maximum by a factor
of 10.

flux. After that, it decreases and reaches the minimum flux value again. The time it
takes starting from the initial minimum to reaching the maximum and returning to
the minimum value is called the source variability (tvar ) time, which is equal to 104 s
for the light curve we considered. The minimum flux value is 4.0 × 107 erg s−1 cm−2
and the maximum value is 4.0 × 108 erg s−1 cm−2 . By comparison, the X-rays in
NGC 4051 are shown to vary as in the figure 1.7, which varies more often and is
less likely to have stable flux for a long time. The apparent asymmetry in time is an
artifact of our logarithmic time binning.
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F IGURE 4.17: Ion fractions vs. depths r for a flaring incident light curve
for a model 73. This is obtained by using the equilibrium calculation.
The red-dotted and orange lines represent the ion fractions corresponding to the flux at starting and final time points of the computation,
while the blue lines represent the ion fractions for flux at intermediate
time points. The x-axes represent the depths r in cm from the illuminated face of the gas.

4.3.1

Equilibrium Ion Fractions at Different Times and Locations

Figure 4.17 shows the variation of ion fractions with depths in the cloud for
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F IGURE 4.18: Equilibrium ion fractions vs. time (t in s) for the flaring
incident light curve for model 73. Each blue line corresponds to the
particular depth in the gas. The curve with the lowest ionfractions at
the starting time is at the illuminated face of the gas.

some representative ions C V, C VII, O VII, and O VIII. These are obtained from
equilibrium calculations by using the flux value at different times, as shown in the
light curve 4.16. The color codes are described in the figure. Ion fraction is initially
given by the orange line, which is overlapped by the red dotted line. When we
move at a higher time, the flux increases, the ion fraction decreases, remains low for
some time and comes back towards the red line. The ion fraction corresponding to
intermediate flux is drawn in the blue lines. The value of the ion fraction depends
only on the incident flux and the depth of the gas. It does not rely on time. X-axes
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in the figure 4.17 are the distances in the cloud from the illuminated face, denoted
by r.
Figure 4.18 shows how the ion fraction changes over time at a different location
in the gas. The time is taken only for reference. Actually, the flux is changing over
time. There is no role of time in equilibrium calculation. The ion fractions at all
depths follow the pattern of changing in the incident flux at the illuminated face of
the cloud. This is why time is drawn on the x-axis.

4.3.2

TDP Calculation of Ion Fractions

Figures 4.19 and 4.20 illustrate how the ion fraction profiles evolve in a WA gas
for some representative ions such as C V, C VI, O VII, O VIII, Si XII Si XIII, Fe VII, and
Fe XIII. The initial equilibrium ion fractions are given by the orange line, which is
overlapped and hidden under the final flux equilibrium ion fraction curve in dotted
red color. Due to the absorption of the ionizing radiation field, the photoionization
rate becomes smaller at larger depths, and hence ion fraction evolves more at the
face than at the back of the cloud.
All of the ions evolve very little in the gas at all depths compared to the equilibrium. O VII and O VIII evolved relatively less than the other ions. The reason
behind this is simply the gas did not have enough time to be ionized for the flaring
light curve of 104 s variability timescale. While ions are evolving, the flux starts to
go down again, leading the ion fraction to follow the change. Each blue lines blend
while evolving and correspond to a different time. This certainly has an impact on
the spectral evolution too. The absorption edges evolve only a little in proportion
with the ion fraction.

88

Chapter 4. RESULTS AND DISCUSSIONS

log[ion fraction]

0 CV
___ Initial equilibrium
1
___ Time evolution
2
..... Final equilibrium
3

0 C VI
1
2
3

4
5

4
15.0 15.2 15.4 15.6 15.8 16.0

5

15.0 15.2 15.4 15.6 15.8 16.0

0 O VII

0 O VIII

1

1

2

2

3

3

4

4

5

15.0 15.2 15.4 15.6 15.8 16.0

5

15.0 15.2 15.4 15.6 15.8 16.0

log[r(cm)]

F IGURE 4.19: Evolution of the ion-fraction profiles in the cloud for different ions for a flaring incident light curve. The red-dotted and orange
lines correspond to the initial and final flux equilibrium ion fractions.
Each blue line corresponds to different time points during the evolution. The x-axes represent the depths (r) in the gas from the illuminated
face of the cloud.
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F IGURE 4.20: Same as in figure 4.19 but for different ions.
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F IGURE 4.21: Figure showing ionfractions vs. times (t in s) at various
depths in the cloud for a flaring incident light curve. The curve that
evolves earliest is at the illuminated face of the cloud.
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F IGURE 4.22: Same as in figure 4.21 but for different ions.
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Figures 4.21 and 4.21 illustrate how the ions evolve at different depths in the
cloud and how the ionization wave moves inside the WA gas. As expected, the gas
near the illuminated face of the cloud starts to evolve earlier because it receives the
increased incident flux at first. This curve is the one with the highest amplitude in
the figures 4.21 and 4.22. The amplitude of these curves decreases if we go deeper
into the cloud because of the lower photoionization rate deeper in the cloud due
to the absorption of ionizing radiation. The gases at the back of the cloud evolve
very little compared to those at the illuminated face. The curves are asymmetric
and have a long tail due to a longer recombination time than the photoionization
time. The peaks are shifted towards higher times essentially due to light travel and
photoionization time.

4.3.3

Temperature Profile and It’s Evolution

The temperature changes very little in the gas in terms of time and location.
This is shown in the figure 4.23 and 4.24. Figure 4.23 compares how temperature
evolves at different depths in the gas with equilibrium and time-dependent calculations. Obviously, the temperature follows the flux changing pattern in the case of
equilibrium calculation. The temperature with initial incident flux is about 105 K
and reaches over a million K at the peak of the flux. However, the temperature did
not evolve in the case of time-dependent calculation because the heating timescale
is ≈ 106 s for this model, but the flare stays at a high value for ≈ 104 s. The temperature evolution at different depths from the illuminated face (r) can also be seen
by plotting temperature vs. time, as shown in the figure 4.24. The left panel is temperature vs. time for equilibrium calculation, and the right panel corresponds to the
TDP temperature. The TDP temperature nearly remained at the initial value at all
the depths in the cloud.
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calculation for a flaring incident light curve.

4.3.4

WA Spectrum with Flaring Incident Light Curve

The spectra in figure 4.25 illustrate how the equilibrium and time-dependent
calculations produce different spectra from each other. The top panel shows the
spectra produced from the equilibrium approximations. When incident flux starts
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F IGURE 4.25: The top panel of this figure shows the equilibrium absorption spectra transmitted through the WA for a model 73 for a flaring incident light curve shown in figure 4.16. The different blue lines
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correspond to the various time points during the evolution. These blue
spectra are separated by ∆log(t) ≃ 0.07 for both panels. The units of
εLε are 1038 erg s−1 in y-axes.
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to increase, the transmission also increases. Also, the depth of the absorption edges
starts to decrease because the ion fraction of the absorption species decreases with
increased flux due to ionization. When the flux is at maximum, almost all the absorption species are fully ionized, and hence light at nearly all wavelengths passes
through it without or with minimal absorption. The absorption edges that were seen
for lower incident flux disappeared. However, some other edges at higher energy
start to appear. This is because higher ionization stages are produced at the greatest incident flux. This is seen in some of the spectra on the top of the upper panel
of figure 4.25. Then the spectrum remains at a higher flux regime for some time
(one-third of tvar ) and starts to come down when the incident flux starts to decrease.
There are some bold blue lines in the middle part of the equilibrium spectrum if we
look carefully. This is because the spectra overlap as the incident flux decreases.
The bottom panel of the figure 4.25 shows the time-dependent spectra coming
out of the WA. This is different from the equilibrium spectra. First, the spectra are
never reached to the point where the absorption features are gone, which occurs in
the equilibrium state. Instead, almost all the spectra remain in the low flux regime
for the whole time. When flux starts to change to higher value, the ion starts to be
ionized (the characteristic photoionization timescale dictates this process) as shown
in the figure 4.19 and 4.20. When flux reaches and remains at the maximum of
about 3000 s, the absorption species are gradually ionized, and gas starts to become
transparent. At this point, the spectrum starts to shift upward.
Light crossing time depends on the size (thickness) of the gas. For example,
model 73 has a thickness of 9.0 × 1015 cm. The light crossing time, in this case,
would be about 3.0 × 105 s. During this time, even if the flux changes at the illuminated face, the transmitted spectrum stays the same. It takes ≈ 3.0 × 105 s for
the spectrum to emerge from the cloud. By this time, the flux at the illuminated
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face of the cloud has already settled to a minimum value. The TDP spectra evolve
very little in comparison to the equilibrium spectra. The variability timescale of the
ionizing source is too short for the gases to respond to it.

4.4

TDP Modeling as a Density Diagnostic of WAs
In this section, we present how time-dependent calculations can be used as

density diagnostics in the case of WAs. Moreover, this method could be applied to
other kinds of emitting and absorbing gases in AGN such as broad emission-line
region (BLR), narrow emission-line region (NLR), etc. The equilibrium time varies
depending upon the types of ion and the gas density, n H . Looking at the time of
evolution, we calculate the photoionization equilibrium time, which is used to figure out the density of the gas for step-up flux. The same definition and method are
adopted in the case of recombination processes. The recombination timescale determines whether a time-dependent calculation is important or not for the step-down
model. In other words, for the step-up flux, the photoionization timescale determines the equilibrium timescale, whereas the recombination timescale determines
the equilibrium timescale for the step-down flux. The gas comes to complete ionization equilibrium when the temperature reaches the equilibrium value. However,
the effect of temperature is much less in the evolution of ionfractions compared to
photoionization and recombination. How the variability timescale can affect the
response of the gas is summarized as follows:
1. If the photoionization and recombination timescales are shorter than the variability timescale, the gas tends to remain in the equilibrium state.
2. If the photoionization and recombination timescales are long compared to the
variability timescale of the ionizing source, the gas remains in a steady state
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since the gas does not have enough time to respond to it. In this case, the
variation of the ionizing source does not affect the ionization structure of the
gas.
3. If the variability timescale is comparable with the recombination timescale, the
gas responds to the ionizing luminosity but the response is lagged to the ionizing light curve. These states are called the delayed state. The time-dependent
calculation is essential in this condition.
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F IGURE 4.26: Ionic concentration of O VIII ion at different times (t) of
evolution for various gas densities, n H . The y-axis represents the ionic
concentrations in the unit of 10−4 and the x-axis represents the times
during the evolution in the unit of 104 .

Figure 4.26 shows how the ion concentration of O VIII varies with time for different n H at the face of the WA for the incident flux light curve shown in fig 4.16. The
darker blue color curves correspond to the lower n H , while the ion concentrations
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for increased n H are represented by red colors. The bold dashed red line represents
the ion concentration coming from the equilibrium calculation.
The gas with number density 104 cm−3 has both photoionization and recombination equilibrium timescales long compared to the variability timescale. Hence the
gas did not respond to the incident flaring light curve. This is purely a steady state.
When the n H increases, the gas starts to respond to the changes in the incident ionizing flux. For the n H of 3.2 × 106 cm−3 and 107 cm−3 , the ion concentration changes
in a peculiar way. The ion starts to evolve but did not have enough time to reach
equilibrium. Also, we can see the long tail for the intermediate gas densities. This
is because the recombination timescale is longer than the photoionization timescale
for the lower gas densities. These are called the delayed states.
The gas with a higher n H such as 109 cm−3 or greater for this model shows ion
concentrations overlapping with the equilibrium states. This is because the ionization and recombination timescales for denser gas are much shorter; hence, the gas
has enough time to respond to the flux change.
Figure 4.27 and 4.28 show the model spectra transmitted through of WAs having different gas densities (n H ), but same ionization parameters (ξ) and column densities (NH ) . We included only H, He, C, and O in this simulation. The ionization
parameter ξ is 50, the lower flux value is 4.0 × 107 erg s−1 cm−2 and the higher is
4.0 × 108 erg s−1 cm−2 , and column density 9.0 × 1023 cm−2 .
The left columns of both figures are the spectra from the WA with different
gas densities using the equilibrium approximation. The first edge of the spectra
comes from hydrogen, the second comes from helium, the third (small one) from
carbon, and the fourth comes from oxygen. Spectra on the right-hand side of this
figure come from the time-dependent calculations. The orange curve represents the
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initial flux spectrum, the red dotted curve represents the final flux spectrum, and
intermediate blue curves represent the time-evolving spectra.
The spectra coming from the absorber with n H = 108 cm−3 are more interesting.
In this case, the gas thickness is ≈ 9.0 × 1014 cm, and hence the light crossing time
is 3.0 × 104 s. The variability timescale of the flaring light curve is 104 s and the final
time of the run is 3.0 × 104 s. All of the timescales are comparable. Light just can
cross the absorber during this time, but these spectra do not match with the spectra
calculated using equilibrium approximation.

4.4.1

Observational Technique of Studying TDP Spectra of WAs

In this subsection, we present how TDP models can be applied to study the
WA spectrum to constrain the electron density of the gas using observational data.
Figure 4.29 shows the observed spectrum (black) and the model spectrum (red)
fitted using equilibrium calculation of XSTAR of NGC 3783. The data was observed
by the Neutron Star Interior Composition Explorer (NICER) mission. The spectrum
is produced for 100 s of observation. The red curve in the top panel shows the
XSTAR model spectrum fitted without any warm absorbers and the bottom is including warm absorbers. It clearly shows that fitting including WA is much better
than without WA. Figure 4.30 on the other hand is the same as described above but
produced using the data for 1000 s of observation.
The main difference between figures 4.29 and 4.30 is the time of observation.
The observation time determines the error in the data. The longer the time of observation smaller the error bar is. It can be seen that the WA can be detected and fitted
reasonably with an observation time of 100 s. This allows us to perform the timedependent analysis of the spectrum at time intervals multiples of 100 s or longer.
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F IGURE 4.29: Observed spectrum by NICER in black along with an
XSTAR model spectrum in red of NGC 3783. The observation time is
100 s. The top panel is a model spectrum without warm absorbers and
the bottom is including the warm absorbers.
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F IGURE 4.30: Observed spectrum by NICER in black along with an
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1000 s. The top panel is a model spectrum without warm absorbers,
and the bottom includes warm absorbers.
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Analyzing and comparing the time-resolved spectra of WAs would be useful
to constrain the densities ne of the absorber gases as below.
1. As mentioned in the equation 2.55, the equilibrium time depends on the electron density ne of gas.
2. The snapshots of transmitted spectra of WA can be produced in some interval
of time. This time interval is estimated by theoretical calculation of the equilibrium time of the ion that causes the spectral feature at the energy band we
are interested.
3. The equilibrium spectra are also produced in those time intervals.
4. For a flaring incident light curve, these equilibrium and TDP spectra start to
depart from each other when the gas receives the flare. When sufficient time
passes, these equilibrium and TDP spectra again start to overlap.
5. Following these patterns, we determine the equilibrium time of the ion causing
the absorption feature we are interested in.
6. Once we know the equilibrium time τeq , we can determine the electron density
ne of gas using equation 2.55.

4.4.2

TDP Calculations for Non-Constant Density Clouds

We have performed the TDP calculations considering the gas has a constant
density n H . This approximation is reasonable for the absorber having a relatively
small thickness. However, there are instances where n H can change throughout the
absorber gas. The density of the gas can be changed mainly due to two reasons: 1)
In the case of radiatively driven outflow, the gas may be compressed in the region
near the illuminated face of the gas. This causes the gases to have higher n H near
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the illuminated face and gradually decrease deeper in the cloud. 2) If the gas is in
pressure equilibrium, the gas will have a lower n H at the illuminated face and gradually increases deeper in the cloud since the gas would be at a higher temperature
at the illuminated face.
Considering the case where the gas is in pressure equilibrium, the gas at the
illuminated face will evolve slower than the gas deeper in the cloud. This implies
that the optical depth of the gas also changes at different timescales compared to
the constant density model. The gas opacity and the speed of propagation of ionization waves also change slower in the region near the illuminated face than the
constant density model predicted. In this case, the speed of the ionization front is
slower in the region near the illuminated face and decreases deeper in the gas. Since
the spectrum is the result of the cumulative effects of time integration of absorption of photons throughout the cloud and depends on the opacity of the absorbers
at various depths of the gas; they will differ from the constant density model. The
difference between the spectra considering constant density and pressure model primarily depends upon the density profile we consider in the model.
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Variations in the ionizing luminosity of the source is one of WA’s primary
sources of non-equilibrium conditions. However, dynamical causes, rapid adiabatic
expansion, or contraction could also cause the plasma to be out of equilibrium. It is
often assumed that the time-averaged conditions of the gas are well approximated
by the steady-state model corresponding to a mean flux. However, this assumption
seems doubtful since the response of a photoionized gas to changes in the ionizing
flux is nonlinear for low density (∼ 107 cm−3 ) condition. Consequently, we chose to
investigate the photoionization of astrophysical plasma as a function of time.
To examine non-equilibrium gas behavior, we developed a TDP code. Under
non-equilibrium conditions, a TDP modeling code can make quantitative predictions of the physical properties of a gas. In theory, this code can incorporate any
chemical element, from hydrogen to zinc. However, the time-dependent calculation
is extremely time-consuming, thus we have included only hydrogen, helium, carbon, oxygen, silicon, and iron. We have reduced the energy levels of atoms and ions
to just one ground, one ionized, and one bound excited state. We have performed
TDP calculation in two distinct scenarios corresponding to the H II region and AGN
warm absorbers. We investigated different cases of WAs based on the step up, step
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down, and flare light curves.
TDP modeling was achieved by simultaneously solving the coupled full timedependent differential equations of level population, heating and cooling, and radiative transport. This is different from some other time-dependent work where
they separately address the time-dependent radiative transfer equation [82, 91, 71].
An extensive study of photoionized gas was undertaken on a wide range of parameter space for the WA model. Our simulations reveal that time-dependent effects
are significant and distinct from steady-state solutions in terms of the physical state
of the absorbing gas and transmitted spectrum in the case of warm absorbers.
First, we implemented the time-dependent code in the H II region model with
density n H = 104 cm−3 and determined gas features such as ionization structure,
temperature profile, electron fraction distribution, and IF speed when the incident
flux at the illuminated face is suddenly increased by a factor of 10. 795 erg s−1 cm−2
and 7950 erg s−1 cm−2 are the initial and final incident fluxes, respectively, for this
model. The gas’s ionization structure changed as predicted. The fraction of neutral
hydrogen reached ≈ 10−5 , which was initially ≈ 10−4 , and O II decreased significantly at the illuminated face of the cloud. At the IF, the ion fractions changed
radically. The distance of IF from the ionizing source R for initial incident flux was

≈ 4.0 × 1015 cm, while R of the IF for increased incident flux was ≈ 2.5 × 1016 cm.
The temperature was initially ≈ 23,000 K and reached ≈ 50,000 K at the illuminated
face of the cloud. Due to the hardening of ionizing radiation, the temperature at the
IF surpassed the final equilibrium temperature near IF. Additionally, the movement
of IF was investigated and shown. The speed of IF was about 108 cm s−1 in the
region near the initial IF and gradually decreased.
Next, we deployed the TDP code for different WA models with two different
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gas densities, n H = 107 cm−3 and n H = 1011 cm−3 , and all the important physical
properties, including the emitted spectra and their time evolution, were explored.
The ionization parameter ξ for this model is 50. The flux changes from a lower
4.0 × 107 erg s−1 cm−2 to a higher one of 1.2 × 108 erg s−1 cm−2 . The ion fraction
converged to the final flux equilibrium value as expected. The evolution of ion fractions is mainly guided by characteristic photoionization timescale, which is different
for different ions and depths in the gas. For example, O VII has the photoionization
equilibrium time is ≈ 104 s. Most ion fractions change by a factor of a few to an order
of magnitude by the time the gas reaches thermal equilibrium. The gas temperature
did not change until around 105 s and reached the final equilibrium at around 107 s.
The initial and final equilibrium temperatures are ≈ 1.5 × 105 K and ≈ 2.5 × 105 K.
We calculated WA spectra and their time evolution for a range of model parameters. The models show the different spectra depending upon the incident ionizing
flux and column density. In the spectra, there are primarily four significant absorption edges: (1) H I at ∼ 14 eV, (2) He II at ∼ 55 eV, (3) O VII and O VII at ∼ 870 eV,
and (4) some other intermediate ion of carbon, silicon, and iron at ∼ 300 eV. The
absorption edges evolved on different timescales. Hydrogen and helium evolved
faster in comparison to the other two edges. Absorption edges evolved faster initially and more slowly as they approached equilibrium, i.e., the optical depth of the
gas changes more rapidly in the beginning and slower at later times. The spectra of
the step up and step down models evolved similarly but in the opposite directions.
Comparisons were made between the model spectra derived from equilibrium
and non-equilibrium calculations. The equilibrium spectra are produced for three
different incident flux values: initial, final, and the average of these two. Additionally, time-dependent spectra were obtained at three distinct stages in the evolution.
When non-equilibrium spectra begin to evolve, they do not match any equilibrium
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spectrum until the gas reaches final equilibrium. This strengthens the need for timedependent calculations in WAs.
We also investigated how different energy bands of the spectrum evolve at
different depths by taking step-up and step-down models into consideration. The
photons of different energies are absorbed non-uniformly deeper in the cloud. The
light curve evolved at a time guided by light travel time at various gas zones. The
spectral energy at ∼ 300 eV evolved more slowly than other energy bands and
took ∼ 107 s to come to the equilibrium value for n H = 107 cm−3 . In contrast it
took ∼ 103 s for n H = 1011 cm−3 . This demonstrates that high-density gas evolves
quicker than low-density gas by the ratio of their respective densities. For the stepdown flux model, the equilibrium time for energies such as ∼ 931 and ∼ 1020 eV
are ∼ 3.2 × 106 s which can be seen in the third column of figure 4.14.
Using Fourier transforms, the temporal variation of the ionizing source and the
absorption light curve may be examined. The Fourier transform analysis demonstrates that the energies in the spectra which evolve slower have greater power at
lower frequencies of ionizing source flux variability, whereas the energies which
evolve faster have lesser power at lower frequencies. For example, for photon energies at ≈ 14 eV, most of the power is in relatively high frequencies meaning the
power extends up to ∼ 10−5 hz with amplitude ≈1. However, for ≈ 327 eV, most
of the power is in low frequencies, mostly in < 10−7 hz. The WA acts as a low pass
filter applied on the source’s inherent power spectrum; this provides an additional
method for determining the parameter such as n H of the WA.
We investigated the properties of WA gas when exposed to a flaring light
curve with a flux factor of 10 and a variability timescale of 104 s. The gas properties such as ion fraction, temperature, and spectrum are deduced and compared
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to time-dependent equilibrium calculations. The gas’s non-equilibrium state deviates significantly from equilibrium. The ion fractions, gas temperature, and spectra
stayed in their original low flux state for most of the period. This is because the gas
did not have sufficient time to react to the increased flux. The variability timescale
directly affects the gas’s states and is crucial when analyzing the gas characteristics.
We applied the TDP algorithm on a variety of WAs with gas densities, n H ranging from 104 cm−3 to 1010 cm−3 but with the same ionization parameter for a flaring
light curve of variability timescale of 104 s. Observation of ion concentration of
O VIII showed that the low-density gas such as n H ∼ 104 cm −3 maintains a steadystate (initial state all the time), meaning the gas does not respond to the change in
the radiation field. This is because low-density gas has a significantly longer recombination time. Alternatively, high-density gas (n H ∼ 1010 cm−3 ) quickly responds to
the flux change and always remains at an equilibrium state. In contrast, the intermediate n H such as ∼ 107 cm−3 exhibits the delayed response, and the time-dependent
calculation is required to account for this effect.
Finally, we presented the observational fact that the warm absorbers can be
detected with reasonable accuracy in 100 s or so of observation integration time. We
have shown that the electron density ne can be determined by analyzing snapshots
of observed spectra of WA at different times.
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