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Notations
Méthodes
FE : élément fini – Finite Element.
FEM : méthode élément fini – Finite Element Method.
RB : base réduite – Reduced Basis.
RBM : méthode base réduite – Reduced Basis Method.
EIM : méthode dínterpolation empirique – Empirical Interpolation Method.
SCM : méthode des contraintes successives – Successive Constraints Method.
MsFE : élément fini multi-échelles – Multiscale Finite Element.
MsFEM : méthode élément fini multi-échelles – Multiscale Finite Element Method.
Géométrie et maillage
d : dimension géométrique d = 1, 2 ou 3.
Ω : domaine régulier de Rd.
n : vecteur normal unitaire de @Ω orienté vers l’extérieur.
Th : maillage du domaine Ω de taille caractéristique h.
nt : nombre d’élément contenu dans Th.
K : un élément de Th.
K̂ : un élément de référence (de même type que K).
FK̂,K : transformation géométrique de K̂ vers K.
Espaces fonctionnels
PN(K) : espace vectoriel des polynômes de degrès total inférieur ou égale à N sur K.
φ̂i : ime fonctions de base FE défini sur K̂.
φi : ime fonctions de base FE défini sur K.
⇠pri : i
me fonctions de base primale RB.
⇠dui : i
me fonctions de base duale RB.
L2(Ω) : espace des fonctions qui sont de carré intégrable sur Ω.
D↵v : la dérivée partielle généralisé de v au sens au sens des distributions.
Hk(Ω) : {v tel que D↵v 2 L2(Ω) , 8↵ tel que |↵|  k}.
WNpr : espace d’approximation RB primal.
WNpr : espace d’approximation RB dual.
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Aimants à haut champ
V : volts.
K : kelvin.
W : watt.
m : mètre.
S : Siemens.
u : potentiel électrique (V).
T : température exprimée (K).
σ0 : coefficient de conductivité électrique à température fixée T = T0 (S m−1).
σ(T ) : coefficient de conductivité électrique (S m−1).
k(T ) : coefficient de conductivité thermique (W m−1 K−1).
L : nombre de Lorentz.
↵ : ratio résistivité-température.
2 NOTATIONS
Introduction
De nombreux domaines de l’ingénierie requièrent de pouvoir résoudre numériquement
des équations aux dérivées partielles (EDP) modélisant des phénomènes physiques multi-
échelles. La particularité de ces phénomènes est de faire intervenir plusieurs échelles.
C’est le cas notamment lorsque nous voulons modéliser un phénomène de diffusion
thermique à l’intérieur d’un matériau composite. Quand les fibres d’un matériau sont
positionnées de manière aléatoire alors le coefficient de conductivité thermique peut subir
des variations. La nature hétérogène du matériau composite impose de prendre en compte
le comportement de la température dans les petites échelles, pour prédire de manière
précise le comportement "global" de la température au niveau des grandes échelles.
Figure 1 – Illustration d’un matériau composite. Source : http ://fr.wikipedia.org.
Il en est de même pour la modélisation d’écoulements en milieu poreux. Dans ce cas,
la perméabilité du milieu varie suivant l’échelle considérée.
Même avec les ressources de calcul actuelles, il peut s’avérer très difficile, voir im-
possible, d’utiliser les méthodes numériques standards telles que les méthodes des élé-
ments finis, volumes finis ou différences finies, pour discrétiser un domaine représentant
un matériau composite à la plus petite échelle. Cependant, pour beaucoup de problèmes
multi-échelles, il est suffisant de prédire le comportement macroscopique des propriétés
du système étudié, tels que le coefficient de conductivité thermique ou la perméabilité du
milieu.
Fonctions de base élément fini multi-échelles
Comme nous le verrons plus en détails dans le chapitre 6, il existe plusieurs méthodes
permettant de résoudre ces problèmes multi-échelles avec un coût de calcul raisonnable.
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Nous pouvons citer différentes méthodes : multigrille [21, 26, 130, 60], décomposition
de domaines [115, 116, 104, 34], homogénéisation [89, 109, 11, 38], variationnelle multi-
échelles [68, 69, 22], hétérogène multi-échelles [129, 1, 127, 128] ou encore élément fini
multi-échelles [67, 66, 46].
Nous avons choisi de nous intéresser à la méthode des éléments finis multi-échelles.
Cette méthode repose sur la prédiction du comportement de la solution – température à
l’intérieur d’un matériau composite ou écoulements de fluides à travers un milieu poreux –
à l’aide de la résolution du problème aux échelles macroscopiques, en ne faisant intervenir
les contributions des échelles microscopiques que de manière indirecte.
Pour simplifier, considérons uniquement deux niveaux d’échelles : macroscopique et
microscopique. Contrairement à la méthode élément fini, les fonctions de base de l’échelle
macroscopique sont les solutions de problèmes locaux, définis au niveau de l’échelle micro-
scopique. Chaque problème local est défini sur un seul élément géométrique du maillage
"grossier" associé à l’échelle macroscopique.
Nous allons proposer une nouvelle construction de ces fonctions de base de l’échelle
macroscopique. La clé de cette nouvelle construction repose sur l’utilisation d’une méthode
de réduction d’ordre pour approcher, de manière rapide et fiable, ces fonctions de base.
Nous verrons également qu’il est possible d’utiliser les nouvelles architectures permettant
d’utiliser à la fois les CPU – Central Processing Unit – et les cartes graphiques – Graphics
Processing Unit (GPU) – de manière efficace. En effet, autrefois les cartes graphiques
ne pouvaient effectuer que des opérations basiques, mais de nos jours ces cartes sont de
véritables atouts pour le calcul scientifique.
Pour mettre en place cette nouvelle construction des fonctions de base élément fini
multi-échelles, il est important d’avoir un framework robuste pour appliquer une méthode
de réduction d’ordre.
Framework base réduite
Plusieurs techniques de réduction existent. Une des méthodes les plus connues est la
décomposition orthogonale aux valeurs propres [77, 65, 59, 85] – Proper Orthogonal De-
composition (POD) –. Avec cette technique, le temps est considéré comme un paramètre
et des instantanés – snapshots – du champ inconnu sont obtenus numériquement ou via
des manipulations expérimentales. Ces instantanés sont des vecteurs sur lesquels est appli-
quée une décomposition aux valeurs propres. L’espace d’approximation est alors engendré
par les vecteurs propres associés aux plus grandes valeurs propres. L’étape de réduction
consiste alors en une projection sur l’espace d’approximation qui vient d’être construit.
Nous verrons dans le chapitre 2 qu’il est possible de coupler la POD avec une autre
méthode de réduction d’ordre : les bases réduites [101, 122, 123, 100, 103, 107] – Reduced
Basis Method (RBM) –. Dans le cas de problèmes elliptiques, la méthode des bases réduites
n’est pas couplée avec la POD, et l’espace d’approximation est engendré par différentes
solutions de l’EDP paramétrée considérée.
Une autre technique de réduction d’ordre est la méthode de décomposition propre
généralisée [8, 9, 36] – Proper Generalized Decomposition (PGD) – qui repose sur une
séparation de variables et une construction incrémentale de l’espace d’approximation.
Nous avons choisi la méthode des bases réduites comme technique de réduction d’ordre.
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Au cours de cette thèse un framework base réduite, supportant les architectures parallèles,
a été développé. Ce framework permet d’appliquer la méthode de réduction d’ordre sur des
problèmes stationnaires de type Navier-Stokes, mais également sur des problèmes multi-
physiques non-linéaires sur des géométries industrielles pour lesquelles le parallélisme du
framework est indispensable. Notons qu’il existe d’autres framework base réduite [90].
Cependant, le framework base réduite doit pouvoir s’appuyer sur un outil capable de
mettre en oeuvre des méthodes numériques pour résoudre les EDPs. La librairie Feel++
[95, 102, 97, 99] – Finite Element Embedded Language in C++ – va remplir cette fonction.
Feel++ : un outil pour le calcul scientifique
La librairie Feel++ fournit une interface C++ pour résoudre des systèmes d’EDPs en
1D, 2D et 3D via la méthode des éléments finis, combinée aux méthodes d’approximation
de Galerkin. Cette librairie a pour objectif de rassembler la communauté scientifique pour
la mise en oeuvre de méthodes numériques avancées et le calcul haute performance.
Dans le but de rester très proche des mathématiques lorsque l’utilisateur écrit la
formulation variationnelle de son problème, Feel++ propose un langage embarqué dans
le C++ , il s’agit du paradigme des DSEL – Domain Specific Embedded Language – .
Ainsi, la complexité des algorithmes informatiques est transparent pour l’utilisateur, tout
en gardant une large flexibilité et une vision claire des mathématiques
Pour la résolution des systèmes algébriques, Feel++ dispose d’une interface avec la
librairie PETSc [13, 12, 14, 114]. Combinée à cette puissante librairie de calcul, Feel++
offre un important choix de solveurs et de préconditionneurs qui peuvent être paramétrés
directement en ligne de commande. Pour effectuer un calcul aux valeurs propres généralisé,
Feel++ dispose également d’une interface avec la librairie SLEPc [64, 63].
D’un point de vue programmation informatique, Feel++ utilise le langage C++
avancé (métaprogrammation par templates) Ainsi, grâce à l’inférence des types, les nou-
veaux mots clés comme auto seront utilisés dans les exemples présentés dans cette thèse.
Feel++ utilise également plusieurs parties de la librairie C++ Boost [20].
Illustrons nos propos en regardant comment résoudre le laplacien 2D dans un carré
unité avec une approximation P3 (voir le code 1).
Listing 1 – Résolution du laplacien avec Feel++
#include <feel/feel.hpp >
int main(int argc , char**argv )
{
using namespace Feel;
Environment env(_argc=argc ,_argv=argv);
// definition du maillage et espace de fonction
auto mesh = unitSquare ();
auto Vh = Pch <3>(mesh);
auto u = Vh ->element ();
auto v = Vh ->element ();
// forme lineaire
auto l = form1(_test=Vh);
l = integrate(_range=elements(mesh),
_expr=id(v));
// forme bilineaire
auto a = form2(_trial=Vh,_test=Vh);
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a = integrate(_range=elements(mesh),
_expr=gradt(u)*trans(grad(v)) );
a+=on(_range=boundaryfaces(mesh),_rhs=l,_element=u,
_expr=cst (0.) );
// resolution du systeme algebrique
a.solve(_rhs=l,_solution=u);
// extraction des resultats pour la visualisation
auto e = exporter(_mesh=mesh ,_name="laplacian" );
e->add( "u", u ); e->save ();
return 0;
}
Note : si on remplace unitSquare() par unitCube(), ce code correspondrait à la résolu-
tion d’un laplacien 3D dans un cube.
Plan de la thèse
La première partie de cette thèse sera consacrée à la théorie. Nous commencerons
par rappeler, dans le chapitre 1, des notions préliminaires utiles pour la lecture de ce
manuscrit. Le chapitre 2 introduira en détails la méthode des bases réduites lorsque les
problèmes à traiter sont linéaires – elliptiques ou paraboliques – et qu’il est possible
d’avoir directement une décomposition affine en paramètres. Le chapitre 3 quant à lui
exposera la méthodologie à utiliser pour appliquer la méthode RBM à des problèmes
qui ne dépendent plus des paramètres de manière affine, et qui peuvent être également
non-linéaires. Le framework base réduite permettant également de traiter des problèmes
multi-physiques, nous verrons dans le chapitre 4 comment appliquer la méthode RBM à
ce type de problèmes. Le chapitre 5 mettra en avant les difficultés associées à la résolution
des problèmes avec non-linéarités quadratiques, via la méthode RBM et proposera une
technique de projection permettant de les résoudre uniquement dans un espace de dimen-
sion réduite. A ce stade, la méthodologie base réduite permettant de traiter aussi bien
des problèmes linéaires, non-linéaires, elliptiques, paraboliques, avec ou sans dépendance
affine en paramètres, ou encore possédant des non-linéarités quadratiques, aura été ex-
posée. Tous les ingrédients seront disponibles pour se tourner vers les problèmes de type
multi-échelles. La chapitre 6 exposera une nouvelle construction des fonctions de base
élément fini multi-échelles, basée sur l’utilisation de la méthode RBM.
Ensuite, une deuxième partie sera dédiée à l’implémentation du framework base ré-
duite. Tout d’abord nous présenterons l’architecture logicielle dans le chapitre 7, nous
verrons également que l’interface utilisateur a été pensée pour simplifier au maximum
l’utilisation du framework base réduite. Puis nous verrons comment est mis en oeuvre le
parallélisme du framework base réduite dans le chapitre 8.
Enfin, la dernière partie exposera les résultats numériques obtenus à l’aide du frame-
work base réduite. Le chapitre 9 montrera les résultats obtenus en utilisant la technique
de projection proposée dans le chapitre 5, sur un problème de type convection naturelle
dans une cavité. Le chapitre 10 montrera que le framework base réduite peut être utilisé
dans le cas de problèmes non-linéaires multi-physiques. Pour illustrer cette utilisation, une
étude paramétrique ainsi qu’une étude de sensibilité sur un aimant – utilisé au Laboratoire
National des Champs Magnétiques Intenses de Grenoble – sera présentée.
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Chapitre 1
Notions préléminaires
Commençons par un premier chapitre dédié aux notions préliminaires, utiles pour la
lecture de cette thèse. Dans un premier temps nous définirons les espaces de fonctions
qui vont nous fournir un cadre mathématique qui permettra d’appliquer la méthode des
éléments finis ou des bases réduites. Dans un deuxième temps, nous donnerons une défi-
nition de l’élément fini de Lagrange, qui est la brique de base autour de laquelle – pour
cette thèse – vont s’articuler l’approximation élément fini, mais également base réduite.
1 Espace de fonctions
Considérons Ω un domaine borné régulier dans Rd (pour d = 1, ..., 3).
1.1 Espaces de Lebesgue
En notant L2(Ω) l’espace des fonctions de carré intégrable sur Ω, nous avons
L2(Ω) =
n
v tel que
∣
∣
∣
∣v
∣
∣
∣
∣
L2(Ω)
<1
o
, (1.1)
où
∣
∣
∣
∣v
∣
∣
∣
∣
L2(Ω)
=
 
Z
Ω
v2
!1/2
. (1.2)
Plus généralement, un espace de Lebesgue Lp(Ω) , pour p ≥ 1, est défini par
Lp(Ω) =
n
v tel que
∣
∣
∣
∣v
∣
∣
∣
∣
Lp(Ω)
<1
o
, (1.3)
où
∣
∣
∣
∣v
∣
∣
∣
∣
Lp(Ω)
=
 
Z
Ω
∣
∣v
∣
∣
p
!1/p
, 1  p  1 et
∣
∣
∣
∣v
∣
∣
∣
∣
L1(Ω)
= ess sup
x2Ω
∣
∣v(x)
∣
∣. (1.4)
La borne supérieure essentielle – ou essential supremum – de la fonction v définie sur
Ω, notée ess supx2Ω v(x), est le plus petit des "presque majorants" de v. Rappelons que
si Cv est un presque majorant de v, alors l’ensemble
{
x 2 Ω, tel que v(x) < Cv
 
, est
inclus dans un ensemble de mesure nulle.
Tout espace Lp(Ω), avec p ≥ 1, est un espace de Banach et désigne un ensemble de
fonctions qui ne diffèrent que sur un ensemble négligeable.
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1.2 Espaces de Hilbert
Les espaces de Hilbert sont notés Hk(Ω), avec k un entier positif. Nous avons
Hk(Ω) =
n
v tel que D↵v 2 L2(Ω) , 8↵ tel que |↵|  k
o
, (1.5)
où D↵v est la dérivée partielle généralisée de v au sens des distributions. Pour le multi-
indices ↵ = (↵1, ..., ↵d) tel que ↵i ≥ 0 pour i = 1, ..., d, et pour tout x = (x1, ..., xd) 2 Ω,
nous avons
D↵ ⌘ @
↵
@↵
1
x1 ...@
↵d
xd
, et |↵| =
dX
i=1
↵i. (1.6)
Notons que le produit scalaire associé à Hk(Ω) est donné par
(
u, v
)
Hk(Ω)
⌘
X
|↵|k
Z
Ω
D↵u D↵v, (1.7)
et la norme induite,
∣
∣
∣
∣u
∣
∣
∣
∣
Hk(Ω)
⌘
0
@
X
|↵|k
Z
Ω
∣
∣D↵u
∣
∣
2
1
A
1/2
. (1.8)
Les espaces de Hilbert étendent la notion d’espaces euclidiens dans le cas d’un espace
de dimension quelconque.
Remarquons que l’espace L2(Ω), qui est également l’espace H0(Ω), est le seul espace
de Lebesgue qui est un espace de Hilbert.
Par la suite nous aurons besoin d’utiliser l’inégalité de Cauchy-Schwarz. Tout espace
de Hilbert possède un produit scalaire et une norme induite, l’inégalité de Cauchy-Schwarz
peut donc s’écrire
∣
∣
(
u, v
)
Hk(Ω)
∣
∣ 
∣
∣
∣
∣u
∣
∣
∣
∣
Hk(Ω)
∣
∣
∣
∣v
∣
∣
∣
∣
Hk(Ω)
. (1.9)
1.3 Espaces de Sobolev
Introduisons à présent les espaces qui serviront de cadre à l’écriture des EDPs sous
forme variationnelle. Cette formulation est utilisée afin d’appliquer la méthode des élé-
ments finis.
Notons W k,p(Ω), avec k un entier positif et p ≥ 1, l’espace de Sobolev défini par
W k,p(Ω) =
n
v tel que D↵v 2 Lp(Ω) , 8↵ tel que |↵|  k
o
. (1.10)
Les espaces de Sobolev sont des espaces de Banach avec les normes suivantes :
∣
∣
∣
∣v
∣
∣
∣
∣
Wk,p(Ω)
⌘
0
@
X
|↵|k
Z
Ω
∣
∣D↵v
∣
∣
p
1
A
1/p
, pour 1  p <1, (1.11)
et
∣
∣
∣
∣v
∣
∣
∣
∣
Wk,1(Ω)
⌘ max
|↵|k
ess sup
x2Ω
∣
∣D↵v(x)
∣
∣. (1.12)
Le cas p = 2 est un cas particulier intéressant. En effet les espaces W k,2(Ω), avec
k ≥ 0, ont une structure d’espace de Hilbert. Notons également que lorsque nous prenons
k = 0, les espaces W 0,p(Ω) sont les espaces Lp(Ω) . Il apparaît alors clairement que les
espaces de Lebesgue sont inclus dans les espaces de Sobolev.
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1.4 Espaces dual et norme associée
Dans ce manuscrit, la méthodologie des bases réduites certifiées sera détaillée. Avant
de définir les estimateurs d’erreur a posteriori dans le cadre des bases réduites, nous
avons besoin de définir la notion de "norme duale". Notons cependant que cette norme
est également utilisée pour définir la propriété de stabilité linéaire d’un problème par
rapport aux données (1.19), afin de montrer que ce dernier est bien posé.
Considérons un espace de Hilbert, noté X, muni d’un produit scalaire (., .)X , et d’une
norme ||.||, ainsi qu’une forme linéaire ` : X ! R. L’espace dual, X 0, est alors défini par
X 0 ⌘
n
`
(
v
)
tel que
∣
∣
∣
∣`
(
v
)∣
∣
∣
∣
X0
<1
o
, (1.13)
où la norme duale est donnée par
∣
∣
∣
∣`
(
v
)∣
∣
∣
∣
X0
⌘ sup
v2X
`
(
v
)
∣
∣
∣
∣v
∣
∣
∣
∣
X
. (1.14)
L’espace dual X 0 est un espace de Hilbert. Lorsque X = Hk(Ω), alors nous avons X 0 =
H−k(Ω).
Dans la pratique, pour évaluer la norme duale ||`(v)||X0 , nous nous servons du théorème
de la représentation de Riesz. En effet, d’après ce théorème, pour toute forme linéaire
` 2 X 0, il existe un unique élément ê 2 X, tel que
(
ê, v
)
X
= `
(
v
)
, 8v 2 X. (1.15)
D’après l’inégalité de Cauchy-Schwarz (1.9), nous pouvons écrire
∣
∣
∣
∣`
(
v
)∣
∣
∣
∣
X0
= sup
v2X
(
ê, v
)
X∣
∣
∣
∣v
∣
∣
∣
∣
X
=
∣
∣
∣
∣ê
∣
∣
∣
∣
X
. (1.16)
2 Approximation élément fini
Nous présentons ici, brièvement, la manière dont est construite l’approximation élé-
ment fini [37] – ou Finite Element (FE) – en utilisant la méthode de Galerkin. Cette
approximation va servir par la suite de référence pour l’approximation base réduite.
2.1 Exemple introductif
Commençons par illustrer le fonctionnement de la méthode des éléments finis avec un
exemple introductif abstrait. Soient U ⌘ H1(Ω) et V ⌘ H1(Ω), deux espaces de Hilbert.
Nous supposons que la formulation variationnelle (ou faible) de notre problème s’écrit
comme, chercher u 2 U tel que
a
(
u, v
)
= f
(
v
)
, 8v 2 V, (1.17)
avec a : U ⇥ V ! R et f : V ! R, les formes bilinéaire et linéaire associées à notre
problème. Les espaces U et V sont respectivement les espaces "trial" et "test". Dans la
suite de ce manuscrit nous supposons que ces espaces sont identiques, et nous notons cet
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unique espace X ⌘ H1(Ω) , ainsi que
∣
∣
∣
∣.
∣
∣
∣
∣
X
sa norme. La formulation variationnelle (1.17)
peut s’écrire alors comme chercher u 2 X tel que
a
(
u, v
)
= f
(
v
)
, 8v 2 X, (1.18)
avec a : X ⇥X ! R et f : X ! R.
Introduisons maintenant la propriété de stabilité linéaire de (1.18) par rapport aux
données :
9 c > 0 tel que 8f 2 X 0,
∣
∣
∣
∣u
∣
∣
∣
∣
X
 c
∣
∣
∣
∣f
∣
∣
∣
∣
X0
. (1.19)
Si le problème (1.18) a une et une seule solution, et si de plus la propriété de stabilité li-
néaire (1.19) est vérifiée, alors on dit que ce problème est bien posé au sens de J.Hadamard
[61]. Dans la suite nous supposons que le problème traité est bien posé.
L’espace X étant de dimension infinie, nous allons résoudre le problème (1.18) sur un
espace de dimension finie, XN – de dimension N –, grâce à la discrétisation FE. Tout
d’abord il faut mailler le domaine d’étude Ω. Définissons Th = {Ki, i = 1, ..., nt}, avec
nt un entier strictement positif, un ensemble de nt éléments formant une partition de
Ω. Th est alors un maillage, composé de nt éléments, de Ω. L’espace de fonctions XN =
span
{
φ1, ..., φN
 
est défini sur Th. Nous supposons dans cet exemple que les fonctions φi,
pour i = 1, ...,N sont des fonctions polynomiales, continues, affines par morceaux. Soit
uN un élément de l’espace XN , nous pouvons décomposer uN dans la base de XN en
écrivant
uN =
NX
i=1
uiN φi. (1.20)
Le problème (1.18) est alors approché par le problème suivant : chercher uN 2 XN tel que
A uN = F, (1.21)
où uN 2 RN , la matrice (creuse) A 2 RN⇥N ainsi que le vecteur F 2 RN sont définis par
uN
(
i
)
= uiN , A
(
i, j
)
= a
(
φj, φi
)
et F
(
i
)
= f
(
φi
)
. (1.22)
Nous avons projeté le problème (1.18) sur l’espace XN . La relation d’orthogonalité de
Galerkin nous permet d’écrire
a
(
u− uN , v
)
= 0, 8v 2 XN . (1.23)
De plus, d’après le lemme de Céa, si la taille caractéristique du maillage tend vers zéro
alors uN tend vers u dans X. Ici, u−uN représente l’erreur commise par l’approximation
de (1.18) par (1.21).
Introduisons maintenant la notion de coercivité. La forme bilinéaire a est dite coercive
s’il existe une constante ↵ > 0, telle que
a
(
u, u
)
≥ ↵
∣
∣
∣
∣u
∣
∣
∣
∣
2
X
, 8u 2 X. (1.24)
Si a est continue, symétrique et coercive, nous pouvons définir le produit scalaire
(((
u, v
)))
a
⌘ a
(
u, v
)
, 8u, v 2 X, (1.25)
ainsi que la norme associée
∣
∣
∣
∣
∣
∣u
∣
∣
∣
∣
∣
∣
a
⌘
q
a
(
u, u
)
, 8u 2 X. (1.26)
Dans ce cas, et d’après (1.23), uN est la projection orthogonale – en utilisant le produit
scalaire défini en (1.25) – de u sur l’espace XN .
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2.2 Définition
Nous définissons maintenant un élément fini. Ce manuscrit traitant notamment de la
méthodologie base réduite, il est important de définir la notion d’élément fini, mais ce
n’est cependant pas le coeur des travaux présentés. Une définition des éléments finis plus
détaillée se trouve dans les thèses [91, 32]. Les simulations numériques, réalisées dans le
cadre de cette thèse, reposent toutes sur l’utilisation de maillages composés de simplexes.
Un simplexe est une entité élémentaire utilisée pour construire un maillage, il s’agit d’un
segment en 1D, triangle en 2D ou tétraèdre en 3D. Dans la suite nous ne considérons
pas les éléments finis associés à d’autres types de maillages. Une définition complète des
éléments finis peut être trouvée dans [28, 72, 25, 37].
Un élément fini est défini par le triplet
(
K,P,Σ
)
. K est un élément géométrique
compact, connexe et d’intérieur non vide, dont la frontière est lipschitzienne. P est un
espace – de dimension finie – de fonctions p : K ! R⌫ où ⌫ est un entier positif. Σ est
un ensemble de Nldofs formes linéaires, notées σi pour i = 1, ..., Nldofs, définies sur P , et
telles que l’application linéaire :
P 3 p 7−!
⇣
σ1 (p) , ..., σNldofs (p)
⌘T
2 RN (1.27)
soit bijective. Les formes linéaires
(
σ1, ..., σNldofs
)
sont appelées degré de liberté de l’élé-
ment fini.
Il existe plusieurs éléments finis. Nous pouvons citer par exemple les éléments de
Lagrange, Hermite, Raviart-Thomas, Crouzeix-Raviart ou encore Nedelec, mais cette liste
n’est pas exhaustive. Tous les résultats présentés dans ce manuscrit se basent sur l’élément
fini de Lagrange, nous ne considérons donc que cet élément par la suite.
2.3 Élément fini de Lagrange
Notons Pk(K) l’espace de polynômes de degré total inférieur ou égal à k définis sur
l’élément géométrique K, et Σ =
{
σ1, ..., σNldofs
 
l’ensemble qui contient les formes li-
néaires définies, pour i = 1, ..., Nldofs, par
σi : Pk(K) −! R
p 7−! p (ti) , (1.28)
où les ti, pour i = 1, ..., Nldofs, sont les points d’interpolation définis sur l’élément géomé-
trique K.
L’élément de Lagrange est alors défini par le triplet
(
K,Pk(K),Σ
)
. Nous constatons
que le triplet définissant l’élément est associé à K 2 Th. Cependant dans la pratique
nous nous limitons à un seul élément géométrique de référence K̂. Notons que pour tout
K 2 Th, il est possible de passer de K̂ à K, à l’aide d’une transformation géométrique
adaptée (voir la section 2.4).
Nous allons donc nous concentrer sur l’élément de Lagrange d’ordre k défini sur K̂ par
le triplet
(
K̂, P̂k(K̂), Σ̂
)
, où Σ̂ =
{
σ̂1, ..., σ̂Nldofs
 
est l’ensemble contenant les Nldofs formes
linéaires définies sur P̂k(K̂) et à valeur dans R. Introduisons φ̂i, pour i = 1, ..., Nldofs, les
fonctions de base de l’espace P̂k(K̂) telles que
σ̂j
(
φ̂i
)
= δij, 1  i, j  Nldofs, (1.29)
où δij est le symbole de Kronecker.
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2.4 Transformation géométrique
Nous venons de voir comment définir une base de l’espace P̂k(K̂), défini sur l’élé-
ment de référence K̂. Nous allons maintenant montrer comment définir la transformation
géométrique FK̂,K : K̂ ! K telle que Th =
{
K = FK̂,K(K̂)
 
.
x̂
ŷ
•
ĝ1
•
ĝ2
•ĝ3
K̂
x
y
•
gK1
•
gK2
•
gK3
K
FK̂,K (x̂)
F−1
K̂,K
(x)
(a) Transformation linéaire sur un triangle
x̂
ŷ
•
ĝ1
•
ĝ2
•ĝ3
•
ĝ4
• ĝ5•ĝ6
K̂
x
y
•
gK1
•
gK2
•
gK3
•
gK4
•
gK5•gK6 K
FK̂,K (x̂)
F−1
K̂,K
(x)
(b) Transformation quadratique sur un triangle
Figure 1.1 – Transformations géométriques d’ordre 1 et 2 sur un triangle.
En effet, dans Feel++, les fonctions de base de l’espace Pk(K) ne sont jamais
construites directement sur l’élément K, mais elles sont obtenues à partir de celles de
P̂k(K̂) à l’aide de la transformation FK̂,K . De cette manière, les calculs élémentaires –
par exemple évaluations et dérivations des fonctions de base aux points de quadratures
– sont effectués uniquement sur l’élément de référence K̂. La transformation géométrique
FK̂,K est une application inversible dès que l’élément K n’est pas dégénéré. Nous faisons
l’hypothèse que FK̂,K est C1-difféomorphisme. En notant F−1K̂,K l’application inverse de
FK̂,K , nous pouvons écrire
FK̂,K : K̂ 2 Rd ! K 2 Rd et F−1K̂,K : K 2 R
d ! K̂ 2 Rd
x̂ ! x x ! x̂. (1.30)
Nous nous servons de l’élément fini de Lagrange d’ordre k pour définir la transforma-
tion géométrique d’ordre k. Soient
{
gK1 , ..., g
K
Nldofs
 
l’ensemble des noeuds géométriques
de l’élément K . L’application FK̂,K s’exprime alors comme une combinaison linéaire des
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fonctions de base définies sur l’élément de référence K̂,
FK̂,K
(
x̂
)
=
NldofsX
i=1
gKi φ̂i. (1.31)
Introduisons JFK̂,K , J
−1
FK̂,K , J
−T
FK̂,K et |JFK̂,K | comme étant respectivement la matrice ja-
cobienne de FK̂,K , la matrice inverse de JFK̂,K , la transposée de J
−1
FK̂,K et le déterminant
de JFK̂,K . Ces expressions sont indispensables lorsque l’on souhaite faire le changement
de variable FK̂,K dans une intégrale sur K. En effet, aucune intégrale n’est calculée di-
rectement sur l’élément K. Toutes les intégrales sont calculées sur l’élément de référence
K̂. On se propose de voir comment calculer – sur l’élément de référence K̂ – différentes
intégrales qui portent sur les fonctions f : K ! R et g : K ! R :
Z
K
f
(
x
)
=
Z
K̂
f
(
FK̂,K(x̂)
)
|JFK̂,K |, (1.32)
Z
K
rf
(
x
)
=
Z
K̂
rf
(
FK̂,K(x̂)
)
J−TFK̂,K |JFK̂,K |, (1.33)
et
Z
K
rf
(
x
)
· rg
(
x
)
=
Z
K̂
rf
(
FK̂,K(x̂)
) ⇣
J−TFK̂,KJ
−1
FK̂,K
⌘
rg
(
FK̂,K(x̂)
)
|JFK̂,K |. (1.34)
Résumé
Nous avons vu le cadre mathématique permettant de résoudre les EDPs. Les principes
fondamentaux de la méthode des éléments finis, ainsi que l’élément fini de Lagrange ont
été introduits. Ces notions servent de briques de base pour la suite des travaux présentés
dans ce manuscrit. Ce chapitre était donc axé sur les notions préliminaires.
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Chapitre 2
La méthode des bases réduites
appliquée aux problèmes linéaires
La méthode des bases réduites a été introduite à la fin des années 1970, début des
années 1980, pour l’analyse mécanique non-linéaire [4, 88, 86, 87]. Par la suite elle a été
plus largement mise en oeuvre dans d’autres domaines [51, 92, 93, 105, 17, 15].
Nous nous intéressons ici à un modèle mathématique qui décrit le comportement phy-
sique d’un système en s’appuyant sur une ou plusieurs EDPs paramétrée dont la solution
peut être un champ scalaire u(µ) ou vectoriel u(µ). L’ensemble des paramètres µ sert à
identifier une configuration particulière du système décrit par le modèle (et donc les EDPs
sous-jacentes) et sera identifié comme entrée du modèle. Notons D l’espace des paramètres
de dimension P , avec P ≥ 1. Nous avons la relation µ 2 D ⇢ RP . Ces paramètres d’entrée
peuvent êtres des variables de caractérisation (par exemple des propriétés physiques de
matériaux), des variables de design (paramètres géométriques) ou encore des variables
de contrôle (la puissance électrique d’un système). Définissons à présent les sorties du
modèle. Ces sorties sont des quantités d’intérêts qui dépendent de la solution des EDPs
sous-jacentes au modèle. On peut citer comme exemple de sortie la température moyenne
du système, ou un flux de chaleur. Il existe donc un lien fort entre les entrées du modèle
et les sorties.
Considérons une sortie de notre modèle s(µ) 2 R exprimée comme fonctionnelle d’un
champ scalaire u(µ) dépendant de la valeur des paramètres d’entrée du modèle. Nous
avons alors une relation entrées-sorties µ! s(µ) qui exige la connaissance de la solution
u(µ) d’une EDP paramétrée.
La méthode des bases réduites a été pensée pour être appliquée dans un contexte
temps-réel (nécessaire pour faire du contrôle commande) et également dans un contexte
demandant beaucoup d’évaluations des sorties du modèle (typiquement pour des méthodes
d’optimisation ou d’analyse de sensibilités).
Soit Ω un domaine borné, régulier, dans Rd (pour d = 1, ..., 3). Introduisons l’espce
de fonction X tel que H10 (Ω) ⇢ X ⇢ H1(Ω) , ainsi que l’espace d’approximation FE,
XN , de (grande) dimension N . La méthode RBM s’appuie sur le fait que l’évolution de la
solution de l’EDP u(µ) n’occupe pas tout l’espace X dans lequel elle est recherchée, mais
seulement une variétéM de bien plus faible dimension, lisse et induite par la dépendance
paramétrique. Dans le cas elliptique, la variétéM est définie par :
M =
n
u(µ) 2 X, 8µ 2 D
o
. (2.1)
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De la même manière que nous approchons l’espace X par l’espace discret XN , nous
construisons une approximationMN deM de la manière suivante :
MN =
n
uN (µ) 2 XN , 8µ 2 D
o
. (2.2)
uN (µn−2) uN (µn−1)
uN (µn)
uN (µn+1) MN
XN
Figure 2.1 – Illustration de l’espace d’approximation MN de faible dimension par rap-
port à la dimension de XN .
La méthode des bases réduites repose sur une projection de type Galerkin sur un
espace WN de dimension N , avec N << N . Nous verrons comment construire l’espace
WN afin qu’il approche au mieux deMN .
Nous allons décrire la méthode CRBM [101, 122, 123, 100, 103, 107, 90] – Certified
Reduced Basis Method (CRBM) – qui a vu le jour au début des années 2000 et qui peut
être utilisée pour avoir une résolution rapide et fiable d’EDPs, elliptiques ou paraboliques,
paramétrées par un vecteur de paramètres µ 2 D. Dans ce chapitre nous nous limiterons
aux problèmes linéaires. La méthode CRBM se démarque des travaux plus anciens par
l’utilisation d’estimateurs d’erreur efficaces et rapides à évaluer, basés sur une stratégie
hors-ligne/en-ligne que nous expliciterons dans ce chapitre. L’espace des paramètres peut
être de grande dimension, alors que dans les précédents travaux il était souvent unidimen-
sionnel ou de très petite dimension. De plus, l’espace d’approximation WN est global. Les
estimateurs d’erreur permettent non seulement de quantifier et de contrôler l’erreur com-
mise par la méthode, mais aussi d’explorer l’espace des paramètres de manière optimale.
Ils sont indispensables à la construction de l’espace d’approximation WN via l’algorithme
glouton – ou greedy –. L’algorithme glouton sélectionne les paramètres pour lesquels nous
approchons le moins bien la sortie du modèle. Il est à noter que dans le cas parabolique,
bien que dans un premier temps l’algorithme glouton fût utilisé seul pour construire WN
[55, 53], il est généralement couplé avec une méthode de décomposition orthogonale aux
valeurs propres [77, 65, 59, 85] – Proper Orthogonal Decomposition (POD) –. La méthode
que nous allons d’écrire dans ce chapitre suppose d’avoir accès aux opérateurs des EDPs,
mais depuis quelques années une méthode des bases réduites non intrusives [33] – Non
Intrusive Reduced Basis (NIRB) – a émergée. La méthode des NIRB permet de considé-
rer la librairie utilisée pour résoudre les EDPs comme une boîte noire. Il est demandé à
cette boîte noire de fournir des maillages pour différentes tailles de mailles données, ainsi
que les solutions calculées sur ces maillages. Ensuite, à condition d’avoir des opérateurs
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d’interpolation permettant de passer d’un maillage à l’autre, et de pouvoir utiliser les
produits scalaires L2(Ω) et H1(Ω) , la méthode des NIRB peut être mise en place.
Nous détaillerons dans ce chapitre la méthode CRBM appliquée aux problèmes el-
liptiques et paraboliques, admettant une dépendance affine en paramètres. Notons que
le chapitre 3 proposera des solutions lorsque les opérateurs de l’EDP ne dépendent plus
des paramètres de manière affine. Le calcul des estimateurs d’erreur sera explicité dans
la section 3. Ensuite une méthode permettant de calculer, de manière efficace et fiable,
une borne inférieure pour la constante de coercivité d’une forme bilinéaire sera étudiée.
Enfin nous présenterons les résultats numériques obtenus sur deux modèles, elliptique et
parabolique.
1 Problèmes elliptiques
1.1 Énoncé du problème général
Pour un jeu de paramètres µ 2 D donné, nous nous intéressons à l’évaluation d’une
sortie s(µ) 2 R exprimée comme fonctionnelle du champ u(µ) :
s(µ) = `
⇣
u(µ);µ
⌘
, (2.3)
pour un opérateur linéaire `(.;µ) : X ⇥ D ! R approprié. La formulation variationnelle
de l’EDP consiste à chercher u(µ) 2 X tel que
a
⇣
u(µ), v;µ
⌘
= f
⇣
v;µ
⌘
, 8v 2 X, (2.4)
où a(., .;µ) : X ⇥ X ⇥ D ! R et f(.;µ) : X ⇥ D ! R sont respectivement les formes
bilinéaire et linéaire associées à l’EDP. Nous supposons ici que a est une forme bilinéaire
symétrique, définie positive. Nous pouvons donc introduire le produit scalaire
((
., .
))
a,µ
défini, pour tout µ 2 D (et donc en particulier pour un vecteur de paramètres de référence
µref 2 D), par ((
w, z
))
a,µ
⌘ a
(
w, z;µ
)
, 8w, z 2 X. (2.5)
Notons que la norme associée à ce produit scalaire est
∣
∣
∣
∣
∣
∣w
∣
∣
∣
∣
∣
∣
a,µ
⌘
q((
w,w
))
a,µ
, 8w 2 X. (2.6)
De plus, nous supposons que la forme bilinéaire a est continue et coercive. Autrement dit,
pour tout µ 2 D, il existe une constante de continuité γa(µ) telle que
γa(µ) ⌘ sup
v2X
a(v, v;µ)
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
2
a,µref
<1, (2.7)
ainsi qu’une constante de coercivité ↵a(µ) telle que
↵a(µ) ⌘ inf
v2X
a(v, v;µ)
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
2
a,µref
> 0. (2.8)
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Un ingrédient important qui permet de rendre la méthode CRBM efficace est le développe-
ment d’une stratégie hors-ligne/en-ligne. Cet ingrédient assure la viabilité de la méthode
dans la pratique. Afin de mettre en oeuvre cette stratégie hors-ligne/en-ligne. de manière
efficace, a, f et l doivent pouvoir s’exprimer en faisant apparaître une dépendance affine
en paramètres. Autrement dit il doit exister des entiers positifs Qa, Qf et Q` tels que
a(., .;µ), f(.;µ) et `(.,µ) puissent s’écrire de la manière suivante :
8
>>>>>>>>>><
>>>>>>>>>>:
a (u, v;µ) =
QaX
q=1
✓qa(µ) a
q(u, v), 8u, v 2 X, 8µ 2 D,
f (v;µ) =
QfX
q=1
✓qf (µ) f
q(v), 8v 2 X, 8µ 2 D,
` (v;µ) =
Q
X̀
q=1
✓q` (µ) `
q(v), 8v 2 X, 8µ 2 D,
(2.9)
où ✓qa : D ! R, 1  q  Qa, ✓qf : D ! R, 1  q  Qf et ✓q` : D ! R, 1  q  Q` sont des
fonctions qui dépendent de µ.
1.2 Méthode des bases réduites
Étudions la construction de l’espace d’approximation de dimension réduite. Pour un
ensemble de paramètres µ 2 D donné, on commence avec la discrétisation FE des pro-
blèmes (2.3)-(2.4) qui consiste en l’évaluation de
sN (µ) = `
⇣
uN (µ);µ
⌘
, (2.10)
avec uN (µ) 2 XN vérifiant
a
⇣
uN (µ), v;µ
⌘
= f
⇣
v;µ
⌘
, 8v 2 XN , (2.11)
où nous avons a : XN ⇥ XN ⇥ D ! R, f : XN ⇥ D ! R et ` : XN ⇥ D ! R.
Introduisons maintenant une séquence d’espaces d’approximation emboîtés WNpr tels que
W1pr ⇢ W2pr ⇢ ... ⇢ WNmaxpr ⇢ XN , avec Nmax un entier positif. Rappelons que l’espace
WNpr est de dimension N avec N << N . Soit SN = {µ1, ...,µN} un ensemble de N
jeux de paramètres sélectionnés à l’aide de l’algorithme glouton dont une implémentation
est donnée par l’algorithme (1). Soit SuN l’ensemble qui va contenir, pour chaque jeu de
paramètres µ dans SN , la solution de (2.11). Cet ensemble s’écrit
SuN =
n
uN (µ), 8µ 2 SN
o
. (2.12)
Ensuite nous appliquons le processus d’orthonormalisation de Gram-Schmidt, en utilisant
le produit scalaire
((
., .
))
a,µref
, aux éléments de l’ensemble SuN pour avoir des fonctions de
bases orthonormalisées ⇠prn , 1  n  N . Cette étape d’orthonormalisation est importante
L’espace d’approximation WNpr est défini par
WNpr = span
n
⇠prn , 1  n  N
o
. (2.13)
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Quant à la solution réduite uN(µ) 2 WNpr , elle s’écrit
uN(µ) =
NX
i=1
uNi(µ) ⇠
pr
i . (2.14)
Nous allons à présent utiliser la dépendance affine en paramètres pour construire une
stratégie hors-ligne/en-ligne efficace. En choisissant les fonctions test comme v = ⇠prn ,
pour n = 1, ..., N , alors pour tout µ 2 D, uN(µ) 2 WNpr est solution de
NX
i=1
 
QaX
q=1
✓qa(µ)a
q (⇠prn , ⇠
pr
i )
!
uNi(µ) =
0
@
QfX
q=1
✓qf (µ)f
q(⇠prn )
1
A , (2.15)
qui peut être également écrit sous la forme matricielle :
 
QaX
q=1
✓qa(µ)A
q
N
!
uN(µ) =
0
@
QfX
q=1
✓qf (µ)F
q
N
1
A , (2.16)
avec
✓
uN(µ)
◆
i
= uNi(µ),
✓
AqN
◆
in
= aq
✓
⇠prn , ⇠
pr
i
◆
, et
✓
F qN
◆
n
= f q
✓
⇠prn
◆
. (2.17)
La sortie s’exprime alors de la manière suivante :
sN(µ) =
 
Q
X̀
q=1
✓q` (µ)`
q(uN(µ))
!
, 8µ 2 D, (2.18)
ou encore sous une forme vectorielle :
sN(µ) =
 
Q
X̀
q=1
✓q` (µ)L
q T
N
!
uN(µ), 8µ 2 D, (2.19)
avec (LqN)i = `
q(⇠pri ).
La décomposition hors-ligne/en-ligne est maintenant évidente. Les fonctions de base
⇠pri , 1  i  N , sont calculées à l’étape hors-ligne, ce qui rend possible la construction
des matrices AqN 2 RN⇥N , 1  q  Qa, et des vecteurs F qN 2 RN , 1  q  Qf
et LqN 2 RN , 1  q  Q`. À l’étape en-ligne, pour chaque vecteur de paramètres
µ 2 D donné, on assemble la matrice AN(µ) =
PQa
q=1 ✓
q
a(µ)A
q
N , ainsi que les vecteurs
FN(µ) =
PQf
q=1 ✓
q
f (µ)F
q
N et LN(µ) =
PQ`
q=1 ✓
q
` (µ)L
q
N . Enfin, pour tout µ 2 D, nous
résolvons le système réduit
AN(µ) uN(µ) = FN(µ), (2.20)
et nous pouvons évaluer la sortie
sN(µ) = L
T
N(µ) uN(µ), 8µ 2 D. (2.21)
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Remarque 1. Le fait d’avoir orthonormalisé les éléments de l’ensemble SuN permet de
garantir un conditionnement de la matrice AN(µ) borné, pour tout µ 2 D. En effet nous
pouvons écrire
cond
⇣
AN(µ)
⌘
 γ
a(µ)
↵a(µ)
, 8µ 2 D. (2.22)
Dans le cas contraire le conditionnement de la matrice de dimension réduite peut devenir
très important et mener à des instabilités numériques.
Jusqu’ici nous avons exposé une approche uniquement primale pour évaluer la sortie.
Dans le cas de sorties dites "souples" (ou compliant) – auquel cas a est symétrique et
l = f – cette approche suffit pour avoir une convergence quadratique. En effet, grâce à la
symétrie de a et à la propriété d’orthogonalité de Galerkin, pour tout µ 2 D nous avons
sN (µ)− sN(µ) = `
(
uN (µ);µ
)
− `
(
uN(µ);µ
)
= f
(
uN (µ)− uN(µ);µ
)
= a
(
uN , uN (µ)− uN(µ);µ
)
= a
(
uN (µ)− uN(µ), uN (µ)− uN(µ);µ
)
.
(2.23)
Donc nous avons bien
sN (µ)− sN(µ) =
∣
∣
∣
∣
∣
∣uN (µ)− uN(µ)
∣
∣
∣
∣
∣
∣
2
a,µ
, 8µ 2 D. (2.24)
Cependant dans le cas plus général de sorties non "souples", nous perdons cette conver-
gence quadratique. Afin de la retrouver nous allons à présent introduire une approche
primale-duale. Pour tout µ 2 D, le problème dual associé à la sortie du modèle consiste
à chercher Ψ(µ) 2 X tel que
a
⇣
v,Ψ(µ);µ
⌘
= −`
⇣
v;µ
⌘
, 8v 2 X. (2.25)
Ψ est la variable duale – dans le cas de sorties souples nous avons Ψ = −u –. Pour un jeu
de paramètres µ 2 D donné la discrétisation FE du problème (2.25) consiste à chercher
ΨN (µ) 2 XN tel que
a
⇣
v,ΨN (µ);µ
⌘
= −`
⇣
v;µ
⌘
, 8v 2 XN . (2.26)
De la même manière que pour l’approche primale, nous introduisons une séquence d’es-
paces d’approximation emboîtés WNdu , 1  N  Nmax. SΨN est l’ensemble des solutions
de (2.26), nous pouvons écrire
SΨN =
n
ΨN (µi), 8µi 2 SN
o
. (2.27)
Ensuite nous appliquons le processus d’orthonormalisation de Gram-Schmidt, en utilisant
le produit scalaire
((
., .
))
a,µref
, aux éléments de l’ensemble SΨN pour avoir des fonctions
de bases orthonormalisées ⇠du, 1  n  N . L’espace d’approximation WNdu est défini par
WNdu = span
n
⇠dun , 1  n  N
o
. (2.28)
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Quant à la solution réduite ΨN(µ) 2 WNdu , elle s’écrit
ΨN(µ) =
NX
i=1
ΨNi(µ) ⇠
du
i . (2.29)
Notons que nous avons présenté une approche ségrégée – nous aurions pu choisir une
approche intégrée avec un seul espace d’approximation comprenant à la fois les fonctions
de base primale et duale – et dans ce cas l’évaluation de la sortie est donnée par
sN(µ) = `
(
uN(µ);µ
)
− rpr
(
ΨN(µ);µ
)
, 8µ 2 D, (2.30)
avec
rpr
(
v;µ
)
= f
(
v;µ
)
− a
(
uN(µ), v;µ
)
et rdu
(
v;µ
)
= −`
(
v;µ
)
− a
(
v,ΨN(µ);µ
)
. (2.31)
Grâce à l’introduction du problème dual, nous avons récupéré une convergence quadra-
tique. En effet pour tout µ 2 D nous avons
∣
∣sN (µ)− sN(µ)
∣
∣ =
∣
∣`
(
uN (µ)− uN(µ);µ
)∣
∣
=
∣
∣a
(
uN (µ)− uN(µ),ΨN (µ);µ
)∣
∣
=
∣
∣a
(
uN (µ)− uN(µ),ΨN (µ)−ΨN(µ);µ
)∣
∣,
(2.32)
puis en nous servant de l’inégalité de Cauchy-Schwarz, nous pouvons écrire
∣
∣sN (µ)− sN(µ)
∣
∣ 
∣
∣
∣
∣
∣
∣uN (µ)− uN(µ)
∣
∣
∣
∣
∣
∣
a,µ
∣
∣
∣
∣
∣
∣ΨN (µ)−ΨN(µ)
∣
∣
∣
∣
∣
∣
a,µ
, 8µ 2 D. (2.33)
Avec cette approche primale-duale, pour construire l’approximation base réduite – Reduced
Basis (RB) –, il est nécessaire de résoudre le problème primal et le problème dual :
a(uN(µ), v;µ) = f(v;µ), 8v 2 WNpr et a(v,ΨN(µ);µ) = −`(v;µ), 8v 2 WNdu . (2.34)
Nous allons maintenant utiliser la dépendance affine en paramètres pour construire
une stratégie hors-ligne/en-ligne efficace. En choisissant les fonctions test comme v =
⇠dun , n = 1, ..., N , pour tout µ 2 D, ΨN(µ) est solution de
−
NX
i=1
 
QaX
q=1
✓qa(µ)a
q
(
⇠dun , ⇠
du
i
)
!
ΨNi(µ) =
 
Q
X̀
q=1
✓q` (µ)`
q(⇠dun )
!
, (2.35)
qui peut être également écrit sous la forme matricielle :
−
 
QaX
q=1
✓qa(µ)A
q
N
!
ΨN(µ) =
 
Q
X̀
q=1
✓q` (µ)L
q
N
!
, (2.36)
avec
✓
ΨN(µ)
◆
i
= ΨNi(µ),
✓
AqN
◆
in
= aq
✓
⇠dun , ⇠
du
i
◆
et
✓
LqN
◆
n
= `q
✓
⇠dun
◆
. (2.37)
L’apparition dans (2.30) du terme de correction rpr(ΨN(µ);µ) nécessite de manipuler des
matrices Aprdu,qN 2 RN⇥N , 1  q  Qa, construites à partir des éléments de la base primale
et duale. D’un point de vue matriciel, pour tout µ 2 D, la sortie s’écrit
sN(µ) =
 
Q
X̀
q=1
✓q` (µ)L
q T
N
!
uN(µ) − RΨN (µ)pr , (2.38)
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avec
RΨN (µ)pr =
 
QfX
q=1
✓qf (µ)F
du,q
N
!
ΨN(µ) − ΨN(µ)T
 
QaX
q=1
✓qa(µ)A
prdu,q
N
!
uN(µ), (2.39)
ainsi que
✓
Aprdu,qN
◆
in
= aq
✓
⇠prn , ⇠
du
i
◆
et
✓
F du,qN
◆
n
= f q
✓
⇠dun
◆
. (2.40)
Revenons sur la construction de l’ensemble SN par l’algorithme glouton. Afin d’intro-
duire cet algorithme, qui sert également à construire les espaces d’approximation WNpr
et WNdu durant la partie hors-ligne, nous définissons un échantillonnage Ξtrain, de taille
ntrain, de l’espace des paramètres dans lequel les paramètres seront sélectionnés. Étu-
dions comment est construit un tel échantillonnage. L’espace des paramètres D ⇢ RP
peut être vu comme une boîte défini par D ⌘ [µmin,1, µmax,1] ⇥ ... ⇥ [µmin,P , µmax,P ], où
µmin,1,...,µmin,P sont les bornes inférieures de D et µmax,1,...,µmax,P en sont les bornes su-
périeures. Commençons par considérer le cas où l’espace de paramètre D est de dimension
1, c’est à dire D ⇢ R1 est défini par D ⌘ [µmin,1, µmax,1]. Lorsque nous avons
0  µmin,1 < µmax,1, (2.41)
alors les éléments de Ξtrain sont définis de la manière suivante :
µi = exp
⇣
ln(µmin,1) +
(
ln(µmax,1)− ln(µmin,1)
)
rand
⌘
, 1  i  ntrain, (2.42)
où rand est une variable aléatoire uniformément distribuée sur [0, 1]. Dans le cas où (2.41)
n’est pas vérifiée, c’est à dire que nous avons µmin,1 < 0 alors les éléments de Ξtrain sont
définis par :
µi = µmin,1 +
(
µmax,1 − µmin,1
)
rand, 1  i  ntrain. (2.43)
Dans le cas où l’espace de paramètre D est de dimension supérieure à 1 alors chaque
composante des éléments de Ξtrain est construit en appliquant (2.42) ou (2.43).
Algorithm 1 Algorithme glouton
[SN ,WNpr ,WNdu ] = glouton(Nmax, ✏tol,Ξtrain)
µ1 est choisi aléatoirement dans Ξtrain ;
✏ 1 ;
S1  µ1 ;
N  1 ;
W1pr  uN (µ1) ; W1du  ΨN (µ1) ;
while ✏ > ✏tol et N  Nmax do
µN  arg max
µ2Ξtrain
∆sN−1(µ) ;
✏ ∆sN−1(µN) ;
SN  SN−1 [ µN ;
N  N + 1 ;
WNpr  WN−1pr [ span{uN (µN)} ; WNdu  WN−1du [ span{ΨN (µN)} ;
end while
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Le premier ensemble de paramètres µ1 est choisi de manière aléatoire dans Ξtrain.
En revanche les suivants maximisent l’erreur commise entre l’approximation RB et FE
sur la sortie, calculée par ∆sN−1(µ) pour chaque élément de Ξtrain. Il serait évidemment
trop coûteux de calculer la véritable erreur es(µ) = sN (µ) − sN(µ), c’est pourquoi un
estimateur d’erreur est utilisé. ∆sN−1(µ) fournit une borne supérieure de e
s(µ) en se
servant des N − 1 premiers éléments de la base réduite. La section 3 est dédiée à la mise
en place d’un tel estimateur d’erreur. À chaque itération de l’algorithme glouton, Pour
chaque nouveau µ dans SN , les espaces WNpr et WNdu sont enrichis par les solutions des
problèmes (2.11) et (2.26), puis ces nouveaux éléments RB sont orthonormalisés.
Durant l’étape hors-ligne il est nécessaire de faire 2N résolutions FE (coûteuses) des
problèmes primal et dual et O(QaN2N ) produits scalaires pour les étapes de projection
sur la base réduite. En revanche la complexité de l’étape en-ligne ne dépend plus de la
(grande) dimension N puisqu’elle implique O(QaN2) multiplications pour assembler le
système réduit, primal ou dual, et O(N3) pour le résoudre. Ensuite, il faut compter O(N)
produits scalaires pour avoir la sortie du modèle en utilisant (2.19) et O(N3) lorsque le
terme de correction est ajouté (2.38).
2 Problèmes paraboliques
2.1 Énoncé du problème général
Pour les problèmes paraboliques, nous introduisons l’intervalle de temps I = (0;Tf ) où
Tf est le temps final. Pour un vecteur de paramètres µ 2 D donné, et un temps t 2 I, nous
nous intéressons à l’évaluation d’une sortie s(µ, t) 2 R exprimée comme fonctionnelle du
champ u(µ, t) :
s(µ, t) = `
⇣
u(µ, t);µ; t
⌘
, (2.44)
pour un opérateur linéaire `(.;µ) : X⇥D⇥I ! R approprié. La formulation variationnelle
de l’EDP consiste à chercher u(µ, t) 2 X tel que
m
⇣@u(µ, t)
@t
, v;µ
⌘
+ a
⇣
u(µ, t), v;µ
⌘
= f
⇣
v;µ; t
⌘
, 8v 2 X, 8t 2 I, (2.45)
où m(., .;µ) : X ⇥ X ⇥ D ! R, a(., .;µ) : X ⇥ X ⇥ D ! R et f(.;µ; t) : X ⇥ D ⇥
I ! R sont respectivement les formes bilinéaires et linéaire associées à l’EDP. Comme
précédemment, nous supposons que a est symétrique, définie postive, continue et coercive,
voir (2.7) et (2.8). Nous supposons également que m est symétrique, définie positive. Nous
pouvons donc introduire le produit scalaire
((
., .
))
m,µ
défini, pour tout µ 2 D (et donc
en particulier pour un vecteur de paramètres de référence µref 2 D), par
((
w, z
))
m,µ
⌘ m
(
w, z;µ
)
, 8w, z 2 X. (2.46)
Notons que la norme associée à ce produit scalaire est
∣
∣
∣
∣
∣
∣w
∣
∣
∣
∣
∣
∣
m,µ
⌘
q((
w,w
))
m,µ
, 8w 2 X. (2.47)
De plus, nous suposons que m est continue et coercive. Autrement dit, pour tout µ 2 D
il existe une constante de continuité γm(µ) telle que
γm(µ) ⌘ sup
v2X
m(v, v;µ)
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
2
m,µref
<1, (2.48)
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ainsi qu’une constante de coercivité ↵m(µ) telle que
↵m(µ) ⌘ inf
v2X
m(v, v;µ)
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
2
m,µref
> 0. (2.49)
Afin de mettre en oeuvre une stratégie hors-ligne/en-ligne de manière efficace, nous sup-
posons qu’il existe des entiers positifs Qm, Qa, Qf et Q` tels que m(., .;µ), a(., .;µ),
f(.;µ; t) et `(.,µ; t) puissent s’écrire de la manière suivante :
8
>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:
m(u, v;µ) =
QmX
q=1
✓qm(µ) m
q(u, v), 8u, v 2 X, 8µ 2 D,
a(u, v;µ) =
QqX
q=1
✓qa(µ) a
q(u, v), 8u, v 2 X, 8µ 2 D,
f(v;µ; t) =
QfX
q=1
✓qf (µ; t) f
q(v), 8v 2 X, 8t 2 I, 8µ 2 D,
`(v;µ; t) =
Q
X̀
q=1
✓q` (µ; t) `
q(v), 8v 2 X, 8t 2 I, 8µ 2 D,
(2.50)
où ✓qm : D ! R, 1  q  Qm, ✓qa : D ! R, 1  q  Qa, ✓qf : D ⇥ I ! R, 1  q  Qf et
✓q` : D ⇥ I ! R, 1  q  Q` sont des fonctions qui dépendent de µ.
2.2 Méthode des bases réduites
Étudions la construction de l’espace d’approximation de dimension réduite. Pour un
jeu de paramètres µ 2 D donné on commence avec la discrétisation – FE en espace, dif-
férences finies en temps – des problèmes (2.44)-(2.45). Pour cela nous divisons l’intervalle
de temps I en K sous-intervalles avec K un entier positif. Notons ∆t le pas de temps
donné par ∆t = Tf
K
et par conséquent nous avons tk = k ∆t, k 2 K avec K = {0, ..., K}.
Pour un vecteur de paramètres µ 2 D et k 2 K donnés, la discrétisation des problèmes
(2.44)-(2.45) consiste en l’évaluation de
sN (µ, t
k) = `
⇣
uN (µ, t
k);µ; tk
⌘
, (2.51)
avec uN (µ, tk) 2 XN vérifiant, pour tout v 2 XN :
8
>>><
>>>:
1
∆t
m
⇣
uN (µ, t
k)− uN (µ, tk−1), v;µ
⌘
+ a
⇣
uN (µ, t
k), v;µ
⌘
= f
⇣
v;µ; tk
⌘
, 1  k  K,
⇣
uN (µ, t
0), v
⌘
L2(Ω)
=
⇣
uini(µ), v
⌘
L2(Ω)
,
(2.52)
où uini(µ) 2 L2(Ω), a : XN ⇥XN ⇥ D ! R, m : XN ⇥XN ⇥ D ! R, f : XN ⇥ D ! R
et ` : XN ⇥D ! R.
Nous avons fait le choix d’utiliser un schéma en temps d’Euler, cependant l’utilisation
d’autres schémas tels que BDF – Backward Differentiation Formula – d’ordre supérieur à
1, ou encore Crank-Nicholson est possible.
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Comme dans le cas elliptique, nous introduisons une séquence d’espaces d’approxima-
tion emboîtés WNpr tels que W1pr ⇢ W2pr ⇢ ... ⇢ WNmaxpr ⇢ XN , avec Nmax un entier
positif. SN̄ = {µ1, ...,µN̄} est un ensemble de N̄ jeux de paramètres, avec 1  N̄  N ,
sélectionnés à l’aide de l’algorithme POD/glouton – ou POD/greedy – qui combine une ap-
proche POD en temps et glouton en espace, dont une implémentation est donnée par l’al-
gorithme (3). Présentons la décomposition orthogonale aux valeurs propres via la méthode
des instantanés – ou POD via snapshots method – (voir l’algorithme 2). Considérons un en-
tier Nm tel que 1  Nm  K, ainsi que pour un vecteur de paramètres µ donné l’ensemble
des solutions de (2.52) Snapu(µ) = {uN (µ, tk) 2 XN , 1  k  K}. Soit YNm(µ) un espace
linéaire de dimension Nm, et de sorte que YNm(µ) ⇢ Snapu(µ). L’algoritme 2 renvoie Nm
fonctions orthonormales au sens du produit scalaire (., .)X {⇢i(µ) 2 XN , 1  i  Nm}
de sorte que l’espace ⇢̃Nm(µ) engendré par ces fonctions soit au plus près des instantanés
[76], dans le sens où l’on a
⇢̃Nm(µ) = arg inf
YNm
 
1
K
KX
k=1
inf
v2YNm
∣
∣
∣
∣
∣
∣ukN (µ)− v
∣
∣
∣
∣
∣
∣
2
a,µref
!
. (2.53)
Notons que nous avons la relation :
N̄ =
N
Nm
. (2.54)
Algorithm 2 {⇢i(µ) 2 XN , 1  i  Nm} = POD(Snapu(µ), Nm)
Construire la matrice MPOD telle que, pour i = 1, ..., K et j = 1, ..., K :
⇣
MPOD
⌘
ij
=
⇣
uN (µ, t
i), uN (µ, t
j)
⌘
a,µref
. (2.55)
Résoudre MPOD 'i = λi 'i pour ('i 2 RK ,λi 2 R)1iNm associés aux Nm plus grandes
valeurs propres de MPOD.
Construire
⇢i(µ) =
KX
k=1
'k uN (µ, t
k) avec 1  i  Nm. (2.56)
Notons Su
N̄
l’ensemble qui va contenir, pour chaque µ 2 SN̄ , les Nm modes propres
principaux issus de POD(Snapu(µ), Nm). Cet ensemble s’écrit
SuN̄ =
n
POD(Snapu(µ), Nm), 8µ 2 SN̄
o
. (2.57)
Ensuite nous appliquons le processus d’orthonormalisation de Gram-Schmidt, en utilisant
le produit scalaire
((
., .
))
a,µref
, aux éléments de l’ensemble Su
N̄
pour avoir des fonctions
de bases orthonormalisées ⇠prn , 1  n  N . L’espace d’approximation WNpr est défini par
WNpr = span
n
⇠prn , 1  n  N
o
. (2.58)
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Quant à la solution réduite uN(µ, tk) 2 WNpr elle s’écrit
uN(µ, t
k) =
NX
i=1
uNi(µ, t
k) ⇠pri . (2.59)
Nous allons maintenant utiliser la dépendance affine en paramètres pour construire
une stratégie hors-ligne/en-ligne efficace. En choisissant les fonctions test comme v = ⇠prn ,
i = n, ..., N , pour tout µ 2 D, uN(µ, tk) est solution de
NX
i=1
 
1
∆t
QmX
q=1
✓qm(µ)m
q (⇠prn , ⇠
pr
i ) +
QaX
q=1
✓qa(µ)a
q (⇠prn , ⇠
pr
i )
!
uNi(µ; t
k)
=
0
@
QfX
q=1
✓qf (µ; t
k)f q(⇠prn ) +
1
∆t
QmX
q=1
✓qm(µ)m
q
⇣
uN(µ; t
k−1), ⇠prn
⌘
1
A , 1  k  K,
(2.60)
qui peut être également écrit sous la forme matricielle :
 
1
∆t
QmX
q=1
✓qm(µ)M
q
N +
QaX
q=1
✓qa(µ)A
q
N
!
uN(µ, t
k)
=
 
QfX
q=1
✓qf (µ; t
k)F qN +
1
∆t
QmX
q=1
✓qm(µ)M
q
N uN(µ; t
k−1)
!
, 1  k  K,
(2.61)
avec ✓
uN(µ, t
k)
◆
i
= uNi(µ; t
k),
✓
M qN
◆
in
= mq
✓
⇠prn , ⇠
pr
i
◆
,
✓
AqN
◆
in
= aq
✓
⇠prn , ⇠
pr
i
◆
et
✓
F qN
◆
n
= f q
✓
⇠prn
◆
,
(2.62)
et
(
uN(µ, t
0), v
)
L2(Ω)
=
(
uN (µ, t0), v
)
L2(Ω)
, 8v 2 WNpr à l’instant initial.
La sortie s’exprime alors de la manière suivante :
sN(µ; t
k) =
 
Q
X̀
q=1
✓q` (µ; t
k)`q
⇣
uN(µ, t
k)
⌘
!
, 8µ 2 D, 8k 2 K, (2.63)
ou encore sous une forme vectorielle :
sN(µ, t
k) =
 
Q
X̀
q=1
✓q` (µ; t
k)Lq TN
!
uN(µ, t
k), 8µ 2 D, 8k 2 K, (2.64)
avec (LqN)n = `
q(⇠prn ).
La construction des matrices AqN 2 RN⇥N , 1  q  Qa, M qN ,1  q  Qm, et des
vecteurs F qN 2 RN , 1  q  Qf et LqN 2 RN , 1  q  Q` se fait durant l’étape hors-ligne.
À l’étape en-ligne, pour tout µ 2 D et k 2 K donnés, on assemble les matrices AN(µ) =
PQa
q=1 ✓
q
a(µ) A
q
N et MN(µ) =
PQm
q=1 ✓
q
m(µ) M
q
N ainsi que les vecteurs FN(µ; t
k) =
PQf
q=1
✓qf (µ; t
k) F qN et LN(µ; t
k) =
PQ`
q=1 ✓
q
` (µ; t
k) LqN . Enfin, pour tout µ 2 D et k = 1, ..., K,
nous résolvons le système réduit
 
1
∆t
MN(µ) + AN(µ)
!
uN(µ, t
k) =
 
FN(µ; t
k) +
1
∆t
MN(µ)uN(µ; t
k−1)
!
, (2.65)
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et nous pouvons évaluer la sortie
sN(µ, t
k) = LTN(µ; t
k) uN(µ, t
k), 8µ 2 D, 8k 2 K. (2.66)
Avec cette approche primale, si on ne considère que les sorties "souples", nous avons
une convergence quadratique. Si on introduit, pour tout µ 2 D, la norme suivante :
∣
∣
∣
∣
∣
∣
∣
∣
∣w(tk)
∣
∣
∣
∣
∣
∣
∣
∣
∣
pr,µ
⌘
v
u
u
tm
⇣
w(tk), w(tk);µ
⌘
+
kX
k0=1
a
⇣
w(tk0), w(tk0);µ
⌘
∆t, 8w 2 XN , 1  k  K,
(2.67)
alors, de manière analogue au cas elliptique, nous avons
sN (µ, t
k)− sN(µ, tk) =
1
∆t
∣
∣
∣
∣
∣
∣
∣
∣
∣uN (µ, t
k)− uN(µ, tk)
∣
∣
∣
∣
∣
∣
∣
∣
∣
2
pr,µ
, 8µ 2 D, 1  k  K. (2.68)
Comme dans le cas elliptique, nous allons introduire à présent une approche primale-
duale. Pour tout µ 2 D, le problème dual associé à la sortie du modèle consiste à chercher
Ψ(µ, t) 2 X tel que
m
⇣
v,
@Ψ(µ, t)
@t
;µ
⌘
+ a
⇣
v,Ψ(µ, t);µ
⌘
= 0, 8v 2 X, 8t 2 I, (2.69)
la discrétisation – FE en espace, différences finies en temps – du problème (2.69) consiste
à chercher, pour tout µ 2 D, ΨN (µ, tk) 2 XN tel que, pour tout v 2 XN :
8
>><
>>:
1
∆t
m
⇣
v,ΨN (µ, t
k);µ
⌘
+ a
⇣
v,ΨN (µ, t
k);µ
⌘
=
1
∆t
m
⇣
v,ΨN (µ, t
k+1);µ
⌘
, K ≥ k ≥ 1
m
⇣
v,ΨN (µ, t
K+1);µ
⌘
= `
⇣
v;µ; tK+1
⌘
.
(2.70)
De la même manière que pour l’approche primale nous introduisons une séquence
d’espaces d’approximation emboîtés WNdu , 1  N  Nmax. Définissons SnapΨ(µ) l’en-
semble des solution du problème dual (2.70) pour µ 2 D fixé. Nous avons SnapΨ(µ) =
{ΨN (µ, tk) 2 XN , K ≥ k ≥ 1}. SΨN̄ est l’ensemble défini par
SΨN̄ =
n
POD(SnapΨ(µ), Nm), 8µ 2 SN̄
o
. (2.71)
Ensuite nous appliquons le processus d’orthonormalisation de Gram-Schmidt, en utilisant
le produit scalaire
((
., .
))
a,µref
, aux éléments de l’ensemble SΨ
N̄
pour avoir des fonctions
de bases orthonormalisées ⇠du, 1  n  N . L’espace d’approximation WNdu est défini par
WNdu = span
n
⇠dun , 1  n  N
o
. (2.72)
Quant à la solution réduite ΨN(µ, tk) 2 WNdu elle s’écrit
ΨN(µ, t
k) =
NX
i=1
ΨNi(µ, t
k) ⇠dui . (2.73)
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L’évaluation de la sortie, pour tout µ 2 D et k 2 K, est donnée par
sN(µ, t
k) = `
⇣
uN(µ, t
k);µ; tk
⌘
+
kX
k0=1
rpr
⇣
ΨN(µ, t
K−k+k0);µ; tk
0
⌘
∆t, (2.74)
avec pour tout v 2 XN et 1  k  K :
rpr(v;µ; t
k) = f
(
v;µ; tk
)
− a
(
uN(µ, t
k), v;µ
)
− 1
∆t
m
(
uN(µ, t
k)− uN(µ, tk−1);µ
)
,
(2.75)
ainsi que, pour tout v 2 XN et K ≥ k ≥ 1 :
rdu(v;µ; t
k) = −a
(
v,ΨN(µ, t
k);µ
)
− 1
∆t
m
(
v,ΨN(µ, t
k)−ΨN(µ, tk+1);µ
)
. (2.76)
Nous allons maintenant utiliser la dépendance affine en paramètres pour construire
une stratégie hors-ligne/en-ligne efficace. En choisissant les fonctions test comme v =
⇠dun , i = n, ..., N , pour tout µ 2 D, ΨN(µ, tk) est solution de
NX
i=1
 
1
∆t
QmX
q=1
✓qm(µ)m
q
(
⇠dun , ⇠
du
i
)
+
QaX
q=1
✓qa(µ)a
q
(
⇠dun , ⇠
du
i
)
!
ΨNi(µ; t
k)
=
 
1
∆t
QmX
q=1
✓qm(µ)m
q
⇣
ΨN(µ, t
k+1), ⇠dun
⌘
!
, K  k  1,
(2.77)
qui peut être également écrit, pour k = K, ..., 1, sous la forme matricielle :
 
1
∆t
QmX
q=1
✓qm(µ)M
q
N +
QaX
q=1
✓qa(µ)A
q
N
!
ΨN(µ, t
k) =
 
1
∆t
QmX
q=1
✓qm(µ)M
q
N ΨN(µ, t
k+1)
!
,
(2.78)
avec
✓
ΨN(µ, t
k)
◆
i
= ΨNi(µ; t
k),
✓
M qN
◆
in
= mq
✓
⇠dun , ⇠
du
i
◆
,
✓
AqN
◆
in
= aq
✓
⇠dun , ⇠
du
i
◆
.
(2.79)
Au temps final tK+1 nous avons
⇣ QmX
q=1
✓qm(µ)M
q
N
⌘
ΨN(µ, t
k) =
⇣ QX̀
q=1
✓qm(µ; t
K+1)LqN
⌘
(2.80)
avec  
LqN
!
n
= `q
✓
⇠dun
◆
. (2.81)
La sortie s’exprime alors de la manière suivante :
sN(µ, t
k) =
 
Q
X̀
q=1
✓q` (µ; t
k)Lq TN
!
uN(µ, t
k)+
kX
k0=1
RΨN (µ,t
K−k+k0 )
pr , 8µ 2 D, 8k 2 K, (2.82)
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avec
RΨN (µ,t
K−k+k0 )
pr =
 
QfX
q=1
✓qf (µ; t
k0)F du,qN
!
ΨN(µ, t
K−k+k0)
−ΨN(µ, tK−k+k
0
)T
 
QaX
q=1
✓qa(µ)A
prdu,q
N
!
uN(µ, t
k)
− 1
∆t
ΨN(µ, t
K−k+k0)T
 
QmX
q=1
✓qa(µ)M
prdu,q
N
!
⇣
uN(µ, t
k)− uN(µ, tk−1)
⌘
(2.83)
ainsi que
✓
Aprdu,qN
◆
in
= aq
✓
⇠prn , ⇠
du
i
◆
,
✓
Mprdu,qN
◆
in
= mq
✓
⇠prn , ⇠
du
i
◆
et
✓
F du,qN
◆
n
= f q
✓
⇠dun
◆
,
(2.84)
où Aprdu,qN 2 RN⇥N , 1  q  Qa, Mprdu,qN 2 RN⇥N , 1  q  Qm et F du,qN 2 RN , 1  q  Qf .
L’introduction du problème dual nous a permis d’avoir une convergence quadratique
pour les sorties non "souples". En effet en définissant la norme suivante pour tout µ 2 D
∣
∣
∣
∣
∣
∣
∣
∣
∣w(tk)
∣
∣
∣
∣
∣
∣
∣
∣
∣
du,µ
⌘
v
u
u
tm
⇣
w(tk), w(tk);µ
⌘
+
KX
k0=k
a
⇣
w(tk0), w(tk0);µ
⌘
∆t, 8w 2 XN , K ≥ k ≥ 1,
(2.85)
de manière analogue au cas elliptique, pour tout µ 2 D et pour tout k 2 K, nous pouvons
écrire
esN(µ, t
k)  1
∆t
∣
∣
∣
∣
∣
∣
∣
∣
∣uN (µ, t
k)− uN(µ, tk)
∣
∣
∣
∣
∣
∣
∣
∣
∣
pr,µ
∣
∣
∣
∣
∣
∣
∣
∣
∣ΨN (µ, t
K−k+1)−ΨN(µ, tK−k+1)
∣
∣
∣
∣
∣
∣
∣
∣
∣
du,µ
,
(2.86)
où l’erreur esN(µ, t
k) est donnée par esN(µ, t
k) = sN (µ, tk)−sN(µ, tk). Étudions maintenant
la construction de l’ensemble SN̄ par l’algorithme POD/glouton. Pour cela définissons,
pour un temps tk et un jeu de paramètres µ⇤ donnés, l’erreur de projection sur l’espace
d’approximation primal et dual définie par
eN,kΠWNpr
(µ⇤; tk) = uN (µ
⇤, tk)− ΠWNpr
⇣
uN (µ
⇤, tk)
⌘
, (2.87)
et
eN,kΠWNdu
(µ⇤; tk) = ΨN (µ
⇤, tk)− ΠWNdu
⇣
ΨN (µ
⇤, tk)
⌘
, (2.88)
où ΠWNpr (.) et ΠWNdu (.) désignent la projection, en utilisant produit scalaire (., .)X , res-
pectivement sur WNpr et WNdu . Comme dans la section 1, Ξtrain est un échantillonnage
fin de l’espace des paramètres dans lequel les paramètres seront sélectionnés.
Le premier vecteur de paramètres µ⇤ est choisi de manière aléatoire dans Ξtrain. En
revanche les suivants maximisent l’erreur commise entre l’approximation RB et FE sur
la sortie, calculée par ∆sN−1(µ, t
k) pour chaque élément de Ξtrain. À l’instant tk, pour µ⇤
donné, cette erreur s’écrit es(µ⇤, tk) = sN (µ⇤, tk)−sN (µ⇤, tk). De manière similaire au cas
elliptique, ∆sN−1(µ
⇤, tk) fournit une borne supérieure de es(µ⇤, tK) en se servant des N−1
premiers éléments de la base réduite. Nous rappelons que la section 3 est dédiée à la mise
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Algorithm 3 Algorithme POD/glouton
[SN̄ ,WNpr ,WNdu ] = POD/glouton(Nmax, ✏tol, Nm,Ξtrain)
µ⇤ est choisi aléatoirement dans Ξtrain ;
✏ 1 , N  0 ;
W0pr  ; , W0du  ; ;
N̄  1 ;
SN̄  µ⇤ ;
while ✏ > ✏tol et N +Nm  Nmax do
N̄  N̄ + 1 ;
for i = 1, ..., Nm do
WN+ipr  WNpr ⊕ POD
⇣n
eN,kΠWNpr
(µ⇤; tk), 1  k  K
o
, i
⌘
;
WN+idu  WNdu ⊕ POD
⇣n
eN,kΠWNdu
(µ⇤; tk), K ≥ k ≥ 1
o
, i
⌘
;
end for
µ⇤  arg max
µ2Ξtrain
∆sN−1
⇣
µ, tK
⌘
;
✏ ∆sN−1
⇣
µ⇤, tK
⌘
;
SN̄  SN̄−1 [ µ⇤ ;
N  N +Nm ;
end while
en place d’un tel estimateur d’erreur. À chaque itération de l’algorithme POD/glouton,
pour chaque nouveau jeu de paramètres dans SN̄ , les espaces WNpr et WNdu sont enrichis
par les Nm premiers modes de l’erreur de projection, puis ces nouveaux éléments RB sont
orthonormalisés.
Remarque 2. Une autre manière de générer les éléments de la base réduite, mentionnée
dans [103], consiste à appliquer une POD sur l’ensemble des modes issus eux-même des
POD appliquées pour chaque µ 2 SN̄ , pour obtenir les espaces WNpr et WNdu. Dans ce
cas l’algorithme 3 devient l’agorithme 4 (version alternative).
Regardons la complexité algorithmique de la partie en-ligne dans le cas où nous nous
servons de k pas de temps. Il faut O(QaN2 + QmN2) multiplications pour assembler
le terme de gauche du système réduit primal (2.65) ou dual (2.78). La construction du
second membre implique O(kN2) opérations, aussi bien pour le système primal que dual.
La résolution du problème, primal ou dual, nécessite O(kN3) opérations. Ensuite, dans
le cas de sorties "souples", il faut compter O(kN) produits scalaires pour avoir la sortie
du modèle via (2.64), mais si l’on souhaite intégrer le terme de correction pour les sorties
non "souples" (2.82) cela en nécessite alors O(kN3). L’étape en-ligne reste indépendante
de la (grande) dimension N .
3 Estimation d’erreur a posteriori
À l’aide des formules (2.30) et (2.74), pour un vecteur de paramètres µ 2 D donné,
et – pour les problèmes paraboliques – un temps tk donné, 1  k  K, nous pouvons
construire rapidement une approximation de la sortie du modèle. Dans cette section, nous
introduisons des estimateurs d’erreur a posteriori [101, 85, 39, 123, 53] qui vont nous
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Algorithm 4 Algorithme POD/glouton – version alternative –
[SN̄ ,WNpr ,WNdu ] = POD/glouton(Nmax, ✏tol, Nm,Ξtrain)
µ⇤ est choisi aléatoirement dans Ξtrain ;
✏ 1 , N  0 , Zu  ;, ZΨ  ; ;
W0pr  ; , W0du  ; ;
N̄  1 ;
SN̄  µ⇤ ;
while ✏ > ✏tol et N +Nm  Nmax do
N̄  N̄ + 1 ;n
Z̄um, 1  m  Nm
o
 POD
⇣
Snapu(µ⇤), Nm
⌘
;
n
Z̄Ψm, 1  m  Nm
o
 POD
⇣
SnapΨ(µ⇤), Nm
⌘
;
Zu  
n
Zu, {Z̄um, 1  m  Nm}
o
; ZΨ  
n
ZΨ, {Z̄Ψm, 1  m  Nm}
o
;
WNpr  POD
⇣
Zu, N
⌘
; WNdu  POD
⇣
ZΨ, N
⌘
;
µ⇤  arg max
µ2Ξtrain
∆sN−1
⇣
µ, tK
⌘
;
✏ ∆sN−1
⇣
µ⇤, tK
⌘
;
SN̄  SN̄−1 [ µ⇤ ;
N  N +Nm ;
end while
permettre de savoir, rapidement et de manière fiable, si l’approximation des solutions
primale et duale, ainsi de la sortie du modèle sont suffisament précises.
3.1 Ingrédients
Introduisons les constantes de coercivité ↵a,N (µ) et ↵m,N (µ) appliquées à la discréti-
sation FE, telles que pour tout µ 2 D
↵a,N (µ) = inf
w2XN
a(w,w;µ)
∣
∣
∣
∣
∣
∣w
∣
∣
∣
∣
∣
∣
2
a,µref
> 0 et ↵m,N (µ) = inf
w2XN
m(w,w;µ)
∣
∣
∣
∣
∣
∣w
∣
∣
∣
∣
∣
∣
2
m,µref
> 0. (2.89)
Soient ↵aLB(µ) et ↵
m
LB(µ) les bornes inférieures postitives telles que nous pouvons écrire
0  ↵aLB(µ)  ↵a,N (µ) 8µ 2 D et 0  ↵mLB(µ)  ↵m,N (µ) 8µ 2 D, (2.90)
où le temps d’évaluation de µ ! ↵aLB(µ) et de µ ! ↵mLB(µ) doivent être indépendants
de la (grande) dimension N afin d’évaluer rapidement les estimateurs d’erreur que nous
allons introduire dans cette section. Une manière de calculer ↵aLB(µ) et ↵
m
LB(µ) est exposée
dans la section 4.
3.2 Problèmes elliptiques
Commençons par introduire la norme duale des résidus primal ✏Npr(µ) et dual ✏Ndu(µ) :
✏Npr(µ) ⌘ sup
v2XN
rpr(v;µ)
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
a,µref
=
∣
∣
∣
∣
∣
∣êpr(µ)
∣
∣
∣
∣
∣
∣
a,µref
, (2.91)
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✏Ndu(µ) ⌘ sup
v2XN
rdu(v;µ)
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
a,µref
=
∣
∣
∣
∣
∣
∣êdu(µ)
∣
∣
∣
∣
∣
∣
a,µref
. (2.92)
Notons que pour définir la norme duale, la représentation de Riesz des résidus primal et
dual, respectivement êpr(µ) et êdu(µ), a été introduite dans (2.91) et (2.92). À présent
définissons l’estimation d’erreur a posteriori sur l’approximation de la sortie du modèle.
Pour tout N tel que 1  N  Nmax et pour tout µ 2 D nous avons
∣
∣sN (µ)− sN(µ)
∣
∣  ∆sN(µ) ⌘ ↵aLB(µ) ∆prN (µ) ∆duN (µ), (2.93)
où ∆prN (µ) et ∆
du
N (µ) sont les estimations d’erreur a posteriori respectivement pour les
solutions, primale et duale, définies par
∆prN (µ) =
p
✏Npr(µ)
2
↵aLB(µ)
et ∆duN (µ) =
p
✏Ndu(µ)
2
↵aLB(µ)
. (2.94)
Les erreurs commisent sur les solutions peuvent être majorées de la façon suivante
∣
∣
∣
∣
∣
∣uN (µ)− uN(µ)
∣
∣
∣
∣
∣
∣
a,µref
 ∆prN (µ), 8µ 2 D, (2.95)
∣
∣
∣
∣
∣
∣ΨN (µ)−ΨN(µ)
∣
∣
∣
∣
∣
∣
a,µref
 ∆duN (µ), 8µ 2 D. (2.96)
Stratégie hors-ligne/en-ligne
Nous exposons ici la stratégie hors-ligne/en-ligne à mettre en oeuvre afin d’évaluer les
estimations d’erreurs définis dans (2.93) et (2.94) de manière efficace. En nous appuyant
sur la dépendance affine en paramètres de a et f décrite dans (2.9) nous pouvons exprimer
le résidu primal de la manière suivante :
rpr(v;µ) =
QfX
q=1
✓qf (µ)f
q(v)−
QaX
q=1
NX
i=1
✓qa(µ)uNi(µ)a
q(⇠pri , v), 8v 2 XN . (2.97)
Le représentant de Riesz êpr(µ) vérifie
⇣⇣
êpr(µ), v
⌘⌘
a,µref
=
QfX
q=1
✓qf (µ)f
q(v)−
QaX
q=1
NX
i=1
✓qa(µ)uNi(µ)a
q(⇠pri , v), 8v 2 XN . (2.98)
Ensuite, en utilisant le principe de superposition linéaire – ou linear superposition – , nous
pouvons écrire
êpr(µ) =
QfX
q=1
✓qf (µ)Γ
q
Npr
+
QaX
q=1
NX
i=1
✓qa(µ)uNi(µ)Υ
qi
Npr
, (2.99)
avec ⇣⇣
ΓqNpr , v
⌘⌘
a,µref
= f q(v) 8v 2 XN , 1  q  Qf , (2.100)
⇣⇣
ΥqiNpr , v
⌘⌘
a,µref
= −aq(⇠pri , v), 8v 2 XN , 1  q  Qa, 1  i  N. (2.101)
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Par conséquent nous avons
✏Npr(µ)
2 = CffNpr(µ) + 2
NX
i=1
uNi(µ)C
fa
Npri
(µ) +
NX
i=1
NX
i0=1
uNi(µ)uNi0(µ)C
aa
Nprii0(µ), (2.102)
avec pour 1  i, i0  N :
CffNpr(µ) =
QfX
q=1
QfX
q0=1
✓qf (µ) ✓
q0
f (µ) Φ
qq0
Npr,ff
, (2.103)
CfaNpri(µ) =
QaX
q=1
QfX
q0=1
✓qa(µ) ✓
q0
f (µ) Φ
qiq0
Npr,fa
, (2.104)
CaaNprii0(µ) =
QaX
q=1
QaX
q0=1
✓qa(µ) ✓
q0
a (µ) Φ
qiq0i0
Npr,aa
. (2.105)
où on peut écrire
Φqq
0
Npr,ff
=
((
ΓqNpr ,Γ
q0
Npr
))
a,µref
, Φqiq
0
Npr,fa
=
((
ΥqiNpr ,Γ
q0
Npr
))
a,µref
, (2.106)
Φqiq
0i0
Npr,aa
=
((
ΥqiNpr ,Υ
q0i0
Npr
))
a,µref
. (2.107)
À présent, condidérons le résidu dual qui s’écrit
rdu(v;µ) = −
Q
X̀
q=1
✓q` (µ)`
q(v)−
QaX
q=1
NX
i=1
✓qa(µ)ΨNi(µ)a
q(v, ⇠dui ), 8v 2 XN . (2.108)
Le représentant de Riesz êdu(µ) vérifie
êdu(µ) =
Q
X̀
q=1
✓q` (µ)Γ
q
Ndu
+
QaX
q=1
NX
i=1
✓qa(µ)ΨNi(µ)Υ
qi
Ndu
, 8v 2 XN , (2.109)
avec
((
ΓqNdu , v
))
a,µref
= −`q(v), 8v 2 XN , 1  q  Q`, (2.110)
((
ΥqiNdu , v
))
a,µref
= −aq(v, ⇠dui ), 8v 2 XN , 1  q  Qa, 1  i  N. (2.111)
Nous pouvons donc écrire
✏Ndu(µ)
2 = C``Ndu(µ) + 2
NX
i=1
ΨNiC
`a
Ndui
(µ) +
NX
i=1
NX
i0=1
ΨNiΨNi0C
aa
Nduii0
(µ), (2.112)
avec pour 1  i, i0  N :
C``Ndu(µ) =
Q
X̀
q=1
Q
X̀
q0=1
✓q` (µ) ✓
q0
` (µ) Φ
qq0
Ndu
, (2.113)
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C`aNdui(µ) =
QaX
q=1
Q
X̀
q0=1
✓qa(µ) ✓
q0
` (µ) Φ
qiq0
Ndu
, (2.114)
CaaNduii0(µ) =
QaX
q=1
QaX
q0=1
✓qa(µ) ✓
q0
a (µ) Φ
qiq0i0
Ndu
. (2.115)
où on a
Φqq
0
Ndu,``
=
((
ΓqNdu ,Γ
q0
Ndu
))
a,µref
, Φqiq
0
Ndu,`a
=
((
ΥqiNdu ,Γ
q0
Ndu
))
a,µref
, (2.116)
Φqiq
0i0
Ndu,aa
=
((
ΥqiNdu ,Υ
q0i0
Ndu
))
a,µref
. (2.117)
Durant la phase hors-ligne, les quantités qui ne dépendent pas de µ sont calculées puis
stockées dans une base de données. Elles pourront ainsi être réutilisées lors de la phase
en-ligne au cours de laquelle, pour µ 2 D donné, les termes qui dépendent de µ sont
évalués et la norme duale des résidus est assemblée en utilisant l’approximation RB des
solutions. De cette manière le calcul de l’estimation d’erreur ne dépend pas de la (grande)
dimension FE.
Il est à noter que dans la pratique, l’évaluation de certains termes définis précédem-
ment peut être sensible aux erreurs d’arrondis. Dans [30] il est proposé une solution pour
remédier à de tels problèmes d’arrondis.
Pendant la phase hors-ligne il faut résoudre (Qf+2QaN+Q`) problèmes de type Pois-
son qui dépendent de la dimension FE, N , voir (2.100), (2.101), (2.110) et (2.111). Bien
sûr cela sous entend que les quantités ΓqNpr pour 1  N  Qf , Γ
q
Ndu
pour 1  N  Q`,
ΥqiNpr pour 1  q  Qa et 1  i  N , Υ
qi
Ndu
pour 1  q  Qa et 1  i  N sont stockées.
Dans le cas où aucune de ces quantités ne sont stockées, O(2N2Q2a) résolutions de pro-
blèmes de type Poisson sont nécessaires. Cependant la proposition 1 permet de réduire ce
nombre de résolutions.
Proposition 1. Soient q, q0, i et i0 quatre entiers tels que 1  q, q0  Qa ainsi que
1  i, i0  N , nous avons alors
Φqiq
0i0
Npr,aa
= Φq
0i0qi
Npr,aa
et Φqiq
0i0
Ndu,aa
= Φq
0i0qi
Ndu,aa
. (2.118)
Les égalités énoncées dans (2.118) sont justifiées par la propriété de symétrie du pro-
duit scalaire. En nous appuyant sur ces égalités nous constatons que O(N2(Qa + 1)Qa)
résolutions de problèmes de type Poisson suffisent lors de la phase hors-ligne, soit une
économie de O(N2(Qa − 1)Qa) résolutions. Notons qu’il est également envisageable de
chercher un équilibre entre le stockage d’une partie des solutions des problèmes de type
Poisson et les résolutions.
Intéressons-nous maintenant à la phase en-ligne. Supposons que nous connaissons déjà
les coefficients uNi(µ) et ΨNi(µ), 1  i  N . Supposons également que les fonctions
✓qf (µ) pour 1  q  Qf , ✓q` (µ) pour 1  q  Q` et ✓qa(µ) pour 1  q  Qa sont
déjà évaluées. Pour construire les termes introduits par (2.103)-(2.105) et (2.113)-(2.115),
O(2Q2a + Q2f + Q2`) opérations sont nécessaires puisque les produits scalaires définis par
(2.106)-(2.107) et (2.116)-(2.117) ont été évalués pendant la phase hors-ligne. Une fois
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ces termes construits, nous pouvons évaluer les sommes définies en (2.102) et (2.112)
en O(2Q2aN2) opérations. Ainsi, la complexité en-ligne de l’estimation d’erreur est en
O(2Q2aN2) opérations.
3.3 Problèmes paraboliques
Définissons la norme duale du résidu primal ✏Npr(µ, t
k) et dual ✏Ndu(µ, t
k) :
✏Npr(µ, t
k) ⌘ sup
v2XN
rpr(v;µ; t
k)
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
a,µref
=
∣
∣
∣
∣
∣
∣êpr(µ, t
k)
∣
∣
∣
∣
∣
∣
a,µref
(2.119)
✏Ndu(µ, t
k) ⌘ sup
v2XN
rdu(v;µ; t
k)
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
a,µref
=
∣
∣
∣
∣
∣
∣êdu(µ, t
k)
∣
∣
∣
∣
∣
∣
a,µref
. (2.120)
Notons que pour définir la norme duale, la représentation de Riesz des résidus primal
et dual, respectivement êpr(µ, tk) et êdu(µ, tk), a été introduit dans (2.119) et (2.120). À
présent définissons l’estimation d’erreur a posteriori sur l’approximation de la sortie du
modèle. Pour chaque N et pour tout µ 2 D nous avons
∣
∣sN (µ, t
k)− sN(µ, tk)
∣
∣  ∆sN(µ, tk) ⌘ ∆prN (µ, tk) ∆duN (µ, tK−k+1), 1  k  K, (2.121)
où ∆prN (µ; t
k) et ∆duN (µ, t
k) sont les estimations d’erreur a posteriori respectivement pour
les solutions, primale et duale, définies par
∆prN (µ, t
k) =
v
u
u
t ∆t
↵aLB(µ)
kX
k0=1
✏Npr(µ, t
k0)2, 1  k  K, (2.122)
∆duN (µ, t
k) =
v
u
u
t ∆t
↵aLB(µ)
KX
k0=k
✏Ndu(µ, t
k0)2 + ↵mLB(µ)∆
Ψfinal
N (µ)
2, K ≥ k ≥ 1. (2.123)
Le terme ∆ΨfinalN (µ) provient de l’erreur commise au temps t
K+1 sur la variable duale. En
posant edu(µ, tK+1) = ΨN (µ, tK+1)−ΨN(µ, tK+1) on peut écrire
∣
∣
∣
∣
∣
∣
∣
∣
∣edu(µ, tK+1)
∣
∣
∣
∣
∣
∣
∣
∣
∣
m,µref
 ∆ΨfinalN (µ) ⌘
✏ΨfinalNdu (µ; t
K+1)
↵mLB(µ)
, (2.124)
où ✏ΨfinalNdu (µ; t
K+1) est la norme duale du résidu associé à la condition finale. Notons que
dans (2.122) la contribution du résidu associé à la condition initiale n’apparaît pas car
nous supposons ici que uN (µ, t0) 2 WNpr . Néanmoins, si uN (µ, t0) /2 WNpr alors il est
nécessaire d’ajouter un terme supplémentaire dans (2.122). Les erreurs commisent sur les
solutions peuvent être majorées de la façon suivante
∣
∣
∣
∣
∣
∣uN (µ, t
k)− uN(µ, tk)
∣
∣
∣
∣
∣
∣
pr,µref
 ∆prN (µ, tk), 8µ 2 D, 1  k  K, (2.125)
∣
∣
∣
∣
∣
∣ΨN (µ, t
k)−ΨN(µ, tk)
∣
∣
∣
∣
∣
∣
du,µref
 ∆duN (µ, tk), 8µ 2 D, K ≥ k ≥ 1. (2.126)
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Stratégie hors-ligne/en-ligne
Tout comme dans le cas elliptique,nous exposons ici la stratégie hors-ligne/en-ligne à
mettre en oeuvre afin d’évaluer les estimations d’erreurs définis dans (2.121), (2.122) et
(2.123) de manière efficace. En nous appuyant sur la dépendance affine en paramètres de
m, a et f décrite dans (2.50) nous pouvons exprimer le résidu primal, pour tout v 2 XN
et 1  k  K, de la manière suivante :
rpr
(
v;µ; tk
)
=
QfX
q=1
✓qf
(
µ; tk
)
f q
(
v
)
−
QaX
q=1
NX
i=1
✓qa
(
µ
)
uNi
(
µ; tk
)
aq
(
⇠pri , v
)
− 1
∆t
QmX
q=1
NX
i=1
✓qm
(
µ
)⇣
uNi(µ; t
k)− uNi(µ; tk−1)
⌘
mq(⇠pri , v).
(2.127)
Le représentant de Riesz êpr(µ, tk) vérifie
⇣⇣
êpr(µ, t
k), v
⌘⌘
a,µref
= rpr
(
v;µ; tk
)
, 8v 2 XN . (2.128)
Ensuite, en utilisant le principe de superposition linéaire – ou linear superposition – , nous
pouvons écrire
êpr(µ, t
k) =
QfX
q=1
✓qf (µ; t
k)ΓqNpr +
QaX
q=1
NX
i=1
✓qa(µ)uNi(µ)Υ
qi
Npr
+
1
∆t
QmX
q=1
NX
i=1
✓qm(µ)
⇣
uNi(µ; t
k)− uNi(µ; tk−1)
⌘
ΛqiNpr , 1  k  K,
(2.129)
avec ⇣⇣
ΓqNpr , v
⌘⌘
a,µref
= f q(v), 8v 2 XN , 1  q  Qf , (2.130)
⇣⇣
ΥqiNpr , v
⌘⌘
a,µref
= −aq(⇠pri , v), 8v 2 XN , 1  q  Qa, 1  i  N, (2.131)
⇣⇣
ΛqiNpr , v
⌘⌘
a,µref
= −mq(⇠pri , v), 8v 2 XN , 1  q  Qm, 1  i  N. (2.132)
Par conséquent nous avons
✏Npr(µ, t
k)2 = 2
NX
i=1
uNi(µ; t
k)CfaNpri(µ; t
k) +
NX
i=1
NX
i0=1
uNi(µ; t
k)uNi0(µ; t
k)CaaNprii0(µ)
+
1
∆t2
NX
i=1
NX
i0=1
⇣
uNi(µ; t
k)− uNi(µ; tk−1)
⌘⇣
uNi0(µ; t
k)− uNi0(µ; tk−1)
⌘
CmmNprii0(µ)
+
2
∆t
NX
i=1
NX
i0=1
⇣
uNi(µ; t
k)− uNi(µ; tk−1)
⌘
uNi0(µ; t
k)CamNprii0(µ) (2.133)
+
2
∆t
NX
i=1
⇣
uNi(µ; t
k)− uNi(µ; tk−1)
⌘
CfmNpri(µ; t
k) + CffNpr(µ; t
k), 1  k  K,
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avec pour 1  i, i0  N :
CffNpr(µ; t
k) =
QfX
q=1
QfX
q0=1
✓qf (µ; t
k) ✓q
0
f (µ; t
k) Φqq
0
Npr,ff
, (2.134)
CfaNpri(µ; t
k) =
QaX
q=1
QfX
q0=1
✓qa(µ) ✓
q0
f (µ; t
k) Φqiq
0
Npr,fa
, (2.135)
CaaNprii0(µ) =
QaX
q=1
QaX
q0=1
✓qa(µ) ✓
q0
a (µ) Φ
qiq0i0
Npr,aa
, (2.136)
CamNprii0(µ) =
QaX
q=1
QmX
q0=1
✓qa(µ) ✓
q0
m(µ) Φ
qiq0i0
Npr,am
, (2.137)
CfmNpri(µ; t
k) =
QmX
q0=1
QfX
q0=1
✓qm(µ)✓
q0
f (µ; t
k) Φqiq
0
Npr,fm
, (2.138)
CmmNprii0(µ) =
QmX
q=1
QmX
q0=1
✓qm(µ) ✓
q0
m(µ) Φ
qiq0i0
Npr,mm
, (2.139)
où on a
Φqq
0
Npr,ff
=
((
ΓqNpr ,Γ
q0
Npr
))
a,µref
, Φqiq
0i0
Npr,am
=
((
ΥqiNpr ,Λ
q0i0
Npr
))
a,µref
, (2.140)
Φqiq
0i0
Npr,aa
=
((
ΥqiNpr ,Υ
q0i0
Npr
))
a,µref
, Φqiq
0
Npr,fa
=
((
ΥqiNpr ,Γ
q0
Npr
))
a,µref
, (2.141)
Φqiq
0i0
Npr,mm
=
((
ΛqiNpr ,Λ
q0i0
Npr
))
a,µref
, Φqiq
0
Npr,fm
=
((
ΛqiNpr ,Γ
q0
Npr
))
a,µref
. (2.142)
À présent, considérons le résidu dual qui s’écrit, pour tout v 2 XN
rdu(v;µ; t
k) = −a
(
v,ΨN(µ, t
k);µ
)
− 1
∆t
m
(
v,ΨN(µ, t
k)−ΨN(µ, tk+1)
)
, (2.143)
avec K ≥ k ≥ 1. Le représentant de Riesz êdu(µ, tk) vérifie
⇣⇣
êdu(µ, t
k), v
⌘⌘
a,µref
= rdu
(
v;µ; tk
)
, 8v 2 XN . (2.144)
Ensuite, pour K ≥ k ≥ 1 et en utilisant le principe de superposition linéaire, nous pouvons
écrire
êdu(µ, t
k) = −
QaX
q=1
NX
i=1
✓qa(µ)ΨNi(µ; t
k)ΥqiNdu
− 1
∆t
QmX
q=1
NX
i=1
✓qm(µ)
⇣
ΨNi(µ; t
k)−ΨNi(µ; tk+1)
⌘
ΛqiNdu ,
(2.145)
avec
⇣⇣
ΥqiNdu , v
⌘⌘
a,µref
= −aq(⇠dui , v), 8v 2 XN , 1  q  Qa, 1  i  N, (2.146)
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⇣⇣
ΛqiNdu , v
⌘⌘
a,µref
= −mq(⇠dui , v), 8v 2 XN , 1  q  Qm, 1  i  N. (2.147)
Par conséquent nous avons, pour k = K, ..., 1 :
✏Ndu(µ, t
k)2 =
NX
i=1
NX
i0=1
ΨNi(µ; t
k)ΨNi(µ; t
k)CaaNdui(µ)
+
2
∆t
NX
i=1
NX
i0=1
⇣
ΨNi(µ; t
k)−ΨNi(µ; tk+1)
⌘
ΨNi0 (µ; t
k)CamNduii0(µ) (2.148)
+
1
∆t2
NX
i=1
NX
i0=1
⇣
ΨNi(µ; t
k)−ΨNi(µ; tk+1)
⌘⇣
ΨNi0 (µ; t
k)−ΨNi0 (µ; tk+1)
⌘
CmmNduii0(µ),
avec pour 1  i, i0  N :
CaaNduii0(µ) =
QaX
q=1
QaX
q0=1
✓qa(µ) ✓
q0
a (µ) Φ
qiq0i0
Ndu,aa
, (2.149)
CamNduii0(µ) =
QaX
q=1
QmX
q0=1
✓qa(µ) ✓
q0
m(µ) Φ
qiq0i0
Ndu,am
, (2.150)
CmmNduii0(µ) =
QmX
q=1
QmX
q0=1
✓qm(µ) ✓
q0
m(µ) Φ
qiq0i0
Ndu,mm
, (2.151)
où on a
Φqiq
0i0
Ndu,aa
=
((
ΥqiNdu ,Υ
q0i0
Ndu
))
a,µref
, Φqiq
0i0
Ndu,mm
=
((
ΛqiNdu ,Λ
q0i0
Ndu
))
a,µref
, (2.152)
Φqiq
0i0
Ndu,am
=
((
ΥqiNdu ,Λ
q0i0
Ndu
))
a,µref
. (2.153)
Intéressons-nous pour finir au résidu associé à la condition finale
rΨfinaldu (v;µ; t
K+1) = `(v; tK+1)−m(v,ΨN (µ, tK+1);µ), 8v 2 XN . (2.154)
Le représentant de Riesz êdu(µ, tK+1) vérifiant
⇣⇣
êdu(µ, t
K+1), v
⌘⌘
a,µref
= rΨfinaldu
(
v;µ; tK+1
)
, 8v 2 XN , (2.155)
nous pouvons écrire
êdu(µ, t
K+1) = −
Q
X̀
q=1
✓q` (µ; t
K+1)ΓqNdu −
QmX
q=1
NX
i=1
✓qm(µ)ΨNi(µ; t
K+1)ΛqiNdu , (2.156)
avec ⇣⇣
ΓqNdu , v
⌘⌘
a,µref
= `q(⇠dui , v) 8v 2 XN , 1  q  Q` , (2.157)
⇣⇣
ΛqiNdu , v
⌘⌘
a,µref
= −mq(⇠dui , v) 8v 2 XN , 1  q  Qm, 1  i  N. (2.158)
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Par conséquent nous avons, pour k = K, ..., 1 :
✏ΨfinalNdu (µ; t
K+1)2 = C``Ndu
(
µ; tK+1
)
+ 2
NX
i=1
(
ΨNi(µ; t
K+1)
)
C`mNdui
(
µ; tK+1
)
+
NX
i=1
NX
i0=1
ΨNi
(
µ; tK+1)ΨNi0
(
µ; tK+1
)
CmmNduii0
(
µ
)
,
(2.159)
avec pour 1  i, i0  N :
C``Ndu(µ; t
K+1) =
Q
X̀
q=1
Q
X̀
q0=1
✓q` (µ; t
K+1) ✓q
0
` (µ; t
K+1) Φqq
0
Ndu,``
, (2.160)
C`mNdui(µ; t
K+1) =
QmX
q=1
Q
X̀
q0=1
✓qm(µ) ✓
q0
` (µ; t
K+1) Φqiq
0
Ndu,`m
, (2.161)
CmmNduii0(µ) =
QmX
q=1
QmX
q0=1
✓qam(µ) ✓
q0
m(µ) Φ
qiq0i0
Ndu,mm
, (2.162)
où on a
Φqq
0
Ndu,``
=
((
ΓqNdu ,Γ
q0
Ndu
))
a,µref
, Φqiq
0i0
Ndu,mm
=
((
ΛqiNdu ,Λ
q0i0
Ndu
))
a,µref
, (2.163)
Φqiq
0
Ndu,`m
=
((
ΛqiNdu ,Γ
q0
Ndu
))
a,µref
. (2.164)
Tout comme dans le cas elliptique durant la phase hors-ligne, les quantités qui ne
dépendent pas du jeu de paramètres µ sont calculées puis stockées dans une base de
données. Elles pourront ainsi être réutilisées lors de la phase en-ligne au cours de laquelle,
pour µ 2 D et un temps donnés, les termes qui dépendent de µ sont évalués et la norme
duale des résidus est assemblée en utilisant l’approximation RB des solutions. Pendant
la phase hors-ligne il faut résoudre (Qf+Q`+2QaN+3QmN) problèmes de type Poisson
qui dépendent de la dimension FE, N , voir (2.130)-(2.132), (2.146)-(2.147) et (2.157)-
(2.158). De manière analogue au cas ellitptique, cela sous entend que les quantités ΓqNpr
pour 1  N  Qf , ΓqNdu pour 1  N  Q`, Υ
qi
Npr
pour 1  q  Qa et 1  i  N ,
ΥqiNdu pour 1  q  Qa et 1  i  N , Λ
qi
Npr
pour 1  q  Qa et 1  i  N , ΛqiNdu pour
1  q  Qa et 1  i  N sont stockées. Dans le cas où aucune de ces quantités ne sont
stockées, O(2N2Q2a +3N2Q2m) résolutions de problèmes de type Poisson sont nécessaires.
Proposition 2. Soient q, q0, i et i0 quatre entiers tels que 1  q, q0  Qm ainsi que
1  i, i0  N , nous avons alors
Φqiq
0i0
Npr,mm
= Φq
0i0qi
Npr,mm
et Φqiq
0i0
Ndu,mm
= Φq
0i0qi
Ndu,mm
. (2.165)
Les égalités énoncées dans (2.165) sont justifiées par la propriété de symétrie du produit
scalaire. En nous appuyant sur les propositions 1 et 2 nous constatons que O(N2(Qa +
1)Qa + 3/2N
2(Qm + 1)Qm) résolutions de problèmes de type Poisson suffisent lors de la
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phase hors-ligne, soit une économie deO( N2(Qa−1)Qa+3N2/2(Qm−1)Qm ) résolutions.
Notons qu’il est également envisageable de chercher un équilibre entre le stockage d’une
partie des solutions des problèmes de type Poisson et les résolutions.
Intéressons-nous maintenant à la phase en-ligne. Supposons que nous connaissons déjà
les coefficients uNi(µ; t
k) et ΨNi(µ; t
k), 1  i  N , 1  k  K. Supposons également que
les fonctions ✓qf (µ; t
k) pour 1  q  Qf , ✓q` (µ; tk) pour 1  q  Q`, ✓qa(µ) pour 1  q  Qa
et ✓qm(µ) pour 1  q  Qm sont déjà évaluées avec 1  k  K. Pour construire les termes
introduits par (2.134)-(2.139), (2.150)-(2.149) et (2.160)-(2.162),O(2Q2a+3Q2m) opérations
sont nécessaires puisque les produits scalaires définis par (2.140)-(2.142), (2.152)-(2.153),
et (2.163)-(2.164) ont été évalués pendant la phase hors-ligne. Notons que seuls les termes
(2.134), (2.135) et (2.138) doivent être reconstruits à chaque pas de temps. Les termes
(2.136), (2.137), (2.139), (2.149), (2.150) et (2.151) n’évoluent pas au cours du temps. Une
fois ces termes construits, nous pouvons évaluer les sommes définies en (2.133), (2.148) et
(2.159), en O(2Q2aN2 + 3Q2mN2) opérations. Ainsi, la complexité en-ligne de l’estimation
d’erreur est en O(2Q2aN2 + 3Q2mN2) opérations.
4 Méthode des contraintes successives
Dans cette section nous présentons comment calculer une borne inférieure ↵aLB(µ)
pour la constante de coercivité ↵a,N (µ) via la méthode des contraintes successives – ou
Successive Constraints Method (SCM) – [71, 35, 119, 107]. Le calcul de ↵mLB(µ) se fait de
manière similaire. Cette méthode se base sur une stratégie efficace hors-ligne/en-ligne qui
aboutit à un problème d’optimisation linéaire . À l’instar de la méthode RBM qui, durant
la partie en-ligne ne dépend pas de la (grande) dimension N , le problème d’optimisation
linéaire à résoudre durant la partie en-ligne ne dépend pas non plus de la dimension N .
Rappelons que la forme bilinéaire paramétrée a(., .;µ) dépend affinement du jeu de
paramètres µ et peut s’exprimer
a (u, v;µ) =
QaX
q=1
✓qa(µ) a
q(u, v) 8u, v 2 X, 8µ 2 D. (2.166)
Nous nous plaçons dans le cas où a est symétrique et coercive.
Remarque 3. Dans le cas où a n’est ni symétrique ni coervice, on s’intéresse alors à la
borne inférieure de la condition inf-sup [71, 112].
Afin de mettre en oeuvre une stratégie hors-ligne/en-ligne efficace, nous allons refor-
muler l’expression de la constante de coercivité ↵a,N (µ) donnée dans (2.89) en introduisant
la fonction objective J obj : D ⇥ RQa ! R définie par
J obj(µ; y) =
QaX
q=1
✓qa(µ) y
q, (2.167)
avec y 2 RQa . La constante de coercivité (qui dépend de N ) est alors définie par
↵a,N (µ) = inf
y2Y
J obj(µ; y), (2.168)
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où l’ensemble Y 2 RQa est défini par
Y =
8
<
:
y 2 RQa | 9wy 2 XN tel que yq =
aq(wy, wy)
∣
∣
∣
∣
∣
∣wy
∣
∣
∣
∣
∣
∣
2
a,µref
, 1  q  Qa
9
=
;
. (2.169)
La construction de la constante de coercivité via (2.168) implique la résolution d’un pro-
blème de minimisation d’une fonction linéaire sur Y ⇢ RQa . La méthode des contraintes
successives repose sur la construction des deux ensembles YLB et YUB tels que YUB ⇢
Y ⇢ YLB. La fonction objective J obj est alors minimisée sur ces deux ensembles pour
obtenir une borne inférieure et supérieure de la constante de coercivité. La construction
de YLB et YUB sont détaillées dans les paragraphes 4.2 et 4.3. La borne inférieure ↵aLB est
définie par
↵aLB(µ;CJ) = min
y2YLB(µ,CJ )
J obj(µ; y), (2.170)
la borne supérieure quant à elle est définie par
↵aUB(µ;CJ) = min
y2YUB(CJ )
J obj(µ; y), (2.171)
où l’ensemble CJ est défini par
CJ =
{
µ1 2 D, ...,µJ 2 D
 
. (2.172)
4.1 Construction de l’échantillon des contraintes CJ
Nous allons voir maintenant comment construire CJ , en utilisant un algorithme glouton
dans l’étape hors-ligne (voir l’algorithme 5). Rappelons que Ξtrain est un échantillonnage
fin de l’espace des paramètres.Nous avons besoin également d’une tolérance ✏ 2 (0, 1) pour
contrôler l’erreur sur la prédiction de la borne inférieure. On commence, lorsque J = 1, en
Algorithm 5 Construction de l’ensemble CJ via un algorithme glouton.
J  1 ;
µ1 est choisi aléatoirement dans Ξtrain ;
C1  µ1 ;
while max
µ2Ξtrain

↵aUB(µ, CJ)− ↵aLB(µ, CJ)
↵aUB(µ, CJ)
]
> ✏ do
µJ+1 = arg max
µ2Ξtrain

↵aUB(µ, CJ)− ↵aLB(µ, CJ)
↵aUB(µ, CJ)
]
;
CJ+1  CJ [ µJ+1 ;
J  J + 1 ;
end while
choisissant le premier vecteur de paramètres aléatoirement dans Ξtrain. Ensuite à partir de
J = 2, µJ maximise l’écart entre les prédictions de la borne inférieure et de la borne supé-
rieure de la constante de coercivité. Autrement dit, à chaque itération l’ensemble CJ est
enrichie du vecteur de paramètres µ 2 Ξtrain qui possède la pire approximation de la borne
inférieure ↵aLB(µ, CJ). Comme pour chaque µ 2 CJ nous avons ↵aLB(µ, CJ) = ↵aUB(µ, CJ),
et grâce à la continuité, il s’ensuit que pour un nombre d’itérations suffisamment grand
la tolérance ✏ est atteinte.
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4.2 Construction de l’ensemble YLB
Définissons la boîte des contraintes de continuité B de la manière de telle manière à
avoir Y ⇢ B.
B =
QaY
q=1
2
4 inf
w2XN
aq(w,w)
∣
∣
∣
∣
∣
∣w
∣
∣
∣
∣
∣
∣
2
a,µref
, sup
w2XN
aq(w,w)
∣
∣
∣
∣
∣
∣w
∣
∣
∣
∣
∣
∣
2
a,µref
3
5 . (2.173)
Pour construire l’ensemble YLB on se donne également deux entiers strictement positifs :
M↵ et M+. Nous introduisons également une nouvelle notation : P
µ,E
M l’ensemble de M
points dans E le plus proche au sens de la norme euclidienne d’un jeu de paramètres
µ 2 D donné, avec M un entier strictement positif.
Version originale
Dans [71] l’ensemble YLB(µ;CJ) est défini de la manière suivante :
YLB(µ;CJ) ⌘
(
y 2 RQa | y 2 B,
QaX
q=1
✓qa(µ
0)yq ≥ ↵a,N (µ0) , 8µ0 2 Pµ,CJM↵
et
QaX
q=1
✓qa(µ
0)yq ≥ 0 , 8µ0 2 Pµ, ΞtrainM+
)
.
(2.174)
Le problème (2.170) est un problème d’optimisation linéaire – ou Linear Programm
(LP) –. Il contient Qa variables de design, ainsi que 2Qa +M↵ +M+ inégalités liées aux
contraintes. La construction de l’ensemble CJ doit se faire durant la partie hors-ligne.
Il est important de noter que pour une boîte de contraintes de continuité B donnée, la
complexité de l’évaluation µ! ↵aLB(µ) est indépendante de N .
Première amélioration
Dans [35], au lieu de contraindre la borne inférieure recherchée à n’être seulement
positive pour tout vecteur de paramètres µ0 2 Pµ, ΞtrainM+ , l’évaluation de ↵aLB(µ0, CJ−1)
est utilisée. l’ensemble YLB(µ;CJ) est défini de la manière suivante :
YLB(µ;CJ) ⌘
(
y 2 RQa | y 2 B,
QaX
q=1
✓qa(µ
0)yq ≥ ↵a,N (µ0), 8µ0 2 Pµ,CJM↵
et
QaX
q=1
✓qa(µ
0)yq ≥ ↵aLB(µ0, CJ−1), 8µ0 2 Pµ, Ξtrain\CJM+
)
.
(2.175)
Pour la première itération, on définit ↵aLB(µ
0, C0) ⌘ 0, 8µ 2 Ξtrain. Grâce à cette redéfi-
nition de l’ensemble YLB, lorsque J augmente – c’est-à-dire que nous augmentons la taille
de l’ensemble des contraintes – la borne inférieure ↵aLB(µ, CJ) ne décroît pas, il en est
de même pour la borne supérieure ↵aUB(µ, CJ), et enfin la quantité
↵aUB(µ,CJ )−↵aLB(µ,CJ )
↵aUB(µ,CJ )
ne
croît pas, quelque soit µ 2 Ξtrain.
De plus, les contraintes imposées sur YLB étant plus strictes, le problème de minimi-
sation (2.170) devrait être résolu plus rapidement qu’avec la version originale.
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Deuxième amélioration
Construction hors-ligne de l’échantillon CJ :
La construction de YLB que nous présentons ici est à appliquer uniquement lors de
la construction de l’échantillons CJ durant la partie hors-ligne. Nous venons de voir une
construction de l’ensemble YLB(µ, CJ) qui dépend de deux entiers M↵ et M+. Dans [119]
il est proposé de ne plus dépendre ces deux nombres dans la construction de YLB(µ, CJ).
Remarquons que dans (2.175) il y a deux sortes de contraintes :
— pour M↵ contraintes, la constante de coercivité ↵a,N (µ0) a été calculée, avec µ0 2
Pµ,CJM↵ , que nous appelerons contraintes de premier ordre ;
— les M+ contraintes restantes se servent uniquement de la borne inférieure ↵aLB(µ
0, CJ−1),
avec µ0 2 Pµ, Ξtrain\CJM+ , que nous appelerons contraintes de second ordre.
L’idée développée par les auteurs repose sur le fait que lors de la construction de l’espace
des contraintes CJ , l’approximation des bornes inférieures sont assez pauvres, surtout
lorsque J est petit. Les contraintes de second ordre ne sont pas aussi performantes que
les contraintes de premier ordre, nous allons donc les abandonner. D’autre part, lorsque
le minimum est atteint via un programme d’optimisation linéaire à Qa variables, il y a au
plus Qa contraintes actives. Aussi, si une contrainte de premier ordre n’est pas active au
rang J, elle ne le sera pas pour les rangs supérieurs. Par conséquent il est intéressant de
garder une trace des contraintes actives du premier ordre durant la construction de l’espace
des contraintes CJ . De cette façon nous n’aurons jamais plus de Qa contraintes actives
du premier ordre et donc l’entier M↵ n’est plus utile. Comme rien de prédit que pour
µ 2 D fixé la contrainte active se trouve dans le voisinnage µ0 2 Pµ,CJM↵ , la construction
de YLB(µ, CJ) est donc moins restreinte que dans la version originale. De plus, construire
un voisinage d’un jeu de paramètres µ dans Ξtrain peut être coûteux si l’échantillon Ξtrain
comporte beaucoup d’éléments, alors qu’avec cette nouvelle approche le voisinage n’est
plus construit. L’ensemble YLB(µ, CJ) est alors défini par
YLB(µ;CJ) ⌘
(
y 2 RQa | y 2 B,
QaX
q=1
✓qa(µ
0)yq ≥ ↵a,N (µ0), 8µ0 2 A(µ, CJ−1)
et
QaX
q=1
✓qa(µ
J)yq ≥ ↵a,N (µJ)
)
,
(2.176)
oùA(µ, CJ−1) regroupe les contraintes actives pour le calcul de la borne inférieure ↵aLB(µ, CJ−1).
Calcul en-ligne de ↵aLB :
Pour le calcul de la borne inférieure de la constante de coercivité ↵aLB(µ;CJ) lors
de la partie en-ligne, les auteurs de [119] proposent d’utiliser toutes les contraintes se
trouvant dans l’ensemble CJ . En effet, bien que les meilleures contraintes sont celles de
premier ordre – et que seulement quelques unes sont actives –, dans l’étape en-ligne on
doit pouvoir calculer ↵aLB(µ;CJ) pour n’importe quel jeu de paramètres µ, même si µ ne
se trouve pas dans l’ensemble Ξtrain. Or dans ce dernier cas – µ /2 Ξtrain – , l’ensemble
des contraintes actives n’a pas été construit durant la partie hors-ligne. Cela aboutit à
une minimisation linéaire avec peu de variables et beaucoup de contraintes. Les auteurs
remarquent que ce problème peut être résolu très rapidement en introduisant le problème
4. MÉTHODE DES CONTRAINTES SUCCESSIVES 47
CHAPITRE 2. LA MÉTHODE DES BASES RÉDUITES APPLIQUÉE AUX PROBLÈMES
LINÉAIRES
dual.
Nous venons de voir différentes manières de construire l’ensemble YLB(µ, CJ). Rappe-
lons que la borne inférieure ↵aLB(µ;CJ) est définie par
↵aLB(µ;CJ) = min
y2YLB(µ,CJ )
J obj(µ; y). (2.177)
Dans la littérature (par exemple [107]) on peut trouver les preuves que Y ⇢ YLB(µ, CJ)
et que, quelque soit le vecteur de paramètres µ 2 D, on a bien ↵aLB(µ;CJ)  ↵a,N (µ).
4.3 Construction de l’ensemble YUB
Afin de mettre en oeuvre l’algorithme 5 il est nécessaire, pour un vecteur de paramètres
donné µ 2 D ainsi qu’un échantillon de contraintes CJ , d’avoir une borne supérieure
↵aUB(µ) pour la constante de coercivité. Cette borne supérieure est donnée par (2.171).
Nous définissons l’ensemble YUB(CJ) de la manière suivante :
YUB(CJ) = {y⇤(µ0) | µ0 2 CJ} , (2.178)
avec
y⇤(µ0) = argmin
y2Y
J obj(µ0; y). (2.179)
La construction de l’ensemble YUB(CJ) peut se faire de manière incrémentale durant la
phase hors-ligne. En effet, à chaque fois que l’échantillon des contraintes CJ est enrichi
avec un nouveau jeu de paramètres µ0, on peut résoudre un problème aux valeurs propres
généralisé pour obtenir y⇤(µ0) via (2.179). Rappelons que la borne supérieure ↵aUB(µ) est
définie par
↵aUB(µ;CJ) = min
y2YUB(CJ )
J obj(µ; y). (2.180)
Une fois l’ensemble YUB(CJ) construit, pour évaluer la borne supérieure ↵aUB(µ;CJ) du-
rant la phase en-ligne, il suffit de trouver l’élément de YUB(CJ) qui permet de minimiser
J obj(µ; y). L’évaluation µ ! ↵aUB(µ;CJ) est donc indépendante de la dimension N . Du
fait que nous ayons YUB(CJ) ⇢ Y , ↵aUB(µ;CJ) est bien une borne supérieure pour la
constante de coercivité quelque soit µ 2 D.
Remarque 4. Nous venons de présenter la méthode des contraintes successives, mais
ce n’est pas la seule méthode qui permet de déterminer une borne inférieure pour les
constantes de coercivité, il est notamment possible de procéder via l’approche "min-✓"
[78, 124, 53, 39]. Avec cette méthode, dans le cas d’opérateurs symétriques coercifs, la
borne inférieure de la constante de coercivité est calculée de la manière suivante :
↵aLB(µ) =
⇣
min
q2{1,...,Qa}
✓qa(µ)
✓qa(µref )
⌘
↵a,N (µref ), 8µ 2 D, (2.181)
sous l’hypothèse d’avoir ✓qa(µ) > 0 8µ 2 D, 1  q  Qa. La constante de coercivité asso-
ciée à µref est calculée une seule fois durant la phase hors-ligne, puis ensuite le coefficient
minimum est évalué pendant la partie en-ligne.
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5 Résultats numériques
On se propose ici de vérifier que le framework base réduite, décrit dans la deuxième
partie de ce manuscrit, permet de retrouver numériquement les résultats de convergence
a priori.
Pour les problèmes linéaires, les premiers travaux sur la convergence a priori de la
méthode RBM ne considéraient qu’un espace de paramètre à une dimension, autrement
dit D ⇢ R1. Mais au fil des années les résultats on été étendus à un espace des paramètres
de dimension P > 1, c’est à dire D ⇢ RP [80, 81, 101, 107, 53, 19, 58, 27]. Nous savons
à présent que la méthode RBM converge de manière exponentielle en c1e−c2N , c1 et c2
étant des constantes. Ce résultat théorique est obtenu en utilisant un algorithme glouton
très proche de l’algorithme 1. Cependant, la sélection des jeux de paramètres diffère
légèrement. Dans la théorie, le N ème vecteur de paramètres est sélectionné de la manière
suivante :
µN  argmax
µ2D
∣
∣sN (µ)− sN(µ)
∣
∣, N ≥ 2. (2.182)
Cette méthode de sélection n’est pas applicable dans la pratique, c’est pourquoi dans
l’algorithme 1 l’échantillonnage Ξtrain de l’espace des paramètres et l’estimation d’erreur
a posteriori ∆sN−1(µ) défini en (2.93) sont utilisés. Le N
ème vecteur de paramètres est
sélectionné comme suit :
µN  arg max
µ2Ξtrain
∆sN−1(µ), N ≥ 2. (2.183)
La même remarque s’applique aux problèmes paraboliques.
Dans cette section, pour chaque problème, en premier lieu nous nous intéresserons à la
convergence des approximations RB. Dans un deuxième temps nous nous concentrerons
sur les estimateurs d’erreur a posteriori.
5.1 Problème des blocs thermiques
Présentons ici le problème des blocs thermiques qui est une variation du problème
elliptique introduit dans [107, 90, 113]. Prenons le carré unité comme domaine d’étude.
Nous avons Ω ⌘ [0, 1] ⇥ [0, 1]. On se donne neuf sous-domaines Ωi, 1  i  9, de telle
manière à avoir
S9
i=1 Ωi = Ω comme représenté par la figure 2.2. Nous imposons une
température nulle sur le bord @Ωhaut situé en y = 1. Le bord @Ωbas situé en y = 0 est
exposé à un flux de chaleur égal à 1. Enfin les bords @Ωiso situés en x = 0 et x = 1
sont isolés. Nous résolvons l’équation de la chaleur dans chaque bloc Ωi, 1  i  9.
Nous considérons que les coefficients de conductivité thermique peuvent varier d’un bloc à
l’autre. Ces coefficients sont nos paramètres. Dans la pratique nous fixons à 1 le coefficient
de conductivité thermique µ1 associé au sous-domain Ω1. Les coefficients de conductivité
thermique des autres sous-domaines, normalisés, sont notés µi, 2  i  9. Nous avons donc
notre vecteur de paramètres défini par µ = (µ2, ..., µ9) 2 D ⇢ RP avec P = 8. Introduisons
le réel µr comprit entre 1 et l’infini. Nous allons nous servir de µr pour déterminer les
valeurs minimales et maximales de nos paramètres. Nous avons D = [µmin, µmax]P où
µmin =
1p
µr
et µmax =
p
µr. Ainsi µr contrôle le ratio entre µmin et µmax et nous avons
µmax
µmin
= µr. Dans notre cas posons µr = 100, l’espace des paramètres est donc défini par
D = [0.1, 10]P .
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Ω1 Ω2 Ω3
Ω4 Ω5 Ω6
Ω7 Ω8 Ω9
@Ωhaut
@Ωbas
@Ωiso @Ωiso
Figure 2.2 – Domaine d’étude Ω, composé de 9 sous-domaines, pour le problème des
blocs thermiques.
Notons que u est continue à travers les interfaces des sous-domaines. On se donne à
présent un espace de fonctions XN qui approche X ⌘ {v 2 H1(Ω), v@Ωhaut = 0} tel que
XN ⇢ X. Nous avons fait le choix de traiter la condition de Dirichlet sur le bord @Ωhaut
de manière faible y. Notons γD le paramètre de pénalisation et hs la taille caractéristique
du maillage. La formulation variationnelle de notre problème consiste alors à chercher
uN (µ) 2 XN tel que pour tout µ 2 D
a
⇣
uN (µ), v;µ
⌘
= f
⇣
v;µ
⌘
, 8v 2 XN . (2.184)
La forme bilinéaire a et la forme linéaire f s’écrivent
a
⇣
uN (µ), v;µ
⌘
=
Z
Ω1
ruN (µ) · rv +
9X
i=2
µi
Z
Ωi
ruN (µ) · rv +
9X
i=7
Z
Ωhauti
γD
hs
uN (µ) v
−
9X
i=7
µi
Z
Ωhauti
⇣
ruN (µ) · n v +rv · n uN (µ)
⌘
,
(2.185)
où Ωhauti est le bords haut situé en y = 1 du sous-domaine Ωi, et
f
⇣
v;µ
⌘
=
3X
i=1
Z
Ωbasi
v, (2.186)
où Ωbasi est le bord bas situé en x = 0 du sous-domaine Ωi. La sortie de ce problème est
dite "souple". En effet la forme bilinéaire a est symétrique et la quantité d’intérêt est
la valeur de la solution sur le bord @Ωbas, autrement dit nous avons `(v;µ) = f(v;µ).
Rappelons enfin que pour tout µ 2 D la sortie est donnée par sN (µ) = `(uN (µ);µ).
Prenons une discrétisation FE P1 avec 47 600 degrés de liberté distribués sur 16 pro-
cesseurs et illustrons l’impact des paramètres µi, 2  i  9. La figure 2.3 illustre le champ
de température, solution de (2.184) lorsque les coefficients de conductivité thermique as-
sociés aux sous-domaine Ωi, 2  i  9, sont fixés au minimum : 0.1, puis au maximum :
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10. La température obtenue sur la figure 2.4 est également solution de (2.184) mais cette
fois les paramètres µi, pour i = 2, ..., 9, ont des valeurs différentes deux à deux et prennent
comme valeur soit 0.1 soit 10. Nous obtenons alors un champ de température très hété-
rogène d’un sous-domaine à l’autre. Afin de capter au mieux cette hétérogénéité, la base
réduite utilisée doit être suffisamment riche et robuste.
Figure 2.3 – Température obtenue en fixant les coefficients de conductivité thermique
à 0.1 (à gauche) et 10 (à droite).
Figure 2.4 – Température obtenue lorsque les coefficients de conductivité thermique
varient entre 0.1 et 10 d’un bloc à l’autre. À gauche : vue 2D classique, à droite le
domaine est déformé suivant de la valeur du champ de température.
Convergence
À présent intéressons-nous à la convergence de l’approximation – via la méthode
CRBM – de la solution du problème primal ainsi que de la sortie. Pour cela introdui-
sons les notations suivantes :
epr,relN = max
µ2Ξtrain
∣
∣
∣
∣
∣
∣
∣
∣
∣uN (µ)− uN(µ)
∣
∣
∣
∣
∣
∣
∣
∣
∣
a,µref
∣
∣
∣
∣
∣
∣
∣
∣
∣uN (µ)
∣
∣
∣
∣
∣
∣
∣
∣
∣
a,µref
et es,relN = max
µ2Ξtrain
∣
∣
∣sN (µ)− sN(µ)
∣
∣
∣
∣
∣
∣sN (µ)
∣
∣
∣
, (2.187)
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où Ξtrain est un échantillon de 1 400 vecteurs de paramètres sélectionnés de manière
aléatoire dans l’espace D. Les quantités epr,relN et es,relN désignent le maximum de l’erreur
relative commise – respectivement sur la solution du problème primal et la sortie – lorsque
nous parcourons l’échantillon Ξtrain. Le jeu de paramètres de référence µref 2 D est
composé de µiref = 1 pour i = 2, ..., 9. Rappelons que P désigne la dimension de l’espace
des paramètres et que nous avons P = 8. Intéressons-nous à l’évolution des quantités
epr,relN et e
s,rel
N en fonction du nombre d’éléments N de la base réduite.
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Figure 2.5 – Convergence de l’approximation de la solution du problème primal (à
gauche) et de la sortie (à droite) – configuration P=8, Card(Ξtrain) = 1400 et N = 47
600.
Nous distinguons deux phases sur les graphiques de la figure 2.5. Il apparaît clairement
qu’à partir de 13 d’éléments dans la base réduite, la convergence des erreurs epr,relN et e
s,rel
N
devient plus rapide. Nous allons donc scinder l’étude de ces courbes en deux. Pour chaque
erreur – epr,relN et e
s,rel
N – nous étudions son évolution sur les douze premiers éléments de
la base réduite, puis sur les trente-deux restants.
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Figure 2.6 – Convergence de l’approximation de la solution primale pour N = 1, ..., 12
(à droite) et N = 13, ..., 40 (à gauche) – configuration P=8, Card(Ξtrain) = 1400 et N =
47 600.
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Concentrons-nous sur l’erreur epr,relN (figure 2.6). Pour 1  N  12, la convergence
est proche de e−0.015N pour ensuite se rapprocher de e−0.1N lorsque 13  N  40. Si
l’on regarde l’erreur es,relN (figure 2.7) nous constatons que la convergence est proche de
e−0.03N pour 1  N  13, et qu’ensuite elle se rapproche de e−0.2N . Il est intéressant
de remarquer c’est que la relation (2.24) est vérifiée, c’est à dire que nous avons une
convergence quadratique. L’erreur commise sur la sortie du modèle converge de manière
quadratique par rapport à l’erreur portant sur la solution primale.
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Figure 2.7 – Convergence de l’approximation de la sortie pour N = 1, ..., 12 (à droite)
et N = 13, ..., 40 (à gauche) – configuration P=8, Card(Ξtrain) = 1400 et N = 47 600.
Gardons à l’esprit que plus le nombre de paramètres qui varient est grand, plus le
problème qu’il nous faut traiter est riche. Par conséquent la convergence des erreurs epr,relN
et es,relN sera d’autant plus lente. Afin d’illustrer ce phénomène, la figure 2.8 montre les
différentes convergences de es,relN obtenues pour P allant de 1 à 8. Les coefficients de
conductivité thermique associés aux sous-domaines Ωi, pour 1  i  9 − P , sont alors
fixés à 1.
Estimation d’erreur a posteriori
Commençons par introduire, pour N = 1, ..., Nmax, le maximum de l’estimation de
l’erreur commise la sortie lorsque nous parcourons un échantillon Ξtrain de 1 400 vecteurs
de paramètres sélectionnés de manière aléatoire dans l’espace D :
∆sN,max = max
µ2Ξtrain
∆sN(µ), (2.188)
Afin de quantifier la qualité de l’estimation de l’erreur portant sur la sortie, nous intro-
duisons les indicateurs d’efficacité pour tout µ 2 D, définis comme suit
ηsN(µ) =
∆sN(µ)∣
∣
∣sN (µ)− sN(µ)
∣
∣
∣
, 1  N  Nmax. (2.189)
Nous définissons également l’efficacité maximale et moyenne, respectivement ηsN,max et
ηsN,moy, pour N = 1, ..., Nmax par
ηsN,max = max
µ2Ξtrain
ηsN(µ) et η
s
N,moy =
1
Card(Ξtrain)
X
µ2Ξtrain
ηsN(µ). (2.190)
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Figure 2.8 – Convergence de l’approximation de la sortie pour N = 1, ..., 40 et pour
P = 1, ..., 8, Card(Ξtrain) = 1400 et N = 47 600.
Notons que l’indicateur ηsN,max mesure la pire estimation d’erreur alors que η
s
N,moy reflète
le comportement moyen attendu de l’estimation d’erreur. Comme indiqué dans [90], dans
le cas où l’espace des paramètres est de dimension 1 (P = 1), la théorie nous dit que nous
pouvons majorer les indicateurs ηsN,max et η
s
N,moy pour N = 1, ..., Nmax par
ηsN,max  ηsmax,UB ⌘
p
µr et ηsN,moy  ηsmoy,UB ⌘
2
(p
µr − 1
)
ln µr
. (2.191)
Dans le cas où P ≥ 1 alors nous avons
ηsmax,UB ⌘ µr. (2.192)
Les tableaux 2.1 et 2.2 montrent l’évolution des quantités ∆sN,max, η
s
N,max et η
s
N,moy en
fonction de N , respectivement dans les cas P = 1 et P = 8. Au regard de ces tableaux
nous constatons que les majorations théoriques données par (2.191) et (2.192) sont bien
respectées. Dans le cas P = 1 nous avons bien ηsN,max  10 ainsi que ηsN,moy  3.90, et
d’autre part pour P = 8 nous pouvons vérifier que ηsN,max  100.
N ∆sN,max η
s
N,max η
s
N,moy
1 1.2903⇥ 100 2.9145 1.5863
2 8.7591⇥ 10−2 5.5289 2.2106
3 2.5717⇥ 10−3 5.5291 2.3148
4 3.4022⇥ 10−5 5.4349 2.2962
5 5.7924⇥ 10−7 5.5832 2.3180
6 1.0819⇥ 10−8 8.3138 2.2925
Table 2.1 – Estimations de l’erreur sur la sortie et efficacités pour le modèle des blocs
thermiques avec P = 1, Card(Ξtrain) = 1 400 et N = 47 600.
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N ∆sN,max η
s
N,max η
s
N,moy
5 1.0106⇥ 101 25.7507 7.55098
10 9.9401⇥ 100 27.0787 8.23131
15 5.2582⇥ 100 30.4195 9.95733
20 3.6713⇥ 100 35.6983 10.6656
25 1.0853⇥ 100 37.4563 11.197
30 1.689⇥ 10−1 39.8081 11.9026
35 8.1478⇥ 10−2 39.4007 12.3345
40 2.0950⇥ 10−2 47.6986 11.0619
Table 2.2 – Estimations de l’erreur sur la sortie et efficacités pour le modèle des blocs
thermique avec P = 8, Card(Ξtrain) = 1 400 et N = 47 600.
Gain de temps de calcul hors-ligne grâce à la proposition 1
Nous illustrons ici le gain de temps réalisé en appliquant le résultat énoncé dans la
proposition 1. Nous nous plaçons dans le cas P = 8 et où aucune des solutions des problème
de type Poisson (2.101) ne sont stockées. En nous servant des résultats de la proposition
1, seulement N
2
2
(Qa+1)Qa résolutions du problème (2.101) sont nécessaires pour ensuite,
durant la phase en-ligne pour un µ 2 D donné, construire le terme CaaNprii0(µ) défini par
(2.105) avec 1  N  Nmax et 1  i, i0  N .
Introduisons t1 le temps mis pour calculer l’ensemble des termes Φ
qiq0i0
Npr,aa
, avec 1 
q, q0  Qa et 1  i, i0  N pour N = 1, ..., 15, soit N2Q2a résolutions du problème (2.101).
Notons t2 le temps mis pour avoir accès aux mêmes quantités mais en ne faisant que
N2
2
(Qa + 1)Qa résolutions du problème (2.101) grâce à la proposition 1. Notons que dans
notre cas nous avons Qa = 10.
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Figure 2.9 – Évolution des temps t1 et t2 en fonction de N (à gauche) ainsi que le ratio
t1/t2 (à droite) – configuration P=8 et N = 3 200.
Pour avoir accès à l’ensemble des termes Φqiq
0i0
Npr,aa
, avec 1  q, q0  Qa et 1  i, i0  N
pour N = 1, ..., 15, lorsque nous nous servons de la proposition 1 nous allons au minimum
1.55 plus vite que lorsque nous construisons tous les termes.
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Temps de calcul en-ligne
Considérons un entier N et un µ donnés, tels que 1  N  Nmax et µ 2 D. Nous
nous proposons de quantifier le gain de temps de calcul pour l’évaluation de la sortie
sN(µ) certifiée (avec une estimation de l’erreur) en comparaison de sN (µ). Pour cela on
se place dans le cas P = 8, avec une discrétisation P1 et 3 200 degrés de liberté sur
un seul processeur. Nous avons donc N = 3 200. Le tableau 2.3 contient le temps de
calcul moyen – sur 20 000 simulations – nécessaire pour évaluer la sortie sN(µ) ainsi que
l’estimation d’erreur associée ∆sN(µ), en fonction de la dimensionN de la base réduite. Ces
temps de calculs sont normalisés par rapport au temps moyen mis pour évaluer la sortie
sN (µ) en utilisant la méthode FE. Afin d’être le plus général possible, nous traitons notre
N sN(µ) ∆
s
N(µ) sN (µ)
10 1.4263⇥ 10−3 1.2249⇥ 10−3 1
20 1.8977⇥ 10−3 1.5402⇥ 10−3 1
30 1.6260⇥ 10−3 1.7690⇥ 10−3 1
40 2.0917⇥ 10−3 1.9145⇥ 10−3 1
Table 2.3 – Temps de calcul en-ligne moyen – sur 20 000 simulations – pour évaluer la
sortie et l’estimation d’erreur associée. Ces temps sont normalisés par rapport au temps
de calcul moyen de sN (µ) – configuration P=8 avec N = 3 200.
sortie "souple" comme s’il s’agissait d’une sortie "non souple" nécessitant la résolution
d’un problème dual. Notons que l’évaluation de la sortie sN(µ) implique la résolution des
problèmes réduits primal et dual, ainsi que l’ajout du terme de correction – voir (2.38) –.
Nous remarquons que pour N = 40, il est plus rapide – avec un facteur 250 – d’évaluer
sN(µ) de manière certifiée que d’évaluer sN (µ). Cependant, lorsqueN augmente, le temps
de calcul en-ligne reste le même car il est indépendant de N . Relançons les simulations
en prenant cette fois N = 5 800, nous obtenons alors le tableau 2.4. En restant sur un
N sN(µ) ∆
s
N(µ) sN (µ)
10 8.7006⇥ 10−4 7.4717⇥ 10−4 1
20 9.9183⇥ 10−4 9.3950⇥ 10−4 1
30 1.1575⇥ 10−3 1.0790⇥ 10−3 1
40 1.2759⇥ 10−3 1.1678⇥ 10−3 1
Table 2.4 – Temps de calcul en-ligne moyen – sur 20 000 simulations – pour évaluer la
sortie et l’estimation d’erreur associée. Ces temps sont normalisés par rapport au temps
de calcul moyen de sN (µ) – configuration P=8 avec N = 5 800.
seul processeur, lorsque N passe de 3 200 à 5 800, pour N = 40 le facteur de gain passe
de 250 à 410.
5.2 Problème du bouclier thermique
Considérons le problème de bouclier thermique introduit dans la thèse de M.Grepl [53]
qui est un problème parabolique. Le domaine d’étude Ω ⌘ {[0, 10]⇥[0, 4]}\ {(]1, 3[⇥]1, 3[)[
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(]4, 6[⇥]1, 3[)[ (]7, 9[⇥]1, 3[)} – un segment du bouclier thermique 2D – est illustré par la
figure (2.10). Notons @Ωext le bord gauche, situé en x = 0 et 0  y  4. Le bord inté-
(0,0)
(1,1) (4,1) @Ωint
@Ωext
(3,3)
(10,4)
Ω
@Ωiso
Figure 2.10 – Domaine d’étude Ω pour le problème du bouclier thermique.
rieur des trous qui correspondent aux surfaces des canaux de refroidissement ]1, 3[⇥]1, 3[
, ]4, 6[⇥]1, 3[ et ]7, 9[⇥]1, 3[. Enfin notons @Ωiso les bords extérieurs restants, à savoir les
bords haut, bas et droit. Durant toute la durée de la simulation le bord @Ωin est exposé à
une haute température Text = 1, normalisée à l’unité. Quant aux canaux de refroidissement
@Ωint, ils sont en contact avec de l’air à température Tair = 0. Les bords regroupés sous la
dénomination @Ωiso sont thermiquement isolés. Les coefficients de transfert thermique adi-
mensionnalisés pour @Ωext et @Ωint sont donnés par le nombre de Biot, respectivement Bext
et Bint. Ces deux coefficients de transfert thermique sont nos paramètres pour ce problème.
Nous avons donc µ = (µ1, µ2) = (Bext, Bint) 2 D ⌘ [0.01, 0.5]⇥ [0.001, 0.1] ⇢ RP=2. Nous
considérons que la simulation s’arrête à Tf = 20 et prenons un pas de temps ∆t = 0.2
ce qui entraîne que nous avons K = 100. Dans ce cas test la quantité d’intérêt est la
température moyenne dans le domaine Ω. Rappelons que XN est un espace de fonctions
approximant X tel que XN ⇢ X ⌘ H1(Ω). La formulation variationnelle consiste à cher-
cher uN (µ, tk) 2 XN tel que, pour tout v 2 XN et 1  k  K :
1
∆t
m
⇣
uN (µ, t
k)− uN (µ, tk−1), v;µ
⌘
+ a
⇣
uN (µ, t
k), v;µ
⌘
= f
⇣
v;µ; tk
⌘
, (2.193)
avec à l’instant initial uN (µ, t0) = 0. Les formes bilinéaires m et a ainsi que les formes
linéaires f et ` s’écrivent :
m
⇣
uN (µ, tk)− uN (µ, tk−1), v;µ
⌘
=
Z
Ω
⇣
uN (µ, t
k)− uN (µ, tk−1)
⌘
v, (2.194)
a
⇣
uN (µ, tk), v;µ
⌘
=
Z
Ω
ruN (µ, tk) · rv
+µ1
Z
@Ωext
uN (µ, t
k)v + µ2
Z
@Ωint
uN (µ, t
k)v,
(2.195)
f
⇣
v;µ; tk
⌘
=
Z
@Ωext
v, 1  k  K, (2.196)
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et
`
⇣
v;µ; tk
⌘
=
1
∣
∣Ω
∣
∣
Z
Ω
v, 1  k  K. (2.197)
Prenons une discrétisation FE P2 avec 33 000 degrés de liberté distribués sur 16 proces-
seurs et illustrons l’impact des paramètres µ0 et µ1. La figure 2.11 illustre le champ de
température, solution de (2.193) au temps final t100 lorsque les paramètres sont fixés au
minimum puis au maximum.
Figure 2.11 – Température obtenue en fixant µ = (10−2, 10−3) (à gauche) et µ =
(5 ⇥ 10−1, 10−1) (à droite). Le domaine est déformé suivant de la valeur du champ de
température.
Convergence
Nous présentons ici la convergence de l’approximation – via la méthode CRBM –
de la solution du problème primal, mais également du problème dual, ainsi que de la
sortie. Nous considérons le cas où le modèle est stationnaire – en faisant abstraction des
contributions de la forme bilinéaire m – et le cas où il est transitoire (2.193).
Soit Ξtrain un échantillon de 1 000 vecteurs de paramètres sélectionnés de manière
aléatoire dans l’espace D. Introduisons les notations suivantes :
e
pr,rel
N = max
µ2Ξtrain
∣
∣
∣
∣
∣
∣
∣
∣
∣uN (µ)− uN(µ)
∣
∣
∣
∣
∣
∣
∣
∣
∣
a,µref
∣
∣
∣
∣
∣
∣
∣
∣
∣uN (µ)
∣
∣
∣
∣
∣
∣
∣
∣
∣
a,µref
, (2.198)
e
du,rel
N = max
µ2Ξtrain
∣
∣
∣
∣
∣
∣
∣
∣
∣ΨN (µ)−ΨN(µ)
∣
∣
∣
∣
∣
∣
∣
∣
∣
a,µref
∣
∣
∣
∣
∣
∣
∣
∣
∣ΨN (µ)
∣
∣
∣
∣
∣
∣
∣
∣
∣
a,µref
, (2.199)
e
s,rel
N = max
µ2Ξtrain
∣
∣
∣sN (µ)− sN(µ)
∣
∣
∣
∣
∣
∣sN (µ)
∣
∣
∣
, (2.200)
e
pr,rel
N (t
k) = max
µ2Ξtrain
∣
∣
∣
∣
∣
∣
∣
∣
∣uN (µ, tk)− uN(µ, tk)
∣
∣
∣
∣
∣
∣
∣
∣
∣
pr,µref
∣
∣
∣
∣
∣
∣
∣
∣
∣uN (µ, tk)
∣
∣
∣
∣
∣
∣
∣
∣
∣
pr,µref
, 1  k  K, (2.201)
e
du,rel
N (t
k) = max
µ2Ξtrain
∣
∣
∣
∣
∣
∣
∣
∣
∣ΨN (µ, tk)−ΨN(µ, tk)
∣
∣
∣
∣
∣
∣
∣
∣
∣
du,µref
∣
∣
∣
∣
∣
∣
∣
∣
∣ΨN (µ, tk)
∣
∣
∣
∣
∣
∣
∣
∣
∣
du,µref
, 1  k  K, (2.202)
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es,relN (t
k) = max
µ2Ξtrain
∣
∣
∣sN (µ, tk)− sN(µ, tk)
∣
∣
∣
∣
∣
∣sN (µ, tk)
∣
∣
∣
, 1  k  K. (2.203)
Le jeu de paramètres de référence µref 2 D qui a été choisi pour ce modèle est µref =
(10−2, 10−3). Les quantités epr,relN , e
du,rel
N et e
s,rel
N désignent le maximum de l’erreur relative
commise – respectivement sur la solution du problème primal, dual et la sortie – lorsque
nous parcourons l’échantillon Ξtrain. Pour un entier k donné tel que 1  k  K, les quan-
tités epr,relN (t
k), edu,relN (t
k) et es,relN (t
k) désignent le maximum de l’erreur relative commise –
respectivement sur la solution du problème primal, dual et la sortie – au temps tk lorsque
nous parcourons l’échantillon Ξtrain.
Commençons par considérer le cas stationnaire et intéressons-nous à l’évolution des
quantités epr,relN , e
du,rel
N (figure 2.12) et e
s,rel
N (figure 2.13) en fonction du nombre d’éléments
N de la base réduite.
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Figure 2.12 – Convergence de l’approximation de la solution du problème primal (à
gauche) et dual (à droite) – configuration stationnaire avec Ξtrain = 1 000 et N = 33 000.
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Figure 2.13 – Convergence de l’approximation de la sortie – configuration stationnaire
avec Ξtrain = 1 000 et N = 33 000.
Comme attendu nous avons bien une convergence exponentielle des différentes ap-
proximations. Étudions l’approximation de la sortie. Nous remarquons que la relation
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(2.33) est vérifiée, c’est à dire que même lorsque la sortie n’est pas "souple" nous avons
une convergence quadratique grâce à l’introduction du problème dual.
Considérons maintenant le cas transitoire et intéressons-nous à l’évolution des quan-
tités epr,relN (t
K), edu,relN (t
K) (figure 2.12) et es,relN (t
K) (figure 2.13) au temps final tK en
fonction N . Rappelons que nous utilisons un algorithme couplé POD/glouton pour trai-
ter les problèmes paraboliques et que nous avons noté Nm est le nombre de modes propres
utilisé pour enrichir la base réduite à chaque itération. Nous avons pris ici Nm = 3.
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Figure 2.14 – Convergence de l’approximation de la solution du problème primal (à
gauche) et dual (à droite) au temps final tK – configuration transitoire avec Ξtrain = 1
000 et N = 33 000.
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Figure 2.15 – Convergence de l’approximation de la sortie au temps final tK – configu-
ration transitoire avec Ξtrain = 1 000 et N = 33 000.
Là encore nous avons une convergence exponentielle des différentes approximations.
Nous remarquons que la relation (2.86) est vérifiée, c’est à dire que nous avons une conver-
gence quadratique de l’approximation de la sortie bien qu’elle ne soit pas "souple".
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Estimation d’erreur a posteriori
Commençons par introduire, pour N = 1, ..., Nmax, les estimations des erreurs relatives
commises sur la sortie
∆s,relN (µ) =
∆sN(µ)
sN (µ)
, 8µ 2 D, (2.204)
∆s,relN (µ, t
k) =
∆sN(µ, t
k)
sN (µ, tk)
, 8µ 2 D, 1  k  K. (2.205)
Définissons maintenant les maximums des estimations d’erreurs relatives commises sur
la sortie lorsque nous parcourons un échantillon Ξtrain de 1 000 vecteurs de paramètres
sélectionnés de manière aléatoire dans l’espace D :
∆s,relN,max = max
µ2Ξtrain
∆s,relN (µ), 1  N  Nmax, (2.206)
∆s,relN,max(t
k) = max
µ2Ξtrain
∆s,relN (µ, t
k), 1  N  Nmax, 1  k  K. (2.207)
Afin de quantifier la qualité des estimations d’erreur, nous introduisons les indicateurs
d’efficacité pour tout µ 2 D, définis comme suit
η
s,rel
N (µ) =
∆s,relN (µ)
e
s,rel
N
, 1  N  Nmax, (2.208)
η
s,rel
N (µ, t
k) =
∆s,relN (µ, t
k)
e
s,rel
N (t
k)
, 1  N  Nmax. (2.209)
Nous définissons également les efficacités moyennes ηs,relN,moy et η
s,rel
N,moy(t
k), pour N = 1, ..., Nmax
et 1  k  K par
η
s,rel
N,moy =
1
Card(Ξtrain)
X
µ2Ξtrain
η
s,rel
N (µ), (2.210)
η
s,rel
N,moy(t
k) =
1
Card(Ξtrain)
X
µ2Ξtrain
η
s,rel
N (µ, t
k). (2.211)
Les indicateurs ηs,relN,moy et η
s,rel
N,moy(t
k),1  k  K, reflètent le comportement moyen attendu
de l’estimation d’erreur. Le tableau 2.5 montre l’évolution des quantités es,relN , ∆
s,rel
N,max, et
η
s,rel
N,moy en fonction de N pour la configuration stationnaire.
N es,relN ∆
s,rel
N,max η
s,rel
N,moy
1 6.9780⇥ 10−1 2.1813⇥ 100 4.1008
2 6.2731⇥ 10−3 2.2681⇥ 10−2 5.4421
3 1.5877⇥ 10−4 2.8642⇥ 10−3 24.2519
4 1.1698⇥ 10−4 1.9189⇥ 10−4 8.6667
5 8.1996⇥ 10−8 6.1485⇥ 10−7 32.1043
6 4.1363⇥ 10−8 1.1621⇥ 10−7 7.6043
7 7.3884⇥ 10−10 2.4091⇥ 10−9 47.5920
Table 2.5 – Estimations de l’erreur sur la sortie et efficacités pour le modèle du bouclier
thermique – configuration stationnaire avec Ξtrain = 1 000 et N = 33 000.
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Le tableau 2.6 quant à lui montre l’évolution des quantités es,relN (t
K), ∆s,relN,max(t
K), et
η
s,rel
N,moy(t
K) au temps final tK en fonction de N pour la configuration transitoire.
N es,relN (t
K) ∆s,relN,max(t
K) ηs,relN,moy(t
K)
3 2.1009⇥ 10−2 1.64939⇥ 10−1 14.4049
6 3.3396⇥ 10−3 1.3039⇥ 10−2 4.4482
9 9.2305⇥ 10−5 1.23459⇥ 10−4 5.3056
12 5.2391⇥ 10−6 1.6893⇥ 10−5 31.48
15 3.7650⇥ 10−7 1.9469⇥ 10−6 29.31
18 7.6675⇥ 10−8 1.7472⇥ 10−7 10.714
21 1.0338⇥ 10−8 1.0906⇥ 10−7 46.751
Table 2.6 – Estimations de l’erreur sur la sortie et efficacités pour le modèle du bouclier
thermique au temps final tK – configuration transitoire avec Ξtrain = 1 000 et N = 33
000.
Nous remarquons que les indicateurs d’efficacités présentés dans les tableaux 2.5 et
2.6 fluctuent en fonction de N . Les résultats présentés dans [53] sur ce modèle du bou-
clier thermique montrent cette même tendance. Pour l’heure nous n’avons pas encore
d’explications à cette fluctuation.
Temps de calcul en-ligne
Considérons un entier N et un µ donnés, tels que 1  N  Nmax et µ 2 D. Nous nous
proposons de quantifier le gain de temps de calcul pour l’évaluation de la sortie sN(µ, tK)
certifiée (avec une estimation de l’erreur) au temps final tK en comparaison de sN (µ, tK).
Pour cela on se place dans la configuration transitoire, avec une discrétisation P1 et 3
000 degrés de liberté . Nous avons donc N = 3 000. Le tableau 2.7 contient le temps
de calcul moyen – sur 20 000 simulations – nécessaire pour évaluer la sortie sN(µ, tK)
ainsi que l’estimation d’erreur associée ∆sN(µ, t
K), en fonction de la dimension N de la
base réduite. Ces temps de calculs sont normalisés par rapport au temps moyen mis pour
évaluer la sortie sN (µ, tK) en utilisant la méthode FE. Notons que l’évaluation de la sortie
N sN(µ, t
K) ∆sN(µ, t
K) sN (µ, tK)
5 3.4982⇥ 10−3 5.7433⇥ 10−4 1
10 3.8960⇥ 10−3 5.8151⇥ 10−4 1
15 4.1372⇥ 10−3 5.9779⇥ 10−4 1
21 4.5376⇥ 10−3 6.1688⇥ 10−4 1
Table 2.7 – Temps de calcul en-ligne pour évaluer la sortie au temps final tK et l’estima-
tion d’erreur associée. Ces temps sont normalisés par rapport au temps de calcul moyen
– sur 20 000 simulations – de sN (µ, tK). N = 3 000.
sN(µ, t
K) implique, pour chaque pas de temps, la résolution des problèmes réduits primal
et dual, ainsi que l’ajout du terme de correction – voir (2.82) –. Nous remarquons que
pour N = 21, il est plus rapide – avec un facteur proche de 200 – d’évaluer sN(µ, tK) de
manière certifiée que d’évaluer sN (µ, tK).
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Résumé
Nous avons vu dans ce chapitre comment appliquer la méthode CRBM aux problèmes
linéaires, aussi bien elliptiques que paraboliques. Le calcul de la norme duale des rési-
dus de manière à profiter de l’efficacité de la stratégie hors-ligne/en-ligne a été détaillé
dans la section 3. Dans la section 4 nous avons exposé une méthode – avec les dernières
améliorations – permettant d’obtenir rapidement l’évaluation de la borne inférieure de la
constante de coercivité, ingrédient indispensable à l’estimateur d’erreur a posteriori. Les
propositions 1 et 2 permettent d’optimiser le temps de calcul hors-ligne en vue d’utiliser
l’estimation d’erreur a posteriori. Enfin, la dernière section a permis de présenter dif-
férents résultats numériques obtenus sur des modèles 2D elliptique (problème des blocs
thermiques) et parabolique (problème du bouclier thermique), à l’aide du framework base
réduite décrit dans la deuxième partie de ce manuscrit.
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Chapitre 3
La méthode des bases réduites
appliquée aux problèmes non-affines et
non-linéaires
Le chapitre 2 expose la mise en oeuvre de la méthode CRBM dans le cas de problèmes
elliptiques et paraboliques linéaires qui dépendent de manière affine du vecteur de para-
mètres µ. Cette dépendance est décrite en (2.9) et (2.50). Nous allons maintenant nous
intéresser dans ce chapitre aux problèmes, linéaires et non-linéaires, qui ne dépendent pas
de manière affine de µ. Lorsque l’on perd la dépendance affine en paramètres, la décom-
position affine – qui joue un role clé pour la mise en oeuvre de la méthode CRBM de
manière efficace – ne peut plus être écrite directement par inspection des forme linéaires
et bilinéaires. Afin d’illustrer ces propos, considérons un domaine Ω borné, régulier, dans
R
2, ainsi que la forme bilinéaire a : XN ⇥XN ⇥ E⇣ ! R, avec x ⌘ (x0, x1) 2 Ω 2 R2 et
µ ⌘ (µ0, µ1) 2 D ⇢ R2, et E⇣ = D ⇥ R2,
a
⇣
uN (µ), v;µ; ⇣(µ;x)
⌘
= µ0
Z
Ω
ruN (µ) · rv
| {z }
a0
(
uN (µ),v;µ
)
+
Z
Ω
⇣(µ;x) uN (µ) v
| {z }
a1
(
uN (µ),v;⇣(µ;x)
)
, (3.1)
où la fonction ⇣(µ;x) : E⇣ ! R est définie par
⇣
⇣
µ;x
⌘
=
1
p
(x0 − µ0)2 + (x1 − µ1)2
. (3.2)
Comme indiqué par (3.1) il est possible de décomposer la forme bilinéaire a via
a
⇣
uN (µ), v;µ; ⇣(µ;x)
⌘
= a0
⇣
uN (µ), v;µ
⌘
+ a1
⇣
uN (µ), v; ⇣(µ;x)
⌘
. (3.3)
Nous remarquons immédiatement, au vu de (3.2), que a1(u, v; ⇣(µ;x)) n’est pas affine
en µ. Par conséquent, pour tout nouveau µ 2 D, l’évaluation de ⇣(µ;x) dépend de la
(grande) dimension N . Notons que la fonction ⇣ peut également dépendre de la solution
de l’EDP uN (µ), nous avons alors ⇣ : D ⇥ R2 ⇥XN ! R définie par :
⇣
⇣
µ;x; uN (µ)
⌘
=
x0
1 + µ0
⇣
uN (µ)− µ1
⌘ . (3.4)
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Heureusement la méthode d’interpolation empirique [16, 56, 53, 79, 29, 47, 74] – ou Em-
pirical Interpolation Method (EIM) – permet d’obtenir une approximation de la décom-
position affine utilisée par la méthode CRBM. La méthode EIM occupe une place très
importante dans Feel++ car elle peut être utilisée pour traiter des problèmes linéaires
affines, non-affines ou encore non-linéaires [42]. Dans le cas des problèmes linéaires admet-
tant directement une dépendance affine en paramètres la méthode EIM renvoie exacte-
ment la même décomposition affine que le problème initial. De plus, cela permet d’unifier
l’interface d’accès à la méthode CRBM depuis les applications.
Dans ce chapitre, nous commencerons par présenter la méthode EIM. Ensuite nous
exposerons comment cette méthode est intégrée dans la méthode CRBM pour traiter
des problèmes linéaires, elliptiques et paraboliques, qui ne sont s’expriment pas natu-
rellement de manière affine en µ. Nous nous intéresserons ensuite au cas des problèmes
non-linéaires elliptiques, et enfin nous présenterons les résultats numériques obtenus sur
un modèle de diffusion, linéaire, non-affine en paramètres.
1 Méthode d’interpolation empirique
Nous présentons dans cette section la méthode d’interpolation empirique qui, à l’instar
de la méthode CRBM, est basée sur une stratégie hors-ligne/en-ligne efficace.
1.1 Calcul des coefficients de l’expansion EIM
Considérons la fonction non-linéaire suffisamment régulière ⇣
(
µ;x; uN (µ)
)
: D⇥Rd⇥
XN , où 1  d  3, non-affine par rapport à µ et qui dépend d’une solution uN (µ)
issue d’une EDP paramétrée. La méthode EIM permet d’avoir une approximation de
⇣
(
µ;x; uN (µ)
)
par une expansion RB collaterale ⇣M
(
µ;x; uN (µ)
)
. Cette expansion est
affine en paramètres et est construite de telle manière à avoir
⇣M
⇣
µ;x; uN (µ)
⌘
=
MX
m=1
βm
⇣
µ; uN (µ)
⌘
⇣̂m(x). (3.5)
Pour ce faire, introduisons un ensemble d’échantillons emboîtés SM = {µ1, ...,µM} ainsi
que les espace emboîtés associés W ⇣M = span{⇠m ⌘ ⇣
(
µm;x; uN (µm)
)
, 1  m  M}
dans lesquels l’approximation ⇣M
(
µ;x; uN (µ)
)
résidera. Soit Ξtrain qui, comme introduit
dans le chapitre 2, est un échantillonnage de l’espace des paramètres D. Le premier jeu
de paramètres µ1 est tiré aléatoirement dans Ξtrain. En supposant ⇠1 6= 0 on peut définir
S1 =
n
µ1
o
, ⇠1 ⌘ ⇣
⇣
µ1;x; uN (µ1)
⌘
et W ⇣1 = span
n
⇠1
o
. (3.6)
Pour M > 2, µM est déterminé à l’aide d’un algorithme de type glouton et on en déduit
la fonction de base ⇠M associée :
µM = arg max
µ2Ξtrain
inf
z2W ⇣M−1
∣
∣
∣
∣
∣
∣⇣
(
µ; .; .
)
− z
∣
∣
∣
∣
∣
∣
L1(Ω)
et ⇠M = ⇣
⇣
µM ;x; uN (µM)
⌘
. (3.7)
À partir de là, nous pouvons finaliser le processus en enrichissant l’échantillon SM ainsi
que l’espace W ⇣M de la manière suivante :
SM = SM−1 [
{
µM
 
et W ⇣M = W
⇣
M−1 ⊕ span
{
⇠M
 
. (3.8)
66 1. MÉTHODE D’INTERPOLATION EMPIRIQUE
CHAPITRE 3. LA MÉTHODE DES BASES RÉDUITES APPLIQUÉE AUX PROBLÈMES
NON-AFFINES ET NON-LINÉAIRES
Les coefficients βm, m = 1, ...,M , qui apparaissent dans la combinaison linéaire (3.5) sont
déterminés grâce aux points d’interpolation t1, . . . , tM 2 Ω de sorte à avoir
MX
m=1
βm
⇣
µ; uN (µ)
⌘
⇣̂m(ti) = ⇣
⇣
µ; ti; uN (µ)
⌘
, 8 ti, 1  i M. (3.9)
Le premier point d’interpolation t1 est sélectionné de manière à maximiser la première
fonction de base ⇠1, et ⇣̂1 est la normalisation de ⇠1, nous avons donc
t1 = arg sup
x2Ω
∣
∣⇠1(x)
∣
∣, ⇣̂1 =
⇠1
(
x
)
⇠1
(
t1
) et B111 = ⇣̂
1
(
t1
)
= 1. (3.10)
À présent pour M > 2, nous cherchons le vecteur σM−1 =
(
σM−1i
)
avec 1  i  M − 1,
obtenu grâce aux points d’interpolation
M−1X
j=1
σM−1j ⇣̂
j
(
ti
)
= ⇠M
(
ti
)
, 1  i M − 1, (3.11)
ensuite nous pouvons évaluer le résidu
rM(x) = ⇠M
(
x
)
−
M−1X
j=1
σM−1j ⇣̂
j
(
x
)
. (3.12)
Ce résidu nous permet de calculer le prochain point d’interpolation tM ainsi que la fonction
de base ⇣̂M(x) pour M > 2. À cela s’ajoute la matrice d’interpolation BM que l’on peut
également remplir via
tM = arg sup
x2Ω
∣
∣rM(x)
∣
∣, ⇣̂M
(
x
)
=
rM
(
x
)
rM
(
tM
) et BMij = ⇣̂
j
(
ti
)
, 1  i, j M. (3.13)
Une fois que tous les points d’interpolation tM et toutes les fonctions de base ⇣̂M sont
calculées durant la phase hors-ligne, le calcul de l’approximation ⇣M
(
µ;x; uN (µ)
)
pour
un µ donné durant la phase en-ligne consiste à déterminer les coefficients βm
(
µ, uN (µ)
)
en résolvant le système
MX
j=1
BMij β
j
⇣
µ; uN (µ)
⌘
= ⇣
⇣
µ; ti; uN (µ)
⌘
, 1  i M. (3.14)
Autrement dit, les coefficients de l’expansion EIM sont solutions de
0
B
B
B
@
⇣̂1
(
t1
)
0 · · · 0
...
. . . . . .
...
⇣̂1
(
tM−1
)
· · · ⇣̂M−1
(
tM−1
)
0
⇣̂1
(
tM
)
· · · · · · ⇣̂M
(
tM
)
1
C
C
C
A
0
B
B
B
@
β1
...
βM−1
βM
1
C
C
C
A
=
0
B
B
B
B
B
B
@
⇣
⇣
µ; t1; uN (µ)
⌘
...
⇣
⇣
µ; tM−1; uN (µ)
⌘
⇣
⇣
µ; tM ; uN (µ)
⌘
1
C
C
C
C
C
C
A
. (3.15)
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Remarque 5. Dans le cas général, la fonction ⇣ dépend non seulement de x mais égale-
ment de la solution uN
(
µ
)
du problème. Or, durant la phase en-ligne, nous avons besoin
d’évaluer rapidement la fonction ⇣ aux points d’interolations (voir 3.15). Par conséquent,
cela implique d’avoir une évaluation rapide de la solution uN
(
µ
)
qui est en réalité rempla-
çée par son approximation RB uN
(
µ
)
. Notons qu’il est également nécessaire de précalculer
les fonctions de bases associées à uN
(
µ
)
aux points d’interpolation (ti), 1  i M .
Notons que la méthode EIM peut être vue comme une méthode de séparation de va-
riables, d’un côté les variables qui dépendent de l’espace et de l’autre celles qui dépendent
des paramètres.
1.2 Estimation d’erreur
Intéressons-nous maintenant au calcul de l’estimation de l’erreur e(µ;x; uN (µ)) – a
posteriori – commise via l’utilisation de l’expansion EIM. Cette erreur est définie par
e
(
µ;x; uN (µ)
)
=
∣
∣⇣
(
µ;x; uN (µ)
)
− ⇣M
(
µ;x; uN (µ)
)∣
∣. (3.16)
Notons que contrairement à la méthode CRBM, l’estimation d’erreur n’intervient pas
dans la construction des fonctions de base. Soit Mmax le nombre maximal de termes de
l’expansion EIM. Posons
✏M(µ;x; uN (µ)) = ✏̂M(µ; uN (µ)) ⇣̂
M+1(x), avec M Mmax − 1, (3.17)
et
✏̂M(µ; uN (µ)) =
∣
∣⇣
(
µ; tM+1; uN (µ)
)
− ⇣M
(
µ; tM+1; uN (µ)
)∣
∣. (3.18)
Remarque 6. Dans [56] il est noté que d’une manière générale on a ✏M(µ;u(µ)) ≥
✏̂M(µ; uN (µ)) puisque ✏M(µ;u(µ)) =
∣
∣
∣
∣⇣
(
µ; .; uN (µ)
)
− ⇣M
(
µ; .; uN (µ)
)∣
∣
∣
∣
L1(Ω)
et que
pour tout x 2 Ω on peut écrire ✏M(µ;u(µ)) ≥
∣
∣⇣
(
µ;x; uN (µ))− ⇣M
(
µ;x; uN (µ)
)∣
∣, donc
cette inégalité est également vérifiée pour x = tM+1.
L’estimateur d’erreur ✏̂M(µ; uN (µ)) défini par (3.18) est une borne inférieure pour
l’erreur e(µ;x; uN (µ)). De plus, dans le cas où ⇣
(
µ; .; uN (µ)
)
2 W ⇣M+1, on peut alors
écrire
— e
(
µ;x; uN (µ)
)
= ±✏M(µ;x; uN (µ));
—
∣
∣
∣
∣⇣
(
µ; .; uN (µ)
)
− ⇣M
(
µ; .; uN (µ)
)∣
∣
∣
∣
L1(Ω)
= ✏̂M(µ; uN (µ)).
L’estimateur d’erreur défini en (3.18) ne permet d’obtenir une borne supérieure pour
l’erreur, néanmoins il s’avère suffisamment précis dans de nombreux cas. Il est à noter
que [47] présente la construction d’un estimateur a posteriori rigoureux.
2 Problèmes elliptiques linéaires non-affines
Nous nous proposons ici d’étudier comment la méthode EIM peut être intégrée dans
la méthode CRBM [16].
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2.1 Énoncé du problème général
Commençons par rappeler la définition de l’espace E⇣ = D ⇥ Rd. Comme pour les
problèmes linéaires affines, pour un µ 2 D donné, nous nous intéressons à l’évaluation
d’une sortie sN (µ) 2 R exprimée comme fonctionnelle du champ uN (µ) 2 XN :
sN (µ) = `
⇣
uN (µ);µ; ⇣(µ;x)
⌘
, (3.19)
pour un opérateur linéaire `(.;µ; ⇣(µ;x)) : XN ⇥D⇥E⇣ ! R approprié qui dépend d’une
fonction ⇣ non-affine en µ. La formulation variationnelle de l’EDP consiste à chercher
uN (µ) 2 XN tel que
a
⇣
uN (µ), v;µ; ⇣(µ;x)
⌘
= f
⇣
v;µ; ⇣(µ;x)
⌘
, 8v 2 XN , (3.20)
où a
(
., .;µ; ⇣(µ;x)
)
: XN ⇥XN ⇥D⇥E⇣ ! R et f
(
.;µ; ⇣(µ;x)
)
: XN ⇥D⇥E⇣ ! R sont
respectivement les formes bilinéaire et linéaire associées à l’EDP. Remarquons qu’une seule
fonction non-affine est impliquée dans le problème (3.20). Afin de généraliser le problème
(3.20), considérons que Nna fonctions non-affines sont utilisées. Dans la notation Nna,
l’indice na signifie "non-affine". Notons ⇣q(µ;x) : D ⇥ Rd ! R, 1  q  Nna, la
qème fonction non-affine dont une approximation via la méthode EIM s’écrit, pour un
entier strictement positif M q donné, ⇣q
(
µ;x
)
⇡ ⇣qMq
(
µ;x
)
=
PMq
m=1 β
qm
(
µ
)
⇣̂qm
(
x
)
.
Nous introduisons alors les espaces E⇣
q
= D ⇥ Rd, pour q = 1, ..., Nna. La formulation
variationnelle de l’EDP consiste alors à chercher uN (µ) 2 XN tel que, pour tout v 2 XN ,
a
⇣
uN (µ), v;µ; ⇣
1(µ;x); ...; ⇣Nna(µ;x)
⌘
= f
⇣
v;µ; ⇣1(µ;x); ...; ⇣Nna(µ;x)
⌘
, (3.21)
avec a
(
., .;µ; ⇣1(µ;x); ...; ⇣Nna(µ;x)
)
: XN ⇥ XN ⇥ D ⇥ E⇣1 ⇥ ... ⇥ E⇣Nna ! R et
f
(
.;µ; ⇣1(µ;x); ...; ⇣Nna(µ;x)
)
: XN ⇥D⇥E⇣1⇥ ...⇥E⇣Nna ! R. Afin d’alléger l’écriture,
lorsqu’une forme (bi-)linéaire dépend de Nna fonctions non-affines ⇣1(µ;x),..., ⇣q(µ;x) ou
de leur approximation ⇣1M1(µ;x),..., ⇣
q
Mq(µ;x), alors nous faisons le choix de représenter
cette dépendance en ne mentionnant uniquement que la fonction non-affine qui possède
l’indice le plus élevé et nous la soulignons. Ainsi, avec cette notation, la formulation va-
riationnelle (3.21) peut se réécrire comme : chercher uN (µ) 2 XN tel que
a
⇣
uN (µ), v;µ; ⇣
Nna(µ;x)
⌘
= f
⇣
v;µ; ⇣Nna(µ;x)
⌘
, 8v 2 XN . (3.22)
Posons E⇣
Nna
= E⇣
1 ⇥ ...⇥E⇣Nna . Nous supposons ici que a : XN ⇥XN ⇥D⇥E⇣Nna ! R
est une forme bilinéaire symétrique, définie positive. Nous pouvons donc introduire le
produit scalaire
((
., .
))
a,µ
défini, pour tout µ 2 D (et donc en particulier pour un vecteur
de paramètres de référence µref 2 D), par
((
w, z
))
a,µ
⌘ a
(
w, z;µ; ⇣Nna(µ;x)
)
, 8w, z 2 XN . (3.23)
Notons que la norme associée à ce produit scalaire est
∣
∣
∣
∣
∣
∣w
∣
∣
∣
∣
∣
∣
a,µ
⌘
q((
w,w
))
a,µ
, 8w 2 XN . (3.24)
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De plus, nous supposons que a est continue et coercive. Autrement dit, pour tout µ 2 D
il existe une constante de continuité γa,N (µ) telle que
γa,N (µ) ⌘ sup
v2XN
a(v, v;µ; ⇣Nna(µ;x))
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
2
a,µref
<1, (3.25)
ainsi qu’une constante de coercivité ↵a,N (µ) telle que
↵a,N (µ) ⌘ inf
v2XN
a(v, v;µ; ⇣Nna(µ;x))
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
2
a,µref
> 0. (3.26)
Rappelons qu’un ingrédient important de la méthode CRBM est le développement
d’une stratégie hors-ligne/en-ligne efficace. Afin de mettre en oeuvre cette stratégie de
manière efficace, a, f et ` doivent pouvoir s’exprimer en faisant apparaître une dépendance
affine en paramètres. Or justement, nous venons de voir que dans le cas de problèmes
non-affines, a, f and ` ne dépendent pas des paramètres de manière affine. Nous allons
donc approcher, via la méthode EIM, les termes pour lequels il n’est pas possible d’écrire
une décomposition affine directement par inspection. Autrement dit nous supposons qu’il
existe des entiers positifs Qa, Qf et Q`, avec 1  Qa, Qf , Q`  Nna, de sorte que la
méthode EIM détermine
(
M qa
)
q=1,...,Qa
,
(
M
q
f
)
q=1,...,Qf
et
(
M
q
`
)
q=1,...,Q`
tels que, pour na =
PQa
q=1 M
q
a , nf =
PQf
q=1 M
q
f et n` =
PQ`
q=1 M
q
` , ainsi que pour tout µ 2 D, les formes
bilinéaire et linéaires a(., .;µ; ⇣Nna(µ;x)), f(.;µ; ⇣Nna(µ;x)) et `(.,µ; ⇣Nna(µ;x)) puissent
être approchées de la manière suivante :
8
>>>>>>>>>>><
>>>>>>>>>>>:
a
(
u, v;µ; ⇣Nna(µ;x)
)
⇡ ã
(
u, v;µ; ⇣naMna (µ;x)
)
=
QaX
q=1
MqaX
m=1
βqma (µ)a
qm(u, v; ⇣̂qm(x)),
f
(
v;µ; ⇣Nna(µ;x)
)
⇡ f̃
(
v;µ; ⇣
nf
M
nf (µ;x)
)
=
QfX
q=1
MqfX
m=1
βqmf (µ)f
qm
(
v; ⇣̂qm(x)
)
,
`
(
v;µ; ⇣Nna(µ;x)
)
⇡ ˜̀
(
v;µ; ⇣n`Mn` (µ;x)
)
=
Q
X̀
q=1
Mq
X̀
m=1
βqm` (µ)`
qm
(
v; ⇣̂qm(x)
)
,
(3.27)
pour tout u 2 XN et pour tout v 2 XN , où βqma : D ! R , 1  q  Qa, 1  m  M qa ,
βqmf : D ! R, 1  q  Qf , 1  m  M qf et βqm` : D ! R , 1  q  Q`, 1  m  M q`
sont déterminées par la méthode EIM. Traitant des problèmes linéaires, les coefficients de
l’expansion EIM ne dépendent que de µ et non de la solution uN (µ). Posons E
⇣q
Mq = D⇥Rd,
pour q = 1, ..., Nna, ainsi que E
⇣naMna = E⇣
1
M1 ⇥ ... ⇥ E⇣
na
Mna , E
⇣
nf
M
nf = E⇣
1
M1 ⇥ ... ⇥ E
⇣
nf
M
nf ,
E
⇣
n`
Mn` = E⇣
1
M1 ⇥ ... ⇥ E⇣
n`
Mn` . Notons que nous avons ã
(
., .;µ; ⇣naMna (µ;x)
)
: XN ⇥ XN ⇥
D ⇥ E⇣
na
Mna ! R, f̃
(
.;µ; ⇣
nf
M
nf (µ;x)
)
: XN ⇥ D ⇥ E
⇣
nf
M
nf ! R et ˜̀
(
.;µ; ⇣n`Mn` (µ;x)
)
:
XN ⇥D ⇥ E⇣
n`
Mn` ! R.
En nous servant des approximations décrites dans (3.27), pour un µ 2 D fixé, (3.22)
revient à chercher uN (µ) 2 XN tel que
ã
⇣
uN (µ), v;µ; ⇣
na
Mna (µ;x)
⌘
= f̃
⇣
v;µ; ⇣
nf
M
nf (µ;x)
⌘
, 8v 2 XN . (3.28)
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Remarque 7. La méthode EIM nous permet d’approcher l’opérateur a par ã et devrait
garantir la coercivité de ã. Toutefois rien ne la garantie. Il faudra donc vérifier a posteriori
que l’opérateur ã est bien coercif.
Nous supposons ici que ã est une forme bilinéaire symétrique, définie positive. Nous
pouvons donc introduire le produit scalaire
((
., .
))
ã,µ
défini, pour tout µ 2 D (et donc en
particulier pour un vecteur de paramètres de référence µref 2 D), par
((
w, z
))
ã,µ
⌘ ã
(
w, z;µ; ⇣naMna (µ;x)
)
, 8w, z 2 XN . (3.29)
Notons que la norme associée à ce produit scalaire est
∣
∣
∣
∣
∣
∣w
∣
∣
∣
∣
∣
∣
ã,µ
⌘
q((
w,w
))
ã,µ
, 8w 2 XN . (3.30)
De plus, nous supposons que ã est continue et coercive. Autrement dit, pour tout µ 2 D
il existe une constante de continuité γã,N (µ) telle que
γã,N (µ) ⌘ sup
v2XN
ã(v, v;µ; ⇣naMna (µ;x))
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
2
ã,µref
<1, (3.31)
ainsi qu’une constante de coercivité ↵ã,N (µ) telle que
↵ã,N (µ) ⌘ inf
v2XN
ã(v, v;µ; ⇣naMna (µ;x))
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
2
ã,µref
> 0. (3.32)
2.2 Méthode des bases réduites
De la même manière que pour les problèmes elliptiques linéaires affines, nous intro-
duisons une séquence d’espaces d’approximation emboîtés WNpr tels que W1pr ⇢ W2pr ⇢
... ⇢ WNmaxpr ⇢ XN , avec Nmax un entier positif. En reprenant les notations du chapitre
2, SN = {µ1, ...,µN} est un ensemble de N jeux de paramètres sélectionnés à l’aide de
l’algorithme glouton et SuN est l’ensemble qui va contenir, pour tout µ dans SN , la solution
de (3.28). Ensuite nous appliquons le processus d’orthonormalisation de Gram-Schmidt,
en utilisant le produit scalaire
((
., .
))
a,µref
, aux éléments de l’ensemble SuN pour avoir des
fonctions de bases orthonormalisées ⇠prn , 1  n  N . L’espace d’approximation WNpr est
défini par
WNpr = span
n
⇠prn , 1  n  N
o
. (3.33)
Quant à la solution réduite uN(µ) 2 WNpr elle s’écrit
uN(µ) =
NX
i=1
uNi(µ) ⇠
pr
i . (3.34)
Remarque 8. Ici uN(µ) est solution de (3.22) qui implique Nna fonctions non-affines. Comme
indiqué par (3.27), chacune de ces fonctions non− affines est approchée en utilisant la
méthode EIM. La précision de uN(µ) dépend donc du nombre de termes M
1, ..., MNna de
chaque approximation, mais pour des raisons de simplicité, uniquement le nombre d’élé-
ments N de la base réduite est utilisé dans la notation de la solution uN(µ).
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Nous allons maintenant utiliser les approximations décrites dans (3.27) pour construire
une stratégie hors-ligne/en-ligne efficace. En choisissant les fonctions test comme v = ⇠prn ,
n = 1, ..., N , pour tout µ 2 D, uN(µ) est solution de
NX
i=1
✓ QaX
q=1
MqaX
m=1
βqma (µ)a
qm
⇣
⇠prn , ⇠
pr
i ; ⇣̂
qm(x)
⌘◆
uNi(µ) =
✓ QfX
q=1
MqfX
m=1
βqmf (µ)f
qm
⇣
⇠prn ; ⇣̂
qm(x)
⌘◆
,
(3.35)
qui peut être également écrit sous la forme matricielle :
 
QaX
q=1
MqaX
m=1
βqma (µ)A
qm
N
!
uN(µ) =
0
@
QfX
q=1
MqfX
m=1
βqmf (µ)F
qm
N
1
A , (3.36)
avec
✓
uN(µ)
◆
i
= uNi(µ) ,
✓
A
qm
N
◆
in
= aqm
✓
⇠prn , ⇠
pr
i ; ⇣̂
qm(x)
◆
et
✓
F
qm
N
◆
n
= f qm
✓
⇠prn ; ⇣̂
qm(x)
◆
.
(3.37)
La sortie s’exprime alors de la manière suivante :
sN(µ) =
0
@
Q
X̀
q=1
Mq
X̀
m=1
βqm`
⇣
µ
⌘
`qm
⇣
uN(µ); ⇣̂
qm(x)
⌘
1
A , 8µ 2 D, (3.38)
ou encore sous une forme vectorielle :
sN(µ) =
0
@
Q
X̀
q=1
Mq
X̀
m=1
βqm` (µ)L
qm T
N
1
AuN(µ), 8µ 2 D, (3.39)
avec (LqmN )i = `
qm(⇠pri ; ⇣̂
qm(x)). La décomposition hors-ligne/en-ligne est maintenant évi-
dente. Les fonctions de base ⇠pri , 1  i  N , sont calculées à l’étape hors-ligne, ce qui
rend possible la construction des matrices AqmN 2 RN⇥N , 1  q  Qa, 1  m M qa et des
vecteurs F qmN 2 RN , 1  q  Qf , 1  m M qf et LqmN 2 RN , 1  q  Q`, 1  m M q` . À
l’étape en-ligne, pour chaque vecteur de paramètres µ 2 D donné, on assemble la matrice
AN(µ) =
PQa
q=1
PMqa
m=1 β
q
a(µ)A
qm
N , ainsi que les vecteurs FN(µ) =
PQf
q=1
PMaf
m=1 β
q
f (µ)F
qm
N
et LN(µ) =
PQ`
q=1
PMa`
m=1 β
q
` (µ)L
qm
N . Enfin, pour tout µ 2 D, nous résolvons le système
réduit
AN(µ) uN(µ) = FN(µ), (3.40)
et nous pouvons évaluer la sortie
sN(µ) = L
T
N(µ) uN(µ), 8µ 2 D. (3.41)
Jusqu’ici nous avons exposé une approche uniquement primale pour évaluer la sortie.
De la même manière que dans le chapitre 2 nous introduisons à présent une approche
primale-duale. Pour tout µ 2 D, le problème dual associé à la sortie du modèle consiste
à chercher ΨN (µ) 2 XN tel que, pour 1  na  Qa et 1  n`  Q`,
ã
⇣
v,ΨN (µ);µ; ⇣
na
Mna (µ;x)
⌘
= −˜̀
⇣
v;µ; ⇣n`Mn` (µ;x)
⌘
, 8v 2 XN . (3.42)
72 2. PROBLÈMES ELLIPTIQUES LINÉAIRES NON-AFFINES
CHAPITRE 3. LA MÉTHODE DES BASES RÉDUITES APPLIQUÉE AUX PROBLÈMES
NON-AFFINES ET NON-LINÉAIRES
Nous introduisons également une séquence d’espaces d’approximation emboîtés WNdu ,
1  N  Nmax. SΨN est l’ensemble qui va contenir, pour tout µ dans SN , la solution de
(3.42). Ensuite nous appliquons le processus d’orthonormalisation de Gram-Schmidt, en
utilisant le produit scalaire
((
., .
))
a,µref
, aux éléments de l’ensemble SΨN pour avoir des
fonctions de bases orthonormalisées ⇠dun , 1  n  N . L’espace d’approximation WNdu est
défini par
WNdu = span
n
⇠dun , 1  n  N
o
. (3.43)
Quant à la solution réduite ΨN(µ) 2 WNdu elle s’écrit
ΨN(µ) =
NX
i=1
ΨNi(µ) ⇠
du
i . (3.44)
L’évaluation de la sortie, pour tout µ 2 D, est donnée par
sN(µ) = ˜̀
⇣
uN(µ);µ; ⇣
n`
Mn` (µ;x)
⌘
− r̃pr
⇣
ΨN(µ);µ; ⇣
nr
Mnr (µ;x)
⌘
, (3.45)
avec 1  nr  Nna, et
r̃pr
⇣
v;µ; ⇣nrMnr (µ;x)
⌘
= f̃
⇣
v;µ; ⇣
nf
M
nf (µ;x)
⌘
− ã
⇣
uN(µ), v;µ; ⇣
na
Mna (µ;x)
⌘
. (3.46)
Nous allons maintenant utiliser les approximations décrites dans (3.27) pour construire
une stratégie hors-ligne/en-ligne efficace. En choisissant les fonctions test comme v =
⇠dun , n = 1, ..., N , pour tout µ 2 D, ΨN(µ) est solution de
−
NX
i=1
 
QaX
q=1
MqaX
m=1
βqma (µ)a
qm
⇣
⇠dun , ⇠
du
i ; ⇣̂
qm(x)
⌘
!
ΨNi(µ)
=
0
@
Q
X̀
q=1
Mq
X̀
m=1
βqm` (µ)`
qm
⇣
⇠dun ; ⇣̂
qm(x)
⌘
1
A ,
(3.47)
qui peut être également écrit sous la forme matricielle :
−
 
QaX
q=1
MqaX
m=1
βqma (µ)A
qm
N
!
ΨN(µ) =
0
@
Q
X̀
q=1
Mq
X̀
m=1
βqm` (µ)L
qm
N
1
A , (3.48)
avec ✓
ΨN(µ)
◆
i
= ΨNi(µ), et
✓
L
qm
N
◆
n
= `qm
✓
⇠dun ; ⇣̂
qm(x)
◆
. (3.49)
et ✓
A
qm
N
◆
in
= aqm
✓
⇠dun , ⇠
du
i ; ⇣̂
qm(x)
◆
. (3.50)
L’apparition du terme de correction r̃pr
(
ΨN(µ);µ; ⇣
nr
Mnr (µ;x)
)
dans (3.45) nécessite de
manipuler les matrices Aprdu,qmN 2 RN⇥N , 1  q  Qa et 1  m M qa , construites à partir
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des éléments des bases primale et duale. D’un point de vue matriciel, pour tout µ 2 D,
la sortie s’écrit
sN(µ) =
 
Q
X̀
q=1
MqaX
m=1
βqm` (µ)L
qm T
N
!
uN(µ) − RΨN (µ)pr , (3.51)
avec
RΨN (µ)pr =
 
QfX
q=1
MqfX
m=1
βqmf (µ)F
du,qm
N
!
ΨN(µ)−ΨN(µ)T
 
QaX
q=1
MqaX
m=1
βqma (µ)A
prdu,qm
N
!
uN(µ),
(3.52)
ainsi que
✓
A
prdu,qm
N
◆
in
= aqm
✓
⇠prn , ⇠
du
i ; ⇣̂
qm(x)
◆
et
✓
F
du,qm
N
◆
n
= f qm
✓
⇠dun ; ⇣̂
qm(x)
◆
. (3.53)
Durant l’étape hors-ligne il est nécessaire de faire 2N résolutions FE (coûteuses) des
problèmes primal et dual etO(QaM qaN2N ) produits scalaires pour les étapes de projection
sur la base réduite. En revanche la complexité de l’étape en-ligne ne dépend plus de la
(grande) dimension N puisqu’elle implique O(QaM qaN2) multiplications pour assembler le
système réduit, primal ou dual, et O(N3) pour le résoudre. Ensuite il faut compter O(N)
produits scalaires pour avoir la sortie du modèle en utilisant (3.39) et O(N3) lorsque le
terme de correction est ajouté (3.51).
2.3 Estimation d’erreur a posteriori
À l’aide de la formule (3.45), pour un vecteur de paramètres µ 2 D donné, nous
pouvons construire rapidement une approximation de la sortie du modèle. Ici nous in-
troduisons des estimateurs d’erreur a posteriori pour les problèmes elliptiques linéaires
non-affines. La différence avec les estimateurs d’erreur présentés dans la section 3 du cha-
pitre 2 réside dans le fait que nous devons estimer l’erreur commise par l’approximation
des termes non-affines via la méthode EIM. Ces estimateurs vont nous permettre de sa-
voir, rapidement et de manière fiable, si l’approximation de la solution primale, duale, et
de la sortie du modèle sont suffisament précises.
Commençons par introduire la norme duale des résidus primal ✏Npr(µ) et dual ✏Ndu(µ) :
✏Npr(µ) ⌘ sup
v2XN
r̃pr(v;µ; ⇣
nr
Mnr (µ;x))
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
a,µref
=
∣
∣
∣
∣
∣
∣êpr(µ)
∣
∣
∣
∣
∣
∣
a,µref
, (3.54)
✏Ndu(µ) ⌘ sup
v2XN
r̃du(v;µ; ⇣
nr
Mnr (µ;x))
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
a,µref
=
∣
∣
∣
∣
∣
∣êdu(µ)
∣
∣
∣
∣
∣
∣
a,µref
. (3.55)
Notons que pour définir la norme duale, la représentation de Riesz des résidus primal et
dual, respectivement êpr(µ) et êdu(µ), a été introduit dans (3.54) et (3.55). Définissons
également la norme duale du résidu primal ✏Neimpr (µ) – respectivement dual ✏Neimdu (µ) – en
nous limitant aux termes comportant des fonctions non-affines.
✏Neimpr (µ) ⌘ sup
v2XN
r̃pr(v;µ; ⇣
nr(µ;x)− ⇣nrMnr (µ;x))
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
a,µref
=
∣
∣
∣
∣
∣
∣êeimpr (µ)
∣
∣
∣
∣
∣
∣
a,µref
, (3.56)
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✏Neimdu (µ) ⌘ sup
v2XN
r̃du(v;µ; ⇣
nr(µ;x)− ⇣nrMnr (µ;x))
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
a,µref
=
∣
∣
∣
∣
∣
∣êeimdu (µ)
∣
∣
∣
∣
∣
∣
a,µref
. (3.57)
À présent introduisons l’estimation d’erreur a posteriori sur l’approximation de la sortie
du modèle. Pour tout N tel que 1  N  Nmax et pour tout µ 2 D nous avons
∣
∣sN (µ)− sN(µ)
∣
∣ ⇡ ∆sN(µ) ⌘ ↵aLB(µ) ∆prN (µ) ∆duN (µ), (3.58)
où ∆prN (µ) et ∆
du
N (µ) sont les estimations d’erreur a posteriori respectivement pour les
solutions, primale et duale, définies par
∆prN (µ) =
p
✏Npr(µ)
2 +
q
✏Neimpr (µ)
2
↵aLB(µ)
et ∆duN (µ) =
p
✏Ndu(µ)
2 +
q
✏Neimdu (µ)
2
↵aLB(µ)
. (3.59)
Nous avons
∣
∣
∣
∣
∣
∣uN (µ)− uN(µ)
∣
∣
∣
∣
∣
∣
a,µref
⇡ ∆prN (µ), 8µ 2 D, (3.60)
∣
∣
∣
∣
∣
∣ΨN (µ)−ΨN(µ)
∣
∣
∣
∣
∣
∣
a,µref
⇡ ∆duN (µ), 8µ 2 D. (3.61)
Remarque 9. Les estimateurs d’erreur proposés via (3.58) et (3.59) sont des estimateurs
rigoureux uniquement dans le cas où ⇣ iM i 2 W
⇣i
M i
, pour i = 1, ..., Nna.
Stratégie hors-ligne/en-ligne
Nous exposons ici la stratégie hors-ligne/en-ligne à mettre en oeuvre afin d’évaluer les
estimations d’erreur définies dans (3.58) et (3.59) de manière efficace. En nous appuyant
sur les approximations décrites dans (3.27), nous pouvons exprimer le résidu primal, pour
tout v 2 XN , de la manière suivante :
r̃pr(v;µ; ⇣
nr
Mnr (µ;x)) =
QfX
q=1
MqfX
m=1
βqmf (µ)f
qm(v; ⇣̂qm(x))
−
QaX
q=1
MqaX
m=1
NX
i=1
βqma (µ)uNi(µ)a
qm(⇠pri , v; ⇣̂
qm(x)),
(3.62)
Le représentant de Riesz êpr(µ) vérifie, pour tout v 2 XN ,
⇣⇣
êpr(µ), v
⌘⌘
a,µref
= r̃pr(v;µ; ⇣
nr
Mnr (µ;x)). (3.63)
Ensuite, en utilisant le principe de superposition linéaire nous pouvons écrire
êpr(µ) =
QfX
q=1
MqfX
m=1
βqmf (µ)Γ
qm
Npr
+
QaX
q=1
MqaX
m=1
NX
i=1
βqma (µ)uNi(µ)Υ
qmi
Npr
, (3.64)
avec, pour tout v 2 XN ,
⇣⇣
ΓqmNpr , v
⌘⌘
a,µref
= f qm
(
v; ⇣̂qm(x)
)
, 1  q  Qf , 1  m M qf , (3.65)
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⇣⇣
ΥqmiNpr , v
⌘⌘
a,µref
= −aqm
(
⇠pri , v; ⇣̂
qm(x)
)
, 1  q  Qa, 1  m M qa , 1  i  N. (3.66)
Par conséquent nous avons
✏Npr(µ)
2 = CffNpr(µ) + 2
NX
i=1
uNi(µ)C
fa
Npri
(µ) +
NX
i=1
NX
i0=1
uNi(µ)uNi0(µ)C
aa
Nprii0(µ), (3.67)
avec pour 1  i, i0  N :
C
ff
Npr
(µ) =
QfX
q=1
MqfX
m=1
QfX
q0=1
MqfX
m0=1
βqmf (µ) β
q0m0
f (µ) Φ
qmq0m0
Npr,ff
, (3.68)
C
fa
Npri
(µ) =
QaX
q=1
MqaX
m=1
QfX
q0=1
MqfX
m0=1
βqma (µ) β
q0m0
f (µ) Φ
qmiq0m0
Npr,fa
, (3.69)
CaaNprii0(µ) =
QaX
q=1
MqaX
m=1
QaX
q0=1
MqaX
m0=1
βqma (µ) β
q0m0
a (µ) Φ
qmiq0m0i0
Npr,aa
. (3.70)
où on peut écrire
Φqmq
0m0
Npr,ff
=
((
ΓqmNpr ,Γ
q0m0
Npr
))
a,µref
, Φqmiq
0m0
Npr,fa
=
((
ΥqmiNpr ,Γ
q0m0
Npr
))
a,µref
, (3.71)
Φqmiq
0m0i0
Npr,aa
=
((
ΥqmiNpr ,Υ
q0m0i0
Npr
))
a,µref
. (3.72)
À présent, condidérons le résidu dual qui s’écrit, pour tout v 2 XN ,
r̃du(v;µ; ⇣
nr
Mnr (µ;x)) = −
Q
X̀
q=1
Mq
X̀
m=1
βqm` (µ)`
qm(v; ⇣̂qm(x))
−
QaX
q=1
MqaX
m=1
NX
i=1
βqma (µ)ΨNi(µ)a
qm(v, ⇠dui ; ⇣̂
qm(x)).
(3.73)
Le représentant de Riesz êdu(µ) vérifie, pour tout v 2 XN ,
êdu(µ) =
Q
X̀
q=1
Mq
X̀
m=1
βqm` (µ)Γ
qm
Ndu
+
QaX
q=1
MqaX
m=1
NX
i=1
βqma (µ)ΨNi(µ)Υ
qmi
Ndu
, (3.74)
avec, pour tout v 2 XN ,
((
ΓqmNdu , v
))
a,µref
= −`qm
(
v; ⇣̂qm(x)
)
, 1  q  Q`, 1  m M q` , (3.75)
((
ΥqmiNdu , v
))
a,µref
= −aqm(v, ⇠dui ; ⇣̂qm(x)), 1  q  Qa, 1  m M qa , 1  i  N. (3.76)
Nous pouvons donc écrire
✏Ndu(µ)
2 = C``Ndu(µ) + 2
NX
i=1
ΨNiC
`a
Ndui
(µ) +
NX
i=1
NX
i0=1
ΨNiΨNi0C
aa
Nduii0
(µ), (3.77)
76 2. PROBLÈMES ELLIPTIQUES LINÉAIRES NON-AFFINES
CHAPITRE 3. LA MÉTHODE DES BASES RÉDUITES APPLIQUÉE AUX PROBLÈMES
NON-AFFINES ET NON-LINÉAIRES
avec pour 1  i, i0  N :
C``Ndu(µ) =
Q
X̀
q=1
Mq
X̀
m=1
Q
X̀
q0=1
Mq
X̀
m0=1
βqm` (µ) β
q0m0
` (µ) Φ
qmq0m0
Ndu
, (3.78)
C`aNdui(µ) =
QaX
q=1
MqaX
m=1
Q
X̀
q0=1
Mq
X̀
m0=1
βqma (µ) β
q0m0
` (µ) Φ
qmiq0m0
Ndu
, (3.79)
CaaNduii0(µ) =
QaX
q=1
MqaX
m=1
QaX
q0=1
MqaX
m0=1
βqma (µ) β
q0m0
a (µ) Φ
qmiq0m0i0
Ndu
. (3.80)
où on a
Φqmq
0m0
Ndu,``
=
((
ΓqmNdu ,Γ
q0m0
Ndu
))
a,µref
, Φqmiq
0m0
Ndu,`a
=
((
ΥqmiNdu ,Γ
q0m0
Ndu
))
a,µref
, (3.81)
Φqmiq
0m0i0
Ndu,aa
=
((
ΥqmiNdu ,Υ
q0m0i0
Ndu
))
a,µref
. (3.82)
Du fait que nous devons approcher les fonctions non-affines en utilisant la méthode
EIM, cela engendre des erreurs supplémentaires que nous devons quantifier. Pour cela
considérons la qème fonction non-affine ⇣q(µ;x) approchée par ⇣qMq(µ;x), et introduisons
les notations suivantes :
✏Mq(µ;x) = ✏̂Mq(µ) ⇣̂
qMq+1(x), (3.83)
avec
✏̂Mq(µ) =
∣
∣⇣q
(
µ; tMq+1
)
− ⇣qMq
(
µ; tMq+1
)∣
∣. (3.84)
Ainsi, l’erreur due à l’utilisation de ⇣qMq(µ;x) à la place de ⇣
q(µ;x) peut être approchée
par
∣
∣⇣q
(
µ;x
)
− ⇣qMq
(
µ;x
)∣
∣ ⇡ ✏Mq(µ;x). (3.85)
En nous servant de (3.85) nous pouvons écrire, pour tout v 2 XN ,
r̃pr
(
v;µ; ⇣nr(µ;x)− ⇣nrMnr (µ;x)
)
= r̃pr
(
v;µ; ⇣1(µ;x)− ⇣1M1(µ;x), ..., ⇣nr(µ;x)− ⇣nrMnr(µ;x)
)
(3.86)
⇡ r̃pr
(
v;µ; ✏M1(µ;x), ..., ✏Mnr(µ;x)
)
.
Le représentant de Riesz êeimpr (µ) vérifie, pour tout v 2 XN ,
⇣⇣
êeimpr (µ), v
⌘⌘
a,µref
=
QfX
q=1
✏̂Mq(µ) f
q(Mqf+1)
(
v; ⇣̂q(M
q
f+1)(x)
)
−
QaX
q=1
NX
i=1
✏̂Mq(µ) uNi(µ) a
q(Mqa+1)
(
⇠pri , v; ⇣̂
q(Mqa+1)(x)
)
.
(3.87)
Ensuite, en utilisant le principe de superposition linéaire, nous pouvons écrire
êeimpr (µ) =
QfX
q=1
✏̂Mq(µ)Γ
q(Mqf+1)
Npr
+
QaX
q=1
NX
i=1
✏̂Mq(µ)uNi(µ)Υ
q(Mqa+1)i
Npr
, (3.88)
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avec, pour tout v 2 XN ,
⇣⇣
Γ
q(Mqf+1)
Npr
, v
⌘⌘
a,µref
= f q(M
q
f+1)
(
v; ⇣̂q(M
q
f+1)(x)
)
, 1  q  Qf , (3.89)
⇣⇣
Υ
q(Mqa+1)i
Npr
, v
⌘⌘
a,µref
= −aq(Mqa+1)
(
⇠pri , v; ⇣̂
q(Mqa+1)(x)
)
, 1  q  Qa, 1  i  N. (3.90)
Nous avons donc
✏Neimpr (µ)
2 = Cff
Neimpr
(µ) + 2
NX
i=1
uNi(µ)C
fa
Neimpr i
(µ) +
NX
i=1
NX
i0=1
uNi(µ)uNi0(µ)C
aa
Neimpr ii
0(µ),
(3.91)
avec pour 1  i, i0  N :
C
ff
Neimpr
(µ) =
QfX
q=1
QfX
q0=1
✏̂Mq(µ) ✏̂Mq0 (µ) Φ
q(Mqf+1)q
0(Mqf+1)
Neimpr ,ff
, (3.92)
C
fa
Neimpr i
(µ) =
QaX
q=1
QfX
q0=1
✏̂Mq(µ) ✏̂Mq0 (µ) Φ
q(Mqa+1)iq
0(Mqf+1)
Neimpr ,fa
, (3.93)
CaaNeimpr ii0(µ) =
QaX
q=1
QaX
q0=1
✏̂Mq(µ) ✏̂Mq0 (µ) Φ
q(Mqa+1)iq
0(Mqa+1)i
0
Neimpr ,aa
. (3.94)
où on peut écrire
Φ
q(Mqf+1)q
0(Mqf+1)
Neimpr ,ff
=
((
Γ
q(Mqf+1)
Npr
,Γ
q0(Mqf+1)
Npr
))
a,µref
, (3.95)
Φ
q(Mqa+1)iq
0(Mqf+1)
Neimpr ,fa
=
((
Υ
q(Mqa+1)i
Npr
,Γ
q0(Mqf+1)
Npr
))
a,µref
, (3.96)
Φ
q(Mqa+1)iq
0(Mqa+1)i
0
Neimpr ,aa
=
((
Υ
q(Mqa+1)i
Npr
,Υ
q0(Mqa+1)i
0
Npr
))
a,µref
. (3.97)
Toujours en nous servant de (3.85), le représentant de Riesz êeimdu (µ) vérifie, pour tout v 2
XN ,
êeimdu (µ) =
Q
X̀
q=1
✏̂Mq(µ)Γ
q(Mq` +1)
Ndu
+
QaX
q=1
NX
i=1
✏̂Mq(µ)ΨNi(µ)Υ
q(Mqa+1)i
Ndu
, (3.98)
avec, pour tout v 2 XN ,
((
Γ
q(Mq` +1)
Ndu
, v
))
a,µref
= −`q(Mq` +1)
(
v; ⇣̂q(M
q
` +1)(x)
)
, 1  q  Q`, (3.99)
((
Υ
q(Mqa+1)i
Ndu
, v
))
a,µref
= −aq(Mqa+1)(v, ⇠dui ; ⇣̂q(M
q
a+1)(x)), 1  q  Qa, 1  i  N. (3.100)
Nous pouvons donc écrire
✏Neimdu (µ)
2 = C``Neimdu
(µ) + 2
NX
i=1
ΨNiC
`a
Neimdu i
(µ) +
NX
i=1
NX
i0=1
ΨNiΨNi0C
aa
Neimdu ii
0(µ), (3.101)
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avec pour 1  i, i0  N :
C``Neimdu
(µ) =
Q
X̀
q=1
Q
X̀
q0=1
✏̂Mq(µ) ✏̂Mq0 (µ) Φ
q(Mq` +1)q
0(Mq` +1)
Neimdu
, (3.102)
C`aNeimdu i
(µ) =
QaX
q=1
Q
X̀
q0=1
✏̂Mq(µ) ✏̂Mq0 (µ) Φ
q(Mqa+1)iq
0(Mq` +1)
Neimdu
, (3.103)
CaaNeimdu ii0
(µ) =
QaX
q=1
QaX
q0=1
✏̂Mq(µ) ✏̂Mq0 (µ) Φ
q(Mqa+1)iq
0(Mqa+1)i
0
Neimdu
. (3.104)
où on a
Φ
q(Mq` +1)q
0(Mq` +1)
Neimdu ,``
=
((
Γ
q(Mq` +1)
Ndu
,Γ
q0(Mq` +1)
Ndu
))
a,µref
, (3.105)
Φ
q(Mqa+1)iq
0(Mq` +1)
Neimdu ,`a
=
((
Υ
q(Mqa+1)i
Ndu
,Γ
q0(Mq` +1)
Ndu
))
a,µref
, (3.106)
Φ
q(Mqa+1)iq
0(Mqa+1)i
0
Neimdu ,aa
=
((
Υ
q(Mqa+1)i
Ndu
,Υ
q0(Mqa+1)i
0
Ndu
))
a,µref
. (3.107)
Pendant la phase hors-ligne il faut résoudre (QfM
q
f+2QaM
q
aN+Q`M
q
` ) problèmes de
type Poisson qui dépendent de la dimension FE, N , voir (3.65), (3.66), (3.75) et (3.76).
Intéressons-nous maintenant à la phase en-ligne. Supposons que nous connaissons déjà les
coefficients uNi(µ) et ΨNi(µ), 1  i  N . Supposons également que les fonctions βqmf (µ)
pour 1  q  Qf , 1  m  M qf , βqm` (µ) pour 1  q  Q`, 1  m  M q` et βqma (µ) pour
1  q  Qa, 1  m  M qa sont déjà évaluées. Pour construire les termes introduits par
(3.68)-(3.70) et (3.78)-(3.80), O(2Q2aM qa 2+Q2fM qf
2+Q2`M
q
`
2) opérations sont nécessaires,
ainsi que O(2Q2a+Q2f+Q2`) pour construire les termes (3.92)-(3.94) et (3.102)-(3.104). Une
fois ces termes construits, nous pouvons évaluer les sommes définies en (3.67) et (3.77) en
O(2Q2aM qa 2N2) opérations. Il faut compter O(2Q2aN2) opérations pour évaluer les sommes
définies en (3.91) et (3.101). Ainsi, la complexité en-ligne de l’estimation d’erreur est en
O(2Q2aM qa 2N2 + 2Q2aN2) opérations.
3 Problèmes paraboliques linéaires non-affines
3.1 Énoncé du problème général
Comme pour les problèmes paraboliques linéaires, nous considérons l’intervalle de
temps I = (0;Tf ) où Tf est le temps final. Nous utilisons une discrétisation FE en espace
et différences finies en temps. Pour cela divisons I en K sous-intervalles avec K un entier
positif. Notons ∆t le pas de temps donné par ∆t = Tf
K
et par conséquent nous avons
tk = k ∆t, k 2 K avec K = {0, ..., K}. Introduisons également l’ensemble I = {t0, ..., tK}.
Nous considérons, comme dans la section 2, que nous avons Nna fonctions non-affines ,
⇣1(µ;x) ,..., ⇣Nna(µ;x). En reprenant les notations introduites à la section 2 (3.22), pour
un vecteur de paramètres µ 2 D et k 2 K donnés, nous nous intéressons à l’évaluation
d’une sortie sN (µ, tk) 2 R exprimée comme fonctionnelle du champ u(µ, t) :
sN (µ, t
k) = `
⇣
uN (µ, t
k);µ; tk; ⇣Nna(µ;x)
⌘
, (3.108)
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pour un opérateur linéaire `
(
.;µ; tk; ⇣Nna(µ;x)
)
: X⇥D⇥ I⇥E⇣Nna ! R approprié, avec
uN (µ, tk) 2 XN vérifiant
8
>>>><
>>>>:
1
∆t
m
⇣
uN (µ, t
k)− uN (µ, tk−1), v;µ; ⇣Nna(µ;x)
⌘
+ a
⇣
uN (µ, t
k), v;µ; ⇣Nna(µ;x)
⌘
= f
⇣
v;µ; tk; ⇣Nna(µ;x)
⌘
, 8v 2 XN , 1  k  K,
⇣
uN (µ, t
0), v
⌘
L2(Ω)
=
⇣
uini(µ), v
⌘
L2(Ω)
, 8v 2 XN ,
(3.109)
où uini(µ) 2 L2(Ω), m
(
., .;µ; ⇣Nna(µ;x)
)
: X⇥X⇥D⇥E⇣Nna ! R, a
(
., .;µ; ⇣Nna(µ;x)
)
:
X ⇥X ⇥D ⇥ E⇣Nna ! R, et f
(
.;µ; tk; ⇣Nna(µ;x)
)
: X ⇥D ⇥ I ⇥ E⇣Nna ! R .
Comme précédemment, nous supposons que a est symétrique, définie positive, continue
et coercive, voir (3.25) et (3.26). Nous supposons également que m est symétrique, définie
positive. Nous pouvons donc introduire le produit scalaire
((
., .
))
m,µ
défini, pour tout µ 2
D (et donc en particulier pour un vecteur de paramètres de référence µref 2 D), par
((
w, z
))
m,µ
⌘ m
(
w, z;µ; ⇣Nna(µ;x)
)
, 8w, z 2 XN . (3.110)
Notons que la norme associée à ce produit scalaire est
∣
∣
∣
∣
∣
∣w
∣
∣
∣
∣
∣
∣
m,µ
⌘
q((
w,w
))
m,µ
, 8w 2 X. (3.111)
De plus nous supposons que m est continue et coercive. Autrement dit, pour tout µ 2 D
il existe une constante de continuité γm,N (µ) telle que
γm,N (µ) ⌘ sup
v2XN
m(v, v;µ)
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
2
m,µref
<1, (3.112)
ainsi qu’une constante de coercivité ↵m,N (µ) telle que
↵m,N (µ) ⌘ inf
v2XN
m(v, v;µ)
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
2
m,µref
> 0. (3.113)
Afin de mettre en oeuvre une stratégie hors-ligne/en-ligne efficace nous allons mainte-
nant approcher, via la méthode EIM, les termes pour lequels il n’est pas possible d’écrire
une décomposition affine directement par inspection. Autrement dit nous supposons qu’il
existe des entiers positifs Qa, Qm, Qf et Q`, avec 1  Qa, Qm, Qf , Q`  Nna, de sorte que
la méthode EIM détermine
(
M qa
)
q=1,...,Qa
,
(
M qm
)
q=1,...,Qm
,
(
M
q
f
)
q=1,...,Qf
et
(
M
q
`
)
q=1,...,Q`
tels que, pour na =
PQa
q=1 M
q
a , nm =
PQm
q=1 M
q
m, nf =
PQf
q=1 M
q
f et n` =
PQ`
q=1 M
q
` , ainsi
que pour tout µ 2 D et k 2 K, les formes bilinéaires et linéaires m(., .;µ; ⇣Nna(µ;x)),
a(., .;µ; ⇣Nna(µ;x)), f(.;µ; tk; ⇣Nna(µ;x)) et `(.,µ; tk; ⇣Nna(µ;x)) puissent être appro-
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chées de la manière suivante :
8
>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:
m
(
u, v;µ; ⇣Nna(µ;x)
)
⇡ m̃
(
u, v;µ; ⇣nmMnm (µ;x)
)
=
QmX
q=1
MqmX
m=1
βqmm (µ)m
qm(u, v; ⇣̂qm(x)),
a
(
u, v;µ; ⇣Nna(µ;x)
)
⇡ ã
(
u, v;µ; ⇣naMna (µ;x)
)
=
QaX
q=1
MqaX
m=1
βqma (µ)a
qm(u, v; ⇣̂qm(x)),
f
(
v;µ; tk; ⇣Nna(µ;x)
)
⇡ f̃
(
v;µ; tk; ⇣nf (µ;x)
)
=
QfX
q=1
MqfX
m=1
βqmf (µ; t
k)f qm
(
v; ⇣̂qm(x)
)
,
`
(
v;µ; tk; ⇣Nna(µ;x)
)
⇡ ˜̀
(
v;µ; tk; ⇣n`Mn` (µ;x)
)
=
Q
X̀
q=1
Mq
X̀
m=1
βqm` (µ; t
k)`qm
(
v; ⇣̂qm(x)
)
,
(3.114)
pour tout u 2 XN et pour tout v 2 XN , où βqmm : D ! R, 1  q  Qm, 1  m  M qm,
βqma : D ! R , 1  q  Qa, 1  m  M qa , βqmf : D ⇥ I! R, 1  q  Qf , 1  m  M qf et
βqm` : D⇥I! R , 1  q  Q`, 1  m M q` sont déterminées par la méthode EIM. Posons
E
⇣nmMnm = E⇣
1
M1⇥...⇥E⇣
nm
Mnm . Notons que nous avons ã
(
., .;µ; ⇣naMna (µ;x)
)
: XN⇥XN⇥D⇥
E
⇣naMna ! R, m̃
(
., .;µ; ⇣nmMnm (µ;x)
)
: XN ⇥XN ⇥D⇥E⇣
nm
Mnm ! R, f̃
(
.;µ; tk; ⇣
nf
M
nf (µ;x)
)
:
XN ⇥D ⇥ I ⇥ E
⇣
nf
M
nf ! R et ˜̀
(
.;µ; tk; ⇣n`Mn` (µ;x)
)
: XN ⇥D ⇥ I ⇥ E⇣
n`
Mn` ! R.
En nous servant des approximations décrites dans (3.114), pour µ 2 D fixé, (3.109)
revient à chercher uN (µ, tk) 2 XN tel que
8
>>>><
>>>>:
1
∆t
m̃
⇣
uN (µ, t
k)− uN (µ, tk−1), v;µ; ⇣nmMnm (µ;x)
⌘
+ ã
⇣
uN (µ, t
k), v;µ; ⇣naMna (µ;x)
⌘
= f̃
⇣
v;µ; tk; ⇣
nf
M
nf (µ;x)
⌘
, 8v 2 XN , 1  k  K,
⇣
uN (µ, t
0), v
⌘
L2(Ω)
=
⇣
uini(µ), v
⌘
L2(Ω)
, 8v 2 XN .
(3.115)
Comme précédemment, nous supposons que ã est symétrique, définie positive, continue
et coercive, voir (3.31) et (3.32). Nous supposons également que m̃ est symétrique, définie
positive. Nous pouvons donc introduire le produit scalaire
((
., .
))
m̃,µ
défini, pour tout µ 2
D (et donc en particulier pour un vecteur de paramètres de référence µref 2 D), par
((
w, z
))
m̃,µ
⌘ m
(
w, z;µ; ⇣nmMnm (µ;x)
)
, 8w, z 2 XN . (3.116)
Notons que la norme associée à ce produit scalaire est
∣
∣
∣
∣
∣
∣w
∣
∣
∣
∣
∣
∣
m̃,µ
⌘
q((
w,w
))
m̃,µ
, 8w 2 X. (3.117)
De plus nous supposons que m̃ est continue et coercive. Autrement dit, pour tout µ 2 D
il existe une constante de continuité γm̃,N (µ) telle que
γm̃,N (µ) ⌘ sup
v2XN
m̃(v, v;µ)
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
2
m̃,µref
<1, (3.118)
ainsi qu’une constante de coercivité ↵m̃,N (µ) telle que
↵m̃,N (µ) ⌘ inf
v2XN
m̃(v, v;µ)
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
2
m̃,µref
> 0. (3.119)
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3.2 Méthode des bases réduites
De manière similaire au cas linéaire, nous introduisons une séquence d’espaces d’ap-
proximation emboîtés WNpr tels que W1pr ⇢ W2pr ⇢ ... ⇢ WNmaxpr ⇢ XN , avec Nmax un
entier positif. Pour un µ donné définissons l’ensemble des solutions de (3.115) Snapu(µ) =
{uN (µ, tk) 2 XN , 1  k  K}. SN̄ = {µ1, ...,µN̄} est un ensemble de N̄ jeux de para-
mètres, avec 1  N̄  N , sélectionnés à l’aide de l’algorithme POD/glouton (se reporter
à l’algorithme 3). Notons Su
N̄
l’ensemble qui va contenir, pour un µ 2 SN̄ , les Nm modes
propres principaux issus de POD(Snapu(µ), Nm). Cet ensemble s’écrit
SuN̄ =
n
POD(Snapu(µ), Nm), 8µ 2 SN̄
o
. (3.120)
Ensuite nous appliquons le processus d’orthonormalisation de Gram-Schmidt, en utilisant
le produit scalaire
((
., .
))
a,µref
, aux éléments de l’ensemble Su
N̄
pour avoir des fonctions
de bases orthonormalisées ⇠prn , 1  n  N . L’espace d’approximation WNpr est défini par
WNpr = span
n
⇠prn , 1  n  N
o
. (3.121)
Quant à la solution réduite uN(µ) 2 WNpr elle s’écrit
uN(µ) =
NX
i=1
uNi(µ) ⇠
pr
i . (3.122)
Nous allons maintenant utiliser les approximations décrites dans (3.114) pour construire
une stratégie hors-ligne/en-ligne efficace. En choisissant les fonctions test comme v = ⇠prn ,
i = n, ..., N , alors pour k = 1, ..., K, uN(µ, tk) est solution de
NX
i=1
 
1
∆t
QmX
q=1
MqmX
m=1
βqmm (µ)m
qm
⇣
⇠prn , ⇠
pr
i ; ⇣̂
qm(x)
⌘
+
QaX
q=1
MqaX
m=1
βqa(µ)a
qm
⇣
⇠prn , ⇠
pr
i ; ⇣̂
qm(x)
⌘
!
uNi(µ; t
k) (3.123)
=
0
@
QfX
q=1
MqfX
m=1
βqmf (µ; t
k)f qm
⇣
⇠prn ; ⇣̂
qm(x)
⌘
+
1
∆t
QmX
q=1
MqmX
m=1
βqmm (µ)m
qm
⇣
uN(µ; t
k−1), ⇠prn
⌘
1
A ,
qui peut être également écrit, pour k = 1, ..., K, sous la forme matricielle :
 
1
∆t
QmX
q=1
MqmX
m=1
βqmm (µ)M
qm
N +
QaX
q=1
MqaX
m=1
βqma (µ)A
qm
N
!
uN(µ, t
k)
=
0
@
QfX
q=1
MqfX
m=1
βqmf (µ; t
k)F qmN +
1
∆t
QmX
q=1
MqmX
m=1
βqmm (µ)M
qm
N uN(µ; t
k−1)
1
A ,
(3.124)
avec
✓
uN(µ, t
k)
◆
i
= uNi(µ; t
k),
✓
M
qm
N
◆
in
= mqm
✓
⇠prn , ⇠
pr
i ; ⇣̂
qm(x)
◆
,
✓
A
qm
N
◆
in
= aqm
✓
⇠prn , ⇠
pr
i ; ⇣̂
qm(x)
◆
et
✓
F
qm
N
◆
n
= f qm
✓
⇠prn ; ⇣̂
qm(x)
◆
.
(3.125)
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et
(
uN(µ, t
0), v
)
L2(Ω)
=
(
uN (µ, t0), v
)
L2(Ω)
, 8v 2 WNpr à l’instant initial.
La sortie s’exprime alors, pour tout µ 2 D et pour tout k 2 K, de la manière suivante :
sN(µ; t
k) =
0
@
Q
X̀
q=1
Mq
X̀
m=1
βqm` (µ; t
k)`qm
⇣
uN(µ, t
k); ⇣̂qm(x)
⌘
1
A , (3.126)
ou encore sous une forme vectorielle :
sN(µ, t
k) =
0
@
Q
X̀
q=1
Mq
X̀
m=1
βqm` (µ; t
k)Lqm TN
1
AuN(µ, t
k), 8µ 2 D, 8k 2 K, (3.127)
avec (LqmN )n = `
qm
(
⇠prn ; ⇣̂
qm(x)
)
. La construction des matrices AqmN 2 RN⇥N , 1  q  Qa,
1  m  M qa , M qmN 2 RN⇥N , 1  q  Qm, 1  m  M qm, et des vecteurs F qmN 2 RN ,
1  q  Qf , 1  m  M qf et LqmN 2 RN ,1  q  Q`, 1  m  M q` se fait durant l’étape
hors-ligne. À l’étape en-ligne, pour tout µ 2 D et k 2 K donnés, on assemble les matrices
AN(µ) =
PQa
q=1
PMaq
m=1 β
qm
a (µ) A
qm
N et MN(µ) =
PQm
q=1
PMam
m=1 β
qm
m (µ) M
qm
N ainsi que les
vecteurs FN(µ; tk) =
PQf
q=1
PMaf
m=1 β
qm
f (µ; t
k) F qmN et LN(µ; t
k) =
PQ`
q=1
PMa`
m=1 β
qm
` (µ; t
k)
L
qm
N . Enfin, pour tout µ 2 D et k = 1, ..., K, nous résolvons le système réduit
 
1
∆t
MN(µ) + AN(µ)
!
uN(µ, t
k) =
 
FN(µ; t
k) +
1
∆t
MN(µ)uN(µ; t
k−1)
!
, (3.128)
et nous pouvons évaluer la sortie
sN(µ, t
k) = LTN(µ; t
k) uN(µ, t
k), 8µ 2 D, 8k 2 K. (3.129)
Nous venons de voir l’approche primale. Comme précédemment, nous allons introduire
l’approche primale-duale. Pour tout µ 2 D, le problème dual associé à la sortie du modèle
consiste à chercher ΨN (µ, tk) 2 XN tel que
8
>>>><
>>>>:
1
∆t
m
⇣
ΨN (µ, t
k), v;µ; ⇣Nna(µ;x)
⌘
+ a
⇣
ΨN (µ, t
k), v;µ; ⇣Nna(µ;x)
⌘
=
1
∆t
m
⇣
v,ΨN (µ, t
k+1);µ; ⇣Nna(µ;x)
⌘
, 8v 2 XN , K ≥ k ≥ 1,
m
⇣
v,ΨN (µ, t
K+1);µ; ⇣Nna(µ;x)
⌘
= `
⇣
v;µ; tK+1; ⇣Nna(µ;x)
⌘
, 8v 2 XN .
(3.130)
De la même manière que pour l’approche primale nous introduisons une séquence d’es-
paces d’approximation emboîtés WNdu , 1  N  Nmax. Définissons SnapΨ(µ) l’ensemble
des solutions du problème dual (3.130) pour µ 2 D fixé. Nous avons SnapΨ(µ) =
{ΨN (µ, tk) 2 XN , K ≥ k ≥ 1}. SΨN̄ est l’ensemble défini par
SΨN̄ =
n
POD(SnapΨ(µ), Nm), 8µ 2 SN̄
o
. (3.131)
Ensuite nous appliquons le processus d’orthonormalisation de Gram-Schmidt, en utilisant
le produit scalaire
((
., .
))
a,µref
, aux éléments de l’ensemble SΨ
N̄
pour avoir des fonctions
de bases orthonormalisées ⇠du, 1  n  N . L’espace d’approximation WNdu est défini par
WNdu = span
n
⇠dun , 1  n  N
o
. (3.132)
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Quant à la solution réduite ΨN(µ, tk) 2 WNdu elle s’écrit
ΨN(µ, t
k) =
NX
i=1
ΨNi(µ, t
k) ⇠dui . (3.133)
L’évaluation de la sortie, pour tout µ 2 D et k 2 K, est donnée par
sN(µ, t
k) = ˜̀
⇣
uN(µ, t
k);µ; tk; ⇣n`Mn` (µ;x)
⌘
+
kX
k0=1
r̃pr
⇣
ΨN(µ, t
K−k+k0);µ; tk
0
; ⇣nrMnr (µ;x)
⌘
∆t,
(3.134)
avec 1  nr  Nna, ainsi que pour tout v 2 XN et 1  k  K :
r̃pr
⇣
v;µ; tk; ⇣nrMnr (µ;x)
⌘
= f̃
⇣
v;µ; tk; ⇣
nf
M
nf (µ;x)
⌘
−ã
⇣
uN(µ, t
k), v;µ; ⇣naMna (µ;x)
⌘
(3.135)
− 1
∆t
m̃
⇣
uN(µ, t
k)− uN(µ, tk−1);µ; ⇣nmMnm (µ;x)
⌘
.
Nous allons maintenant utiliser les approximations décrites dans (3.114) pour construire
une stratégie hors-ligne/en-ligne efficace. En choisissant les fonctions test comme v =
⇠dun , i = n, ..., N , pour tout µ 2 D, ΨN(µ, tk) est solution de
NX
i=1
 
1
∆t
QmX
q=1
MqmX
m=1
βqmm (µ)m
qm
⇣
⇠dun , ⇠
du
i ; ⇣
nm
Mnm (µ;x)
⌘
+
QaX
q=1
MqaX
m=1
βqma (µ)a
qm
⇣
⇠dun , ⇠
du
i ; ⇣
na
Mna (µ;x)
⌘
!
ΨNi(µ; t
k)
=
 
1
∆t
QmX
q=1
MqmX
m=1
βqmm (µ)m
qm
⇣
ΨN(µ, t
k+1), ⇠dun ; ⇣
nm
Mnm (µ;x)
⌘
!
, K  k  1,
(3.136)
qui peut être également écrit, pour k = K, ..., 1, sous la forme matricielle :
 
1
∆t
QmX
q=1
MqmX
m=1
βqmm (µ)M
qm
N +
QaX
q=1
MqaX
m=1
βqma (µ)A
qm
N
!
ΨN(µ, t
k)
=
 
1
∆t
QmX
q=1
MqmX
m=1
βqmm (µ)M
qm
N ΨN(µ, t
k+1)
!
,
(3.137)
avec
✓
ΨN(µ, t
k)
◆
i
= ΨNi(µ; t
k),
✓
M
qm
N
◆
in
= mqm
✓
⇠dun , ⇠
du
i ; ⇣̂
qm(x)
◆
,
et
✓
A
qm
N
◆
in
= aqm
✓
⇠dun , ⇠
du
i ; ⇣̂
qm(x)
◆
.
(3.138)
Au temps final tK+1 nous avons
⇣ QmX
q=1
MqmX
m=1
βqmm (µ)M
qm
N
⌘
ΨN(µ, t
k) =
⇣ QX̀
q=1
Mq
X̀
m=1
βqmm (µ; t
K+1)LqmN
⌘
(3.139)
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avec  
LqmN
!
n
= `qm
✓
⇠dun ; ⇣̂
qm(x)
◆
. (3.140)
La sortie s’exprime alors, pour tout µ 2 D et pour tout k 2 K, de la manière suivante :
sN(µ, t
k) =
0
@
Q
X̀
q=1
Mq
X̀
m=1
βqm` (µ; t
k)Lqm TN
1
AuN(µ, t
k) +
kX
k0=1
RΨN (µ,t
K−k+k0 )
pr , (3.141)
avec
RΨN (µ,t
K−k+k0 )
pr =
 
QfX
q=1
MqfX
m=1
βqmf (µ; t
k0)F du,qN
!
ΨN(µ, t
K−k+k0)
−ΨN(µ, tK−k+k
0
)T
 
QaX
q=1
MqmX
m=1
βqma (µ)A
prdu,q
N
!
uN(µ, t
k) (3.142)
− 1
∆t
ΨN(µ, t
K−k+k0)T
 
QmX
q=1
MqmX
q=1
βqa(µ)M
prdu,q
N
!
⇣
uN(µ, t
k)− uN(µ, tk−1)
⌘
,
ainsi que
✓
A
prdu,qm
N
◆
in
= aqm
✓
⇠prn , ⇠
du
i ; ⇣̂
qm(x)
◆
,
✓
M
prdu,qm
N
◆
in
= mqm
✓
⇠prn , ⇠
du
i ; ⇣̂
qm(x)
◆
et
✓
F
du,qm
N
◆
n
= f qm
✓
⇠dun ; ⇣̂
qm(x)
◆
.
(3.143)
Regardons la complexité algorithmique de la partie en-ligne dans le cas où nous nous
servons de k pas de temps. Il fautO(QaM qaN2+QmM qmN2) multiplications pour assembler
le terme de gauche du système réduit primal (3.124) ou dual (3.137). La construction du
second membre implique O(kN2) opérations, aussi bien pour le système primal que dual.
La résolution du problème, primal ou dual, nécessite O(kN3) opérations. Ensuite, dans le
cas de sorties "souples", il faut compter O(kN) produits scalaires pour avoir la sortie du
modèle via (3.127), mais si l’on souhaite intégrer le terme de correction pour les sorties
non "souples" (3.141) cela en nécessite alors O(kN3). L’étape en-ligne reste indépendante
de la (grande) dimension N .
3.3 Estimation d’erreur a posteriori
À l’aide de la formule (3.134), pour un vecteur de paramètres µ 2 D donné et un
temps tk donné, 1  k  K, nous pouvons construire rapidement une approximation de
la sortie du modèle. Ici nous introduisons des estimateurs d’erreur a posteriori pour les
problèmes paraboliques linéaires non-affines. La différence avec les estimateurs d’erreur
présentés dans la section 3 du chapitre 2 réside dans le fait que nous devons estimer l’erreur
commise par l’approximation des termes non-affines via la méthode EIM. Ces estimateurs
vont nous permettre de savoir, rapidement et de manière fiable, si l’approximation de la
solution primale, duale, et de la sortie du modèle sont suffisament précises.
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Contrairement à ce qui a été fait dans cette thèse jusqu’à maintenant, nous allons
proposer une estimation d’erreur sans nous servir du problème dual, c’est à dire qu’il
s’agit d’un estimateur d’erreur pour la sortie définie en (3.127). Commençons par définir,
pour tout µ 2 D, 1  k  K et pour tout w 2 XN , la norme suivante :
∣
∣
∣
∣
∣
∣
∣
∣
∣w(tk)
∣
∣
∣
∣
∣
∣
∣
∣
∣
pr,µ
⌘
v
u
u
tm
⇣
w(tk), w(tk);µ; ⇣Nna(µ;x)
⌘
+
kX
k0=1
a
⇣
w(tk0), w(tk0);µ; ⇣Nna(µ;x)
⌘
∆t
(3.144)
Introduisons la norme duale du résidu primal ✏Npr(µ, t
k) :
✏Npr(µ, t
k) ⌘ sup
v2XN
r̃pr(v;µ; t
k; ⇣nrMnr (µ;x))
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
a,µref
=
∣
∣
∣
∣
∣
∣êeimpr (µ, t
k)
∣
∣
∣
∣
∣
∣
a,µref
(3.145)
Notons que pour définir la norme duale, la représentation de Riesz des résidus primal
êpr(µ, t
k) a été introduit dans (3.145). Introduisons également la norme duale du résidu
primal êeimpr (µ, t
k) en nous limitant aux termes comportant des fonctions non-affines.
✏Neimpr (µ, t
k) ⌘ sup
v2XN
r̃pr(v;µ; t
k; ⇣nr(µ;x)− ⇣nrMnr (µ;x))
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
a,µref
=
∣
∣
∣
∣
∣
∣êeimpr (µ, t
k)
∣
∣
∣
∣
∣
∣
a,µref
(3.146)
À présent définissons l’estimation d’erreur a posteriori sur l’approximation de la sortie du
modèle. Pour chaque N et pour tout µ 2 D nous avons
∣
∣sN (µ, t
k)− sN(µ, tk)
∣
∣ ⇡ ∆sN(µ, tk) ⌘ sup
v2XN
`(v)
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
a,µref
∆prN (µ, t
k), 1  k  K, (3.147)
où ∆prN (µ; t
k) est l’estimation d’erreur a posteriori pour la solution primale, défini par
∆prN (µ, t
k) =
v
u
u
t 2∆t
↵aLB(µ)
kX
k0=1
✏Npr(µ, t
k0)2 +
2∆t
↵aLB(µ)
kX
k0=1
✏Neimpr (µ, t
k0)2, (3.148)
pour k = 1, ..., K, et nous avons
∣
∣
∣
∣
∣
∣uN (µ, t
k)− uN(µ, tk)
∣
∣
∣
∣
∣
∣
pr,µref
⇡ ∆prN (µ, tk), 8µ 2 D, 1  k  K. (3.149)
Remarque 10. Les estimateurs d’erreur proposés via (3.147) et (3.148) sont des esti-
mateurs rigoureux uniquement dans le cas où ⇣ iM i 2 W
⇣i
M i
, pour i = 1, ..., Nna.
Stratégie hors-ligne/en-ligne
Tout comme dans le cas elliptique, nous exposons ici la stratégie hors-ligne/en-ligne à
mettre en oeuvre afin d’évaluer les estimations d’erreur définies dans (3.147) et (3.148)
de manière efficace. En nous appuyant sur les approximations décrites dans (3.114), nous
pouvons exprimer le résidu primal, pour tout v 2 XN et pour 1  k  K, de la manière
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suivante :
r̃pr
(
v;µ; tk; ⇣nrMnr (µ;x)
)
=
QfX
q=1
MqfX
m=1
βqmf
(
µ; tk
)
f qm
(
v; ⇣̂qm(x)
)
−
QaX
q=1
MqaX
m=1
NX
i=1
βqma
(
µ
)
uNi
(
µ; tk
)
aqm
(
⇠pri , v; ⇣̂
qm(x)
)
− 1
∆t
QmX
q=1
MqmX
m=1
NX
i=1
βqmm
(
µ
)
uNi(µ; t
k)mqm
(
⇠pri , v; ⇣̂
qm(x)
)
+
1
∆t
QmX
q=1
MqmX
m=1
NX
i=1
βqmm
(
µ
)
uNi(µ; t
k−1)mqm
(
⇠pri , v; ⇣̂
qm(x)
)
(3.150)
Le représentant de Riesz êpr(µ, tk) vérifie, pour tout v 2 XN ,
⇣⇣
êpr(µ, t
k), v
⌘⌘
a,µref
= r̃pr
(
v;µ; tk; ⇣nrMnr (µ;x)
)
. (3.151)
Ensuite, en utilisant le principe de superposition linéaire, nous pouvons écrire, pour k =
1, ..., K
êpr(µ, t
k) =
QfX
q=1
MqfX
m=1
βqmf (µ; t
k)ΓqmNpr +
QaX
q=1
MqaX
m=1
NX
i=1
βqma (µ)uNi(µ)Υ
qmi
Npr
+
1
∆t
QmX
q=1
MqmX
m=1
NX
i=1
βqmm (µ)
⇣
uNi(µ; t
k)− uNi(µ; tk−1)
⌘
ΛqmiNpr ,
(3.152)
avec, pour tout v 2 XN ,
⇣⇣
ΓqmNpr , v
⌘⌘
a,µref
= f qm
(
v; ⇣̂qm(x)
)
, 1  q  Qf , 1  m M qf , (3.153)
ainsi que pour 1  i  N ,
⇣⇣
ΥqmiNpr , v
⌘⌘
a,µref
= −aqm
(
⇠pri , v; ⇣̂
qm(x)
)
, 1  q  Qa, 1  m M qa , (3.154)
⇣⇣
ΛqmiNpr , v
⌘⌘
a,µref
= −mqm
(
⇠pri , v; ⇣̂
qm(x)
)
, 1  q  Qm, 1  m M qm. (3.155)
Par conséquent nous avons
✏Npr(µ, t
k)2 = 2
NX
i=1
uNi(µ; t
k)CfaNpri(µ; t
k) +
NX
i=1
NX
i0=1
uNi(µ; t
k)uNi0(µ; t
k)CaaNprii0(µ)
+
1
∆t2
NX
i=1
NX
i0=1
⇣
uNi(µ; t
k)− uNi(µ; tk−1)
⌘⇣
uNi0(µ; t
k)− uNi0(µ; tk−1)
⌘
CmmNprii0(µ)
+
2
∆t
NX
i=1
NX
i0=1
⇣
uNi(µ; t
k)− uNi(µ; tk−1)
⌘
uNi0(µ; t
k)CamNprii0(µ) (3.156)
+
2
∆t
NX
i=1
⇣
uNi(µ; t
k)− uNi(µ; tk−1)
⌘
C
fm
Npri
(µ; tk) + CffNpr(µ; t
k), 1  k  K,
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avec pour 1  i, i0  N :
C
ff
Npr
(µ; tk) =
QfX
q=1
MqfX
m=1
QfX
q0=1
MqfX
m0=1
βqmf (µ; t
k) βq
0m0
f (µ; t
k) Φqmq
0m0
Npr,ff
, (3.157)
C
fa
Npri
(µ; tk) =
QaX
q=1
MqaX
m=1
QfX
q0=1
MqfX
m0=1
βqma (µ) β
q0m0
f (µ; t
k) Φqmiq
0m0
Npr,fa
, (3.158)
CaaNprii0(µ) =
QaX
q=1
MqaX
m=1
QaX
q0=1
MqaX
m0=1
βqma (µ) β
q0m0
a (µ) Φ
qmiq0m0i0
Npr,aa
, (3.159)
CamNprii0(µ) =
QaX
q=1
MqaX
m=1
QmX
q0=1
MqmX
m0=1
βqma (µ) β
q0m0
m (µ) Φ
qmiq0m0i0
Npr,am
, (3.160)
C
fm
Npri
(µ; tk) =
QmX
q=1
MqmX
m=1
QfX
q0=1
MqfX
m0=1
βq
0m0
m (µ) β
q0m0
f (µ; t
k) Φqmiq
0m0
Npr,fm
, (3.161)
CmmNprii0(µ) =
QmX
q=1
MqmX
m=1
QmX
q0=1
MqmX
m0=1
βqmm (µ) β
q0m0
m (µ) Φ
qmiq0m0i0
Npr,mm
, (3.162)
où on a
Φqmq
0m0
Npr,ff
=
((
ΓqmNpr ,Γ
q0m0
Npr
))
a,µref
, Φqmiq
0m0i0
Npr,am
=
((
ΥqmiNpr ,Λ
q0m0i0
Npr
))
a,µref
, (3.163)
Φqmiq
0m0i0
Npr,aa
=
((
ΥqmiNpr ,Υ
q0m0i0
Npr
))
a,µref
, Φqmiq
0m0
Npr,fa
=
((
ΥqmiNpr ,Γ
q0m0
Npr
))
a,µref
, (3.164)
Φqmiq
0m0i0
Npr,mm
=
((
ΛqmiNpr ,Λ
q0m0i0
Npr
))
a,µref
, Φqmiq
0m0
Npr,fm
=
((
ΛqmiNpr ,Γ
q0m0
Npr
))
a,µref
. (3.165)
Tournons-nous à présent vers la prise en compte de l’erreur engendrée par l’approximation
des fonctions non-affines en utilisant la méthode EIM. En nous servant de (3.85) nous
pouvons écrire, pour tout v 2 XN et 1  k  K,
r̃pr
(
v;µ; tk; ⇣nr(µ;x)− ⇣nrMnr (µ;x)
)
⇡ r̃pr
(
v;µ; tk; ✏M1(µ;x), ..., ✏Mnr(µ;x)
)
. (3.166)
Le représentant de Riesz êeimpr (µ, t
k) vérifie, pour tout v 2 XN et 1  k  K,
⇣⇣
êeimpr (µ, t
k), v
⌘⌘
a,µref
=
QfX
q=1
✏̂Mq(µ)f
q(Mqf+1)
(
v; ⇣̂q(M
q
a+1)(x)
)
−
QaX
q=1
NX
i=1
✏̂Mq(µ)uNi
(
µ; tk
)
aq(M
q
a+1)
(
⇠pri , v; ⇣̂
q(Mqa+1)(x)
)
− 1
∆t
NX
i=1
✏̂Mq(µ)uNi(µ; t
k)mq(M
q
m+1)
(
⇠pri , v; ⇣̂
q(Mqm+1)(x)
)
+
1
∆t
NX
i=1
✏̂Mq(µ)uNi(µ; t
k−1)mq(M
q
m+1)
(
⇠pri , v; ⇣̂
q(Mqm+1)(x)
)
(3.167)
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Ensuite, en utilisant le principe de superposition linéaire, nous pouvons écrire, pour k =
1, ..., K
êpr(µ, t
k) =
QfX
q=1
✏̂Mq(µ)Γ
q(Mqf+1)
Npr
+
QaX
q=1
NX
i=1
✏̂Mq(µ)uNi(µ)Υ
q(Mqa+1)i
Npr
+
1
∆t
QmX
q=1
NX
i=1
✏̂Mq(µ)
⇣
uNi(µ; t
k)− uNi(µ; tk−1)
⌘
Λ
q(Mqm+1)i
Npr
,
(3.168)
avec, pour tout v 2 XN ,
⇣⇣
Γ
q(Mqf+1)
Npr
, v
⌘⌘
a,µref
= f q(M
q
f+1)(v; ⇣̂q(M
q
f+1)(x)), 1  q  Qf , (3.169)
ainsi que pour 1  i  N ,
⇣⇣
Υ
q(Mqa+1)i
Npr
, v
⌘⌘
a,µref
= −aq(Mqa+1)
(
⇠pri , v; ⇣̂
q(Mqa+1)(x)
)
, 1  q  Qa, (3.170)
⇣⇣
Λ
q(Mqm+1)i
Npr
, v
⌘⌘
a,µref
= −mq(Mqm+1)(⇠pri , v; ⇣̂q(M
q
f+1)(x)), 1  q  Qm. (3.171)
Nous avons donc
✏Neimpr (µ, t
k)2 = Cff
Neimpr
(µ; tk) + 2
NX
i=1
uNi(µ; t
k)Cfa
Neimpr i
(µ; tk)
+
NX
i=1
NX
i0=1
uNi(µ; t
k)uNi0(µ; t
k)CaaNeimpr ii0(µ)
+
2
∆t
NX
i=1
NX
i0=1
⇣
uNi(µ; t
k)− uNi(µ; tk−1)
⌘
uNi0(µ; t
k)CamNeimpr ii0(µ) (3.172)
+
1
∆t2
NX
i=1
NX
i0=1
⇣
uNi(µ; t
k)− uNi(µ; tk−1)
⌘⇣
uNi0(µ; t
k)− uNi0(µ; tk−1)
⌘
CmmNeimpr ii0(µ)
+
2
∆t
NX
i=1
⇣
uNi(µ; t
k)− uNi(µ; tk−1)
⌘
C
fm
Neimpr i
(µ; tk), 1  k  K,
avec pour 1  i, i0  N :
C
ff
Neimpr
(µ; tk) =
QfX
q=1
QfX
q0=1
✏̂Mq(µ) ✏̂Mq0 (µ) Φ
q(Mqf+1)q
0(Mqf+1)
Neimpr ,ff
, (3.173)
C
fa
Neimpr i
(µ; tk) =
QaX
q=1
QfX
q0=1
✏̂Mq(µ) ✏̂Mq0 (µ) Φ
q(Mqa+1)iq
0(Mqf+1)
Neimpr ,fa
, (3.174)
CaaNeimpr ii0(µ) =
QaX
q=1
QaX
q0=1
✏̂Mq(µ) ✏̂Mq0 (µ) Φ
q(Mqa+1)iq
0(Mqa+1)i
0
Neimpr ,aa
, (3.175)
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CamNeimpr ii0(µ) =
QaX
q=1
QmX
q0=1
✏̂Mq(µ) ✏̂Mq0 (µ) Φ
q(Mqa+1)iq
0(Mqm+1)i
0
Neimpr ,am
, (3.176)
C
fm
Neimpr i
(µ; tk) =
QmX
q0=1
QfX
q0=1
✏̂Mq(µ) ✏̂Mq0 (µ) Φ
q(Mqm+1)iq
0(Mqf+1)
Neimpr ,fm
, (3.177)
CmmNeimpr ii0(µ) =
QmX
q=1
QmX
q0=1
✏̂Mq(µ) ✏̂Mq0 (µ) Φ
q(Mqm+1)iq
0(Mqm+1)i
0
Neimpr ,mm
, (3.178)
où on a
Φ
q(Mqf+1)q
0(Mqf+1)
Neimpr ,ff
=
((
Γ
q(Mqf+1)
Npr
,Γ
q0(Mqf+1)
Npr
))
a,µref
, (3.179)
Φ
q(Mqa+1)iq
0(Mqm+1)i
0
Neimpr ,am
=
((
Υ
q(Mqa+1)i
Npr
,Λ
q0(Mqm+1)i
0
Npr
))
a,µref
, (3.180)
Φ
q(Mqa+1)iq
0(Mqa+1)i
0
Neimpr ,aa
=
((
Υ
q(Mqa+1)i
Npr
,Υ
q0(Mqa+1)i
0
Npr
))
a,µref
, (3.181)
Φ
q(Mqa+1)iq
0(Mqf+1)
Neimpr ,fa
=
((
Υ
q(Mqa+1)i
Npr
,Γ
q0(Mqf+1)
Npr
))
a,µref
, (3.182)
Φ
q(Mqm+1)iq
0(Mqm+1)i
0
Neimpr ,mm
=
((
Λ
q(Mqm+1)i
Npr
,Λ
q0(Mqm+1)i
0
Npr
))
a,µref
, (3.183)
Φ
q(Mqm+1)iq
0(Mqf+1)
Neimpr ,fm
=
((
Λ
q(Mqm+1)i
Npr
,Γ
q0(Mqf+1)
Npr
))
a,µref
. (3.184)
Pendant la phase hors-ligne il faut résoudre (QfM
q
f+QaM
q
aN+QmM
q
mN) problèmes
de type Poisson qui dépendent de la dimension FE : N , voir (3.153)-(3.155). Intéressons-
nous maintenant à la phase en-ligne. Supposons que nous connaissons déjà les coefficients
uNi(µ; t
k), 1  i  N , 1  k  K. Supposons également que les fonctions βqmf (µ; tk)
pour 1  q  Qf ,1  m  M qf , βqma (µ) pour 1  q  Qa, 1  m  M qa et βqmm (µ) pour
1  q  Qm, 1  m M qm sont déjà évaluées avec 1  k  K. La complexité en-ligne de
l’estimation d’erreur est en O(Q2aM qa 2N2 +Q2mM qm2N2) opérations.
4 Problèmes elliptiques non-linéaires
Nous nous tournons maintenant vers les problèmes elliptiques dépendant de Nna fonc-
tions non-affines en paramètres et qui dépendent de la solution uN (µ) 2 XN de l’EDP
pour tout µ 2 D. Nous présentons ici comment est imbriquée l’approximation issue de
la méthode EIM dans la construction de l’approximation base réduite. Cependant nous
ne présentons pas dans cette section la méthode CRBM, en ce sens où nous traitons uni-
quement l’étape de prédiction. Nous n’évoquerons pas le problème dual ni la construction
d’estimateurs d’erreur a posteriori. Le lecteur intéressé peut se reporter, entre autres, à
[29] pour avoir plus de précisions sur la méthode CRBM appliquée aux problèmes non-
linéaires nécessitant également l’intégration d’approximations issues de la méthode EIM.
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4.1 Énoncé du problème général
Introduisons les espaces E⇣
q
= D ⇥ Rd ⇥XN , pour q = 1, ..., Nna. Posons maintenant
E⇣
Nna
= E⇣
1 ⇥ ... ⇥ E⇣Nna . Pour un vecteur de paramètres µ 2 D donné, nous nous
intéressons à l’évaluation d’une sortie sN (µ) 2 R exprimée comme fonctionnelle du champ
uN (µ) 2 XN :
sN (µ) = `
⇣
uN (µ);µ; ⇣
Nna(µ;x; uN (µ))
⌘
, (3.185)
pour un opérateur linéaire `
(
.;µ; ⇣Nna(µ;x; uN (µ))
)
: XN ⇥ D ⇥ E⇣Nna ! R approprié
qui dépend de Nna fonctions non-linéaires. Remarquons que contrairement au cas des
problèmes non-affines, ici les fonctions ⇣ i, 1  i  Nna, dépendent également de la solution
uN (µ) de l’EDP. La formulation variationnelle de l’EDP consiste à chercher uN (µ) 2 XN
tel que
g
⇣
uN (µ), v;µ; ⇣
Nna(µ;x; uN (µ))
⌘
= 0, 8v 2 XN , (3.186)
où g
(
., .,µ; ⇣Nna(µ;x; uN (µ))
)
: XN ⇥ XN ⇥ D ⇥ E⇣Nna ! R. La solution uN (µ) est
donc la racine du résidu g. L’algorithme de Newton est utilisé pour résoudre (3.186). Une
version basique en est présentée par l’algorithme 6. Pour tout µ 2 D et pour une solution
Algorithm 6 uN (µ) = Newton
⇣
g
(
ukN (µ),v;µ
)
, j
(
δukN (µ),v;µ
)
, valeur_initiale, tol, kmax
⌘
k  0
u0N (µ) valeur_initiale
e  1
while e > tol et k < kmax do
résoudre :
j
⇣
δukN (µ),v;µ; ⇣
Nna(µ;x; uN (µ))
⌘h
ukN (µ)
i
= −g
⇣
ukN (µ),v;µ; ⇣
Nna(µ;x; uN (µ))
⌘
uk+1N (µ) ukN (µ) + δukN (µ)
e 
∣
∣
∣
uk+1N (µ)− ukN (µ)
ukN (µ)
∣
∣
∣
k  k + 1
end while
uN (µ) uk+1N (µ)
initiale u0(µ) donnée, à chaque itération k de l’algorithme – avec 1  k  kmax, où kmax
est en entier strictement positif donné –, nous cherchons δukN (µ) 2 XN tel que pour
tout v 2 XN ,
j
⇣
δukN (µ); v;µ; ⇣
Nna(µ;x; uN (µ))
⌘h
ukN (µ)
i
= −g
⇣
ukN (µ);µ; ⇣
Nna(µ;x; uN (µ))
⌘
,
(3.187)
où δukN (µ) = u
k+1
N (µ)−ukN (µ) et où j : XN ⇥XN ⇥D⇥E⇣
Nna ! R est la forme bilinéaire
associée à la jacobienne, nous avons
j
⇣
δukN (µ); v;µ; ⇣
Nna(µ;x; uN (µ))
⌘h
ukN (µ)
i
=
@g
⇣
ukN (µ);µ; ⇣
Nna(µ;x; uN (µ))
⌘
@u
.
(3.188)
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Notons ⇣q(µ;x; uN (µ)), 1  q  Nna, la qème fonction non-linéaire dont une ap-
proximation via la méthode EIM s’écrit, pour un entier strictement positif M q donné,
⇣q
(
µ;x; uN (µ)
)
⇡ ⇣qMq
(
µ;x; uN (µ)
)
=
PMq
m=1 β
qm
(
µ; uN (µ)
)
⇣̂qm
(
x
)
. Afin de mettre
en oeuvre une stratégie hors-ligne/en-ligne efficace nous allons maintenant approcher,
via la méthode EIM, les termes pour lequels il n’est pas possible d’écrire une décom-
position affine directement par inspection. Autrement dit nous supposons qu’il existe
des entiers positifs Qj, Qr et Q`, avec 1  Qj, Qr, Q`  Nna, de sorte que la méthode
EIM détermine
(
M
q
j
)
q=1,...,Qj
,
(
M qg
)
q=1,...,Qg
et
(
M
q
`
)
q=1,...,Q`
tels que, pour nj =
PQj
q=1 M
q
j ,
ng =
PQg
q=1 M
q
g et n` =
PQ`
q=1 M
q
` , ainsi que pour tout µ 2 D, les formes bilinéaire et
linéaires j(., .;µ; ⇣Nna(µ;x)), g(u, .;µ; ⇣Nna(µ;x; .)) et `(.,µ; ⇣Nna(µ;x; .)) puissent être
approchées de la manière suivante :
j
(
u, v;µ; ⇣Nna(µ;x; u)
)
⇡ j̃
(
u, v;µ; ⇣
nj
Mnj
(µ;x; u)
)
=
QjX
q=1
MqjX
m=1
βqmj (µ; u)j
qm(u, v; ⇣̂qm(x)),
(3.189)
g
(
u, v;µ; ⇣Nna(µ;x; u)
)
⇡ g̃
(
u, v;µ; ⇣
ng
Mng (µ;x; u)
)
=
QgX
q=1
MqgX
m=1
βqmg (µ; u)g
qm
(
u, v; ⇣̂qm(x)
)
,
(3.190)
`
(
v;µ; ⇣Nna(µ;x; u)
)
⇡ ˜̀
(
v;µ; ⇣n`Mn` (µ;x; u)
)
=
Q
X̀
q=1
Mq
X̀
m=1
βqm` (µ; u)`
qm
(
v; ⇣̂qm(x)
)
,
(3.191)
pour tout u 2 XN et pour tout v 2 XN , où βqmj : D⇥XN ! R, 1  q  Qj, 1  m M qj ,
βqmg : D ⇥ XN ! R, 1  q  Qg, 1  m  M qg et βqm` : D ⇥ XN ! R , 1  q  Q`,
1  m  M q` sont déterminées par la méthode EIM. Posons E⇣
q
Mq = D ⇥ Rd ⇥ XN ,
pour q = 1, ..., Nna, ainsi que E
⇣
nj
M
nj = E⇣
1
M1 ⇥ ... ⇥ E
⇣
nj
M
nj , E
⇣
ng
Mng = E⇣
1
M1 ⇥ ... ⇥ E
⇣
ng
Mng ,
E
⇣
n`
Mn` = E⇣
1
M1⇥...⇥E⇣
n`
Mn` . Notons que nous avons j̃
(
., .;µ; ⇣
nj
Mnj
(µ;x; u)
)
: XN⇥XN⇥D⇥
E
⇣
nj
M
nj ! R, g̃
(
u, .;µ; ⇣
ng
Mng (µ;x; u)
)
: XN ⇥XN ⇥D⇥E⇣
ng
Mng ! R et ˜̀
(
.;µ; ⇣n`Mn` (µ;x)
)
:
XN ⇥D⇥E⇣
n`
Mn` ! R. En nous servant des approximations décrites dans (3.189)-(3.191),
pour tout µ 2 D et pour une solution initiale u0(µ) 2 XN donnée, à chaque itération
k de l’algorithme – avec 1  k  kmax –, nous cherchons δukN (µ) 2 XN tel que pour
tout v 2 XN ,
j̃
⇣
δukN (µ); v;µ; ⇣
nj
Mnj
(µ;x; ukN (µ))
⌘h
ukN (µ)
i
= −g̃
⇣
ukN (µ), v;µ; ⇣
ng
Mng (µ;x; u
k
N (µ))
⌘
,
(3.192)
4.2 Méthode des bases réduites
Introduisons une séquence d’espaces d’approximation emboîtés WNpr tels que W1pr ⇢
W2pr ⇢ ... ⇢ WNmaxpr ⇢ XN , avec Nmax un entier positif. Comme précédemment, SN =
{µ1, ...,µN} est un ensemble de N jeux de paramètres et SuN est l’ensemble qui va contenir,
pour µ dans SN , la solution de (3.192) à l’itération finale. Ensuite nous appliquons le
processus d’orthonormalisation de Gram-Schmidt, en utilisant le produit scalaire (., .)XN
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– associé à l’espace XN –, aux éléments de l’ensemble SuN pour avoir des fonctions de
bases orthonormalisées ⇠prn , 1  n  N . L’espace d’approximation WNpr est défini par
WNpr = span
n
⇠prn , 1  n  N
o
. (3.193)
Quant à la solution réduite uN(µ) 2 WNpr , elle s’écrit
uN(µ) =
NX
i=1
uNi(µ) ⇠
pr
i . (3.194)
Définissons l’incrément, à l’itération k de l’algorithme de Newton, comme suit
δukN(µ) = u
k+1
N (µ)− ukN(µ), (3.195)
nous avons donc
δukN(µ) =
NX
i=1
δukNi(µ) =
NX
i=1
⇣
uk+1Ni (µ)− u
k
Ni
(µ)
⌘
⇠pri . (3.196)
Nous allons maintenant utiliser les approximations décrites dans (3.189)-(3.191) pour
construire une stratégie hors-ligne/en-ligne efficace. En choisissant les fonctions test comme
v = ⇠prn , n = 1, ..., N , pour tout µ 2 D et pour une solution initiale u0N(µ) donnée, à
chaque itération k de l’algorithme de Newton – avec 1  k  kmax –, nous cherchons
δukN(µ) 2 WN tel que
NX
i=1
✓ QjX
q=1
MqjX
m=1
βqmj
⇣
µ; ukN(µ)
⌘
jqm
⇣
⇠prn , ⇠
pr
i ; ⇣̂
qm(x)
⌘◆
δukNi(µ)
= −
NX
i=1
✓ QgX
q=1
MqgX
m=1
βqmg
⇣
µ; ukN(µ)
⌘
gqm
⇣
ukN(µ), ⇠
pr
n ; ⇣̂
qm(x)
⌘◆
(3.197)
qui peut être également écrit sous la forme matricielle :
0
@
QjX
q=1
MqjX
m=1
βqmj (µ; u
k
N(µ))J
qm
N
1
A δukN(µ) = −
0
@
QgX
q=1
MqgX
m=1
βqmg (µ; u
k
N(µ))G
qm
N
1
A , (3.198)
avec
✓
J
qm
N
◆
in
= jqm
✓
⇠prn , ⇠
pr
i ; ⇣̂
qm(x)
◆
et
✓
G
qm
N
◆
n
= gqm
✓
ukN(µ), ⇠
pr
n ; ⇣̂
qm(x)
◆
. (3.199)
La sortie s’exprime alors de la manière suivante :
sN(µ) =
0
@
Q
X̀
q=1
Mq
X̀
m=1
βqm`
⇣
µ
⌘
`qm
⇣
uN(µ); ⇣̂
qm(x)
⌘
1
A , 8µ 2 D, (3.200)
ou encore sous une forme vectorielle :
sN(µ) =
0
@
Q
X̀
q=1
Mq
X̀
m=1
βqm`
⇣
µ
⌘
L
qm T
N
1
AuN(µ), 8µ 2 D, (3.201)
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avec (LqmN )i = `
qm(⇠pri ; ⇣̂
qm(x)). La décomposition hors-ligne/en-ligne est maintenant évi-
dente. Les fonctions de base ⇠pri , 1  i  N , sont calculées à l’étape hors-ligne, ce qui
rend possible la construction des matrices JqmN 2 RN⇥N , 1  q  Qj, 1  m M qj et des
vecteurs GqmN 2 RN , 1  q  Qg, 1  m  M qg et LqmN 2 RN , 1  q  Q`, 1  m  M q` .
À l’étape en-ligne, pour chaque µ 2 D donné, à la kème itération de l’algorithme de New-
ton on assemble la matrice JN
(
µ; ukN(µ)
)
=
PQj
q=1
PMqj
m=1 β
qm
j
(
µ; ukN(µ)
)
JqmN , ainsi que le
vecteur GN
(
µ; ukN(µ)
)
=
PQg
q=1
PMqg
m=1 β
qm
g
(
µ; ukN(µ)
)
GqmN puis nous résolvons
JN
⇣
µ; ukN(µ)
⌘
δukN(µ) = −GN
⇣
µ; ukN(µ)
⌘
. (3.202)
Une fois que l’algorithme de Newton a convergé, pour tout µ 2 D, nous assemblons le
vecteur LN(µ) =
PQ`
q=1
PMq`
m=1 β
qm
`
(
µ
)
L
qm
N , et nous pouvons évaluer la sortie
sN(µ) = L
T
N(µ) uN(µ), 8µ 2 D. (3.203)
La complexité de la partie en-ligne est indépendante de la (grande) dimension N . Elle
est étudiée en détail sur un exemple dans le chapitre 11 (annexe).
5 Résultats numériques
Nous illustrons ici l’utilisation de d’approximations obtenues via la méthode EIM dans
le processus de construction d’approximations de type base réduite. Nous nous intéressons
à un problème de diffusion, linéaire, non-affine, introduit dans [56].
Il s’agit d’un problème elliptique linéaire non-affine en 2D. Soit Ω le carré unité défini
par Ω ⌘]0, 1[22 R2. L’espace des paramètres est défini par D ⌘ [−1,−0.01]2. Considérons
le problème suivant : chercher uN (µ) 2 XN ⌘ H10 (Ω) tel que pour tout µ ⌘ (µ0, µ1) 2 D
et pour tout x ⌘
(
x0, x1
)
2 Ω,
a0
⇣
uN (µ), v
⌘
+ a1
⇣
uN (µ), v, ⇣(µ;x)
⌘
= f
⇣
v;µ
⌘
, 8v 2 XN , (3.204)
avec
a0
⇣
uN (µ), v
⌘
=
Z
Ω
ruN (µ) · rv, a1
⇣
uN (µ), v, ⇣(µ;x)
⌘
=
Z
Ω
⇣
⇣
µ;x
⌘
u v, (3.205)
f
⇣
v, ⇣(µ;x)
⌘
=
Z
Ω
⇣
⇣
µ;x
⌘
v, (3.206)
et où
⇣
⇣
µ;x
⌘
=
1
p
(x0 − µ0)2 + (x1 − µ1)2
, (3.207)
Nous sommes intéressés par l’évaluation de la sortie du modèle sN (µ) = `(uN (µ)), pour
tout µ 2 D, avec
`
⇣
v
⌘
=
Z
Ω
v. (3.208)
Prenons une discrétisation FE P1 avec 1 500 degrés de liberté et illustrons l’impact des
paramètres µ0 et µ1 sur la solution. Les figures 3.1 et 3.2 illustrent la solution de (3.204)
lorsque les paramètres sont fixés respectivement au minimum et au maximum. Plus les
paramètres se rapprochent de µ0 = µ1 = −0.01, plus le pic se déplace en direction du
coin situé en (0, 0) de Ω où se trouve une singularité, développant ainsi un phénomène
similaire à une couche limite au voisinage de ce coin.
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Figure 3.1 – À gauche, vue 2D classique. À droite, le domaine est déformé suivant de
la valeur du champ solution. Dans les deux cas µ0 = µ1 = −1.
Figure 3.2 – À gauche, vue 2D classique. À droite, le domaine est déformé suivant de
la valeur du champ solution. Dans les deux cas µ0 = µ1 = −0.01.
5.1 Convergence
Afin de pouvoir appliquer une stratégie hors-ligne/en-ligne efficace, le problème que
nous traitons nécessite d’avoir une approximation ⇣M de la fonction non-affine ⇣ – voir (3.5)
–. Rappelons que l’indice M indique le nombre de termes utilisés par la méthode EIM pour
générer l’approximation ⇣M . Nous présentons ici la convergence de l’approximation – via
la méthode CRBM – de la solution du problème primal, dual, ainsi que de la sortie en
fonction de la qualité de l’approximation ⇣M . Introduisons les notations suivantes :
e
pr,rel
N (⇣M) = max
µ2Ξtrain
∣
∣
∣
∣
∣
∣
∣
∣
∣uN (µ)− uN(µ)
∣
∣
∣
∣
∣
∣
∣
∣
∣
a,µref
∣
∣
∣
∣
∣
∣
∣
∣
∣uN (µ)
∣
∣
∣
∣
∣
∣
∣
∣
∣
a,µref
, (3.209)
e
du,rel
N (⇣M) = max
µ2Ξtrain
∣
∣
∣
∣
∣
∣
∣
∣
∣ΨN (µ)−ΨN(µ)
∣
∣
∣
∣
∣
∣
∣
∣
∣
a,µref
∣
∣
∣
∣
∣
∣
∣
∣
∣ΨN (µ)
∣
∣
∣
∣
∣
∣
∣
∣
∣
a,µref
, (3.210)
e
s,rel
N (⇣M) = max
µ2Ξtrain
∣
∣
∣sN (µ)− sN(µ)
∣
∣
∣
∣
∣
∣sN (µ)
∣
∣
∣
, (3.211)
5. RÉSULTATS NUMÉRIQUES 95
CHAPITRE 3. LA MÉTHODE DES BASES RÉDUITES APPLIQUÉE AUX PROBLÈMES
NON-AFFINES ET NON-LINÉAIRES
où Ξtrain est un échantillon de 1 000 vecteurs de paramètres sélectionnés de manière
aléatoire dans l’espace D. Les quantités epr,relN (⇣M), edu,relN (⇣M) et es,relN (⇣M) désignent le
maximum de l’erreur relative commise – respectivement sur la solution du problème pri-
mal, dual et la sortie – lorsque nous parcourons l’échantillon Ξtrain et que ⇣M est utilisée
pour approcher la fonnction non-affine ⇣. Le jeu de paramètres de référence µref 2 D qui
a été choisi pour ce modèle est µref = (−1,−1).
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Figure 3.3 – Évolution des quantités epr,relN (⇣M) (à gauche) et e
du,rel
N (⇣M) (à droite) en
fonction du nombre d’éléments dans la base réduite et de la qualité de l’approximation
⇣M , pour M = 8, 17, 28 et 32. Card(Ξtrain) =1 000 et N = 1 500.
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Figure 3.4 – Évolution de la quantité es,relN (⇣M) en fonction du nombre d’éléments
dans la base réduite et de la qualité de l’approximation ⇣M , pour M = 17, 32, 60 et 90.
Card(Ξtrain) =1 000 et N = 1 500.
Étudions également la qualité de l’approximation de ⇣ par ⇣M . Définissons
e
rel,⇣
M = max
µ2Ξ0train
∣
∣
∣
∣⇣
(
µ; .; uN (µ)
)
− ⇣M
(
µ; .; uN (µ)
)∣
∣
∣
∣
L1(Ω)
∣
∣
∣
∣⇣
(
µ; .; uN (µ)
) (3.212)
où Ξ0train est un échantillon de 1 000 vecteurs de paramètres sélectionnés de manière
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aléatoire dans l’espace D. La quantité erel,⇣M , désigne le maximum de l’erreur relative
commise en utilisant l’approximation ⇣M lorsque nous parcourons l’échantillon Ξ0train.
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Figure 3.5 – Qualité de l’approximation ⇣M en fonction de M . Card(Ξ0train) = 1 000 et
N = 1 500.
Estimation d’erreur a posteriori
Commençons par introduire, pour N = 1, ..., Nmax, l’estimation de l’erreur relative
commise sur la sortie
∆s,relN (µ) =
∆sN(µ)
sN (µ)
, 8µ 2 D, (3.213)
ainsi que le maximum de ∆s,relN (µ) lorsque nous parcourons l’échantillon Ξtrain,
∆s,relN,max = max
µ2Ξtrain
∆s,relN (µ), 1  N  Nmax. (3.214)
Afin de quantifier la qualité de l’estimation d’erreur, nous introduisons l’indicateur d’ef-
ficacité pour tout µ 2 D, défini par
η
s,rel
N (µ) =
∆s,relN (µ)
e
s,rel
N
, 1  N  Nmax, (3.215)
Nous définissons également l’efficacité moyenne ηs,relN,moy, pour N = 1, ..., Nmax par
η
s,rel
N,moy =
1
Card(Ξtrain)
X
µ2Ξtrain
η
s,rel
N (µ). (3.216)
L’indicateur ηs,relN,moy reflète le comportement moyen attendu de l’estimation d’erreur. Le
tableau 3.1 montre l’évolution des quantités es,relN , ∆
s,rel
N,max, et η
s,rel
N,moy en fonction de N . La
fonction non-affine ζ est approchée par ζM avec M = 90.
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N es,relN ∆
s,rel
N,max η
s,rel
N,moy
5 4.69562⇥ 10−7 1.8898⇥ 10−6 9.4034
10 1.8548⇥ 10−9 1.4552⇥ 10−8 27.7708
15 2.6693⇥ 10−11 4.9849⇥ 10−11 6.0477
20 6.2613⇥ 10−12 7.3573⇥ 10−12 1.59386
Table 3.1 – Estimations de l’erreur sur la sortie et efficacités pour le problème de diffusion
non-affine. L’approximation ζM est utilisée avec M = 90. Card(Ξtrain) =1 000 et N = 1
500.
Temps de calcul en-ligne
Considérons un entier N et un µ donnés, tels que 1  N  Nmax et µ 2 D. Nous nous
proposons de quantifier le gain de temps de calcul pour l’évaluation de la sortie sN(µ)
certifiée (avec une estimation de l’erreur) en comparaison de sN (µ). Le tableau 3.2 contient
le temps de calcul moyen – sur 1 000 simulations – nécessaire pour évaluer la sortie sN(µ)
ainsi que l’estimation d’erreur associée ∆sN(µ), en fonction de la dimension N de la base
réduite. La fonction non-affine ζ est approchée par ζM avec M = 90. Les temps de calculs
sont normalisés par rapport au temps moyen mis pour évaluer la sortie sN (µ) en utilisant
la méthode FEM. Nous remarquons que l’évaluation sN(µ) ne fait gagner qu’un facteur
N sN(µ) ∆
s
N(µ) sN (µ)
5 5.4832⇥ 10−1 1.3785⇥ 100 1
10 5.5043⇥ 10−1 1.4056⇥ 100 1
15 5.5405⇥ 10−1 1.4500⇥ 100 1
20 5.5850⇥ 10−1 1.4907⇥ 100 1
Table 3.2 – Temps de calcul en-ligne pour évaluer la sortie et l’estimation d’erreur
associée. Ces temps sont normalisés par rapport au temps de calcul moyen de sN (µ) –
sur 1 000 simulations – avec N = 1 500.
deux par rapport à l’évaluation de sN (µ). D’autre part le temps mis pour calculer une
estimation d’erreur est supérieur à l’évaluation de sN (µ). Cela s’explique par le fait qu’en
théorie la partie en-ligne ne dépend pas de la dimension FE : N , mais que dans la pratique
nous n’avons pas encore supprimé totalement cette dépendance. En effet, dans l’étape en-
ligne de la méthode EIM , pour un µ 2 D donné, nous utilisons l’approximation élément
fini de la solution, uN (µ) 2 XN , pour l’évaluation de la fonction ζ
(
µ, ., uN (µ)
)
, alors
que nous devrions utiliser l’approximation base réduite, uN(µ) 2 WNpr , et donc évaluer
ζ
(
µ, ., uN(µ)
)
dans l’équation (3.14). Le chapitre 7 explique en détails, du point de vue
informatique, pourquoi nous utilisons l’évaluation de ζ
(
µ, ., uN (µ)
)
, et donc pourquoi
nous dépendons encore de la dimension FE. Cette dépendance en N est mise en évidence
par les résultats du tableau qui contient les temps de calculs des mêmes quantités que
le tableau 3.2 mais en prenant cette fois N = 4 200. Si le temps de calcul de sN(µ) et
∆sN(µ) ne dépend pas de N alors nous devrions avoir un facteur proche de 2.3 entre les
valeurs des tableaux 3.2 et 3.3. Or ce n’est pas le cas.
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N sN(µ) ∆
s
N(µ) sN (µ)
5 4.6329⇥ 10−1 1.0155⇥ 100 1
10 4.6417⇥ 10−1 1.030⇥ 100 1
15 4.6557⇥ 10−1 1.051⇥ 100 1
20 4.6769⇥ 10−1 1.072⇥ 100 1
Table 3.3 – Temps de calcul en-ligne pour évaluer la sortie et l’estimation d’erreur
associée. Ces temps sont normalisés par rapport au temps de calcul moyen de sN (µ) –
sur 1 000 simulations – avec N = 4 200.
Résumé
Nous avons vu dans les sections 2 et 3 comment appliquer la méthode CRBM à des
problèmes linéaires, respectivement elliptiques et paraboliques qui n’admettent pas une dé-
pendance affine en paramètres. Les termes qui ne s’expriment pas de manière affine en
µ ont donc été approchés par une expansion donnée par la méthode EIM. Les sections
2.3 et 3.3 ont montré comment ces approximations doivent être prises en compte lors
du calcul de l’estimation d’erreur a posteriori. L’application de la méthode RBM dans le
cas de problèmes non-linéaire a été explicitée dans la section 4. Enfin, différents résultats
numériques obtenus à l’aide du framework base réduite (décrit dans la deuxième partie
de ce manuscrit) sur un modèle 2D linéaire de diffusion non-affine en paramètres ont été
exposés dans la dernière section.
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Chapitre 4
Traitement des problèmes elliptiques
multi-physiques
Dans le but de modéliser des phénomènes de plus en plus complexes, beaucoup
de problèmes aujourd’hui font intervenir plusieurs physiques. C’est notamment le cas
lors de la modélisation d’aimants à haut champ de type résistifs où interviennent des
phénomènes éléctro-thermiques, éléctro-thermo-mécaniques, magnétostatiques ou encore
thermo-hydrauliques. Plus de détails sur la modélisation de ce type d’aimants sont donnés
dans le chapitre 10, consacré à l’aspect éléctro-thermique (couplage potentiel éléctrique
et température).
Nous présenterons dans ce chapitre la méthode des bases réduites appliquée aux pro-
blèmes multi-physiques. La particularité de ces problèmes est qu’ils sont composés de
Neqs équations, avec Neqs > 0. Notons que pour que le problème soit considéré comme
multi-physique il faut avoir Neqs > 1. Cependant la méthodologie décrite dans ce cha-
pitre reste valable dans le cas Neqs = 1, dans ce cas nous retombons exactement sur la
méthodologie décrite dans le chapitre 2. Pour plus de simplicité, nous allons considérer
dans ce chapitre que les différentes inconnues associées au problème multi-physique sont
des champs scalaires – par exemple la température ou le potentiel éléctrique –. Dans le
cas où nous devons traiter des champs vectoriels – par exemple le champ magnétique –, la
méthodologie reste identique. De plus nous allons également supposer que les problèmes
sont elliptiques, mais la méthodologie peut être facilement étendue au cas des problèmes
paraboliques. Nous ne détaillerons pas non plus ici les aspects liés à la mise en place des
estimateurs d’erreur ou à la résolution du problème dual.
Considérons Ω un domaine borné, régulier, dans Rd, pour d = 1, ..., 3. Introduisons
maintenant les espaces de fonctions XNi – de (grande) dimensionNi – pour i = 1, ..., Neqs,
tels que H10 (Ω) ⇢ XNi ⇢ H1(Ω). Soit XN un espace produit de dimension N défini par
XN = XN1 ⇥XN2 ⇥ . . .⇥XNNeqs , avec N =
Neqs
X
i=1
Ni. (4.1)
Notons uN (µ) 2 XN l’inconnue de notre problème multi-physique. La question qui se
pose alors est comment construire une base de dimension N – avec N << N –, sur laquelle
un système de Neqs équations va être projeté, afin d’obtenir une approximation de uN (µ)
dans un espace de dimension N ? Dans ce chapitre nous allons répondre à cette question
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en considérant d’abord les problèmes qui admettent une dépendance affine en paramètres,
puis nous nous pencherons sur le cas des problèmes pour lesquels cette dépendance n’est
plus affine. Enfin nous terminerons par l’étude des problèmes non-linéaires.
1 Problèmes linéaires affines
Nous nous intéressons ici aux problèmes elliptiques linéaires qui admettent une dépen-
dance affine en paramètres. Considérons Neqs formes bilinéaires ai : XN ⇥XN ⇥D ! R
et linéaires fi : XN ⇥ D ! R, pour i = 1, ..., Neqs. Nous supposons ici que les ai, pour
i = 1, ..., Neqs, sont des formes bilinéaires symétriques, définies positives. Nous pouvons
donc introduire les produits scalaires
((
., .
))
ai,µ
définis, pour tout µ 2 D (et donc en
particulier pour un vecteur de paramètres de référence µref 2 D), par
((
w, z
))
ai,µ
⌘ ai
(
w, z;µ
)
, 8w, z 2XN , 1  i  Neqs. (4.2)
Notons que les normes associées à ces produits scalaires sont
∣
∣
∣
∣
∣
∣w
∣
∣
∣
∣
∣
∣
ai,µ
⌘
q((
w,w
))
ai,µ
, 8w 2XN , 1  i  Neqs. (4.3)
De plus, nous supposons que les ai, 1  i  Neqs, sont continues et coercives. Autrement
dit, pour tout µ 2 D, il existe des constantes de continuité γai,N (µ) telles que
γai,N (µ) ⌘ sup
v2XN
ai(v,v;µ)
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
2
ai,µref
<1, (4.4)
ainsi que des constantes de coercivité ↵ai,N (µ) telles que
↵ai,N (µ) ⌘ inf
v2XN
ai(v,v;µ)
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
2
ai,µref
> 0. (4.5)
Les formes bilinéaires ai et linéaires fi, 1  i  Neqs, sont les contributions de chaque
équation au problème multi-physique. Afin d’évaluer la sortie du modèle, pour un µ 2 D
donné, nous utilisons les opérateurs appropriés `i : XN ⇥ D ! R, pour i = 1, ..., Neqs.
Nous faisons l’hypothèse que ai, fi et `i, pour i = 1, ..., Neqs, admettent une dépendance
affine en paramètres. Nous supposons donc qu’il existe des entiers positifs Qai , Qfi et Q`i ,
pour i = 1, ..., Neqs, tels qu’il soit possible d’écrire
8
>>>>>>>>>>><
>>>>>>>>>>>:
ai
(
u,v;µ
)
=
QaiX
q=1
✓iqai
(
µ
)
a
iq
i
(
u,v
)
, 8u,v 2XN , 8µ 2 D,
fi
(
v;µ
)
=
QfiX
q=1
✓iqfi
(
µ
)
f
iq
i
(
v
)
, 8v 2XN , 8µ 2 D,
`i
(
v;µ
)
=
Q`iX
q=1
✓iq`i
(
µ
)
`iqi
(
v
)
, 8v 2XN , 8µ 2 D,
(4.6)
où, pour i = 1, ..., Neqs, ✓iqai : D ! R, 1  q  Qai , ✓
iq
fi
: D ! R, 1  q  Qfi et
✓iq`i : D ! R, 1  q  Q`i sont des fonctions qui dépendent de µ.
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Introduisons maintenant les formes bilinéaires a : XN ⇥XN ⇥ D ! R et linéaires
f : XN ⇥D ! R, ` : XN ⇥D ! R définies par
a
⇣
u,v;µ
⌘
=
Neqs
X
e=1
ae
⇣
u,v;µ
⌘
, 8u,v 2XN , 8µ 2 D, (4.7)
f
⇣
v;µ
⌘
=
Neqs
X
e=1
fe
⇣
v;µ
⌘
, 8v 2XN , 8µ 2 D, (4.8)
et
`
⇣
v;µ
⌘
=
Neqs
X
e=1
`e
⇣
v;µ
⌘
, 8v 2XN , 8µ 2 D. (4.9)
Pour un jeu de paramètres µ 2 D donné, nous nous intéressons à l’évaluation d’une sortie
s(µ) 2 R définie par
sN (µ) = `
⇣
uN (µ);µ
⌘
, (4.10)
avec uN (µ) 2XN vérifiant
a
⇣
uN (µ),v;µ
⌘
= f
⇣
v;µ
⌘
, 8v 2 XN , (4.11)
Introduisons maintenant une séquence d’espaces d’approximation emboîtés WNpr tels que
W1pr ⇢W2pr ⇢ ... ⇢WNmaxpr ⇢ XN , avec Nmax un entier positif. L’espace WNpr est de
dimension N avec N << N . Soit SN = {µ1, ...,µN} un ensemble de N jeux de paramètres
sélectionnés à l’aide de l’algorithme glouton. Considérons également SuN l’ensemble qui va
contenir, pour chaque jeu de paramètres µ dans SN , la solution de (4.11). Cet ensemble
s’écrit
SuN =
n
uN (µ), 8µ 2 SN
o
. (4.12)
Ensuite nous appliquons le processus d’orthonormalisation de Gram-Schmidt, en utilisant
le produit scalaire (., .)XN – associé à l’espace XN –, aux éléments de l’ensemble S
u
N pour
avoir des fonctions de bases orthonormalisées ξprn , 1  n  N . L’espace d’approximation
WNpr est défini par
WNpr = span
n
ξprn , 1  n  N
o
. (4.13)
Quant à la solution réduite uN(µ) 2WNpr , elle s’écrit
uN(µ) =
NX
i=1
uNi(µ) ξ
pr
i . (4.14)
Nous allons à présent utiliser la dépendance affine en paramètres pour construire une
stratégie hors-ligne/en-ligne efficace. En choisissant les fonctions test comme v = ξprn ,
pour n = 1, ..., N , alors pour tout µ 2 D, uN(µ) 2WNpr est solution de
NX
i=1
 
Neqs
X
e=1
QaeX
q=1
✓eqae(µ)a
eq
e (ξ
pr
n , ξ
pr
i )
!
uNi(µ) =
0
@
Neqs
X
e=1
QfeX
q=1
✓eqfe(µ)f
eq
e (ξ
pr
n )
1
A , (4.15)
1. PROBLÈMES LINÉAIRES AFFINES 103
CHAPITRE 4. TRAITEMENT DES PROBLÈMES ELLIPTIQUES MULTI-PHYSIQUES
qui peut être également écrit sous la forme matricielle :
 
Neqs
X
e=1
QaeX
q=1
✓eqae(µ)A
eq
e,N
!
uN(µ) =
0
@
QfeX
q=1
✓eqfe(µ)F
eq
e,N
1
A , (4.16)
avec
✓
uN(µ)
◆
i
= uNi(µ),
✓
A
eq
e,N
◆
in
= aeqe
✓
ξprn , ξ
pr
i
◆
, et
✓
F
eq
e,N
◆
n
= f eqe
✓
ξprn
◆
. (4.17)
La sortie s’exprime alors de la manière suivante :
sN(µ) =
0
@
Neqs
X
e=1
Q`eX
q=1
✓eq`e (µ)`
eq
e (uN(µ))
1
A , 8µ 2 D, (4.18)
ou encore sous une forme vectorielle :
sN(µ) =
0
@
Neqs
X
e=1
Q`eX
q=1
✓eq`e (µ)L
eq
e,N
1
AuN(µ), 8µ 2 D, (4.19)
avec (Leqe,N)i = `
eq
e (ξ
pr
i ). La décomposition hors-ligne/en-ligne est maintenant claire. Les
fonctions de base ξpri , 1  i  N , sont calculées à l’étape hors-ligne, ce qui rend pos-
sible – pour e = 1, ..., Neqs – la construction des matrices Aeqe,N 2 RN⇥N , 1  q  Qa,
et des vecteurs F eqe,N 2 RN , 1  q  Qf et Leqe,N 2 RN , 1  q  Q`. À l’étape en-
ligne, pour chaque vecteur de paramètres µ 2 D donné, on assemble la matrice AN(µ) =
PNeqs
e=1
PQae
q=1 ✓
eq
ae(µ)A
eq
e,N , ainsi que les vecteurs FN(µ) =
PNeqs
e=1
PQfe
q=1 ✓
eq
fe
(µ)F eqe,N et L
eq
e,N(µ)
=
PNeqs
e=1
PQ`e
q=1 ✓
eq
`e
(µ)Leqe,N . Enfin, pour tout µ 2 D, nous résolvons le système réduit
AN(µ) uN(µ) = FN(µ), (4.20)
et nous pouvons évaluer la sortie
sN(µ) = L
T
N(µ) uN(µ), 8µ 2 D. (4.21)
Définissons l’entier positif Qea =
PNeqs
e=1 Qae . Durant l’étape hors-ligne il est nécessaire
de faire N résolutions FE (coûteuses) du problème primal O(QeaN2N ) produits scalaires
pour les étapes de projection sur la base réduite. Cependant la complexité de l’étape
en-ligne ne dépend plus de la (grande) dimension N puisqu’elle implique O(QeaN2) mul-
tiplications pour assembler le système réduit primal, et O(N3) pour le résoudre. Ensuite,
il faut compter O(N) produits scalaires pour avoir la sortie du modèle en utilisant (4.21).
2 Problèmes linéaires non-affines
Tournons-nous maintenant vers les problèmes elliptiques qui n’admettent pas de dé-
pendance affine en paramètres. Commençons par rappeler, en reprenant les notations
introduites dans le chapitre 3, que la fonction non-affine ⇣ est définie sur l’espace E⇣ =
D⇥Rd. Chaque équation se compose de Nna fonctions non-affines, nous notons donc Nnai
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le nombre de fonctions non-affines associées à la ième équation. Lorsque Nnai fonctions
non-affines ⇣1, ..., ⇣Nnai , interviennent, elles sont définies sur E
⇣1 ⇥ ... ⇥ E⇣Nnai ⌘ E⇣Nnai .
Soit ⇣ iq(µ;x) la qème fonction non-affine de la ième équation du problème multi-physique,
pour tout µ 2 D et pout tout x 2 Ω. Pour un entier strictement positif M qi donné, cette
fonction est approchée par ⇣ iq
Mqi
(µ;x) =
PMqi
m=1 β
iqm
(
µ
)
⇣̂ iqm.
Considérons Neqs formes bilinéaires ai : XN ⇥XN ⇥ D ⇥ E⇣
Nnai ! R et linéaires
fi : XN ⇥ D ⇥ E⇣
Nnai ! R, pour i = 1, ..., Neqs. Nous supposons ici que les ai, pour
i = 1, ..., Neqs, sont des formes bilinéaires symétriques, définies positives. Nous pouvons
donc introduire les produits scalaires
((
., .
))
ai,µ
définis, pour tout µ 2 D (et donc en
particulier pour un vecteur de paramètres de référence µref 2 D), par
((
w, z
))
ai,µ
⌘ ai
(
w, z;µ; ⇣ i Nnai (µ;x)
)
, 8w, z 2XN , 1  i  Neqs. (4.22)
Notons que les normes associées à ces produits scalaires sont
∣
∣
∣
∣
∣
∣w
∣
∣
∣
∣
∣
∣
ai,µ
⌘
q((
w,w
))
ai,µ
, 8w 2XN , 1  i  Neqs. (4.23)
De plus, nous supposons que les ai, 1  i  Neqs, sont continues et coercives. Autrement
dit, pour tout µ 2 D, il existe des constantes de continuité γai,N (µ) telles que
γai,N (µ) ⌘ sup
v2XN
ai(v,v;µ; ⇣
i Nnai (µ;x))
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
2
ai,µref
<1, (4.24)
ainsi que des constantes de coercivité ↵ai,N (µ) telles que
↵ai,N (µ) ⌘ inf
v2XN
ai(v,v;µ; ⇣
i Nnai (µ;x))
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
2
ai,µref
> 0. (4.25)
Comme précédemment les formes bilinéaires ai et linéaires fi, 1  i  Neqs, sont les
contributions de chaque équation au problème multi-physique. Afin d’évaluer la sor-
tie du modèle, pour un µ 2 D donné, nous utilisons les opérateurs appropriés `i :
XN ⇥ D ⇥ E⇣
Nnai ! R, pour i = 1, ..., Neqs. Pour de mettre en oeuvre une stratégie
hors-ligne/en-ligne efficace, ai, fi et `i, pour i = 1, ..., Neqs, doivent pouvoir s’exprimer
en faisant apparaître une dépendance affine en paramètres. Nous allons donc approcher,
via la méthode EIM, les termes pour lequels il est impossible d’écrire directement une
décomposition affine. Nous supposons donc que, pour i = 1, ..., Neqs, il existe des entiers
positifs, Qai , Qfi et Q`i , avec 1  Qai , Qfi , Q`i  Nnai , de sorte que la méthode EIM dé-
termine
(
M qai
)
q=1,...,Qai
,
(
M
q
fi
)
q=1,...,Qfi
et
(
M
q
`i
)
q=1,...,Q`
tels que, pour nai =
PQai
q=1 M
q
ai
,
nfi =
PQfi
q=1 M
q
fi
et n`i =
PQ`i
q=1 M
q
`i
, ainsi que pour tout µ 2 D, les formes bilinéaire et
linéaires ai(., .;µ; ⇣ i Nnai (µ;x)), fi(.;µ; ⇣ i Nnai (µ;x)) et `i(.,µ; ⇣ i Nnai (µ;x)) puissent être
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approchées de la manière suivante :
8
>>>>>>>>>>><
>>>>>>>>>>>:
ai
(
u,v;µ; ⇣ i Nnai (µ;x)
)
⇡ ãi
(
u,v;µ; ⇣
i nai
M
nai
i
(µ;x)
)
=
QaiX
q=1
MqaiX
m=1
βiqmai (µ)a
iqm
i (u,v; ⇣̂
iqm(x)),
fi
(
v;µ; ⇣ i Nnai (µ;x)
)
⇡ f̃i
(
v;µ; ⇣
i nfi
M
nfi
i
(µ;x)
)
=
QfiX
q=1
MqfiX
m=1
βiqmfi (µ)f
iqm
i
(
v; ⇣̂ iqm(x)
)
,
`i
(
v;µ; ⇣ i Nnai (µ;x)
)
⇡ ˜̀i
(
v;µ; ⇣
i n`i
M
n`i
i
(µ;x)
)
=
Q`iX
q=1
Mq`iX
m=1
βiqm`i (µ)`
iqm
i
(
v; ⇣̂ iqm(x)
)
,
(4.26)
pour tout u 2 XN et pour tout v 2 XN , et où pour i = 1, ..., Neqs, βiqmai : D ! R,
1  q  Qai , 1  m  M qai , β
iqm
fi
: D ! R, 1  q  Qfi , 1  m  M qfi et β
iqm
`i
: D ! R,
1  q  Q`i , 1  m  M q`i sont déterminées par la méthode EIM. Pour i = 1, ..., Neqs,
posons E⇣
q
Mq = D ⇥ Rd avec q = 1, ..., Nnai , ainsi que E
⇣
nai
M
nai = E⇣
1
M1 ⇥ ... ⇥ E
⇣
nai
M
nai ,
E
⇣
nfi
M
nfi = E⇣
1
M1 ⇥ ... ⇥ E
⇣
nfi
M
nfi , E
⇣
n`i
M
n`i = E⇣
1
M1 ⇥ ... ⇥ E
⇣
n`i
M
n`i . Nous remarquons que nous
avons, pour i = 1, ..., Neqs, ãi
(
., .;µ; ⇣
i nai
M
nai
i
(µ;x)
)
: XN ⇥ XN ⇥ D ⇥ E
⇣
nai
M
nai ! R,
f̃i
(
.;µ; ⇣
i nfi
M
nfi
i
(µ;x)
)
: XN ⇥D⇥E
⇣
nfi
M
nfi ! R et ˜̀i
(
.;µ; ⇣
i n`i
M
n`i
i
(µ;x)
)
: XN ⇥D⇥E
⇣
n`i
M
n`i !
R.
Définissons ⇣n`Mn` (µ;x) comme étant la somme des approximations des différentes fonc-
tions non-affines présentes dans les équations du problème multi-physique. Posons n` =
PNeqs
i=1 n`i et E
⇣
n`
Mn` = E⇣
1
M1⇥ ...⇥E⇣
n`
Mn` . De la même manière nous posons na =
PNeqs
i=1 nai
et E⇣
na
Mna = E⇣
1
M1 ⇥ ... ⇥ E⇣
na
Mna , ainsi que nf =
PNeqs
i=1 nfi et E
⇣
nf
M
nf = E⇣
1
M1 ⇥ ... ⇥ E
⇣
nf
M
nf .
En nous servant des approximations décrites dans (4.26), pour un µ 2 D fixé, nous nous
intéressons à l’évaluation d’une sortie sN (µ) 2 R exprimée comme fonctionnelle du champ
uN (µ) 2XN :
sN (µ) = ˜̀
⇣
uN (µ);µ; ⇣
n`
Mn` (µ;x)
⌘
, (4.27)
où ˜̀
⇣
.;µ; ⇣n`Mn` (µ;x)
⌘
: XN ⇥D ⇥ E⇣
n`
Mn` ! R est définie par
˜̀
⇣
.;µ; ⇣n`Mn` (µ;x)
⌘
=
Neqs
X
i=1
˜̀
i
⇣
.;µ; ⇣
i n`i
M
n`i
i
(µ;x)
⌘
. (4.28)
La solution uN (µ) 2XN vérifie
ã
⇣
uN (µ),v;µ; ⇣
na
Mna (µ;x)
⌘
= f̃
⇣
v;µ; ⇣
nf
M
nf (µ;x)
⌘
, 8v 2XN , (4.29)
où ã
⇣
.; .;µ; ⇣naMna (µ;x)
⌘
: XN ⇥XN ⇥ D ⇥ E⇣
na
Mna ! R et f̃
⇣
.;µ; ⇣
nf
M
nf (µ;x)
⌘
: XN ⇥
D ⇥ E⇣
nf
M
nf ! R sont définies par
ã
⇣
.; .;µ; ⇣naMna (µ;x)
⌘
=
Neqs
X
i=1
ãi
⇣
.; .;µ; ⇣
i nai
M
nai
i
(µ;x)
⌘
(4.30)
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et
f̃
⇣
.;µ; ⇣
nf
M
nf (µ;x)
⌘
=
Neqs
X
i=1
f̃i
⇣
.;µ; ⇣
i nfi
M
nfi
i
(µ;x)
⌘
. (4.31)
Nous supposons ici que ã est une forme bilinéaire symétrique, définie positive. Nous pou-
vons donc introduire le produit scalaire
((
., .
))
ã,µ
défini, pour tout µ 2 D (et donc en
particulier pour un vecteur de paramètres de référence µref 2 D), par
((
w, z
))
ã,µ
⌘ ã
(
w, z;µ; ⇣naMna (µ;x)
)
, 8w, z 2 XN . (4.32)
Notons que la norme associée à ce produit scalaire est
∣
∣
∣
∣
∣
∣w
∣
∣
∣
∣
∣
∣
ã,µ
⌘
q((
w,w
))
ã,µ
, 8w 2 XN . (4.33)
De plus, nous supposons que ã est continue et coercive. Autrement dit, pour tout µ 2 D
il existe une constante de continuité γã,N (µ) telle que
γã,N (µ) ⌘ sup
v2XN
ã(v,v;µ; ⇣naMna (µ;x))
∣
∣
∣
∣
∣
∣bv
∣
∣
∣
∣
∣
∣
2
ã,µref
<1, (4.34)
ainsi qu’une constante de coercivité ↵ã,N (µ) telle que
↵ã,N (µ) ⌘ inf
v2XN
ã(v,v;µ; ⇣naMna (µ;x))
∣
∣
∣
∣
∣
∣v
∣
∣
∣
∣
∣
∣
2
ã,µref
> 0. (4.35)
De la même manière que pour les problèmes elliptiques linéaires affines, nous intro-
duisons une séquence d’espaces d’approximation emboîtés WNpr tels que W1pr ⇢W2pr ⇢
... ⇢ WNmaxpr ⇢ XN , avec Nmax un entier positif. Nous considérons SN = {µ1, ...,µN}
un ensemble de N jeux de paramètres sélectionnés à l’aide de l’algorithme glouton et
SuN l’ensemble qui va contenir, pour tout µ dans SN , la solution de (4.29). Ensuite nous
appliquons le processus d’orthonormalisation de Gram-Schmidt, en utilisant le produit
scalaire
((
., .
))
a,µref
, aux éléments de l’ensemble SuN pour avoir des fonctions de bases
orthonormalisées ξprn , 1  n  N . L’espace d’approximation WNpr est défini par
WNpr = span
n
ξprn , 1  n  N
o
. (4.36)
Quant à la solution réduite uN(µ) 2WNpr elle s’écrit
uN(µ) =
NX
i=1
uNi(µ) ξ
pr
i . (4.37)
Nous allons maintenant utiliser les approximations décrites dans (4.26) pour construire
une stratégie hors-ligne/en-ligne efficace. En choisissant les fonctions test comme v = ξprn ,
n = 1, ..., N , pour tout µ 2 D, uN(µ) est solution de
NX
i=1
✓Neqs
X
e=1
QaeX
q=1
MqaeX
m=1
βeqmae (µ)a
eqm
e
⇣
ξprn , ξ
pr
i ; ⇣̂
eqm(x)
⌘◆
uNi(µ)
=
✓Neqs
X
e=1
QfeX
q=1
MqfeX
m=1
βeqmfe (µ)f
eqm
e
⇣
ξprn ; ⇣̂
eqm(x)
⌘◆
,
(4.38)
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qui peut être également écrit sous la forme matricielle :
0
@
Neqs
X
e=1
QaeX
q=1
MqaeX
m=1
βeqmae (µ)A
eqm
e,N
1
AuN(µ) =
0
@
Neqs
X
e=1
QfeX
q=1
MqfeX
m=1
βeqmfe (µ)F
eqm
e,N
1
A , (4.39)
avec
✓
uN(µ)
◆
i
= uNi(µ) ,
✓
A
eqm
e,N
◆
in
= aeqme
✓
ξprn , ξ
pr
i ; ⇣̂
eqm(x)
◆
et
✓
F
eqm
e,N
◆
n
= f eqme
✓
ξprn ; ⇣̂
eqm(x)
◆
.
(4.40)
La sortie s’exprime alors de la manière suivante :
sN(µ) =
0
@
Neqs
X
e=1
Q`eX
q=1
Mq`eX
m=1
βeqm`e
⇣
µ
⌘
`eqme
⇣
uN(µ); ⇣̂
eqm(x)
⌘
1
A , 8µ 2 D, (4.41)
ou encore sous une forme vectorielle :
sN(µ) =
0
@
Neqs
X
e=1
Q
X̀
q=1
Mq`eX
m=1
βeqm` (µ)L
eqm T
e,N
1
AuN(µ), 8µ 2 D, (4.42)
avec (Leqme,N )i = `
eqm
e (ξ
pr
i ; ⇣̂
eqm(x)). Regardons comment s’articule la décomposition hors-
ligne/en-ligne. Les fonctions de base ξpri , 1  i  N , sont calculées à l’étape hors-ligne,
ce qui rend possible – pour e = 1, ..., Neqs – la construction des matrices Aeqme,N 2 RN⇥N ,
1  q  Qae , 1  m  M qae et des vecteurs F
eqm
e,N 2 RN , 1  q  Qfe , 1  m  M qfe et
L
eqm
e,N 2 RN , 1  q  Q`e , 1  m M q`e . À l’étape en-ligne, pour chaque vecteur de para-
mètres µ 2 D donné, on assemble la matrice AN(µ) =
PNeqs
e=1
PQae
q=1
PMqae
m=1 β
eqm
ae (µ)A
eqm
e,N ,
ainsi que les vecteurs FN(µ) =
PNeqs
e=1
PQfe
q=1
PMafe
m=1 β
eqm
fe
(µ)F eqme,N et LN(µ) =
PNeqs
e=1
PQ`e
q=1
PMa`e
m=1 β
eqm
`e
(µ)Leqme,N . Enfin, pour tout µ 2 D, nous résolvons le système réduit
AN(µ) uN(µ) = FN(µ), (4.43)
et nous pouvons évaluer la sortie
sN(µ) = L
T
N(µ) uN(µ), 8µ 2 D. (4.44)
Nous définissons les entiers positifs Qea =
PNeqs
e=1 Qae et M
qe
a =
PNeqs
e=1 M
q
ae . Durant l’étape
hors-ligne il est nécessaire de faire N résolutions FE (coûteuses) du problème primal
et O(QeaM qea N2N ) produits scalaires pour les étapes de projection sur la base réduite.
En revanche la complexité de l’étape en-ligne ne dépend plus de la (grande) dimension
N puisqu’elle implique O(QeaM qea N2) multiplications pour assembler le système réduit
primal, et O(N3) pour le résoudre. Ensuite il faut compter O(N) produits scalaires pour
avoir la sortie du modèle en utilisant (4.42).
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3 Problèmes non-linéaires elliptiques
Le dernier type de problème que nous abordons dans ce chapitre concerne les pro-
blèmes elliptiques coercifs non-linéaires. Rappelons que dans ce cas, les fonctions non-
affines dépendent de la solution uN (µ) 2 XN de l’EDP pour tout µ 2 D. Commençons
par introduire les espaces E⇣
iq
= D⇥Rd⇥XN , pour q = 1, ..., Nna et pour i = 1, ..., Neqs.
En reprenant la notation introduite précédemment nous avons, pour un entier Nnai positif
donné, E⇣
1⇥...⇥E⇣Nnai ⌘ E⇣Nnai . Considérons maintenant ⇣ iq(µ;x;uN (µ)) 2 E⇣iq la qème
fonction non-affine de la ième équation du problème multi-physique, pour tout µ 2 D, pour
tout x 2 Ω et pour tout uN (µ) 2XN . Pour un entier strictement positif M qi donné, cette
fonction est approchée par ⇣ iq
Mqi
(µ;x;uN (µ)) =
PMqi
m=1 β
iqm
(
µ;uN (µ)
)
⇣̂ iqm. Considérons
les contributions de chaque équation, à savoir les résidus gi : XN ⇥XN ⇥D⇥E⇣
Nnai ! R
ainsi que les formes bilinéaires associées aux jacobiennes ji : XN ⇥XN ⇥D⇥E⇣
Nnai ! R,
pour i = 1, ..., Neqs. Afin d’évaluer la sortie du modèle, pour un µ 2 D donné, nous
utilisons les opérateurs appropriés `i : XN ⇥D ⇥ E⇣
Nnai ! R, pour i = 1, ..., Neqs.
Pour mettre en oeuvre une stratégie hors-ligne/en-ligne efficace nous allons mainte-
nant approcher, via la méthode EIM, les termes qui pour lequels il est impossible d’écrire
directement une décomposition affine. Autrement dit nous supposons qu’il existe des en-
tiers positifs Qji , Qri et Q`i , avec 1  Qji , Qri , Q`i  Nna et pour i = 1, ..., Neqs, de sorte
que la méthode EIM détermine
(
M
q
ji
)
q=1,...,Qji
,
(
M qgi
)
q=1,...,Qgi
et
(
M
q
`i
)
q=1,...,Q`i
tels que,
pour nji =
PQji
q=1 M
q
ji
, ngi =
PQgi
q=1 M
q
gi
et n`i =
PQ`i
q=1 M
q
`i
, ainsi que pour tout µ 2
D, les formes bilinéaire et linéaires ji(., .;µ; ⇣Nnai (µ;x; .)), gi(u, .;µ; ⇣Nnai (µ;x;u)) et
`i(.,µ; ⇣
Nnai (µ;x; .)) puissent être approchées de la manière suivante :
ji
(
u,v;µ; ⇣Nnai (µ;x;u)
)
⇡ j̃i
(
u,v;µ; ⇣
nj
Mnj
(µ;x;u)
)
=
QjiX
q=1
MqjiX
m=1
βiqmji (µ;u)j
iqm
i
(
u,v; ⇣̂ iqm(x)
)
,
(4.45)
gi
(
u,v;µ; ⇣Nnai (µ;x;u)
)
⇡ g̃i
(
u,v;µ; ⇣
ng
Mng (µ;x;u)
)
=
QgiX
q=1
MqgiX
m=1
βiqmgi (µ;u)g
iqm
i
(
u,v; ⇣̂ iqm(x)
)
,
(4.46)
et
`i
(
v;µ; ⇣Nnai (µ;x;u)
)
⇡ ˜̀i
(
v;µ; ⇣n`Mn` (µ;x;u)
)
=
Q`iX
q=1
Mq`iX
m=1
βiqm`i (µ)`
iqm
i
(
v; ⇣̂ iqm(x)
)
,
(4.47)
pour tout u 2 XN et pour tout v 2 XN , où pour i = 1, ..., Neqs, βiqmji : D ⇥XN ! R,
1  q  Qji , 1  m  M qji , βiqmgi : D ⇥ XN ! R, 1  q  Qgi , 1  m  M qgi et
βiqm`i : D ! R , 1  q  Q`i , 1  m M
q
`i
sont déterminées par la méthode EIM. Posons
E
⇣q
Mq = D ⇥ Rd ⇥ XN , pour q = 1, ..., Nna, ainsi que E
⇣
nji
M
nji = E⇣
1
M1 ⇥ ... ⇥ E
⇣
nji
M
nji ,
E
⇣
ngi
M
ngi = E⇣
1
M1 ⇥ ... ⇥ E
⇣
ngi
M
ngi , E
⇣
n`i
M
n`i = E⇣
1
M1 ⇥ ... ⇥ E
⇣
n`i
M
n`i . Notons que nous avons
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j̃i
(
., .;µ; ⇣
nji
M
nji
(µ;x; .)
)
: XN ⇥XN ⇥D ⇥E
⇣
nji
M
nji ! R, g̃i
(
u, .;µ; ⇣
ngi
Mngi
(µ;x;u)
)
: XN ⇥
XN ⇥D ⇥ E
⇣
ngi
M
ngi ! R et ˜̀i
(
.;µ; ⇣
i n`i
M
n`i
i
(µ;x; .)
)
: XN ⇥D ⇥ E
⇣
n`i
M
n`i ! R.
Posons n` =
PNeqs
i=1 n`i et E
⇣
n`
Mn` = E⇣
1
M1⇥...⇥E⇣
n`
Mn` . Nous définissons alors ⇣n`Mn` (µ;x; .)
2 E⇣
n`
Mn` comme étant la somme des approximations des différentes fonctions non-affines
présentes dans les équations du problème multi-physique. Nous posons également nj =
PNeqs
i=1 nji et E
⇣
nj
M
nj = E⇣
1
M1 ⇥ ... ⇥ E
⇣
nj
M
nj , ainsi que ng =
PNeqs
i=1 ngi et E
⇣
ng
Mng = E⇣
1
M1 ⇥
... ⇥ E⇣
ng
Mng . En nous servant des approximations décrites dans (4.45)-(4.47), pour un
µ 2 D fixé, nous nous intéressons à l’évaluation d’une sortie sN (µ) 2 R exprimée comme
fonctionnelle du champ uN (µ) 2XN :
sN (µ) = ˜̀
⇣
uN (µ);µ; ⇣
n`
Mn` (µ;x;uN (µ))
⌘
, (4.48)
où ˜̀
⇣
uN (µ);µ; ⇣
n`
Mn` (µ;x;uN (µ))
⌘
: XN ⇥D ⇥ E⇣
n`
Mn` ! R est définie par
˜̀
⇣
uN (µ);µ; ⇣
n`
Mn` (µ;x;uN (µ))
⌘
=
Neqs
X
i=1
˜̀
i
⇣
uN (µ);µ; ⇣
i n`i
M
n`i
i
(µ;x; .)
⌘
. (4.49)
La solution uN (µ) 2XN vérifie
g̃i
⇣
uN (µ),v;µ; ⇣
ngi
Mngi
(µ;x;uN (µ))
⌘
= 0, 8v 2X, 1  i  Nequs. (4.50)
En définissant g̃ : XN ⇥XN ⇥D ⇥ E⇣
ng
Mng ! R par
g̃
⇣
uN (µ),v;µ; ⇣
ng
Mng (µ;x;uN (µ))
⌘
=
0
B
B
B
B
B
B
@
g̃1
⇣
uN (µ),v;µ; ⇣
ng1
Mng1
(µ;x;uN (µ))
⌘
g̃2
⇣
uN (µ),v;µ; ⇣
ng2
Mng2
(µ;x;uN (µ))
⌘
...
g̃Neqs
⇣
uN (µ),v;µ; ⇣
ngNeqs
M
ngNeqs
(µ;x;uN (µ))
⌘
1
C
C
C
C
C
C
A
,
(4.51)
l’équation (4.50) s’écrit alors
g̃
⇣
uN (µ),v;µ; ⇣
ng
Mng (µ;x;uN (µ))
⌘
= 0, 8v 2XN . (4.52)
L’algorithme de Newton est utilisé pour résoudre (4.52), voir l’algorithme 6. Soit j̃ :
XN ⇥ XN ⇥ D ⇥ E⇣
nj
M
nj ! R, la jacobienne associée au résidu g et δukN (µ) 2 XN
l’incrément défini par
δukN (µ) = u
k+1
N (µ)− ukN (µ). (4.53)
Pour tout µ 2 D et pour une solution initiale u0(µ) 2 XN donnée, à chaque itération k
de l’algorithme – avec 1  k  kmax, où kmax est en entier strictement positif donné –,
nous cherchons δukN (µ) 2XN tel que pour tout v 2XN ,
j̃
⇣
δukN (µ);v;µ; ⇣
nj
Mnj
(µ;x;ukN (µ))
⌘h
ukN (µ)
i
= −g̃
⇣
ukN (µ), v;µ; ⇣
ng
Mng (µ;x;u
k
N (µ))
⌘
,
(4.54)
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où on a
j
⇣
ukN (µ),v;µ; ⇣
nj
Mnj
(µ;x;ukN (µ))
⌘h
ukN (µ)
i
=
0
B
B
B
B
B
B
B
@
@g1
⇣
ukN (µ),v;µ; ⇣
ng1
Mng1
(µ;x;uN (µ))
⌘
@u1N (µ)
· · ·
@g1
⇣
ukN (µ),v;µ; ⇣
ng1
Mng1
(µ;x;uN (µ))
⌘
@uNeqsN (µ)
. . .
@gNequs
⇣
ukN (µ),v;µ; ⇣
ngNeqs
M
ngNeqs
(µ;x;uN (µ))
⌘
@u1N (µ)
· · ·
@gNequs
⇣
ukN (µ),v;µ; ⇣
ngNeqs
M
ngNeqs
(µ;x;uN (µ))
⌘
@uNeqsN (µ)
1
C
C
C
C
C
C
C
A
(4.55)
avec uiN (µ) 2 XNi , pour i = 1, ..., Neqs.
Comme précédemment nous introduisons une séquence d’espaces d’approximation em-
boîtés WNpr tels que W1pr ⇢W2pr ⇢ ... ⇢WNmaxpr ⇢ XN , avec Nmax un entier positif.
Nous considérons SN = {µ1, ...,µN} un ensemble de N jeux de paramètres sélectionnés
à l’aide de l’algorithme glouton et SuN l’ensemble qui va contenir, pour tout µ dans SN ,
la solution de (4.54) à l’itération finale. Ensuite nous appliquons le processus d’orthonor-
malisation de Gram-Schmidt, en utilisant le produit scalaire (., .)XN – associé à l’espace
XN , aux éléments de l’ensemble SuN pour avoir des fonctions de bases orthonormalisées
ξprn , 1  n  N . L’espace d’approximation WNpr est défini par
WNpr = span
n
ξprn , 1  n  N
o
. (4.56)
Quant à la solution réduite uN(µ) 2WNpr , elle s’écrit
uN(µ) =
NX
i=1
uNi(µ) ξ
pr
i . (4.57)
En nous basant sur la définition de l’incrément (4.53) nous avons
δukN(µ) =
NX
i=1
δukNi(µ) =
NX
i=1
⇣
uk+1Ni (µ)− u
k
Ni
(µ)
⌘
ξ
pr
i . (4.58)
Nous allons maintenant utiliser les approximations décrites dans (4.45)-(4.47) pour construire
une stratégie hors-ligne/en-ligne efficace. En choisissant les fonctions test comme v = ξprn ,
n = 1, ..., N , pour tout µ 2 D et pour une solution initiale u0N(µ) 2 WN donnée, à
chaque itération k de l’algorithme de Newton – avec 1  k  kmax –, nous cherchons
δukN(µ) 2WN tel que
NX
i=1
✓Neqs
X
e=1
QjeX
q=1
MqjeX
m=1
βeqmje
⇣
µ;ukN(µ)
⌘
jeqm
⇣
ξprn , ξ
pr
i ; ⇣̂
eqm(x)
⌘◆
δukNi(µ)
= −
NX
i=1
✓Neqs
X
e=1
QgeX
q=1
MqgeX
m=1
βeqmge
⇣
µ;ukN(µ)
⌘
geqm
⇣
ukN(µ), ξ
pr
n ; ⇣̂
bqm(x)
⌘◆
(4.59)
qui peut être également écrit sous la forme matricielle :
0
@
Neqs
X
e=1
QjeX
q=1
MqjeX
m=1
βeqmje (µ;u
k
N(µ))J
eqm
N
1
A δukN(µ) = −
0
@
Neqs
X
e=1
QgeX
q=1
MqgeX
m=1
βeqmge (µ;u
k
N(µ))G
eqm
N
1
A ,
(4.60)
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avec
✓
J
eqm
e,N
◆
in
= jeqme
✓
ξprn , ξ
pr
i ; ⇣̂
eqm(x)
◆
et
✓
G
eqm
e,N
◆
n
= geqme
✓
ukN(µ), ξ
pr
n ; ⇣̂
eqm(x)
◆
.
(4.61)
La sortie s’exprime alors de la manière suivante :
sN(µ) =
0
@
Neqs
X
e=1
Q`eX
q=1
Mq`eX
m=1
βeqm`e
⇣
µ
⌘
`eqme
⇣
uN(µ); ⇣̂
eqm(x)
⌘
1
A , 8µ 2 D, (4.62)
ou encore sous une forme vectorielle :
sN(µ) =
0
@
Neqs
X
e=1
Q`eX
q=1
Mq`eX
m=1
βeqm`e
⇣
µ
⌘
L
eqm T
e,N
1
AuN(µ), 8µ 2 D, (4.63)
avec (Leqme,N )i = `
eqm
e (ξ
pr
i ; ⇣̂
eqm(x)). La décomposition hors-ligne/en-ligne est maintenant
claire. Les fonctions de base ξpri , 1  i  N , sont calculées à l’étape hors-ligne, ce
qui rend possible – pour e = 1, ..., Neqs – la construction des matrices J eqme,N 2 RN⇥N ,
1  q  Qje , 1  m  M qje et des vecteurs G
eqm
e,N 2 RN , 1  q  Qge , 1  m  M qge et
L
eqm
e,N 2 RN , 1  q  Q`e , 1  m  M q`e . À l’étape en-ligne, pour chaque µ 2 D donné,
à la kème itération de l’algorithme de Newton on assemble la matrice JN
(
µ;ukN(µ)
)
=
PNeqs
e=1
PQje
q=1
PMqje
m=1 β
eqm
je
(
µ;ukN(µ)
)
J
eqm
e,N , ainsi que le vecteur GN
(
µ;ukN(µ)
)
=
PNeqs
e=1
PQge
q=1
PMqge
m=1 β
eqm
ge
(
µ;ukN(µ)
)
G
eqm
e,N puis nous résolvons
JN
⇣
µ;ukN(µ)
⌘
δukN(µ) = −GN
⇣
µ;ukN(µ)
⌘
. (4.64)
Une fois que l’algorithme de Newton a convergé, pour tout µ 2 D, nous assemblons le
vecteur LN(µ) =
PNeqs
e=1
PQ`e
q=1
PMq`e
m=1 β
eqm
`e
(
µ;ukN(µ)
)
L
eqm
e,N , et nous pouvons évaluer la
sortie
sN(µ) = L
T
N(µ) uN(µ), 8µ 2 D. (4.65)
Si on s’intéresse à la complexité de l’étape en-ligne, le coût de l’application de l’algorithme
de Newton est prédominant sur le reste des opérations. L’assemblage de JN et de GN ,
ainsi que la résolution de (4.64), est indépendante de la (grande) dimension N .
Remarque 11. Nous concluons ce chapitre sur une remarque portant sur le déroule-
ment de l’étape hors-ligne de l’algorithme EIM. Actuellement, lorsque la fonction non-
linéaire que nous voulons approcher dépend de la solution de l’EDP, alors la sélection du
ième vecteur de paramètres, telle que présentée dans le chapitre 3, pour i ≥ 2, dépend de la
dimension élément fini via l’utilisation de uN (µ), – voir (3.7) –. Or, le calcul de uN (µ)
pour chaque élément de l’échantillon de l’espace des paramètres utilisé dans (3.7) peut
s’avérer extrêmement coûteux. Jusqu’à présent, nous commençons par effectuer la totalité
de l’étape hors-ligne de l’algorithme EIM afin d’avoir une décomposition affine des formes
linéaires et bilinéaires utilisées, puis nous nous servons de cette décomposition affine pour
construire la base réduite. Cependant, nous pensons qu’il est envisageable de développer
une stratégie permettant de coupler la construction des fonctions de base EIM avec la
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construction des éléments de la base réduite. De cette manière, durant la sélection du ième
vecteur de paramètres (i ≥ 2) il serait possible de remplacer uN (µ) par l’approximation
base réuduite uN(µ). Cela permettrait de réduire le coût de calcul hors-ligne lié à la mise en
oeuvre de l’algorithme EIM pour des problèmes non-linéaires multi-physiques complexes.
Il s’agit d’une réflexion en cours.
Résumé
Nous avons vu dans ce chapitre comment appliquer la méthode des bases réduites aux
problèmes multi-physiques elliptiques coercifs. La méthodologie présentée ici peut être fa-
cilement étendue au cas des problèmes paraboliques. Dans la section 1 nous nous sommes
intéressés aux problèmes qui admettent une dépendance affine en paramètres, alors que
dans la la section 2 les problèmes considérés n’admettent plus cette dépendance affine en
paramètres. Enfin, dans la section 3, nous avons considéré les problèmes non-linéaires.
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Chapitre 5
La méthode des bases réduites
appliquée aux problèmes stationnaires
avec non-linéarités quadratiques
Dans ce chapitre nous allons mettre en avant les difficultés associées à la résolution
de problèmes avec non-linéarités quadratiques via la méthode des bases réduites. Les
précédents travaux portant sur l’application de la méthode RBM aux équations – non-
linéaires – de type Navier-Stokes se concentrent sur le choix optimal de la base et sur la
mise en oeuvre d’estimateurs d’erreur [121, 84, 54, 39, 123]. Nous ne nous intéressons pas
ici à ces aspects. Nous détaillerons une technique de projection, indépendante du choix de
la base, qui peut être appliquée à tout problème avec non-linéarités quadratiques afin de
les résoudre uniquement dans un espace réduit, sans utiliser de projections sur l’espace (de
grande dimension) élément fini. Ce travail a été réalisé en collaboration avec E.Schenone
durant le CEMRACS 2012 et est présenté dans [111].
1 Énoncé du problème général
Pour un vecteur de paramètres µ 2 D donné, nous nous intéressons à l’évaluation
d’une sortie s(µ) 2 R exprimée comme fonctionnelle du champ u(µ) :
s(µ) = `
⇣
u(µ);µ
⌘
, (5.1)
pour un opérateur `(.;µ) approprié. La formulation variationnelle du problème que nous
traitons consiste à chercher u(µ) 2 X tel que
a
⇣
u(µ), u(µ), v;µ
⌘
+ b
⇣
u(µ), v;µ
⌘
= f
⇣
v;µ
⌘
, 8v 2 X. (5.2)
où a(., ., .;µ) : X ⇥X ⇥X ⇥D ! R, b(., .;µ) : X ⇥X ⇥D ! R et f(.;µ) : X ⇥D ! R
sont respectivement les formes trilinéaire, bilinéaire et linéaire associées à l’EDP. Nous
faisons l’hypothèse que a(., ., .;µ), b(., .;µ), f(.;µ) et `(.;µ) dépendent de µ de manière
affine, autrement dit nous supposons qu’il existe des entiers positifs Qa, Qb, Qf et Q` tels
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que
8
>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:
a (u, u, v;µ) =
QaX
q=1
✓qa(µ) a
q(u, u, v), 8u, v 2 X, 8µ 2 D,
b (u, v;µ) =
QbX
q=1
✓qb(µ) b
q(u, v), 8u, v 2 X, 8µ 2 D,
f (v;µ) =
QfX
q=1
✓qf (µ) f
q(v), 8v 2 X, 8µ 2 D,
` (v;µ) =
Q
X̀
q=1
✓q` (µ) `
q(v), 8v 2 X, 8µ 2 D,
(5.3)
où ✓qa : D ! R, 1  q  Qa, ✓qb : D ! R, 1  q  Qb, ✓qf : D ! R, 1  q  Qf et
✓q` : D ! R , 1  q  Q` sont des fonctions qui dépendent de µ.
2 Discrétisation élément fini
Introduisons à présent une discrétisation FE de (5.2). Pour cela commençons par
définir l’espace discret XN ⇢ X par
XN = vect
{
φ1, ...,φN
 
, (5.4)
ainsi que la projection de Galerkin uN (µ) de la solution u(µ) de (5.2) sur la base{
φ1, ...,φN
 
,
uN (µ) =
NX
i=1
ui(µ) φi. (5.5)
D’après (5.5), la formulation discrète de (5.2) consiste à chercher uN (µ) 2 XN tel
que, pour k = 1, ...,N ,
NX
i=1
NX
j=1
ui(µ)uj(µ)a
⇣
φi,φj,φk;µ
⌘
+
NX
i=1
ui(µ)b
⇣
φi,φk;µ
⌘
= f
⇣
φk;µ
⌘
. (5.6)
L’algorithme de Newton est utilisé pour résoudre (5.6). Pour tout µ 2 D et pour une
solution initiale u0N (µ) donnée, à chaque itération n de l’algorithme – avec 1  n  nmax,
où nmax est en entier strictement positif donné –, nous cherchons unN (µ) 2 XN tel que
J
⇣
µ; unN (µ)
⌘⇣
un+1N (µ)− unN (µ)
⌘
= G
⇣
µ; unN (µ)
⌘
, (5.7)
où J
(
µ; unN (µ)
)
2 RN ⇥ RN est la matrice jacobienne, et G
(
unN (µ);µ
)
2 RN est le
vecteur résidu. Dans le cas des problèmes qui s’écrivent sous la forme de (5.2), nous
pouvons écrire les termes de la jacobienne et du résidu de manière générique. Étudions
comment construire la jacobienne. L’élément de la matrice situé à la kème ligne et ième
colonne s’écrit
Jki
⇣
µ; uN (µ)
⌘
=
NX
j=1
uj(µ)a
⇣
φi,φj,φk;µ
⌘
+
NX
j=1
uj(µ)a
⇣
φj,φi,φk;µ
⌘
+ b
⇣
φi,φk;µ
⌘
.
(5.8)
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La kème composante du vecteur résidu s’écrit
Gk
⇣
µ; uN (µ)
⌘
= −a
⇣
uN (µ), uN (µ),φk;µ
⌘
− b
⇣
u,φk;µ
⌘
+ f
⇣
φk;µ
⌘
. (5.9)
3 Méthode des bases réduites
Regardons à présent comment mettre en oeuvre la méthode RBM sur ce type de pro-
blème. Nous proposons ici une approche générale qui peut être appliquée à tout problème,
affine en paramètres, possédant des non-linéarités quadratiques. La technique proposée
est basée sur l’idée de stocker le maximum d’information dans l’espace réduit. Par consé-
quent nous projetons aussi bien les tenseurs que les matrices et les vecteurs. Afin de
décrire l’application de l’approximation RB nous introduisons, pour tout µ 2 D, le ten-
seur A(µ) 2 RN⇥N⇥N , la matrice B(µ) 2 RN⇥N et enfin le vecteur F (µ) 2 RN définis
par
⇣
A(µ)
⌘
ijk
= a
⇣
φi,φj,φk;µ
⌘
, 1  i, j, k  N , (5.10)
⇣
B(µ)
⌘
ki
= b
⇣
φk,φi;µ
⌘
, 1  i, k  N , (5.11)
et
⇣
F (µ)
⌘
k
= f
⇣
φk;µ
⌘
, 1  k  N . (5.12)
Notons que le tenseur A(µ) peut être considéré comme un vecteur de matrices. En d’autres
termes, pour k = 1, ...,N , nous pouvons définir Ak(µ) 2 RN⇥N comme
Ak(µ)ij =
⇣
A(µ)
⌘
ijk
, 1  i, j  N . (5.13)
En utilisant la notation introduite en (5.13), nous pouvons réécrire (5.6) sous forme ma-
tricielle :
uN (µ)
TAk(µ)uN (µ) +
⇣
B(µ)u
⌘
k
=
⇣
F (µ)
⌘
, 1  k  N , (5.14)
où
(
B(µ)u
)
k
et
(
F (µ)
)
k
désignent respectivement la kème composante des vecteurs B(µ)
et F (µ). Penchons-nous sur la mise en place de l’algorithme de Newton. Pour tout µ 2 D,
à chaque itération n = 1, ..., nmax, nous cherchons uN (µ) 2 XN tel que
Jk,.
⇣
µ; unN (µ)
⌘⇣
un+1N (µ)− unN (µ)
⌘
= Gk
⇣
µ; unN (µ)
⌘
, 1  k  N , (5.15)
où Jk,.
⇣
µ; unN (µ)
⌘
2 RN est la kème ligne de la matrice jacobienne et Gk
⇣
µ; unN (µ)
⌘
est la
kème composante du vecteur résidu. Regardons comment s’exprime la matrice jacobienne
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à l’aide de (5.10)-(5.12). Nous pouvons écrire, pour 1  k, i  N :
Jki
⇣
µ; uN (µ)
⌘
=
@
@ui(µ)
a
⇣
uN (µ), uN (µ),φk;µ
⌘
+
@
@ui(µ)
b
⇣
uN (µ),φk;µ
⌘
− @
@ui(µ)
f
⇣
φk,µ
⌘
=
NX
l=1
NX
j=1
@
@ui(µ)
ul(µ)uj(µ)a
⇣
φl,φj,φk;µ
⌘
+
NX
j=1
@
@ui(µ)
uj(µ)b
⇣
φj,φk;µ
⌘
=
NX
l=1
NX
j=1
@
@ui(µ)
⇣
ul(µ)
(
A(µ)
)
ljk
uj(µ)
⌘
+
NX
j=1
@
@ui(µ)
⇣(
B(µ)kj
)
uj(µ)
⌘
=
NX
j=1
uj(µ)
(
A(µ)
)
jik
+
NX
j=1
(
A(µ)
)
ijk
uj(µ) + Bki. (5.16)
En général, lorsque nous utilisons la discrétisation FE, A(µ) n’est jamais assemblée du fait
de sa grande dimension : N 3. Rappelons cependant que lorsque nous travaillons avec un
espace de dimension réduite, nous pouvons alors nous permettre d’assembler entièrement
le tenseur A(µ). Introduisons l’espace réduit WN , de dimension N avec N << N , engendré
par les fonctions {⇠1, ..., ⇠N}. Chaque fonction de base ⇠i, pour i = 1, ..., N , est la solution
de (5.6) pour un vecteur de paramètres µi donné. Nous ne développons pas ici la manière
de sélectionner les vecteurs de paramètres. Définissons la projection uN(µ) 2 RN de uN (µ)
sur l’espace WN par
uN(µ) =
NX
i=1
uNi(µ)⇠i. (5.17)
Introduisons maintenant
Ξ =
⇥
⇠1, ..., ⇠N
⇤
2 RN⇥N , (5.18)
qui contient les fonctions de base de WN exprimées dans la base
{
φ1, ...,φN
 
. Notons
également ⇠̂i,j la jème composante de ⇠i dans la base
{
φ1, ...,φN
 
. Nous avons
⇠̂i,j =
⇣
⇠i,φj
⌘
XN
, (5.19)
où
(
., .
)
XN
est le produit scalaire associé à XN . En utilisant (5.18), nous pouvons réécrire
(5.17)
uN(µ) = Ξ
TuN (µ). (5.20)
Les coefficients uNi(µ) sont donnés par
uNi(µ) =
⇣
uN (µ), ⇠i
⌘
XN
=
⇣
uN (µ),
NX
j=1
⇠̂i,jφi
⌘
XN
=
NX
j=1
uj ⇠̂i,j, (5.21)
Nous remarquons que la description de la nème itération de l’algorithme de Newton donnée
en (5.15) reste valable ici, à condition d’utiliser la version discrète des espaces et de
remplacer XN par WN . Cela correspond à utiliser, pour tout µ 2 D, la projection des
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termes de (5.15) sur l’espace réduit WN . En effet, en utilisant (5.20), nous commençons
par définir FN(µ) 2 RN comme étant la projection de F (µ),
FN(µ) = Ξ
TF (µ), (5.22)
puis BN(µ) 2 RN⇥N la projection de B(µ),
BN(µ) = Ξ
TB(µ)Ξ, (5.23)
et enfin AN(µ) 2 RN⇥N⇥N le tenseur de petite dimension. Nous proposons de construire
AN(µ) comme étant la projection de A(µ) sur WN . Pour 1  i, j, k  N , nous avons
⇣
AN(µ)
⌘
ijk
= a
⇣
⇠i, ⇠j, ⇠k;µ
⌘
=
NX
l,m,h
⇠̂i,l⇠̂j,m⇠̂k,ha
⇣
φl,φm,φh;µ
⌘
=
NX
l,m,h
⇠̂i,l⇠̂j,m⇠̂k,h
⇣
A(µ)
⌘
lmh
=
NX
h=1
⇠̂k,h
(
ΞTAh(µ)
⌘
ij
=
NX
h=1
⇠̂k,h
⇣
AhN(µ)
⌘
ij
,
(5.24)
où AhN(µ) = Ξ
TAh(µ)Ξ est la projection de Ah(µ) sur WN , pour k = 1, ...,N . Définissons
le produit tensoriel ? : RN ⇥ RN ! R comme suit :
aT ?
⇣
bTAc
⌘
⌘
NX
h=1
ah
⇣
bTAhc
⌘
, 8a, b, c 2 RN , 8A 2 RN⇥N⇥N . (5.25)
Nous pouvons alors écrire
⇣
AN(µ)
⌘
ijk
=
NX
h=1
⇠̂k,h
⇣
⇠Ti A
h(µ)⇠j
⌘
= ⇠Tk ?
⇣
⇠Ti A(µ)⇠j
⌘
, 1  i, j, k  N. (5.26)
Cependant, dans la pratique, nous proposons de réaliser la projection du tenseur A(µ)
à l’aide d’un tenseur hybride Λ(µ) 2 RN⇥N⇥N dont les éléments sont définis par
Λijk(µ) =
⇣
Λk(µ)
⌘
ij
= a
⇣
φi,φj, ⇠k;µ
⌘
, 1  i, j  N , 1  k  N. (5.27)
Nous pouvons alors utiliser ce tenseur hybride pour redéfinir les éléments de AN(µ) comme
suit :
⇣
AN(µ)
⌘
ijk
= a
⇣
⇠i, ⇠j, ⇠k;µ
⌘
=
NX
l,m=1
⇠̂i,l⇠̂j,ma
⇣
φl,φm, ⇠k;µ
⌘
=
NX
l,m=1
Ξli Ξmj
⇣
Λk(µ)
⌘
lm
=
⇣
ΞT Λk Ξ
⌘
ij
. (5.28)
Nous venons de montrer que nous pouvons écrire
AkN = Ξ
T Λk Ξ. (5.29)
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Cela implique que nous pouvons calculer seulement N matrices Λk, k = 1, . . . , N , puis les
projeter sur l’espace réduit WN pour obtenir le tenseur AN .
En utilisant (5.23) et (5.26) nous obtenons la projection de la matrice jacobienne
JN 2 RN⇥N . Pour chaque itération n de l’algorithme de Newton et pour tout µ 2 D nous
avons
⇣
JN(µ; u
n
N(µ))
⌘
ik
=
⇣
AkN(µ)
⌘T
.i
unN(µ) +
⇣
AkN(µ)
⌘
i.
unN(µ) +
⇣
B
⌘
ik
, (5.30)
où
(
AkN(µ)
)
.i
et
(
AkN(µ)
)
i.
sont respectivement la ieme colonne et ligne de AkN(µ). En
détaillant nous pouvons écrire
⇣
AkN(µ)
⌘
.i
=
h
⇠Tk ?
(
⇠T1 A(µ)⇠i
)
, ..., ⇠Tk ?
(
⇠TNA(µ)⇠i
)i
, 1  i, k  N (5.31)
⇣
AkN(µ)
⌘
i.
=
h
⇠Tk ?
(
⇠Ti A(µ)⇠1
)
, ..., ⇠Tk ?
(
⇠Ti A(µ)⇠N
)i
, 1  i, k  N. (5.32)
De manière similaire la projection du vecteur résidu GN 2 RN s’écrit, pour tout µ 2 D
et pour k = 1, ..., N ,
⇣
GN(µ; u
n
N(µ))
⌘
k
=
⇣
FN(µ)
⌘
k
−
⇣
unN(µ)
⌘T
AkN(µ)u
n
N(µ)−
⇣
BN(µ)u
n
N(µ)
⌘
k
. (5.33)
La sortie s’exprime alors de la manière suivante :
sN(µ) =
 
Q
X̀
q=1
✓q`
⇣
µ
⌘
`q
⇣
uN(µ)
⌘
!
, 8µ 2 D, (5.34)
ou encore sous une forme vectorielle :
sN(µ) =
 
Q
X̀
q=1
✓q`
⇣
µ
⌘
L
q T
N
!
uN(µ), 8µ 2 D, (5.35)
avec (LqN)i = `
q(⇠pri ).
Regardons comment s’articule la décomposition hors-ligne/en-ligne. Les fonctions de
base ⇠pri , 1  i  N , sont calculées à l’étape hors-ligne, ce qui rend possible la construction
des matrices JqN , 1  q  Qj, ainsi que des vecteurs GqN , 1  q  Qg, et LqN , 1  q  Q`.
À l’étape en-ligne, pour chaque µ 2 D donné, à la nème itération de l’algorithme de
Newton on assemble la matrice JN
(
µ; unN(µ)
)
, et le vecteur GN
(
µ; unN(µ)
)
, puis nous
résolvons
JN
⇣
µ; unN(µ)
⌘
δunN(µ) = GN
⇣
µ; unN(µ)
⌘
, (5.36)
où δunN(µ) = u
n+1
N (µ) − unN(µ). Une fois que l’algorithme de Newton a convergé, pour
tout µ 2 D, nous assemblons le vecteur LN(µ) =
PQ`
q=1 ✓
q
`
(
µ
)
L
q
N , et nous pouvons évaluer
la sortie
sN(µ) = L
T
N(µ) uN(µ), 8µ 2 D. (5.37)
Étudions la complexité de l’étape en-ligne. Le coût de l’algorithme de Newton est prédo-
minant sur le reste des opérations. À chaque itération nous devons assembler la matrice
jacobienne et le vecteur résidu, ce qui necessite O(N3) opérations. Ensuite le système
(5.36) est résolu en O(N3). La complexité de l’étape en-ligne ne dépend donc que de la
(petite) dimension N , ainsi que du nombre d’itérations de l’algorithme de Newton. Elle
ne dépend pas de la (grande) dimension N .
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CHAPITRE 5. LA MÉTHODE DES BASES RÉDUITES APPLIQUÉE AUX PROBLÈMES
STATIONNAIRES AVEC NON-LINÉARITÉS QUADRATIQUES
Résumé
Nous avons vu dans ce chapitre comment appliquer la méthode RBM à des problèmes
stationnaires avec non-linéarités quadratiques. Nous avons présenté une technique de pro-
jection, indépendante du choix de la base, qui peut être appliquée à tous les problèmes avec
non-linéarités quadratiques afin de les résoudre uniquement dans un espace réduit, sans
utiliser de projections sur l’espace (de grande dimension) élément fini. Quelques résultats
numériques, obtenus en utilisant cette technique, seront présentés dans le chapitre 9.
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Chapitre 6
Nouvelle construction de fonctions de
base pour la méthode multi-échelles
Nous nous tournons à présent vers les problèmes de type multi-échelles. La particula-
rité de tels problèmes est de manipuler un ensemble de phénomènes associés à des échelles
différentes. C’est le cas par exemple des problèmes faisant intervenir des matériaux com-
posites, lorsque les fibres sont positionnées de manière aléatoire alors le coefficient de
conductivité thermique – ou électrique – peut subir des variations. C’est également le cas
lorsque nous nous intéressons à des écoulements en milieu poreux.
La principale difficulté lorsque nous voulons traiter ce type de problèmes réside dans
la taille (importante) du problème à résoudre une fois que ce dernier est discrétisé. En
effet, afin de pouvoir capturer au mieux les variations de la solution au niveau des petites
échelles, il faut avoir une discrétisation très fine du domaine étudié. Dans le même temps
la solution est également influencée par d’autres phénomènes, à plus grande échelle. Pour
la plupart de ces problèmes, il est très difficile de discrétiser l’ensemble du domaine étudié
en se basant sur la plus petite échelle impliquée. Puis, en admettons que nous ayons une
discrétisation très fine, se pose ensuite le problème de la résolution. Même si de nos jours
de plus en plus d’algorithmes sont parallélisés, la taille du problème à résoudre ne diminue
pas et sa résolution peut s’avérer extrêmement coûteuse.
Il existe plusieurs techniques permettant de prendre en compte cette cascade d’échelles.
Certaines techniques se reposent sur l’utilisation de méthodes numériques très efficaces
pour résoudre le problème multi-échelles discrétisé suivant chaque niveau d’échelle. C’est
le cas de la méthode multigrille [21, 26, 130, 60], et de la méthode de décomposition
de domaine [115, 116, 104, 34]. D’autres se basent sur le fait qu’il est parfois suffisant
d’avoir le comportement "global" de la solution du problème, c’est-à-dire celui associé
aux grandes échelles, sans devoir résoudre le problème sur les petites échelles. C’est le cas
des méthodes d’homogénéisation [89, 109, 11, 38], variationnelle multi-échelles [68, 69, 22],
hétérogène multi-échelles [129, 1, 127, 128] et élément fini multi-échelles [67, 66, 46].
Ici nous ne nous intéressons uniquement à la méthode élément fini multi-échelles.
La première partie de ce chapitre est dédiée à l’énoncé du problème général, puis la
méthodologie de la méthode élément fini multi-échelles – Multiscale Finite Element Method
(MsFEM) – est présentée, enfin nous proposons une nouvelle construction des fonctions
de base pour la méthode MsFEM.
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1 Énoncé du problème général
Soit Ω un domaine borné, périodique, régulier, dans Rd (pour d = 1, ..., 3), de pé-
riode ✏. Définissons Th = {Ki, i = 1, ..., nt}, avec nt un entier strictement positif, un
ensemble de nt éléments formant une partition de Ω. Introduisons l’espace de fonctions
X tel que H10 (Ω) ⇢ X ⇢ H1(Ω), ainsi que l’espace d’approximation FE, XN =
span{φ1, ...,φN} de (grande) dimension N . L’utilisation de la méthode MsFEM permet
de ne pas résoudre le problème sur les petites échelles, mais d’avoir le comportement de
la solution sur les grandes échelles. L’ingrédient clé est la construction des fonctions de
base. En effet, les fonctions de base élément fini multi-échelles – Multiscale Finite Ele-
ment (MsFE) – s’adaptent aux propriétés locales du problème (par exemple le coefficient
de conductivité thermique d’un matériau composite ). La méthode MsFEM propose de
construire ces fonctions de base en résolvant un problème local à chaque élément K 2 Th.
Considérons le problème suivant : chercher u 2 X tel que, pour tout x 2 Ω,
(
r ·
⇣
↵✏(x;µ
0)ru
⌘
= g, dans Ω,
u = 0, sur @Ω,
(6.1)
où µ0 2 Dµ0 est le paramètre d’oscillation, Dµ0 ⇢ R1 étant l’espace du paramètre µ0.
La fonction ↵✏(x;µ0) oscille fortement – avec une période ✏ – à l’intérieur du domaine Ω
et g 2 L2(Ω). Notons que ce problème sera notre problème de référence tout au long de
ce chapitre. Il s’agit d’un problème de diffusion à coefficients variables qui peut être uti-
lisé, par exemple, afin de connaître la présence d’huile et de gaz dans un milieu poreux.
L’inconnue u est alors la pression du fluide et le coefficient ↵✏(x;µ0) est la perméabilité
du milieu. La formulation faible du problème (6.1) – en utilisant la discrétisation FE –
consiste à chercher uN 2 XN tel que
a
⇣
uN , v;µ
0
⌘
= f
⇣
v
⌘
, 8v 2 XN . (6.2)
Les formes bilinéaire a : XN ⇥XN ⇥Dµ0 ! R et linéaire f : XN ! R sont définies par
a
⇣
uN , v;µ
0
⌘
=
Z
Ω
↵✏(x;µ
0) ruN · rv et f
⇣
v
⌘
=
Z
Ω
g v. (6.3)
La méthode de stabilisation des bulles à résidu libre – ou residual free bubbles (RFB)
– [10, 22, 24, 52] peut être utilisée pour résoudre les problèmes du type (6.2). Définissons
l’espace des fonctions bulles XBN par
XBN =
Y
K2Th
XBN (K), (6.4)
où XBN (K) est défini sur l’élément K 2 Th par XBN (K) = H10 (K). L’espace XN est alors
enrichi en ajoutant des fonctions bulles sur chaque élément K 2 Th. L’espace augmenté
XAN est défini par
XAN = XN ⊕XBN . (6.5)
Quant aux éléments de l’espace augmenté, ils s’écrivent sous la forme
uAN = uN + u
B
N , (6.6)
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avec uN 2 XN et uBN 2 XBN . Lorsque nous appliquons la méthode des bulles à résidu libre,
nous cherchons uAN 2 XAN tel que
a
⇣
uAN , v;µ
0
⌘
= f
⇣
v
⌘
, 8v 2 XAN . (6.7)
2 Méthode élément fini multi-échelles
À présent introduisons l’espace d’approximation multi-échelles XMSN = span{w1Nm , ...,
wNNm} de (grande) dimension N , engendré par les fonctions de base multi-échelles. Un
élément uMSN de cet espace s’écrit
uMSN =
NX
i=1
uMSi w
i
Nm . (6.8)
Pour chaque élément K 2 Th, les fonctions de base multi-échelles wiNm 2 XφiNm(K) vérifient
aiMS
(
wiNm , v;µ
0
)
= 0, 8v 2 XφiNm(K), pour i = 1, ...,N , (6.9)
où pour i = 1, ...,N , les formes bilinéaires aiMS : XφiNm(K) ⇥ XφiNm(K) ⇥ Dµ
0 ! R sont
définies par
aiMS
⇣
wiNm , v;µ
0
⌘
=
Z
K
↵✏(x;µ
0) rwiNm · rv (6.10)
où l’espace XφiNm(K) est un espace d’approximation FE de (grande) dimension Nm défini
sur K qui impose la contrainte wiNm |@K = φi|@K . Rappelons que les fonctions φi, 1  i  N ,
sont les fonctions de base de l’espace d’approximation XN . Le problème (6.2) peut être
reformulé de la manière suivante : chercher uMSN 2 XMSN tel que
a
⇣
uMSN , v;µ
0
⌘
= f
⇣
v
⌘
, 8v 2 XMSN . (6.11)
Nous avons alors, d’après [23], que uMSN coïncide nodalement avec u
A
N .
Regardons à présent comment mettre en oeuvre la méthode MsFEM. Pour cela nous
nous plaçons sur l’élément de référence K̂. Rappelons que pour tout K 2 Th nous notons
FK̂,K la transformation géométrique, inversible, de K̂ vers K et F−1K̂,K son inverse (voir la
section 2.4 du chapitre 1). Ces applications sont définies par
FK̂,K : K̂ 2 Rd ! K 2 Rd et F−1K̂,K : K 2 R
d ! K̂ 2 Rd
x̂ ! x x ! x̂. (6.12)
Nous pouvons alors écrire Th = {K = FK̂,K(K̂)}. En utilisant la méthode MsFEM, le
problème (6.2) peut se reformuler comme suit : chercher uMSN 2 XMSN tel que pour tout
x̂ 2 K̂,
X
K2Th
Z
K
↵✏
(
FK̂,K(x̂);µ0
)
ruMSN · rwjNm =
X
K2Th
Z
K
g w
j
Nm , 1  j  N . (6.13)
Introduisons JFK̂,K , J
−1
FK̂,K , J
−T
FK̂,K et |JFK̂,K | comme étant respectivement la matrice ja-
cobienne de FK̂,K , la matrice inverse de JFK̂,K , la transposée de J
−1
FK̂,K et le déterminant
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de JFK̂,K . Notons Nldofs le nombre de degrés de liberté sur l’élément de référence K̂.
Considérons les fonctions ŵı̂Nm , pour ı̂ = 1, ..., Nldofs, définies sur l’élément K̂ telles que
Z
K
wiNm =
Z
K̂
ŵı̂Nm |JFK̂,K |, 1  i  N , ı̂ = G
loc
K!K̂
(
i
)
, (6.14)
et Z
K
rwiNm =
Z
K̂
rŵı̂NmJ−TFK̂,K |JFK̂,K |, 1  i  N , ı̂ = G
loc
K!K̂
(
i
)
, (6.15)
où Gloc
K!K̂
(
i
)
est une application permettant d’obtenir l’indice local du degré de liberté as-
socié à l’indice (global) i. En nous plaçant sur l’élément de référence K̂ nous pouvons
réécrire (6.13) comme suit :
NX
i=1
uMSi
X
K2Th
Z
K̂
↵✏
(
FK̂,K(x̂);µ0
)
rŵı̂Nm
⇣
J−TFK̂,KJ
−1
FK̂,K
⌘
rŵ|̂ TNm |JFK̂,K |
=
X
K2Th
Z
K̂
g ◦ FK̂,K(x̂) ŵ|̂Nm |JFK̂,K |, 1  |̂  Nldofs,
(6.16)
où ŵı̂Nm = w
i
Nm ◦ FK̂,K , pour ı̂ = 1, ..., Nldofs. Localement, pour tout élément K 2 Th,
nous devons donc assembler la matrice MK 2 RNldofs⇥Nldofs et le vecteur FK 2 RNldofs de
la manière suivante :
MK
(
ı̂, |̂
)
=
Z
K̂
↵✏
(
FK̂,K(x̂);µ0
)
rŵı̂Nm
⇣
J−TFK̂,KJ
−1
FK̂,K
⌘
rŵ|̂ TNm |JFK̂,K | (6.17)
et
FK
(
|̂
)
=
Z
K̂
g ◦ FK̂,K(x̂) ŵ|̂Nm |JFK̂,K |, 1  ı̂  Nldofs. (6.18)
Pour cela nous devons construire, sur chaque élément K 2 Th, les fonctions de base
multi-échelles ŵı̂Nm 2 X φ̂ı̂Nm(K̂), pour ı̂ = 1, ..., Nldofs, telles que
aı̂MS
⇣
ŵı̂Nm , v̂;µ
0
⌘
= 0, 8v̂ 2 X φ̂ı̂Nm(K̂), ı̂ = 1, ..., Nldofs, (6.19)
où l’espace de fonctions X φ̂ı̂Nm(K̂) de (grande) dimension Nm est défini sur K̂ et impose la
contrainte ŵı̂Nm |@K̂ = φ̂ı̂|@K̂ . Les formes bilinéaires a
ı̂
MS : X
φ̂ı̂
Nm(K̂)⇥X φ̂ı̂Nm(K̂)⇥Dµ
0 ! R,
1  ı̂  Nldofs, sont définies par
aı̂MS
⇣
ŵı̂Nm(µ), v̂;µ
0
⌘
=
Z
K̂
↵✏
(
FK̂,K(x̂);µ0
)
rŵı̂Nm
⇣
J−TFK̂,KJ
−1
FK̂,K
⌘
rv̂ |JFK̂,K |, (6.20)
avec φ̂ı̂ = φi ◦ FK̂,K , pour ı̂ = 1, ..., Nldofs, ainsi que ŵı̂Nm = wiNm ◦ FK̂,K , pour ı̂ =
1, ..., Nldofs et v̂ = v ◦ FK̂,K .
3 Utilisation de la méthode des bases réduites
Étudions à présent comment utiliser la méthode CRBM pour traiter des problèmes
multi-échelles, et notamment proposer une nouvelle construction des fonctions de base
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MsFE du type (6.2). Cette nouvelle stratégie de construction est basée sur une idée de
C.Prud’homme présentée lors d’une conférence en 2009 [96].
Pour tout élément K 2 Th, la transformation géométrique FK̂,K peut être paramétrée
par les coordonnées des points d’interpolation sur l’élément K. Ces points sont notés si,
pour i = 1, ..., Nldofs et on peut écrire
FK̂,K =
NldofsX
i=1
si φ̂i. (6.21)
Notons µi = si pour i = 1, ..., Nldofs. Nous avons déjà évoqué le paramètre d’oscillation
noté µ0. Soit µ = (µ0, µ1, ..., µNldofs) 2 D, où D ⇢ RNldofs+1 est l’espace des paramètres.
Nous remarquons que contrairement à ce qui a été présenté jusqu’à maintenant dans cette
thèse, il n’est pas nécessaire de s’occuper de la discrétisation de l’espace des paramètres
associé à µi, pour i = 1, ..., Nldofs, puisque cette dernière est donnée par le maillage. Seul
Dµ0 a besoin d’une discrétisation, voir (2.42) et (2.43). Sur chaque élément K 2 Th, nous
cherchons les fonctions de base multi-échelles ŵı̂Nm(µ) 2 X φ̂ı̂Nm(K̂), pour ı̂ = 1, ..., Nldofs,
telles que
aı̂MSRB
⇣
ŵı̂Nm(µ), v̂;µ
⌘
= 0, 8v̂ 2 X φ̂ı̂Nm(K̂), ı̂ = 1, ..., Nldofs, (6.22)
où les formes bilinéaires aı̂MSRB : X
φ̂ı̂
Nm(K̂)⇥X φ̂ı̂Nm(K̂)⇥D ! R sont définies par
aı̂MSRB
⇣
ŵı̂Nm(µ), v̂;µ
⌘
=
Z
K̂
↵✏
(
FK̂,K(x̂);µ0
)
rŵı̂Nm
⇣
J−TFK̂,KJ
−1
FK̂,K
⌘
rv̂ |JFK̂,K |, (6.23)
avec φ̂ı̂ = φi ◦ FK̂,K , pour ı̂ = 1, ..., Nldofs, ainsi que ŵı̂Nm = wiNm ◦ FK̂,K , pour ı̂ =
1, ..., Nldofs et v̂ = v ◦ FK̂,K . Afin de pouvoir mettre en place une stratégie hors-ligne/en-
ligne efficace, nous faisons l’hypothèse que les formes bilinéaires aı̂MSRB , 1  ı̂  Nldofs
dépendent de manière affine de µ. Autrement dit nous supposons qu’il existe des entiers
positifs Qaı̂MSRB
avec ı̂ = 1, ..., Nldofs, tels que nous puissions écrire, pour tout û 2 X φ̂ı̂Nm(K̂)
ainsi que pour tout v̂ 2 X φ̂ı̂Nm(K̂) et pour tout µ 2 D,
aı̂MSRB
⇣
û, v̂;µ
⌘
=
Q
aı̂
MSRBX
q=1
✓q
aı̂MSRB
⇣
µ
⌘
a
ı̂,q
MS
⇣
û, v̂
⌘
, 1  ı̂  Nldofs, (6.24)
où ✓q
aı̂MSRB
: D ! R, 1  q  Qaı̂MSRB sont des fonctions qui dépendent de µ.
Introduisons maintenant Nldofs séquences d’espaces d’approximation emboîtés W ı̂Npr
de dimension N , avec 1  ı̂  Nldofs et N << Nm, tels que W ı̂1pr ⇢ W ı̂2pr ⇢ ... ⇢
W ı̂Nmaxpr ⇢ X
φ̂ı̂
Nm(K̂), avec Nmax un entier positif. Considérons S
ı̂
N = {µı̂1, ...,µı̂N}, pour
ı̂ = 1, ..., Nldofs, les ensembles qui contiennent chacun N jeux de paramètres sélectionnés
à l’aide de l’algorithme glouton. Soit Sw,̂ıN , avec 1  ı̂  Nldofs, les ensembles qui vont
contenir, pour chaque µ 2 S ı̂N , les solutions de (6.22). Ces ensembles s’écrivent, pour
ı̂ = 1, ..., Nldofs,
S
w,̂ı
N =
n
ŵı̂Nm(µ), 8µ 2 S ı̂N
o
. (6.25)
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Comme aı̂MSRB est une forme bilinéaire symétrique, définie positive, nous introduisons le
produit scalaire, pour ı̂ = 1, ..., Nldofs, défini pour tout µ 2 D (et en particulier pour
µref 2 D) par
((
w, z
))
aı̂MSRB
,µ
⌘ aı̂MSRB
(
w, z;µ
)
, 8w, z 2 X φ̂ı̂Nm(K̂). (6.26)
Nous appliquons ensuite le processus d’orthonormalisation de Gram-Schmidt, en utilisant
le produit scalaire
((
., .
))
aı̂MSRB
,µref
aux éléments des ensembles Sw,̂ıN , pour avoir des fonc-
tions de bases orthonormalisées ⇠̂pr,̂ın , 1  n  N et 1  ı̂  Nldofs. Les solutions réduites
ŵı̂N(µ) 2 W ı̂Npr s’écrivent, pour ı̂ = 1, ..., Nldofs,
ŵı̂N(µ) =
NX
j=1
ŵı̂Nj(µ) ⇠̂
pr,̂ı
j . (6.27)
Nous allons à présent utiliser la dépendance affine en paramètres – (6.24) et (6.36) –
pour construire une stratégie hors-ligne/en-ligne efficace. En choisissant les fonctions test
comme v = ⇠̂pr,̂ın , pour n = 1, ..., N , alors pour tout µ 2 D, les ŵı̂N(µ) sont solutions de
NX
j=1
0
B
@
Q
aı̂
MSRBX
q=1
✓qQ
aı̂
MSRB
(
µ
)
a
ı̂,q
MS
(
⇠̂pr,̂ın , ⇠̂
pr,̂ı
j
)
1
C
A ŵ
ı̂
Nj
(µ) = 0, (6.28)
pour ı̂ = 1..., Nldofs. Nous pouvons réécrire (6.28) sous la forme matricielle :
0
@
aı̂MSRBX
q=1
✓q
aı̂MSRB
(
µ
)
A
ı̂,q
MSRB ,N
1
A ŵı̂N(µ) = 0, 1  ı̂  Nldofs, (6.29)
avec, pour ı̂ = 1, ..., Nldofs,
✓
ŵı̂N(µ)
◆
j
= ŵı̂Nj(µ) et
✓
A
ı̂,q
MSRB ,N
◆
jn
= aı̂,qMSRB
✓
⇠̂pr,̂ın , ⇠̂
pr,̂ı
j
◆
. (6.30)
Nous venons de voir comment calculer les solutions réduites ŵı̂N(µ) 2 W ı̂Npr pour
ı̂ = 1, ..., Nldofs. Nous ne détaillons pas ici les aspects liés à la mise en place des estimateurs
d’erreur, le chapitre 2 traite déjà un cas similaire. Il ne faut pas perdre de vue que nous
souhaitons utiliser les solutions ŵı̂N(µ) 2 W ı̂Npr pour ı̂ = 1, ..., Nldofs, dans l’assemblage de
MK et FK pour tout K 2 Th – voir (6.17) et (6.18) –. Pour tout K 2 Th, en nous servant
des solutions réduites, pour un jeu de paramètre µ 2 D approprié, nous avons
M
µ
K
⇣
ı̂, |̂
⌘
= aı̂,|̂
K̂
⇣
ŵı̂N(µ), ŵ
|̂
N(µ);µ
⌘
, 1  ı̂, |̂  Nldofs, (6.31)
et
F
µ
K
⇣
|̂
⌘
= f |̂
K̂
⇣
ŵ
|̂
N(µ);µ
⌘
, 1  |̂  Nldofs, (6.32)
où les formes bilinéaires aı̂,|̂
K̂
: W ı̂Npr ⇥W
|̂
Npr
⇥ D ! R et linéaires f |̂
K̂
: W |̂Npr ⇥ D ! R,
1  ı̂, |̂  Nldofs, sont définies par
a
ı̂,|̂
K̂
⇣
ŵı̂N(µ), ŵ
|̂
N(µ);µ
⌘
=
Z
K̂
↵✏
(
FK̂,K(x̂);µ0
)
rŵı̂N(µ)
⇣
J−TFK̂,KJ
−1
FK̂,K
⌘
rŵ|̂ TN (µ) |JFK̂,K |
(6.33)
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et
f |̂
K̂
⇣
ŵ|̂N(µ);µ
⌘
=
Z
K̂
g ◦ FK̂,K(x̂) ŵ|̂N(µ) |JFK̂,K |. (6.34)
Là encore nous faisons l’hypothèse que les formes bilinéaires aı̂,|̂
K̂
, 1  ı̂, |̂  Nldofs, ainsi
que les formes linéaires f |̂
K̂
, 1  |̂  Nldofs, dépendent de manière affine de µ. Autrement
dit nous supposons qu’il existe des entiers positifs Qaı̂,|̂
K̂
,Qf |̂
K̂
avec 1  ı̂, |̂  Nldofs, tels
que nous puissions écrire, pour tout û 2 W ı̂Npr ainsi que pour tout v̂ 2 W
|̂
Npr
et pour tout
µ 2 D,
a
ı̂,|̂
K̂
⇣
û, v̂;µ
⌘
=
Q
a
ı̂,|̂
K̂X
q=1
✓q
aı̂,|̂
K̂
⇣
µ
⌘
a
ı̂,|̂,q
K̂
⇣
û, v̂
⌘
, 1  ı̂, |̂  Nldofs, (6.35)
et
f
|̂
K̂
⇣
v̂;µ
⌘
=
Q
f
|̂
K̂X
q=1
✓q
f |̂
K̂
⇣
µ
⌘
f
|̂,q
K̂
⇣
v̂
⌘
, 1  |̂  Nldofs, (6.36)
où ✓q
aı̂,|̂
K̂
: D ! R, 1  q  Qaı̂,|̂
K̂
, et ✓q
f |̂
K̂
: D ! R, 1  q  Qf |̂
K̂
sont des fonctions qui
dépendent de µ. Introduisons les matrices Aı̂,|̂,q
K̂,N
2 RN⇥N , pour q = 1, ..., Qaı̂,|̂
K̂
et avec
1  ı̂, |̂  Nldofs, telles que
A
ı̂,|̂,q
K̂,N
⇣
i, j
⌘
= aı̂,|̂,q
K̂
⇣
⇠̂pr,̂ıi , ⇠̂
pr,|̂
j
⌘
, pour 1  i, j  N. (6.37)
Nous pouvons alors écrire, pour tout µ 2 D ainsi que pour 1  i, j  Nldofs,
M
µ
K
⇣
ı̂, |̂
⌘
= ŵı̂ TN (µ) A
ı̂,|̂
K̂,N
ŵ
|̂
N(µ), (6.38)
avec
A
ı̂,|̂
K̂,N
=
Q
a
ı̂,|̂
K̂X
q=1
✓q
aı̂,|̂
K̂
(
µ
)
A
ı̂,|̂,q
K̂,N
. (6.39)
Introduisons maintenant les vecteurs F |̂,q
K̂,N
2 RN , pour q = 1, ..., Qf |̂
K̂
et avec 1  |̂ 
Nldofs, tels que
F
|̂,q
K̂,N
⇣
j
⌘
= f |̂,q
K̂
⇣
⇠̂pr,|̂j
⌘
, pour 1  j  N. (6.40)
Nous pouvons alors écrire, pour tout µ 2 D ainsi que pour 1  j  Nldofs,
F
µ
K
⇣
|̂
⌘
= ŵ|̂ TN (µ) F
|̂
K̂,N
, (6.41)
avec
F
|̂
K̂,N
=
Q
f
|̂
K̂X
q=1
✓q
f |̂
K̂
(
µ
)
F
|̂,q
K̂,N
. (6.42)
Penchons-nous à présent sur l’articulation des phases hors-ligne et en-ligne. Pendant
l’étape hors-ligne, il nous faut commencer par construire les Nldofs bases réduites sur
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lesquelles vont s’appuyer les approximations des fonctions de base multi-échelles défi-
nies sur K̂. Pour cela, NNldofs résolutions (coûteuses) de (6.22) sont nécessaires. Il faut
ensuite O(NldofsQaı̂MSRBN
2Nm) produits scalaires pour les étapes de projection sur les
bases réduites. Puis, pour ı̂ et |̂ fixés tels que 1  ı̂, |̂  Nldofs, il faut effectuer encore
O(Qaı̂,|̂
K̂
N2Nm) produits scalaires pour construire les matrices Aı̂,|̂,q
K̂,N
, pour q = 1, ..., Qaı̂,|̂
K̂
– voir (6.37) –. Une fois arrivé à l’étape en-ligne, pour un µ 2 D donné, il faut compter
O(Qaı̂MSRBN
2Nldofs) multiplications pour assembler les systèmes réduits et O(N3) opé-
rations pour les résoudre afin d’avoir les fonctions de base multi-échelles définies sur K̂.
Puis pour ı̂ et |̂ fixés tels que 1  ı̂, |̂  Nldofs, O(Qaı̂,|̂
K̂
N2) opérations sont nécessaires
pour assembler les matrices Aı̂,|̂,q
K̂,N
, pour q = 1, ...Qaı̂,|̂
K̂
, ainsi que les vecteurs F |̂,q
K̂,N
, pour
q = 1, ...Qf |̂
K̂
. Les calculs de MµK
⇣
ı̂, |̂
⌘
et de FµK
⇣
|̂
⌘
, pour 1  ı̂, |̂  Nldofs, entraînent
O(N2) opérations. La complexité de l’étape en-ligne ne dépend donc pas de la (grande)
dimension Nm.
Remarque 12. Durant la partie en-ligne, du point de vue informatique, il peut être en-
visagé de solliciter les processeurs graphiques – Graphics Processing Units (GPU) – pour
l’assemblage des contributions locales MK et FK pour tout K 2 Th – voir (6.17) et (6.18)
–, puis résoudre sur le processeur central – Central Processing Unit (CPU) – le problème
multi-échelle (6.11). Prenons deux éléments distincts K1 2 Th et K2 2 Th. Le calcul de
MK1 et indépendant du calcul de MK2. De même le calcul de FK1 et indépendant du calcul
de FK2. Il est donc possible de calculer les différentes contributions locales MK et FK pour
tout K 2 Th en parallèle. Rappelons que les processeurs graphiques permettent de faire des
calculs, de préférence en parallèle, à l’aide d’un circuit intégré.
Résumé
Après avoir présenté le problème de diffusion elliptique que nous avons traité tout au
long du chapitre, le principe de la méthode MsFEM a été exposé. Ensuite, nous avons
vu comment pouvait intervenir la méthode CRBM dans la construction des fonctions de
base MsFE. L’intérêt de cette nouvelle construction est de ne plus dépendre de la dimen-
sion Nm et donc obtenir ces fonctions de base de manière très rapide et fiable. De plus,
comme indiqué dans la remarque 12, cette nouvelle construction se prête à l’utilisation des
architectures hybrides. Faute de temps, aucun résultat numérique n’a été présenté. Nous
pensons cependant, au vu de la nature du coefficient ↵✏, que l’approximation base réduite
ne sera pas suffisante. Il faudra probablement envisager d’utiliser une approximation de
type "hp" [48, 49].
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Deuxième partie
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Chapitre 7
Architecture logicielle et interface
utilisateur
Nous ouvrons cette deuxième partie en présentant l’architecture logicielle sur la-
quelle repose l’implémentation de la méthode RBM dans Feel++. Nommons framework-
RBM le framework dédié à la méthode RBM. Ce framework s’appuie sur Feel++, no-
tamment pour fournir les approximations FE nécessaires à la méthode RBM ainsi que
pour les aspects liés à la parallélisation du code (nous y reviendrons plus en détails dans
le chapitre 8).
Au commencement de cette thèse, ce framework était capable de calculer la sortie du
modèle, basée sur les solutions réduites primale et duale, de problèmes elliptiques linéaires
coercifs dans le cas mono-physique (2.30). Une implémentation des différents ingrédients
nécessaires au calcul de l’estimation d’erreur a posteriori – une approximation de la borne
inférieure de la constante de coercivité via la méthode des contraintes successives (2.170),
et le calcul de la norme duale des différents résidus (2.91) et (2.92) – était également
disponible. Durant cette thèse, le framework-RBM a évolué afin
— de finaliser la certification de la sortie du modèle (2.93), ainsi que des solutions
réduites primale et duale (2.94), dans le cas de problèmes elliptiques linéaires coer-
cifs ;
— d’appliquer la méthode CRBM aux problèmes linéaires paraboliques coercifs (2.74),
(2.122) ;
— de traiter les problèmes elliptiques avec non-linéarités quadratiques (5.37) ;
— d’appliquer la méthode CRBM aux problèmes linéaires coercifs n’admettant pas
une décomposition affine en paramètres (3.45), (3.58) ;
— d’appliquer la méthode RBM aux problèmes non-linéaires ellitpiques coercifs multi-
physiques (3.203), (4.19), (4.42), (4.63) ;
— de supporter les architectures parallèles (voir le chapitre 8).
De plus, à l’origine, le framework-RBM n’offrait qu’une vision algébrique de la méthode
RBM. Une autre évolution a consisté à proposer une vision fonctionnelle et ainsi à pouvoir
manipuler de la même manière un élément de l’espace d’approximation FE ou RB.
Tout au long de ce travail, il a été porté une attention particulière à ce que cette
complexité croissante des modèles ne surcharge pas inutilement l’interface utilisateur.
La première partie de ce chapitre sera dédiée à l’architecture logicielle du framework-
RBM alors que la deuxième partie sera tournée vers l’interface utilisateur.
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1 Architecture logicielle
Tout d’abord nous présentons le framework-RBM de Feel++ de manière générale,
avec entre autres, une vue d’ensemble du processus de réduction d’ordre en utilisant
ce framework (figure 7.1). Après cela, nous nous penchons plus en détails sur l’espace
d’approximation RB, qui permet d’avoir une vision fonctionnelle (à l’opposé d’algébrique)
du framework-RBM. Puis nous verrons comment mettre en oeuvre, de manière efficace, la
partie en-ligne de la méthode EIM – notamment en nous appuyant sur l’aspect fonctionnel
du code et sur la méta-programmation –. Enfin, nous verrons quelques outils mis en place
pour optimiser la gestion de la mémoire.
1.1 Présentation générale du framework-RBM
Le framework-RBM fournit une interface pour appliquer la méthodologie base réduite
décrite dans la première partie de cette thèse (voir les chapitres 2 à 5). A la fin du processus
de réduction, il est possible de lancer l’évaluation de la sortie du modèle de différentes
façons : directement via la ligne de commande, ou en utilisant les interfaces de Python ou
Octave, afin d’évaluer de manière rapide et fiable la sortie définie par
h
s1N(µ), s
2
N(µ), . . . , s
ns
N (µ)
i
= `
(
µ
)
, où ns un entier strictement positif, (7.1)
ou alors, pour un temps t donné,
h
s1N(µ, t), s
2
N(µ, t), . . . , s
ns
N (µ, t)
i
= `
(
µ; t
)
. (7.2)
À présent ` est le code de simulation qui prend en entrée le jeu de paramètres µ et retourne
les sorties siN(µ) – ou s
i
N(µ, t) – , pour i = 1, ..., ns, qui sont un ensemble de métriques
accompagnées, lorsque c’est possible, de l’estimation d’erreur associée.
Hors-ligne/en-ligne
Bases de données
Entrées
utilisateurs :
Spécifications
Géométrie,
EDP,...
µ0, µ1, ..., µp
Décomposition
affine
Générateur
de code
FEM
Parametrique
CRB
SCM
EIM
Ligne de
commande
Python
...
Octave
Figure 7.1 – Processus de réduction d’ordre en utilisant le Framework-RBM de Feel++
L’utilisateur doit fournir les spécifications du modèle sur lequel il souhaite appliquer
la méthodologie base réduite : l’espace des paramètres D (extremums), la géométrie du
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domaine, la formulation variationnelle du problème à traiter en faisant apparaître la dé-
composition affine en paramètres (la méthode EIM peut être utilisée au besoin, nous
reviendrons en détails sur ce point dans dans la section 2.2). Enfin, le programme est créé
via l’outil CMAKE [82, 83], qui génère le makefile utilisé pour la compilation. Le design
des classes C++ du framework-RBM est illustré sous forme de diagramme UML – Unified
Modeling Language [5, 108] – par la figure 7.2.
CRBDB ReducedBasisSpace
CRBSCMCRBCRBApp EIM ModelCrbBase
ModelParameterSpace
CRBModel
⇧- : Association
! : Héritage
Figure 7.2 – Diagramme UML des classes utilisées par le framework-RBM.
La classe ParameterSpace génère et stock les échantillons de l’espace de paramètres
– voir (2.42) et (2.43), mais d’autres stratégies sont proposées par le framework-RBM , il
est possible de générer des paramètres log-équidistribués ou log-aléatoires –. Ces échan-
tillons sont ensuite utilisés aussi bien par CRB, SCM que EIM.
CRBModel est l’interface que doivent respecter les modèles coercifs pour utiliser
le framework. C’est à travers cette interface que l’utilisateur fournit les specifications
du modèle mentionnées précédemment. Dans le cas des problèmes avec non-linéarités
quadratiques, l’interface est donnée par CRBModelTrilinear.
Tous les modèles utilisateurs dérivent de ModelCrbBase. Cette classe permet d’ab-
sorber la complexité des modèles. En effet le framework-RBM demande à ce qu’un certain
nombre de fonctions soient déclarées (et implémentées) par les modèles. Cependant les
modèles qui ne se servent pas de la méthode EIM n’ont pas à se préoccuper des fonctions
liées à l’utilisation de cette méthode car elles sont fournies par ModelCrbBase. Le même
principe est appliqué lorsqu’il existe plusieurs manières de donner la même information,
comme c’est le cas pour fournir les termes provenant de la décomposition affine (plus
de détails sont donnés dans la section 2), l’utilisateur choisit d’implémenter une fonction
sans se préoccuper des autres fonctions qui, au final, donnent les mêmes informations au
framework-RBM.
Comme la phase de calculs hors-ligne peut s’avérer très coûteuse, les produits scalaires
résultants de la projection des matrices et des vecteurs sur les espaces réduits (primal
et dual), voir (2.17),(2.37),(2.62) et (2.79), sont sauvegardés dans une base de données
propre à la classe CRB. Il en est de même pour les produits scalaires définis en (2.106),
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(2.107), (2.116), (2.117) (2.140), (2.141), (2.142) (2.152) et (2.153) utilisés pour fournir une
estimation d’erreur a posteriori. Concernant la méthode SCM, les quantités introduites
par (2.169), (2.173) et (2.176) sont également stockées dans une base de donnée propre à
la classe SCM. Pour la méthode EIM, la matrice d’interpolation ainsi que les fonctions
de base (3.10), (3.13) sont également stockées dans une base de donnée propre à la classe
EIM.
Pour stocker ces quantités, nous utilisons le concept de "sérialisation" introduit par le
groupe de librairies dédié à la programmation C++ : Boost. La classe CRBDB contient
la stratégie de stockage des différentes bases de données. Elle s’appuie sur la librairie
Boost.serialization. Pendant la phase en-ligne nous manipulons les matrices denses
et les vecteurs via la librairie Eigen [57].
La classe CRB représente l’implémentation de la méthode RBM pour les problèmes
coercifs, elliptiques et paraboliques, linéaires et non linéaires. Par défaut, lorsque ce sont
des problèmes elliptiques qui sont traités, l’algorithme glouton est utilisé, alors que pour
les problèmes paraboliques c’est l’algorithme POD/glouton – POD en temps et glouton
en espace – qui est utilisé. Il est à noter que dans les deux cas, l’utilisateur a la possibilité
de spécifier dans un fichier l’échantillon de paramètres à utiliser pour remplir SN , qui sert
à la construction des espaces d’approximation primal et dual. Dans le cas des problèmes
avec non-linéarités quadratiques , l’implémentation de la méthode RBM se trouve dans la
classe CRBTrilinear Pour les équations linéaires, les solveurs linéaires de Eigen sont
utilisés, alors que pour les équations non-linéaires nous nous servons des solveurs de PETSc.
Afin d’interagir avec les solveurs de PETSc, nous avons mis en place un "pont" Eigen
:: Map<> pour communiquer les données non-linéaires entre Eigen et PETSc. Sur le dia-
gramme de la figure 7.2, pour plus de lisibilité, les classes CRBTrilinear et CRB-
ModelTrilinear n’apparaissent pas. Elles dérivent respectivement des classes CRB et
CRBModel.
La classe CRBSCM implémente la méthode des contraintes successives à l’aide des
solveurs aux valeurs propres généralisés de la librairie SLEPc.
EIM quant à elle contient l’implémentation de la méthode EIM.
ReducedBasisSpace offre la possibilité de manipuler les éléments des epsaces d’ap-
proximation RB (évaluation, calcul du gradient, ...). Elle est également en charge de la
base de données – via Boost.serialization – où sont stockés les fonctions de base ⇠pri
et ⇠dui , pour i = 1, ..., N , où N est la dimension RB.
Remarque 13. Il est important que les fonctions de base RB soient stockées dans une
base de données autre que celle associée à la classe CRB. En effet, si les espaces WNpr
et WNdu ont déjà été générés et que l’on ne souhaite pas les enrichir, alors seule la base
de données associée à la classe CRB est chargée (rappelons qu’elle contient le résultat de
la projection des matrices et des vecteurs sur les espaces réduits). De cette manière on ne
dépend pas de la dimension FE : N .
La classe CRBApp sert de pilote pour le framework-RBM.
Enfin, une analyse de sensibilité peut être effectuée en utilisant la librairie scienti-
fique OpenTURNS [131], spécialisée dans le traitement des incertitudes. À travers un script
python, l’utilisateur génère un ensemble de paramètres d’entrées suivant une loi de dis-
tribution, à partir desquels OpenTURNS construit un échantillon de ces paramètres qu’il
donne à la classe CRBapp. Ensuite, durant la phase en-ligne de la méthode RBM , CR-
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Bapp fournit les sorties du modèle associées à OpenTURNS qui calcule des quantités telles
que les indices de Sobol, l’écart-type ou les quantiles.
1.2 Espace d’approximation RB
Nous présentons ici la classe ReducedBasisSpace plus en détails. Tout d’abord nous
faisons le lien avec la classe dédiée à l’espace d’approximation FE dans Feel++, puis
nous introduisons la notion de Context qui est importante pour la suite. Enfin nous
nous penchons sur la notion d’élément attaché à un espace de fonctions.
Lien avec l’espace d’approximation FE de Feel++
Commençons par nous intéresser à l’espace d’approximation FE,XN . Pour tout µ 2 D,
nous considérons uN (µ) 2 XN défini par
uN (µ) =
NX
j=1
ujN (µ) φj, (7.3)
où φj, pour j = 1, ...,N , sont les fonctions de base FE. Dans Feel++, le code associé
aux espaces d’approximation FE se trouve dans la classe FunctionSpace. Maintenant
considérons, pour tout µ 2 D, l’élément RB uN(µ) 2 WNpr défini par
uN(µ) =
NX
i=1
uiN(µ) ⇠
pr
i , (7.4)
où ⇠pri , pour i = 1, ..., N , sont les fonctions de base RB. Comme ces fonctions de base RB
sont des éléments de XN , nous pouvons également écrire
⇠pri =
NX
j=1
↵j φj, 1  i  N, (7.5)
où les coefficients ↵j, pour j = 1, ...,N , sont des réels. Donc nous avons, pour tout µ 2 D,
uN(µ) =
NX
i=1
NX
j=1
uiN(µ) ↵j φj. (7.6)
L’espace d’approximation RB est une spécialisation de l’espace d’approximation FE, par
conséquent la classe ReducedBasisSpace dérive de FunctionSpace.
Notion de Context
Nous introduisons ici la notion de Context, mais commençons par rappeler la notion
de maillage et d’élément de référence. Soit Ω un domaine borné régulier, dans Rd (pour
d = 1, ..., 3). Définissons Th = {Ki, i = 1, ..., nt}, avec nt un entier strictement positif, un
ensemble de nt éléments formant une partition de Ω. Notons K̂ l’élément (ou maille) de
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référence. Rappelons (voir la section 2.4 du chapitre 1) que pour tout K 2 Th, FK̂,K et
F−1
K̂,K
les applications sont définies par
FK̂,K : K̂ 2 Rd ! K 2 Rd et F−1K̂,K : K 2 R
d ! K̂ 2 Rd
t̂ ! t t ! t̂.
(7.7)
Nous pouvons alors écrire Th = {K = FK̂,K(K̂)}.
Dans Feel++, si on considère la discrétisation FE, la classe PolynomialSet possède
une sous-classe Precompute qui permet de stocker les évaluations des fonctions de
base φ̂ı̂ sur l’élément de référence K̂ en un ensemble de points – typiquement les points
de quadrature – noté ˆnpts, pour ı̂ = 1, ..., Nldofs, où Nldofs est le nombre de degrés de
liberté associé à K̂. Maintenant considérons l’élément K 2 Th, PolynomialSet possède
également une sous-classe Context dédiée à l’image des évaluations des fonctions de base
φ̂ı̂ aux points de l’ensemble ˆnpts, pour ı̂ = 1, ..., Nldofs, par la transformation géométrique
FK̂,K(K̂) en s’appyant sur les pré-calculs effectués sur l’élément de référence K̂.
Remarque 14. Notons que nous parlons ici, pour plus de simplicité, que de l’évaluation
des fonctions de base, mais bien d’autres quantités sont stockées dans un Context telles
que les évaluations du gradient des fonctions de base, ou encore des dérivées partielles.
Au cours de cette thèse, la notion de Context a été étendue afin de stocker l’évalua-
tion des fonctions de base, non plus en un ensemble de points ˆnpts défini sur l’élément de
référence K̂, mais en un ensemble de points, noté npts, défini sur l’ensemble du maillage
Th de Ω. Une sous-classe Context a donc été ajoutée dans FunctionSpace pour cal-
culer ces évaluations. Pour tout point x 2 npts, nous recherchons l’image x̂ de ce point
sur l’élément de référence K̂ pour pouvoir évaluer les fonctions de base en ce point :
φ̂ı̂(x̂), pour ı̂ = 1, ..., Nldofs, puis la transformation géométrique FK̂,K(K̂) nous permet
d’obtenir l’évaluation des fonctions de base en x. Ainsi, l’évaluation de (7.3), en un point
donné, est accélérée. Il est important de noter cependant que, pour un point t 2 K 2 Th
donné, seules les fonctions de base FE définies sur l’élément K ne sont pas nulles. Nous
allons donc nous limiter aux fonctions de base φi avec i = GglobK̂!K
(
ı̂
)
, pour ı̂ = 1, ..., Nldofs.
Gglob
K̂!K
(
ı̂
)
est une application qui repose sur la transformation géométrique F−1
K̂,K
et qui
permet d’obtenir l’indice global du degré de liberté associé à l’indice (local) ı̂. Nous avons
alors, pour tout t 2 Ω ayant été préalablement associé à FunctionSpace :: Context,
uN (µ; t) =
X
i
uiN (µ; t) φi(x), avec i = GglobK̂!K
(
ı̂
)
, 1  ı̂  Nldofs. (7.8)
Le code 7.1 illustre comment associer les points d’interpolation au Context de Func-
tionSpace.
Listing 7.1 – Association des points d’interpolation à un Context .
//Le domaine d’etude est le carre unite
auto mesh=unitHypercube <2>();//Th
auto Xh = Pch <1>(mesh);// espace d’approximation FE ( P1 )
auto ctx = Xh->context ();// context de FunctionSpace
node_type t1(2);// premier point d’interpolation
// ...
node_type tn(2);//nème point d’interpolation
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ctx.add(t1);// association du premier point au context
// ...
ctx.add(tn);// association du nème point au context
Le même principe a été transposé à l’espace d’approximation RB. La classe Reduced-
BasisSpace contient deux sous-classes , ContextRB et ContextRBSet. La première
dérive de PolynomialSet :: Context et contient l’évaluation des fonctions de base
RB ⇠pri , pour i = 1, ..., N , en un seul point t 2 Th. Quant à ContextRBSet, elle contient
une référence vers FunctionSpace :: Context et permet de faire correspondre, à tout
point t 2 Th préalablement ajouté, l’objet ContextRB associé. ContextRBSet a pour
rôle de donner l’accès aux évaluations des fonctions de base RB, et ce pour un ensemble de
points associés à ce context. Le code 7.2, écrit à l’intérieur d’un modèle, illustre comment
associer des points d’interpolation au ContextRBSet de ReducedBasisSpace.
Listing 7.2 – Association des points d’interpolation à un ContextRBSet .
auto mesh=unitHypercube <2>();//Th
// espace d’approximation RB
auto RbSpace = RbSpacePch(this ->shared_from_this ());
// contextRBSet de ReducedBasisSpace
auto rb_ctx = RbSpace ->context ();
node_type xt(2);// premier point d’interpolation
// ...
node_type tn(2);//nème point d’interpolation
ctx.add(t1);// association du premier point au context
// ...
ctx.add(tn);// association du nème point au context
Sur la figure 7.3 sont représentés les différents liens entre les sous-classes que nous
venons d’évoquer.
FunctionSpace::Context PolynomialSet::Context
ReducedBasisSpace::ContextRBSetReducedBasisSpace::ContextRB
! : Héritage⇧- : Association
Figure 7.3 – Diagramme UML des sous-classes ContextRB et ContextRBSet du
framework-RBM et leurs liens avec Feel++.
Notion d’élément
Pour tout µ 2 D, l’élément uN (µ) de l’espace d’approximation FE, XN , est représenté
par un vecteur contenant les coefficients uiN (µ), pour i = 1, ...,N , voir (7.3). La même
définition peut être appliquée à un élément de l’espace d’approximation RB. Pour tout µ 2
D, l’élément uN(µ) 2 WNpr est représenté par un vecteur contenant les coefficients uiN(µ),
pour i = 1, ..., N , voir (7.4). La classe ReducedBasisSpace offre la possibilité d’effectuer
des opérations arithmétiques sur les éléments d’un même espace d’approximation RB,
comme illustré par le code 7.3.
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Listing 7.3 – Opérations arithmétiques sur les éléments d’un même espace d’approximation
RB.
//Le domaine d’etude est le carre unite
auto mesh=unitHypercube <2>();//Th
auto Xh = Pch <1>( mesh );// Espace d’approximation FE ( P1 )
// Espace d’approximation RB
auto RbSpace = RbSpacePch( this ->shared_from_this () );
// Construction manuelle des elements de la base reduite
//en projetant les fonctions x et y sur Xh
auto basis_x = vf:: project( Xh , elements(mesh), Px() );
auto basis_y = vf:: project( Xh , elements(mesh), Py() );
//Ajout des fonctions de base
RbSpace ->addPrimalBasisElement( basis_x );
RbSpace ->addPrimalBasisElement( basis_y );
int N=RbSpace ->size ();// dimension de la base reduite
// Declaration de 3 elements de l’espace d’approximation RB
auto ucrb = RbSpace ->element ();
auto ucrb2 = RbSpace ->element ();
auto ucrb3 = RbSpace ->element ();
// Initialisation :
// ucrb = (1, 10), ucrb2=(2, 20) et ucrb3=(2, 25)
ucrb.setCoefficient (0, 1); ucrb.setCoefficient (1, 10);
ucrb2.setCoefficient (0, 2); ucrb2.setCoefficient (1, 20);
ucrb3.setCoefficient (0, 2); ucrb3.setCoefficient (1, 25);
// Operations arithmetiques
ucrb+=ucrb2;// maintenant , ucrb=(3, 30)
ucrb -=ucrb3;// maintenant , ucrb=(1, 5)
Penchons-nous maintenant sur l’évaluation d’une expression. Dans Feel++, la no-
tion d’expression fait référence à la représentation informatique d’une expression mathé-
matique. Pour évaluer une expression qui dépend d’une inconnue FE ou RB, on doit
appliquer à cette inconnue un ou plusieurs opérateurs tels que l’identité – identity (id) –
ou le gradient – gradient (grad)–. Les éléments de l’espace d’approximation RB possèdent
une implémentation de ces opérateurs. Le code 7.4 illustre l’utilisation de l’opérateur
identité sur un élément de WNpr . Nous considérons le carré unité comme domaine d’étude
Ω. Avec le code 7.3, nous avons construit l’espace WNpr = span{⇠pr1 , ⇠pr2 } avec ⇠pr1 = x et
⇠pr2 = y. Après les opérations arithmétiques, l’élément ucrb 2 WNpr est la projection de la
fonction x+ 5y sur XN . Dans 7.4 nous souhaitons évaluer la quantité i_ucrb définie par
i_ucrb =
Z
Ω
ucrb. (7.9)
De manière analytique nous savons que i_ucrb = 3, nous pouvons donc vérifier que le
code retourne un résultat exact grâce à l’uitlisation de FEELPP_ASSERT.
Listing 7.4 – Utilisation de l’opérateur identité sur un élément de l’espace WNpr pour
calculer la quantité définie en (7.9) et la vérifier.
// Projection de la valeur de ucrb sur l’espace Xh
//en utilisant l’operateur identite (idv).
auto ucrb_proj = project( _space=Xh ,
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_range=elements(mesh),
_expr=idv(ucrb) );
//i_ucrb =
R
Ω ucrb
double i_ucrb = integrate( _range=elements( mesh ),
_expr=idv( ucrb_proj )
). evaluate ()( 0,0 );
// Calcul de l’erreur
double error_ucrb=math::abs(i_ucrb - 3);
// Verification
FEELPP_ASSERT( error_ucrb < 1e-14 )( error_ucrb )
.error( "i_ucrb n’a pas la bonne valeur");
Notons qu’à partir d’un élément de WNpr (RB), il est également possible d’avoir son équi-
valent sur l’espace XN (FE) via la fonction expansion. Cette fonction permet d’appliquer
la formule (7.4). Comme les fonctions de base RB sont des éléments de l’espace d’approxi-
mation FE, nous pouvons obtenir un élément de l’espace XN à partir d’un élément de
l’espace WNpr . Le code 7.5 montre comment faire les mêmes calculs que précédemment,
mais cette fois-ci avec un élément de XN .
Listing 7.5 – Utilisation de l’opérateur identité sur un élément de l’espaceXN pour calculer
la quantité définie en (7.9) et la vérifier.
auto ufem = u1.expansion ();//ufem 2 XN alors que u1 2WNpr
double i_ufem = integrate( _range=elements( mesh ),
_expr=idv( ufem )
). evaluate ()( 0,0 );
// Calcul de l’erreur
double error_ufem=math::abs(i_ufem -3);
// Verification
FEELPP_ASSERT( error_ufem < 1e-14 )( error_ufem )
.error( "i_ufem n’a pas la bonne valeur");
1.3 Mise en oeuvre d’une partie en-ligne efficace pour la méthode
EIM
Cette partie est consacrée à la méthode EIM, plus particulièrement aux ingrédients
nécessaires pour avoir une étape en-ligne efficace. Dans un premier temps, nous verrons
comment utiliser la notion de Context pour évaluer rapidement un élément d’un espace
d’approximation FE ou RB. Puis nous aborderons un aspect lié à la méta-programmation.
Evaluation efficace d’une expression en un ensemble de points
Nous nous concentrons ici sur les expressions qui dépendent de l’inconnue. En effet,
considérons l’expression Expr
⇣
µ; t; uN
(
µ; t
)⌘
qui dépend d’un vecteur de paramètres
µ 2 D, d’un point du maillage t 2 Th et d’un élément de l’espace d’approximation
FE, uN (µ) 2 XN . Lorsque nous voulons appliquer la méthodologie EIM décrite dans le
chapitre 3 pour avoir une approximation de l’expression Expr, nous devons alors résoudre –
durant l’étape en-ligne – le système présenté en (3.14) afin de déterminer les coefficients β.
Pour cela il faut évaluer l’expression Expr aux points d’interpolation ti, pour i = 1, ...,Mt,
où Mt est en entier strictement positif. Cela implique de pouvoir évaluer, rapidement,
l’inconnue uN (µ) en ces points. Pour cela, il a été implémenté au cours de cette thèse une
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fonction, evaluateFromContext, qui permet d’évaluer une expression – qui peut dépendre
de l’inconnue du problème traité – en un certain nombre de points en s’appuyant sur la
notion de Context. Tout d’abord, les points d’interpolation sont ajoutés au Context
de FunctionSpace (voir le code 7.1). Puis, pour chacun d’eux, nous mettons à jour
l’expression en appliquant les opérateurs appropriés sur l’inconnue (identité, gradient,
...), tout en nous servant des pré-évaluations des fonctions de base FE – voir (7.8) –.
Listing 7.6 – Évaluation d’un élément de WNpr via Context associé FunctionSpace.
// Rappel : Xh est un espace de fonctions FE
//ufem est un element de Xh
auto ctxfem = Xh->context ();// Acces a FunctionSpace :: context
node_type x1(Dim);// premier point du maillage
// ...
node_type xn(Dim);//nème point d’interpolation
ctxfem.add(x1);// association du premier point d’interpolation
// ...
ctxfem.add(xn);// association du nème point au context
// Evaluation de ufem
auto evalid = evaluateFromContext(_context=ctxfem ,
_expr=idv(ufem) );
// Evaluation du gradient de ufem
auto evalgrad = evaluateFromContext(_context=ctxfem ,
_expr=gradv(ufem) );
Notons que dans le cas où l’expression que l’on souhaite évaluer dépend de uN(µ) 2
WNpr , et non plus de uN (µ) 2 XN , le procédé reste identique à condition d’utiliser
ContextRBSet de ReducedBasisSpace (voir le code 7.2) à la place du Context
de FunctionSpace.
Listing 7.7 – Évaluation d’un élément de WNpr via ContextRBSet associé à Redu-
cedBasisSpace.
// Rappel : RbSpace est un espace de fonctions RB
//ucrb est un element de RbSpace
//Acces a ReducedBasisSpace :: contextRBSet
auto ctxrb = RbSpace ->context ();
node_type x1(Dim);//// premier point d’interpolation
// ...
node_type xn(Dim);//nème point d’interpolation
ctxrb.add(x1);// association du premier point au context
// ...
ctxrb.add(xn);// association du nème point au context
// Evaluation de ucrb
auto evalid = evaluateFromContext(_context=ctxrb ,
_expr=idv(ucrb) );
// Evaluation du gradient de ucrb
auto evalgrad = evaluateFromContext(_context=ctxrb ,
_expr=gradv(ucrb) );
Comme nous avons vu dans la section 1.2 de ce chapitre, pour évaluer un élément d’un
espace de fonctions nous utilisons l’opérateur identité. L’implémentation de cet opérateur
diffère suivant le type de Context utilisé. Lorsque nous voulons évaluer un élément
de l’espace XN via la fonction evaluateFromContext, et que nous utilisons un Context
de type FunctionSpace::Context, alors pour chaque point d’interpolation ti, pour
i = 1, ...,Mt, la formule (7.8) est utilisée pour implémenter l’opérateur identité.
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Maintenant, considérons que nous voulons évaluer, pour tout µ 2 D, l’élément uN(µ, ti)
2 WNpr pour i = 1, ...,Mt, en utilisant le Context de type ReducedBasisSpace::
ContextRBSet. Chaque fonction de base RB ⇠prj , pour j = 1, ..., N , est pré-évaluée du-
rant la partie hors-ligne aux points d’interpolation en utilisant la formule (7.8). Ensuite,
pendant la partie en-ligne, l’évaluation de cet élément peut s’écrire
uN(µ, ti) =
NX
j=1
u
j
N(µ) ⇠
pr
j
(
ti
)
, 1  i Mt. (7.10)
Pour i = 1, ...,Mt, l’évaluation de uN(µ, ti) telle que proposée dans (7.10) peut s’écrire
sous la forme d’un produit matrice-vecteur. En effet, en définissant la matrice Ξ 2 RMt⇥N
et le vecteur uN(µ) 2 RN par
Ξ =
0
B
@
⇠pr1
(
t1
)
. . . ⇠prN
(
t1
)
...
...
⇠pr1
(
tMt
)
. . . ⇠prN
(
tMt
)
,
1
C
A et uN(µ) =
0
B
@
u1N(µ)
...
uNN(µ)
1
C
A , (7.11)
alors le vecteur uN
(
µ, t1, ..., tMt
)
2 RMt , qui contient l’évaluation de uN(µ, ti) pour i =
1, ...,Mt, est défini par
uN
(
µ, t1, ..., tMt
)
= Ξ uN
(
µ
)
, 8µ 2 D. (7.12)
La complexité de l’évaluation présentée en (7.12) est en O
(
MtN
)
.
Utiliser un ContextRBSet pour évaluer un élément de WNpr est bien adapté pour un
petit nombre de points d’interpolation (de l’ordre de la centaine), mais peut devenir moins
adapté lorsqu’un grand nombre de points est considéré. En effet, pour chaque point associé
au Context, l’élément du maillage sur lequel se situe ce point est localisé afin d’obtenir la
transformation géométrique, les fonctions de base FE sont évaluées en ce point, ainsi que
d’autres quantités telles que le gradient ou la divergence de ces fonctions de base. Toutes
ces informations sont stockées dans un Context associé à PolynomialSet. Ensuite,
lorsque nous utilisons un ContextRB, une couche supplémentaire d’information est
stockée. Les fonctions de base RB ainsi que leurs gradients sont évalués en chaque point
d’interpolation. Par conséquent, il est également possible d’évaluer l’élément uN(µ, ti)
2 WNpr pour tout µ 2 D et pour i = 1, ...,M2t , où M2t >> Mt en utilisant la fonction
evaluateFromContext avec un Context associé à FunctionSpace comme illustré par le
code 7.8. Cela permet de ne pas stocker la couche supplémentaire d’information associée
aux fonctions de base RB.
Listing 7.8 – Évaluation d’un élément de WNpr via un Context associé à FunctionS-
pace.
// Rappel : Xh est un espace de fonctions FE
//ucrb est un element de RBSpace
//Acces a FunctionSpace :: context
auto ctxfem = Xh ->context ();
node_type x1(Dim);//// premier point
// ...
node_type xn(Dim);//nème point
ctxrb.add(x1);// association du premier point
// ...
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ctxrb.add(xn);// association du nème point
// Evaluation de ucrb
auto evalid = evaluateFromContext(_context=ctxfem ,
_expr=idv(ucrb) );
// Evaluation du gradient de ucrb
auto evalgrad = evaluateFromContext(_context=ctxfem ,
_expr=gradv(ucrb) );
Dans ce cas, en nous servant de (7.5), l’évaluation de uN(µ, ti) 2 WNpr , pour tout µ 2 D
et pour i = 1, ...,M2t , se déroule de la manière suivante :
uN(µ, ti) =
NX
k=1
X
j
ukN(µ) ↵j φj(ti), avec j = GglobK̂!K
(
|̂
)
, 1  |̂  Nldofs. (7.13)
Jusqu’ici nous avons illustré uniquement l’évaluation d’un élément d’un espace de
fonctions (FE ou RB), mais il est également possible d’évaluer le gradient ainsi que les
dérivées partielles suivant les variables d’espace comme montré par le code présenté en
dans le chapitre 13 (annexe).
Remarque 15. Comme nous venons de le voir, initialement la fonction
evaluateFromContext a été mise en place pour répondre à un besoin bien précis
dans le cadre du framework-RBM. Cependant son application dépasse maintenant
largement le cadre de la méthodologie base réduite. G.Dollé l’utilise dans sa thèse [44]
pour évaluer une expression en un certain nombre de points du maillage.
Méta-programmation
Maintenant que nous avons vu comment évaluer rapidement l’inconnue de l’EDP –
qu’elle soit un élément de l’espace d’approximation FE ou RB – aux points d’interpo-
lation à l’aide de la fonction evaluateFromContext, regardons comment mettre à profit
cette fonctionnalité afin de rendre efficace la partie en-ligne de la méthode EIM. La classe
EIM possède l’expression Expr
⇣
µ; t; uN
(
µ; t
)⌘
que nous souhaitons approcher. Durant
la phase hors-ligne nous n’avons accès qu’à la solution uN 2 XN , donc le fait que Expr
dépende d’un élément de l’espace d’approximation FE ne pose aucun problème. Cepen-
dant, lors de la phase en-ligne il faut se servir de la solution base réduite uN 2 WNpr
qui est, rappellons-le, une approximation de uN 2 XN . Dans le but de pouvoir évaluer
l’expression Expr aussi bien avec uN 2 XN qu’avec uN 2 WNpr , nous avons commencé
à travailler sur la mise en place de lambda-expressions. Nous souhaitons que le principe
d’une lambda-expression de Feel++ soit identique à celui proposée par le C++11 pour une
lambda-fonction, à savoir la distinction entre les variables liées et les variables libres. Les
variables libres sont capturées au moment de l’exécution du code, dans notre cas il s’agit
de l’inconnue de l’EDP qui être uN 2 XN ou uN 2 WNpr suivant que l’on se trouve dans
la phase hors-ligne ou en-ligne. À l’inverse, les variables liées sont les variables "standard"
dont le type est connu avant l’exécution du code, telles que le paramètre µ 2 D et les
points d’interpolations ti 2 Th, pour i = 1, ...,Mt. Cependant, les lambda-expressions de
Feel++ n’ont pas encore atteint ce niveau de maturité.
Listing 7.9 – Utilisation de lambda-expressions dans Feel++.
auto mesh = unitSquare (); // carre unite
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auto Xh = Pch <2>( mesh ); // espace de fonctions FE (P2)
//u contient la projection de la variable x sur l’espace Xh
auto u = project( _space=Xh, _range=elements(mesh), _expr=Px() );
// Definition de l’integrale I =
R
Ω _e1
//Ici le mot cle _e1 est une expression qui a vocation a etre
// substituee par la suite
auto I = integrate( elements(mesh), _expr=_e1 );
// Ix : evaluation de I lorsque _e1 = x2
double Ix = I( Px()*Px() ). evaluate ();
// Iu : evaluation de I lorsque _e1 = u2
double Iu = I( idv(u)*idv(u) ). evaluate ();
// Verification
FEELPP_ASSERT( math::abs(Ix -1./3.) < 1e-14 )( Ix )
.error( "Ix n’a pas la bonne valeur");
FEELPP_ASSERT( math::abs(Iu -1./3.) < 1e-14 )( Iu )
.error( "Ix n’a pas la bonne valeur");
//Il est egalement possible de complexifier la lambda -expression
//grace aux mots cles _e2 et _e3.
// Projection sur Xh de la constante 5
u = project(_space=Xh,_range=elements(mesh),_expr=cst (.5) );
// Projection sur Xh de l’expression x+1
auto w = project(_space=Xh ,_range=elements(mesh),_expr=Px()+1 );
// Projection sur Xh de l’expression x+y
auto v = project(_space=Xh ,_range=elements(mesh),_expr=Px()+Py() );
// Definition de la lambda -expression
auto I3 = integrate( elements(mesh), _expr=_e1*_e2*_e3);
// Evaluation de
R
Ω(2u)(rv · rv)( w2(x+1))
double eval = I3( cst (2.)* idv(u), gradv(v)*trans(gradv(v)),
idv(w)/(cst (2.0)*( Px ()+1)) ). evaluate ();
Dans le code 7.9, qui illustre l’utilisation de lambda-expressions dans le calcul d’inté-
grales, nous constatons que _e1 est une expression générique qui peut être substituée aussi
bien par une expression qui dépend d’un élément de l’espace de fonctions XN que par une
expression moins complexe qui ne fait intervenir que la variable "x". Notons que pour éva-
luer Iu nous avons appelé l’intégrale I en lui indiquant de substituer _e1 par l’opérateur
identité appliqué à un élément de XN . Il est donc nécessaire de connaître les opérateurs
qui sont à appliquer au moment où on manipule la lambda-expression. Autrement dit il
n’est pas possible, à ce niveau du développement, d’écrire
auto I = integrate( elements(mesh), _expr=idv(_e1)*idv(_e1) );
// ... mise a jour de u (element de Xh) ...
auto Iu = I ( u ). evaluate;
Alors que lorsque nous manipulons une expression, nous pouvons le faire en la considérant
comme une boîte noire. En effet il est possible d’écrire
auto u=Xh->element ();
u = project( _space=Xh, _range=elements(mesh), _expr=Px() );
// Supposons qu’il existe une expression Expr definie par idv(u)
auto I = integrate( elements(mesh), _expr=Expr );
double Iu = I.evaluate;
//mise a jour de u
u = project( _space=Xh, _range=elements(mesh), _expr=Py() );
Iu = I.evaluate; //Iu est mis a jour
Puisque nous sommes obligés, à l’heure actuelle, de connaître les opérateurs impliqués
pour manipuler une lambda-expression, il n’est pas encore envisageable de remplacer, dans
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la classe EIM, l’expression (dont on veut une approximation) par une lambda-expression.
Remarque 16. Actuellement la classe EIM n’utilise pas de lambda-expressions. Cela
veut dire que si l’expression que nous voulons approcher dépend de la solution de l’EDP,
alors l’approximation élément fini uN 2 XN sera utilisée. Il n’est pas possible d’utiliser
l’approximation base réduite uN 2 WNpr . Par conséquent durant la phase en-ligne, lorsque
nous avons accès à uN 2 WNpr , nous faisons appel à la fonction expansion présente dans le
code 7.5 afin d’obtenir un élément de l’espace d’approximation FE : XN . Dans la pratique,
la phase en-ligne de la méthode EIM dépend donc de la dimension élément fini N .
1.4 Gestion de la mémoire
Penchons-nous maintenant sur un problème de mémoire que nous pouvons rencontrer.
Afin d’illustrer la problématique de la gestion de la mémoire, nous allons nous intéresser
à la résolution du problème elliptique suivant : chercher uN (µ) 2 XN tel que
a
⇣
uN (µ), v;µ
⌘
= f
⇣
v;µ
⌘
, 8v 2 XN , 8µ 2 D, (7.14)
où a
(
., .;µ
)
: XN ⇥XN ⇥D ! R et f
(
.;µ
)
: XN ⇥D ! R. Comme nous l’avons vu dans
le chapitre 2, afin d’être efficace, la méthode des bases réduites repose sur l’hypothèse
suivante : les formes linéaire et bilinéaire a et f admettent une décomposition affine en µ
– voir (2.9) –. Cette décomposition peut être à l’origine d’une partie non négligeable de
la place mémoire occupée par le code. Afin de minimiser l’impact sur la mémoire de ces
nouveaux termes, il a été développé des classes adaptées que nous présentons ici.
Traitement des formes bilinéaires
Rappelons qu’écrire la décomposition affine de a revient à dire qu’il existe un entier
positif Qa tel que a peut se décomposer de la manière suivante :
a
(
u, v;µ
)
=
QaX
q=1
✓qa
(
µ
)
aq
(
u, v
)
, (7.15)
avec ✓qa : D ! R pour 1  q  Qa.
La décomposition affine fait apparaître Qa formes bilinéaires définies sur XN⇥XN⇥D.
De plus, il est important de noter que lorsque a ne peut pas se décomposer suivant (7.15),
alors nous approchons cette décomposition affine à l’aide de la méthode EIM, ce qui fait
augmenter le nombre de formes bilinéaires utilisées.
Au niveau algébrique, la classe OperatorLinear est dédiée à la manipulation des
formes bilinéaires. Chaque forme bilinéaire est représentée sous forme d’une matrice.
Lorsque nous considérons un espace d’approximation FE de grande dimension alors l’es-
pace mémoire occupé par le stockage des Qa matrices peut devenir problématique. Dans
Feel++ il est possible d’assembler la matrice associée à une forme bilinéaire à partir de
l’expression de cette dernière. Le code 7.10 illustre comment assembler la matrice associée
à une forme bilinéaire.
Listing 7.10 – Assemblage de la matrice associée à la forme bilinéaire a(u, v) =
R
Ω
ru ·rv.
//Xh : espace de fonctions FE, Xh
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auto u=Xh->element(), v=Xh->element ();
//A : matrice contenant la representation algebrique de a(u,v)
auto A = backend()->newMatrix( Xh, Xh );
// Assemblage de A
form2( _test=Xh, _trial=Xh, _matrix=A ) =
integrate( _range=elements( mesh ),
_expr=gradt( u )*trans( grad( v ) ) )
Pour pallier au problème de mémoire dû au stockage des matrices provenant de la décom-
position affine, deux classes ont été ajoutées dans Feel++ : OperatorLinearFree
et OperatorLinearComposite. La première permet de stocker l’expression associée
à la forme bilinéaire, par conséquent nous n’avons plus besoin d’assembler une matrice.
La seconde offre la possibilité d’effectuer les opérations arithmétiques nécessaires dans
le cadre de la méthodologie base réduite, comme par exemple la construction du second
membre de (7.15) qui demande de sommer plusieurs matrices ayant au préalable été mul-
tipliées par un scalaire. Pour faire cela, OperatorLinearComposite fait correspondre
un objet de type OperatorLinear – les aq, pour q = 1, ..., Qa – à l’indice q associé.
Le diagramme représenté sur la figure 7.4 illustre comment les classes OperatorLi-
nearFree et OperatorLinearComposite s’intègrent dans Feel++.
Operator
OperatorLinear
OperatorLinearFreeOperatorLinearComposite
⇧- : Association
! : Héritage
Figure 7.4 – Hiérarchie des classes traitant les opérateurs bilinéaires dans Feel++.
Il est à noter que ces classes peuvent également servir dans le cas où la méthode EIM est
utilisée pour retrouver une décomposition affine – voir par exemple (3.27) –. Dans ce cas,
OperatorLinearComposite fait correspondre un objet de type OperatorLinear à
une paire d’indices.
Traitement des formes linéaires
Intéressons-nous maintenant au traitement des formes linéaires. La décomposition af-
fine de f fait qu’il existe un entier positif Qf tel que l’on puisse avoir :
f
(
v;µ
)
=
QfX
q=1
✓qf
(
µ
)
f q
(
v
)
, (7.16)
avec ✓qf : D ! R pour 1  q  Qf .
La décomposition affine fait apparaître Qa formes bilinéaires définies sur XN⇥XN⇥D.
De plus il est important de noter que lorsque a ne peut pas se décomposer suivant (7.15),
alors nous approchons cette décomposition affine à l’aide de la méthode EIM, ce qui fait
augmenter le nombre de formes bilinéaires utilisées.
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Au niveau algébrique, la classe FsFunctionalLinear est dédiée à la manipulation
des formes linéaires. Chaque forme linéaire est représentée sous forme d’un vecteur. Dans
Feel++ il est possible de construire le vecteur associé à une forme linéaire à partir de
l’expression de cette dernière. Le code 7.11 illustre comment assembler le vecteur associé
à une forme linéaire.
Listing 7.11 – Construction du vecteur associé à la forme linéaire f(v) =
R
Ω
v.
//Xh : espace de fonctions FE, Xh
auto v=Xh->element ();
//F : vecteur contenant la representation algebrique de f(v)
auto F = backend()->newVector( Xh );
// Assemblage de F
form1( _test=Xh, _vector=F ) =
integrate( _range=elements( mesh ),
_expr=id( v ) );
De manière similaire au traitement des formes bilinéaires, deux classes ont été ajoutées
dans Feel++ : FsFunctionalLinearFree et FsFunctionalLinearComposite.
La première permet de stocker l’expression associée à la forme linéaire. La seconde offre
la possibilité d’effectuer les opérations arithmétiques nécessaires dans le cadre de la mé-
thodologie base réduite, comme par exemple la construction du second membre de (7.16).
Pour faire cela, FsFunctionalLinearComposite fait correspondre un objet de type
FsFunctionalLinear – les f q, pour q = 1, ..., Qf – à l’indice q associé.
Le diagramme représenté sur la figure 7.5 illustre comment les classes FsFunctio-
nalLinearFree et FsFunctionalLinearComposite s’intègrent dans Feel++.
FsFunctional
FsFunctionalLinear
FsFunctionalLinearFreeFsFunctionalLinearComposite
⇧- : Association
! : Héritage
Figure 7.5 – Hiérarchie des classes traitant les opérateurs linéaires dans Feel++.
Là encore, il est à noter que ces classes peuvent également servir dans le cas où la
méthode EIM est utilisée pour retrouver une décomposition affine – voir par exemple
(3.27) –. Dans ce cas, FsFunctionalLinearComposite fait correspondre un objet de
type FsFunctionalLinear à une paire d’indices.
Application au problème des blocs thermiques
Nous commençons par introduire l’utilisation, d’un point de vue utilisateur, des opéra-
teurs "libres" que nous venons de présenter. Considérons le problème des blocs thermiques
introduit dans le chapitre 2, section 5. La décomposition affine des formes bilinéaire et
linéaire est donnée par (2.185) et (2.186).
Listing 7.12 – Utilisation des opérateurs "libres" pour la décomposition affine de a et f
(problème des blocs thermiques).
// u et v sont des elements de Xh, l’espace de fonctions FE
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// Xh est de type space_type
// definition des types utilises
// Creation d’un vecteur d’operateurs
std::vector <operator_ptrtype > Aq_free; // bilineaires
std::vector <functional_ptrtype > Fq_free; // lineaires
// Nous supposons que ces vecteurs sont dimensionne correctement
// Expression associee a la premiere forme bilineaire
auto expr_a0 = integrate(_range=markedelements(mesh ,"domain -1"),
_expr=gradt( u )*trans( grad( v ) ) );
// Instanciation d’un objet de type OperatorLinearFree
auto operatorfree0=opLinearFree( _domainSpace=Xh,
_imageSpace=Xh ,
_expr=expr_a0 );
Aq_free [0]= operatorfree0; // Remplissage de Aq_free
// ... procede identitque pour les autres formes bilineaires ...
// Instanciation d’un objet type operateur composite
auto CompositeA=opLinearComposite(_domainSpace=Xh,_imageSpace=Xh);
CompositeA ->addList( Aq_free ); //Ajout des operateurs "libres"
// Expression associee a la forme lineaire
auto expr_f =
integrate(_range=markedfaces(mesh ,"south_domain -1"),_expr=id(v) )
+integrate(_range=markedfaces(mesh ,"south_domain -2"),_expr=id(v) )
+integrate(_range=markedfaces(mesh ,"south_domain -3"),_expr=id(v) );
// Instanciation d’un objet de type FsFunctionalLinearFree
auto functionalfree = functionalLinearFree(_space=Xh,_expr=expr_f );
Fq_free [0]= functionalfree; // Remplissage de Fq_free
// Instanciation et remplissage de la fonctionnelle composite
auto CompositeF=functionalLinearComposite( _space=Xh );
CompositeF ->addList( Fq_free );
Ensuite, les objets CompositeA et CompositeF sont récupérés dans le framework-RBM, puis
il est possible d’assembler les seconds membres de (7.15) et (7.16) de la manière suivante
Listing 7.13 – Manipulation de CompositeA et CompositeF dans le framework-RBM.
std::vector <double > coeff_A;
std::vector <double > coeff_F;
//Nous supposons que pour un µ donne les coefficients ✓
q
a
(
µ
)
//pour q = 1, ..., Qa sont contenus dans le vecteur "coeff_A",
//les coefficients ✓
q
f
(
µ
)
sont dans coeff_F.
compositeA ->setScalars( coeff_A );
auto A = backend()->newMatrix( Xh, Xh );
//A va contenir le second membre de (7.15)
CompositeA ->sumAllMatrices( A );
CompositeF ->setScalars( coeff_F );
auto F = backend()->newVector( Xh );
//F va contenir le second membre de (7.16)
CompositeF ->sumAllVectors( F );
Revenons à présent sur le problème des blocs thermiques afin d’étudier l’impact de
l’utilisation de ces opérateurs "libres" sur la mémoire consommée par le code. Pour cela
nous faisons appel à une fonctionnalité de Petsc qui permet de mesurer la mémoire
résidente du code : PetscMemoryGetCurrentUsage. Nous considérons ici une discrétisation
FE P1 avec 291 700 dofs degrés de liberté sur un seul processeur. La décomposition affine
de a fait intervenir 10 termes. Lorsque nous stockons uniquement les expressions associées
aux formes bilinéaires, nous gagnons alors 10.25% de mémoire par rapport au même code
ayant stocké les 10 matrices. En revanche, comme nous devons assembler les matrices
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associées aux formes bilinéaires à chaque fois que nous avons besoin de les manipuler,
nous perdons en performance lors de l’éxécution. Un facteur 5 a été mesuré entre les deux
versions du code. Si nous avons suffisamment de mémoire, le stockage des matrices est
donc à préférer pour bénéficier au maximum des performances du code.
2 Interface utilisateur
Nous présentons ici comment l’utilisateur peut créer un modèle, sur lequel il souhaite
appliquer la méthodologie des bases réduites, avec le framework-RBM. Ensuite nous illus-
trons comment l’utilisateur peut se servir de la méthode EIM pour fournir les différents
termes de la décomposition affine.
2.1 Création de modèles
On se propose ici de détailler l’interface que doit respecter un modèle pour bénéficier
du framework-RBM. Nous en profitons également pour montrer que lorsque c’est possible,
le framework-RBM déduit certaines données afin d’alléger cette interface utilisateur.
Afin d’illustrer nos propos, nous présentons comment mettre en place le modèle des
blocs thermiques introduit dans le chapitre 2, section 5.
Tout modèle possède une fonction d’initialisation initModel. Commençons par définir
les espaces d’approximation FE et RB. Tout d’abord il faut définir une géométrie qu’un
maillage associé. Pour cela on se base sur l’outil GMSH. Nous pouvons fournir le maillage de
notre géométrie en passant par la fonction loadGMSHMesh. Dans un deuxième temps définir
l’espace de fonctions élément fini XN . Enfin la fonction setFunctionSpaces (implémentée
dans ModelCrbBase) permet de lier l’espace XN à la classe mère ModelCrbBase et
en même temps d’instancier un objet de type ReducedBasisSpace.
//le maillage que l’on souhaite charcher se trouve dans
//le fichier mon_maillage.msh
auto mesh = loadGMSHMesh( _mesh=new mesh_type ,
_filename="mon_maillage.msh");
// Creation de l’espace de fonctions FE
auto Xh = functionspace_type ::New( mesh ); // XN
this ->setFunctionSpaces( Xh );
Cependant il existe une autre façon de faire. À partir de la description de la géométrie, il
est également possible de définir l’espace de fonctions FE en écrivant une seule ligne.
// Creation du maillage (de dimension 2) a partir de
//la description de la geometrie
// Creation de l’espace de fonctions XN et instanciation
//d’un objet de type ReducedBasisSpace
this ->setFunctionSpaces( Pch <1> (
loadMesh( _mesh=new Mesh <Simplex <2> > )
) );
La fonction loadMesh va créer le maillage associé à la géométrie (s’il n’existe pas déjà) puis
le charger. Cela suppose que le nom du fichier contenant la description de la géométrie
soit indiqué dans le fichier CMakeLists.txt.
Maintenant que l’espace d’approximation FE est défini, nous pouvons déclarer les
éléments u 2 XN et v 2 XN qui seront utiles pour définir les formes bilinéaires et
linéaires.
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auto u = Xh->element (); auto v = Xh->element ();
Il nous faut également définir les extremums de l’espace des paramètres. Pour le modèle
des blocs thermiques nous avons D ⇢ RP avec P = 8.
auto mu_min = Dmu ->element (); auto mu_max = Dmu ->element ();
mu_min << 0.1 , 0.1 , 0.1 , 0.1 , 0.1 , 0.1 , 0.1 , 0.1 ;
mu_max << 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 ;
Dmu ->setMin( mu_min ); Dmu ->setMax( mu_max );
L’objet Dmu que nous manipulons représente l’espace des paramètres D et est défini dans la
classe ModelCrbBase comme étant un pointeur sur un objet de type parameterspace_type
provenant de la classe ParameterSpace.
Pour utiliser le framework-RBM, l’utilisateur doit fournir le produit scalaire à utiliser
pour les différentes projections qui interviennent dans la méthodologie base réduite. Ici
nous utilisons le produit scalaire associé à la norme d’énergie pour un vecteur de pa-
ramètres de référence µref 2 D. La fonction addEnergyMatrix est utilisée pour que le
framework-RBM puisse avoir accès à un pointeur sur la matrice M.
double muref =0.1; µref
//M=Matrice associee au produit scalaire defini par l’utilisateur
auto M = backend()->newMatrix( Xh , Xh );
form2( Xh, Xh, M ) =
integrate( _range=markedelements( mesh , "domain -1" ),
_expr=gradt( u )*trans( grad( v ) ) );
form2( Xh, Xh, M ) +=
integrate( _range=markedelements( mesh , "domain -2" ),
_expr=gradt( u )*trans( grad( v ) ) *muref );
// ...
//Une fois que la matrice M a fini d’etre assemblee :
this ->addEnergyMatrix( M );
À présent il nous faut définir les termes qui composent la décomposition affine en
paramètres de notre problème. Pour cela nous pouvons utiliser deux approches : fournir
séparément les représentations algébriques des formes (bi-)linéaires et les évaluations des
fonctions dépendant de µ 2 D ; ou bien associer ces deux informations. Considérons le
premier cas. Pour fournir les représentations algébriques des formes (bi-)linéaires il nous
faut implémenter computeAffineDecomposition qui renvoie un vecteur de matrices et un
vecteur de vecteur de vecteur. En effet nous avons fait le choix d’associer les formes
linéaires des sorties du modèle avec celles provenant de la décomposition affine du second
membre de l’EDP.
affine_decomposition_light_type computeAffineDecompositionLight ()
{
return boost:: make_tuple( Aq, Fq );
}
Ici Aq et Fq sont des vecteurs, respectivement, de matrices et de vecteurs de vecteurs.
Aq[q] contient la matrice associée à la qème forme bilinéaire de la décomposition affine
de a. Fq[out][q] contient le vecteur associé à la forme qème forme linéaire de la décom-
position affine de la sortie indicée par out. La sortie indicée par out = 0 est toujours
la sortie "souple" du modèle, par conséquent Fq[0] contient l’ensemble des termes de la
décomposition affine de f . Aq et Fq sont alors définis à l’aide des mots clés form2 et form1
– voir les codes 7.10 et 7.11 –.
Notons que nous n’avons pas implémenté la fonction computeAffineDecomposition()
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mais computeAffineDecompositionLight(). Cela vient du fait que le framework-
RBM traite tous les modèles de la même manière. Il considère que tous les modèles
ont besoin de faire appel à la méthode EIM, et par conséquent il s’attend à récupérer non
pas un vecteur de matrices, mais un vecteur de vecteur de matrices. L’utilisation de la
version "allégée" de computeAffineDecomposition() permet à l’utilisateur de ne pas décla-
rer des termes inutiles. C’est le framework-RBM qui va transformer automatiquement les
vecteurs en vecteurs de vecteurs afin de pouvoir appliquer la méthodologie base réduite.
Ensuite, les évaluations des fonctions dépendant de µ 2 D sont données par la fonction
computeBetaQ qui retourne des objets de type beta_vector_light_type, des vecteurs de
coefficients. Il s’agit de la version "allégée" de beta_vector_type.
boost::tuple <
beta_vector_light_type , std::vector <beta_vector_light_type >
>
computeBetaQ( parameter_type const& mu )
{
//Nous supposons que betaAq et betaFq sont deja dimensionnes
// Coefficient associe a la premiere forme bilineaire
betaAq [0] = 1;
for ( int i=1; i<9; i++ )
{
// Coefficient associe a la (i+ 1)ème forme bilineaire
betaAq[i] = mu( i-1 );
}
// Coefficient associe a la 10ème forme bilineaire
betaAq [9]=1;
// Coefficient associe a la premiere forme lineaire
betaFq [0][0] = 1; // sortie "souple"
return boost:: make_tuple( betaAq , betaFq );
}
Notons que dans le cas où la méthode EIM a besoin d’être utilisée alors ce sera la fonction
computeBetaQm qui sera implémentée.
Nous venons de voir comment fournir, de manière séparée, les représentations algé-
briques des formes (bi-)linéaires et les évaluations des fonctions dépendant de µ 2 D. Il
a été fait un effort pour simplifier cette interface et fournir des fonctions qui permettent
de donner ces informations de manière plus corrélée. La fonction addLhs fait correspondre
une forme bilinéaire (définie par son expression) et une fonction, fournie sous la forme
d’une chaîne de caractères, qui peut dépendre de µ. Afin d’évaluer, pour un µ 2 D donné,
la fonction qui dépend des paramètres nous utilisons la librairie GiNaC [18]. Le symbole
mui, pour i = 0, ..., P − 1 (rappelons que P est la dimension de l’espace des paramètres),
représente la ième composante du vecteur de paramètres µ. De la même manière la fonc-
tion addRhs fait correspondre une forme linéaire et une fonction qui peut dépendre de µ.
Ces fonctions sont implémentées dans la classe ModelCrbBase.
auto a0 = form2( _trial=Xh, _test=Xh);
a0 = integrate( _range=markedelements( mesh , "domain -1" ),
_expr=gradt( u )*trans( grad( v ) ) );
this ->addLhs( { a0 , "1" } );
auto a1 = form2( _trial=Xh, _test=Xh);
a1 = integrate( _range=markedelements( mesh , "domain -2" ),
_expr=gradt( u )*trans( grad( v ) ) );
this ->addLhs( { a1 , "mu0" } );
// ...
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auto f0 = form1( _test=Xh );
f0 = integrate( _range=markedfaces( mesh ,"south_domain -1" ),
_expr= id( v ) )
+ integrate( _range=markedfaces( mesh ,"south_domain -2" ),
_expr= id( v ) )
+ integrate( _range=markedfaces( mesh ,"south_domain -3" ),
_expr= id( v ) );
this ->addRhs( { f0, "1" } );
Pour les modèles qui ont une autre sortie en plus de la sortie "souple" (par défaut),
la fonction addOutput peut être utilisée et fonctionne sur le même principe que addRhs.
L’initialisation du modèle est maintenant terminée et le framework-RBM a toutes les
informations nécessaires pour appliquer la méthodologie base réduite. Cependant l’utili-
sateur doit fournir encore une ultime information : le calcul de la sortie du modèle. En effet
nous demandons à l’utilisateur de fournir le calcul de la sortie du modèle, sans se baser
sur la décomposition affine, afin de nous assurer de la bonne qualité de l’approximation
base réduite calculée par le framework-RBM
double output( int output_index , parameter_type const& mu ,
element_type& u)
{
if ( output_index ==0 )
{
output =
integrate( _range=markedfaces( mesh ,"south_domain -1" ),
_expr= idv( u ) ). evaluate ()(0 ,0)
+ integrate( _range=markedfaces( mesh ,"south_domain -2" ),
_expr= idv( u ) ). evaluate ()(0 ,0)
+ integrate( _range=markedfaces( mesh ,"south_domain -3" ),
_expr= idv( u ) ). evaluate ()(0 ,0);
}
else
throw std:: logic_error( Error with output_index : only 0 " );
return output;
}
Dans le chapitre 12 (annexe), il est présenté de manière détaillée comment peut être mis
en place le modèle correspondant au problème du bouclier thermique introduit dans le
chapitre 2, section 5.
2.2 Utilisation de la méthode EIM
Nous présentons ici un cas pratique d’utilisation de la classe EIM inspiré par le
problème électro-thermique non-linéaire décrit dans le chapitre 10. La formulation va-
riationnelle associée à ce problème peut s’exprimer de la manière suivante : chercher
u = (u, T ) 2XN = Xuh ⇥XTh tel que pour tout v 2XN et pour tout µ 2 D,
g(u,v;µ) = 0. (7.17)
où u et T sont respectivement le potentiel électrique et la température, XN est un espace
composite – produit de l’espace de fonctions Xuh et X
T
h auxquels appartiennent u et T –.
Dans ce modèle, le résidu g dépend du terme, non-affine en µ, σ(T ). Ce dernier est défini
par
σ(T ) =
µ0
1 + µ1(T − T0)
, (7.18)
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où T0 est une constante donnée. Par conséquent, g étant non-affine en µ, la décomposition
affine associée ne peut pas être obtenue sans avoir une approximation du terme σ(T ).
Nous utilisons la méthode EIM pour obtenir cette approximation. Concrètement, pour
cela, nous faisons appel à la classe EIM du framework-RBM en instanciant un objet eim
comme illustré par le code 7.14. Cet objet eim donne directement accès aux fonctions de
bases et coefficients de l’expansion EIM décrite en (3.5).
Listing 7.14 – Approximation EIM d’un terme non-affine en paralètres et dépendent de
la solution de l’EDP
//Nous supposons que l’espace des parametres D
// denote Dmu dans le code , est deja rempli
parameter_type mu; // µ 2 D
// Declaration d’un echantillonnage de D
auto Pset = Dmu ->sampling ();
// Taille de l’echantillonnage Pset
int eim_sampling_size = 1 000;
// Generation de Pset
Pset ->randomize(eim_sampling_size );
// Expression non -lineaire de σ(T )
auto sigma = ref( mu(0) )/( 1+ref( mu(1) )*( idv(T)-T0 ) );
// Instanciation d’un objet eim
auto eim_sigma = eim( _model=solve( g(u,v;µ) = 0 ),
_element=T,// inconnue dont nous avons besoin
//pour l’evaluation de σ(T )
_parameter=mu,// µ
_expr=sigma , // σ(T )
_space=XTh ,// Espace de fonctions , voir(7.17)
_name="eim_sigma",
_sampling=Pset );
// Maintenant nous avons acces aux coefficient de l’expansion EIM
std::vector <double > beta_sigma = eim_sigma ->beta( mu );
Dans le code 7.14, lors de la construction de l’objet eim nous utilisons l’abus de notation
_model = solve(g(u,v;µ) = 0) afin d’indiquer qu’il est nécessaire de résoudre le problème
(7.17). Dans la pratique il faut fournir en argument un fonctor qui possède un opérateur
– qui peut être appelé par la partie hors-ligne de la méthode EIM – afin de récupérer la
solution élément fini du problème pour un µ 2 D donné. Puisque les fonctions de base
de l’expansion EIM appartiennent à l’espace de fonctions donné par l’argument _space,
nous avons donné l’espace XTh .
Notons qu’il est également possible de construire l’expansion EIM d’une fonction qui ne
dépend pas de la solution du modèle. Considérons la fonction ⇣(µ;x) = sin (µ0 ⇡ x), où µ0
est un paramètre et x est un point situé sur le domaine sur lequel est défini le problème.
Dans ce cas nous n’avons pas besoin de calculer de solution élément fini pour pouvoir
approcher ⇣(µ; x) par la méthode EIM. Nous utilisons donc le mot clé eim_no_solve,
comme illustré par le code 7.15.
Listing 7.15 – Approximation EIM d’un terme non-affine en paramètres mais sans dépen-
dance sur la solution de l’EDP
//Nous reprenons les memes notations que dans le code 7.14
// Expansion EIM de sin
(
µ0 ⇡ x
)
auto eim_sin = eim( _model=eim_no_solve(FemModel) ),//le model
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// FemModel est donne en argument de eim_no_solve
_element=T,
_parameter=mu,// µ
_expr=sin( ref( mu(0) )*pi*Px() ),
_space=XFemModelh ,//Objet representant l’espace
//de fonctions utilise par le modele FemModel
_name="eim_sin",
_sampling=Pset );
Résumé
Dans la première partie de ce chapitre, le framework-RBM a été présenté, ce qui
a permis de voir à quel point il est intégré dans Feel++. Nous avons mis l’accent
sur la vision fonctionnelle qu’offre désormais le framework-RBM grâce à la classe Re-
ducedBasisSpace, ainsi que sur l’introduction des opérateurs "libres" et la fonction
evaluateFromContext – utilisée dans Feel++ au-delà du cadre du framework-RBM –.
Dans la deuxième partie nous avons présenté l’interface utilisateur qui a été développée
pour que l’utilisateur saisisse le moins d’informations et le plus simplement possible. En
lien avec cet objectif nous avons vu notamment une version plus intuitive de l’interface
pour donner les termes de la décomposition affine. L’utilisation de la classe EIM a égale-
ment été illustrée.
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Chapitre 8
Calcul haute performance
Avant les années 2000, la fréquence des processeurs augentait régulièrement. Ainsi,
lorsque nous achetions un nouvel ordinateur, notre code gagnait automatiquement en per-
formance, sans qu’aucune intervention de notre part n’intervienne. Cependant, ce procédé
a atteint ses limites, notamment en raison des difficultés liées à la dissipation thermique.
Suite à cette limite, les processeurs sont devenus multicoeurs, traitant ainsi plusieurs
instructions simultanément. Sur une architecture à mémoire distribuée, la norme MPI –
Message Passing Interface – est majoritairement utilisée pour assurer la communication
entre les processeurs. Au contraire, sur une architecture à mémoire partagée, la technolo-
gie Multithreading – MT – sera préférée. Nous sommes alors entrés dans l’ère du calcul
haute performance – High Performance Computing (HPC) –. Dans le but de profiter
pleinement des ressources de calculs d’une machine, de plus en plus de personnes font
de la programmation hybride en couplant ces deux approches. À cela peuvent s’ajouter
l’utilisation des cartes graphiques – Graphics Processing Unit (GPU) – et plus récém-
ment l’architecture MIC – Many Integrated Core –. Aujourd’hui, un code de calcul se doit
d’avoir une stratégie HPC pour s’attaquer à la résolution de problèmes industriels.
Le framework-RBM prend en charge les architectures parallèles, en s’appuyant no-
tamment sur les structures de données parallèles de Feel++. Dans ce chapitre, nous
commencerons par donner les grandes lignes de la stratégie HPC adoptée par Feel++,
puis nous présenterons les stratégies adoptées pour la parallélisation des méthodes CRBM
et EIM. Nous verrons comment adapter la fonction evaluateFromContext pour qu’elle
puisse être utilisée lorsque les points d’interpolation se trouvent répartis sur différents
processeurs. Enfin, nous illustrerons la scalabilité du framework-RBM.
1 Stratégie HPC de Feel++
Nous présentons brièvement ici les grandes lignes de la stratégie HPC adoptée par
Feel++. Une description détaillée se trouve dans la thèse de V.Chabannes [32].
Feel++ a pour objectif d’utiliser aussi bien les couches MPI que GPU comme illustré
par la figure 8.1. Le module HARTS – Hybrid Architecture Runtine System – de Feel++
assure la communication entre les couches CPU et GPU, ainsi que la réalisation de diffé-
rentes tâches sur GPU. Cependant, nous nous concentrons ici uniquement sur la couche
MPI.
Soit np, un entier strictement positif, représentant le nombre de processeurs utilisés.
Feel++ commence par créer np partitions du maillage associé au problème, à l’aide des
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Figure 8.1 – Stratégie de calcul haute performance dans Feel++.
partitionneurs fournis par GMSH que sont Chaco [62] et Metis [73]. Puis chaque partition est
envoyée sur un processeur. Autrement dit, un processeur ne peut accéder qu’à une sous-
partie du maillage. L’espace de fonctions FE, XN , étant défini sur l’ensemble du maillage,
pour chaque vecteur de paramètres µ 2 D, l’élément uN (µ) 2 XN est alors réparti
sur l’ensemble des processeurs. Aucun processeur ne peut avoir accès à la représentation
complète de uN (µ).
Il est donc nécessaire d’utiliser des structures algébriques adaptées, et de faire appel à
des solveurs parallèles, pour résoudre une EDP. Pour cela, il a été développé une interface
qui permet de profiter des outils adaptés pour le parallélisme fournis par PETSc. Il est
donc possible de construire des matrices et des vecteurs ayant une structure permettant
d’être répartis sur l’ensemble des processeurs, et d’utiliser ensuite des solveurs – linéaire
et non-linéaires – et préconditionneurs parallèles.
Il est important de noter que le parallélisme de Feel++, comme celui du framework-
RBM , est transparent pour l’utilisateur. Les communications entre processeurs sont ca-
chées dans la librairie.
2 La méthode CRBM
Nous présentons ici la stratégie de parallélisation des partie hors-ligne et en-ligne. Le
sujet de l’enrichissement des espaces d’approximation RB, ainsi que la visualisation de la
solution réduite sur le maillage, seront également évoqués.
2.1 Partie hors-ligne
Lorsque nous souhaitons faire tourner le code sur plusieurs processeurs, deux stratégies
s’offrent à nous pour adapter la partie hors-ligne de l’algorithme des bases réduties.
La première consiste à ne pas partitionner le maillage – et donc ne pas utiliser de
structures de données parallèles –. Le processeur p (avec 0  p  np) possède un vecteur
de paramètres µp 2 D, partagé avec aucun des autres processeurs, et résout l’EDP de
manière séquentielle. Ainsi, à chaque itération, np solutions FE sont calculées. Cependant,
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l’inconvénient de cette approche réside dans le fait qu’il ne sera pas possible de résoudre
de plus gros problèmes en utilisant plus de processeurs, puisque chaque résolution se fait
de manière séquentielle. Or, résoudre un problème possédant un grand nombre de mailles
entraîne une grande consommation de mémoire.
La seconde stratégie, que nous avons choisi de mettre en oeuvre pour le framework-
RBM , est calquée sur celle de Feel++. Le maillage est donc partitionné puis distribué
sur l’ensemble des processeurs par Feel++. Pour chaque vecteur de paramètres µ 2 D
sélectionné, l’EDP est résolue à l’aide des structures de données et solveurs parallèles.
Ainsi, à chaque itération, une seule solution FE est calculée, comme c’est le cas dans
l’algorithme séquentiel présenté dans le chapitre 2. L’avantage de cette stratégie est de
répartir la consommation mémoire, demandée par la résolution d’un gros problème, sur
l’ensemble des processeurs.
Il faut cependant veiller à ce que tous les processeurs possèdent le même vecteur de
paramètres µ, sinon la solution calculée n’a aucun sens. Pour cela, le framework-RBM a
adapté l’algorithme gloutons – ou POD/glouton – utilisé pour construire l’ensemble SN
(voir chapitre 2). Rappelons que pour un échantillon de paramètres Ξtrain donné, ce proces-
sus fait appel à la partie en-ligne pour ensuite sélectionner le jeu de paramètres µ 2 Ξtrain
maximisant l’estimation d’erreur associée. Afin de paralléliser ce processus, l’échantillon
Ξtrain est généré par un seul processeur (cela permet d’éviter la présence de doublons), qui
ensuite le découpe de manière équitable en np sous-échantillons, puis ces sous-échantillons
sont envoyés aux autres processeurs en utilisant une communication point à point. De
cette manière, chaque processeur peut sélectionner – localement – le meilleur candidat,
puis envoie ce candidat ainsi que l’estimation d’erreur lui étant associé au processeur
maître. Là encore des communications point à point. Enfin, maintenant que le processeur
maître a récupéré les meilleurs candidats des autres processeurs, il peut sélectionner le
meilleur candidat – global – en prenant le jeu de paramètres associé à la plus grande esti-
mation d’erreur. Une fois cette sélection achevée, le processeur maître distribue le vecteur
de paramètres sélectionné aux autres processeurs via une communication collective. Ainsi,
tous les processeurs possèdent le même jeu de paramètres µ 2 Ξtrain.
L’algorithme 7 présente la version parallèle de l’algorithme glouton dans le cas de pro-
blèmes elliptiques. Nous faisons l’hypothèse ici que le processeur maître est le processeur
1 et que la numérotation des processeurs commence à 1. Les commentaires sont précédés
de deux barres obliques comme en C++. Les phases de communication entre processeurs
apparaissent entre chevrons.
Notons que dans le cas où l’algorithme glouton n’est pas utilisé alors le vecteur de
paramètres µ 2 Ξtrain est sélectionné par un seul processeur, qui ensuite le distribue aux
autres à l’aide d’une communication collective.
2.2 Partie en-ligne
Lorsque la partie en-ligne est utilisée pour l’agorithme glouton – ou POD/glouton
–, chaque processeur possède son propre sous-échantillon de Ξtrain qu’il ne partage avec
aucun autre processeur.
Dans les autres cas d’utilisation, pour un µ 2 D donné, tous les processeurs résolvent
le même système réduit et possèdent tous la même solution réduite et la même estimation
d’erreur associée. Cela vient du fait que tous les processeurs possèdent une version de
chaque base de données évoquée dans la section 1.1 du chapitre 7. Celle associée à la classe
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Figure 8.2 – Lors de la phase de sélection du meilleur candidat µ 2 Ξtrain, le processeur
maître découpe l’échantillon Ξtrain puis envoie un sous-échantillon à chaque processeur.
De cette manière le framework-RBM utilise l’ensemble des processeurs à sa disposition.
Ici, l’espace des paramètres est de dimension deux et nous avons np = 2.
CRB contient les produits scalaires résultants de la projection des matrices et des vecteurs
sur les espaces réduits (primal et dual), ainsi que les résultats des produits scalaires utilisés
pour l’estimation d’erreur a posteriori. Ces quantités sont indépendantes des différentes
partitions du maillage. Par conséquent, tous les processeurs possèdent la même version de
la base de données associée à la classe CRB, et ont donc accès aux mêmes informations.
Dans le cas où nous ne souhaitons pas visualiser la solution réduite sur le maillage, il n’est
pas nécessaire de charger la base de données – associée à la classe ReducedBasisSpace
– contenant les fonctions de base RB. Autrement dit, si la construction de la base réduite
a nécessité l’utilisation de np processeurs, il est possible de lancer la partie en-ligne sur
un seul processeur, sans avoir besoin de charger le maillage.
2.3 Fonctions de base RB
Enrichissement
Les espaces d’approximation RB sont enrichis de manière incrémentale. A chaque ité-
ration, une solution FE est calculée puis orthonormalisée par rapport aux fonctions de
base RB déjà présentes. Le framework-RBM offre donc la possibilité, une fois la par-
tie hors-ligne achevée, d’ajouter de nouvelles fonctions de base RB afin d’améliorer la
précision de la solution réduite. Pour cela, il est nécessaire de charger la base de données
associée à ReducedBasisSpace, afin que chaque processeur puisse avoir accès à sa sous-
partie des fonctions de base RB – car, rappelons-le, les éléments de l’espace de fonctions
FE sont répartis sur l’ensemble des processeurs –. Par conséquent, il est impératif d’avoir
exactement le même partitionnement du maillage pour pouvoir charger les fonctions de
base RB, et ainsi relancer l’étape hors-ligne afin d’enrichir les espaces d’approximation.
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Algorithm 7 Algorithme glouton – version parallèle –
[SN ,WNpr ,WNdu ] = glouton(Nmax, ✏tol)
Processeur 1 construit l’échantillon Ξtrain ;
Processeur 1 découpe équitablement Ξtrain en np sous-échantillons Ξ1train, ...,Ξ
np
train ;
⌧ chaque processeur reçoit un sous-échantillon 9
// Nous supposons que le processeur i reçoit le sous-échantillon Ξitrain, 1  i  np
µ1 est choisi aléatoirement dans Ξ1train par processeur 1 ;
⌧ Processeur 1 envoie µ1 aux autres processeurs 9
✏ 1 ;
S1  µ1 ;
N  1 ;
W1pr  uN (µ1) ; W1du  ΨN (µ1) ;
while ✏ > ✏tol et N  Nmax do
// Chaque processeur sélectionne son meilleur candidat
µiN  arg max
µ2Ξitrain
∆s,iN−1(µ), 1  i  np ;
⌧ Chaque processeur envoie son meilleur candidat µiN ,
ainsi que l’estimation d’erreur ∆s,iN−1(µ
i
N) associée, au processeur 1 9
//Processeur 1 sélectionne le meilleur des meilleurs candidats
µN = arg max
µiN ,i2{1,...,np}
∆s,iN−1(µ
i
N)
⌧ Chaque processeur reçoit le vecteur de paramètres µN 9
✏ ∆sN−1(µN) ;
SN  SN−1 [ µN ;
N  N + 1 ;
WNpr  WN−1pr [ span{uN (µN)} ; WNdu  WN−1du [ span{ΨN (µN)} ;
//Rappelons que les solutions uN (µN) et ΨN (µN) sont distribuées
//sur l’ensemble des processeurs
end while
Visualisation
Le même problème apparaît lorsque nous voulons visualiser le champ solution RB.
Rappelons que la solution RB uN(µ) 2 WNpr s’exprime, pour tout µ 2 D,
uN(µ) =
NX
i=1
uiN(µ) ⇠
pr
i , (8.1)
où N est la dimension de WNpr , ⇠
pr
i pour i = 1, ..., N sont les fonctions de base RB et
uiN(µ), pour i = 1, ..., N , sont les coefficients de l’expansion RB. Les fonctions de base
RB sont indispensables pour visualiser uN(µ) sur le maillage. Par conséquent, une fois
encore, il est impératif d’avoir exactement le même partitionnement du maillage pour
pouvoir charger les fonctions de base RB.
3 La méthode EIM
Intéressons-nous maintenant à la méthode EIM. Nous présentons ce qui a été fait pour
que cette méthode puisse être utilisée sur une architecture parallèle.
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3.1 Partie hors-ligne
Durant la construction des fonctions de base, à chaque itération, la sélection du
meilleur candidat µ 2 Ξtrain nécessite le calcul du maximum d’une norme infinie d’une
quantité Q(µ,x) – voir (3.7) –. La quantité Q dépendant du maillage, pour un µ 2 Ξtrain
fixé, chaque processeur évalue alors le maximum local – défini sur la partition du maillage
qu’il a – de Q(µ,x). Ce maximum local est ensuite envoyé au processeur maître, via des
communications point à point, pour que ce dernier puisse calculer le maximum global –
défini sur l’ensemble du maillage et associé à µ –. Ce procédé est répété pour l’ensemble
des vecteurs de paramètres contenus dans l’échantillon Ξtrain. Enfin, le processeur maître
sélectionne le µ 2 Ξtrain pour lequel Q(µ,x) atteint son maximum, puis envoie ce vecteur
de paramètres aux autres processeurs en utilisant une communication collective.
L’algorithme 8 illustre comment est évaluée la norme infinie de la quantité Q dans un
calcul de type argmax, lorsque le maillage est réparti sur plusieurs processeurs. Notons
Ωi, 1  i  np, la ième partition du maillage Ω sur lequel évolue Q. Nous supposons
que le processeur i possède la partition Ωi. µi 2 Ξtrain est le ième vecteur de paramètres
appartenant à l’échantillon Ξtrain, avec 1  i  Card(Ξtrain).
Algorithm 8 Max = arg max
µ2Ξtrain
||Q(µ,x)||L1(Ω)
for i = 1 to Card(Ξtrain) do
//Le processeur j calcule le maximum de Q(µi, .) sur Ωj
max_local_j  max
x2Ωj
Q(µi,x) ;
⌧ Chaque processeur envoie le maximum local au processeur maître 9
//Le processeur maître calcule maxµi = ||Q(µi,x)||L1(Ω)
maxµi  max
j2{1,...,np}
max_local_j
end for
//Le processeur maître calcule Max = arg max
µ2Ξtrain
Q(µ,x)
Max max
i2{1,...,Card(Ξtrain)}
maxµi
⌧ Le processeur maître envoie Max aux autres processeurs 9
Remarque 17. Attention, la quantité Q dépendant à la fois du maillage et de l’espace des
paramètres, il est important que tous les processeurs possèdent le même µ. Sinon le calcul
du maximum de Q n’a plus de sens. Il ne faut donc surtout pas reproduire la stratégie
utilisée dans la méthode CRBM.
De même, lorsque la méthode CRBM est mise en oeuvre et qu’elle fait appel à la
méthode EIM pour approcher des termes de la décomposition affine (voir les sections 2.3
et 3.3 du chapitre 3), il devient impératif que tous les processeurs possèdent le même
vecteur de paramètres µ. En effet, l’erreur commise en remplaçant certains termes par
l’expansion EIM associée dépend à la fois de l’espace des paramètres et du maillage – voir
(3.85) –.
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3.2 Partie en-ligne
La base de données associée à la classe EIM contient la matrice d’interpolation –
commune à tous les processeurs –, ainsi que les fonctions de base – réparties sur l’ensemble
des processeurs –. Il est donc, là encore, indispensable d’avoir le maillage partitionné
de la même manière que lors de la partie hors-ligne. Dans le cas contraire, la base de
données ne peut être chargée, et les calculs effectués durant la partie hors-ligne sont
perdus. Contrairement à la méthode CRBM, si la construction de la base EIM a nécessité
l’utilisation de np processeurs, il n’est pas possible de lancer la partie en-ligne sur un seul
processeur. Cependant, comme indiqué dans la remarque 16, l’étape en-ligne dépend de
la dimension élément fini. Il faut donc toujours charger le maillage utilisé pour les calculs
hors-ligne.
4 La fonction evaluateFromContext
Rappelons que la fonction evaluateFromContext permet d’évaluer, rapidement, une
expression Expr aux points d’interpolation associés à un Context . Dans le cas où le
maillage est partitionné et réparti sur plusieurs processeurs, les points d’interpolation se
retrouvent eux aussi répartis sur l’ensemble des processeurs. Chaque processeur possède
donc zéro, un, ou plusieurs points d’interpolation.
Chaque processeur parcourt les points d’interpolation qu’il a, évalue l’expression Expr
en ces points, puis envoie le résultat au processeur maître en utilisant une communication
point à point. Une fois que le processeur maître a reçu toutes les évaluations de tous les
processeurs, il envoie à tous les autres l’évaluation de Expr à tous les points d’interpolation
en utilisant une communication collective.
Notons que la communication point à point que nous venons d’évoquer peut être
désactivée en utilisant l’option _mpi_communications=false. Cette option est utilisée no-
tamment lorsque le ContextRB associé à ReducedBasisSpace souhaite évaluer les
fonctions de base RB en un seul point.
En effet, lorsqu’un point est ajouté à un ContextRBSet, alors le ContextRB est
construit uniquement sur le processeur ayant la partition du maillage sur lequel se trouve
le point. Par conséquent tous les processeurs n’ont pas forcément de ContextRB, et
donc tous ne font pas appel à la fonction evaluateFromContext pour évaluer les fonctions
de base RB. C’est pour cette raison que, dans ce cas, il est nécessaire de désactiver les
communications collectives.
5 Scalabilité
Nous illustrons dans cette partie le comportement du framework-RBM en parallèle.
Pour cela, nous considérons le problème du bouclier thermique introduit dans le chapitre
2, section 5. Nous nous proposons d’étudier la scalabilité forte du framework-RBM, c’est
à dire que la taille du problème est fixée alors que le nombre de processeurs varie. Nous
nous intéressons plus particulièrement au speed-up défini par
speed-up =
tnp=4
tnp=p
, pour p = 4, 8, 12, 16, 24 ou 32, (8.2)
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et où tnp=p désigne le temps CPU mesuré en utilisant p processeurs. Pour résoudre le
problème nous utilisons un solveur itératif BICGSTAB – Biconjugate Gradient Stabilized
– qui utilise une méthode de projection sur un sous-espace de Krylov.
Les préconditionneurs LU, GASM-1 et GASM-2 sont également utilisés. PETSc permet
d’accéder à la librairie MUMPS [6, 7] qui offre un préconditionneur LU parallèle. Avec un tel
préconditionneur, le solveur peut alors être vu comme un solveur direct. La construction
de ce préconditionneur peut s’avérer chère en terme de coût de calcul. Notons que pour les
problèmes transitoires, il est possible de le construire une seule fois, puis de le réutiliser à
chaque pas de temps – contrairement à ce qui a été fait pour obtenir les résultats présentés
ici –. Il peut également consommer beaucoup de mémoire lorsqu’il est utilisé avec de gros
problèmes.
Le préconditionneur GASM – Generalized Additive Schwarz Method – est un pré-
conditionneur de type Schwarz additif avec recouvrement algébrique, bien adapté lorsque
nous avons beaucoup de sous-domaines. Introduisons la notion de sous-domaine : lorsque
np processeurs sont utilisés, le domaine de départ est alors divisé en np sous-domaines.
Lorsqu’un niveau de recouvrement (respectivement deux) entre deux sous-domaines est
utilisé, nous notons alors ce préconditionneur GASM-1 (respectivement GASM-2). Les ré-
sultats présentés ici ont été obtenus en utilisant un sous-préconditionneur LU dans chaque
sous-domaine. Notons que dans chaque sous-domaine, le sous-préconditionneur fonctionne
de manière séquentielle.
Une description détaillée des solveurs et préconditionneurs utilisés dans Feel++ est
faite dans [32].
Les tests de scalabilité ont été réalisés sur des processeurs AMD Opteron(tm) 6386
SE, 2.7 Ghz.
Prenons une discrétisation élément fini P3 avec 815 000 degrés de liberté. Le nombre
de pas de temps est fixé à 100. Le préconditionneur utilisé est reconstruit à chaque pas
de temps. Nous introduisons également l’échantillon Ξtrain composé de 100 000 vecteurs
de paramètres µ sélectionnés de manière aléatoire dans l’espace des paramètres D.
Commençons par étudier la scalabilité du framework-RBM lors de la construction du
premier élément de la base réduite – voir les figures 8.3 (a) et (b) –. Cela comprend la
résolution élément fini des problèmes primal et dual (2.52),(2.69), le calcul du mode propre
principal (2.56), le calcul des termes définis en (2.140),(2.141),(2.142),(2.152), (2.153) qui
sont utilisés pour le calcul de l’estimation d’erreur a posteriori, et enfin la sélection du
meilleur candidat µ 2 Ξtrain, qui est celui qui maximise l’erreur estimée – voir l’algorithme
3 –. Le problème étant 2D et de dimension encore raisonnable, il est possible d’utiliser
le préconditionneur LU. Si l’on regarde le temps CPU, les performances optimales sont
obtenues logiquement en utilisant le préconditionneur LU, puis GASM-2 et enfin GASM-1.
La scalabilité est quasiment identique avec les trois préconditionneurs utilisés.
Maintenant étudions plus en détails les différentes étapes qui interviennent lors de
la construction du premier élément de la base réduite. Tout d’abord, intéressons-nous à
la résolution élément fini du problème primal – voir les figures 8.3 (c) et (d) –. D’un
point de vue performance, la conclusion est la même que précédemment. La scalabilité
obtenue en utilisant GASM-1 et GASM-2 est cependant meilleure qu’en utilisant LU
comme préconditionneur.
Au regard de la figure 8.3 (e), la scalabilité obtenue lors de l’assemblage de la matrice
POD (2.55) est assez bonne.
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Figure 8.3 – Test de scalabilité lors de la création du premier élément de la base réduite.
N = 815 000, nombre de pas de temps : 100, Card(Ξtrain) = 100 000.
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(c) Speed-up pour la sélection du meilleur candi-
dat µ 2 Ξtrain.
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Figure 8.4 – Tests de scalabilité pour la construction du premier élément de la base
réduite. Détails du calcul de Φqiq
0i0
Npr,aa
, pour 1  i, i0  N et 1  q, q0  Qa et du meilleur
candidat µ 2 Ξtrain. N = 815 000, nombre de pas de temps : 100, Card(Ξtrain) = 100 000
et Qa = 3.
Notons que cette étape ne fait intervenir principalement que des calculs de produits
scalaires entre solutions FE, par conséquent ce sont les communications collectives qui
sont testées.
Les figures 8.4 (a) et (b) montrent respectivement la scalabilité et le temps CPU pour
le calcul du terme Φqiq
0i0
Npr,aa
– utilisé pour le calcul de l’estimation d’erreur a posteriori et
défini en (2.141) –, pour 1  i, i0  N et 1  q, q0  Qa, où N représente la dimension de
la base réduite et Qa le nombre de terme associés à la décomposition affine de la forme
bilinéaire a. Nous constatons la formation d’un plateau lorsqu’on étudie la scalabilité,
et ce avec les trois préconditionneurs utilisés. Cela est probablement dû au fait que le
problème résolu soit de trop petite taille. Sans surprise, le préconditionneur LU offre la
meilleure performance. Rappelons que pour calculer le terme Φqiq
0i0
Npr,aa
, pour 1  i, i0  N
et 1  q, q0  Qa, nous devons résoudre des problèmes de type Poisson, voir (2.131).
Pour ces problèmes, seul le second membre change, donc le préconditionneur n’est pas
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reconstruit. Dans le cas de l’utilisation du préconditionneur LU, cette réutilisation offre
un gain de temps conséquent.
Enfin, nous terminons cette étude de scalabilité du framework-RBM lors de la construc-
tion du premier élément de la base réduite en nous concentrant sur le calcul du meilleur
candidat µ 2 Ξtrain – voir les figures 8.4 (c) et (d) –. Rappelons que Ξtrain est de taille
100 000. Lorsque 32 processeurs sont utilisés, chacun reçoit un sous-échantillon de taille
3 125. Au regard de la courbe de scalabilité, nous sommes probablement passé sous un
seuil au-delà duquel le découpage de Ξtrain est moins efficace.
En effet, la scalabilité est bonne jusqu’à 24 processeurs, puis un plateau se forme. Pour
gagner en scalabilité la dimension de l’échantillon Ξtrain doit être augmentée et donc être
supérieure à 100 000.
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(a) Speed-up pour la construction complète de dix
éléments de la base réduite.
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(b) Temps CPU pour la construction complète de
dix éléments de la base réduite.
Figure 8.5 – Test de scalabilité lors de la création des dix premiers éléments de la base
réduite.
En se limitant à la construction de la première fonction de base, la projection du
système initial se fait sur une base constituée d’un seul élément. Or, le temps de construc-
tion d’un élément de la base réduite augmente progressivement en fonction du nombre
d’éléments déjà présents dans la base. On se propose donc d’étudier la scalabilité du
framework-RBM sur la construction des dix premiers éléments de la base réduite.
Changeons la discrétisation élément fini qui devient P2 avec 131 000 degrés de liberté ,
mais le reste de la configuration reste inchangé.
D’après la figure 8.5, nous constatons que le framework-RBM passe à l’échelle même
lorsqu’il y a plusieurs éléments dans la base réduite.
Résumé
Nous avons montré dans ce chapitre que le framework-RBM supportait les architectures
parallèles en s’appuyant sur le parallélisme de la librairie Feel++. Nous avons égale-
ment présenté les stratégies utilisées pour la parallélisation des méthodes impliquées dans le
processus de réduction, ainsi que les modifications nécessaires à intégrer dans l’implémen-
tation de la fonction evaluateFromContext lorsque le maillage est partitionné et distribué
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sur l’ensemble des processeurs. Enfin, un test de scalabilité forte du framework-RBM a
été réalisé sur le modèle du bouclier thermique.
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Chapitre 9
Convection naturelle
Nous présentons dans ce chapitre une application de la technique de projection pro-
posée dans le chapitre 5. Rappelons que ce travail a été effectué en collaboration avec
E.Schenone et est présenté dans [111]. Intéressons-nous aux problèmes de type convection
naturelle stationnaire. Ces derniers ont des applications dans plusieurs domaines de l’ingé-
nierie. Être capable de mettre en oeuvre la méthode des bases réduites permet de gagner
du temps de calcul lorsque la sortie du modèle doit être évaluée à plusieurs reprises.
1 Description du modèle
Considérons le problème de convection naturelle – stationnaire – paramétré par les
nombres de Grashof et Prandtl [121, 84]. Il s’agit d’un fluide incompressible chauffé dans
une cavité carrée ou cubique. Le fluide circule vers la température faible sous l’action de
la densité de la différence de gravité. Introduisons les équations de Navier-Stokes adimen-
sionnalisées couplées avec l’équation de la chaleur, en considérant une cavité en deux ou
trois dimensions – voir la figure 9.1 –. Le problème s’énonce qui suit : chercher (u, p, T )
tel que
8
>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:
u · ru+rp− 1p
Gr
4u = Te2, dans Ω
r · u = 0, dans Ω
u · rT − 1p
GrPr
4T = 0, dans Ω
u = 0, sur @Ω
T = 0, sur Γ1
@T
@n
= 0, sur @Ω \ (Γ1 [ Γ3)
@T
@n
= 1, sur Γ3.
(9.1)
où Ω ⇢ Rd, d = 2, 3, u, p et T sont repectivement le champ de vitesse, de pression, de
température, adimensionnalisés. Gr et Pr sont les nombres de Grashof et the Prandtl,
et e2 est le vecteur normal qui pointe vers l’intérieur de Ω associé au bord Γ2 ⇢ @Ω. Le
domaine 2D est une cavité rectangulaire de hauteur 1 et de longueur W , dans le cas 3D
nous ajoutons une profondeur de 1. Un flux de chaleur est imposé sur le bord "droit"
Γ3 alors que la température est fixée sur le bord "gauche" Γ1, enfin les bords sont isolés.
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Des conditions limites similaires sont appliquées en 3D. Nous imposons des conditions de
non-glissement au champ de vitesse sur l’ensemble des bords de la cavité.
x
0 W
y
0
1
Γ1
Γ2
Γ3
Γ4
Ω(Fluide)
W
Γf
T0 Flux de chaleur
Figure 9.1 – Géométrie du modèle 2D. Dans le cas 3D il faut considérer une extrusion
le long de l’axe z d’une longueur 1.
Nous considérons ici deux paramètres : les nombres de Grashof et de Prandtl, la sortie
du modèle est la valeur moyenne de la température le long du bord Γ3. Plus le nombre de
Grashof – et/ou le nombre de Prandtl – augmente, plus la température moyenne augmente.
1.1 Discrétisation élément fini
Nous nous penchons ici sur la formulation du problème (9.1) en utilisant la discréti-
sation élément fini, ainsi que sur une méthode itérative pour le résoudre. La formulation
variationnelle du problème (9.1) s’énonce comme suit : chercher (u, p, T ) 2 X ⇥ Q ⇥ S
tel que
a(u,u,v)− b(p,v) + 1p
Gr
c(u,v)− d(T,v) = 0, 8v 2X,
b(q,u) = 0, 8q 2 Q,
e(T,u, s) +
1p
GrPr
f(T, s)− 1p
GrPr
h(s) = 0, 8s 2 S,
(9.2)
où X ⌘ [H10 (Ω)]d, Q ⌘ L2(Ω), S ⌘ {s 2 H1(Ω) tel que s|Γ1 = 0}. Les formes trilinéaires
a : X ⇥X ⇥X ! R et e : S ⇥X ⇥ S ! R sont définies par
a(u,w,v) =
Z
Ω
(w · ru) · v, 8u 2X, 8w 2X,v 2X, (9.3)
e(T,v, s) =
Z
Ω
(v · rT ) s, 8v 2X, 8T 2 S, 8s 2 S. (9.4)
Les formes bilinéaires b : Q⇥X ! R, c : X ⇥X ! R, d : S ⇥X ! R et f : S ⇥ S ! R
sont définies par
b(q,v) =
Z
Ω
qr · v, 8v 2X, 8q 2 Q, (9.5)
c(w,v) =
Z
Ω
rw : rv, 8w 2X, 8v 2X, (9.6)
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d(s,v) =
Z
Ω
s e2 · v, 8v 2X, 8s 2 S, (9.7)
f(T, s) =
Z
Ω
rT · rs, 8T 2 S, 8s 2 S. (9.8)
Enfin l’opérateur linéaire h : S ! R est défini par
h(s) =
Z
Γ3
s, 8s 2 S. (9.9)
Introduisons à maintenant la formulation discrète de (9.2). Pour cela définissons les espaces
discrets Xh ⇢X, Qh ⇢ Q, Sh ⇢ S ainsi que la projection de la solution (u, p, T ) de (9.2)
par
Xh ⌘ span{φ1, . . . ,φNu}, u '
NuX
j=1
ujφj,
Qh ⌘ span{ 1, . . . , Np}, p '
NpX
j=1
pj j,
et
Sh ⌘ span{'1, . . . ,'NT }, T '
NTX
j=1
Tj'j.
La formulation discrète de (9.2) s’écrit pour k1 = 1, ...,Nu, k2 = 1, ...,Np, k3 = 1, ...,NT ,
NuX
i,j=1
uiuja(φi,φj,φk1) +
NuX
i=1
1p
Gr
uic(φi,φk1)−
NpX
i=1
pib( i,φk1)−
NTX
i=1
Tid('i,φk1) = 0,
NuX
i=1
uib( k2 ,φi) = 0,
NTX
i=1
NuX
j=1
Tiuje('i,φj,'k3) +
1p
GrPr
NTX
i=1
Tif('i,'k3)−
1p
GrPr
h('k3) = 0.
(9.10)
Parce que lorsque les nombres de Grashof ou Prandtl sont élevés, la non-linéarité de-
vient forte, une méthode itérative robuste doit être mise en place pour résoudre ce
problème. Nous utilisons ici une méthode de Newton. Pour un vecteur de paramètres
µ = (µ0, µ1)= (Gr1/2, P r−1) donné ainsi qu’une valeur initiale (u0, p0, T 0), à chaque ité-
ration n de l’algorithme – avec 1  n  nmax, où nmax est en entier strictement positif
donné –, nous cherchons (un+1, pn+1, T n+1)2 RNu ⇥ RNp ⇥ RNT tel que
J
⇣
un, pn, T n;µ
⌘h(
un+1, pn+1, T n+1
)
−
(
un, pn, T n
)i
= G
⇣
un, pn, T n;µ
⌘
(9.11)
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où J = J
(
u, p, T ;µ
)
est la matrice jacobienne, et G = G
(
u, p, T ;µ
)
est le vecteur résidu.
Regardons comment construire J et G. Pour chaque ligne k1 = 1, ...,Nu nous avons
Jk1i
(
u, p, T ;µ
⌘
=
NuX
j=1
uja
⇣
φi,φj,φk1
)
+
NuX
j=1
uja
(
φj,φi,φk1
⌘
+ µ0c
(
φi,φk1
)
, i = 1, ...,Nu,
Jk1Nu+i
(
u, p, T ;µ
)
= −b
(
 i,φk1
)
, i = 1, ...,Np,
Jk1Nu+Np+i
(
u, p, T ;µ
)
= −d
(
'i,φk1
)
, i = 1, ...,NT .
(9.12)
Pour chaque ligne k2 = Nu + k, k = 1, ...,Np, nous pouvons écrire
Jk2i
(
u, p, T ;µ
)
= b
(
 k,φi
)
, i = 1, ...,Nu,
Jk2Nu+i
(
u, p, T ;µ
)
= 0, i = 1, ...,Np,
Jk2Nu+Np+i
(
u, p, T ;µ
)
= 0, i = 1, ...,NT .
(9.13)
Enfin, pour chaque ligne k3 = Nu +Np + k, k = 1, ...,NT
Jk3i
(
u, p, T ;µ
)
=
NTX
j=1
Tje
(
'j,φi,'k
)
, i = 1, ...,Nu,
Jk3Nu+i
(
u, p, T ;µ
)
= 0, i = 1, ...,Np,
Jk3Nu+Np+i
(
u, p, T ;µ
)
=
NuX
j=1
uje
(
'i,φj,'k
)
+ µ0µ1f
(
'i,'k
)
, i = 1, ...,NT .
(9.14)
De la même manière, chaque terme du vecteur résidu G(u, p, T ;µ) 2 RNu+Np+NT peut
être exprimé par
Gk
(
u, p, T ;µ
)
= −a
(
u,u,φk
)
+ b
(
p,φk
)
− µ0c
(
u,φk
)
+ d
(
T,φk
)
, k = 1, ...,Nu,
GNu+k
(
u, p, T ;µ
)
= −b
(
 k,u
)
, k = 1, ...,Np,
GNu+Np+k
(
u, p, T ;µ
)
= µ0µ1h
(
'k
)
− e
(
T,u,'k
)
− µ0µ1f
(
T,'k
)
, k = 1, ...,NT .
Remarque 18. Pour des valeurs de Gr et Pr élevées, la méthode de Newton peut ne
pas être suffisante. Dans ce cas nous proposons d’utiliser l’algorithme de continuation 9.
Pour des valeurs données de Gr et Pr, les valeurs minimales Grmin, Prmin, le nombre
maximum d’itération nmax et la tolérance ✏tol utilisés pour l’algorithme de Newton, ainsi
qu’une valeur initiale pour la solution sol0, l’algorithme de continuation renvoie la solu-
tion du problème. Pour cela, plusieurs valeurs intermédiaires des paramètres Pr et Gr
sont utilisées. Notons cependant que cet algorithme n’a pas été appliqué pour les résultats
présentés dans la suite de ce chapitre.
1.2 Discrétisation base réduite
Appliquons la technique de réduction présentée au chapitre 5 à notre problème. Pour
cela, nous introduisons les matrices et tenseurs assiciés à (9.10). Rappelons que dans
le chapitre 5 nous avons vu qu’un tenseur pouvait être considéré comme un vecteur de
matrices. Définissons les tenseurs A 2 RNu⇥Nu⇥Nu and E 2 RNT⇥Nu⇥NT par
A =
⇥
Aijk, i, j, k = 1, ...,Nu
⇤
, (Ak)ij = Aijk = a
(
φi,φj,φk
)
,
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Algorithm 9 Stratégie de continuation pour des valeurs de Gr et Pr élevées
sol = continuation(Gr, P r,Grmin, P rmin, nmax, ✏tol, sol
0)
Calcul du nombre de valeurs intermédiaires de Pr et Gr :
N = max
n
1;max
{
dlog(Gr/Grmin)e), d(log(Pr/Prmin)e
 o
for i=1 :N do
Mise à jour des paramètres utilisés :
Gr  exp{log(Grmin) + i(log(Gr/Grmin))/N)
Pr  exp{log(Prmin) + i(log(Pr/Prmin))/N)
n 0
while ||G|| ≥ ✏tol or n  nmax do
n n+ 1
chercher soln tel que J(soln−1)(soln − soln−1) = G(soln−1)
end while
end for
return sol  soln
E =
⇥
Eijk, i, k = 1, ...,NT , j = 1, ...,Nu
⇤
, (Ek)ij = Eijk = e
(
'i,φj,'k
)
,
ainsi que les matrices B 2 RNp⇥Nu , C 2 RNu⇥Nu , D 2 RNu⇥NT , F 2 RNT⇥NT par
B =
⇥
Bij, i = 1, ...,Nu, j = 1, ...,Np
⇤
, Bij = b
(
 j,φi
)
,
C =
⇥
Cij, i, j = 1, ...,Nu
⇤
, Cij = c
(
φj,φi
)
,
D =
⇥
Dij, i = 1, ...,Nu, j = 1, ..., NT
⇤
, Dij = d
(
'j,φi
)
,
F =
⇥
Fij, i = 1, ...,NT
⇤
, Fij = f
(
'j,'i
)
,
et enfin le vecteur H 2 RNT par
H = [Hi, i = 1, ...,NT ], Hi = h
(
'i
)
.
La matrice jacobienne s’écrit alors
J(u, p, T ;µ) =
2
4
JNl1(u) + µ0C −B −D
BT 0 0
JNl2(T ) 0 JNl3(u) + µ0µ1F
3
5 . (9.15)
Chaque élément des sous-matrices non-linéaires JNl1(u), JNl2(T ) et JNl3(u) est donné
par
JNl1ki
(
u
)
=
NuX
j=1
(
(Ak)ij + (A
k)ji
)
uj =
(
(Ak.i)
T + (Aki.)
)
u , k, i = 1, ...,Nu,
JNl2ki
(
T
)
=
NTX
j=1
(
Ek
)
ij
Tj =
(
Eki.
)
T , k = 1, ...,NT , i = 1, ...,Nu, (9.16)
JNl3ki
(
u
)
=
NuX
j=1
(
Ek
)
ji
uj =
(
Ek.i
)T
u , k, i = 1, ...,NT .
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où
(
Ak
)
.i
et
(
Ak
)
i.
sont respectivement la ième colonne et la ième ligne de Ak, pour k =
1, ...,Nu. Les mêmes notations sont utilisées pour désigner un colonne ou une ligne d’une
autre matrice. Chaque élément du vecteur résidu s’écrit
Gk
(
u, p, T ;µ
)
=− uTAku+Bk.p− µ1Ck.u+Dk.T , k = 1, ...,Nu,
Gk
(
u, p, T ;µ
)
=− (B.k)Tu , k = Nu + 1, ...,Nu +Np, (9.17)
Gk
(
u, p, T ;µ
)
=µ0µ1Hk − uTEkT − µ0µ1Fk.T , k = Nu +Np + 1, ...,Nu +Np +NT .
Rappelons que pour mettre en oeuvre de manière efficace la stratégie hors-ligne/en-
ligne, l’ingrédient clé est la décomposition affine – en paramètres – des termes utilisés
dans la méthode de Newton. Cette décomposition est immédiate pour notre modèle. La
matrice jacobienne peut s’écrire
J(u, p, T ;µ) =
QJX
q=1
✓qJ(µ)J
q(u, p, T ) (9.18)
avec ici QJ = 4 et ✓
q
J : D ! R, 1  q, QJ , sont définies par
✓1J(µ) = µ
0 =
1p
Gr
, ✓2J(µ) = µ
0µ1 =
1p
GrPr
, ✓3J(µ) = ✓
4
J(µ) = 1. (9.19)
Les matrices Jq, 1  q  QJ peuvent être décrites en utilisant les notations introduites
ci-dessus,
J1(u, p, T ) =
2
4
C 0 0
0 0 0
0 0 0
3
5 , J2(u, p, T ) =
2
4
0 0 0
0 0 0
0 0 F
3
5 , (9.20)
J3(u, p, T ) =
2
4
0 −B −D
BT 0 0
0 0 0
3
5 , J4(u, p, T ) =
2
4
JNl1(u) 0 0
0 0 0
JNl2(T ) 0 JNl3(u)
3
5 .
De même, le résidu admet la décomposition affine suivante :
G(u, p, T ;µ) =
QRX
q=1
✓qG(µ)G
q(u, p, T ) (9.21)
avec ici QR = 3 et ✓
q
G : D ! R, 1  q, QG, sont définies par
✓1G(µ) = µ
0 =
1p
Gr
, ✓2G(µ) = µ
0µ1 =
1p
GrPr
, ✓3G(µ) = 1. (9.22)
Les vecteurs Gq, 1  q  QG, peuvent être décrits par
G1(u, p, T ) =
2
4
−Cu
0
0
3
5 , G2(u, p, T ) =
2
4
0
0
H − FT
3
5 , (9.23)
G3(u, p, T ) =
2
6
4
−
(
uTAku
)Nu
k=1
+Bp+DT
BT u
−
(
(uTEkT )
T
)NT
k=1
3
7
5 .
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Nous devons à présent projeter ces équations sur l’espace de dimension réduite WN =
span{ξ1, ..., ξN}, avec N << Nu +Np +NT et ξi 2 Xh ⇥ Qh ⇥ Sh pour i = 1, ..., N . La
méthode de Newton s’écrit, pour chaque itération n = 1, ..., nmax,
JN
⇣
uN
n, pnN , T
n
N
⌘h
(uN
n+1, pn+1N , T
n+1
N )− (uNn, pnN , T nN)
i
= GN
⇣
unN , T
n
N
⌘
(9.24)
où uN , pN et TN sont les projections de u, p et T sur l’espace WN . En reprenant les
notations introduites dans le chapitre 5, la projection sur WN est effectuée en utilisant la
matrice Ξ définie par les fonctions de base ξi, 1  i  N – voir 5.22 et 5.23 –. Cependant,
les tenseurs A et E sont de très grande dimension et doivent être traités de manière
différente en utilisant un tenseur hybride comme indiqué dans le chapitre 5. Avec cette
technique, la projection d’un tenseur sur l’espace réduit revient à projeter N matrices.
Remarque 19. La pression est incluse dans l’espace d’approximation de dimension ré-
duite WN bien qu’il s’agisse d’un multiplicateur de Lagrange pour garantir la contrainte
de la divergence nulle sur le champ de vitesse dans le problème original – discrétisé via la
méthode FEM –. La pression peut être supprimée de WN sans que cela impacte la solution
réduite. En effet les fonctions de base de l’espace réduit sont déjà à divergence nulle. Si
la pression est incluse dans WN , ce n’est que pour des raisons de commodité lors de la
phase d’implémentation.
2 Résultats numériques
Nous présentons ici quelques résultats numériques. Tout d’abord nous comparons les
profils d’écoulement obtenus en utilisant les discrétisations élément fini et base réduite,
ainsi que les erreurs associées, dans le cas 2D et 3D. Puis, le temps de calcul ainsi que
la température moyenne sont étudiés avec les deux discrétisations. Rappelons que les
modèles 2D et 3D – élément fini et base réduite – utilisent la même librairie : Feel++.
Quelque soit la dimension d de l’espace, une discrétisation élément fini de type P3 −
P2−P3 a été utilisée, c’est à dire que les fonctions de base sont des polynômes de degré 3
pour le champ de vitesse et de température, et de degré 2 pour le champ de pression. Pour
le cas 2D, nous avons 6⇥104 degrés de liberté distribués sur 10 processeurs, et pour le cas
3D nous utilisons plus de 2⇥104 degrés de liberté distribués sur 24 processeurs. Rappelons
que l’algorithme de continuation 9 n’est utilisé dans aucune simulation, ni élément fini ni
base réduite. Nous avons utilisé seulement la méthode de Newton. Le solveur GMRES
est utilisé dans tous les cas, mais dans le cas 2D nous utilisons une méthode de Schwarz
additive comme préconditionneur – GASM –, alors que pour le cas 3D nous utilisons
le préconditionneur LU de la librairie MUMPS. Pour tous les résultats présentés par la
suite, la base de l’espace WN contient 28 éléments non orthonormalisés. Le nombre de
Prandtl ne varie pas et est fixé à 1, tandis que le nombre de Grashof varie de 1 à 106.
Pour construire la base, ce paramètre varie suivant une loi de distribution uniforme. Une
meilleure construction peut être obtenue en utilisant les estimateurs d’erreur a posteriori.
2.1 Profils d’écoulement
Commençons par étudier les solutions obtenues via l’utilisation des bases réduites,
puis comparons les avec celles obtenues via la méthode FEM. Nous nous intéressons à
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(a) Gr=1.e+00
(b) Gr=1.e+03
(c) Gr=1.e+05
Figure 9.2 – Comparaison des solutions obtenues en utilisant la méthode FEM et RBM
pour Gr = (1, 103, 105) et Pr = 1. À gauche, la magnitude du champ de vitesse (haut)
et le profil de température (bas) pour les solutions base réduite. À droite, les erreurs
associées aux champs de vitesse (haut) et de température (bas).
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l’erreur relative entre les deux résolutions pour un écoulement de plus en plus turbulent –
c’est à dire avec une valeur du nombre de Grashof de plus en plus grande – . La figure 9.2
montre les résultats sur la cavité 2D pour différentes valeurs du nombre de Grashof (1,103
et 105). À gauche se trouvent les solutions obtenues en utilisant la méthode RBM, pour
chaque valeur du paramètre nous exhibons la magnitude du champ de vitesse (en haut)
et le champ de température (en bas). Nous constatons que plus le nombre de Grashof
augmente, plus l’écoulement est rapide, ce qui est le résultat attendu. Sur la droite se
trouvent les erreurs relatives commises sur le champ de vitesse et de température. Nous
remarquons que plus l’écoulement est turbulent, plus l’erreur entre la solution base réduite
et élément fini est grande, ce qui est là encore le comportement attendu. De plus l’erreur
est de l’ordre 2 ⇥ 10−3 sur la magnitude du champ de vitesse et 10−2 sur le profil de
température. Ce sont des valeurs satisfaisantes. Notons que nous n’avons pas considéré
le cas Gr = 1 car cela correspond à un paramètre utilisé pour construire la base réduite,
dans ce cas l’erreur est de l’ordre de 10−16 comme attendu.
(a) Partitionnement du maillage (24 processeurs)
(b) Isosurfaces du champ de température (c) Lignes de courant
Figure 9.3 – Calculs 3D pour Gr = 107 et Pr = 0.1
Nous analysons l’erreur sur les simulations 2D et 3D respectivement sur les figures
9.4(c) et 9.5(c), en augmentant la valeur du paramètre Gr. Notons sN (µ) et sN(µ) res-
pectivement la sortie évaluée en µ à l’aide de la méthode FEM et RBM. L’erreur que
nous étudions est l’erreur relative définie par |sN (µ)−sN (µ)||sN (µ)| . Nous observons dans les deux
cas que l’erreur augmente lorsque le nombre de Grashof est compris entre 1 et 103, puis
l’erreur se stabilise pour les valeurs du paramètre supérieures à 103. Nous remarquons
également que la solution dans le cas de la cavité 3D pour un haut Grashof représente un
écoulement avec un dessin complexe – voir la figure 9.3 –.
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2.2 Performances
Tournons-nous à présent vers les performances. Nous comparons ici le temps de calcul
lorsque nous utilisons la méthode RBM et FEM. Ces temps de calcul sont montrés, en
fonction de la valeur du nombre de Grashof, sur les figures 9.4(b) et 9.5(b) respectivement
pour les simulations 2D et 3D. Dans les deux cas, le graphe du temps de calcul est tracé en
utilisant une échelle log-log, en fonction de la valeur du paramètre Gr. Comme attendu, la
méthode FEM est plus coûteuse, de plusieurs ordres de grandeur, que la méthode RBM sur
ce problème. En particulier, pour un faible Grashof nous avons un facteur 6 ⇥ 102, puis
ce facteur passe à 1.5 ⇥ 103 pour un haut Grashof dans le cas 2D, et ce facteur passe
de 103 à 104 dans le cas 3D. De plus nous observons que le temps de calcul augmente
lorsque la méthode FEM est utilisée, tandis qu’il reste quasiment constant avec la méthode
RBM. Cependant, que ce soit dans le cas 2D ou 3D, nous avons trouvé quelques valeurs
du paramètre pour lesquelles le temps de calcul via la méthode RBM est plus important.
Cela est dû à l’augmentation du nombre d’itérations de l’algorithme de Newton pendant
la phase en-ligne. Malgré cela, la méthode RBM conduit à de bonnes approximations au
regard de la température moyenne – voir les figures 9.4(a) et 9.5(a) – .
Attention, la phase hors-ligne n’est pas incluse dans le temps de calcul lors des compa-
raisons. Si nous le prenons en compte pour les comparaisons alors la méthode RBM devient
compétitive à partir d’un nombre de simulations légèrement plus grand que la dimension
de la base réduite N . En effet nous devons prendre en compte le coût de l’étape de
projection qui est en O(N3) à cause des tenseurs.
Comme nous avons vu, l’algorithme de continuation n’a été utilisé ni avec la méthode
FEM ni avec la méthode RBM. Cependant dans le cas élément fini, cet algorithme peut
devenir nécessaire lorsque la méthode de Newton ne converge pas, par exemple pour des
valeurs de Grashof plus élevées ou une géométrie plus complexe. Comme valeur initiale
de la solution pour appliquer l’algorithme de Newton, nous prenons la solution connue la
plus proche dans le cas des bases réduites, tandis que dans le cas élément fini cette valeur
initiale est nulle – bien que nous pouvons également nous servir de l’élément de la base
réduite le plus proche pour initialiser la solution – .
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Figure 9.4 – Calculs 2D pour Gr 2 [1; 106], Pr = 1.
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Figure 9.5 – Calculs 3D pour Gr 2 [1; 106], Pr = 1.
2.3 Sortie du modèle
Pour finir, regardons la température moyenne sur le bord Γ3 = Ω̄ \ {x = 1} – voir la
figure 9.1 pour la cavité 2D –
Tmoy =
Z
Γ3
T. (9.25)
Cette quantité diminue lorsque le nombre de Grashof augmente car plus le nombre de
Grashof est grand, plus la vitesse du fluide augmente et refroidi le bord Γ3. Sur les figures
9.4(a) et 9.5(a), respectivement pour les cas 2D et 3D, la courbe en échelle logarithmique
montre que les solutions obtenues via la méthode RBM ont le même comportement dans le
cas élément fini. Ces résultats confirment donc la qualité de l’approximation base réduite
pour les simulations 2D et 3D.
Résumé
Nous avons vu dans ce chapitre une application – à un problème de type convection
naturelle – de la technique de projection proposée dans le chapitre 5. Cette technique peut
être appliquée à tout type de problèmes ayant des non-linéarités quadratiques. Elle donne
des résultats précis et efficaces. Nous avons constaté que plus le nombre de Grashof est
élevé, plus cette efficacité est importante, que ce soit pour le cas 2D ou 3D. En terme de
perspectives, il faudra s’intéresser à l’implémentation d’estimateurs d’erreur adaptés afin
de pouvoir construire la base réduite à l’aide de l’algorithme glouton [121, 84, 123, 84].
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Chapitre 10
Modélisation d’aimants résistifs à haut
champ
Nous présentons dans ce chapitre l’utilisation du framework-RBM pour traiter des
problèmes multi-physiques non-linéaires. Au cours de cette thèse, il a été effectué un
travail en collaboration avec C.Daversin et C.Trophime, du Laboratoire National des
Champs Magnétiques Intenses (LNCMI) sur la modélisation d’aimants résistifs à haut
champ.
Commençons par définir cette notion de "champ intense" ou "haut champ". On parle
de champ intense dès qu’un champ magnétique atteint 24 Tesla. À titre de comparaison,
le champ magnétique terrestre est de 5.8⇥ 10−4 T . Les champs magnétiques intenses ont
de nombreux domaines d’application, on peut citer par exemple la magnéto-science (étude
des effets du champ magnétique sur les matériaux) ou l’étude des solides par résonance
magnétique nucléaire – Nuclear Magnetic Resonance (NMR) –.
Ce chapitre reprend les résultats présentés dans [42] ainsi que de nouveaux résultats
obtenus depuis.
La méthode des bases réduites est appliquée sans estimateur d’erreur, les paramètres
utilisés pour construire la base réduite sont sélectionnés de manière aléatoire.
Après une présentation du LNCMI et des défis qu’il doit relever – nous verrons qu’étant
données les ressources de calcul disponible, l’utilisation de méthode des bases réduites
est nécessaire pour venir à bout de ces défis – nous introduirons l’approximation base
réduite du problème traité. Enfin, nous présenterons les premiers résultats obtenus grâce
au framework-RBM.
1 Le Laboratoire National des Champs Magnétiques
Intenses
Le LNCMI est une unité propre de recherche (UPR3228) du Centre National de la
Recherche Scientifique (CNRS). Il est affilié à l’Institut National des Sciences Appliquées
(INSA) et l’Université Paul Sabatier (UPS) de Toulouse, ainsi que l’Université Joseph
Fourier (UJF) de Grenoble. Il est qualifié d’Instrument de Recherche et permet à tout
chercheur – venant du monde entier – de réaliser des expériences sous champ intense. Im-
planté sur deux sites, il offre des champs magnétiques statiques allant jusqu’à 36 Tesla sur
son site de Grenoble, et des champs magnétiques pulsés allant jusqu’à 81 Tesla de manière
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non-destructive (et 180 Tesla de manière semi-destructive) sur son site de Toulouse.
Dans la suite, nous ne nous intéresserons plus qu’aux champs magnétiques statiques
mis en place sur le site de Grenoble.
1.1 Conception et optimisation des aimants
Les champs magnétiques sont obtenus en utilisant des aimants résistifs refroidis par
eau – le débit atteint 300 litres par seconde – reliés à une alimentation de 24 MW [50]. Le
LNCMI est en charge de la conception et de l’optimisation de ces aimants. Cela requiert
la prédiction de quantités d’intérêt – ou métriques de performances – que l’on nommera
sorties. Il s’agit par exemple de la valeur du champ magnétique au centre de l’aimant, la
température moyenne et maximum ou encore la contrainte mécanique maximale.
Ces sorties sont exprimées comme fonctionnelles de champs inconnus associés à un
ensemble d’équations couplées et paramétrées décrivant le comportement physique des ai-
mants résistifs. Les paramètres d’entrées du modèle sont des variables de caractérisation
tels que les propriétés physiques des matériaux, les coefficients de transfert thermique, la
température de l’eau utilisée pour refroidir l’aimant ainsi que le débit associé, ou encore des
variables géométriques pour les études d’optimisation. Pour évaluer ces relations entrées-
sorties, les solutions de modèles multi-physiques impliquant de la thermo-électrique, ma-
gnétostatique, électro-thermo-mécanique ou thermo-hydraulique, sont requises. Il est à
noter que les propriétés des matériaux utilisés dépendent de la température, par consé-
quent le modèle est non-linéaire. Dans la pratique, ces évaluations représentent un coût
de calcul énorme mais sont indispensables pour améliorer la conception de l’aimant étant
donné que nous ne pouvons plus compter sur le sens physique commun.
Deux technologies – Bitter et poly-hélices – sont développées au LNCMI pour les
aimants résistifs. Typiquement, un aimant 24 MW consiste en un ensemble d’aimants
poly-hélices et Bitter (ou "insert" dans la terminologie utilisée au LNCMI) alimenté sépa-
rément par 12 MW chacun. Les poly-hélices sont constituées de tubes en alliage de cuivre
concentriques, dans lesquels les hélices ont été coupées par des techniques d’électroérosion,
reliées électriquement en série. L’hélice coupée dans chaque tube peut être remplie avec
de la colle ou laissée libre. Dans ce cas, des isolants sont introduits, périodiquement, pour
éviter tout contact électrique entre les spires.
Le courant électrique appliqué dans chaque insert est de 30 kA. Cela engendre d’im-
portantes pertes Joules à l’intérieur de l’insert. Un débit d’eau d’environ 300 litres par
seconde est nécessaire pour refroidir l’insert et ainsi éviter que la température n’atteigne
un seuil critique.
Nous considérons dans cette thèse uniquement l’aspect thermo-électrique. Notons T
la température à l’intérieur de l’aimant, et u le potentiel électrique. Le modèle couplé
électro-thermique est donné par
8
<
:
−r ·
⇣
σ
(
T
)
ru
⌘
= 0,
−r ·
⇣
k
(
T
)
rT
⌘
= σ
(
T
)
ru · ru,
(10.1)
où σ
(
T
)
et k
(
T
)
– qui dépendent de la température – sont respectivement la conductivité
électrique et thermique du matériau. Cette dépendance en température est à l’origine de
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Figure 10.1 – Un insert poly-hélices. Les hélices sont des tubes en alliage de cuivre dé-
coupés par une technique d’érosion. La colle époxy peut être introduite dans la fente pour
assurer l’isolation électrique entre les spires : il s’agit d’hélices à refroidissement longitu-
dinal, car le débit d’eau est longitudinal. Une autre possibilité pour assurer cette isolation
isolation électrique entre les spires consiste à introduire périodiquement des isolants dans
la fente : on parle alors d’hélices à refroidissement radial, puisque l’eau s’écoule à partir
de l’intérieur vers l’extérieur de la fente ouverte.
la non-linéarité du modèle. En effet, nous avons
σ
(
T
)
=
σ0
1 + ↵
(
T − T0
) et k
(
T
)
= σ
(
T
)
L T , (10.2)
où σ0 est la conductivité électrique a T = T0. ↵ et L sont des caractéristiques du matériau,
appelées respectivement ratio résistivité-température et nombre de Lorentz.
Dans un aimant de type poly-hélices (figure 10.1) les solénoïdes de cuivre sont reliés
électriquement en série. La circulation du courant électrique dans chacun d’eux peut être
modélisé comme une différence de potentiel électrique entre le courant d’entrée et de
sortie. La valeur de cette différence peut être évaluée à partir de l’intensité du courant –
connue à partir de résultats expérimentaux – et est intégrée dans le modèle en utilisant
des conditions aux limites de type Dirichlet. Sur les autres bords, nous appliquons les
conditions de Neumann homogènes car aucun courant ne circule sur les aimants en dehors
des zones supérieures et inférieures,
⇢
u = 0 sur l’entrée de courant (cin) et u = uD sur la sortie du courant (cout),
−σ
(
T
)
ru · n = 0 sur les autres bords. (10.3)
On peut supposer qu’il n’y a pas d’échange thermique sur les surfaces dites "de
connexion" (entrée et sortie de courant) ni sur les interfaces des isolants. L’échange ther-
mique entre le cuivre et l’eau est modélisé par une condition de convection forcée (avec h
étant le coefficient de transfert de chaleur, et Tw la température de l’eau),
⇢
−k
(
T
)
rT · n = h
(
T − Tw
)
sur les bords de refroidissement thermique,
−k
(
T
)
rT · n = 0 sur les autres bords, (10.4)
où h est obtenu en faisant la moyenne des corrélations thermohydrauliques classiques
étant donné le débit de l’eau.
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Figure 10.2 – Un insert Bitter consiste en un empilement de plaques en alliage de cuivre.
Les isolants sont placés entre les plaques afin de créer un chemin de courant hélicoïdal. De
petits trous sont percés afin de permettre à l’eau de s’écouler à travers l’aimant. Des tirants
sont insérées pour assurer un bon contact électrique entre chaque plaque par application
d’une pré-compression.
1.2 Défis à relever
Il existe une véritable course internationale entre les différents laboratoires de champs
magnétiques intenses du monde pour fournir le champ magnétique le plus élevé. Dans
cette course, le LNCMI pousse ses technologies d’aimants à leurs limites. La conception
des inserts est principalement limitée par les contraintes thermiques – pour les parties
intérieures – et par les contraintes mécaniques – pour les parties extérieures –. Deux
solutions sont mises en place pour s’affranchir de ces problèmes. La première consiste à
développer les hélices à refroidissement radial (voir le commentaire sous la figure 10.1)
qui, de part leur construction, sont moins sensibles aux limites thermiques. La seconde
consiste à chercher des matériaux avec des propriétés mécaniques améliorées. Notons que
ce dernier aspect est une recherche à plus long terme.
Aujourd’hui, les projets du LNCMI impliquent l’utilisation d’hélices à refroidissement
radial, ce qui permet de fournir des champs magnétiques intenses tout en brisant la limite
associée à la contrainte thermique. Du point de vue de la conception cela requiert de
pouvoir contrôler la température – moyenne ainsi que son écart-type – dans les aimants
en fonction de plusieurs paramètres : ceux correspondant aux conditions de fonctionne-
ment (le potentiel électrique appliqué uD, ainsi que les paramètres liés aux conditions de
refroidissement Tw,h), et ceux qui permettent de prendre en compte les incertitudes liées
aux proprités des matériaux (la condutctivité électrique σ0, ainsi que les coefficients ↵
et L). En effet, les propriétés des matériaux ne sont pas précises. Par exemple, le cuivre
acheté est fourni avec une borne supérieure et inférieure pour σ0. Quant aux coefficients
↵ and L, la littérature ne donne qu’un intervalle pour les définir.
Pour cela, le LNCMI a besoin d’une estimation rapide et fiable du champ de tem-
pérature. Il est possible de contrôler l’erreur a posteriori pour un champ T associé à un
maillage anisotrope, obtenu à l’aide d’une stratégie d’adaptation de maillage [98]. Cepen-
dant, cette approche n’est ni suffisante ni efficace étant données les ressources de calcul
requises. Une alternative intéressante est d’appliquer la méthodologie des bases réduites,
couplée avec la méthode EIM pour retrouver une dépendance affine en paramètres prove-
nant du second membre de (10.1) et (10.2) afin de réduire le coût de calcul. Cette nouvelle
approche permet donc d’améliorer la conception des aimants car elle offre la possibilité de
186 1. LE LABORATOIRE NATIONAL DES CHAMPS MAGNÉTIQUES INTENSES
CHAPITRE 10. MODÉLISATION D’AIMANTS RÉSISTIFS À HAUT CHAMP
réaliser des études paramétriques ainsi que des analyses de sensibilité à un coût de calcul
raisonable.
2 Approximation base réduite du problème
Nous présentons maintenant l’approximation base réduite du problème. Dans la suite,
on considère le vecteur de paramètres d’entrées µ défini par
µ =
(
σ0,↵, L, VD, h, Tw
)
2 D ⇢ R6. (10.5)
Comme les propriétés du matériau rendent le modèle multi-physique paramétrisé non-
affine en paramètres et non-linéaire, l’utilisation de la méthode des bases réduites dans ce
contexte implique de procéder comme décrit dans la section 4 du chapitre 3. La sortie du
modèle que nous considérons dans la suite est la valeur moyenne de la température T (µ).
Nous avons donc
s
(
T (µ)
)
=
1
|Ω|
Z
Ω
T (µ), (10.6)
où |Ω| désigne la surface du domaine d’étude.
Introduisons XuNu et X
T
NT , deux espaces d’approximation FE, P1, de (grande) di-
mension Nu et NT . Soit XN = XuNu ⇥ XTNT l’espace produit de dimension N , avec
N = Nu +NT . Notons que dans la suite nous avons Nu = NT .
Nous avons fait le choix de traiter la condition de Dirichlet de manière faible en
appliquant la méthode de Nitsche symétrique. Pour tout µ 2 D, les solutions uN (µ) 2
XuNu et T (µ) 2 XTNT du modèle couplé, défini dans la section 1.1 de ce chapitre, sont les
racines respectives de gu(u(µ),φu;µ) : XuNu⇥XuNu⇥D et gT (T (µ),φT ;µ) : XTNT⇥XTNT⇥D,
qui s’expriment de la manière suivante :
gu
⇣
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Z
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TN (µ)
)
ruN (µ) · rφu −
Z
cin[cout
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(10.7)
−
Z
cout
σ
(
TN (µ)
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γD
hs
uDφu +
Z
cout
σ
(
TN (µ)
)
(rφu · n)uD
et
gT
⇣
TN (µ),φT ;µ
⌘
=
Z
Ω
k
(
TN (µ)
)
rTN (µ) · rφT +
Z
cooling
h TN (µ) φT
−
Z
Ω
σ
(
TN (µ)
)
φTruN (µ) · ruN (µ)−
Z
cooling
h Tw φT ,
(10.8)
où γD et hs sont respectivement le coefficient de pénalisation – sa valeur est une constante
indépendante de µ – et la taille caractéristique du maillage. Notons que le terme γD
hs
a
été multiplié par σ
(
TN (µ)
)
afin de veiller à ce que le terme de pénalisation s’adapte
correctement en fonction des autres termes sur le même bord. En faisant ça, il faut que le
coefficient de pénalisation γD soit suffisamment grand (γD ⇡ 30) pour assurer la coercivité
et faire en sorte que cette dernière ne dépende pas des paramètres.
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Nous pouvons à présent utiliser l’algorithme de Newton pour résoudre
g
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⇣
φu,φT
⌘
;µ
!
= gu
⇣
uN (µ),φu;µ
⌘
+ gT
⇣
TN (µ),φT ;µ
⌘
= 0. (10.9)
Le résidu et la jacobienne s’écrivent respectivement
r
 
⇣
uN (µ), TN (µ)
⌘
,
⇣
φu,φT
⌘
;µ
!
= gu
⇣
uN (µ),φu;µ
⌘
+ gT
⇣
TN (µ),φT ;µ
⌘
(10.10)
et
j
 
⇣
uN (µ), TN (µ)
)
,
(
φu,φT
)
;µ
◆
=
0
B
B
B
B
B
B
@
@gu
⇣
uN (µ),φu;µ
⌘
@uN (µ)
@gu
⇣
uN (µ),φu;µ
⌘
@TN (µ)
@gT
⇣
TN (µ),φT ;µ
⌘
@uN (µ)
@gT
⇣
TN (µ),φT ;µ
⌘
@TN (µ)
1
C
C
C
C
C
C
A
.
(10.11)
Rappelons que les termes σ et k, définis en (10.2), et qui apparaissent dans les expres-
sions de gu et gT n’admettent pas une dépendance affine en paramètres. Par conséquent,
nous devons appliquer la méthode EIM afin de construire, pour chacun de ces termes, une
approximation affine en paramètres σMσ et kMk . Il existe donc deux entiers positifs Mσ et
Mk – déterminés par la méthode EIM – tels que nous puissions écrire
σMσ
(
TN (µ), x;µ
)
=
MσX
m=1
βmσ
(
TN (µ);µ
)
⇣̂mσ (x) (10.12)
et
kMk
(
TN (µ), x;µ
)
=
MkX
m=1
βmk
(
TN (µ);µ
)
⇣̂mk (x), (10.13)
où ⇣̂mσ , pour m = 1, ...,Mσ et ⇣̂
m
k , pour m = 1, ...,Mk, sont respectivement les fonctions de
base de l’expansion EIM des termes σ et k. Quant aux coefficients de l’expansion EIM,
βmσ , pour m = 1, ...,Mσ et β
m
k , pour m = 1, ...,Mk, ils sont solutions de (3.14).
Le produit scalaire H1(Ω) – défini sur les espaces XuNu et X
T
NT – est utilisé pour les
différentes projections sur l’espace d’approximation RB. Le code 10.1 illustre l’assemblage
de la matrice associée au produit scalaire H1(Ω) que l’utilisateur fournit au framework-
RBM.
Listing 10.1 – Assemblage de la matrice associée au produit scalaire H1(Ω) .
//u et phiu 2 XuNu , T et phiT 2 XTNT .
//M : matrice associee au produit scalaire
M = M_backend ->newMatrix( _test=Xh, _trial=Xh );
// produit scalaire H1(Ω) defini sur XuNu
form2( _test=Xh, _trial=Xh, _matrix=M ) =
integrate( _range=elements( mesh ),
_expr=id(phi_u)*idt(u) +
grad(phi_u)*trans( gradt(u) ) );
// produit scalaire H1(Ω) defini sur XuNu
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form2( _test=Xh, _trial=Xh, _matrix=M ) +=
integrate( _range=elements( mesh ),
_expr=id(phi_T)*idt(T) +
grad(phi_T)*trans( gradt(T) ) );
3 Premiers résultats
Nous présentons maintenant les premiers résultats obtenus grâce au framework-
RBM. Tout d’abord nous illustrerons la convergence de la méthode des bases réduites
sur des géométries simples, puis nous présenterons une étude paramétrique réalisée sur un
secteur de Bitter. Nous nous intéresserons ensuite à la quantification d’incertitudes. Enfin,
nous évoquerons le gain, en terme de performance, lié à l’utilisation du framework-RBM.
La non-linéarité de ce modèle multi-physique est traitée à l’aide de l’algorithme de
Picard. Un nombre maximal d’itération est fixé. Pour un µ 2 D donné, l’algorithme de
Picard peut s’interrompre parce que le nombre d’itérations maximal est atteint, et dans
ce cas le critère d’erreur n’est pas satisfait. La solution peut donc perdre en précision.
le critère d’erreur n’est pas satisfait. La solution numérique peut alors être très loin du
résultat escompté.
Les résultats présentés sur un secteur d’aimant de type de Bitter ont été obtenus en
faisant tourner le code sur 8 processeurs en utilisant le solveur GMRES et une méthode de
type Schwarz additive – GASM – avec un seul niveau de recouvrement comme précondi-
tionneur. Le maillage associé est anisotrope et comporte 9 700 tétraèdres, voir la figure
10.3(a). Le nombre maximal d’itérations de Picard a été fixé à 20.
Les résultats présentés sur un secteur d’aimant de type de hélice (figure 10.5) ont été
obtenus en faisant tourner le code sur 15 processeurs en utilisant le solveur GMRES et le
préconditionneur GASM avec un seul niveau de recouvrement. Le maillage associé comporte
28 000 tétraèdres. Le nombre maximal d’itérations de Picard a été fixé à 20.
Quant aux résultats présentés sur une hélice complète, le maillage, le nombre de proces-
seurs et le nombre maximal d’itérations de Picard utilisés varient, ils seront donc précisés
au cas par cas. En revanche le solveur utilisé est GMRES et le préconditionneur est GASM
avec un seul niveau de recouvrement.
3.1 Convergence
On se propose de s’assurer de la convergence de la méthode base réduite. Nous consi-
dérons tout d’abord un secteur d’aimant de type Bitter puis un secteur d’aimant de type
hélice.
Secteur de Bitter
Nous commencons par étudier la convergence de la méthode EIM. Soit E une expres-
sion dont l’expansion EIM est notée EME . E peut être par exemple σ,k ou σru · ru.
Soit Ξtrain un échantillon de 50 vecteurs de paramètres sélectionnés de manière aléatoire
dans l’espace D. Notons que nous avons Ξtrain
T
SN = ;, où SN est l’ensemble des jeux
de paramètres µ ayant servi à construire la base réduite. Nous définissons alors le maxi-
mum de l’erreur relative commise par l’approximation EIM de E lorsque nous parcourons
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l’échantillon Ξtrain comme suit :
erel,maxE = max
µ2Ξtrain
∣
∣
∣
∣
∣
∣E − EME
∣
∣
∣
∣
∣
∣
L2(Ω)
∣
∣
∣
∣
∣
∣E
∣
∣
∣
∣
∣
∣
L2(Ω)
. (10.14)
Pour comprendre la formation du plateau observé sur la figure 10.3(b), il faut savoir
qu’avec le framework-RBM, lorsque nous voulons approcher l’expression σ avec la méthode
EIM, nous approchons en réalité ⇡σ, qui est la projection de σ sur l’espace de fonctions
élément fini XuNu . Cela veut dire que les fonctions de base EIM sont calculées de manière
à avoir l’expansion EIM de ⇡σ. À l’étape en-ligne de la méthodologie EIM, lors du calcul
des coefficients de l’expansion (3.14), il est important d’évaluer, non pas l’expression σ,
mais ⇡σ aux points d’interpolation. Dans le cas contraire nous observons alors le plateau
montré par la figure 10.3(b).
(a) Visualisation d’une solution ré-
duite (champ de température) sur un
secteur d’aimant de type Bitter.
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(b) Convergence de l’approximation EIM pour
les expressions σ, k et σru · ru.
Figure 10.3 – Champ de température sur un secteur de Bitter et convergence EIM pour
différentes expressions.
Nous nous tournons maintenant vers la convergence de la méthode base réduite. No-
tons TN(µ) 2 WNpr , la solution réduite (champ de température) associée au vecteur de
paramètres µ. Nous définissons alors les erreurs suivantes, pour tout µ 2 D,
e
rel,max
N,T = max
µ2Ξtrain
∣
∣
∣
∣
∣
∣TN (µ)− TN(µ)
∣
∣
∣
∣
∣
∣
L2(Ω)
∣
∣
∣
∣
∣
∣TN(µ)
∣
∣
∣
∣
∣
∣
L2(Ω)
, (10.15)
e
rel,min
N,T = min
µ2Ξtrain
∣
∣
∣
∣
∣
∣TN (µ)− TN(µ)
∣
∣
∣
∣
∣
∣
L2(Ω)
∣
∣
∣
∣
∣
∣TN(µ)
∣
∣
∣
∣
∣
∣
L2(Ω)
, (10.16)
et
e
rel,moy
N,T =
1
Card(Ξtrain)
X
µ2Ξtrain
∣
∣
∣
∣
∣
∣TN (µ)− TN(µ)
∣
∣
∣
∣
∣
∣
L2(Ω)
∣
∣
∣
∣
∣
∣TN(µ)
∣
∣
∣
∣
∣
∣
L2(Ω)
. (10.17)
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Les quantités erel,maxN,T , e
rel,min
N,T et e
rel,moy
N,T désignent respectivement le maximum, le mini-
mum et la moyenne de l’erreur relative commise sur la température lorsque nous parcou-
rons l’échantillon Ξtrain.
D’après la figure 10.4, nous voyons que la convergence de la méthode des bases réduites
sur un secteur d’aimant de type Bitter est assurée. Cependant, en regardant de plus près,
bien qu’une suite d’espaces d’approximation RB emboîtés soit utilisé, nous constatons
que la convergence n’est pas monotone. Cela peut provenir de la perte de précision de la
solution obtenue par l’algorithme de Picard lorsque ce dernier atteint le nombre maximal
d’itérations.
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Figure 10.4 – Convergence de la méthode des bases réduites sur un secteur d’aimant de
type Bitter.
Secteur d’hélice
Étudions la convergence de la méthode des bases réduites sur un secteur d’aimant de
type hélice (voir la figure 10.5).
Figure 10.5 – À gauche : un exemple d’insert poly-hélices, suivi d’une vue détaillée
de l’extérieur d’une hélice à refroidissement radial, avec un zoom sur les canaux de re-
froidissement et les isolants. À droite : Coupe transversale d’une hélice à refroidissement
radial, champ de température – obtenu via l’utilisation du framework-RBM – de l’inté-
rieur de l’hélice, avec un zoom sur les canaux de refroidissement et les isolants (il s’agit
d’un secteur d’hélice).
D’après la figure 10.6, nous voyons que la convergence de la méthode des bases réduites
sur un secteur d’aimant de type hélice est assurée. Là encore, nous constatons que la
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convergence n’est pas monotone. Il s’agit du même phénomène que pour la convergence
sur un secteur d’aimant de type Bitter.
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Figure 10.6 – Convergence de la méthode des bases réduites sur un secteur d’aimant de
type hélice.
Notons que les quantités erel,maxN,T , e
rel,min
N,T et e
rel,moy
N,T sont les mêmes que celles définies
en (10.15)-(10.17).
3.2 Étude paramétrique sur un secteur de Bitter
Aujourd’hui, le LNCMI est impliqué dans un projet de construction d’aimant hybride
– Hybrid Magnet Project – qui consiste en l’assemblage d’une bobine résistive interne avec
un supraconducteur externe. Cette technologie permet de générer le champ magnétique
continu le plus élevé pour une installation de puissance électrique donnée (43 Tesla pour
24 MW en ce qui concerne le LNCMI). La bobine intérieure est une combinaison de deux
technologies d’aimants (Bitter et poly-hélices) alimentés de manière indépendante [50] et
[2].
Pour atteindre le champ magnétique demandé, l’aimant Bitter doit être repensé afin
de générer plus de 9 Tesla ce qui correspond à la conception réelle. Ceci peut être obtenu
en augmentant localement la densité de courant j = σ
(
T
)
ru. En pratique, cela signifie
modifier l’empilement de plaques de cuivre (voir le commentaire sous la figure 10.2). Ce
changement entrainera également une augmentation locale la température.
L’étude paramétrique nous permet de quantifier de combien il est possible d’augmenter
la densité de courant tout en conservant une température moyenne raisonnable afin de ne
pas endommager l’aimant.
Du point de vue de l’ingénierie, pour ce genre d’aimants – composés de solénoïdes
massifs, non bloqués – la densité de courant peut être approchée par
j
(
r
)
= σ0
⇣uD
✓ r
⌘
, (10.18)
où r est le rayon – en coordonnées cylindriques – et ✓ est l’angle du secteur de Bitter.
Le paramètre d’entrée uD peut alors être choisi de telle sorte que la densité de courant
j
(
rint
)
, sur le rayon intérieur rint varie de 30 ⇥ 106 à 100 ⇥ 106 A.m−2. Les autres
paramètres sont fixés de la manière suivante : σ0 = 58 ⇥ 106 S, ↵ = 3.5 ⇥ 10−3 K−1,
L = 2.5⇥ 10−8, h = 80 000 W ⇥m−2 ⇥K−1 et Tw = 293 K.
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L’étude paramétrique a été effectuée avec la méthode classique élément fini, en exé-
cutant les calculs pour un ensemble de paramètres donné, ainsi qu’avec la méthode base
réduite, afin de valider l’utilisation du framework-RBM.
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Figure 10.7 – Étude paramétrique sur un secteur de Bitter : température moyenne en
fonction de la densité de courant.
D’un point de vue coût de calcul, l’utilisation du framework-RBM représente un gain
de 2 ou 3 ordres de magnitude par rapport à l’utilisation du modèle classique élément fini.
Avec la conception actuelle, la température moyenne est d’environ 40◦C, or elle peut
atteindre 60◦C sans détériorer l’aimant. Atteindre 60◦C permettrait d’augmenter la den-
sité de courant d’un facteur 1.5 comme illustré par la figure 10.7. Cela permettrait de
redéfinir l’empilement des plaques de cuivre pour atteindre en toute sécurité 10 Tesla,
soit un gain de 1 Tesla. La nouvelle conception de l’aimant Bitter se fera sur la base de
ce résultat.
3.3 Vers la quantification d’incertitudes
Comme mentionné précédemment, l’utilisation de la technique du refroidissement ra-
dial pour les hélices intérieures d’un insert poly-hélices permet d’appliquer une densité
de courant plus élevée, et donc de fournir un champ magnétique plus élevé [50]. Cela est
possible car les hélices à refroidissement radial sont, par construction, les hélices ayant le
moins de limitations thermiques. Le débit de l’eau, qui s’écoule du rayon intérieur vers le
rayon extérieur de l’hélice, est plus efficace pour refroidir.
Cependant, depuis que les isolants ont été introduits entre chaque spire (voir la figure
10.5), des points chauds sont apparus localement. Une estimation précise de la tempéra-
ture est un élément clé pour la conception, surtout lorsque nous voulons que la température
moyenne à l’intérieur de l’hélice reste sous un certain seuil critique. Prédire la température
maximale atteinte au niveau des isolants nous permet de mieux les garder intacts. Pour
cela, nous devons prendre en compte les incertitudes associées aux propriétés de l’alliage
de cuivre (σ0, ↵ et L) ainsi que les incertitudes sur les paramètres de fonctionnement uD
et les conditions de refroidissement Tw, h. Une analyse de sensibilité permet de faire cela.
Les plages de variation des paramètres d’entrée, indiquées dans le tableau 10.1, ont été
choisies à partir de la littérature et de résultats expérimentaux.
L’analyse de sensibilité se fait en reliant le framework-RBM de Feel++ avec la librai-
rie Openturns (voir [45] et http://www.openturns.org) dédiée au traitement des incerti-
tudes. Pour mener cette étude, OpenTurns construit un échantillon de paramètres d’entrée
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Paramètre Plage de variation
σ0 [106 S] [50 ; 50.2]
↵ [10−3] [3.3 ; 3.5]
L [10−8] [2.5 ; 2.9]
uD [V] [0.14 ; 0.15]
h [W K−1 m−2] [70000 ; 90000]
Tw [K] [293 ; 313]
Table 10.1 – Plages de variation des paramètres d’entrée.
déterminé à partir d’une distribution de probabilités donnée. Le framework-RBM est en-
suite utilisé pour évaluer les sorties du modèle associées, à partir desquelles la valeur
moyenne et l’écart-type sont déduits par OpenTurns.
Comme nous le verrons dans la section 3.4, grâce au fait que le framework-RBM sup-
porte les architectures parallèles, il est possible d’appliquer la méthode des bases réduites
sur une géométrie aussi complexe que celle d’un aimant de type hélice. Cependant, dans le
framework-RBM de Feel++, rappelons que pour des problèmes non-linéaires, la partie
en-ligne dépend de la (très grande) dimension élément fini. Le nombre de simulations
nécessaires pour faire une analyse de sensibilité avec OpenTurns est si grand qu’il n’est
pas possible de la faire avec les ressources de calcul disponibles. C’est pourquoi nous avons
choisi d’effectuer l’analyse de sensibilité sur un secteur d’hélice (figure 10.5). Le secteur
d’aimant de type d’hélice considéré est suffisamment représentatif car la température se
comporte de manière régulière et symétrique.
Les résultats que nous présentons ont été obtenus à partir d’une distribution uniforme
des paramètres d’entrées (les pages de variations sont données par le tableau 10.1), avec un
échantillon de dimension 300. Notons que cette analyse de sensibilité a été réalisée sur dif-
férents échantillons de dimension de plus en plus grande. Nous avons alors remarqué qu’à
partir d’un échantillon de dimension 300, la différence observée sur les quantités calculées
devient négligeable. C’est pourquoi nous considérons qu’un échantillon de dimension 300
est suffisant pour obtenir des résultats satisfaisants en termes de précision.
Pour les paramètres d’entrée compris dans les pages de variations données par 10.1,
le tableau 10.2 donne une valeur de référence pour la température moyenne, ainsi que
l’écart-type qui peut être considéré comme un "intervalle de sécurité" associé à la valeur
de référence précédente.
Valeur moyenne de la température [K] 368.66
Écart-type associé à la valeur moyenne de la température [K] 6.22
Table 10.2 – Valeur moyenne et écart-type.
Les valeurs données par 10.2 nous assure que la température moyenne dans l’aimant
sera comprise dans l’interval [362, 44; 374, 88] K.
La valeur maximale atteinte – la plus critique – peut être affinée via l’utilisation de
quantiles. En effet, les quantiles donnent accès – pour une probablité γ donnée – au
seuil q(γ) que nous sommes assurés de ne pas dépasser. Considérons Y l’ensemble des
températures moyennes obtenues à partir de l’échantillon des paramètres d’entrée, cela se
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traduit par
chercher q(γ) tel que P
⇣
Y < q
(
γ
)⌘
> γ. (10.19)
Pour la même configuration que précédemment, le résultat quantiles pour γ = 80% et
γ = 99% sont montrés par le tableau 10.3. Ces résultats sont importants pour le système
Probability (γ) Quantile [K]
80% 371.297
99% 376.014
Table 10.3 – Quantiles
de contrôle de l’aimant. Il permet de détecter rapidement un comportement thermique
suspect, et donc de mieux prévoir les incidents.
De plus, dans le but de simplifier et de mieux guider la campagne de mesures expéri-
mentales, nous devons identifier les paramètres d’entrée qui sont les plus influents sur le
comportement de la température. Cela est possible en se basant sur le calcul des indices
de sensibilité. Les indices de Sobol d’ordre 1 qui figurent dans le tableau 10.8(gauche) ont
été obtenus en utilisant un méta-modèle basé sur les polynômes de chaos sur l’échantillon
précédent des paramètres d’entrée. Le graphique apparaissant sur la figure 10.8(droite)
illustre la comparaison entre la température moyenne prédite par le framework-RBM et
le méta-modèle. Cela nous permet de nous assurer que ce dernier corresponde bien au
modèle de base.
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σ0 6, 85.10
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Figure 10.8 – À gauche : indices de Sobol. À droite : comparaison entre le modèle réel
(RB) et le méta-modèle (polynômes du chaos).
Ces résultats montrent que les propriétés de l’alliage de cuivre ont bien moins d’in-
fluence sur la température moyenne que les paramètres de fonctionnement, spécialement
ceux liés aux conditions de refroidissement. Par conséquent, le LNCMI doit se concen-
trer sur ces quantités en terme de qualité des mesures expérimentales, mais également
au niveau de la compréhension du comportement de l’eau de refroidissement. Un tel in-
vestissement représenterait une réelle amélioration pour le modèle et apporterait plus de
fiabilité.
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3.4 Performances
Hélice complète
Considérons maintenant une hélice complète. L’espace d’approximation élément fini
est composé de 5 ⇥ 105 degrés de liberté, répartis sur 15 processeurs de type Intel(R)
Xeon(R) X5650 à 2.67 GHz. Le nombre maximal d’itérations de Picard est fixé à 20.
Figure 10.9 – À gauche : Vue extérieure d’une hélice à refroidissement radial. À droite :
Coupe transversale d’une hélice à refroidissement radial, champ de température – obtenu
via l’utilisation du framework-RBM – de l’intérieur de l’hélice avec le maillage associé.
20 fonctions de base ont été utilisées pour obtenir l’expansion EIM. La base réduite
quant à elle est de dimension 10. Ainsi, l’erreur moyenne relative commise sur la tempé-
rature, définie en (10.17), est de l’ordre de 10−4. Pour un jeu de paramètres donné, une
simulation élément fini – pour obtenir la sortie du modèle – nécessite 45 minutes, contre
18 secondes via la partie en-ligne de la méthode des bases réduites (temps moyen calculé
à partir de 20 évaluations). L’utilisation du framework-RBM permet de gagner un facteur
150 sur le temps de calcul d’une évaluation.
Si l’on considère à la fois le temps de calcul hors-ligne et en-ligne, la construction
des bases EIM prend 2h30. La construction d’un élément de la base réduite nécessite 10
minutes.
En terme de temps de calcul, nous estimons que l’utilisation de la méthode des bases
réduites devient intéressante – en comparaison avec la méthode des éléments finis – à partir
de 6 évaluations. Cependant, puisque la partie hors-ligne nécessite autant de résolutions
FE qu’il y a d’éléments dans la base réduite, l’utilisation de la méthode RB devient
intéressante seulement après 10 évaluations. Cela est dû au temps – non négligeable –
requis par le processus d’assemblage. Il est important de noter que, contrairement au
modèle FE pour lequel les matrices sont assemblées à chaque simulation (aucun pré-calcul
n’est possible), l’utilisation de la décomposition affine en paramètres par le framework-
RBM permet d’assembler les matrices une seule fois au moment de l’étape hors-ligne
quel que soit le nombre d’éléments dans la base réduite. Afin d’illustrer nos propos, on
se propose de faire le même calcul, en comparant cette fois le modèle RB au modèle FE
paramétrique. Le modèle FE paramétrique est le modèle FE qui utilise la décomposition
affine en paramètres obtenue à l’aide des expansions EIM. Il est donc possible d’assembler
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les matrices une seule fois. Cette comparaison confirme notre hypothèse puisque dans ce
cas, l’utilisation du framework-RBM ne devient intéressante qu’au-delà de 13 évaluations.
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Figure 10.10 – Comparaison des temps de calcul (5⇥ 105 degrés de liberté).
La figure 10.10 illustre le temps observé sur plusieurs simulations n. Le temps FE
correspond au temps nécessaire pour chaque évaluation (en prenant en compte le temps
d’assemblage) du modèle FE, multiplié par n, soit 45 minutes ⇥n. Le modèle PFE quant
à lui utilise la décomposition affine en paramètres donnée par EIM, ce qui permet d’as-
sembler les matrices une seule fois. Le temps noté PFE est la somme du temps mis par
l’algorithme EIM pour construire les différentes bases et du temps nécessaire pour une
simlation, soit 8.5 minutes ⇥n. Enfin, le temps RB correspond à la somme du temps de
construction de la base réduite (bases EIM comprises) et du temps mis pour une évalua-
tion, soit 0.3 minutes ⇥n.
Prenons à présent un espace d’approximation élément fini composé de 2.4⇥106 degrés
de liberté, répartis sur 16 processeurs de type Intel(R) Xeon(R) E5-2670 à 2.60 GHz. Le
nombre maximal d’itérations de Picard est fixé à 6.
10 fonctions de base ont été utilisées pour obtenir l’expansion EIM, la base réduite
quant à elle est de dimension 25. Pour un jeu de paramètres donné, une simulation élément
fini – pour obtenir la sortie du modèle – nécessite 35 minutes, contre 2 minutes via la
partie en-ligne de la méthode des bases réduites (temps moyen calculé à partir de 10
évaluations). L’utilisation du framework-RBM permet de gagner un facteur 17.5 sur le
temps de calcul d’une évaluation.
Il est évident que le temps mis par la partie en-ligne de la méthode des bases réduites
n’est pas satisfaisant. Cela est dû au fait que la partie en-ligne de EIM dépend encore de
la (très grande) dimension élément fini, voir la remarque 16. Il reste donc encore du travail
pour utiliser de manière efficace le framework-RBM sur une géométrie aussi complexe.
Résumé
Nous avons vu dans ce chapitre qu’il était possible d’utiliser le framework-RBM pour
traiter des problèmes multi-physiques sur des géométries complexes. Le LNCMI a d’ores
et déjà des premiers résultats pour une nouvelle conception d’aimants de type Bitter qui
permettra de gagner 1 Tesla. Nous avons montré également, à l’aide d’une analyse de
sensibilité, que les propriétés de l’alliage de cuivre ont bien moins d’influence sur la tem-
pérature moyenne que les paramètres de fonctionnement.
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Conclusion et perspectives
Un des objectifs de cette thèse était de proposer une nouvelle construction des fonc-
tions de base élément fini multi-échelles en s’appuyant sur les approximations base réduite,
et dont le caractère intrinsèquement parallèle permettrait de profiter de la puissance des
architectures hybrides. Cette nouvelle construction a été détaillée dans le chapitre 6, ce-
pendant sa mise en pratique nécessite l’utilisation d’un framework base réduite robuste.
Dans la première partie de ce manuscrit, après avoir rappelé quelques notions pré-
liminaires, la méthode des bases réduites certifiées a été présentée dans le cas où des
problèmes linéaires qui dépendent de manière affine des paramètres – elliptiques ou pa-
raboliques – sont considérés. Nous avons pu vérifier que la convergence de la méthode
RBM était bien celle attendue et que les estimateurs d’erreur fournissaient une borne
supérieure raisonnable pour l’erreur. Nous avons également étudié deux propositions qui
permettent d’optimiser le temps de calcul hors-ligne de certains termes nécessaires pour
la construction des estimateurs d’erreur. Puis nous avons vu que lorsque cette dépendance
affine était perdue, il était toujours possible de la retrouver, moyennant l’approximation
de certains termes, à l’aide de la méthode EIM. L’approximation de ces termes conduit à
une erreur supplémentaire qui doit être prise en compte par les estimateurs d’erreur. La
qualité de l’approximation d’un terme non affine en paramètres via une expansion EIM a
été vérifié, ainsi que l’approximation base réduite complète – incluant l’utilisation de la
méthode EIM – dans le cas d’un problème linéaire non-affine. L’efficacité des estimateurs
d’erreur a également été contrôlée. Ensuite, nous avons vu comment appliquer la méthode
des bases réduites aux problèmes elliptiques multi-physiques, linéaires et non-linéaires – la
méthodologie présentée peut facilement être étendue aux problèmes paraboliques –. Une
technique de projection – ayant conduit à la publication [111] – permettant de résoudre
les problèmes avec non-linéarités quadratiques uniquement sur un espace réduit a été
présentée dans le chapitre 5. Enfin, la partie théorique a été clôturée par l’introduction,
détaillée, d’une nouvelle construction des fonctions de base élément fini multi-échelles.
Dans la deuxième partie, orientée sur les développements informatiques, l’architec-
ture logicielle du framework-RBM a été présentée. Au commencement de cette thèse,
le framework-RBM était capable de calculer la sortie du modèle – basée sur les solu-
tions réduites primale et duale – de problèmes elliptiques linéaires coercifs dans le cas
mono-physique. Une implémentation des différents ingrédients nécessaires au calcul de
l’estimation d’erreur a posteriori était également disponible. Il a donc fallu faire évoluer le
framework afin de traiter les problèmes paraboliques linéaires et de prendre en compte les
problèmes non-linéaires, multi-physiques. Cela implique évidemment d’implémenter l’al-
gorithme EIM. Une autre contribution majeure a été d’offrir une vision fonctionnelle (à
l’opposé d’une vision algébrique), il est désormais possible de manipuler de la même ma-
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nière un élément de l’espace d’approximation FE ou RB. C’est notamment le cas grâce à
la fonction evaluateFromContext dont l’utilisation dans Feel++ va au-delà du cadre des
bases réduites. L’interface utilisateur, développée pour que l’utilisateur saisisse le moins
d’informations et le plus simplement possible, a également été introduite. Ensuite, nous
avons vu la stratégie mise en place pour que le framework-RBM puisse supporter les ar-
chitectures parallèles. Cela implique la parallélisation de la méthode des bases réduites,
mais également de la méthode EIM ou encore de la fonction evaluateFromContext.
La dernière partie quant à elle est consacrée aux simulations numériques réalisées à
l’aide du framework-RBM. La technique de projection mentionnée précédemment pour
appliquer la méthode des bases réduites aux problèmes ayant des non-linéarités quadra-
tiques a été appliquée à un problème de type convection naturelle. Il a été montré que
cette technique donnait des résultats précis et efficaces. Rappelons que ce travail est le
fruit d’une collaboration avec E.Schenone. Il a ensuite été montré, lors d’une collaboration
avec C.Daversin et C.Trophime du LNCMI, que le framework-RBM peut être utilisé pour
appliquer la méthode RBM à des problèmes multi-physiques non-linéaires, et notamment
pour mener des études paramétriques sur une portion d’aimant de type Bitter, ainsi que
des analyses de sensibilités sur des secteurs d’aimant de type hélice. Ces études ont mis en
évidence d’une part qu’il serait possible d’avoir une nouvelle conception des aimants de
type Bitter qui permettrait de gagner 1 Tesla, et d’autre part que les propriétés de l’alliage
de cuivre ont bien moins d’influence sur la température moyenne que les paramètres de
fonctionnement.
De nombreuses perspectives se dégagent de ce travail. Tout d’abord, il faut poursuivre
le travail commencé sur le traitement des problèmes ayant des non-linéarités quadra-
tiques en l’étandant au cas transitoire, et en ajoutant l’implémentation d’estimateurs
d’erreur adaptés afin de pouvoir construire la base réduite à l’aide de l’algorithme glou-
ton [121, 84, 123, 84]. Il est possible que le framework-RBM soit amené à fournir des
approximations de type "hp" [48, 49].
Il faut également continuer le travail commencé sur les lambda-expressions afin de ne
plus dépendre de la dimension élément fini lors de l’étape en-ligne de l’algorithme EIM
(voir la remarque 16). Ensuite, des estimateurs d’erreur – adaptés aux problèmes non-
linéaires – pourront être utilisés afin d’optimiser le choix des éléments de la base réduite
pour les problèmes du LNCMI. Du point de vue des applications, le modèle électro-
thermique présenté dans le chapitre 10 devra être enrichi avec d’autres physiques telles
que la magnétostatique ou l’élasticité. Le modèle devra également évoluer pour gérer des
simulations transitoires. Les possibilités offertes par les simulations de type "légo" [120]
associées à des techniques de décomposition de domaines sont très attractives pour ces
grandes applications qui impliquent des simulations multi-physiques sur des géométries
complexes.
La réflexion portant sur le développement d’une stratégie permettant de réduire le
coût de calcul hors-ligne lié à la mise en oeuvre de l’algorithme EIM pour des problèmes
non-linéaires multi-physiques complexes – voir la remarque 11 – devra être poursuivie.
Enfin, la nouvelle construction des fonctions de base élément fini multi-échelles pro-
posée dans le chapitre 6 devra être implémentée dans Feel++. Pour cela, le framework-
RBM a besoin de savoir gérer un espace de paramètres hybride, c’est-à-dire composé à la
fois de paramètres dont la plage de variation doit être discrétisée (c’est le cas l’ensemble
des paramètres considérés dans ce manuscrit) et de paramètres dont la plage de variation
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est déjà discrétisée (comme c’est le cas lorsque nous considérons que les éléments d’un
maillage sont des paramètres). Pour des performances optimales, le framework-RBM de-
vra également pouvoir se servir des cartes graphiques pour la partie en-ligne.
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Chapitre 11
Étude de la complexité de la méthode
RBM dans le cas de problèmes
non-linéaires
Nous proposons dans cette annexe d’étudier la complexité de l’étape en-ligne de la
méthode RBM, appliquée à un problème non-linéaire.
Considérons le problème de diffusion non-linéaire introduit dans [56]. Il s’agit d’un
problème elliptique non-linéaire en 2D. Soit Ω le carré unité défini par Ω ⌘]0, 1[22 R2.
L’espace des paramètres est défini par D ⌘ [0.01, 10]2. Considérons le problème suivant :
chercher uN (µ) 2 XN ⌘ H10 (Ω) tel que pour tout µ ⌘ (µ0, µ1) 2 D et pour tout x ⌘(
x0, x1
)
2 Ω,
a
⇣
uN (µ), v
⌘
+
Z
Ω
⇣
⇣
µ;x; uN (µ)
⌘
v = f
⇣
v
⌘
, 8v 2 XN , (11.1)
avec
a
⇣
uN (µ), v
⌘
=
Z
Ω
ruN (µ) · rv, (11.2)
⇣
⇣
µ;x; uN (µ)
⌘
= µ0
eµ
1uN (µ) − 1
µ1
, (11.3)
et
f
⇣
v
⌘
= 100
Z
Ω
sin
⇣
2⇡x0
⌘
cos
⇣
2⇡x1
⌘
v. (11.4)
Nous sommes intéressés par l’évaluation de la sortie du modèle sN (µ) = `(uN (µ)), pour
tout µ 2 D, avec
`
⇣
v
⌘
=
Z
Ω
v. (11.5)
Résolution en-ligne
Nous détaillons ici la construction de la matrice jacobienne et du vecteur résidu pour
pouvoir résoudre (3.198) à chaque itération de l’algorithme de Newton. Nous étudierons
également la complexité de l’étape en-ligne dans le cas de ce problème. Rappelons que
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l’espace d’approximation WNpr dans lequel est cherché la solution uN(µ) est engendré par
⇠pri , 1  i  N . La solution réduite s’écrit, pour tout µ 2 D,
uN(µ) =
NX
i=1
uNi(µ) ⇠
pr
i , (11.6)
et la fonction non-linéaire ⇣M
(
µ;x; uN(µ)
)
est approchée par
⇣M
⇣
µ;x; uN(µ)
⌘
=
MX
m=1
βm
⇣
µ;x; uN(µ)
⌘
⇣̂m. (11.7)
À l’étape en-ligne nous cherchons uN(µ) 2 WNpr tel que pour tout µ 2 D,
a
⇣
uN(µ), v
⌘
+
Z
Ω
⇣M
⇣
µ;x; uN(µ)
⌘
v = f
⇣
v
⌘
, 8v 2 WNpr , (11.8)
En nous servant de (11.6) et de (11.7), (11.8) peut se réécrire sous la forme
NX
i=1
⇣
AN
⌘
ji
uNi(µ) +
MX
m=1
⇣
CN
⌘
jm
βm
⇣
µ; uN(µ)
⌘
=
⇣
FN
⌘
j
, j = 1, ..., N, (11.9)
avec AN 2 RN⇥N , CN 2 RN⇥M et FN 2 RN . Nous avons
(
AN
)
ji
= a
(
⇠pri , ⇠
pr
j
)
avec
1  i, j  N ,
(
CN
)
jm
=
R
Ω
⇣̂m⇠prj avec 1  j  N et 1  m  M ,
(
FN
)
j
= f
⇣
⇠prj
⌘
,
avec 1  j  N . De plus, les coefficients βm
(
µ; uN(µ)
)
, 1  m  M , vérifient pour
j = 1, ...,M – voir (3.14) –,
MX
m=1
BMjm β
m
⇣
µ; uN(µ)
⌘
= ⇣
⇣
µ; tm; uN(µ)
⌘
= ⇣
⇣
µ; tm;
NX
i=1
uNi(µ) ⇠
pr
i
(
tm
)⌘
,
(11.10)
où tm, 1  m  M sont les points d’interpolation déterminés par la méthode EIM. Par
conséquent, (11.9) peut également s’écrire, pour j = 1, ..., N ,
NX
i=1
⇣
AN
⌘
ji
uNi(µ) +
MX
m=1
⇣
DN
⌘
jm
⇣
⇣
µ; tm;
NX
i=1
uNi(µ) ⇠
pr
i
(
tm
)⌘
=
⇣
FN
⌘
j
, (11.11)
avec DN 2 RN⇥M et nous avons
(
DN
)
jm
= CN
(
BM
)−1
. Afin de résoudre (11.11) nous
appliquons l’algorithme de Newton. Considérons la kème itération, nous cherchons l’incré-
ment δukN(µ) 2 WNpr tel que, pour j = 1, ..., N ,
NX
i=1
⇣
JN
(
µ; ukN(µ)
)⌘
ji
δukNj(µ) = −GN
⇣(
µ; ukN(µ)
)⌘
j
, (11.12)
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avec
GN
⇣(
µ; ukN(µ)
)⌘
j
=
NX
i=1
⇣
AN
⌘
ji
ukN(µ) +
MX
m=1
⇣
DN
⌘
jm
⇣
⇣
µ; tm;
NX
i=1
uNi(µ) ⇠
pr
i
(
tm
)⌘
−
⇣
FN
⌘
j
, 1  j  N,
(11.13)
ainsi que ⇣
JN
(
µ; ukN(µ)
)⌘
ji
=
⇣
AN
⌘
ji
+
⇣
EN
⌘
ji
, 1  i, j  N, (11.14)
où la matrice EN 2 RN⇥N doit être construite à chaque itération de la manière suivante :
⇣
EN
⌘
ji
=
MX
m=1
⇣
DN
⌘
jm
@
@uNl(µ)
⇣
⇣
µ; tm;
NX
n=1
uNn(µ) ⇠
pr
n
(
tm
)⌘
⇠pri
⇣
tm
⌘
, 1  i, j, l  N.
(11.15)
Enfin la sortie est évaluée comme suit
sN(µ) =
NX
i=1
uNi(µ)
⇣
LN
⌘
j
, (11.16)
où LN 2 RN et est défini par
(
LN
)
i
= `
(
⇠pri
)
, 1  i  N .
Étudions la complexité de l’étape en-ligne présentée ci-dessus. Le coût de l’application
de l’algorithme de Newton est prédominant sur le reste des opérations. À chaque itération
nous devons mettre à jour le résidu et construire EN , ce qui necessite O(MN2) opérations.
La matrice jacobienne est ensuite mise à jour, puis le système (11.12) est résolu avec une
complexité de O(N3). La complexité de l’étape en-ligne ne dépend donc que des (petites)
dimensions N et M , ainsi que du nombre d’itérations de l’algorithme de Newton. Elle ne
dépend pas de la (grande) dimension N .
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Chapitre 12
Code complet du modèle correspondant
au problème du bouclier thermique
Dans cette annexe est présenté le code complet nécessaire à la mise en place du modèle
correspondant au problème du bouclier thermique introduit dans le chapitre 2, section 5.
Avec ce code il est possible d’avoir un espace de fonctions élément fini d’ordre arbitraire
grâce au template Order.
#include <feel/feel.hpp >
using namespace Feel;
template <int Order >
class BouclierThermique :
public ModelCrbBase < // Derive de ModelCrbBase
ParameterSpace <2>, // Espace de parametres de dimension 2
// type de l’espace de fonctions FE
decltype(Pch <Order >(Mesh <Simplex <2»::New ())) ,
TimeDependent // le modele depend du temps
>
{
public:
typedef ModelCrbBase <
ParameterSpace <2>,
decltype(Pch <Order >(Mesh <Simplex <2»::New ())) ,
TimeDependent > super_type;
// Element de l’espace d’approximation FE
typedef typename super_type :: element_type element_type;
// Parametre µ 2 D
typedef typename super_type :: parameter_type parameter_type;
// Objet utilise pour la discretisation en temps
// BDF est l’acronyme de "Backward differentiation formula"
typedef typename super_type :: bdf_ptrtype bdf_ptrtype;
void initModel ();
double output( int output_index , parameter_type const& mu,
element_type &u );
// Retourne un pointeur sur l’objet de type bdf
bdf_ptrtype bdfModel (){ return M_bdf; }
private:
bdf_ptrtype M_bdf;
};
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template <int Order >
void BouclierThermique <Order >:: initModel ()
{
// Espace de fonctions FE et RB
this ->setFunctionSpaces(
Pch <Order >(
loadMesh( _mesh=new Mesh <Simplex <2> > )
) );
//Acces au maillage
auto mesh = this ->Xh->mesh ();
// Informations sur l’espace de fonctions XN
//Seul le processeur maitre affiche les informations
if( Environment :: worldComm (). isMasterRank () )
{
// Nombre de degres de liberte sur le processeur maitre
std::cout << "Number of local dof " <<this ->Xh ->nLocalDof () ;
// Nombre de degres de liberte global
std::cout << " and number of dof " <<this ->Xh->nDof()<<"\n";
}
// Calcul de la surface totale du maillage
double surface = integrate( _range=elements( mesh ),
_expr=cst( 1. ) ). evaluate ();
// Constructeur de l’objet de type bdf
M_bdf = bdf( _space=this ->Xh )
// Definition de l’espace des parametres
auto mu_min = this ->Dmu ->element ();
auto mu_max = this ->Dmu ->element ();
mu_min << 1e-2 , 1e-3; mu_max << 0.5 , 0.1;
this ->Dmu ->setMin( mu_min ); this ->Dmu ->setMax( mu_max );
// Elements de l’espace de fonctions XN
auto u = this ->Xh->element (); auto v = this ->Xh->element ();
//Les bords marques "gamma_holes" correspondent a @Ωint sur la
// figure 2.10. Quant au bord "left" il correspond a @Ωext sur
//la figure 2.10
// Formes bilineaires provenant de la decomposition affine de a
auto a0 = form2( _trial=this ->Xh, _test=this ->Xh);
a0 = integrate( _range= elements( mesh ),
_expr= gradt( u )*trans( grad( v ) ) );
this ->addLhs( { a0 , "1" } );
auto a1 = form2( _trial=this ->Xh, _test=this ->Xh);
a1 = integrate( _range= markedfaces( mesh , "left" ),
_expr= idt( u )*id( v ) );
this ->addLhs( { a1 , "mu0" } );
auto a2 = form2( _trial=this ->Xh, _test=this ->Xh);
a2 = integrate( _range= markedfaces( mesh , "gamma_holes" ),
_expr= idt( u )*id( v ) );
this ->addLhs( { a2 , "mu1" } );
// Contribution de la matrice de masse
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auto mass = form2( _trial=this ->Xh, _test=this ->Xh);
mass = integrate ( _range=elements( mesh ),
_expr=idt( u )*id( v ) );
this ->addMass( { mass , "1" } );
// Second membre
auto f0 = form1( _test=this ->Xh );
f0 = integrate( _range=markedfaces( mesh ,"left" ),
_expr= id( v ) ) ;
this ->addRhs( { f0, "mu0" } );
// Sortie : `(v) =
R
Ω
1
|Ω|v
auto out = form1( _test=this ->Xh );
out = integrate( _range=elements( mesh ),
_expr= (1./ surface )*id( v ) ) ;
this ->addOutput( { out , "1" } );
// Specification du produit scalaire pour un parametre de reference
//ici µref = (0.01, 0.001). Nous avons choisi le produit
// scalaire associe a la norme d’energie
auto energy = form2( _trial=this ->Xh, _test=this ->Xh);
energy =
integrate( _range=elements( mesh ),
_expr=gradt( u )*trans( grad( v ) ) ) +
integrate( _range= markedfaces( mesh , "left" ),
_expr= 0.01 * idt( u )*id( v ) ) +
integrate( _range= markedfaces( mesh , "gamma_holes" ),
_expr= 0.001 * idt( u )*id( v ) );
this ->addEnergyMatrix( energy );
this ->addMassMatrix(mass);
}
// Calcul des sorties du modele pour un element u de XN
template <int Order >
double BouclierThermique <Order >:: output(int output_index ,
parameter_type const& mu,
element_type &u )
{
auto mesh = this ->Xh->mesh ();
double output =0;
if ( output_index ==0 )
output=integrate( _range=markedfaces( mesh ,"left" ),
_expr= mu(0)* idv( u )). evaluate ();
if( output_index ==1 )
output=integrate( _range=elements( mesh ),
_expr= (1./ surface )*idv( u )). evaluate ();
if( output_index > 1 )
throw std:: logic_error( "Error with output_index" );
return output ;
}
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Chapitre 13
Différentes utilisations de la fonction
evaluateFromContext
Dans la section 1.3 du chapitre 7 nous avons illustré comment évaluer un élément
de l’espace de fonctions FE ou RB – en un certain nombre de points – via la fonction
evaluateFromContext. Nous montrons ici que nous pouvons également avoir accès au gra-
dient ou aux dérivées partielles suivant les variables d’espace. De plus nous montrons qu’il
est également possible de manipuler des éléments d’espaces vectoriels. Afin de vérifier les
résultats obtenus nous utilisons les outils dédiés à la vérification de la librairie Boost
comme BOOST_CHECK.
auto mesh=unitHypercube <2>(); //carre unite
// Espace d’approximation (vectoriel) FE, XN
auto Xh = Pchv <Order >( mesh );
// Reduced basis space
auto RbSpace = RbSpacePch( this ->shared_from_this () );
// Projection de (x , x^2 ) sur XN
auto basis_1 = vf:: project( Xh , elements(mesh),
vec( Px() , Px()*Px() ) );
// Projection de (y , x y ) sur XN
auto basis_2 = vf:: project( Xh , elements(mesh),
vec( Py() , Py()*Px() ) );
//Ces deux elements engendrent la base reduite
RbSpace ->addPrimalBasisElement( basis_1 );
RbSpace ->addPrimalBasisElement( basis_2 );
// Points que l’on va associer au context
node_type t1(2), t2(2), t3(2);
/*x*/ t1 (0)=0.1; /*y*/ t1 (1)=0.2;
/*x*/ t2 (0)=0.1; /*y*/ t2 (1)=0.8;
/*x*/ t3 (0)=0.75; /*y*/ t3 (1)=0.9;
// Creation des context FE et RB
auto ctxfem = Xh ->context (); auto ctxrb = RbSpace ->context ();
// Ajout des points aux contexts
ctxfem.add( t1 ); ctxfem.add( t2 ); ctxfem.add( t3 );
ctxrb.add( t1 ); ctxrb.add( t2 ); ctxrb.add( t3 );
// Element de l’espace d’approximation RB
auto u_rb = RbSpace ->element ();
u_rb.setCoefficient( 1 , 1 );//u_rb = (0, 1)
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auto u_fem = u_rb.expansion ();
//les elements manipules sont (y, x y)
int x=0,y=1; // variables d’espace
// ------- Evaluations -------
//Pour les evaluations , evaluateFromContext retourne un vecteur qui ,
//pour chaque point , contient l’evaluation de l’expression en
// chaque composante , on a :
// auto res=evaluateFromContext (..., _expr=idv()) avec
// res(0), res (1) : evaluation au premier point
// res(2), res (3) : evaluation au dexieme point ...
// Element : u_fem , context : ctxfem
auto fem_eval_ctxfem =
evaluateFromContext( _context=ctxfem , _expr=idv(u_fem) );
// Element : u_rb , context : ctxfem
auto rb_eval_from_ctxrb =
evaluateFromContext( _context=ctxfem , _expr=idv(u_rb) );
// Element : u_rb , context : ctxrb
auto rb_eval_ctxfem =
evaluateFromContext( _context=ctxrb , _expr=idv(u_rb) );
// Verification
Eigen:: VectorXd true_values( 6 ); // evaluations exactes
true_values (0)=t1(y); true_values (1)=t1(y)*t1(x);
true_values (2)=t2(y); true_values (3)=t2(y)*t2(x);
true_values (4)=t3(y); true_values (5)=t3(y)*t3(x);
double norm_fem_eval_ctxfem = fem_eval_ctxfem.norm ();
double norm_rb_eval_ctxrb = rb_eval_ctxrb.norm ();
double norm_rb_eval_ctxfem = rb_eval_ctxfem.norm ();
double true_norm=true_values.norm ();
double tol=1e-13; // tolerance
double diff=math::abs(norm_rb_eval_ctxrb - true_norm );
//La difference entre les normes calculees doit etre plus petite
//que la tolerance "tol"
BOOST_CHECK_SMALL(diff , 1e-13 );
diff=math::abs(norm_rb_eval_ctxrb - norm_rb_eval_ctxfem );
BOOST_CHECK_SMALL(diff , 1e-13 );
diff = math::abs(norm_rb_eval_ctxrb - norm_fem_eval_ctxfem)
BOOST_CHECK_SMALL( diff , 1e-13 );
// ------- Gradients -------
//Pour les gradient , evaluateFromContext retourne un vecteur qui ,
//pour chaque point , pour chaque variable d’espace , contient la
// derivee partielle de chaque composante , en posant u=(u1 ,u2)
//on a :
// auto res=evaluateFromContext (..., _expr=gradv ()) avec
// res(0) : evaluation de du1/dx au premier point
// res(1) : evaluation de du2/dx au premier point
// res(2) : evaluation de du1/dy au premier point
// res(3) : evaluation de du2/dy au premier point
// res(4) : evaluation de du1/dx au deuxieme point
// Element : u_fem , context : ctxfem
auto fem_grad_ctxfem =
evaluateFromContext( _context=ctxfem , _expr=gradv(u_fem) );
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auto rb_grad_ctxfem =
evaluateFromContext( _context=ctxfem , _expr=gradv(u_rb) );
auto rb_grad_ctxrb =
evaluateFromContext( _context=ctxrb , _expr=gradv(u_rb) );
// Verification
Eigen:: VectorXd true_valuesg( 12 )
/*du1/dx*/ true_g( 0 ) = 0; /*du2/dx*/ true_g( 1 ) = t1(y);
/*du1/dy*/ true_g( 2 ) = 1; /*du2/dy*/ true_g( 3 ) = t1(x);
/*du1/dx*/ true_g( 4 ) = 0; /*du2/dx*/ true_g( 5 ) = t2(y);
/*du1/dy*/ true_g( 6 ) = 1; /*du2/dy*/ true_g( 7 ) = t2(x);
/*du1/dx*/ true_g( 8 ) = 0; /*du2/dx*/ true_g( 9 ) = t3(y);
/*du1/dy*/ true_g( 10 ) = 1; /*du2/dy*/ true_g( 11 ) = t3(x);
double norm_fem_grad_ctxfem = fem_grad_ctxfem.norm ();
double norm_rb_grad_ctxrb = rb_grad_ctxrb.norm ();
double norm_rb_grad_ctxfem = rb_grad_ctxfem.norm ();
double trueg_norm = true_g.norm ();
diff = math::abs(norm_fem_grad_ctxfem - trueg_norm)
BOOST_CHECK_SMALL( diff , tol );
diff = math::abs(norm_rb_grad_ctxrb - trueg_grad)
BOOST_CHECK_SMALL( diff , tol );
diff = math::abs(norm_rb_grad_ctxrb - norm_rb_grad_ctxfem)
BOOST_CHECK_SMALL( diff , tol );
// Notons qu’il est egalement possible de tester chaque
// composante du vecteur resultat , par exemple :
diff = math::abs(rb_grad_ctxrb (0) - true_g (0) );
BOOST_CHECK_SMALL( diff , tol );
// ------- Derivees partielles -------
//Il est egalement possible d’avoir l’evaluation des
// derivees partielles. Cela retourne un vecteur contenant ,
//pour chaque point , contient l’evaluation de l’expression en
// chaque composante. Comme pour les evaluations.
auto dy_fem_ctxfem=evaluateFromContext( _context=ctxfem ,
_expr=dyv(u_fem) );
auto dy_rb_ctxrb=evaluateFromContext( _context=ctxrb ,
_expr=dyv(u_rb) );
auto dy_rb_ctxrb=evaluateFromContext( _context=ctxrb ,
_expr=dyv(u_rb) );
auto dy_rb_ctxfem=evaluateFromContext( _context=ctxfem ,
_expr=dyv(u_rb) );
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Résumé
Aujourd’hui, dans de nombreux champs d’applications, de plus en plus de problèmes
d’ingénierie demandent d’avoir une évaluation précise et efficace de quantités d’intérêt.
Très souvent, ces quantités dépendent de la solution d’une équation aux dérivées partielles
(EDP) paramétrée où les paramètres – physiques ou géométriques – sont les entrées du
modèle et les quantités d’intérêt – valeurs moyennes – en sont les sorties. Les techniques
de réduction d’ordre, notamment la méthode des bases réduites qui est la méthode utilisée
tout au long de ces travaux, permettent de répondre à ces demandes. Dans cette thèse nous
nous intéressons à la mise en place d’un framework en C++, supportant le calcul parallèle,
permettant d’appliquer la méthode des bases réduites à des problèmes multi-physiques
non-linéaires tels que les problèmes de convection naturelle (couplage fluide-thermique),
ou encore la modélisation d’aimants de type résistifs à hauts champs (nous nous limitons
au couplage thermo-electrique) aboutissant à une étude sur la quantification d’incertitude.
La méthode des bases réduites s’appuie naturellement sur une approximation obtenue via
la discrétisation élément fini du problème à traiter. Pour cela nous utilisons la librairie
de calcul Feel++, spécialisée dans la résolution d’EDPs. Nous nous intéressons également
aux problèmes de type multi-échelles. La particularité de ces problèmes est de manipuler
un ensemble de phénomènes mettant en jeu des échelles différentes, comme c’est le cas
par exemple lorsque nous considérons un écoulement en milieu poreux. La méthode des
éléments finis multi-échelles permet d’avoir le comportement "global", associé aux grandes
échelles, de la solution du problème sans devoir le résoudre sur les petites échelles. Nous
proposons une nouvelle construction des fonctions de base élément fini multi-échelles basée
sur la méthode des bases réduites.
Mots-clés : méthode élément fini multi-échelles, méthode base réduite, calcul parallèle,
Feel++, C++ .
