Abstract. We study general constrained multiobjective optimization problems with objectives being closed multifunctions in Banach spaces. In terms of the coderivatives and normal cones, we provide generalized Lagrange multiplier rules as necessary optimality conditions of the above problems. In an Asplund space setting, sharper results are presented.
1. Introduction. Let X be a Banach space and f i : X → R ∪ {+∞} be proper lower semicontinuous functions (i = 0, 1, . . . , m). Many authors (see [2, 3, 4, 16, 29, 30] ) studied the following optimization problem with inequality and equality constraints: Under some restricted conditions (e.g., each f i is locally Lipschitz), it is well known, as the Lagrange multiplier rule, that ifx is a local solution of (1. where ∂(λ i f i ) and N (Ω,x) denote the subdifferential and the normal cone (see section 2 for their definitions). Some authors established the so-called fuzzy Lagrange multiplier rule (see [3, 14, 20] and the references therein). The main aim of this paper is to establish the corresponding rules for multifunctions in Banach spaces. For i = 1, . . . , m, let C i be a closed convex cone in Y i . Consider the following constrained multiobjective optimization problem:
Recall thatā ∈ A is said to be a Pareto efficient point ifā ≤ C0 a whenever a ∈ A and a ≤ C0ā , that is,
We use E(A, C 0 ) to denote the set of all Pareto efficient points of A. In the case when C 0 is pointed (i.e., C 0 ∩ −C 0 = {0}),
Forx ∈ X andȳ ∈ F 0 (x), we say that (x,ȳ) is a local Pareto solution of the multiobjective optimization problem (1.3) if there exists a neighborhood U ofx such thatȳ
In the case when each F i is single-valued, many authors have established sufficient or necessary optimality conditions for Pareto solutions and weak Pareto solutions under some restricted conditions; e.g., the ordering cone has a nonempty interior, the spaces are finite dimensional, and C i = R n + (see [1, 5, 7, 9, 10, 11, 12, 13, 22, 23, 24, 26, 27 ] and the references therein). In the set-valued setting, in terms of cotangent derivatives Götz and Jahn [8] provided the Lagrange multiplier rule for (1.3) under the convexity assumption. Ye and Zhu [25] and Mordukhovich, Treiman, and Zhu [19] gave some necessary optimality conditions for multiobjective optimization problems with respect to an abstract order in a Euclidean space or Asplund space setting. Recently, the authors [28] studied a unconstrained multiobjective problem with the objective being multifunctions in Banach spaces and, as generalizations of the Fermat rule, presented necessary optimization conditions. In this paper, in a general setting we provide the following fuzzy Lagrange multiplier rule for constrained multiobjective optimization problem (1.3).
Let X, Y i be Banach spaces, Ω be a closed subset of X, and F i : X → 2 Yi be a closed multifunction (i = 0, 1, . . . , m). Suppose that (x ,ȳ0 ) is a local Pareto solution of the constrained multiobjective optimization problem (1.3), and letȳ i ∈ F i (x)∩−C i (i = 1, . . . , m). Then one of the following two assertions holds.
(i) For any ε > 0 there exist x i ∈x + εB X , w ∈ Ω ∩ (x + εB X ), y i ∈ F i (x i ) ∩ (ȳ i + εB Yi (ii) For any ε > 0 there exist
Using this result, we give some exact Lagrange multiplier rules for (1.3). In the case when X, Y i are Asplund spaces, these results are sharpened; in particular, we prove the following result (see section 2 for terms undefined).
Let (x,ȳ 0 ) be a local Pareto solution of (1.3), and letȳ i ∈ F i (x) ∩ −C i . Suppose that each F i is pseudo-Lipschitz around (x,ȳ i ) and that each C i is dually compact (e.g., C i has a nonempty interior). Then there exists c *
where D * F i (·, ·) denotes the Mordukhovich coderivative with respect to the limiting normal cone (see section 2 for its definition). Under the condition that X, Y i are finite dimensional, we provide the following necessity optimality condition of constrained multiobjective optimization problem (1.3).
Let each F i be a closed multifunction and each C i be a closed convex cone. Suppose that (x,ȳ 0 ) is a local Pareto solution of (1.3). Then, for anyȳ i ∈ F i (x)∩−C i , one of the following assertions holds.
(a) There exists c *
. . , f m be as in (1.1). In the special case when
The above results can be applied to (1.1). In particular, under the assumption that X is an Asplund space and that f 0 , f 1 , ·, f n are lower semicontinuous and f n+1 , . . . , f m are continuous, we prove that ifx is a local solution of (1.1), then one of the following assertions holds.
(i) For any ε > 0 there exist λ i ∈ R \ {0}, w ∈ (x + εB X ) ∩ Ω, and
where M > 0 is a constant independent of ε.
(ii) For any ε > 0 there exist w ∈ (x+εB X )∩Ω,
Preliminaries.
Throughout this section, we assume that Y is a Banach space. Let f : Y → R ∪ {+∞} be a proper lower semicontinuous function, and let epi(f ) denote the epigraph of f , that is, Let y ∈ dom(f ), let h ∈ Y , and let f
• (y, h) denote the generalized directional derivative given by Rockafellar (see [4] ), that is,
where B Y denotes the closed unit ball of Y , and the expression z f → y means z → y and f (z) → f (y). It is known that f
• (y, h) reduces to Clarke's directional derivative when f is locally Lipschitzian (see [4] ). Let
Let A be a closed subset of Y , and let N c (A, a) denote Clarke's normal cone of A at a, that is, 
We also need the notion of Fréchet normal cones and that of limiting normal cones. For ε ≥ 0, the set of ε-normals to A at a is defined bŷ
where y A → a means that y → a with y ∈ A. The setN 0 (A, a) is simply denoted bŷ N (A, a) and is called the Fréchet normal cone to A at a. The limiting Fréchet normal cone to A at a is defined by
In the case when A is convex, it is well known that
Recall that the Fréchet subdifferential∂f (y) and the limiting subdifferential ∂f (y) of f at y ∈ dom(f ) are defined bŷ [18] ) that
Let∂ ∞ f (y) and ∂ ∞ f (y) denote, respectively, the singular Fréchet subdifferential and the singular limiting subdifferential of f at y, that is, [21] and the references therein. In the case when Y is an Asplund space, Mordukhovich and Shao [18] proved that ∂f (y) = lim sup 
Proposition 2.2 is due to Fabian [6] (also see [18] for the details). For Φ : X → 2 Y , a multifunction from another Banach space X to Y , let Gr(Φ) denote the graph of Φ, that is,
We say that Φ is closed if Gr(Φ) is a closed subset of X × Y and that Φ is convex if Gr(Φ) is a convex subset of X × Y . Recall (see [15, 17] ) that Φ is pseudo-Lipschitz at (x,ȳ) ∈ Gr(Φ) if there exist a constant L > 0, a neighborhood U ofx, and a neighborhood V ofȳ such that
For x ∈ X and y ∈ Φ(x), letD 
(see [17, 18] ). We will need the following known result.
) and any y * ∈ Y * . Proposition 2.3 can be found in Mordukhovich [15] . Moreover, readers can find a simpler proof of Proposition 2.3 in Jourani and Thibault [11] .
. . , n) be multifunctions from metric spaces M i with metrics d i . Recall (see [19] ) thatx is called an extremal point of the system
Mordukhovich, Treiman, and Zhu [19] proved the following extended extremal principle.
Next we provide a slight improvement of Theorem MTZ, which will be used in the proofs of the main results.
For a natural number n and subsets 
Then for any λ > 0 there existã
and so, by the assumption,
Take η ∈ (0, ε) and β ∈ (0, λ) such that
Then, by the Ekeland variational principle, there existsx i ∈ A i such that
This and the definition of f imply that (
We define a continuous convex function ψ by
It follows from (2.5) that ψ attains its minimum over
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This and (2.7) imply that
We claim that
Granting this and noting that
It remains to show that (2.9) holds. Let (
Since, as in (2.6),
Remark. Lemma 2.1 recaptures Theorem MTZ. Indeed, by the assumption of Theorem MTZ, there exists r > 0 such that for any σ ∈ (0, min{
. This implies that 
Now with
A i = S i (s i ) ∩ (x + rB Y ), a i = u i , ε = σ 2 ,n i=1 A i = ∅. Let a i ∈ A i (i = 1, . . . , n) and ε > 0 such that n−1 i=1 a i − a n ≤ γ(A 1 , . . . , A n ) + ε. Then for any λ > 0 there existã i ∈ A i and a * i ∈ Y * such that n i=1 a i −ã i < λ, a * i ∈ N c (A i ,ã i ) + ε λ B Y * , n i=1 a * i = 1 and n i=1 a * i = 0.
Fuzzy Lagrange multiplier rules.
In this section, we always assume that X, Y i are Banach spaces (unless stated otherwise), that C i ⊂ Y i is a closed convex cone, and that each multifunction
Yi is closed. Further we assume that the ordering cone C 0 in Y 0 is nontrivial (i.e., C 0 is not a linear subspace). For convenience we define the norm on the product
In this section we present three fuzzy Lagrange multiplier rules. The first one works on general Banach spaces, while the last two work on Asplund spaces dealing, respectively, with the set-valued and the numeral-valued functions. (i) For any ε > 0 there exist
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Proof. By the assumption there exists δ > 0 such that
Since
and
Indeed, if this is not the case, then there exist x ∈ X and y i ∈ F i (x ) (i = 0, 1, . . . , m) such that
It follows from (3.1) thatȳ 0 ≤ C0 y 0 , and soȳ 0 ≤ C0ȳ0 − s k c 0 . This implies that c 0 ∈ −C 0 , contradicting (3.2). Let
By Lemma 2.2 (applied to the family {A 0 , A 1 , . . . , A m+1 } and the constants ε = 
By the definitions of A m+1 andã m+1 (k), we see that N c (A m+1 ,ã m+1 (k)) is equal to the following product:
By well-known relations
We do the above for every natural number k, and by (3.3) we assume without loss of generality thatx + δB X is a neighborhood of x m+1 (k), and so N c (( 
This and (3.4) imply that there exists (c
) and y * j = 0 ∀j = i}. This and (3.4) imply that for 0 ≤ i ≤ m,
By (3.6), (3.8), and (3.11), one has
This and (3.10) imply that for i = 0, 1, . . . , m,
In the case when { m j=0 c * j (k) } does not converge to 0, without loss of generality we assume that there exists r > 0 such that m j=0 c * j (k) > r for all k (passing to subsequences if necessary). It follows from (3.13), (3.7), and (3.6) that
By virtue of (3.3) and (3.5) and by considering large enough k, it follows that (i) holds with M = It follows from (3.11), (3.12), and (3.5) that m+1 i=0
x * i (k) → 1. Thus, by (3.13), (3.7), and (3.6), there exist 
Therefore, for all k large enough,
Noting that r k → 1 and c * i (k) ≤ t k → 0, this implies that (ii) holds, and the proof is completed.
In the special case when F i (x) = 0 for all x ∈ X and i = 1, . . . , m, (1.3) reduces to the following problem: 
(ii) For any ε > 0 there exist u ∈x+εB X , w ∈ Ω∩(x+εB X ), y ∈ F 0 (u)∩(ȳ+εB Y ), and x * ∈ X * with x * = 1 such that N (A, a) ⊂ N (A, a) and N c (A, a) is the weak * -closed convex hull of N (A, a) ). The proof is the same as the proof of Theorem 3.1, but use Lemma 2.1 in place of Lemma 2.2. (i) For any ε > 0 there exist
(ii) For any ε > 0 there exist
, and w * ∈N (Ω, w) + εB X * such that
Next we prove that (ii) in Theorem 3.2 cannot happen when each F i is pseudoLipschitz at (x,ȳ i ). 
Proof. Since each F i is pseudo-Lipschitz at (x,ȳ i ), Proposition 2.3 implies that there exist constants L, δ > 0 such that for any (x,
We need only show that (i) of Theorem 3.2 holds. If this is not the case, Theorem 3.2 implies that there exist 
Let g : X → R be a continuous function and G(x) = {g(x)} for all x ∈ X. The following assertions are known (see [14, Lemma 2.3] g(x) )(0) if and only if there exist sequences {x k }, {x * k }, and {t k } such that
As an application of Theorem 3.2, now we can establish fuzzy necessary optimality conditions for scalar-objective optimization problem (1.1). (
Proof. Let ε be an arbitrary positive number. By the lower semicontinuity assumption, there exists δ ∈ (0, 1 2 ) such that
Hence, one of the assertions (i) and (ii) in Theorem 3.2 holds. It suffices to show that (i) in Theorem 3.2=⇒(i) and (ii) in Theorem 3.2=⇒(ii). As the arguments are similar, we shall prove only that the implication (i) in Theorem 3.2=⇒(i). Suppose that (i) in Theorem 3.2 holds. Let σ ∈ (0, min{
where K > 0 is a constant. By (3.19), one has
For any i ∈ {0, 1, . . . , n} ∩ I 0 , (3.22) and (β) imply that there
Moreover, for any j ∈ {n + 1, . . . , m} ∩ I 0 , (β ) implies that there existũ j ∈ u j + σB X with |f 
and dividing (3.23), (3.24) , (3.26) , and (3.28) by η, it follows that
It follows from (3.25) and (3.27 ) that (i) holds with M = 2K + 2 m . The proof is completed. Downloaded 07/15/13 to 137.189.49.141. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 4. Lagrange multiplier rules. In this section, we provide some exact Lagrange multiplier rules for the constrained multiobjective optimization problem (1.3). We will need the following notions. Recall (see [28] ) that a closed convex cone C in X is dually compact if there exists a compact subset K of X such that
This condition is trivially satisfied if X is finite dimensional (because one can then take K = B X ). Note that if C has a nonempty interior, then there exists c 0 ∈ C such that
It is known that if C is dually compact, then
The concept C being dually compact is closely related to the locally compact concept introduced in Loewen [12] (see [28, Proposition 3.1] for the details).
Following Mordukhovich [15] and Mordukhovich and Shao [17] , we say that a multifunction Φ from X to another Banach space Y is partially sequentially normally compact at (x, y) ∈ Gr(Φ) if for any (generalized) sequence {(x n , y n , x * n , y * n )} satisfying
one has x * n → 0. Clearly, Φ is automatically partially sequentially normally compact at each point of Gr(Φ) if X is finite dimensional. Moreover, Proposition 2.3 implies that Φ is partially sequentially normally compact at (x, y) ∈ Gr(Φ) if Φ is pseudo-Lipschitz at (x, y).
In the remainder of this paper, we make the following blanket assumptions.
We first consider the case when X, Y i are Asplund spaces (thus, in particular (2.1) is valid in these spaces). 
where M > 0 is a constant independent of k. Hence there exist bounded sequences {x * i (k)} and {x * (k)} such that
Since a bounded set in a dual space is relatively weak * compact, without loss of generality we can assume that 
such that 9) and thanks to the assumption that each F i is partially sequentially normally compact at (x,ȳ i ). Thus (ii) holds, and the proof is completed.
As already noted, every closed multifunction between two finite dimensional spaces is partially sequentially normally compact at each point in its graph, and every closed convex cone in a finite dimensional space is dually compact. Thus, the following corollary is a consequence of Theorem 4.1. 
Proof. By Corollary 3.2, for any natural number k there exist
where M > 0 is a constant independent of k. Hence there exist
Without loss of generality, we can assume that
Hence, Thus, (4.10) reduces to (1.2).
In the remainder of this section, we consider the case when X, Y i are general Banach spaces. In this case we need the notion of the normal closedness.
We say that Ω is normally closed at x ∈ Ω if for (generalized) sequences
(see [4, Corollary, p. 58] ). It is known that Ω is normally closed at each point of Ω if Ω is convex. Moreover, if Ω is epi-Lipschitz around x ∈ Ω, then Ω is normally closed at x. We say that a closed multifunction Φ : X → 2 Y is normally closed at (x, y) ∈ Gr(Φ) if Gr(Φ) is normally closed at (x, y) (see [28] ).
Mimicking a corresponding notion introduced in [17] , we say that Φ : X → 2 Y is partially sequentially normally compact at (x, y) ∈ Gr(Φ) in the Clarke sense if for any (generalized) sequence {(x n , y n , x * n , y * n )} satisfying This and the inequality in (4.14) imply thatȳ 0 ∈ E F 0 Ω ∩
The proof is completed.
