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different n  96 SLIDING-MODE CONTROL OF THE  
SUPER MANEUVERABLE AIRCRAFT  
CHAPTER 1  
INTRODUCTION  
Modem aircraft technology constantly demands better performance, including 
more speed, more maneuverability, higher turning rate, higher efficiency, etc.. 
Design for high angle of attack and post stall flight region has great importance for 
interceptors and may be significant in civilian aircraft. Even though commercial 
airplanes usually perform in the linear flight regime, they might encounter high angle 
of attack situations for reason of meteorological conditions or some other emergency. 
In such cases, having a control system that can cope with high angle of attack 
conditions and stabilize the aircraft can mean the difference between survival and 
disaster.  Also, it has been shown that a modern combat aircraft with high 
performance and maneuverability beyond the stall region, or even deep into the post 
stall region, will have a definite advantage in kill ratio and mission success over 
conventional fighters and will also attain maximum climb performance and sustained 
turn capability over Mach =1 despite big changes in stability derivative coefficients 
over Mach =1 [22]. 
The requirement for aircraft to maneuver with agility over a great range of 
angle of attack, which of course makes the dynamics highly nonlinear, also makes the 
design of control laws more complex and difficult. The main reason for this is that 
control power supplied by the aerodynamic control and fixed-thrust direction of 
conventional aircraft-especially as airspeed decreases and lift is lost at larger than 
stall angles of attack-is insufficient. 2 
Research in high angle of attack and post stall flight regime is presently at an 
advanced stage. For instance, special purpose tests and technology demonstrator 
aircraft, such as the advanced HARV (F-18) with vectored thrust control both in 
magnitude and direction, have been developed and flight tested. In spite of control 
power compensation, it is not easy to control such vectored aircraft because of 
sensitivity problems and the fact that they are unstable to small variations of flight 
conditions in certain high angle of attack regime. Typically, satisfactory control 
laws for the linearized system at as many operating points as possible over the whole 
flight regime using interpolation techniques have been developed by Ostroff in NASA 
[52, 53]. In this controller, variable feedback gain is scheduled as a function of 
angle of attack (a). However, its design is quite complex and response up to the 
final high a is somewhat sub-time optimal. 
In this thesis, a sliding-mode control without discrete sgn( ) function is 
directly applied to the longitudinal motion of a high performance and highly 
nonlinear aircraft, the F-18 (HARV) without linearization of the system. This 
nonlinear control law uses a sliding surface which is described in the form of the 
equation of error between actual output and desired outputs. As a result, rise time 
can be reduced, and output reaches and is kept near its final terminal point without 
overshoot which is not guaranteed in the time optimal control when the states are not 
constrained.  In time optimal control, the synthesis of the closed loop control is 
difficult. Also the solution of the multi-state control of the terminal is not guaranteed 
numerically when the system has multiple local minima [45]. In contrast, in this 
SMC the concerned state is driven to the sliding surface by the leachability condition 
and it is kept near the sliding surface by adjusting the reachable speed. For this, 
boundary layers are set and the reachable speeds are adjusted in each boundary layer. 
Usually, sliding-mode control with discontinuous inputs, which includes the 
sgn( ) function, induce significant chattering. To reduce the effect of chattering, a 
control law without the sgn( ) function is adopted. This control law can be expanded 
not only to the input-output system but also to a uncoupled multi-input multi-output 
systems. Furthermore, it can be applied to systems with input constraints by 
modification of the method.  First, this sliding-mode control (SMC) is applied to a 3 
single-input single-output (SISO) system which is described as a simplified second-
order longitudinal motion [61]. Secondly, it is applied to the fourth-order 
longitudinal motion of a super-maneuverable aircraft, HARV (F-18), using two 
inputs-stabilator and thrust angle. For the second case, thrust magnitude is scheduled 
by a method similar to that adopted by Ostroff [53]  .  In addition, stabilator and 
thrust angle as well as their angular velocity are limited. 
It has been demonstrated that sliding-mode control is robust to uncertainty and 
disturbance under a matching condition. This means that uncertainty cannot enter 
arbitrarily into the state equations; however, certain preconditions must be met with 
respect to locations of uncertainties within the system description [1]. But this is not 
true when the matched condition is not satisfied. For the proposed SMC, robustness 
to uncertainty and disturbance under the assumption that their boundness is known, 
will be studied. After this section, Chapter 2 describes the characteristics of SMC, 
including the background of SMC, how to design the sliding surface, methods of 
controller design in SMC, robustness to uncertainty and disturbance under a matching 
condition. The effect of chattering is also discussed. 
Chapter 3 provides a description of sliding-mode control without 
discontinuous inputs for the so-called (square) decoupled input-output system. 
Chapter 4 treats, in practice, the description of how to apply this control to the 
highly maneuverable aircraft with constraints of inputs. Chapter 5 describes 
robustness to the uncertainty and disturbance for the proposed SMC. Chapter 6 
provides explanations of the simulations used for this research as well as concluding 
remarks and reference to future research and continuing study. 
Description of the dynamic equations of the aircraft and derivation of the equations of 
the fourth-order longitudinal motion of such highly maneuverable aircraft as the 
HARV (F-18) are described in the appendix. 4 
CHAPTER 2  
BACKGROUND OF SLIDING-MODE CONTROL (SMC)  
Sliding-mode control (SMC) appeared in the Russian literature as early as the 
1930s and was further developed independently in Russia and the U.S.A. along with 
variable structure control systems (VSC) in the early 1960s (e.g. [29, 64]). VSC 
systems are a part of nonlinear control systems whereby the structure is not fixed, 
but is varied as part of the control process, for example, by switching control-gain 
between two values according to some law. 
Typically, the SMC uses a high-speed switching control law to make the state 
trajectory of the system approach a switching ("discontinuous") surface which is 
called the sliding surface, and to keep it on this sliding surface once the state 
trajectory intersects the surface or at least for some desired period of time such as in 
handling state constraints. Design of SMC consists of at least two main parts. One 
is the reaching mode, in which the state trajectory, starting from anywhere on the 
state plane (in this study), is directed toward the sliding surface. The other part is 
the sliding-mode with the state trajectory on the sliding surface. For these two 
modes, the switching surface and control law for reachability and existence of a 
sliding-mode are designed. Of course, some systems may have multiple sliding 
surfaces (e.g., state constraints) with appropriate local approaching conditions. 
Prior to the 1970s, one of reasons that studies of SMC were held up was due 
to the chattering problem induced by the high-speed switching of inputs between two 
discontinuous values and the lack of design of the switching surface and controller. 
However, many researchers began to show their interest in the SMC again in the 
1970s since robustness to uncertainty and disturbance under certain conditions was 
known. Important results for linear systems were also obtained. Nontherless, 
problems remain to be exploredf or nonlinear multi-input systems, including 
characterization of the switching scheme, simplification of design procedure, the 
reduction of chattering, and robustness to uncertainty and disturbance, and others. 5 
2.1 System model 
Assume that the control system can be modeled by the state equation 
X(t) = F(x,t,u) = F(x,t)+G(x,t)u  (2.1.1) 
where the state vector x(t) E R°, the input vector u(t) E Rm, F(x,t)E Rn and 
G(x,t) E R". Here, it is assumed that each element of F(x,t) and G(x,t) has 
continuous bounded derivatives with respect to x. 
The problem of SMC is to design 
(1) an m-sliding surface s(x)  = [si(x)  - soi(x)]T=0 in R° 
(2) Control inputs are 
for  si(x)> 0 
ui =  (2.1.2) 
for  si(x) < 0  i = 1,  - ,m 
such that the state trajectory is driven to the sliding surface in finite time and 
sliding-mode takes place on that surface. 
2.2 Stability theory 
Reachability and existence conditions of a sliding-mode can be explained by 
concepts of stability by Lyapunov functions. Here, stability concepts for the 
nonlinear non-autonomous system (2.1.1) is considered [44, 59]. 
Definition 2.1: The equilibrium point 0 is stable at to if for any R> 0, 
there exists a positive scalar r(R,to) such that  II x(to) II <r 
implies  II x(t) II <R for all t z to; 
Otherwise, the equilibrium point 0 is unstable. 
Definition 2.2: The equilibrium point 0 is asymptotically stable at  
time to if  
(a) It is stable, and 6 
(b) there exists r(to) > 0 such that	 II x(to) II <r(to) implies that  II x(t) II 
converges to 0 as time t becomes infinite. 
Definition 2.3: The equilibrium point 0 is globally asymptotically 
stable if for all x(to), x(t) converges to 0 as time t goes to 
infinity. 
Definition 2.4: The real scalar function v(x) is positive-definite (p.d.) 
in some closed bounded region D of state space if for all x(t) in 
D, 
(a) v(x) is continuously differentiable with respect to x(t), 
(b) v(0) = 0, and 
(c) v(x) > 0, for all x(t)  0;  
v(x) is positive- semidefmite(p.s.d.) on D if conditions (a) and (b) are  
satisfied and condition (c) is replaced by v(x)  0, for all x(t).  
For nonautonomous systems, time-variant positive definite functions can be 
seen to play a role in stability analysis. 
Definition 2.5: A scalar v(x,t) is positive definite in D for all x(t) and 
t, if 
(a) v(x,t) has continuous partial derivatives with respect to all its, 
arguments, 
(b) v(0,t) = 0, and 
(c) v(x,t) a v(x)  
where v(x) is a positive definite function. Again, v(x,t) is positive-
semidefinite if condition (a) and (b) are satisfied but condition (c) is  
replaced by the weaker condition, v(x,t) a 0.  
Theorem 2.1 (Lyapunov's direct method): If in a ball B in the 
neighborhood of the equilibrium point 0, there exists a scalar 
function v(x(t),t) with continuous partial derivatives such that 7 
(a) v is positive definite, and 
(b) the total time derivative of v is negative semi-definite 
then the equilibrium point 0 is stable.  
The equilibrium point 0 is asymptotically stable if  
(a) v is positive definite, and 
(b) the total time derivative of v is negative definite 
in a ball B in the neighborhood of the equilibrium point 0, then the 
equilibrium point 0 is asymptotically stable. 
2.3 Reachability and existence condition of a sliding-mode 
The reachability condition in the reaching-mode is closely linked with at least 
asymptotic stability with respect to the sliding surface s(x) = 0 in the neighborhood 
of {x I  s(x) = 0}. The largest neighborhood is called the region of attraction. 
Geometrically, the velocity of the state vector should be directed toward the sliding 
surface in the region of attraction. Therefore, the reachability and existence of the 
sliding-mode can be formulated by generalized stability theory. 
2.3.1 Reachability condition of a sliding-mode 
The condition under which the state trajectory approaches a sliding surface is 
called a reachability condition. 
Definition 2.6 [65]: A domain D in the manifold s(x) = 0 is a sliding-
mode domain if for each e > 0, there exists 6> 0 such that any 
motion starting in the n-dimensional 6-vicinity of s may leave 
the n-dimensional E-vicinity of D only through the 
n-dimensional E-vicinity of the boundaries of D. 
The earliest reachability condition for equations (2.1.1) and (2.1.2) proposed 
by Utkin [64] can be represented in a form which uses a switching function, s(x), 
directly such that 8 
lim ti<0  lim §i>0  for  i=1,  ,m 
0+  o-
or equivalently s1§; < 0 in the neighborhood of si(x) = 0. That is, the state trajectory 
locally reaches the sliding surface s = 0, following which, the motion is constrained 
to the vicinity of s = 0. By selecting a Lyapunov function v(x(t),s(x),t), this 
approach leads to the following results. 
Fig. 1 Sliding-mode domain (from Utkin [65]). 
Theorem 2.2 [64, 65]: For the (n-m)-dimensional domain D to be the 
domain of a sliding-mode, it is sufficient that in some n-
dimensional domain it D D, there exists a continuously 
differentiable function v(x(t),s(x),t) satisfying the following 
conditions: 
(a) v is positive definite with respect to s(x) and for any x(t)ED and t 
inf v = hR,  sup v = HR,
1.1=R  Si R 
hR  0 if R  0,  (hR, HR depend only on R). 
(b) The total time derivative of v for the system (2.1.1) has negative 
supremum on small enough spheres  II s II = R with removed 
countable points on this discontinuity surfaces where this derivative 
does not exist. 
This theorem is similar to the second method of Lyapunov stability theorem. 9 
If the domain of a sliding-mode is the whole state space, the sliding-mode is globally 
reachable. By selecting a Lyapunov candidate function v(x,s,t) = 0.5sTs such that 
v(x,s,t) = 5Tg < 0 when s  0, a global reachability condition is satisfied. 
2.3.2 Existence and uniqueness of a sliding-mode 
A SMC system represents system behavior with respect to switching surface 
by the switching action of the control input. Therefore, after the state trajectory is 
driven to the switching surface, the motion of the state should be constrained to this 
surface, which is called the sliding-mode. A mathematical theory for the existence of 
a sliding-mode was established by Fillipov. 
A. Fillipov's method [29, 64]: 
Consider system (2.1.1), (2.1.2) and switching function s(x) E Rn. System 
dynamics is not directly defined on a sliding surface s(x) = 0 but the dynamics is 
restricted to the sliding surface as the average of two structures. To find the velocity 
vector f ° at a point p on the sliding surface s(x) = 0, a tangential vector f° 
perpendicular to the normal N to the sliding surface at p can be expressed on the 
average such as 
f ° = µf  + (1- 1.4)f  (2.3.1) 
where  f° is the average state velocity and A is a weighting factor depending on the 
direction and magnitudes of f  f  and gradient of s, Vs. 
Fig.  2 Determination of velocity vector for sliding-mode motion in the Fillipov 
method (from Itkis  [29]). 10 
I 
The weighting facor µ can be represented as the time during which the end point of 
the state trajectory remains on the lower part of the surface, while 1- µ is time 
remaining on the upper part in each oscillation period about s(x) = 0. That is, for 
time AAt, the end point of the state trajectory traverses a distance  I f  ktAt to the 
upper plane with state velocity f -, while for the rest of the period it traverse a 
distance  f  (1-A)0t to the lower part with state velocity f +. The average 
movement of the end point of the state trajectory for a time At is 
(id  + (1- p)f  = PAL 
Computing p, with the grad s f° = 0 gives the equation 
Vs V - f- Vs - f+  x =  f- (2.3.2)
Vs- (f--ft)  Vs- (f--P) 
which describe sliding-mode motion on s(x) = 0 subject to the initial condition for 
system (2.1.1). 
B. Equivalent control method: 
An equivalent control method, as proposed by Utkin in  [64, 66], is a direct 
method applicable to multi-input systems for the determination of control ucq for 
sliding-mode motion on the sliding surface. The equivalent control method can be 
applied to the full-order dynamics as given in equation (2.1.1) as well as to dynamics 
expressed in regular form. 
For full-order dynamics, consider system  (2.1.1) and  (2.1.2) with a switching 
function s(x). The necessary conditions of existence of a sliding-mode after the state 
trajectory intersects the sliding surface are g(x) = 0 and s(x)  = 0. By the chain rule 
and equation (2.1.1) 
as .  as s =  x = (F(x,t)+G(x,t)u.4) = 0  (2.3.3) 
ax  ax 
where ueq is called an equivalent control. From equation (2.3.3) 
u  =  [ as G(x,t))  (2.3.4) 
ax  ax 
Substituting ueq into equation (2.1.1) yields the sliding dynamics on the switching 
surface s(x) = 0 which is described by 11 
=  [I-G(x,t) [ as G(x,t) 
ax  ] F(x,t) 
ax 
(2.3.5) 
A necessary condition in the equivalent method is that  _as G(x,t) [  is non-singular. 
ax 
In particular, if the linear switching surface s(x) = Cx = 0 is selected where 
[CE WI' and  _ as G(x,0 is non-singular, the following results are true. 
ax 
The n-th order equivalent system is reduced to the (n-m)-th order because 
the equivalent system must satisfy the n-th order state equation  (2.3.5) and 
m algebraic equations, s(x) = 0. 
The motion of the sliding-mode is dependent on the equation and the 
gradient of the switching surface, but is independent of the control input. 
Next, consider system dynamics with the following regular form described by: 
= F1(x,t) 
x2 = F2(x,0  G2(x,Ou  (2.3.6) 
where x1E R' and x2 E Rm are vectors and G2(x,t) is an m by m non-singular matrix. 
For a system with this regular form, the reduced equivalent dynamics of the sliding-
mode can be simply described if the linear switching function 
(2.3.7)  s(x) = Cx = [c1  c2] 
is selected where c2 is non-singular. Substituting x2 = -c2lc1x1, which is obtained 
from equation (2.3.7) into (2.1.1), yields the reduced order equivalent dynamics such 
as 
xl  = F1(x,t) =  (2.3.8) 
For the nonlinear system, the following definition is introduced. 
Definition  2.7 [26, 59] : A function T:  defined in a region 0, 
is called a diffeomorphism if it is smooth, and if its inverse T-1 
exists and is smooth. 
The nonlinear systems such as equation (2.1.1) can be transformed into the 12  
regular form by a diffeomorphic transformation z = T(x) = [TO) T2(x)]T which 
satisfies the following properties: 
(a) T(x) is invertible, that is, there exists a function T-1(x) such that T-1(T(x)) 
= x for all x in 12°. 
(b) T(x) and T-1(x) are both smooth mappings, that is, both have continuous 
partial derivatives of any order, where T1(x) E R' and T2(x) E Rm. 
Taking the time derivative of z = T(x) yields 
[ aT1  [  (2.3.9)  2 =  =  F(x,t)+ [ aT  G(x,t)u 
ax ax  ax 
aT1 
ax  [ ]
If  LLr  G(x t)  =  G(x,t)  =  0  (2.3.10) 
ax  ' aT2  G2(x,t) 
ax 
Then the regular form of nonlinear system (2.1.1) is obtained as follows: 
aT 
z1  =  1F(x,t) A Fdz1,z2,0 
ax 
aT  al' 
(2.3.11)  =  2F(x  2 G(x,t)u A  Fz2(z,2,o+Gz(z1,z2,0u 
2  EC
In a sliding-mode, s(x) = s(r1(z)) = 0 on the sliding surface. Solving s(x) = 0 
for z2 gives z2 =w(z1) where w ER!". Substituting z2 = w(z1) into equation (2.3.11), 
the reduced order equivalent dynamics of the sliding-mode is represented by 
(2.3.12)  21 = Fz1(21,w(21,0) 
2.4 Sliding surface 
The system structure in a SMC is affected by the sign of a vector-valued 
switching function s(x).  For the system of equations  (2.1.1) and (2.1.2), an 
m-dimensional linear switching function s(x) = Cx is selected. Here, 
s(x) = [si(x)  sin(x)r, the coefficient matrix C = [c1  cm]r, and 13 
each row vector ci=  [c11  ci,J. 
The sliding surface (or switching surface) s(x) = 0 is an intersection of m 
switching surfaces si = 0 for i=1,  ,m. That is, the switching surface is an 
(n-m)-dimensional manifold. 
It can be shown that the number of switchings of system (2.1.1) and (2.1.2) 
are 2m-1 [24]. Therefore, there may be a sliding mode on each of switching surfaces 
and a total of r  -1 different sliding modes may exist. 
2.4.1 Switching scheme 
There are several switching schemes for driving the state trajectory to the 
sliding surface. Hang and Gao [17], [24] classified typical three schemes of them as 
follows: 
A. Fixed-order switching scheme: 
In this scheme, the sliding-mode takes place in sequential order. The initial 
state moves along the S1 surface with (n-1)-dimension; next the state trajectory moves 
to S12 = Si n S2 surface with (n-2)-dimension, moving along switch surfaces until it 
finally reaches the (n-m)-dimensional sliding surface SE = S1 11 S2 (1  fl Sm. 
That is, 
xu -Slam S12= (S1 n s2) S123 = (S1 n s2n s3)-.  SE. 
It is also called a hierarchical scheme which was proposed by Utkin [49]. 
Conceptually, it is simple. But it requires a long transient time and a lot of work 
(Fig 3.a). 
B. Free-order switching scheme: 
In this scheme, the sliding-mode does not take place in sequential order but it 
is switched whenever the state trajectory reaches any switching surface.  It is a first-
reach  first-switch scheme. Usually, this scheme is dependent on the location of the 
initial state. Compared to the fixed-order switching scheme, the transient response is 
faster and it require less control work (Fig. 3.b). 
C. Eventual switching scheme:  
After the initial state is directly driven to the (n-m)-dimensional sliding  14 
surface SE = S1 fl S2  n  fl Sm (which is also called an "eventual sliding 
surface") by the proper controller, the sliding-mode takes place on there. 
This scheme is simple and shows faster response than in other cases (Fig. 3.c). 
(a)  (c) (b) 
Fig. 3. Switching scheme:  (a) Fixed-order switching scheme. 
(b) Free-order switching scheme. (c) Eventual switching scheme 
(from Hang and Gao [17]) 
2.4.2 Invariance of a sliding surface 
An important property of the sliding surface is that motion of a sliding-mode 
is invariant under non-singular transformation. 
Theorem 2.3 [64] For system (2.1.1) and (2.1.2), the sliding motion 
(trajectory of the equivalent system) is invariant to the 
transformation of the switching surface s*(x) = T(x)s(x) = 0 
where s*(x) E Rm if I11-1 II and 11t II are bounded for all t, and 
x E IV assuming that  { as G(x,t)  is non-singular. 
ax 15 
2.5 Design of controller 
The first stage of design in SMC is to select a switching surface. Next, with 
the switching surface selected, a control law to drive the state trajectory to the 
switching surface and to maintain it there must be consructed. 
Design of the SMC law is affected by the choice of sliding surface scheme 
and the prescribed structure of the controller. Here, various approaches of designing 
controller design are explained. 
2.5.1 Direct switching function method 
In the direct switching function method [24, 64], each leachability condition 
for its switching surface is linked to just one input for controller design. Consider 
system (2.1.1) and (2.1.2). From the reachability condition of a sliding-mode 
s,(x)A,(x) <0 for i = 1,  - ,m 
{>0  for si <0 
=  4F(x,t)+G(x,t)u) i= 1,  ,m  (2.5.1) 
'  ax  <0  for si> 0 
Let g, be the i-th column vector of G matrix. Then, each term for i  = 1,  m 
must satisfy the following equation: 
as.  as.  0 for s.<0 A. = --1F(x,t)+--(g u +  +gmum)  =  .  ,m  (2.5.2) 
ax  ax  <  for si>0 
The control input u, for i = 1,  , m takes one of the two values u+ and u-, 
depending on the sign of  Therefore, a total of 2n inequalities with 2n unknowns 
must be solved. To get the general form of the above approach, the diagonalization 
method was developed by Utkin [64]. The main idea of the diagonalization method 
is to transform a system with multi-inputs into an m single-input system. From the 
existence and leachability condition of a sliding-mode sTA <0, 16 
as/ s = T(x,t)+G(x,t)u)  (2.5.3)
ax  
With a non-singular matrix Q(x,t), _asG(x,t)u  is transformed into Q(x,t)u* which  
ax  
represents an m single-input structure such as  
as 
= Q(x,t)u  asG(x,t)u  (2.5.4) 
where Q(x,t)ERm"' is a diagonal matrix. Each element qi(x) for i  = 1,  - - , m 
of Q(x,t) satisfies inf  qi(x)  I >0 for all x and t  O.  Substituting equation (2.5.3) 
into (2.5.4) gives 
as
(2.5.5) s = F(x,t)+Q(x,t)u*
ax 
With discontinuous inputs u1+ or ul for i = 1,  - m  each term of t(x) 
satisfies the following inequality: 
qi(x)ui*+ < E s1;  (x)  for  si(x) > 0 
J-1 
qi(x)ui*- > E s,f;(x)  for  si(x) < 0 
where so is an element of the i-th row and the j-th column of as and f; is the j-th 
Ox 
row vector of F(x,t). The actual control input u is calculated by 
-1 
as u =  as G(x,01  Q(x,t)u 
2.5.2 Hierarchical control method 
Hierarchical control method [9, 64] is based upon the sequential analysis of 
switching surfaces; that is, a fixed order switching scheme. Hierarchical control is 17 
developed sequentially.  First, the state trajectory is driven from the initial state to 
the switching surface S1, for which s1(x) = 0.  After reaching the sliding surface S1, 
the state trajectory is driven to the intersection of switching surface S1 and S2 
maintaining sliding-mode on S1. This sequence is continued until the state trajectory 
arrives at the final intersection (SE) of all the switching surfaces, assuming that the 
sliding-mode is maintained on the surface Si  = Si fl S2 fl  fl Sm_i. 
Likewise, the system structure is also developed sequentially by the equivalent 
control method in which the former sliding-mode is guaranteed. 
For the transition of system structure, consider system  (2.1.1).  From the 
condition of existence of a sliding-mode on the surface S1 
s=
as 
= 0  (2.5.6) 
ax 
equivalent control u1,4 is calculated as 
._ias,r  as,  I  as,  (2.5.7)  ule4  F(x't) +ax . gJ ax 61  ig 
Um  
where gi is the i-th column of G(x,t) and axg  0. By substituting  (2.5.7) for u1 
into the original system  (2.1.1), the equation of sliding-mode on the surface S1 is 
given by 
(2.5.8)  x  = Fl(x,t)+G 1(x,t) 
where 
as I  as,
F'(x,t) =  --2-F(x,0  and 
ax  ax 
The second equivalent control system which means that a sliding-mode exists on the 
surface S12 = S1 fl S2 is developed with the changed structure  (2.5.8) as follows: 18 
-1 
as i  I  I as, 
Gl(x,t)  [gi  --N2'  g ax ax
-1 
U2eq  1  .a .2 g 121  [ 2a F 1(x,01 +L2[g13 
ax  ax 
.  inj  (2.5.9) 
[::.1 
where g'1 is i is the i-th column of G'(x,t) for i =  2,  , m and _g l 
2 ax 
0. 
By substituting  (2.5.9) for u2 into (2.5.8), the equation of the sliding-mode on the 
surface S12 = S1 fl S2 is given by 
U3 
A =  F2(x,t)+G2(x,t) 
where 
as2 
F2(x,t) =  I .cg121  F 1(x,0  and 
ax 
-1 
as  as2,' 
1  ern]  Eg23  g2m] . .  G2(x,t) =  1-2-g1
ax 2  ax 3 
In general, uk is computed assuming that a sliding-mode exists on the surface 
S1._k_i = Si Cl S2 Cl  Cl Sk_1.  Equivalent control and system structure take 
the following form: 
-1 
I ask 0 k-1  + ask [g k-1 gk-1m] 
Ukeq  =  sx b.  k d  axk+1 
[11  
'"k+1 
(2.5.10)  A = F k(x,t)+G k(x,t) 
[ 
um 19 
as  0 where gl(-1; is the i-th column of Gk-'(x, t)  for i = k,  , m, ax kak-1 
k 
aSk  k-1  { as (2.5.11) 
F ic(X,t) =  I 79--x-6  k  --1F"(x
ax 
and 
-1 
ask  (2.5.12) Gk  aSkg k-1  k-1  gk-lnd  A [g k  km] 
aX k  aX 
k+1 
Finally, the equation of sliding-mode on the surface 
Sl_m_i = S1 fl S2 fl  fl Sm_1, maintaining a sliding-mode on si(x) = 0 
for i = 1,  ,m-2 is given by 
(2.5.13)  = Fm-1(x,t)+Gm-1(x,t)um 
where Gm-1 =gm-1. and 
-1 
asm-igm-2  asm_iFm-2(x,t)
Fm-1(x,t) = 
ax  m-1  ax 
To obtain the control um, the reachability condition s(x)g(x)<O, maintaining a 
sliding-mode on the surface si(x) = 0 for i = 1,  ,m-1, must satisfy the 
following: 
as / [ asm  (Fm-1(x,+Gm-1(x,t)um)<0 sm  * = sm  O 
ax  ax 
which implies 
asin
GmAx,t)u+in < min  for  sin >0 
ax 
as  as 
mGm-1(x,t)u-ni > max  ---2Fm-1(x,t)  for  sin <0 
ax  ax 
In general, to calculate the control uk +l for k+1<m, it is assumed that a 
sliding-mode on the surface S1 - k  = S1 fl  fl Sk, the system structure of 20 
which sliding-mode is described by equations (2.5.10) (2.5.12) and the reachability 
condition sk+I(x)§k,i(x) <0 must be satisfied with the precalculated control ui for all 
values  i =k+2,  ,m. This condition has the following form: 
ask  ask+igk 
b k+1"  k+1  < min  Fk(x,t)- E  .u. for  s k+1> 0 
aX  aX  aX "  i=k+2 
as. ask K+1 k  - askfi k 
ax 5 k+1" k+1  > max  +iFkoc,o- E  g .u. for  s k+1<0  
aX  i=k+2  aX  "  
Maximal and minimal values display sk+A+1 <0, despite which of the two value u1+ 
or u1  for i = k+2,  , m, is chosen. 
The main feature of the hierarchical control method is that it is developed by 
satisfying the reachability condition for the scalar case. However, this requires a lot 
of computation. 
2.5.3 Reaching law 
The reaching law [17, 24] is based upon a free-order switching scheme. The 
reaching law which directly represents the dynamics of the switching function is 
given by an ordinary differential equation such as 
§ = -Dsgn(s) -Kh(s)  (2.5.14) 
where 
D = diag[di,  ,  dm],  di>0 for i = 1,  - - ,m, 
. sgn(s) =[sgn(si),  - , sgn(sm)]T, 
1  for  si> 0 
sgn(s1) =  [ 
1  for s,<0  for  i = 1, - - - ,m 
K = diag[ki,  ,  km],  ki>0 for i = 1, - - - ,m, 
s,hi(si) > 0 for i = 1,  - ,m and hi(0) = 0 
There are different cases for reaching law, depending upon the dynamics of 
the switching function. 
A. Constant rate reaching, § = -Dsgn(s): 21 
From this law, the state trajectory is driven to the switching surface at a 
constant rate  I  §i  = -di.  If d, is too small, it will take a long time to reach the I 
switching surface. On the other hand, large di will cause severe chattering. 
B. Constant plus proportional rate reaching, § = -Dsgn(s) -Ks: 
For reason of the proportional rate, -Ks, a larger s drives the state trajectory 
to the switching surface faster. The reaching time for the state trajectory to arrive to 
the switching surface is given by 
kl.  si  +di I 
t. = kiln 
I  I 
'  ki  di 
The control law is given by taking the time derivative of s(x) along the 
reaching-mode trajectory as follows: 
as  as § =  =  t)+G(x t)u) = -Dsgn(s)-ICh(s) 
ax  ax 
which implies that the control law is 
1 
u =  G(x,t)]  [ -F(x,t)+Dsgn(s)+Kh(s)] 
ax  ax 
if  as is non-singular. G(x
ax 
2.5.4 Lyapunov function method 
This method is based upon Lyapunov stability theory by which, if a Lyapunov 
function v(x,s,t) is positive definite and the total time derivative of v(x,s,t) is 
negative definite, then the equilibrium point 0 is asymptotically stable. For example, 
a Lyapunov function v = 0.5 sTs is selected for system (2.1.1), then the time 
derivative of v is given by 
d [sTs1  as i T = s T s  = s  0+G(x,t)u)<0 when s  0.  
dt 2  ax  
This method uses the eventual sliding-mode switch scheme. 22 
2.6 Invariance and robustness 
The mathematical model of the plant entails parameter uncertainty. 
Controller design of SMC requires insensitiveness to the uncertainty of parameters. 
Under certain condition, a sliding-mode is robust or insensitive to the uncertainty of 
modeling errors and external disturbances for systems represented by mathematical 
equations. 
Consider the following uncertain dynamic system for equation (2.1.1): 
A = F(x,t) + AF(x,p,t) + (G(x,t) + AG(x,p,t))u + n(x,p,t)  (2.6.1) 
where AF(x,p,t) E Rn and AG(x,p,t) E Riwn represent system uncertainties which are 
continuous in all their arguments, p is an uncertain parameter vector, and n(x,p,t) E 
Rn is disturbance. 
Matching condition [1, 18]: There exists a continuous function 
H(x ,p, 0 E Rm x 1, A(x,p,t) E RI' " and B(x,p,t) E Rin x1 such that 
AF(x,p,t) = G(x,t)H(x,p,t), AG(x,p,t) = G(x,t)A(x,t) 
and n(x,p,t) = G(x)B(x,p,t). 
Theorem 3.4 [18]: The sliding-mode of uncertain system (2.6.1) is 
invariant with respect to AF(x,p,t), AG(x,p,t) and n(x,p,t) in 
the state space if the matching condition is satisfied. 
2.7 Chattering 
In general, the control input in SMC is switched between two values to satisfy 
the reachability condition. In the ideal case, the switching time of a sliding-mode is 
zero; in reality, fast switching of the control input causes the state trajectory to 
chatter along the sliding surface. This imperfection in the switching mechanism not 
only generates the undesirable high-frequency components in the state trajectory, but 
it also may excite unmodeled high-frequency system dynamics. Consequently, it 
could make the system unstable.  Chattering must be minimized in most applications. 
To reduce the effect of chattering by smoothing out discontinuous control, Slotine 23 
and Sastry[46], as well as others, introduce a boundary layer near the sliding surface. 
Define a boundary layer by the set L(x) = {x I  Il s(x) II  E, E > 0} where E is the 
thickness of the boundary layer.  Outside the boundary layer, control input is chosen 
such that attractiveness to the boundary layer is guaranteed. Inside the boundary 
layer, discontinuous input sgn(s) is replaced by s(x) .  When measurement noise is 
E 
considered, however, it is not easy to control the chattering even when the concept of 
boundary layer is introduced because the system could be unstable when the level of 
measurement noise is large. 
For example, the discontinuous control input of system (2.1.1) and (2.1.2) 
{ u +  s(x) > 0  (2.7.1) u=  u"  s(x)<0 
can be modified to u =ueq + un where 'IN is the continuous equivalent control and u 
is the discontinuous or switched control of (2.7.1). 
For the reachability condition sS<O, 
as .  as  s =  x =  (F(x,t) +G(x ,t)(ueq +un)) 
ax  ax, 
=  as (F(x,t)+G(x,t)u )+ as G(x,t)u. 
ax  N ax 
a = 0 +
s G(x,t)u. 
ax 
assuming that  _ as as G(x,t)= I gives s(x) = un. To reduce the effect of chattering, a 
boundary layer is set in which u is continuous as follows: 
ksgn(s),  II s(x) II > E 
tin =  ks
where k < 0 ,  II s(x) II < c 
E 24 
CHAPTER 3  
SLIDING-MODE CONTROL  
Classical sliding-mode control with discontinuous control switch shows strong 
robustness to the uncertainty of system modeling and disturbances under the matching 
condition, as shown in section 2.6. However, the effect of chattering due to the 
discontinuity of the control input can not be rejected. Here, the approach of sliding-
mode control (SMC) without a discrete sgn( - ) function, which was introduced by 
Zhou and Fisher [68], is developed in the decoupled single-input single-output (SISO) 
system and multi-input multi-output (MIMO) system for the sliding surface in the 
form of error dynamics. This approach maintains the desirable properties of a 
classical SMC with discontinuous control action. Furthermore, as the control law 
without discontinuous sgn( ) function is used, the effect of chattering  can be reduced. 
3.1. SMC for the SISO system 
Our interest is to construct a control input u so that the output approaches the 
sliding surface asymptotically. For developing the analysis of SMC, some definitions 
are introduced. 
Definition 3.1 [26, 59]: Let h :  R be a smooth scalar 
function,and f :  lt° be a smooth vector field on R", then 
the Lie derivative of h with respect to f is a scalar function 
an defined by Lfh  = VIP f = E _fi 
i=,  ax; 
where f = (f1, 25 
A higher-order Lie-derivative can also be defined as follows: 
LT° h = h,  Lf1 h =Vhf and Lf2 h = L1Lf1 h 
In general,  h =  h) =  h)f for i=1,2,  - ,r 
Then, consider a nonlinear SISO system 
= f(x) + g(x)u 
y = h(x)  (3.1.1) 
where 
the state vector: x E 
the input: u E R, 
the output: y E R, 
f(x) and g(x) are smooth vector fields, and h(x) is a smooth function. Here, 
smooth means sufficiently differentiable. 
Definition  3.2 [26, 59]: SISO system  (3.1.1) is said to have a relative 
degree r in a region 0 g Rn if, Ni xE OLgLfih(x) = 0 
0  i<r-1 and LgLrlh(x) 0 0. 
Assume that the SISO system  (3.1.1) has a relative degree r in the region 0. 
For the decoupled input-output system, the new output form is obtained from 
differentiating several times until it is related to the input. That is, differentiating the 
output y with respect to time, we obtain 
=Vh(f +gu) =Lfh(x) +Lgh(x)u  (3.1.2) 
If Lgh(x) is equal to zero for all x in the region 0 S le, then it is necessary to 
differentiate repeatedly until the input appears in the output expressed by 
y(r) = Lfrh(x) +LgLrlh(x)u  (3.1.3) 
where LgLrh(x) 0 0 
If we select sliding surface 
=pTyr_i
S  (3.1.4) 
where the constant coefficient vector pT = [pi  pr] and the error vector 
composed of derivatives of error between output and desired output is denoted by 
Yr_i = [e 6  e(r-111.  (3.1.5) 
and the time derivative of s is given by S  pTYr 
where 
Yr = [6  en T 
The reachability condition of the sliding-mode evolves from 
Tyr  T[e
SS  Sp  e(r)]  (3.1.8) 
where 
e(r)  (r) -yr)  = Lfrli + (LgLrf -111)U  (dr)  (3.1.9) 
Using equation (3.1.8) and (3.1.9) results in 
T 
sg =  spid  e( r-1)  rh  T .!1.-1)11)U y(dr) ^-'f 
sPie +sP28 +  . +sPr_ie(r-1)+spr(I.,;h4gI4-1h)u-yr) 
=  sprLgI4-114 +(sprLgLrf-ihnspi6+sp2e+ - - +spr_1e(r-1)-spry!iri 
If u = -(spirLgLrf-ihnspi6+sP28+  +spr_ie(r-1)-spryr)-ksprLgLfr-1h 
where k is positive, then the reachability condition 
ss = -k(sprLgLV111)2<0 
is satisfied. 
3.2 SMC for the MIMO system 
The SMC approach can be extended to the multi-input multi-output(MI1140) 
system. Consider the system with the same numbers of inputs and outputs which is 
called the square system. 
x = F(x) +g1(x)u1+  +gm(x)um  (3.2.1a) 
Y = [Yi  Ym]T  h(x)  (3.2.1b) 
where the state vector xE Rn, the input vector uERn, the output vector yE Rn, 27 
h(x) = [h1  - h,], f(x) and gi(x) for i =1,  , m are smooth vector fields, and 
hi(x) for i =1,  , m is a smooth scalar function. 
Defmition 3.3 [26], [59]: MIMO system (3.2.1) is said to have 
a(vector) relative degree [r1  - r.] in a region i/ if, 
xE ti(1) LLL:5hi(x)  = 0  for 0 5 k< rj  1 and 1 5..  i,j  m(2) The 
m x m matrix B(x) which is called the decoupling matrix for 
the MIMO system is non-singular given by 
L Lf
LgiLrfl iht 
B(x) =  (3.2.2) 
`m -1 L Lf rm -lh  h  m gi  m 
Assume that the MIMO system (3.2.1) has a (vector) relative degree 
[r1  %]. Then, the above definition has a relation to the defmition for a SISO 
nonlinear system. Each integer ri for j = 1,  , m is associated with the j-th 
output. By defmition, it is noted that the row vector 
k1I45hi(x)  Lg2I4Iii(x)  - LgI4(hi(x)] 
is zero for all k<rj  1 and for all xE 0; however, for k = rj - 1, this row vector is 
nonzero. In view of condition (1) of defmition 3.3, each (SISO) system with output 
yi and the input ui has the relative degree ri at xE 0 for 1 5 i,j 
For some j-th term j =1,  - , m, and by equation (3.1.2), the first derivative of 
the output yj is given by 
Sr. = Vh.t = Vh(f +Gu) = Lfh.+E (L  h.)ui 
g 
Lg,hj(x) = 0 for i =1,  - - , m, output yi must be differentiated until at least one 
of the input is coupled with the differentiated output y.1") 
The result is given by 28 
V
(r. 
=  Lr' h; +E (LgLfrri h j)ui  (3.2.3)
f 
This can be represented in matrix form.  
yr(r) = A(x) + B(x)u  (3.2.4)  
where  
(3.2.5)
y(r)  =  [Y(119  Y(nrilT 
(3.2.6) A(x) =  [141  hi  - Lrf' hmIT 
and the matrix B(x) is given by equation (3.2.2). 
By selecting a Lyapunov function v(x) = 0.5s(x)Ts(x) for system (3.2.1) 
where s(x) = [si(x)  sm(x)]T, the SMC reachability condition for the sliding 
surface, s = 0, is sTA<0. 
The switching function is the function of error between output and desired 
output, 
s(x) = [s1(x)  sm(x)]-1. = CE  (3.2.7) 
where the constant coefficient matrix 
C10  1,r1 -1 
C=  = F1  cmi  (3.2.8) 
cm,i) 
and the elements of matrix E represent derivatives of the error between output and 
desired output for each relative degree ri for j =1, - - ,m 
e1  em 
E=  = [Ei  Em] 
(ri -1)  (rm-1)
el  em  (3.2.9) 
For some j, each switching function sj takes the following form 1.3-1 
29 
Si = E c:iejo)  (3.2.10) 
i.0 
where the error e.  = y. -yd is the difference between the output yi and the desired 
output yd . 
Differentiating the switching function and using equation (3.2.3) sj yields 
rj-1 
s  =  eri)+E c..
14-1 e(i) 
i=1 
m  5_1 
(ri)+E (1. Lri-lh.)11 +E ej f  
i=1  i=i  
=Lf  rin.-yd
(3.2.11)  
which can be expressed for all j by the matrix form. 
Differentiating the switching function  (3.2.7) takes 
= e(r) +Ei  (3.2.12) 
where 
e(r) = 11.41)  e0.y1T  (3.2.13) 
and 
r1 -1 
c  .--(i) 1,.1e 
1=1 
=  =  [E'l  - Ei,nr  (3.2.14) 
r.-1 
c  .  e(i) m,1-1 m 
Using equations  (3.2.4)  (3.2.14), the time derivative of switching function § 
results in 
= Lf`h -yd(r)+E/ +Bu  (3.2.15) 
where 30 
I-, -1 
(r1)  (i) 
+  C1,1-1 el 
i =1 
14h -yr +E/ = 
r., -1
(r.)
em(i) Lrf'hm-yd. +L 
i=i 
L;b = [Lrf'hi  
Therefore, the Teachability condition in SMC takes the following form:  
1.(L4h  (dr) +E  TBu
STS 
(3.2.16)
=sitfu+B -1(Lfr. h-y (dr)+E)}< 0 
Now, if the control u is selected as follows: 
(3.2.17) u = -B-1(I4b-y(dr) +El) -K(S TB) T 
where Bs' is bounded and K is a positive defmite matrix, then 
(3.2.18)
S T§ =  (STB)K(STE)T < 0 
Thus, for MIMO system, the reachability condition in the sliding-mode is satisfied. 31 
CHAPTER 4 
DESIGN OF CONTROLLER 
The Sliding Mode control scheme described in chapter 3 is applied to the 
longitudinal motion of the airplane. Because the range of the input-stabilator or 
thrust angle is bounded above and below, a particular effort is needed to apply a 
realizable SMC to this problem. 
4.1 SISO system case 
Maneuvering through a stall/post-stall regime is considered for a nonlinear 
second-order short period motion. 
4.1.1 System dynamics 
Consider the simplified second-order longitudinal motion of a high alpha 
airplane (T-2C) [61]. 
a  = 9.168cz(a)+q-1.8336(k+7°)+7.361904  (4.1.1a) 
4 = 5.73(Cm.a+Cm..5)+2.865  (4.1.1b) 
where 
a is the angle of attack in degrees, 
q is the pitch rate in degrees per second, 
Se is the elevator control in degrees, 
Cm4=-1.5 and 
the nonlinear plunging force coefficient cz(a) is represented by the following 
equations given next. 32 
{-0.07378494a  ,  a .14.36° 
0.09722a2-2.8653a+20.03846  ,  14.36°  a  15.6° cz(a) = 
0. 01971a2+0.74391 a -7.80753 ,  
0.47333 -0.01667a  ,  19.6°5_a28°  
Let x1 = a, x2 = q and the output y = a;  
then, this system can be simply represented by the state equation  
(4.1.2)
=  = f(x) +gu  
x2  
where 
[fi]  [-9.168cz(a)+q+5.4736296] 
-5.73a+2.865  (4.1.3) f(x)  f2 
g = [g1  g2]T = [- 1.8336 -8.595]r, 
andu =Se 
4.1.2 Desired trajectory 
Here, for convenience and smoothness, the desired trajectory of the output a is given 
by 
(4.1.4) Yd = adesired = A -aoexit-(A-2a0)ex4 
where A is steady state value, and a° is the initial value of a with 
[ao go 8o] = [3.2 0 -1.8] and X = [X1 X2] = [-1 -5]. 
4.1.3 Controller 
According to equation (3.1.4) for the SISO system, select a error switching function 
s = a  ad, then the time derivative of the switching function is given by 33 
= a -ad = fi +giu -6d --- g1(u+61(f1 -ad)) 
Taking the control input u = g1 -1(f1  ad) -ksg1 satisfies the reachability condition of 
sliding-mode s§ = k(sg1)2 < 0, where k is positive constant. 
In the simulation, the gain k=1 and constraints of the control input are 
considered as: 
Stabilator angle (se): -24°5k 5 10.5° 
Velocity of stabilator angle (k): ±40° /second 
Figures 4-10 show the results for two cases, with or without input 
constraints. 34 
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Fig. 4 Angle of attack (deg) response when input constraints are considered for the 
SISO system 
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Fig. 5 Error between desired angle of attack (deg) and output when input constraints 
are considered for the SISO system 
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Fig. 6 Pitch rate (deg/sec) response when input constraints are considered 
for the SISO system 35 
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Fig. 7 Response of stabilator (deg) with constraints for the SISO system 
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Fig. 8 Error between desired angle of attack (deg) and output when input constraints 
are not considered for the SISO system 
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Fig. 9 Pitch rate (deg/sec) response when input constraints are not considered 
for the SISO system 36 
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Fig. 10 Response of the control input stabilator (deg) without constraints for the 
SISO system 37 
4.2 MIMO system case 
The above SMC scheme has to be applied carefully by considering the 
constraints of the two control inputs stabilator, (se, and the thrust angle, 8,, scheduling 
of thrust magnitude, and the relationship between desired trajectories of angle of 
attack and pitch rate. 
The main purpose of this control is for rapid maneuvers accompanied large 
changes in the angle of attack and to keep it at the final value. Generally, there is a 
trade-off between fast response and overshoot in control design.  If states are driven 
to a sliding surface and then slide along it while keeping the angle of attack at a 
desired value as given in Fig. 11, the states will arrive at the desired point p without 
overshoot in an ideal sliding-mode control. 
Fig. 11 Ideal sliding-mode control 
Furthermore, if this SMC without discontinuous sgn( ) function is used, control 
action will be smooth. Here, only two states, angle of attack a and pitch rate q are 
selected as control variables because the variation of angle of attack is coupled with 
that of pitch rate in aerodynamics. During periods of this control, thrust magnitude 
is scheduled and two desired trajectories of angle of attack and pitch rate are 
selected. Scheduling of thrust magnitude and the selection of desired trajectories 
affects the control scheme. The control scheme is composed of a-q control for rapid 38 
variation of a and a-control for settling a at its terminal value. 
The control scheme will be described in detail for a difficult but representative 
maneuver for increasing (or decreasing) angle of attack rapidly between 
approximately 5° and 60°. And it will be shown in simulations that the same control 
scheme can be applied to general maneuvers, for example, from initial a0=4.3° to 
terminal a=25°, from a0=25° to terminal a=35°, from ao=25° to terminal a=80°, 
from a0 =25° to terminal a=60°, and from a0=35° to terminal a=60°. 
4.2.1 System dynamics 
The fifth-order longitudinal motion of the HARV (F-18) described by 
equations (A.4.14) (A.4.18) in appendix can be simply represented by the state 
model: 
a = f1 +g11Se+g12Tx+g13Tz  (4.2.1) 
(4.2.2) 4  f2 'TA +g22Tx +g23Tz 
V  (4.2.3) = f3 +g316e +g32Tx +g331; 
(4.2.4) b  = q 
(4.2.5) In  = V sin(y) 
where  
initial value [a0 qo Vo 00110] = [4.3° 0 4.3° 500 15000],  
a is angle of attack (degree),  
q is pitch rate (degree/second),  
V is total speed (feet/sec),  
0 is pitch angle (degree),  
y is climb angle (= 0 -a),  
Se is stabilator angle (degree),  
h is altitude (feet),  
T is x- direction thrust magnitude (lbs),  39 
S, is thrust angle (=tan-'(T/TO) (degree), and 
F= [fl f2 f31  (4.2.6) 
and 
gl 1 g12 g13 
G = [G1 G2 G3] =  g21 g22 g23 
(4.2.7)  
g31 g32 g33 
are functions of angle of attack, pitch rate, speed, mach number and altitude through 
the corresponding stability derivatives. 
The assumed limits of the stabilator angle and the thrust angle include the 
following: 
Stabilator angle (6e)  :  -24°  be  10.5° 
Derivative of stabilator angle (Se)  :  ±40 degrees/second 
Thrust angle (5,) : -20°.(3 516° 
Derivative of thrust angle (i5,) : ±80 degrees/second. 
4.2.2 Scheduled thrust magnitude 
It is assumed that the pilot adjusts the thrust magnitude(or it is scheduled) as 
follows: 
xie4 
1.5  
8.5  
5  16  15 28 25 38  
Time(sec)  
Fig. 12 Scheduled thrust magnitude (lbs) for maneuver from a0=4.3° to 
a =60° and from a=60° to a=5° 40 
I T I = T. =1467.19 lbs for 0.96 second,  I T I  is increased linearly from To to 18000 
lbs for 0.965 t 52.94 sec., and it is kept at 18000 lbs after 2.94 second. Then 
thrust magnitude is kept at 18000 lbs to 7.98 second. After 7.98 second, it is 
decreased linearly from 18000 lbs to 10235 lbs for 7.98 st 5 8.93. Constant thrust T 
= 10235 is scheduled for 8.93 5 t.5 15.84 second and for 15.81 5 t 5 16.65 second, it 
is decreased linearly and finally reaches T =3000 lbs.  This bang-bang input, 
however, does represent an intuitive candidate for time optimal. 
Fig. 12 shows the scheduled thrust magnitude for the desired maneuver. 
4.2.3 Desired trajectories 
The main purpose of this SMC control is to control the angle of attack as fast 
as possible and to keep it at selected terminal value. After the rapid a-control phase, 
it is assumed that the pitch rate should approach zero by the state equations (A.4.14) 
and (A.4.15) in the appendix. 
The desired trajectories of angle of attack a and pitch rate q are selected as 
follows: 
60-a a,,-t+a ,  0<t52.49 
2.49  ° 
2.49 <t57.98  ad=60,  
-25  25x8.01  
a = +60 ,  7.98<t5 8.97  (4.2.8) d  8.97-7.98  8.97-7.98  
8.97<t515.81  ad=35 ,  
-(35 -a.) 
ad- 5 15.81<t16.80
16.8-15.81(t-15.81)+35,  
16.80<t  ad=60, 
where ao is the initial angle of attack.  Fig. 13 shows the desired angle of attack. 41 
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Fig. 13 Desired angle of attack (deg) for maneuver from «0=4.3° to 
a =60° and from a =60° to a =5° 
50 qd--11.,  0<t50.81
0.81  
-50  50x3.99   0.81<t53.96 sid- 3.96-0.81  3.96-0.81 '  
qd=0,  3.96<t57.98  
-22.5  qd- 7.98 < t 5 8.73
8.73-7.980-7.98), 
(4.2.9) 22.5
qd=  0-11.61),  8.73 < t 5 11.61
11.61-8.73  
qd=0,  11.61 < t 5 15.81  
9d-
17  (t-15.81),  15.81 < t 5 16.56
16.59-15.81 
qd-
17  (t-17.37),  16.56<t5 17.37
17.31-16.56  
qd=0,  17.37 st  
Fig. 14 shows the desired pitch rate. 42 
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Fig. 14 Desired pitch rate (deg/sec) for maneuver from  ao=4.3° to  
a=60° and from a=60° to a=5°  
4.2.4 Design of controller for maneuver from a=4.3° to a =60° 
The control scheme is composed of two parts. In the first stage, an  a-q 
control scheme is used until the error e between the final terminal value aft.' and a 
is less than some error assumed to be 5°; that is,  a  arrives at nearly 55° while a  and 
q follow the desired ad and qd. During this stage, stabilator angle, thrust angle and 
scheduled-thrust magnitude are used as control inputs. Obviously, there is  some 
trade off between a  and  q.  Here, the major state-variable is not pitch rate but the 
angle of attack. Therefore, the a-q control scheme is changed to an a- control 
scheme when the error e between offing and  a is less than 5°. In this stage, a fast 
approach toward the sliding surface may bring out a big oscillation because of the 
constraints of control inputs. Therefore, the reachable speed should be adjusted 
using the error e = ad-a and the time derivative of the angle of attack, a, to make 
angle of attack approach its sliding surface slowly. During this stage, stabilator 
angle, thrust angle and scheduled-thrust magnitude are also used as control inputs. 
The control scheme can be simply formalized in Fig.  15. 43 
Scheduled 
thrust 
T  10- Aircraft 
ad  SMC  Longitudinal  output 
q
d 
Dynamics 
Fig. 15 Control structure of the SMC 
A. a-q control: 
From nearly 1 second, it is assumed that thrust magnitude increases linearly 
up to 18000 pounds for nearly  3 second.  a-q control is used with two control inputs, 
stabilator (Se) and thrust (SO angle, until the error, e =  af.ra, between the final 
terminal afina and a, is less than 5°. 
The main purpose of this control scheme is to make a increase up to nearly 
55° and q follow qd. However, there is a trade-off between a and q about their 
trajectories because of the constraints of control inputs. 
Select an error sliding surface 
s=[(a- ad) (q-qd) (V-Vd)] =  0  (4.2.10) 
and its time derivative, assuming that V=Vd, is given by 
& = [(a  ad)  (4  4d) (V  '',1)1 = [s, t2 0] = 0  (4.2.11) 
Algebraically, s can be separated as follows with s3 =0 
(4.2.12)  = (a a d)=.(fl 6 d +g 1 1 k +gl2Tx +gl3T) 
(4.2.13)  = 4-4d = (f2 4 d +g216e +g22Tx +g23Tx) 
The reachability condition takes the following expression: 
(4.2.14)  s§T = s(F i +Gu) = sF ' +sGu = sG(u+G -1sF i) < 0 
1 44 
where 
u = [S. Tz TJT  II  is Euclidean vector norm,
II 
g 1 1 g12 g13 
G = [G1 G2 G3] =  g21 g22 g23 
g31 g32 g33 
and 
F1/  (f1ad) 
F' =  [F2/  f2 4d  (4.2.15) 
F3I  f3 
(sG)T If  =  K(sG)T  (4.2.16) 
II sGII2 
where G'1 is bounded, 
k1  0 0 
then stT =-(sG)K(sG)T < 0, where K  is a positive definite matrix. k2  0 
0 0 k3 
But sgT can be modified for practical application with bounded control inputs such as 
sg T  = [M1 M2 M3]  + EM1 M2 Mfr 
SA p/  = M[u+L]  (4.2.17) 
+1A: 
where sG = M = [M1 M2 M3]  (4.2.18) 
II M 11 2  = M12 + M22 ± M32  (4.2.19) 
and 45 
MisFI 
II m112  L,  
M2sF'   (4.2.20)  L=  = 
II m112 
M3sF'  
11 m112 
se is a function of Se and Tz because Tx2 = T2 T. 
By equations (4.2.17) (4.2.20) 
se  = M1(5,+LI) +M2(Tz +L2) +M3(T.+L3) 
= MI(5, +Li) +M2(Tz+L2) +M3(i/T2-Tz2  +1,3) 
= s§i (6) +sg2(T)  (4.2.21)  
That is,  sgi is a function of be and sk is a function of T, or by. 
The control scheme is composed of two parts to satisfy the leachability 
condition s§1(Se) <0 and sk(Tz) <0 separately. 
In practice, there are input constraints at every step.  Therefore, the controller 
must be designed carefully within the limits of the input constraints. At every step, 
the stabilator angle be is constrained to the interval [5  and ,   and Tx is constrained 
to the interval [T, ,Tom:] ,  where 5, = tan-1(Tz / Tx). 
(1) Control for sg1  (5,) <0: 
For s§1(6.) = MAO. + L1), if Se = - L1 -k1M1 is selected where k1 is a positive 
constant s§1(5e) <0 is satisfied. 
(a) -L10  [Sew, 5.] and s§1> 0 or sk< 0 regardless of bounded input be: 
If -L1 is outside of [5  Se,j, one of 5  and 43  is selected to make a ,  
and q approach the error sliding surfaces as fast as possible considering 
the sign of M1. That is, 5  and  is selected as inputs for 
M1 > 0 and M1 < 0 respectively. 46 
(b)  E  
We choose Se depending on the sign of M1  
. L 
Se = -L1-1(1141 =  if M1 > 0  and 1 
2 
Se =  L1 -k1M1 = 
S
emax  i  if M1<0 
2 
such that the reachability condition sSIT <0 is satisfied.  
Then k1 is lculated by  
+L 
1 
k1 
. 
if  Mi>0  
2M1  
S.+LI 
k1  if  M1<0 
2M1 
At the next step, k1 is used in case that -L1 is within the input bound. 
If k1 is so large that Se is outside of [S  ,  LI then k1 is reset to some 
value by the above method again to make Se be within the input constraints satisfying 
s§1 <0. 
(2) Control of sg2(T7) <0:  
At every step Tz = T sin(k) is bounded because S, is constrained to  
S J for  _ Ir S Sy <  
2 2  
(a) -L2e [Tzmi, T,] and sk > 0 or s§2 < 0 regardless of Tz:  
One value is selected between T  and T  to make a and q approach  
their sliding surfaces.  
(b) -a  sg2.b for Tz and a,b >0: 
In this case,the reachability condition is -a S sk SO. Therefore, the range 
of T, to satisfy -a S sk SO is changed to Tzi S Tz STz2 where Tz1 is Tz 
which satisfies one case between -a=sS2 and s§2=0 and Tz2 is Tz which 47 
satisfies the remaining case. The relation of Tz1, Tz2, T  and T. is 
T  __Tz..Tz2T  because Tz = T sin(k) is the increasing 
function for  _  6, 5 7 .  
2 2  
Control input is calculated by the same method as that applied in case that 
sk <0, which is given by 
Tz1-L2 
Tz = -1-2-1c2M2  if M2>0 
2 
Tz = -L2-k2M2  -2  if M2<0 
' 
where TzE [Tzi, TA, and then k2, depending on the sign of M2, is given by 
Tz1+L2 
if  M2>0 k2=   2M2 
Tz2+L2 
if  M2<0 
k2  2M2 
(c) sk <0 and -L2E [T., T.]: 
The same method is used with TzE [T  , T.]. 
The flow chart for a-q control is depicted in Fig. 16 and Fig. 17. yes 
control of sA1(6.) by Loopl 
no  no 
maximum reachable speed 
control of sA2(T) by Loopl 
Tz=T  ,  if M2>0  -1-1, M2 and [T.i, Tom] are used 
Tz=T  ,  if M2<0  for -L1, M1 and [Semis, be.] 
respectively 
Fig. 16 Flow chart of a-q control 
a-control 
-a5s,20  I 
adjust constraints of Tz 
sk2(Tzi)=-a, si2(Tz2)=0 
or vice versa 
control of sA2(Tz) by Loopl 49 
Loop 1 
yes no 
maximum reachable speed 
be= -1-1-kiMI be=a  , if M, > 0 
6.=6  , if M1 < 0 
yes  no 
. Ste, -L1  -Li 
2 2 
calculate k, 
6  +Li  
2M1  
8  +Li  
,  if M1<0 
2M1 
Fig. 17 Flow chart of Loopl 50 
B. a-control: 
The a-control scheme is used when the error e = afinara between the fmal 
terminal afinal and a is less than d°, which is obtained by experiments for various 
maneuvers considering a at the moment a-q control changes to a-control. Using the 
a-q control scheme, a approaches «fine and q tends toward zero. But it takes some 
time for a and q to arrive at their fmal value. 
The main purpose of the whole control scheme is to make the angle of attack 
increase as fast as possible and still to keep it at desired value. So we change the a-
q control scheme to an a-control scheme. 
The selected sliding surface is s = (a-ad) = 0. 
Equation  (4.2.1) can be expressed using the thrust angle 
fi+gl1k+gi23sin(a-k) 
Using equation  (4.2.22), the reachability condition is given by 
(4.2.22) 
S§=sgi/ 
If Se 
A  1  f  ;:,
t/e +  (II  ..1..1 d+gi23sin(a -5,)) 
g 1 1 
1  _  (fi_ad+gi,sin(01-6))-kisgli 
< 0 
(4.2.23) 
g11 
then st = -k1(sg11)2 < 0, where k1 is a positive constant.  
However, equation (4.2.23) cannot be applied directly because the control inputs,  
stabilator and thrust angle, are bounded at every step as  min  -e -emax and  
Synth,  Sv,. Let  
g11  (4.2.24)  1= 
1g111 2(flad+g123Sin(a(50) 
Then, s§ = sg (5e  (4.2.25) 11 
Assume that for 1. 
1  (4.2.26) Iran = max --(fl-ad+g123Sin(C")) 
Tz  gll 51 
(4.2.27)  /min = min  [ --1(f -eed+ginsill("))
T.  gn  1 
The range of Se,  [Oemm, Lax], is usually outside of [lmm, /max].  Therefore, if we 
make [ /mm, /m.] 2 IA
I  with scheduled- .-emin, Lax]  because  I /,-/mm  I 6 emax- bemin I 
thrust T=18000 lbs after afimd  d°. For this special case, afimd and d° are given by 
60°. and 5° respectively. After that, we can adjust the increase in the rate of angle of 
attack because §=g11(k-l) implies that 
ad  (4.2.28) a=g11(Se-1) 
From the a-q control scheme, the angle of attack increases fast while the pitch 
rate 4 decreases to zero. Here, the control purpose is to make the angle of attack 
approach its sliding surface slowly without a big oscillation satisfying the reachability 
condition sg <0. For this, the reachable speed will be reduced slowly for some time, 
which means that a is decreased satisfying sg <0. To adjust the reachable speed, 
multiple boundary layers are set in the neighborhood of the sliding surface and the 
reachable speed is adjusted in each boundary layer, satisfying the reachability 
condition as follows: 
I error=afi"-a I  >1° : adjust the reachable speed so that a= ±3.3°/sec. 
0.2°< I error=afimd-a  : adjust the reachable speed so that 
a= ±0.33°/sec. 
0°  I error=afi"-a  15 0.2° : adjust the reachable speed so that 
a= ±0.0033°/sec. 
When a becomes zero approximately the interval [semin,  °max] enters into 
[/min, imax] or the interval [semin  kmax] intersects the interval [/m /mm] . 
From this time, the reachable speed of the angle of attack can be adjusted linearly in 
time. 
(1) When  I e=ad-a I  >1° 
When the error e=ad-a is less than d°=5° by the a-q control, a is over 
3.3°/sec. Therefore, a is decreased up to 3.3°/sec. with maximum speed satisfying 
sg <0. The control input Se takes one of bounded values, Semi. and Semax, depending 52 
on the sign of g11 and bv also takes its bounded value at every step depending on the 
sign of g123, which makes a decrease as much as possible.  Here, sv is lower-
bounded to -4° to reduce the effect of chattering. After a arrives at approximately 
3.3°/sec., a is kept at 3.3°/sec increasing the angle of attack until the error e=ad-a is 
less than 1° as follows: 
From equation (4.2.22), let 
amin = min(fi +gi iSe+gi23sin(a -Sy))  (4.2.29) 
S., a, 
max(fi +gliae+ginsin(a -6v))  (4.2.30) 
Equation (4.2.22) can be expressed by 
1  .  gin See u1  (4.2.31) 
g11  g11 
where ad =3.3°/sec.. and 112min  U2 = sin(a-bv)  u2,x 
Assume that for u1 
.  (4.2.32) min  (a-fi)-g123 sm. (a -Sy) u imin = mm 
sy  g11  g11 
(5.2.33) ulmax = max I 1 (ad-f1)-g123sin(a-k) 
sv  g11  g11 
According to the relationship among kmin, S., uimin and 'I., control 
inputs are scheduled as follows: 
(i) ulmin < 8emin S ulmax  8emax 
6e = kmin 
Ulmin  kmin < Semax <ulmax 
(5. =  (4.2.34) 
Semin  ulmin  bemax < ulmax 
6e = &max 53 
(iv) bemin 5 Ulmin < Ulmax  kmax 
45v  Ovmin ±vmax)/2 
where be or Sy are calculated by inserting Sy or S., which is obtained from the above 
cases into equation (4.2.31). Fig. 18Fig. 21 show control inputs (p point) on the 
line (Line) which represents equation (4.2.31). 
Fig. 18 Description of the case 
for ui min < kmin  Ulmax 5 kmax 
ac 
s.  Line 
Fig. 19 Description of the case 
for illmin 5 3emin < kmaxS Ulmax 
Fig. 20 Description of the case  Fig. 21 Description of the case 
f o r SeminS u min 5 Lax <ult.  for Semin < Ulmin < Uimax < kma, 54 
(2) When 0.2°<  e=ad-a I  1° 
a is decreased(or increased) up to 0.33°/sec. when e> 0 and a is decreased 
(or increased) up to -0.33°/sec when a >0. After a arrives at +0.33° /sec. 
approximately, a is kept at +0.33Vsec., satisfying the reachability condition st <0 
by using equations (4.2.29)(4.2.34) for which old = O. 33Vsec. , depending on the 
sign of error L.. 
(a) The method of decreasing a slowly 
At time t =kit where At (0.03 sec.) is sampling time, the condition to 
decrease a from 3.3°/sec. to 0.33°/sec. is given by 
(4.2.35) a(k-1)fi+gl1ac+g123112 
From equation a(k-1) = fi+g116.41123sin(a-k), assume that for be 
a(k-1)- f,--123sin(a -S)	  (4.2.36)
u  .  = mm 
011111 
gl 1 
6/(k -1) 41 -gi23sin(a  (4.2.37)
u  = max 
a,  gli 
where u2,inu2=sin(a-by)..u2inix 
The control input be and  are calculated differently according to the sign 
g11 and g123. 
Case 1: gil >0 and 8123 >0 
(i) u	  < beinin 
be=b  and u2 =u2.  Fig. 22 shows this situation. R is area 
constrained by be and by at every step which satisfies the 
inequality condition (4.2.35). The point p (b, u2nj is 
nearest distance from the line (Linel) which satisfies the 
following equation: 
Se = 1 44-1) 41-g123u2)	  (4.2.38) 
g11 55 
Fig. 22 Description of the case for tiemax.(5emin 
(ii)	  (5,in < u,< 
i5e=b3e,,;,, and u2= (u2,in+ uL)/2. That is, the control inputs, Se 
and by, are located at the point p where uL is the value of u2 on 
the line (Linel) passing ben;, in Fig. 23. 
U2 uL 
Fig. 23 Description of the case for ue,th< Semi.< u  < bemax 56 
(iii)  uemin  6  Semax < uemax 
-F6eniax)/2 and u2=(u2afin-Fue)/2, where tic is the value  of Oc=(S  
u2 on the line (Linel) passing Se(k-1) in Fig. 24.  
Fig. 24 Description of the case for u  6  <3 
(iv) 6.<uemin< Sen,< uemax 
Oe=6.i. and 6v=0. +5v)/2. The control inputs, Se and 5, 
are located at the point p in Fig. 25. 
(v) 
Se =Semax and Ov= (kmin+Ovinax)/2. The control inputs, Se and  5v, 
are located at the point p in  Fig. 26. 57 
Fig. 25 Description of the case for kink, < Uem < bemax<uen. 
Fig. 26 Description of the case for ben.l.lennn 58 
<  <u (vi)  Semin  uemin 
First, Se is calculated by equation (4.2.38) with 
6v=(6v,,iin+Ovnthx)/2 as follows: 
1  (b  vim)I I 
Se =  ey(k-1)-fl-gi23sin 
2
g11 
and then, u2 is given by 
Armin +6vmax  1 min +sn a U2  i
2 1 
U2 = 1  1 
2 
The control inputs, be and ov, are located at the point p in 
Fig. 27. 
Fig. 27 Description of the case for  _ueinit, <Uemax < Semex 
In all the cases, Sy is calculated from u2 = sin(a-bv) 59 
The following cases are processed by the similar method. 
Case 2: g >0 and gi23< 0 
(i)  Sawn 
Se =S  and u2=u2m 
(ii) u	  < (Semi< u  < 
(5e=6  and u2=(u2,,x+ '11)/2, where uL is the value of u2 on 
the line(Linel) passing Ste. 
(iii) ueini.5	  < S  < u 
6e= (Semir,+6.,)/2 and u2=(u2,.+10/2, where u` is the value of 
u2 on the line(Linel) passing Se(k-1). 
(iv) Semi< u	  < (5<u  
oe=66 and (5,= (6  +  
(v) Se  
6e =6  and Sy= (6  +Sv)/2  
(vi) S  < u  <u...5 S. 
1	  and 6e =  I a(k-1)-fl -g,23sin «- (6vmin+6,..)1 
2 gel 
kmin +  1 1 
U2  +sin la-
2 1 U2 = 
2 
Case 3: g <0 and g123> 0 
(i)  Semin 
(5.=bani and (5,,,=(5  +6,..)/2 
(ii) u	  < S  <u  < 
be= °emu and bv=(S  +6,.)/2 
(iii) u  6 <  u 
(Se= (6cmi+Oc.)/2 and u2=(u2in+lic)/2 60 
(iv) 6  <u  <6  <u 
(Se=6. and u2=(u2,k+uH)/2, where uH is the value of u2 on 
the line(Linel) passing 6. 
(v) 
Se =Six and u2=uanii, 
(vi) Semin < 5 u  < uemax < Semax 
1  {.	  05v,i,i+6,,.)1  and
Se =  a(k-1)f1g123sin cr 
g11 
[ulnin+sin icx 6"Iln+6'1
2
U2 = 
2 
Case 4: gll <0 and g123 < 0 
(i) u.5  
6e= 6  and 6,=(6  +kJ/2  
(ii) u.<6.<u  Semax 
oc=5. and 5,,,=(5  +6.)/2 
(iii) u  S S  Se  ax  uemax 
Oc=(5.+6.,)/2 and u2=(u2max +uc)/2 
(iv) Sfi<u	  < 6.< u  
3.=5., and n2=(u2.+uH)/2  
(v) aemax ue  
Se =vemax and u2=u2.,  
(vi) Se,inuemin  uemax  Semax 
(5,k4-6,..)1 I  and 
Se =	 
1  &(k-1)-41g123sin a 
2 g11 61 
ru2m.+sin la-
2  u2 = 
2  
In all the cases, k is calculated from u2 = sin(a-k) 
(b) The method of increasing a slowly 
This method is similar to the case to decrease a. The condition is that at 
time t=kAt 
sex(Ic  1) < /5/(k) = f1 +glibe+ginsin(a +6v)  (4.2.39)  
Case 1:	 gn  >0 and gi23>0 
(i) 
be = bemin and ay= (avmin +S,,  )/2 
(ii) uemi< ben,k< u	  <  
be= b. and by= (byrnin+ (5v..)/2  
(iii) u	  <6  U  
e = (betnin  (5)/2 and u2=(u2+0/2  
(iv) Semi.< ue,in < 6  <U 
be= be. and u2=(u2,,,x+uH)/2 
(v)  
be= O. and n2=112.  
(vi) Semi.  < u 
I	  +6  I I  and 1  I a(k-1)f1-g123sin  a 
2  g11 
vminb +6vmax 1 1 iu+sin loc-
2  
U =  2  2  62 
Case 2 :g11 >0 and g123 <0 
(i) u.5 bemin 
be= b. and by= (bymin+ 
(ii) uemi<6.<u	  < b  
be= b. and (5,,=(S  +6.)/2  
(iii) u	  <6  5u  
(5,= (6+S.) /2 and u2=(u2,in+uc)/2  
(iv) betni<u.< b	  <u 
and n2=(u2,nin+uH)/2, where uH is the value of u2 on be=b  
the line(Linel) passing 6  
(v)  be,m,  Uemin 
Se = kmax and u2 = U2min 
(Vi) bemin  uemin < 11  ben. 
1	  b  +6  and 
be =  a(k-l)-f1-g123sin  a-
2 g11 
+sin  cr-
2min  (Lin +2  1 1
u2  2 
Case 3: g11 <0 and g123 > 0 
(i) u.5 
be= bemin and u2=u2 
(ii) u.<6 .,<u  <b 
be= bemin and n2=(u2n,,x+ uL)/2 
(iii) u	  5 8  <6  5u  
Oe= (aemin  (5...)/ 2 and u2=(u2,,,.+11`)/2  
(iv) bemi<u	  <6  <u 
and u2=(u2.+ uL)/2, where u* is the value of u2 on be=b  
the line (Linel) passing u.  63 
(v)  
be= Oemb, and 6v =(S,,min+8,.)/2  
(vi) 6e,;,,5_uenth, <uemax5_ 6 
1	  6  +6  and 
a  -- 1 ete(k-1)41-1123sinla  I I 
2 g11 
ru2n.+sin la "min+km"11 
2
U2 = 
2 
Case 4: gii <0 and g123<0 
(i) u	  5 bank 
8e = knin and U2 = U2rain  
u  < bemin <  <  
(5e=Ociu, and n2=(u2-F U") /2  
(iii) u	  5.8  <8  u  
6c=(6i+6.)/2 and u2=(u2ink+uc)/2  
(iv) kink< u	  < S  < u  
Se=ucath, and 6v = (kmin  
(v)  
Oc=knin and (5,=(6  
sr5 (vi) S  <u  <u 
1	  and 
= -- kic-1)  gi23sin a 
6vmin+6'1 
2 gii 
1u2min+sin  .	  +6  1 1 
2
U2 = 
2 64 
(3) When  e=ad-a I  ._0.2° 
a is decreased(or increased) slowly up to ±0.0033° /sec. and kept at 
±0.0033° /sec., depending on the sign of the error e as the above same method used 
in (2), for which ad= +0.0033°/sec. depending on the sign of the error e. 
(4) When a is kept near zero 
[Sew, benj enters into [L, lw]. From this time, the increase (or decrease) 
rate in the angle of attack can be adjusted to make the angle of attack converge to the 
error sliding surface satisfying s&<0. 
Assume that the angle of attack at time t=kAt (sampling time At = 0.03 sec.) is 
a(k). There are many ways to make a approach the sliding surface s = 0. We 
adjust the amount of increment (or decrement) of angle of attack Aa linearly in time 
so that a arrives sliding surface s=0 after 2 second. That is, we adjust Aa so that 
2 Aa = afina-a(k)  (4.2.40) 
At 
(a) sgii >0 
From equation (4.2.25), select Se= (5  and adjust 1 with k, so that the 
reachability condition st=sgn(k-/)<0 is satisfied and the increase (or 
decrease) rate in the angle of attack is satisfied by the following equation 
Aa = (f1(k)+g11(k)Se+g123(k)u2)At  for e> 0 
(4.2.41) 
Aa = -((f1(k)+g11(k)(5e+g1  23(k)u 2))At  for e<0 
(b) sgii <0 
Select Se =Sem and calculate 6, from equation (4.2.41) such that the 
reachability condition s&<0. 
The next time t=(k+1)At, we adjust Aa/second with a(k+1) and apply the 
above method with fl(k+1), gii(k+1) and gi23(k+1) so that a arrives sliding surface 
s=0 after 2 second again. By this method, we can make a approach the sliding 
surface s=0. 65 
4.2.5 Design of controller for maneuver from a=60° to 5° 
After the angle of attack is driven to the sliding surface s = 60°-a = 0 for 
approximately 8 second, the aircraft begins to maneuver along the desired trajectories 
to the terminal 5°. 
This control method is almost the same as that applied in section 4.2.4 except 
the direction to which angle of attack is driven. That is, a should be decreased and 
arrives at 35° from 60° and a=5° from 35°. As shown in section 4.2.4, when ex is 
near zero, the interval  ,  (5.,] and the interval [imin, /.] intersect.  After that, 
the increase(or decrease) rate in the angle of attack is adjusted linearly by equation 
(4.2.40). To calculate be and (5 using equation (4.2.41), the similar method, which 
was used in case that the interval [(5  ,  ] is included in the interval [Li, 4,,J, is 
applied so that the angle of attack is driven to the sliding surface s=a-ad, satisfying 
the reachability condition sg<O. 
(1) When [L,  [Seinin, Semaj 
Select u2=u2. for sg11 >0 or u2=u7Anin for sg11 <0 and calculated be from 
equation (4.2.41). 
(2) When /ink <6  <1.< 
Select u2 =u2, f o r sg11 >0 or calculate k f r o m 1=5  for sg11 <0. 
Then, calculate be from equation (4.2.41). 
(3) When (5emi<1,;,,< S  <1. 
Select be=1in for sg11 >0 or a, =Sc. for sgli <0 and calculated (5, from 
equation (4.2.41). 
A. Maneuver from a =60° and a=35°: 
In the a-q control scheme, the states a and q are driven to their variable 
sliding surfaces s = [a-ad q-qd] = 0. 
Constrained values of Se and by are selected to decrease the angle of attack as 
fast as possible. When the error, e = afithara, between the final terminal afinal and a 
is less than 5°, the a-q control scheme is changed into an a control scheme. Because 
the angle of attack is decreased fast in the a-q control scheme, the decrease rate of 
the angle of attack is less than -3.3°/sec.. Therefore, a is increased up to -3.3°/sec. 66 
and a is kept for a period of time until the error e = ad-a is greater than -1°.  All 
other methods are the same as those in section 4.2.4 except of the desired trajectories 
ad and qd. 
B. Maneuver from a=35° to terminal a=5°: 
After the angle of attack slowly approaches the sliding surface s = a-ad = 0 
for t < 15.81, the aircraft maneuvers from a=35° to terminal 5°. 
All other methods are the same as those shown for maneuver from a=60° to a=35°. 
Flow chart for a-control is depicted in Fig. 28. a-control  
no  yes 
adjust reachable speed 
linearly in time  yes  no 
adjust reachable speed 
up to at= ±3.3°/sec. 
depending on the sign of error 
1 
increase(or decrease) 
up to de= ±0.0033° /sec. 
depending on the sign of error 
increase(or decrease) 
up to a= ±0.33°/sec. 
depending on the sign of error 
Fig. 28 Flow chart of a-control 68 
4.2.6 Simulation 
The SMC is applied to maneuvers from low to high angle of attack or from high to 
low angle of attack. For example, from the initial a =4.3° to a=60° and a=60° to 
a =5 °.  The SMC shows a fast response (Fig. 29Fig. 35). The angle of attack 
arrives at 55° in approximately 2.6 second and 59° in approximately 2.19 sec. and 
approaches the fmal terminal (untrimmed stable) without overshoot. However, this 
control shows a small undershoot for a maneuver from a=60° to a=35°. This 
undershoot can be reduced by using appropriate desired trajectories of angle of attack 
and pitch rate. 
In fact, it is important to select desired trajectories of the angle of attack and 
pitch rate.  If the desired trajectories are selected very well, this SMC may work 
with only an a-q control scheme. But it requires much knowledge of the system. 
This controller can be applied to general maneuvers with appropriate scheduled-thrust 
and desired trajectories of a and q. For approach to the final terminal closely, 
a-q control is changed to a-control when  afinica I  <d°=5° which is calculated I 
considering the value of a at the moment of change of the control scheme from a-q 
control to a-control. Here, it is desirable to select d°=5° when the value of a is 
between 10°/sec. to 13°/sec. approximately. The value of a can be also adjusted by 
the appropriate selection of the desired a and q by experiments, considering the fact 
that q must converge to zero to keep afing.  Furthermore, the larger a, the faster 
response. However, chattering of control input is more severe to reduce the 
reachable speed fast. On the other hand, when the value of a is small, the results is 
vice versa. 
Simulations are made for the following maneuvers: from initial a0=4.3°  to 
60° through 25° (Fig. 36Fig. 43), from the initial a0=4.3° to 80° through 25° (Fig. 
44Fig. 51), from initial a0=4.3° to 35° through 25° using the maximum scheduled-
thrust T=10000 lbs (Fig. 52Fig. 59), from the initial a0=4.3° to 35° through 25° 
using the maximum scheduled-thrust T=18000 lbs (Fig. 60Fig. 67) and from 
initial a0=35° to 70° (Fig. 68Fig. 75). 69 
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Fig. 29 Angle of attack (deg) response for maneuver from a0=4.3° to a=60° 
and from a=60° to a=5° 
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Fig. 30 Pitch rate (deg/sec) response for maneuver from a° =4.3° to a=60° 
and from a=60° to a=5° 
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Fig. 31 Pitch angle (deg) response for maneuver from a0=4.3° to a=60° 
and from a=60° to a=5° 70 
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Fig. 32 Total velocity (feet/sec) response for maneuver from «0=4.3° to 
a=60° and from a=60° to a=5° 
Fig. 33 Altitude (feet) response for maneuver from a0=4.3° to a=60° and 
from a=60° to a=5° 
Fig. 34 Stabilator angle (deg) response for maneuver from a0=4.3° 
to a°=60° and from a=60° to a=5° 71 
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Fig. 35 Thrust angle (deg) response for maneuver from  ao=4.3° to  a =60° 
and from a =60° to a =5° 
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Fig.  36 Angle of attack (deg) response for maneuver from  0/0=4.3° to 
a=60°  through a =25° 
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Fig. 37 Pitch rate (deg/sec) response for maneuver from a0=4.3° to a=60° 
through a =25° 72 
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Fig. 38 Pitch angle (deg) response for maneuver from «0=4.3° to a=60° 
through a =25° 
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Fig. 39 Total velocity (feet/sec) response for maneuver from a0=4.3° to 
a =60° through a=25° 
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Fig. 40 Altitude (feet) response for maneuver from ao=4.3° to a =60° 
through a=25° 73 
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Fig. 41 Scheduled thrust (ibs) magnitude for maneuver from a0=4.3° to a=60° 
through a=25° 
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Fig. 42 (a) Stabilator angle (deg) response for maneuver from a0=4.3° 
to a=60° through a=25° 
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Fig. 42 (b) Stabilator angle (deg) response (25-30 sec.) for maneuver from 
a° =4.3° to a=60° through a=25° 74 
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Fig.  43 (a) Thrust angle (deg) response for maneuver from  a0=4.3° to a=60° 
through a=25° 
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Fig.  43 (b) Thrust angle (deg) response (25-30  sec.) for maneuver from 
ao =4.3° to a = 60° through a =25° 
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Fig. 45 Pitch rate (deg/sec) response for maneuver from «0=4.3° to  a =80° 
through a=25° 
80 
60 
48 
28 
20 
8  5  10  15  20  25 
Tine(sec) 
38  35  48  45  50 
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Fig. 64 Altitude (feet) response for maneuver from a0=4.3° to a=35° 
through a=25° with the maximum thrust T=18000 lbs 
x184 
1.5  
8.5  
5  18 15 26 25 38 3S  45  46  58  
Tine(sec)  
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Fig. 73 Scheduled thrust (lbs) magnitude for maneuver from a0=4.3° to a=70° 
through a=25° and a=35° 
28  
18 
-18  
28  
38  .  I  I 
10  28  38  48  58  68  78  88 
Time(sec) 
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CHAPTER 5  
CONTROL OF SYSTEMS WITH UNCERTAINTIES  
Inaccurate modeling brings about the deterioration of the control performance. 
Therefore, uncertainties must be considered in the nonlinear control design. There 
are two major kinds of uncertainty. One class is the structured (or parametric) 
uncertainties, the other is the unstructured uncertainties which come from unmodelled 
dynamics. As discussed in chapter 2, the SMC shows robustness to parameter 
uncertainties and disturbances under matching condition. However, in general, there 
is a trade-off between tracking accuracy and robustness to uncertainties. In this 
chapter, robustness to uncertainties and disturbances in the SMC without 
discontinuous sgn( ) function is studied. 
5.1 Uncertain dynamic system 
Consider the uncertain dynamic system. 
= F+AF+(G+AG)u+d  (5.1.1) 
where state vector x E R°, input vector u E R°. 
FE le' and GE RI' are nonlinear functions of the state variables and time and 
AFE lexl and AGE le'n represent uncertainties of the system. dE le is a disturbance 
vector. 
In the control design, the system is assumed so that uncertainties and 
disturbance are bounded such as 
(5.1.2)
II AF II -0, V AG II  and  IIdii  E 
where II AF II excludes the linear system when II OF II  is not bounded and II 
II 
denotes the Euclidean norm [24]. 87 
5.2 Control design for uncertain system 
The control law is designed, using the SMC, which is explained in chapter 3. 
Let the switching function s = x-xd, where xd is the desired state. The control input 
u is composed of G- '(F -id) and -kals for the control in the sliding-mode for the 
nominal system i = F + Gu and the control for the uncertainties, respectively as 
follows: 
u = -G-1(F-id)-kG-ls  (5.2.1) 
for system (5.1.1) where G-' is bounded and k is a positive constant. 
Then, the reachability condition s T§ < -n II  is given by
s II 
(5.2.2) STS = ST(i -i) = sT(F+AF+(G+AG)u--id) < -n II s II  
Substituting control (5.2.1) into (5.2.2) gives the following inequality:  
(5.2.3)
S Tg =  ST(F+AF+(G +AG)(-G-1(F-id)-kG-1S)-id)  -n II s II 
Define ii A -G-1(F-id). Then, the reachability condition s T§ < _n II s II  is given as: 
s Tg = S IF +AF -(F -id) +AGO -id +(G +ZIG)( -kG -1s) +d) 
ks Ts _ks TAGG -is  (5.2.4) = sT(AF+AGii)- s Tds n 11 
The properties of the appropriate matrix and vector norm are applied to equation 
(5.2.4) to quantify the gain k and equation (5.2.4) is simplified as 
sT§sT(z1F+AG11)-ksTs+ksT II AG II  II G-111 s+sTd 
5- II sT II  II AF II + II s Tfl II  II AG II -ksTs(1- II AG II  II G-1 11)4- II sT II  II d II 
(5.2.5) -n 114 
Finally, using equation (5.1.2) of the boundness of uncertainties and disturbance, the 
gain k to satisfy the reachability condition is obtained as 
k z  II sT11(3+E+77+711(4)  (5.2.6) 
Hsi' 11 2(1 -711G-10) 
Because the gain k is a non-negative real number, a sufficient condition is 
given by y II  G111 < 1 and the reachability condition to the sliding surface will be 88 
guaranteed if the gain k is taken by equation (5.2.6). However, when s is small, the 
gain k will be very large. For this, a boundary layer B with its width W> near the 
sliding surface, s = 0, is introduced. Then, inside the boundary layer, the gain k is 
given by 
k >  (w)(i3+E-i-n-F-y 1I u 1I)  (5.2.7) 
(W)2(1 -7 II  ) 
By this method, the concerned state can be driven to the boundary layer  I  s I =W 
near the sliding surface.  It is postulated that the controller constraint (5.2.6) will 
allow for the state to stay within the boundary layer. To verify this, we simulated 
for the second-order SISO longitudinal motion with uncertainties. In view of the 
design of control law, the minimum value of the gain k is needed for the least control 
effort. 
5.3 Control of longitudinal motion with uncertainties 
This SMC for uncertain dynamics is applied to the second-order SISO 
longitudinal motion with uncertainties. 
5.3.1 System dynamics 
Consider the system dynamics described by equations (4.1.1) (4.1.3). 
The uncertain dynamic system is given by 
= f+Af+(g-1-21g)u  (5.3.1) 
where the uncertainties M and Ag are bounded as 
At* =  fl[lf11] 
f2 
Ag =y 
g1 
and  = 0 
g2 I 89 
5.3.2 Design of controller 
The purpose of the controller is to allow the aircraft maneuver in the high 
angle of attack regime. The desired trajectory of the angle of attack is described by 
equation  (4.1.4) with different time constant [X1  X2] =  [-15 -3].  To design the 
controller of this system with uncertainties, select the switching function s  = a-ad. 
From equation (5.3.1), the reachability condition is then described by 
ss = s(fi +At*, +(gi +Agi)u -ad) 5 n I si  (5.3.2) 
From equation (5.2.1), select control input 
(5.3.3)  u = 
and substitute it into equation (5.3.2), then the gain k is obtained as 
k >  (3+71+71111) 
(5.3.4)  
Isl (1 71g1-11) 
where 
Using the gain k, the reachability condition with respect to the boundary layer near 
the sliding surface is given by 
k  ( 34-n-4-71C11) 
(5.3.5)  
W(1-71g1-11) 
Because the control input stabilator angle and its time derivative are 
constrained as -24s 4%510.5 and be = ±40°/second, respectively, chattering will 
result. To reduce the effect of chattering, the reachable speed to the sliding surface s 
= 0 is adjusted by n and the gain k inside boundary layer (or dead zone) near the 
\\sliding surface. 
5.4 Simulation 
Many cases are simulated with the different uncertainty bounding parameters 
and -y, as well as n or the gain k within the boundary layer for adjusting reachable 
speed. In simulation, uniform distribution noise is used for uncertainties. 90 
Case 1:  =  = 0.1: 
When the reachable speed is adjusted with 0=7, output response is fast, but 
the angle of attack oscillates near the sliding surface with a ±2° error and the control 
input stabilator also oscillates (Fig. 76Fig. 78). On the other hand, when a small n 
= 0.1 is used, output response is a little slow, but the width of the oscillations is 
reduced to approximately ±0.7°, and the control input also oscillates within smaller 
bound (Fig.79  Fig. 81). Better results can be obtained by using the concept of a 
boundary layer in the neighborhood of the sliding surface. Outside the boundary 
layer, reachable speed is adjusted fast with n=7 for a fast response and small n=0.1 
is taken inside the boundary layer to reduce output error (Fig. 82 Fig.84). Here, 
the width of the boundary layer W= ±2° is used. 
Case 2: big uncertainty 13 = -y = 0.3: 
When uncertainties are big, output oscillates with big error because control 
input cannot be supplied fast for reason of constrained input. In this case,  error can 
be reduced by using multiple boundary layers near the sliding surface. Reachable 
speeds are adjusted differently in every boundary layer by  or the gain k as follows: 
03+7)+710 k  Ice-adi >1° 
k = 0.2  ,  0.5°< I a-adl  0.8°  (5.3.6)  
k = 1  ,  0.2°< la-adl  
k = 0.05  ,  la-adl 50.2°  
Results are as shown in Fig. 85Fig. 87. output response is adjusted by n.  wherein 
faster responses are obtained with larger values of n (Fig. 88). 
Unfortunately, it is not easy to control the 4th-order longitudinal motion with 
uncertainties. Because of constraints on magnitude and rate control changes, the 
variation of two control inputs, stabilator angle 8, and thrust angle 5,, is slow 
compared to the variation of the system by uncertainties.  Therefore, it is expected 
that the output will oscillate with large variation repeatedly which results from the 
selection of bounds of inputs. In this control scheme, the reachable speed is adjusted 
by the measured value of a. Therefore, the output is disturbed by the measurement 91 
noise with sensitivity and will oscillate significantly when measurement noise is 
large.  This is a shortcoming of the sliding-mode control which deserves further 
future investigation. 92 
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CHAPTER 6  
CONCLUSION  
In this thesis, an effective control design methodology using sliding-mode 
control (SMC) without discontinuous control of a highly nonlinear maneuverable high 
performance aircraft, the HARV (F-18), has been presented.  Especially, this SMC, 
which was developed here, can be applied to the so-called (square) MIMO uncoupled 
input-output system widely. This SMC of the MIMO longitudinal motion of HARV 
is demonstrated successfully by accurate computer simulations. Similarly Ostroff 
[52, 53] investigated the maneuver by utilizing numerous trim-state linearization 
approaches, accompanied by scheduled variable gain in the PIF controller. 
This SMC shows, in particular, a fast response from «(t0)=4.3° to 55° in 2.19 
sec. and settling time to 60° in about 3 sec. compared to those for the PIF controller, 
which shows a rise time from a(to) to 55° in about 3.3 sec. and settling time in about 
6 sec.. Accordingly, this SMC shows that it is very useful for the terminal approach 
to the high angle of attack reducing overshooting and chattering of control even 
though control inputs are constrained physically. 
Response using time-optimal control, of course, is faster, that is, the slightly 
faster [49]. Therefore, a faster (really time optimal) response could be realized by 
bang-bang control followed by sliding-mode (terminal untrimmed state) control. But 
physical constraints on magnitude and rate of control changes, and measurement 
errors create unacceptable chattering in such a case. The proposed method is 
intended to provide a more practical approach. 
SMC also shows some robustness to parameter uncertainty and disturbance 
with the known bounds by setting the boundary layer near the sliding surface even 
though the system is not trimmed out and it is not guaranteed when measurement 
noise is considered. This is accompanied by a boundary layer in the neighborhood of 
the sliding surface and adjusting the reachable speed within it so that less chattering 
of control results for the system with constrained inputs. But insensitive SMC in the 98 
presence of measurement noise is still needed because the reachable speed is adjusted 
by the measured rate of angle of attack for keeping output near the final terminal. 
As noted above, such measurement noise can cause significant problems for SMC 
and needs further study for aircraft application. 
Furthermore, for the more complicated maneuver such as the HERBST 
maneuver [22], in which longitudinal and lateral motion are coupled simultaneously, 
the SMC requires more information about characteristics of flight to establish desired 
trajectories and face difficulties caused by limits of actuators such as stabilator, 
rudder, aileron and thrust vanes. 99 
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APPENDIX A 
Aircraft equations of motion 
List of symbol 
a.c.  Aerodynamic center of aircraft 
b  Wingspan of aircraft 
CD  Drag force coefficient 
CL  Lift force coefficient 
CL.  Change in lift coefficient due to angle of attack change rate 
Change in lift coefficient due to pitch rate 
C1  Rolling moment coefficient 
Cl  Change in rolling moment coefficient due to sideslip 
Rolling damping 
Change in rolling moment coefficient due to yaw rate 
Cm  Pitching moment coefficient 
Cma  Change in pitching moment coefficient due to angle of attack change 
rate 
Cm  Pitching damping 
Co  Yawing moment coefficient 
Cn  Change in yawing moment coefficient due to sideslip 
Change in yawing moment coefficient due to roll rate 106 
Cn.  Yaw damping 
c.g. 
Cy 
Center of gravity 
Wing mean aerodynamic chord 
Side force coefficient 
CY,  Change in side force coefficient due to sideslip 
Cyp  Change in side force coefficient due to roll rate 
CY,  Change in side force coefficient due to yaw rate 
D 
dx 
dy 
dZ 
dx. 
dye 
du 
g 
h 
Drag force 
Position vector component along x-axis from c.g. to a.c. 
Position vector component along y-axis from c.g. to a.c. 
Position vector component along z-axis from c.g. to a.c. 
x-axis vector component from c.g. to the engine thrust center 
y-axis vector component from c.g. to the engine thrust center 
z-axis vector component from c.g. to the engine thrust center 
Gravity constant 
Altitude 
Ix, 
Ia 
IxZ 
L 
Moment of inertia with respect to body x-axis 
Moment of inertia with respect to body y-axis 
Moment of inertia with respect to body z-axis 
Product moment of inertia about body x and z axes 
Lift 
M  Mach number 
m  Aircraft mass 
p 
q 
qd 
4 
q 
Roll rate 
Pitch rate 
Desired pitch rate 
Pitch acceleration 
Dynamic pressure 107 
Yaw rate 
S  Wing area 
Tx  Thrust component along body x-axis 
Ty  Thrust component along body y-axis 
Tx  Thrust component along body z-axis 
u  Aircraft speed along the x-body axis 
Aircraft speed along the y-body axis 
w  Aircraft speed along the z-body axis 
X  Body force along aircraft x-axis 
Y  Body force along aircraft y-axis 
Z  Body force along aircraft z-axis 
a  Angle of attack 
ad  Desired angle of attack 
a  Time derivative angle of attack 
fi  Sideslip angle 
(5,,  Aileron deflection 
Oh  Stabilator deflection 
Sr  Rudder deflection 
P  Standard air density at altitude 
(1)  Bank angle 
Yaw angle 
0  Pitch angle 108 
A.1 Introduction 
Since such a great number of dynamic characteristics must be considered to 
control of an airplane, which is especially true of highly maneuverable, high per-
formance aircraft, understanding of aircraft motion is an important consideration. 
In this appendix, a six degree-of-freedom analytical aerodynamic model is 
developed, based upon consideration of the High Angle of Attack Research Vehicle 
(HARV) (modified F-18) [4, 13, 14, 61].  First, the six degree-of-freedom equations 
of motion for an airplane are developed, then 5th-order longitudinal equations are 
derived, based upon assumptions of velocity in the y direction v=0, roll rate p=0, 
yaw rate r=0, Euler angles 0=0 and  =0, and thrust in the y-direction Ty =0. 
As the external factors that act on the airplane are complicated functions of its 
motion and shape, the dynamic equations are developed, based upon the following 
assumptions. 
(1) The airplane is a rigid body. 
(2) The mass and inertia properties remain constant for the duration of this 
particular analysis. 
(3) The x-z plane is a plane of symmetry of the airplane. 
(4) Gravity is constant over the airplane volume. 
(5) Gravity is aligned in the z-direction of the fixed reference frame (earth 
frame) at sea level. 
A.2 Equations of Motion for a Rigid Body 
The equations of motion of an airplane with respect to body axes are obtained 
from Newton's second law, which represents that the summation of all external 
forces is equal to the time rate of changes of momentum, and the summation of all 
external moments is equal to the time rate of change of the angular momentum, mea-
sured with respected to axes fixed in space. 
The aerodynamic force vectors at the center gravity (c.g.) are represented as 
X, Y, and Z, and the aerodynamic angular moment vector with respect to the c.g. is 109 
given by GP, GQ and GR. The thrust vector T is represented in the body axes as 
Tx, ;, and Tz. 
By Newton's second law, the six equations of motion for an airplane can be 
obtained as follows: 
Fx =  -ry +qw)  (A.2.1) 
Fy = m(if -pw +ru)  (A.2.2) 
Fz = m(* -qu +pv)  (A.2.3) 
L =  AI. +gr(I. -Iyy) -pqkz  (A.2.4) 
M =  +pr(Ixx -Izz) -(1)2 -01.  (A.2.5) 
N = -pIxz +tIzz +pq(lyy -Ixx)+qrkz  (A.2.6) 
The force equations with respect to body axes are: 
X T
ti = ry -qw -gsin(0)+_ +  (A.2.7) 
m m  
y T 
= pw -ru +gcos(0)sin(0) +_ +_/ (A.2.8) 
m m 
Z T 
(A.2.9) = qu-pv+gcos(0)cos(0)++ m m  
The moment equations with respect to body axes are:  
= copq+cpAr 4-cp3GR-4-cp4GP+_ (clieTy -dycTx) +  (dy,Tz-dzeTy)  (A.2.10) 
Izz 
xx  
4 = Copr+Cq2(r2-p 2) + GQ+(dzeTx-dx,T)  (A.2.11) 
yr  
= Cr1pq+Caqr+CoGP+CoGR+3C (dyeTz-dixTy)+  134 (d T -d T)  (A.2.12)
xc y  ye x 110 
1.9 
Finally, the Euler equations are described by: 
(A.2.13)  = qcos(0)-rsin(0) 
=  p+(qsin(0)+rcos(4))tan(0)  (A.2.14) 
tk = (qsin(0)+rcos(0))sec(0)  (A.2.15)  
where X, Y, Z, GP, GQ and GR are functions of the aerodynamic coefficients CD,  
Cy ,Cm,  CL,  C1, and C, as follows:  
D =  TISCD  (A.2.16)  
L =  qSCL  (A.2.17)  
X = -Dcos(a)+Lsin(a)  (A.2.18) 
Y = cISCy  (A.2.19) 
Z = -Dsin(a)-Lcos(a)  (A.2.20) 
(TiSbCi+dyZ -dzY)
GP =  (A.2.21)
I  
(FISCCm+dzX -diZ) 
GQ  (A.2.22) 
Iyy 
(4SbC,,+dzY -dyX)
GP  (A.2.23) 
172. 
Equations  (A.2.10)  (A.2.12) of the moment equations are functions of the 
moments of inertia 1,,, In, Izz, and Iz, as follows: 1.1.-1.2 
111 
C 
CP4 
Cp4I.(I.+I.-Iyy)
Cpl 
CP3 
Cq1 
Cq2 
2 -I I  +I  2) Cp4  xx  xx yy  xz
Ix& 
Cp4Imayy
Cr2  Ii 
Col= 
The vectors (dx, d3 dx) and (die, dye, du) represent, respectively, the position 
vectors from the c.g. to the aerodynamic center (a.c.) and from the c.g. to the center 
of engine thrust. 
A.3 Aerodynamic Derivative Coefficients 
The mathematical model of aerodynamic derivative coefficients are based on 
wind-tunnel results for the HARV [4]. These coefficients are functions of the control 
variables:  aileron deflection (ba), rudder deflection (or), and stabilator deflection 
(Oh), as well as angle of attack (a), side slip angle ((3), Mach number (M), total 
speed(V), altitude (h), roll rate (p), pitch rate (q), and yaw rate (r). For the present 
study, the effects of the leading and trailing edge flaps, speed brake, and landing gear 
are not considered. 112 
The mathematical model of the aerodynamic derivative coefficients is de-
scribed as follows:  
(1) Drag coefficient CD, 
CD = CD  (a,M,h051.)  (A.3.1) 
(2) Lift coefficient CL, 
CL = CL.(a,M,h,511)+Tv- (CLi(a,M,h,)q+CL.(a,M,h)a)  (A.3.2) 
(3) Pitching moment coefficient C., 
Cm = Ci.(a,M,h05h)+V(Cm,i(a,M,h,)q+C..(a,M,h)ex)  (A.3.3) 
(4) Side force coefficient Cy, 
Cy, = Cy.(a,fl,M,ba, or) +Cy,(a ,M,h)(3 +5.7b (Cyp(a,M,h,)p+Cy,(a,M,h)r)  (A.3.4) 
(5) Rolling moment coefficient C1, 
C1 = Ci.(a,13,M,Sa,br)+CI,(a,M,h)fl+Tvb (Cc(a,M,h,)p+CI(a,M,h)r)  (A.3.5) 
(6) Yawing moment coefficient Cn, 
C. = C..(a,13,M,Sa,or,Sh)+C.,(a,M,h)fi +-2v-b (C.,(a,M,h,)p+C.(a,M,h)r)  (A.3.6) 
A.4 Longitudinal Motion 
By assumption of the plane of symmetry, and neglect of any cross-terms from 
lateral motion, it is possible to analyze the motion of an airplane in two separate 
stages. The first includes motion along the x and z axes and pitching moments about 
the y axis. The second involves motion along the y axis and rolling and yawing 
moments about the x and z axes. Here, longitudinal motion is described based upon 
the assumption of airplane velocity in the y direction v=0, roll rate p=0, yaw rate 
r=0, the Euler angles 0=0 and 0=0, and thrust magnitude in the y direction Ty =0. 113 
With respect to the body axes, the angle of attack, the side slip angle, and the 
total velocity V, respectively, are given by: 
a ...,  tan-1 [ 1 (A.4.1) 
u 
(A.4.2) (3 = sin-1  1  v 
V  
u2+v2+w2  V2  (A.4.3) 
where u, v, and w are airplane speeds in the x-direction, y-direction and z-direction. 
Applying the above assumptions to equations (2.2.7) (2.2.12), longitudinal 
motions are described by 
X T _ +  (A.4.4) = -qw -gsin(0)+ m m  
Z T  (A.4.5) = qu+gcos(0)+_+2 m m 
4 = GQ+-
1  (d.T.-d.T)  (A.4.6) 
IYY 
= q  (A.4.7) 
Because aerodynamic derivative coefficients are functions of the angle of 
attack, total speed, Mach number, and altitude, and the control variables oh, Tx, Ty, 
and Tx, it is desirable to select state variables as a, V, q and 0. 
Airplane speeds in the x and z directions for longitudinal motion are given by 
u = Vcos(a)  (A.4.8) 
w = Vsin(a)  (A.4.9) 
The derivative of the angle of attack with respect to time t is 
(u*-ilw) ix =  (A.4.10) 
V2 
and the time derivative of speed in z-direction is 114 
Va+Usin(a)  (A.4.11)
cos(a) 
The differential equation for the angle of attack is obtained by letting equation 
(A.4.5) be equal to equation (A.4.11), substituting equation (A.4.4) for ti from 
equations (A.4.8) and (A.4.9), as follows: 
Txsin(a)  Tzcos(a)
a = q + g cos(9 -a)  L	  (A.4.12) 
V  mV  mV  mV 
The differential equation for total speed is calculated by differentiating (A.4.3) with 
respect to time t and velocity in the y-direction v=0, then substituting (A.4.4) for 
and (A.4.12) for a, as follows: 
D  Txcos(a)  Tzsin(a)
V  = -gsin(0-a)  +	  (A.4.13) 
m m  m 
From equations (A.2.16)  (A.2.20) for such force quantities as D,L,X,Y, and 
Z, from equations (A.2.21)  (A.2.23) for GP, GQ, and GR, from equations 
(A.3.1) (A.3.3) for CD	  CL and Cm, and from the dynamic pressure  _
1 pV2,
2 
where p is air density, the differential equations for longitudinal motion are fmally 
obtained as: 
(1-
pSc-	 T a = a C )q+S-cos(7)- pS  sin(a -Sy)]	  (A.4.14)
"  4m 14  V  2m  mV 
(dzeTcos(k)-d.Tsin(k))
4  PS qiiV2+qi2Vq+q13[1cos(y)-t-Ciy- inTv sin(a-S,)] V 
21 V	  1)7 
(dzeTcos(k)-kTsin(5,)) 
(A.4.15) 
Iyy 
V  PS C V2+Tcos(k-a)	  (A.4.16)
-gsin(Y)-
= q  (A.4.17) 
where variation of altitudes h is given by 
fi = Vsin(-y)  (A.4.18) 115 
and where the climb angle y is given by y = 0-a, 
[thrust angle is k = tan-1  il.  , 
thrust magnitude is T = IAT.2+Ty2+Tz2) for Tz=O, and 
qA = dxsin(a)-dzcos(a) 
qB = dicos(a)-dzsin(a) 
'lc = aii(With+qBC) 
q11 = cco+qACD0+q8C1,3 
) 1  pSZ [Wmq+qBc,..,+qc(1 _PSZ q12 = 
4m  IAI  cy 
PSZ 
q13 =  qC 4Iyy 