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We study how spin is transferred by ferromagnetic dynamics in a charge insulator in response to a thermoe-
lectric bias, which is established by supplying heat and/or spin accumulation via normal leads. At zero tempera-
ture, magnetic anisotropies pin the macroscopic order, which necessitates a finite threshold bias to induce a spin 
current in a steady state of unpinned dynamics. At finite temperatures, however, thermal spin waves provide a 
spin transport channel in response to a linear thermoelectric bias. The theoretical description is rooted in the 
Landau–Lifshitz–Gilbert phenomenology both for the macroscopic dynamics of the magnetic order and quantum 
kinetics of thermal magnons. In this paper we connect the classical and quantum aspects of the underlying mag-
netic dynamics and spin transport, as well as provide a unified view of the exchange mediated bias of spin See-
beck physics of the magnetic interface and bulk. 
PACS: 75.30.Ds Spin waves; 
75.70.Cn Magnetic properties of interfaces; 
75.76.+j Spin transport effects. 
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1. Introduction
Central to the field of spintronics is the transport of an-
gular momentum across mesoscopic structures. In conduct-
ing devices, this is accomplished by spin polarized itiner-
ant electrons, which carry spin angular momentum over 
finite distances by their translational motion. Traditionally, 
such spin polarized electronic currents are generated by 
electrical biasing, either by utilizing the fact that in the 
presence of ferromagnetic order, electrons, and therefore 
electric currents, are spin polarized [1–3], or more recently 
by exploiting the spin-orbit interaction to convert electric 
into spin currents [4–6]. Additionally, thermoelectric ef-
fects have opened the possibility of generating a spin po-
larized electronic current from a heat flux [7–12]. 
In electrically insulating materials, itinerant electron 
transport is gapped out. It is, however, still possible to 
transmit angular momentum in insulating ferromagnets via 
chargeless excitations of the magnetization (spin waves) 
[13–15]. If the ferromagnet is interfaced with a nonmag-
netic (normal) metal, the localized magnetic moments of 
the former are coupled to the itinerant electrons of the lat-
ter along the interface, fostering the interconversion of 
ferromagnetic dynamics with spin polarized electric cur-
rents [16–19]. Hence, insulating ferromagnets may be used 
to carry pure spin signals (mediated by spin waves) be-
tween electronic device elements [20,21], potentially offer-
ing very different transport properties from their conduct-
ing counterparts. It is therefore essential to have a solid 
theoretical underpinning for transport within normal me-
tal–ferromagnet heterostructures. This has previously been 
accomplished from a both a classical [22,23] and quantum 
[24,25]. 
In this review, we describe spin transport through a 
normal metal|ferromagnet|normal metal heterostructure 
driven by thermal or electrical biasing, connecting both the 
classical and quantum approaches. First, we briefly discuss 
how a structural thermal or spin accumulation bias is estab-
lished in the normal metal leads. Next, we treat spin 
transport in the ferromagnet at zero temperature, as de-
scribed by the Landau–Lifshitz–Gilbert (LLG) equation 
[26]; here, below a critical bias, magnetic dynamics are 
relaxed by a combination of Gilbert damping and spin 
pumping, and spin transport can only be facilitated in the 
steady-state of unpinned dynamics corresponding to an 
instability. Last, we extend the LLG phenomenology to 
thermal fluctuations of the spin density. In contrast to the 
zero temperature magnetic dynamics, at finite temperature, 
steady-state spin and heat currents, carried by thermally 
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activated magnons, may be driven in linear response to the 
biases established in the leads. We develop a quantum ki-
netic theory for bulk magnon transport, which, when com-
plemented with the appropriate boundary conditions de-
scribing spin and heat transfer between the ferromagnet 
and leads, allows for a simple characterization of the linear 
response of the heterostructure. 
2. Heterostructure biasing 
Consider an insulating ferromagnet F of thickness d, 
which is bounded by normal metal contacts N1 on the left 
and N2 on the right (see Fig. 1). The structure is invariant 
under spatial translations in the yz  plane, while the planes 
= 0x  and =x d  define the interfaces connecting F with 
leads N1 and N2, respectively. Spin transport across the 
N1|F|N2 structure can be driven two different ways. First, a 
nonequilibrium imbalance of itinerant electron spins, 
called a spin accumulation, may be created electrically in 
each metal by, e.g., nonlocal spin injection or spin Hall 
physics. Via the interfacial exchange interaction, this spin 
accumulation exerts a spin-transfer torque on the magneti-
zation just inside F which is transferred by magnetic dy-
namics across F towards the other interface. Second, if a 
temperature gradient across the structure is established by 
heating or cooling the normal metal contacts, thermal fluc-
tuations can drive angular momentum across each Nl–F 
interface (with = 1, 2l  for left and right), which is similar-
ly carried across F. 
A complete account of transport through the hetero-
structure, driven electrically and/or thermally, consists of 
three components: spin and heat transport (1) inside each 
metallic lead, (2) across each Nl|F interface, and (3) 
through F. The first is a bulk theory, detailing how electri-
cal and/or thermal biasing of a given metallic lead estab-
lishes (through coupled spin, charge and heat currents in-
side the lead) a spin accumulation and nonequilibrium 
phonon and electron temperatures along the interface with 
F. Spin and heat are then transferred, as characterized by 
the second theory (which takes the form of boundary con-
ditions for spin and heat currents) from the Nl none-
quilibrium electrons and phonons along the interface to F, 
where they are carried by the F magnetization ( , )tM r  and 
phonons, as characterized by the third theory, describing 
bulk transport in F. The F magnetization, N spin accumula-
tions, and electronic and phononic temperatures every-
where must all be obtained together self-consistently using 
both the bulk transport theories in N1, N2 and F along with 
the boundary conditions that link them. 
Such a program, however, can be simplified by employ-
ing a small number of assumptions. First, let us assume 
that electrons and phonons are strongly interacting within 
the normal metal leads, so that the phonon and electron 
temperatures there are the same. Second, as an electrical 
insulator, F may be expected to form the bottleneck for 
heat transport across the structure, relative to the highly 
thermally conductive metallic leads. A uniform tempera-
ture 1T  (T2) is therefore established within the lead N1 
(N2), which we take to be an experimentally tunable varia-
ble. Last, in the interest of simplicity, let us suppose that 
each lead is a perfect poor spin sink, in which case we may 
assume that any spin accumulation generated by magnetic 
dynamics is relaxed into the lattice of the normal metal by 
strong spin orbit interactions; hence, the spin accumulation 
along the interface, in this case, is generated electrically in 
the normal lead and may therefore be treated as an experi-
mentally tunable variable. Under these assumptions, then, 
we therefore circumvent a detailed transport theory in 
leads and focus on transport in F and through the interfac-
es, which on the normal metal sides is determined by the 
experimentally fixed temperatures and spin accumulations 
in each [27]. 
3. Zero temperature dynamics 
 In this section we consider the case when the entire 
structure is at zero temperature. Here, the heterostructure 
may only be biased by the generation of a spin accumulation 
in one or both of the leads. We illustrate how a steady state 
spin current vanishes in linear response to the spin accumu-
lations but may be established beyond a threshold bias. 
At zero temperature, the state of the local magnetization 
= MM m  in F is specified entirely by the unit vector m  
and the saturation magnetization M. In the bulk, the dy-
namics of m  are governed by the Landau–Lifshitz Gilbert 
equation: 
 eff= ,−γ × + α ×m m H m m   (1) 
where γ  is the gyromagnetic ratio and α  is the unitless 
Gilbert damping parameter, describing the flow of spin out 
Fig. 1. (Color online) Nl|F|N2 heterostructure at zero temperature, 
with electrically generated spin accumulations 1′µ  and 2′µ  along 
the interfaces inside the leads. At zero temperature, the spin den-
sity s = sn has fixed magnitude, but may still carry a spin current. 
When one or both of the spin accumulations is sufficiently large, 
s is excited away from equilibrium (n = –z), and a steady state 
spin current jx, Eq. (5), (with a dc component ( ) ,zxj  Eq. (9)) flows 
in the x direction. 
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of the magnetization and into other degrees of freedom of 
F (e.g. the lattice). The effective field is given by 
 eff = ,−δMH   (2) 
where   is the free energy, which has four contributions:  
 3 2 2= ( ) .z z d
M d r A Km Hm⋅∇ + − +
γ ∫ m m   (3) 
The first term in parenthesis is the exchange energy, 
parametrized by the exchange stiffness A, in units of ener-
gy times length squared. The second is the uniaxial crystal-
line anisotropy contribution to the energy, which is easy 
axis (easy plane) when > 0K  (K < 0). The third is the 
Zeeman energy due to an applied magnetic field ,Hz  
which for simplicity is applied along the easy axis, z, of the 
magnet. The last term, d is the dipolar energy. For long 
wavelength excitations of the magnetization, which are 
generally the relevant modes excited by spin-transfer 
torque at zero temperature, the dipolar energy may be ex-
pressed in terms of the demagnetization tensor, which can 
be absorbed into K  provided that the magnet is approxi-
mately rotationally invariant around the z-axis; we shall 
therefore disregard the dipole energy d. 
Because we are concerned with the transfer of angular 
momentum, it is convenient to change to the spin density 
= / = ,s− γs M n  where n  is a unit vector, and = /s M γ  
is the saturation spin density in units of .  Upon multiply-
ing by s , Eq. (1) becomes: 
 (1 ) ( ) = 0,z i is s H Kn+α × + + × + ∂n n n z j  (4) 
where summation over the spatial index = , ,i x y z  is im-
plied, and 
 =i isA− ×∂j n n  (5) 
is the spin current flowing in the direction i. The z  com-
ponent Eq. (4) has the form of a local conservation equa-
tion for spin, with a sink term .∝ α  The components of 
Eq. (4) orthogonal to z are not conserved because the mag-
netic field and anisotropy break the rotational invariance of 
the magnet. 
We take the magnetic field to be sufficiently strong 
( > )H K  that in equilibrium, = .−n z  At zero temperature, 
only by spin-transfer torque can magnetic dynamics be ex-
cited away from equilibrium and angular momentum trans-
ferred through F to and from the metal leads. The spin-
transfer torque at the interface of F with Nl, which arises 
from the spin accumulation there, is parametrized by the 
complex spin mixing conductance , ,=l r l i lg g ig
↑↓ ↑↓ ↑↓+  (with 
units of inverse area) for that interface and appears in the 
form of a boundary condition on spin current ij  [28]. The 
spin current passing into and out of F from the leads is [19]: 
 ,1 ,1 1 =0
1 ( ) ( ) = ( = 0)
4 i r xx
g g x↑↓ ↑↓ ′+ × × −
π
n μ n n j ,  
 ,2 ,2 2 =
1 ( ) ( ) = ( = )
4 i r xx d
g g x d↑↓ ↑↓ ′− + × × −
π
n μ n n j . (6) 
The quantity l′μ  is the spin accumulation just inside the lth 
lead along the interface with F, which is related to the 
nonequilibrium electron spin density lρ  there by 
= 2 / ,l l lD′μ ρ  where lD  is the density of states. The spin 
accumulation l′μ  is directed along the spin quantization 
axis l′n  just inside Nl and has a magnitude equal to the 
splitting between the electrochemical potential of electrons 
parallel ( )↑  and electrons antiparallel ( )↓  to :l′n  
| | = .l l l↑ ↓′ ′ ′µ −µμ  Because the lead is, by assumption, a 
perfect spin sink, l′μ  is generated electrically in the lead, 
which defines .l′n  
The nonlinear Eqs. (4) and (5) together with the 
boundary conditions, Eq. (6), completely determine the 
evolution of ( , ).tn r  For small angle dynamics, however, 
it suffices to linearize the bulk equations and boundary 
conditions: .≈ − + δn z n  To this end, writing =n
(sin cos , sin sin , cos )= θ φ θ φ θ  in spherical coordinates, let 
us parametrize the nonequilibrium spin dynamics δn  by 
the quantity 
 e /2( )ic x yn s n i n
− φΦ ≡ ≈ δ − δ  (7) 
(where / 1 cos ),cn s ≡ + θ  which vanishes in equilibrium 
( = ).θ π  Equation (4) may be written, up to cubic order in 
Φ , as a Gross–Pitaevskii equation with a finite lifetime 
stemming from the Gilbert damping: 
 2 2( ) = ( /2 ) | | ,
2t
Ki m−α ∂ Φ Ω− ∇ Φ + Φ Φ    (8) 
where 2= /2m A  is the kinetic mass, and, in the interest of 
small angle dynamics, we've neglected higher order, nonlin-
ear terms in / .sΦ  Here, the magnetic gap = H KΩ −  
plays the role of potential energy, while the anisotropy gives 
rise to interactions. The rotational invariance of the magnet 
around the z axis, presumed in free energy  above, is ex-
pressed by the invariance of Eq. (8) under the global gauge 
transformation 0e ,i− φΦ →Φ  where 0φ  is a constant. The 
bulk solution to Eq. (8), is a superposition of spin waves: 
= exp [ / ]c i t iΦ − ω + ⋅∑ p p
p
p r   with complex frequency 
2 2(1 )( /2 ) ( ).i H K mω ≈ − α − + + αp p   The z component 
of the spin current Eq. (5) becomes, neglecting terms 
4 / :xA s∂ Φ  
  
2
( ) * 2= [ ] = | | = ,z i c sij nm m
≡ ⋅ 〈ℑ Φ ∇Φ 〉 − Φ ∇φz j v   (9) 
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where = / ,s m− ∇φv   in analogy with a superfluid current. 
The transport of z-spin therefore corresponds to a twist in 
the azimuthal coordinate φ  of the spin density and is dc in 
the steady state. 
Let us now consider how at zero temperature the spin 
density in F is excited by the spin accumulations in the 
metal leads. The boundary conditions Eq. (6) can be com-
pactly expressed directly in terms of Φ : 
 ,1 1( ) = 0, = 04
r
x t
g
A i x
s
↑↓
′− ∂ Φ + µ Φ + ∂ Φ
π
 ,  
 ,2 2( ) = 0, = ,4
r
x t
g
A i x d
s
↑↓
′∂ Φ + µ Φ + ∂ Φ
π
  (10) 
where the spin accumulation is taken to be oriented in the z  
direction ( = ),l l′ ′µμ z  thereby respecting the rotational 
symmetry of F, and we've neglected the imaginary parts of 
the spin mixing conductances, which are in practice much 
smaller than the real. Via Eqs. (10), the normal metals 
bounding F determine the band structure of spin wave exci-
tations as well as their lifetime, which is given by the trans-
verse relaxation time = 1/ [ ]τ − ℑ ωp p  for the mode with 
momentum = ( )k +p x q  (where kx  and = y zq q+q y z  are 
the transverse and in-plane spin wave vectors, respectively). 
Were both normal metals perfectly poor spin sinks (so that 
angular momentum transfer across each interface is blocked 
by the normal metal spin accumulation in the steady state), 
the transverse wavevector = /mk k m d→ π  ( = 0, 1, 2 )m   
would be quantized and real so that each mode decays over 
a timescale 2 2/ ( ).mA Akα Ω+ +q    In this case, it is not 
possible to inject angular momentum from the metallic 
leads, and steady-state spin transfer across F is prohibited. 
In our case, however, both normal metals are perfect 
spin sinks. Let us consider, for simplicity, a mirror-
symmetric structure 1 2( = = ),g g g
↑↓ ↑↓ ↑↓  with spin ac-
cumulations applied along the z-axis: 1 1=′ ′µμ z  and 
2 2= .′ ′µμ z  Focusing a thin film ( ( ,d l  where 
= /l A Ω  is the effective exchange length) the lowest 
energy mode excited by the spin-transfer torque ( = 0)q  
is approximately monodomain. Integrating Eq. (8) over 
the thickness of the film, employing the boundary condi-
tions, Eq. (10), and setting the imaginary part of ω  to 
zero, one obtains tot/ = ( )/ ,cn s K′ηµ − Ω  with 
tot 1 2= .′ ′ ′µ µ +µ  Here = /( 2 ),′ ′η α α + α  with = /4rg sd
↑↓′α π  
as the spin-pumping contribution to the damping from 
each lead, is a measure of the efficiently of angular mo-
mentum injection by spin-transfer torque compared to 
dissipation into the lattice and leads. Because 0,cn ≥  
tot′µ  must be equal to or larger than the gap /Ω η  in 
order to induce magnetic dynamics in the steady-state. 
Physically, nonequilibrium physics in the leads creates a 
population inversion of electrons, which can only relax 
by the coherent emission of spin waves (i.e. the incite-
ment of coherent magnetic dynamics) upon reaching a 
minimal threshold of tot ,′µ  in analogy to the pumping 
threshold for a laser; for this reason Berger [29] coined 
this type of process “swasing” (the spin wave analogue of 
lasing). 
Below the swasing threshold tot( < / ),′µ Ω η  the spin 
current through the structure vanishes. Above, the magnet 
is a spin-torque oscillator, precessing at a frequency 
tot[ ] = =r ′ℜ ω ω ηµ   and admitting a spin current across 
F. By symmetry, the spin currents flowing in the y and z 
directions vanish. The transverse components ( ) ,xxj  
( )y
xj  
are ac; employing Eqs. (9) and (10), one has the remaining 
dc spin currents at the interfaces: 
 ( ) 1( = 0) = ( ),2
z
x r
gj x
↑↓
′µ − ω
π
   
 ( ) 2( = ) = ( ).2
z
x r
gj x d
↑↓
′− µ − ω
π
  (11) 
When = 0,α  1 2( = 0) = ( = ) ( ),
z z
x xj x j x d ′ ′∝ µ −µ  and all of 
the angular momentum is transferred from one side of the 
structure to the other without any losses into the F lattice. 
4. Finite temperature dynamics 
Equation (5) shows that at zero temperature, only spin 
perpendicular to n  is transported inside F, which is a con-
sequence of the fact that n  is a unit vector that cannot ac-
commodate any more or less angular momentum in the 
direction n. Meanwhile, at finite temperatures, the spin 
density s, as well as electrons in the leads and the lattice of 
F, fluctuates. The components of fluctuations of the s  
(corresponding to thermally activated spin waves) that are 
perpendicular to n  average to zero, while the components 
parallel to n  do not, resulting in a reduction of the average 
spin density = ,s〈 〉s n  where s s≤  is a function of the 
temperature. This demagnetization provides a new channel 
for spin transport parallel to n  which is markedly different 
from the zero-temperature dynamics of n  described in the 
previous section. When out-of-equilibrium conditions (e.g. 
a temperature gradient) create spatial variations in ,s  ex-
change interactions between the moments of F act to re-
store equilibrium, resulting in the flow of angular momen-
tum. In this section, we describe how thermal fluctuations 
transport angular momentum in the Nl|F|N2 hetero-
structures under a minimal bias (i.e. in the linear response). 
Thermally driven fluctuations of the spin density differ 
qualitatively from the microwave dynamics of n  in a 
number of respects. First, whereas n  is phase coherent 
(with a well defined precessional phase ),φ  phase infor-
mation about thermally generated spin waves is lost over 
the ensemble average. For this reason, we refer to the for-
mer type of dynamics as coherent, and the latter as inco-
herent. Second, spin-transfer torque driven dynamics of n  
are generally long wavelength and precess at microwave 
frequencies ( )/ ,H K−   thermally activated fluctuations 
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correspond a characteristic (de Broglie) wavelength 
= / BA k TΛ  and precess at frequencies / ,Bk T   which, 
in room temperature ferromagnets, are usually much faster 
than microwave precession. Consequently, the dynamics of 
the fluctuations may differ considerably from that of n; for 
example, whereas the long wavelength dynamics of n  are 
captured by the LLG phenomenology, dissipative dynam-
ics of thermal fluctuations may no longer be described by 
Gilbert damping [30]. We shall, however, extrapolate the 
LLG phenomenology to thermal energies, with the under-
standing that results thereby obtained, while capturing key 
qualitative behavior, may fail to produce accurate quantita-
tive predications. 
To that end, two approaches to incorporating incoherent 
dynamics present themselves. The first is to introduce 
Langevin sources into the classical LLG phenomenology 
[22]. Agitations of the spin density, generated by thermal 
vibrations of the lattice, may be modeled by complement-
ing H  in Eq. (4) by a bulk stochastic field, while agita-
tions created by Johnson–Nyquist noise at the Nl|F inter-
faces are captured by including separate stochastic fields in 
the boundary conditions, Eq. (6). This classical, stochastic 
account of incoherent dynamics provides an elegant de-
scription of spin transport meditated by subthermal spin 
wave excitations ( < ),Bk Tω  but must be cutoff at higher 
frequencies due to ultraviolet diverges in the theory. At 
temperatures larger than the spin wave gap, however, exci-
tations above this bandwidth play an essential role. 
The second approach is to recast magnetic dynamics 
within a quantum kinetic framework. In principle, the clas-
sical, stochastic framework may be expanded to include 
nonlinearities that give rise to magnon–magnon interac-
tions, as well as elastic and inelastic scattering of thermal 
spin waves; such effects, however, can naturally grafted 
onto the framework of a semiclassical theory of bosons, 
which additionally does not suffer from the ultraviolet ca-
tastrophe present in the stochastic account. We therefore 
presently focus on outlining a quantum kinetic theory. 
As a starting point, we quantize the spin density ˆ/ →s s  
according to the Holstein–Primakoff prescription [31]: 
 † †ˆ ˆ ˆ ˆ ˆˆ ˆ= , = 2 ,zs s s s−Φ Φ − −Φ ΦΦ  (12) 
where ˆ ˆ ˆ= ,x ys s is− −  and the fields Φˆ  satisfy 
†ˆ ˆ[ ( , ), ( , )] = ( ).t t′ ′Φ Φ δ −r r r r  The nondissipative dynam-
ics may be obtained from the Hamiltonian, which, again 
neglecting dipole interactions, is given by: 
 3 2 2ˆ ˆ ˆ ˆ ˆ= .z z
A Kd r s Hs
s s
 ⋅∇ − − 
 ∫ s s  (13) 
To lowest order in †ˆ ˆ /sΦ Φ  (which assumes small angle 
dynamics), the resulting Heisenberg equation of motion for 
Φˆ  is: 
 2 2ˆ ˆ= ( /2 )ti H K m∂ Φ − − ∇ Φ  . (14) 
Next, we decompose Φˆ  into a scalar ˆ( )Φ  and operator ˆ( ):ϕ  
 ˆ ˆ=Φ Φ+ϕ , (15) 
where we define ˆ = 0,〈ϕ〉  so that ˆˆ 2 = 2 .s s s−〈 〉 ≈ 〈 Φ〉 Φ  
Upon comparison with Eq. (7) in the limit 0,α →  it is 
clear that Φˆ  here corresponds to coherent spin dynamics 
δn , while the field ϕˆ  fluctuates around .≈ −n z  The sca-
lar quantity Φ  is a gauge field, resulting from tilting the 
order parameter n  away from the z  axis; excitations of 
this field are spin waves, with well-defined precessional 
phase and arbitrary amplitude. In contrast, the quanta of 
the field ϕˆ  are magnons, each carrying   angular momen-
tum in the −n  direction. In our case, ϕˆ -magnons are 
thermally activated fluctuations of s  around the direction 
n, so that the averaging operation 〈 〉  is performed over a 
thermal ensemble, again erasing phase information about 
each magnon. In the absence of coherent magnetic preces-
sion, ˆ= ,−n z  Φ  vanishes, and ˆ ˆ= ( )( ) =s n s〈 〉 − −s z n  
(where †ˆ ˆn ≡ 〈ϕ ϕ〉  is the thermal magnon density), thus 
demagnetizing the spin density to = .s s n−  When n  is 
slightly tilted away from equilibrium 2| | ,zs s≈ − + Φ  rep-
resenting the combination of tilting and demagnetization, 
both of which act to reduce the spin density in the ˆ−z  di-
rection. In the language of superfluidity, Φ  plays the role 
of the superfluid wavefunction, while ϕˆ  corresponds to 
the normal fluid component. 
At the level of Eq. (14), the fields Φ  and ϕˆ  are un-
coupled, which is a consequence of having neglected high-
er order terms in †ˆ ˆΦ Φ  in the Holstein–Primakoff trans-
formation that enter the Hamiltonian. These terms generate 
additional torques on the coherent magnetic dynamics that 
are absent at zero temperature. The incitement of coherent 
dynamics by a structural bias, even when assisted by these 
additional magnonic torques, occurs only beyond a thresh-
old value. In contrast, for thermally activated magnons, 
which represent incoherent magnetic dynamics even in the 
absence of biasing, magnon spin and heat currents flow 
Fig. 2. At finite temperature, the N1|F|N2 can be thermally biased, 
complementing the spin accumulation. In the linear response 
regime, n = –z in F, but thermally activated magnons support a 
spin current xj  across F. 
1058 Low Temperature Physics/Fizika Nizkikh Temperatur, 2015, v. 41, No. 10 
Thermoelectric spin transport through ferromagnetic heterostructures 
across the Nl|F interface in response to the smallest bias 
established in the Nl lead (though they may be absorbed by 
the lattice before they reach to other end). We will consider 
the steady state linear response of the heterostructure, 
wherein = −n z  and Φ  vanishes. 
4.1. Bulk transport 
Let us now focus on the uncoupled bulk dynamics of 
the field ˆ ,ϕ  the Heisenberg equation for which is obtained 
by averaging over and then subtracting the result from 
Eq. (14), yielding: 
 2 2ˆ ˆ= ( /2 )ti H K m∂ ϕ − − ∇ ϕ  . (16) 
In order to include magnon–magnon interactions and dis-
order scattering, it is convenient to switch to a semi-
classical kinetic description for magnons, which is achie-
ved by first defining a magnon distribution function via a 
Wigner transformation: 
   / †ˆ ˆ( , , ) e ( /2, ) ( /2, ) .if t d t t′⋅′ ′ ′≡ 〈ϕ + ϕ − 〉∫ p rr p r r r r r  (17) 
Gilbert damping and inelastic magnon scattering may enter 
phenomenologically at the level of a kinetic equation of 
motion for f  (valid when the thermal de Broglie wave-
length Λ  is shorter than the mean free path for inelastic 
magnon scattering and / ) :xT T∂  
 = [ ] Pt
d
f f f ff f C f
m α
− −
∂ + ⋅∇ + +
τ τ
p . (18) 
The terms on the lefthand side follow from Eq. (16), while 
the righthand side contains nonlinear and phenomenologi-
cal contributions. The first term, [ ]C f  describes inelastic 
spin-preserving processes, including energy flow to and 
from the lattice and magnon–magnon collisions. The con-
tribution from the latter, arising from both the anisotropy 
and exchange interactions, may be obtained by retaining 
higher order terms in †ˆ ˆ /sϕ ϕ  in the Hamiltonian. The se-
cond term 1 = 2 є /−α∝ τ α p   (with 
2є = /2 )mΩ+p p  on 
the righthand side phenomenologically describes dissipa-
tion by Gilbert damping (term )f∝ −  and the accompany-
ing thermal fluctuations of the lattice (term ),Pf∝  which 
are connected by the fluctuation-dissipation theorem; these 
terms play the role of the bulk stochastic field in the classi-
cal theory. Here 
є
1/[e 1]PPf
β
≡ −p  is the effective phonon 
distribution function, with ( ) = 1/ ( )P B Px k T xβ  as the local 
inverse phonon temperature The last term 1(є )d
−τ p  de-
scribes elastic disorder scattering, with f  as the angular 
average of f  in p-space. 
The local magnon-mediated spin current =i ij−j n   
flowing across the structure is obtained from the kinetic 
equation, Eq. (18), by writing = :f f g+  
   3/23 2 3
2 / 2= = є є
3(2 )
i
i i
pd mj g d f
m
τ ∇
π π∫ ∫
p

 
 
 (19) 
where 1 1 1= ,d
− − −
ατ τ + τ  and we've neglected higher order 
contributions in τ . At temperatures well above the magnon 
gap ,H K−  the exchange interaction contribution to 
magnon–number–preserving magnon–magnon scattering 
rate dominates over that of the anisotropy, and the associ-
ated thermalization time is 3( / )( / ) ,B ck T T T   with cT  as 
the Curie temperature, which may be expected to be much 
faster than that due to spin relaxation processes. Spin-
preserving inelastic processes thus force the distribution 
towards a local hydrodynamic equilibrium, which is de-
scribed by a Bose–Einstein profile with a local magnon 
chemical potential ( )µ r  and temperature ( ) :T r  
 1( , , ) ( , ) .
exp [ ( )(є ( ))] 1BE
f t f→ ≡
β −µ −p
r p r p
r r
 (20) 
According to Eq. (18), spin and energy relaxation into 
the lattice dictates that in equilibrium, = Pf f , i.e. = 0µ  
and = PT T  is uniform. Integrating Eq. (18) over momen-
tum space and exploiting translation invariance in the yz  
plane ( = = 0y zj j   and all quantities depend only on the 
coordinate x), we obtain a spin continuity equation that 
may be expanded around this equilibrium: 
 = ( ),x x T Pn j G G T Tµ+ ∂ − µ − −  (21) 
where 
     = є , = є ,BE T T BEG d f G d fµ µ
α α
∂ ∂
τ τ∫ ∫
 
g g  (22) 
evaluated at equilibrium, with 3/2 2 3= (є – )/2 /m Ω π g  
as the density of states. The linear response current is ob-
tained by expanding Eq. (19) in µ  and T: 
 =x x b xj S T−σ∂ µ −σ ∂ , (23) 
where 
 3/22 є= є є
3 BE
d f
m µ
σ − τ ∂∫ g ,  
 3/22 є= є є
3b T BE
S d f
m
− τ ∂
σ ∫

g  (24) 
are the bulk magnon conductance and spin Seebeck coeffi-
cients (again evaluated at equilibrium). 
In the spirit of fast energy relaxation (compared to spin 
relaxation) into the lattice by spin-preserving inelastic pro-
cesses, we suppose that ( ) = ( )PT x T x  everywhere, in which 
case the insertion of Eq. (24) into Eq. (21) yields an equation 
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for µ, which depends on the profile PT . Provided that the 
magnons provided the bottleneck for heat transport across F, 
the high phonon thermal conductance translates into a linear 
profile for ( ) = ( )P x PT x x d T− ∂  (with x PT∂  constant), 
which we shall assume here. Then, the bulk solution for µ  
becomes a linear combination of /e x± λ , where = /Gµλ σ  
is the thermal magnon decay length. Supposing an energy 
independent mean-free path ld, so that = (є) =d dτ τ
/ 2є/ ,dl m=  Gilbert damping dominates when α
1/3/ ,B c dk TT s l   in which case 
1/2 1/3( / ) / .cT T sλ α  
When, on the other hand, disorder scattering dominates, 
1/4 1/3( / ) / / .c dT T l sλ α  In order to determine the full 
solution and therefore the spin current passing through 
the structure, we implement boundary conditions on the 
spin current at the normal metal/ferromagnet interfaces, 
which is the subject of the following section. 
4.2. Interfacial transport 
In general, under a bias a spin current flows across each 
interface with components both perpendicular to and paral-
lel with n  at that interface. The perpendicular spin cur-
rents at each interface is given by Eq. (6) (with finite tem-
perature corrections to the real and imaginary parts of the 
spin mixing conductance, which are of the order / )n s  [25]. 
In the presence of steady state coherent dynamics, this spin 
current is absorbed by n  along the interface as a spin 
torque on n, which is carried into the bulk of F by the cur-
rent xj  in Eq. (5). In linear response, however, coherent 
dynamics are absent, and the perpendicular spin current 
entering F is absorbed by the lattice. 
In contrast, at finite temperatures the interfacial spin 
current collinear with n  is absorbed and carried into F by 
thermal magnons. The corresponding magnonic boundary 
conditions for collinear interfacial spin transport are given 
in terms of the magnon chemical potential and tempera-
ture, which are now well-defined in the local hydrodynam-
ic approximation discussed above. To linear response in 
the spin accumulation 1'μ , magnon chemical potential, and 
left lead temperature 1T , this is (at = 0) :x  
 1 1 1 1 1( = 0) =xj x g g S T− δµ − δ  (25) 
where 1 1= ( = 0) ' ( = 0)x xδµ µ + ⋅μ n  and 1 1= ( = 0) .T T x Tδ −  
The interfacial magnon spin conductance per area ig  and 
Seebeck coefficient 1S  are parametrized by the real part of 
the spin mixing conductance and may be expressed as de-
rivatives of the quantity 
 ,11 1 =0= є є ( ) ,
r
x
g
M d f f
↑↓
−
π ∫ g  (26) 
with 1 1=g Mµ∂  and 1 1 1= Tg S M∂  [25], all evaluated at 
equilibrium. Here 
є1
1 = 1/(e 1)f
β
−p  is the effective equi-
librium distribution of electron-hole pairs in Nl. The differ-
ence 1( )f f−  in Eq. (27) reflects the competition between 
dissipation (term )f∝  of angular momentum into N1 by 
magnon diffusion and fluctuations (term 1)f∝  of elec-
trons just inside N1. A similar boundary condition at 
=x d  holds. 
Together with the bulk solutions, the boundary condi-
tions completely determine the forms for ( )xµ  under a 
structural bias. The magnonic spin current flowing through, 
say, the left interface, may be expressed in terms of structur-
al conductances (describing the linear response of the sys-
tem to spin accumulations in the leads) and structural spin 
Seebeck coefficients (describing the linear response of the 
system to heating or cooling of the metal leads) [32,33], 
which is obtained by inserting into Eq. (26) the solution 
( )xµ . Neglecting the Kapitza resistance so that the tempera-
ture is constant across the interfaces 1( ( = 0) =PT x T  and 
2( = ) = ),PT x d T  we obtain from Eq. (24) 
  tot
/2= 2Coshbx x P b x P
S x dj g T S T
g
σ  − ′ ⋅ + ∂ −σ ∂   λ  
μ z (27) 
where 1 1 1tot = ( / )g g
− − −+ σ λ  is the series conductance of the 
structure. For simplicity, we've taken the structure to be mir-
ror symmetric 1 2( = = )g g g
↑↓ ↑↓ ↑↓  with an antisymmetric 
bias 1 2= =′ ′ ′−μ μ μ  and = ( /2) .P x PT x d T− ∂  Because there 
is no interfacial temperature drop, the current in Eq. (27) does 
not depend on the interfacial Seebeck coefficient 1 .S  Howe-
ver, the current at the = 0x  interface, ( = 0) =xj x
tot ( ),b x Pg S T′= ⋅ − λ∂μ z  suggests an effective temperature 
drop x PTλ∂  away from the interface. 
If, however, we relax the assumption of strong energy 
relaxation, the local magnon temperature T  can deviate 
from the phonon temperature ,PT  requiring that one addi-
tionally keep track of energy transport. The spin and heat 
currents passing through the structure then involve an in-
terplay of interfacial and bulk Seebeck and Peltier effects, 
and the magnon chemical potential and temperature must 
be solved self-consistently. 
We conclude this section by remarking that the quan-
tum kinetic theory outlined above is analogous to the de-
scription of thermoelectric transport by itinerant electrons 
traversing a conducting N|F|N structure. Aside from the 
various length and timescales involved, magnon transport 
through the structure differs crucially from its electronic 
analog in three respects. First, magnons correspond to sin-
gle channel, pure spin transport, whereas electron transport 
is two channel, requiring a separate treatment of spin ma-
jority ( )↑  and minority ( )↓  bands with respective local 
spin-dependent chemical potentials ↑µ  and ↓µ  and tem-
peratures T↑  and T↓  [34]. (In practice, however, strong 
interspin and electron-phonon scattering forces the temper-
atures of the bands together [8]). Second, unlike the elec-
tron density, the local magnon density is not conserved 
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owing to Gilbert damping, though spin-orbit effects also 
break local conservation of the itinerant electron spin den-
sity. Last, in conducting structures, interfacial collinear 
spin transport is governed by the spin-dependent electron 
conductance, as opposed to the spin-mixing conductance 
that parametrizes collinear magnon transport here [25]. 
5. Conclusion 
Thermally and electrically driven spin transport in 
magnetic insulators involve a number of lengthscales and 
interfacial and bulk effects (e.g. bulk and interfacial spin 
Seebeck effects). For low energy magnetic dynamics sub-
ject to Gilbert damping alone, these can be obtained from 
the bulk and interfacial damping, which may be measured 
by FMR measurements. The effects of Gilbert damping, 
elastic disorder scattering and inelastic spin-preserving 
processes on thermal magnons must be quantified by 
measurements of the total magnon temperature and density 
decay lengths, which is the focus of current research ef-
forts [21,35]. 
At finite temperatures, we have focused on transport in 
the linear response regime, wherein coherent dynamics is 
absent. Beyond linear response, coherent dynamics may be 
excited by inducing an instability, as at zero temperature. 
As mentioned above, the presence of thermal magnons 
introduces spin torques on n  in the bulk. These originate 
from two types of processes. The first is magnon–magnon 
scattering, which is rooted in the anisotropy; once the 
magnon chemical potential surpasses a threshold value, 
out-of-equilibrium magnons relax by exerting a local 
antidamping torque on n, which may be interpreted as a 
kind of internal swasing. The induction of coherent mag-
netic dynamics, the phase φ  of which spontaneously 
breaks the U(1) rotational symmetry assumed around the z 
axis, by scattering from the incoherent thermal cloud of 
magnons may be interpreted as a type of Bose–Einstein 
condensation [36,37]. The second is a Berry phase effect, 
which originates from the exchange interaction. Here, as a 
magnon traverses a spatially varying spin texture ( ),n r  it 
reorients so that it carries spin ;− n  by conservation of 
angular momentum, the change in spin direction is impar-
ted to n, resulting in a torque. By either mechanism, ther-
mal magnons may assist in the incitement of coherent 
magnetic dynamics in F by swasing at an interface or may 
induce coherent dynamics by a structural thermal bias. An 
analysis of the full behavior beyond linear response at fi-
nite temperatures remains an active area of exploration. 
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