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21. Introduction
A classical situation where group theory is applied to the description of a physical
system is concerned with classification schemes. Here, irreducible representations of an
(approximate) symmetry Lie group must be decomposed into irreducible representations
of a certain subgroup in order to classify states:∣∣∣∣∣∣∣
s ⊃ s′ ⊃ s′′ ... ⊃ s(n) ...
↓ ↓ ↓ ↓
[λ] [λ′] [λ′′] ... ⊃ [λ(n)] ...
〉
. (1)
Depending on the situation, the labels obtained from the reduction (1) are sufficient to
solve the problem if we require multiplicity free reductions, as happens for various models
in nuclear physics [1]. However, for non-multiplicity free reductions, the subgroup
does not always provide a sufficient number of labels to characterize the basis states
without ambiguity. This happens in many of the non-canonical embeddings and
generic irreducible representations (IRREPs) of Lie algebras. This is not necessarily
a constraint, since often the interesting representations belong to a certain type, and
degeneracies are solved directly with the available Casimir operators.
Many different approaches to solve the so-called missing label problem (short MLP)
have been proposed in the literature, varying from projection of states to the obtainment
of subgroup scalars in the enveloping algebras [2, 3, 4, 5, 6, 7]. Even if the latter
procedure allows to find the most general labelling operator, the effective computation
of integrity bases‡ is a rather complicated problem, and no effective method is available.
Among the difficulties appearing in this approach, we remark that no general criterion
to decide how many operators are necessary to generate an integrity basis is known.
Further, it should be expected that labelling operators have some interpretation in a
physical context, as happens for the Elliott chain su(3) ⊃ so(3) used in nuclear physics or
the Racah chain so(7) ⊃ G2 ⊃ so(3) used in the description of f -electron configurations
[1, 8, 9]. Using the original conception of Lie groups as groups of transformations
with their infinitesimal generators, an analytical approach using differential equations
is possible, and easily adaptable to the MLP [10]. From this perspective, labelling
operators can be seen as particular solutions of a certain subsystem of partial differential
equations corresponding to an embedded subalgebra. Classical operators are recovered
easily using the symmetrization map for tensors.
The labelling problem is, to some extent, related to symmetry breaking, and it
seems therefore reasonable that contractions of Lie algebras play some role [11]. This
ansatz was used in [12] to observe that any reduction chain s ⊃ s′ is naturally related to
some types of inhomogeneous Lie algebras obtained by a contraction procedure. This
approach sufficed to generate physically interesting missing label, and allowed to solve
intrinsically some MLP, like those with one labelling operator and others with a higher
‡ An integrity basis is formed by a finite number of elementary labelling operators in terms of which
all others may be written as products.
3number. Expansions of this procedure were developed in [13], where Casimir operators
were decomposed with respect to the contraction related to the MLP. The problem of
generating commuting missing label operators remained however open.
The main objective of this article is to enlarge the previous work of [12, 13],
proving that commutativity of labelling operators can be solved using an analytical
approach. To this extent, we have to consider a generalized Poisson bracket in the space
S(g) of polynomial functions over the dual of a reductive Lie algebra g,§ and some
identities developed in [14] concerning the relation of generalized Poisson brackets and
the commutator in the enveloping algebra U(g) via the standard symmetrization map.
In this sense, commuting labelling operators will correspond to unsymmetrized labelling
operators that are in involution with respect to this generalized Poisson bracket.
As example to the procedure, we obtain three commuting labelling operators for
the chain sp(6) ⊃ su(3)×u(1) used in the symplectic nuclear collective model. We stress
that, although an integrity basis for this MLP was derived in [15], no explicit solution
to this MLP has been constructed.
2. Missing label operators
It is well known from classical theory that any semisimple Lie algebra g possesses
exactly N (g) = l independent Casimir operators, i.e., polynomials in the generators
that commute with all elements of the algebra, where l denotes the rank of the algebra.
The eigenvalues of Casimir operators are used to label without ambiguity the irreducible
representations of g, while the states within a multiplet can be distinguished using the
Cartan subalgebra. In some situations, however, these operators are not enough to
separate multiplicities, and need additional operators to completely classify states. As
shown in [16], the total number of internal labels required is thus
i =
1
2
(dim g−N (g)). (2)
A similar situation holds whenever we use some subalgebra h to label the basis
states of irreducible representations of a Lie algebra g. The subgroup provides
1
2
(dim h+N (h))+ l′ labels, where l′ is the number of invariants of g that depend only on
variables of the subalgebra h [10]. To separate states within irreducible representations
of g, we need to find
n =
1
2
(dim g−N (g)− dim h−N (h)) + l′ (3)
additional operators, called missing label operators. The total number of available
operators of this kind is easily shown to be twice the number of needed labels, i.e.,
m = 2n. For n > 1, it remains the problem of determining a set of n mutually
commuting operators.
§ We recall that a Lie algebra is called reductive if it is the direct sum of a semisimple and an Abelian
Lie algebra.
4Although in general the missing label operators are neither invariants of the algebra
nor any of its subalgebras, they can actually be determined by means of differential
equations with the same ansatz as the general invariant problem [10, 17, 18, 19].
Given a Lie algebra g =
{
X1, .., Xn | [Xi, Xj] = CkijXk
}
in terms of generators and
commutation relations, classical Casimir operators are polynomials Cp = α
i1..ipXi1 ..Xip
in the generators of s such that the constraint [Xi, Cp] = 0, (i = 1..n) is satisfied.
Therefore they are elements of the centre of the enveloping algebra U(g) of g. In
order to cover arbitrary Lie groups, it is convenient to use an analytical realization.
The generators of the Lie algebra g are realized in the space C∞ (g∗) by means of the
differential operators:
X̂i = C
k
ijxk
∂
∂xj
, (4)
where {x1, .., xn} are the components of a covector in a dual basis of {X1, .., Xn}. The
invariants of g (in particular, the Casimir operators) are then solutions of the following
system of partial differential equations:
X̂iF = 0, 1 ≤ i ≤ n. (5)
For a polynomial solution of (5), the standard symmetrization map defined by
Λ
(
xi1 ..xip
)
=
1
p!
∑
σ∈Sp
Xσ(i1)..Xσ(ip) (6)
allows to recover the Casimir operators in their usual form, i.e, as elements in the centre
of U(g). The number N (g) of functionally independent solutions of (5) is obtained from
the classical criteria :
N (g) := dim g− rank (Ckijxk) , (7)
where A(g) :=
(
Ckijxk
)
is the matrix associated to the commutator table of g over the
given basis.
If we now consider an algebra-subalgebra chain s ⊃ s′ determined by an embedding
f : s′ → s, the missing label operators can be computed considering the equations of (5)
corresponding to the generators of the subalgebra s′. This system, as proven in [10], has
exactly N (f(s′)) = dim s−dim s′− l′ solutions. Using formula (3) it follows further that
N (f(s′)) can be expressed in terms of the number of invariants of the algebra-subalgebra
chain:
N (f(s′)) = m+N (s) +N (s′)− l′. (8)
This shows that the differential equations corresponding to the subalgebra generators
have exactly n more solutions as needed to solve the missing label problem, as expected.
Even using the analytical approach, to find a complete set of solutions for the labelling
problem is a non-trivial task.
53. Commuting polynomials in enveloping algebras
In this section we show a commutation property of polynomials in enveloping algebras
that will help us later to find an analytical criterion to check whether two given labelling
operators commute.
Let g be a Lie algebra and U (g) its enveloping algebra. Further let S (g) denote the
space of polynomials defined on the dual space g∗. The standard symmetrization of
monomials (6) can be easily extended to a one-to-one linear map
Λ : S (g)→ U (g) . (9)
In particular, if xk1..xkp is a monomial of degree p, then for any σ ∈ Sp we have the
identity
Λ
(
xk1 ..xkp
)
= Λ
(
xσ(k1)..xσ(kp)
)
.
Conversely, given a polynomial P = ck1..,knXk1..Xkn ∈ U (g), we find its analytical
counterpart π(P ) = P ′ = ck1..,knxk1 ..xkn by simply replacing the generator Xi by the
corresponding variable xi of g
∗.
It is well known that U (g) is naturally filtered [20]. For any positive integer n, let
Un (s) be the subspace of U (g) generated by the products X1...Xp, where p ≤ n. Clearly
Un (g) ⊂ Un+1 (g) for all n, and U (g) =
⋃
n Un (g). Given an element u ∈ U (g), we say
that it has filtration p if u ∈ Up (g) and u /∈ Up−1 (g).
It should be observed that, even if π (u) = π (v), the elements u and v do not
necessarily commute. Taking e.g., u = X1X2 and v = X2X1, a routine verification
shows that
[u, v] = − [X2, X1]X2X1 − [X1, X2]X2X1 − [X2, [X1, X2]]X1 −X2 [X1, [X2, X1]]
= − [X2, [X1, X2]]X1 −X2 [X1, [X2, X1]] .
This is an immediate consequence of the fact that the variables appearing are the
same, but in reverse order. This situation can be generalized in straightforward manner
to an arbitrary number of generators, covering also the case where π (u) 6= π (v).
Lemma 1 Let P = X1..XrP1 ∈ Up (g) , Q = Xr..X1Q1 ∈ Uq (g) such that [P1, Q1] = 0
and [Xi, P1] = [Xi, Q1] = 0 for any r = 1, .., l. Then the commutator satisfies
[P,Q] ∈ Up+q−2 (g) and [P,Q] /∈ Up+q−1 (g).
As remarked, this special case is not very surprising, since products
of this kind are degenerate in some sense. Actually, reordering the first
r generators of Q, we can rewrite this polynomial as Q = X1..XrQ1 −∑
k,l=1..rXr...X̂kX̂l [Xl, Xk] ...X1Q1. This shows at once that the commutator reduces
to [P,Q] = −∑k,l=1..r [X1..Xr, Xr...X̂kX̂l [Xl, Xk] ...X1]P1Q1, thus [P,Q] ∈ Up+q−2 (g).
Observe in particular that, in this case, we have that the projections π(P ) and π(Q)
share a common factor. For the situation that interests us, however, such products are
very unlikely to appear, thus in the following we exclude them of our analysis. We shall
6say that a pair of monomials P = Xi1 ...Xip ∈ Up (g), Q = Xj1 ...Xjq ∈ Uq (g) such that
π (P ) 6= π (Q) is factorizable if they can be written in the form
P = Xa11 ..X
al
l P1 ∈ Up (s) , Q = Xall ..Xa11 Q1 ∈ Uq (s) , (10)
where [P1, Q1] = 0 and [Xi, P1] = [Xi, Q1] = 0, i = 1, .., l. The pair P,Q is non-
factorizable if no decomposition of the preceding type exists.
Lemma 2 Let P = Xi1 ...Xip ∈ Up (g) and Q = Xj1 ...Xjq ∈ Uq (g) be non-factorizable
pair. If [P,Q] 6= 0, then [P,Q] has at least one term of filtration p+ q − 1.
Proof. By the properties of the filtration in enveloping algebras, we have that PQ
and QP have filtration p+ q, and further that
[P,Q] = Xi1...XipXj1...Xjq −Xj1 ...XjqXi1 ...Xip ∈ Up+q−1 (g) .
Expanding this product with the usual rule, we arrive at a sum of the type
[P,Q] = −
∑
a=1..q; b=1..p
Xi1 ...X̂ibXj1..X̂ja [Xja , Xib] ...XjqXib+1 ...Xip. (11)
By assumption, after reordering the sum using the Poincare´-Birkhoff-Witt theorem, all
terms of filtration p + q − 1 must cancel. We argue basing on the number of different
generators in the product PQ = Xi1 ...XipXj1...Xjq (which coincides with that of QP ).
Suppose there are exactly k ≤ p + q different generators X1, .., Xk in PQ. We further
define mt as the multiplicity of the generator Xt in the product PQ. Then any generator
appearing in QP and PQ equals some Xt for t = 1, .., k. It is obvious that if Xjb = Xia ,
then [Xjb, Xia ] = 0 and the term Xi1 ...X̂ibXj1..X̂ja [Xja , Xib] ...XjqXib+1...Xip vanishes.
Thus in order to evaluate the commutator [P,Q], we only have to consider the products
[Xja , Xib] 6= 0. We now group together all terms involving generators with the same
multiplicity, i.e., for any Xα, Xβ ∈ {X1, .., Xk} with Xα 6= Xβ we define
Φ[α,β] =
∑
ja,ib
Xi1 ...X̂ibXj1..X̂ja [Xja , Xib] ...XjqXib+1 ...Xip, (12)
where either Xja = Xα, Xib = Xβ or Xja = Xβ, Xib = Xα. With the help of these
polynomials, the commutator [P,Q] can be expressed as [P,Q] = −∑1≤α,β≤k Φ[α,β].
Reordering each term Φ[α,β] with respect to some basis of g, Φ[α,β] can be rewritten as
Φ[α,β] = λ(α,β) Xi1 ...X̂ibXj1..X̂ja [Xja , Xib] ...XjqXib+1 ...Xip + L.O.T., (13)
where λ(α,β) ≥ 0 is an integer. The only possibility that λ(α,β) = 0 occurs is that the
commutator [Xja , Xib] appears with the same multiplicity as [Xib , Xja]. This means
that the generators Xja , Xib appear in both P and Q with the same multiplicity, but in
reverse order. By assumption, π (P ) 6= π (Q), thus there exists at least one generator
Xl ∈ {X1, .., Xk} such that its multiplicity in P is different from that in Q.‖ This
ensures the existence of one pair of indices α, β such that λ(α,β) > 0. In this case, the
‖ This also covers the case where a generator appears in P and not in Q, or conversely.
7term of filtration p + q − 1 does not vanish unless [Xja , Xib] = 0. Discarding the zero
terms, [P,Q] is expressed as follows as a linear combination of basis elements:
[P,Q] = −
∑
1≤α,β≤k
λ(α,β) Xi1 ...X̂ibXj1..X̂ja [Xja , Xib] ...XjqXib+1 ...Xip + L.O.T., (14)
where λ(α,β) 6= 0. Observe now that if for any pair {Xα, Xβ} such that λ(α,β) 6= 0 we have
that [Xα, Xβ] = 0, then P and Q, after some reordering, would admit a decomposition of
type (10), and therefore be a factorizable pair, which contradicts the initial assumption
on their structure. Thus there exists at least a pair of indices α, β in {1, .., k} such that
λ(α,β) 6= 0 and [Xα, Xβ] 6= 0.
If [P,Q] is a sum of products of at most p+ q− 2 elements, then the basis elements
Xi1 ...X̂ibXj1..X̂ja [Xja , Xib] ...XjqXib+1...Xip of (14) give rise to the dependence relation
−
∑
1≤α,β≤k
λ(α,β) Xi1 ...X̂ibXj1..X̂ja [Xja , Xib] ...XjqXib+1 ...Xip = 0. (15)
We observe that each term of this sum has, leaving aside the commutator [Xja , Xib],
multiplicity mt in the generators Xt 6= {Xα, Xβ}, multiplicity mα− 1 in Xα and mβ − 1
in Xβ, respectively. Let [Xja, Xib] = C
t
jaib
Xt ∈ g. If there exists some t0 such that
Xt0 /∈ {X1, .., Xk}, then the term λ(α,β)Ct0jaibXi1 ...X̂ibXj1..X̂jaXt0 ...XjqXib+1...Xip has
multiplicity one in the generator Xt0 , and it follows at once by the multiplicity in the
generators {X1, .., Xk} that this term cannot be compensated with the remaining terms
of (15). If Xt ∈ {X1, .., Xk} for any t, then two possibilities are given:
(i) Xt0 = Xl for some l 6= α, β. Here λ(α,β)Ct0jaibXi1 ...X̂ibXj1..X̂jaXt0 ...XjqXib+1 ...Xip
has multiplicity mt in the generators Xt 6= {Xα, Xβ, Xl}, multiplicity mα − 1 in
Xα,. mβ − 1 in Xβ and ml + 1 in Xl, respectively. No other term in (15) has the
same multiplicities, thus [P,Q] /∈ Up+q−2 (g).
(ii) Xt0 = Xja ( orXt0 = Xib). In this case, λ(α,β)C
t0
jaib
Xi1 ...X̂ibXj1..X̂jaXt0 ...XjqXib+1 ...Xip
has multiplicity mt in the generators Xt 6= {Xβ} and multiplicity mβ − 1 in Xβ.
Again, it is not possible that this term cancels with the remaining basis elements
of (15), since their multiplicities in the generators are not the same.
Therefore, if the commutator does not vanish, there is at least one term of filtration
p+ q − 1 that does not cancel.
4. Berezin bracket
In this section, using an an important relation between the commutator in the enveloping
algebra U (g) of a Lie algebra g and a generalized Poisson bracket in S(g), we show
that the commutativity requirement of labelling operators can be expressed, in the
commutative frame, by means of an involution condition with respect to a special
generalized Poisson bracket. This enables us to find an analytical characterization for
missing label operators to commute mutually.
8Now let f = ck1..,kpxk1 ..xkp ∈ S (g) be a given a homogeneous polynomial. It follows
from (9) that writing its image Λ (f) in symmetric form is unique. Moreover, choosing
an arbitrary permutation σ ∈ Sp, we have that
Λ (f) =
1
p!
∑
ν∈Sp
ck1..,kpXν(k1)..Xν(kp) =
(
ck1..,kpXk1 ..Xkp + L.O.T.
)
=
(
ck1..,knXσ(k1)..Xσ(kp) + L.O.T.
)
, (16)
where L.O.T. designates the terms of order q ≤ p− 1.
In [21] it was shown that for any Xi ∈ g and any symmetrized polynomial Λ(f),
the commutator [Xi,Λ(f)] in U(g) corresponds, under the symmetrization map Λ, to a
linear operator Axi(f) in S(g), where Λ(xi) = Xi. These operators enabled to solve the
problem of finding a polynomial in S(g), the symmetrization Λ(f) of which coincides
with the commutator in U(g) of two previously given symmetrized polynomials g and
h. More specifically, given two given (homogeneous) polynomials g, h ∈ S(g), the
commutator [Λ (g) ,Λ (h)] = Λ (g) Λ (h) − Λ (h) Λ (g) of their symmetrizations is the
image, under Λ, of some polynomial f ∈ S(g).¶ A routine but long and tedious
computation [21] shows that the latter polynomial f ∈ S (g) is given by the expression
f = −Ckijxk
∂g
∂xi
∂h
∂xj
+ F
(
xk,
∂2g
∂xi∂xj
,
∂2h
∂xj∂xi
, ...,
∂pg
∂xj1 ..∂xjp
,
∂ph
∂xj1 ..∂xjp
, ...
)
, (17)
where F is a polynomial the terms of which involve derivatives of order d ≥ 2 of g
and h [(20), equation (31)]. In particular, if g, h are homogeneous of degrees p and
q, respectively, then F can be decomposed as a sum of homogeneous polynomials of
degrees ≤ p+ q − 2 [21].
Formula (17) already generalizes, in some sense, the analytical approach to compute
Casimir operators of Lie algebras [10]. Observe that taking g = xl, the preceding
expression reduces to
f = −Ckijxk
∂xl
∂xi
∂h
∂xj
= −Ckljxk
∂h
∂xj
= X̂l(h), (18)
where F vanishes because of ∂
pxl
∂xj1 ..xjp
= 0 for any p ≥ 2. In particular, if h is a Casimir
invariant of g, then X̂l(h) = 0, and by the symmetrization map Λ we obtain that
[Xl,Λ(h)] = 0.
+ This fact suggests that (17) can be used to obtain an analytical
criterion for the commutativity of labelling operators.
If we restrict to the important case where g, h are homogeneous polynomials, then
equation (17) can be rewritten as
[Λ (g) ,Λ (h)] = Λ ({g, h}) + L.O.T., (19)
¶ Expressed in brackets, this condition is given by [Λ (g) ,Λ (h)] = Λ(f).
+ This identification has already been used in the frame of completely integrable Hamiltonian systems
[22].
9where
{g, h} = −Ckijxk
∂g
∂xi
∂h
∂xj
(20)
is called the Berezin bracket of g and h and the lower order terms correspond to the
symmetrization of the polynomial F [14, 21]. It can further be shown that the Berezin
bracket is a generalized Poisson bracket on the space S(g) [14, 22]. We observe that
equation (19) is valid for more general Poisson brackets [14].
Let F = ck1..,kpXk1..Xkp, G = c
j1..,jqXj1 ..Xjq be two polynomials in the generators of
g. Generalizing the situation of the previous section, we will say that F,G forms a non-
factorizable pair if for any pair
{
ck1..,kp, cj1..,jq
}
the monomials
{
Xk1..Xkp , Xj1..Xjq
}
do
not admit a decomposition of type (10).
Theorem 1 Let F,G be a non-factorizable pair of polynomials in the enveloping algebra
U(g) of g such that F = Λ(f), G = Λ(g) for some homogeneous polynomials f, g ∈ S(g).
Then [F,G] = 0 if and only if {f, g} = 0, i.e., if the functions f, g are in involution
with respect to the Berezin bracket.
Proof. Let f = ak1..,kpxk1 ..xkp and g = b
j1..,jqxj1 ..xjq be homogeneous polynomials
of degrees p and q, respectively, and let Λ (f) = 1
p!
∑
σ∈Sp
ck1..,kpXσ(k1)..Xσ(kp) and
Λ (g) = 1
q!
∑
σ∈Sq
cj1..,jqXσ(j1)..Xσ(jq) be their symmetrizations. Suppose that their
commutator in U(g) vanishes:
[Λ (f) ,Λ (g)] = 0. (21)
By homogeneity, formula (19) gives rise to the identity
[Λ (f) ,Λ (g)] = Λ ({f, g}) + L.O.T. = 0 (22)
Since the Berezin bracket {f, g} = Ckijxk ∂f∂xi
∂g
∂xj
is a homogeneous polynomial of degree
p + q − 1, the symmetric representative of Λ ({f, g}) is unique,∗ thus the vanishing of
the commutator (21) implies in particular that Λ ({f, g}) = 0, because of the injectivity
of (9), and therefore that
{f, g} = 0. (23)
This proves that f and g are in involution with respect to the Berezin bracket.
Conversely, let f and g be homogeneous polynomials such that the constraint
{f, g} = Ckijxk
∂f
∂xi
∂g
∂xj
= 0 (24)
holds. It follows from the definition of the symmetrization map (9) that for any
monomial x1...xk
Λ (x1...xk) = X1...Xk + L.O.T., (25)
∗ It is at this step where the homogeneity is essential for the validity of the argument, since equation
(19) does not necessarily hold if homogeneity is not given.
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This means that we can rewrite the symmetrized polynomials Λ(f) and Λ(g) as
Λ (f) =
1
p!
∑
σ∈Sp
aj1..,jpXσ(j1)..Xσ(jp) =
(
aj1..,jpXj1..Xjp + L.O.T.
)
,
Λ (g) =
1
q!
∑
σ∈Sq
bk1..,kqXσ(k1)..Xσ(kq) =
(
bk1..,kqXk1 ..Xkq + L.O.T.
)
. (26)
Evaluating the commutator in the enveloping algebra gives
[Λ (f) ,Λ (g)] =
[
aj1..,jpXj1..Xjp + L.O.T., b
k1..,kqXk1..Xkq + L.O.T.
]
,
=
(
aj1..,jpbk1..,kq
[
Xj1..Xjp, Xk1..Xkq
]
+ L.O.T.
)
. (27)
By formula (19), the commutator has no terms of degree p + q − 1, and since{
Xj1..Xjp, Xk1 ..Xkq
}
is a non-factorizable pair, it follows from Lemma 2 that
aj1..,jpbk1..,kq
[
Xj1..Xjp, Xk1..Xkq
]
= 0. (28)
Now observe that, since Λ (f) and Λ (g) are the symmetrization of homogeneous
polynomials, we can arbitrarily choose permutations θ1 ∈ Sp and θ2 ∈ Sq such that
Λ (f) =
1
p!
∑
σ∈Sp
aj1..,jpXσ(j1)..Xσ(jp) =
(
aj1..,jpXθ1(j1)..Xθ1(jp) + L.O.T.
)
,
Λ (g) =
1
q!
∑
σ∈Sq
bk1..,kqXσ(k1)..Xσ(kq) =
(
bk1..,kqXθ2(k1)..Xθ2(kq) + L.O.T.
)
. (29)
Expanding the commutator [Λ (f) ,Λ (g)] using these representatives, a reasoning
identical to that above leads to the identity
aj1..,jpbk1..,kq
[
Xθ1(j1)..Xθ1(jp), Xθ2(k1)..Xθ2(kq)
]
= 0. (30)
These identities enable us to sum over all permutations of Sp and Sq, which leads to the
equation ∑
σ∈Sp
∑
τ∈Sq
aj1..,jpbk1..,kq
[
Xσ(j1)..Xσ(jp), Xτ(k1)..Xτ(kq)
]
= 0. (31)
But observe that equation (31) is exactly the commutator of Λ (f) and Λ (g) if we use
their symmetric representatives, from which we conclude that
[Λ (f) ,Λ (g)] = 0, (32)
showing that the labelling operators F = Λ(f), G = Λ(g) commute.
We observe that, in the frame of Berezin brackets, equation (18) inherits meaning
as a special case corresponding to linear polynomials. Therefore the analytical approach
to compute Casimir operators can be seen as a particular application of the preceding
result.
The main interest of the previous theorem relies in its application to the MLP, in
order to check that two or more labelling operators commute with each other. Let s ⊃ s′
be an algebra-subalgebra chain, where both s and s′ are reductive Lie algebras.
11
Corollary 1 Let F = Λ(f), G = Λ(g) ∈ U (s) be two non-factorizable missing label
operators. Then [F,G] = 0 if and only if {f, g} = 0.
The requirement of reductive Lie algebras is imposed to guarantee the existence of
a complete basis of labelling operators formed by polynomials [10]. In order to complete
the analytical characterization, it should be justified that labelling operators are always
non-factorizable, in order to prevent the degenerate case studied in the previous section.
To this extent, suppose that P,Q is a pair of labelling operators such that [P,Q] 6= 0
and {π (P ) , π (Q)} = 0. By Lemmas 1 and 2, P and Q would have the following shape:
P = Xα1
1
,...Xα1pP1 +Xα21 ..Xα2qP2 + ...Xα
r
1
..XαrsPr + P
′,
Q = Xα1p,...Xα11Q1 +Xα2q ..Xα21Q2 + ...Xαrs ..Xα
r
1
Qr +Q
′, (33)
where [P ′, Q′] = [P ′, Qi] = [Pi, Q
′] = [Pi, Qi] = 0 for i = 1, .., r and
[
Xαlt , Pk
]
=[
Xαlt , Qk
]
= 0 for l = 1, .., r; k = 1, .., r. As a consequence, the corresponding analytical
counterparts π (P ) , π (Q) ∈ S (g) would satisfy the relations
{π (P ′) , π (Q′)} = {π (Pi) , π (Qi)} = {π (P ′) , π (Qi)} = {π (Pi) , π (Q′)} = 0,{
xαlt , π (Pk)
}
=
{
xαlt , π (Qk)
}
= 0, (34)
for i = 1, ..r; l = 1, .., r; k = 1, .., r. On the other hand, both π (P ) and π (Q)
are functionally independent solutions to the subsystem of differential equations (5)
corresponding to the generators of s′, thus subjected to additional constraints. In
practice, such degenerate independent labelling operators have never been observed
[2, 3, 4, 5, 7, 8, 12, 13, 15], and the large amount of conditions (33) that such operators
should satisfy makes it unlikely that they are functionally independent. In any case,
since the constraints (34) are not required by the reduction chain, we can always find
independent labelling operators that are non-factorizable.
4.1. Example: The chain sp(6) ⊃ su(3)× u(1)
The unitary reduction of the non-compact symplectic Lie algebra sp(6,R) has found
applications in the nuclear collective model [23], where nuclear states are classified as
bases of irreducible representations of sp(6) reduced with respect to su(3) × u(1). In
this case, we have to add n = 3 labelling operators to distinguish the states. Generating
functions for this chain were studied in [15], which in particular allowed to derive an
integrity basis consisting of 31 elementary subgroup scalars. However, the problem of
extracting three commuting operators was not undertaken. We show that combining
the decomposition of Casimir operators of [13] with the previous results, such a set of
labelling operators can be obtained naturally.
To this extent, we use the Racah realization for the symplectic Lie algebra sp (6,R)
[16]. We consider the generators Xi,j with −3 ≤ i, j ≤ 3 satisfying the condition
Xi,j + εiεjX−j,−i = 0, (35)
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where εi = sgn (i). Over this basis, the brackets are given by
[Xi,j , Xk,l] = δjkXil − δilXkj + εiεjδj,−lXk,−i − εiεjδi,−kX−j,l, (36)
where −3 ≤ i, j, k, l ≤ 3. Using the polynomial block matrix M defined by
M =
(
xi,j
√−1x−i,j√−1xi,−j −xi,j
)
(37)
and computing the coefficients of the characteristic polynomial [24]:
|M − T Id6| = T 6 + C2T 4 + C4T 2 + C6, (38)
we obtain three independent invariants C2, C4 and C6 of sp (6,R), and the symmetrized
operators Λ(Ci) give the usual Casimir operators in the enveloping algebra. As the
unitary algebra u(3) is generated by {Xi,j|1 ≤ i, j ≤ 3}, it suffices to replace the diagonal
operators Xi,i by suitable linear combinations to obtain a su(3) × u(1) basis. Taking
H1 = X1,1 − X2,2, H2 = X2,2 − X3,3 and H3 = X1,1 + X2,2 + X3,3 we get the Cartan
subalgebra of su(3), while H3 commutes with all Xi,j with positive indices i, j. The
invariants over the su(3) × u(1) basis are obtained replacing the variables xi,i by the
corresponding linear combinations of hi [24]. Now we construct labelling operators
for this chain using the contraction method developed in [12]. The transformations
determined by
H ′i = Hi, X
′
i,j = Xi,j , X
′
−i,j = εX−i,j, X
′
i,−j = εXi,−j (39)
define a contraction of sp(6) onto the inhomogeneous algebra (su(3) × u(1))−→⊕R12L1,
where the representation R decomposes into a sextet and antisextet with u(1) weight
±1 and a singlet with u(1) weight 1. As shown in [13], this contraction induces a
decomposition of the Casimir operators of sp(6).♯ The rescaled Casimir operators can
be written as:
C4 = ε
4C(4,0) + ε
2C(2,2) + C(0,4),
C6 = ε
6C(6,0) + ε
4C(4,2) + ε
2C(2,4) + C(0,6),
(40)
where C(k,l) denotes a homogeneous polynomial of degree k in the variables of R and
degree l in the variables of the unitary subalgebra. It can be shown that the C(i,j) are
labelling operators [13], and that the C(0,k), being functions of the Casimir operators of
su(3)×u(1), do not provide independent labelling operators. The symmetrized operators
of C(2,2), C(4,2) and C(2,4) are added to the Casimir operators of sp(6) and the subalgebra
su(3) × u(1), and the resulting nine operators can be easily seen to be functionally
independent. It is straightforward but time consuming to verify that these operators
are non-factorizable. To solve the MLP, it remains to check the commutativity of the
labelling operators. In order to determine whether the symmetrization of C(2,2),C(4,2) and
C(2,4) commute, we compute the Berezin bracket. A routine but tedious computation
shows that {
C(2,2), C(4,2)
}
= 0,
{
C(2,2), C(2,4)
}
= 0,
{
C(2,4), C(4,2)
}
= 0. (41)
♯ The quadratic operator is skipped since it provides no independent labelling operators [12, 13].
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By Theorem 1, we conclude that[
Λ(C(2,2)),Λ(C(4,2))
]
= 0,
[
Λ(C(2,2)),Λ(C(2,4))
]
= 0,
[
Λ(C(2,4)),Λ(C(4,2))
]
= 0. (42)
We remark that a direct evaluation of the commutators of these symmetrized operators
is a quite demanding computational problem, since the polynomials C(2,2), C(2,4) and
C(4,2) have 126, 686 and 444 terms, respectively.
Summary and outlook
We have shown that the commutativity of labelling operators in the missing label
problem can be solved using the analytical approach, by means of the so-called Berezin
bracket, up to a special type of polynomials that is unlikely to appear in applications.
We stress that none of the known labelling problems does admit solutions of such
special type, and we firmly believe that do not appear as labelling operators, at least
for reductive Lie algebras. However, even if such degenerate operators were possible,
we can always find independent labelling operators that are non-factorizable, to which
the analytical criterion is then applied. This result constitutes a natural enlargement
of the classical analytical approach [10], and provides a general criterion to check the
commutativity of labelling operators without being forced to determine first an integrity
basis. Although the verification that two operators are non-factorizable is formally very
simple, it can take a large amount of time depending on the number of terms.
The possibility of testing the commutativity of labelling operators in the analytical
frame also opens new possibilities for the systematic search of the most general
solution to a MLP. Potential applications of this procedure concern reduction chains
for exceptional groups, as well as other high rank groups used in high energy physics
[25], where an approach by means of enveloping algebras presents many computational
problems. An analysis of these labelling problems systematized along these lines is
currently in progress.
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