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ON THE INDEPENDENCE COMPLEX OF SQUARE GRIDS
MIREILLE BOUSQUET-MÉLOU, SVANTE LINUSSON, AND ERAN NEVO
Abstrat. The enumeration of independent sets of regular graphs is of interest
in statistial mehanis, as it orresponds to the solution of hard-partile models.
In 2004, it was onjetured by Fendley et al. that for some retangular grids,
with tori boundary onditions, the alternating number of independent sets is
extremely simple. More preisely, under a oprimality ondition on the sides of
the retangle, the number of independent sets of even and odd ardinality always
dier by 1. In physis terms, this means looking at the hard-partile model on
these grids at ativity −1. This onjeture was reently proved by Jonsson.
Here we produe other families of grid graphs, with open or ylindri boundary
onditions, for whih similar properties hold without any size restrition: the
number of independent sets of even and odd ardinality always dier by 0,±1, or,
in the ylindri ase, by some power of 2.
We show that these results reet a stronger property of the independene
omplexes of our graphs. We determine the homotopy type of these omplexes
using Forman's disrete Morse theory. We nd that these omplexes are either
ontratible, or homotopi to a sphere, or, in the ylindri ase, to a wedge of
spheres.
Finally, we use our enumerative results to determine the spetra of ertain
transfer matries desribing the hard-partile model on our graphs at ativity −1.
These results parallel ertain onjetures of Fendley et al., proved by Jonsson in
the tori ase.
1. Introdution
The hard-square model is a famous open problem in statistial mehanis. In this
model, some of the verties of an N by N square grid are oupied by a partile, with
the restrition that two adjaent verties are never both oupied (Figure 1). In graph
theoreti terms, an admissible onguration of partiles is just an independent set of
the square grid, that is, a set of pairwise non-adjaent verties. The key question
is to enumerate these sets by their size, that is, to determine the following partition
funtion at ativity u:
ZN (u) =
∑
I
u|I|,
where the sum runs over all independent sets of the grid. This problem is highly
unsolved: one does not know how to express ZN (u), nor even the thermodynami
limit of the sequene ZN (u) (that is, the limit of ZN (u)
1/N2
). The most natural
speialization of ZN (u), obtained for u = 1, ounts independent sets of the N ×N -
grid. It is also extremely mysterious: neither the sequene ZN (1), nor the limit of
ZN (1)
1/N2
(the so-alled hard-square onstant) are known. We refer the reader to the
entry A006506 in the On-line Enylopedia of Integer Sequenes for more details [10℄.
Date: Mars 7, 2007.
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Note that the thermodynami limit of ZN (u) is known if one replaes the square grid
by a triangular one  a tour de fore ahieved by Baxter in 1980 [1℄.
Figure 1. A hard partile onguration  or an independent set 
of the 7× 7-grid.
In 2004, Fendley, Shoutens and van Eerten [3℄ published a series of remarkable
onjetures on the partition funtion of the hard-square model speialized at u = −1.
For instane, they observed that for an M × N -grid, taken with tori boundary
onditions, the partition funtion at u = −1 seemed to be equal to 1 as soon as M
and N were oprime. They also related this onjeture to a stronger one, dealing with
the eigenvalues of the assoiated transfer matries. These onjetures have reently
been proved in a sophistiated way by Jonsson [8℄.
One of the aims of this paper is to prove that similar results hold, in greater
generality, for other subgraphs of the square lattie, like the (tilted) retangles of
Figure 2 (they will be dened preisely in Setion 3). For these graphs, we prove
that the partition funtion at u = −1 is always 0, 1 or −1.
R(6, 8) R(6, 9) R(7, 8) R(7, 9)
(0, 0)
Figure 2. The retangular graphs R(M,N), dened in Setion 3.
We then show that these results atually reet a stronger property of the inde-
pendene omplex of these graphs. The independent sets of any graph G, ordered by
inlusion, form a simpliial omplex, denoted by Σ(G). See Figure 3, where this om-
plex is shown for a 2× 2-grid G. The (redued) Euler harateristi of this omplex
is, by denition:
χ˜G =
∑
I∈Σ(G)
(−1)|I|−1.
The quantity |I| − 1 is the dimension of the ell I. The above sum is exatly the
opposite of the partition funtion ZG(u) of the hard-partile model on G, evaluated
at u = −1. This number,
ZG(−1) =
∑
I∈Σ(G)
(−1)|I| = −χ˜G, (1)
will often be alled the alternating number of independent sets. The simpliity of
the Euler harateristi for ertain graphs G suggests that the omplex Σ(G) ould
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have a very simple homotopy type (we refer to Munkres [9℄ for the topologial terms
involved). We prove that this is indeed the ase for various subgraphs of the square
lattie. For instane, for the retangles of Figure 2, the independene omplex is
always either ontratible, or homotopy equivalent to a sphere. Our results rely on
the onstrution of ertain Morse mathings of the omplex Σ(G). Roughly speaking,
these mathings are parity reversing involutions on Σ(G) having ertain additional
interesting properties.
4
1 2
3
{1} {2} {3} {4}
{1, 3} {2, 4}
∅
R˜(3, 3)
R˜(5, 5)
Figure 3. Two graphs, and the independene omplex of the top one.
This omplex has redued Euler harateristi 1, and is homotopi to
a 0-dimensional sphere (two points). The patient reader an hek
that for the Swiss ross R˜(5, 5), the redued Euler harateristi is
−1. The orresponding omplex is homotopi to a 3-dimensional
sphere.
Let us now desribe the ontents of this paper, and ompare it to Jonsson's results.
In Setion 2, we rst review the needed bakground of Forman's disrete Morse
theory [4℄. We then desribe a general onstrution of Morse mathings for the
independene omplex of any graph. The mathings we onstrut are enoded by
a mathing tree. In Setions 3 to 5, we apply this general mahinery to determine
the homotopy type of the independene omplex of several subgraphs of the square
grid: the tilted retangles of Figures 2 and 5 (Setion 3), the parallelograms of
Figure 8 (Setion 5), and variations on them (Setion 7.1). All these graphs have
open boundary onditions (as opposed to the tori boundary onditions of [3, 8℄).
However, in Setion 4, we identify two sides of the retangles of Figure 2 to obtain
retangles with ylindri boundary onditions. Again, we determine the homotopy
type of the assoiated independene omplex. Note that Jonsson reently went one
step further by studying the same tilted retangles with tori boundary onditions;
but he was only able to determine the Euler harateristi ([7℄, Setion 7). Our results
deal with a ner invariant of the omplex (the homotopy type) and the proofs are
simpler, but they also refer to easier graphs; the tori ase is at the moment beyond
reah of our methods.
Finally, in Setion 6 we give bakground about transfer matries, and show how
the results of the previous setions an be used to derive the spetrum, or at least
part of the spetrum, of several transfer matries naturally assoiated to our graphs.
We onlude the paper with a disussion on possible extensions of our work, with
the double objetive of disovering new subgraphs with a simple alternating number
of independene set, and addressing the onjetures of Fendley et al. in the ylindri
ase.
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2. Morse mathings for independene omplexes
The key tool in the proof of our results is the onstrution of Morse mathings on
independene omplexes. In this setion we give the bakground and explain how we
use a mathing tree as a systemati onstrution for Morse mathings.
2.1. Generalities
Let us rst reall that the poset of independent sets of a graph G, ordered by
inlusion, is a simpliial omplex, denoted Σ(G).
We regard any nite poset P as a direted graph, by onsidering the Hasse diagram
of P with edges pointing down (that is, from large elements to small elements).
A set M of pairwise disjoint edges of this graph is alled a mathing of P . This
mathing is perfet if it overs all elements of P . This mathing is Morse (or ayli)
if the direted graph obtained from P by reversing the diretion of the edges in M is
ayli. For instane, the mathing of the omplex of Figure 3 formed of the edges
(∅, {2}), ({3}, {13}), ({4}, {24}) is ayli.
Theorem 1 ([5℄, Theorem 6.3). Let Σ be a nite simpliial omplex, seen as a poset,
and M a Morse mathing on Σ, suh that the element ∅ of Σ is mathed. For i ≥ 0,
let ni be the number of unmathed i-dimensional elements of Σ. Then there exists a
CW-omplex having 1 + n0 0-dimensional ells and ni i-dimensional ells for i ≥ 1
that is homotopy equivalent to Σ.
Again, we refer to [9℄ for the topologial terms involved. We will only use the
following immediate orollary.
Corollary 2. Under the assumptions of Theorem 1, if all unmathed elements in Σ
have the same dimension i > 0 and there are j of them, Σ is homotopy equivalent to
a wedge of j spheres of dimension i. In partiular, if Σ is perfetly mathed, then it
is ontratible.
2.2. Mathing trees
Let us now desribe the general priniple we use to onstrut Morse mathings for
a omplex Σ(G). Let V denote the vertex set of G. The most naive way to dene a
mathing of Σ ≡ Σ(G) is probably the following. Take a vertex p ∈ V , and denote
by N(p) the set of its neighbours. Dene
∆ = {I ∈ Σ : I ∩N(p) = ∅}.
The set of pairs (I, I ∪ {p}), for I ∈ ∆ and p 6∈ I, forms a perfet mathing of ∆,
and hene a mathing of Σ. We all p the pivot of this mathing. The unmathed
elements of Σ are those ontaining at least one element of N(p). There may be
many unmathed elements, but we an now hoose another pivot p′ to math some
elements of Σ \ ∆, and repeat this operation as long as we an. Of ourse, the
resulting mathing will depend on the suessive hoies of pivots.
This rather naive idea is the leading thread in the onstrution of our Morse
mathings of Σ. In some oasions, we will have to split the set of yet unmathed
elements into two subsets, and hoose a dierent pivot for eah of them. This explains
why our mathing proedure will be enoded by a branhing struture, namely a plane
rooted tree, alled a mathing tree of Σ. The nodes of this tree represent sets of yet
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unmathed elements. Some nodes are redued to the empty set, and all the others
are subsets of Σ of the form
Σ(A,B) = {I ∈ Σ : A ⊆ I and B ∩ I = ∅},
where
A ∩B = ∅ and N(A) := ∪a∈AN(a) ⊆ B. (2)
We say that the verties of A ∪ B are the presribed verties of Σ(A,B). The root
of the tree is Σ(∅, ∅) = Σ, the set of all independent sets of G. The sets A and B
will inrease along branhes, making the sets Σ(A,B) of unmathed elements smaller
and smaller. The leaves of the tree will have ardinality 0 or 1, and will ontain the
elements that are left unmathed at the end of the proedure.
Consider a node of the tree of the form Σ(A,B). How an we math its elements?
If the node has ardinality 1, that is, if A∪B = V , then we are stuk, as there is no
non-trivial mathing of a graph redued to one vertex. If A∪B ( V , we may math
some of the elements of Σ(A,B). Pik a vertex p in V ′ := V \ (A ∪ B). Beause
of (2), the neighbours of p are either in B, or in V ′. This makes p a good tentative
pivot. If we atually use p as a pivot to math elements of Σ(A,B), we will be left
with the following set of unmathed elements:
U = {I ∈ Σ : A ⊆ I, I ∩B = ∅, I ∩N(p) 6= ∅}.
If p has no neighbour in V ′, the above set is empty, and we have perfetly mathed
Σ(A,B). If p has exatly one neighbour in V ′, say v, then U = Σ(A ∪ {v}, B ∪N(v)).
However, if p has at least two neighbours in V ′, say v and v′, the set U is not of the
form Σ(A′, B′). Indeed, some of the unmathed sets I ontain v, some others don't,
but then they have to ontain v′. This puts us into trouble, as we want to handle
only unmathed sets of the form Σ(A′, B′). We irumvent this diulty by splitting
the original set Σ(A,B) into two disjoint subsets of the form Σ(A′, B′), that dier
by the status of, say, the vertex v. More preisely, we write:
Σ(A,B) = Σ(A,B ∪ {v}) ⊎ Σ(A ∪ {v}, B ∪N(v)),
and then study separately eah subset.
The above disussion justies the following onstrution of the hildren of a node.
If this node is the empty set (no unmathed elements), we delare it a leaf. Otherwise,
the node is of the form Σ(A,B). If A ∪ B = V , the node has ardinality 1, and we
also delare it a leaf. We are left with nodes of the form Σ(A,B), with A ∪ B ( V .
Choose a vertex p (the tentative pivot) in V ′ = V \ (A ∪B), and proeed as follows:
• If p has at most one neighbour in V ′, dene ∆(A,B, p) to be the subset of
Σ(A,B) formed of sets that do not interset N(p):
∆(A,B, p) = {I ∈ Σ : A ⊆ I and B ∩ I = I ∩N(p) = ∅}.
Let M(A,B, p) be the perfet mathing of ∆(A,B, p) obtained by using p
as a pivot. Give to the node Σ(A,B) a unique hild, namely the set U =
Σ(A,B) \∆(A,B, p) of unmathed elements. This set is empty if p has no
neighbour in V ′. In this ase, we say that p is a free vertex of Σ(A,B). If p
has exatly one neighbour v in V ′, then U = Σ(A ∪ {v}, B ∪N(v)). Index
the new edge by the pivot p. We say that the 3-tuple (A,B, p) is a mathing
site of the tree.
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• Otherwise, let us hoose one neighbour v of p in V ′. The node Σ(A,B) has
two hildren, only diering by the status of v. More preisely, the left hild
is Σ(A,B ∪ {v}) and the right hild is Σ(A ∪ {v}, B ∪N(v)). The union of
these two sets is Σ(A,B). Label the two new edges by the splitting vertex v.
We say that (A,B, v) is a splitting site of the tree.
Observe that the new nodes satisfy Conditions (2), unless they are empty.
Given a sequene of hoies of tentative pivots and splitting verties, we obtain a
mathing M of Σ by taking the union of all partial mathings M(A,B, p) performed
at the mathing sites of the tree. The unmathed elements are those sitting at the
leaves of the tree.
The above onstrution is rather natural, and we invite the reader to pratie
with the example given in Figure 4. In this gure, every (non-empty) node is de-
sribed by the verties of A (in blak) and B (in white). At the mathing site
(∅, ∅, 1), the elements ∅ and {1} (among others) are mathed. At the mathing site
({2}, {1, 3, 4, 6}, 5), the elements {2} and {2, 5} get mathed, among others. At the
end of the mathing proedure, the independent set {2, 7} is the only unmathed
element of Σ(G).
1
2
3
4
7
8
1
6 6
5 7
∅
5
6
splitting site
(tentative pivot = 5)
mathing site
mathing site
(free pivot at 7)
mathing site
Figure 4. A subgraph G of the square grid, and one of its mathing trees.
We now aim at showing that the mathings obtained with the above proedure
are in fat Morse. The following lemma gathers some properties of this onstrution.
Lemma 3. Every mathing tree satises the following properties:
(1) For every mathing site (A,B, p), the mathingM(A,B, p) is a Morse math-
ing of ∆(A,B, p) (still ordered by inlusion).
(2) Let (A,B, p) be a mathing site with a non-empty hild Σ(A ∪ {v}, B ∪N(v)).
Let I ∈ ∆(A,B, p) and J ∈ Σ(A ∪ {v}, B ∪N(v)). Then J * I.
(3) Let (A,B, v) be a splitting site, I ∈ Σ(A,B ∪ {v}) and J ∈
Σ(A ∪ {v}, B ∪N(v)). Then J * I.
Proof. (1) Consider the Hasse diagram of the poset ∆(A,B, p) and its direted ver-
sion, with all edges pointing down. Now, reverse the edges of M(A,B, p). The up
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edges join two elements of the form I \ {p}, I, so they orrespond to adding the
vertex p. The down edges orrespond to deleting a vertex dierent from p. Clearly
there annot be a direted yle in ∆(A,B, p).
(2) The set J ontains v, a neighbour of the pivot p, while none of the mathed
sets I of ∆(A,B, p) ontains v.
(3) Here again, J ontains v, but I doesn't.
The following easy lemma appears as Lemma 4.3 in Jonsson's thesis [6℄.
Lemma 4. Let V be a nite set and ∆ = ∆1 ⊎ ∆2 a olletion of subsets of V ,
ordered by inlusion. Assume that if σ ∈ ∆1 and τ ∈ ∆2 then τ * σ. Then the union
of two ayli mathings on ∆1 and ∆2 respetively is an ayli mathing on ∆.
We an now establish the main result of this setion.
Proposition 5. For any graph G and any mathing tree of G, the mathing of Σ(G)
obtained by taking the union of all partial mathings M(A,B, p) performed at the
mathing sites is Morse.
Proof. We will prove by bakwards indution, from the leaves to the root, the fol-
lowing property:
For every node τ of the mathing tree, the union of the partial math-
ings performed at the desendants of τ (inluding τ itself) is a Morse
mathing of τ . We denote this mathing UM(τ) (for Union of Math-
ings).
The leaves of the tree are either empty sets or singletons, endowed with the empty
mathing, whih is Morse. This supplies the indution base. Consider now a non-leaf
node of the tree, of the form τ = Σ(A,B).
Assume (A,B, p) is a mathing site. By Lemma 3.1, M(A,B, p) is Morse. If the
(unique) hild of τ is empty, then UM(τ) = M(A,B, p) and we are done. If this
hild is τ ′ = Σ(A ∪ {v}, B ∪N(v)), the indution hypothesis tells us that UM(τ ′) is
Morse. By Lemma 3.2, we an apply Lemma 4 with ∆1 = ∆(A,B, p), ∆2 = τ
′
and
∆ = τ , where the partial mathings on ∆1 and ∆2 are respetively M(A,B, p) and
UM(τ ′). This shows that UM(τ) is Morse.
Assume (A,B, v) is a splitting site. By indution hypothesis we already have
Morse mathings on both hildren of τ , namely ∆1 = Σ(A,B ∪ {v}) and ∆2 =
Σ(A ∪ {v}, B ∪N(v)). Again, Lemma 3.3 allows us to apply Lemma 4, and this
shows that the union UM(τ) of UM(∆1) and UM(∆2) is Morse.
This ompletes the indution. The ase where τ is the root of the tree gives the
proposition.
3. Retangles with open boundary onditions
In what follows, we onsider Z2 as an innite graph, with edges joining verties
at distane 1 from eah other. For M,N ≥ 1, let R(M,N) be the subgraph of Z2
indued by the points (x, y) satisfying
y ≤ x ≤ y +M − 1 and − y ≤ x ≤ −y +N − 1.
Examples are shown on Figure 2. Note that R(M,N) ontains ⌈MN2 ⌉ verties. Other
retangular shapes arise when we look at the subgraph R˜(M,N) of Z2 indued by
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the points (x, y) suh that
y ≤ x ≤ y +M − 1 and − y + 1 ≤ x ≤ −y +N
(see Figure 5). More preisely, the graphs R˜(2M + 1, 2N + 1) are not isomorphi to
any of the R(K,L) (the other graphs R˜(M,N) are isomorphi to an R(K,L)).
R˜(6, 7) R˜(6, 8) R˜(7, 7) R˜(7, 8)
(1, 0)
Figure 5. The graphs R˜(M,N).
We study the independene omplexes of the retangles R(M,N) and R˜(M,N).
Reall the general onnetion (1) between the (redued) Euler harateristi of these
omplexes and the alternating number of independent sets. We use below the nota-
tion ZR(M,N) rather than ZR(M,N).
Theorem 6. Let M,N ≥ 1. Denote m = ⌈M/3⌉ and n = ⌈N/3⌉.
• If M ≡3 1 or N ≡3 1, then Σ(R(M,N)) is ontratible and ZR(M,N) = 0.
• Otherwise, Σ(R(M,N)) is homotopy equivalent to a sphere of dimension
mn− 1, and ZR(M,N) = (−1)
mn
.
The above holds also when replaing R(M,N) by R˜(M,N).
Remark. We will show in Corollary 10 that, for N ≡3 1 and M > 2
1+⌈N/2⌉
, the
alternating number ZR(M,N ;C,D) of independent sets of R(M,N) having border
onditions C and D on the two extreme diagonals of slope 1 is atually 0 for all
ongurations C and D. This will indiretly follow from the study of tilted retangles
with ylindri boundary onditions performed in Setion 4.
Proof. We study the graphs R(M,N) and R˜(M,N) together. We onstrut Morse
mathings of the independene omplexes of these graphs by following the general
priniples of Setion 2. We need to speify our hoie of tentative pivots and splitting
verties. Our objetive is to minimize the ombinatorial explosion of ases, that is,
the number of splitting sites. Consider a node Σ(A,B).
(1) In general, the tentative pivot p = (i0, j0) is hosen in V
′ = V \ (A ∪ B) so
as to minimize the pair (i + j, i) for the lexiographi order. That is, p lies
as high as possible on the leftmost diagonal of slope −1. However, if there
is at least one free vertex (that is, a vertex of V ′ = V \ (A ∪ B) having no
neighbour in V ′) on the next diagonal i+ j = i0+ j0 +1, then we hoose one
of them as the pivot: the only hild of Σ(A,B) is then the empty set.
(2) If the tentative pivot has several neighbours in V ′ = V \ (A∪B), then it has
exatly two neighbours in V ′, namely its North and East neighbours. Indeed,
the other two neighbours are smaller than p for the lexiographi order, and
thus belong to A ∪B. Take v, the splitting vertex, to be the East neighbour
of p.
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These onventions are illustrated by an example in Figure 6. As before, the elements
of A and B are indiated by • and ◦ respetively. Rather than labeling the verties
of the graph and the edges of the tree, we have indiated the tentative pivots by ∗,
and the splitting verties by △.
*
*
*
*
*
R˜(M,N − 3)
∅
Figure 6. The top of the tree desribing the mathing of Σ(R(8, 6)).
We are going to prove by indution on N and M the following properties, valid
both for the graphs R(M,N) and R˜(M,N):
(A) if M ≡3 1 or N ≡3 1, then there is no unmathed element in Σ,
(B) otherwise, there is a unique unmathed element, of ardinality mn (and thus
dimension mn− 1).
By Proposition 5, the mathings we obtain are Morse. Hene Theorem 6 follows from
Properties (A) and (B) using Corollary 2. Let us now prove these properties. We
rst study small values of N .
(1) If N = 1, the graph is formed of isolated points. Hene the mathing
M(∅, ∅, p) performed at the root of the tree is a perfet mathing. Prop-
erty (A) follows.
(2) For N = 2, we leave it to the reader to hek (A) and (B) for M = 1, 2, 3,
both for the graphs R(M,N) and R˜(M,N). We then proeed by indution
on M , for M ≥ 4.
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(a) For the graph R(M, 2), the root is a mathing site, and its unique hild
is Σ(A,B) with A = {(1, 0)} and B = {(0, 0), (1,−1)}. The graph
obtained by deleting the verties of A∪B is (a translate of) R˜(M−3, 2).
This shows that every unmathed element of Σ(R(M, 2)) is obtained by
adding the vertex (1, 0) to (a translate of) an unmathed element of
Σ(R˜(M − 3, 2)). The result then follows by indution on M .
(b) For the graph R˜(M, 2), the root is a splitting site. Its right hild is
perfetly mathed using the free pivot (1, 1), and has the empty set as
its unique hild. The left hild of the root is partially mathed using
the pivot (1, 0). The unmathed elements are those of Σ(A,B), with
A = {(1, 1)} and B = {(1, 0), (2, 0)}. The graph obtained by deleting
the verties of A ∪ B is (a translate of) R(M − 3, 2). This shows that
every unmathed element of Σ(R˜(M, 2)) is obtained by adding the vertex
(1, 1) to (a translate of) an unmathed element of Σ(R(M − 3, 2)). The
result then follows by indution on M .
The study of the ase N = 2 leads us to introdue a notation that will be useful
in our forthoming indutions.
Notation 1. Let V be a subset of verties of the square grid, and assume that there
exist i, j ∈ Z suh that V is the disjoint union V = V1 ⊎ (V2 + (i, j)) (where V2 +
(i, j) = {v+(i, j) : v ∈ V2}). Let X1 and X2 be two olletions of sets on the ground
sets V1 and V2, respetively. Then Y := {I1 ⊎ (I2 + (i, j)) : I1 ∈ X1, I2 ∈ X2} is a
olletion of sets on the ground set V . We use the notation Y ∼= X1 ∗X2 to denote
that the elements of Y are formed by the onatenation of an element of X1 with (the
translate of) an element of X2. In partiular, |Y | = |X1||X2|.
For instane, if U(M,N) (resp. U˜(M,N)) denotes the set of unmathed elements
in Σ(R(M,N)) (resp. Σ(R˜(M,N))), the above observations an be summarized by
U(M, 2) ∼= U(3, 2) ∗ U˜(M − 3, 2) and U˜(M, 2) ∼= U˜(3, 2) ∗ U(M − 3, 2).
We now return to our indution.
(3) The ase N = 3 is very similar to the ase N = 2. One rst heks that the
result holds for M = 1, 2, 3, both for the graphs R(M,N) and R˜(M,N). For
M ≥ 4, the result is proved by indution on M , after observing that
U(M, 3) ∼= U(3, 3) ∗ U˜(M − 3, 3) and U˜(M, 3) ∼= U˜(3, 3) ∗ U(M − 3, 3).
The following three observations will be useful in the rest of the proof. Firstly,
the tentative pivot is never taken in the third diagonal of slope −1. Seondly,
when it is taken in the seond diagonal, it is a free pivot. Finally, when the
mathing tree has a non-empty leaf Σ(A,B) (that is, when M 6≡3 1), all
verties on the third diagonal belong to B.
(4) Now, let N ≥ 4. The key observation is that the top of the mathing tree
oinides, as far as the presribed verties, pivots and splitting sites are on-
erned, with the mathing tree obtained for N = 3. This is illustrated in
Figure 6, and holds as long as the pivots are taken in the rst two diago-
nals. One these pivots have been exhausted, we are left with (at most) one
non-empty unmathed set Σ(A,B), whose presribed verties are those of
U(M, 3) (if we work with R(M,N)), or U˜(M, 3) (if we work with R˜(M,N)).
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Moreover, the tree rooted at the vertex Σ(A,B) is isomorphi to the mathing
tree of R˜(M,N − 3) (resp. R(M,N − 3)). This leads to
U(M,N) ∼= U(M, 3) ∗ U˜(M,N − 3),
U˜(M,N) ∼= U˜(M, 3) ∗ U(M,N − 3)
when for M ≡3 1 both U(M, 3) and U˜(M, 3) are empty. Properties (A) and
(B) easily follow.
4. Retangles with ylindri boundary onditions
We now study a ylindri version of the graphs R(M,N), obtained by wrapping
these graphs on a ylinder. For M,N ≥ 0 and M even, we onsider the graph
Rc(M,N) obtained from R(M + 1, N) by identifying the verties (i, i) and (M/2 +
i,−M/2 + i), for 0 ≤ i ≤ ⌊N−12 ⌋. Observe that the retangles R˜(M,N) of Figure 5,
when wrapped in a natural way around a ylinder, yield the same family of graphs.
We denote by ZcR(M,N) the alternating number of independent sets on the graph
Rc(M,N).
Theorem 7. Let M,N ≥ 1, with M even. Denote m = ⌊M+13 ⌋ and n = ⌈N/3⌉.
• If N ≡3 1, then Σ(R
c(M,N)) is ontratible and ZcR(M,N) = 0.
• Otherwise,
 If M ≡3 0, then Σ(R
c(M,N)) is homotopy equivalent to a wedge of 2n
spheres of dimension mn− 1, and ZcR(M,N) = 2
n
.
 If M ≡3 1 or 2 then Σ(R
c(M,N)) is homotopy equivalent to a single
sphere of dimension mn− 1, and ZcR(M,N) = (−1)
n
.
Proof. We dene a mathing of Σ ≡ Σ(Rc(M,N)) by adopting the same hoie of
tentative pivots and splitting verties as in the proof of Theorem 6.
We are going to prove by indution on N the following properties:
(A) if N ≡3 1, then there is no unmathed element in Σ,
(B) otherwise,
(B1) If M ≡3 0, there are 2
n
unmathed elements, eah of ardinality mn.
(B2) If M ≡3 1 or 2 there is a unique unmathed element, of ardinality mn.
The theorem then follows from Proposition 5 and Corollary 2. Properties (A) and
(B) are proved by indution on N .
(1) When N = 1, the graph is formed of isolated verties, and the rst pivot
already mathes Σ(Rc(M,N)) perfetly.
(2) When N = 2, the graph is a ring of 2M verties. Depending on the value
of M modulo 3, one nds two (if M ≡3 0) or one (if M ≡3 1, 2) unmathed
ell(s) of ardinality m. These results are easily obtained by onstruting the
whole mathing tree of the graph. We omit the details whih are very similar
to the proof of Theorem 6.
(3) The ase N = 3 is almost idential to N = 2, sine the pivot never appears
in the third diagonal (Figure 7). As in the ase of retangles with open
boundary onditions, for eah non-empty leaf Σ(A,B), all verties on the
rightmost diagonal belong to B. There are at most two suh leaves (exatly
two when M ≡3 0
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Rc(M,N − 3)
Rc(M,N − 3) Rc(M,N − 3)
Figure 7. The top of the mathing trees of Σ(Rc(6, 5)) and
Σ(Rc(8, 5)). This gure illustrates what happens for M ≡3 0 and
M ≡3 2. We leave it to the reader to pratie with the ase M ≡3 1.
(4) For N ≥ 4, the top of the tree oinides again with the mathing tree of
Rc(M, 3). One the pivots of the rst two diagonals have been exhausted,
the presribed verties are exatly those of the rst three diagonals. Denoting
by U c(M,N) the set of unmathed elements of Σ(Rc(M,N)), it follows that:
U c(M,N)) ∼= U c(M, 3) ∗ U c(M,N − 3).
Properties (A) and (B) easily follow by indution on N .
5. Parallelograms with open boundary onditions
For K,N ≥ 1, onsider now the subgraph P(K,N) of the square grid indued by
the verties (x, y) satisfying
0 ≤ y ≤ K − 1 and − y ≤ x ≤ −y +N − 1.
An example is shown on Figure 8. We denote by ZP(K,N) the alternating number
of independent sets on the graph P(K,N).
Theorem 8. Let K,N ≥ 1. Denote m = ⌈2K/3⌉.
• If K ≡3 1, then
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(0, 0)
Figure 8. The parallelogram graph P(4, 8).
 if N ≡3 1 then Σ(P(K,N)) is ontratible and ZP(K,N) = 0,
 otherwise, Σ(P(K,N)) is homotopy equivalent to a sphere of dimension
mn− 1, with n = ⌈N/3⌉, and ZP(K,N) = (−1)
n
.
• If K ≡3 2, write N = 2qK + r, with 0 ≤ r ≤ 2K − 1.
 If r ≡3 1, 2, then Σ(P(K,N)) is ontratible and ZP(K,N) = 0,
 otherwise Σ(P(K,N)) is homotopy equivalent to a sphere of dimension
mn− 1 with n = ⌈2K−12K ·
N
3 ⌉, and ZP(K,N) = 1.
• If K ≡3 0, write N = 2q(K + 1) + r with 0 ≤ r ≤ 2K + 1.
 If r ≡3 0 with r ≥ 1, or r ≡3 1 with r ≤ 2K, then Σ(P(K,N)) is
ontratible and ZP(K,N) = 0,
 otherwise, Σ(P(K,N)) is homotopy equivalent to a sphere of dimension
mn− 1 where n = ⌈2K+32K+2 ·
N
3 ⌉, and ZP(K,N) = 1.
Remark. We prove in Corollary 12 that for N ≡3 1 and K large enough, the al-
ternating number ZP(K,N ;C,D) of independent sets on the parallelogram P(K,N)
having presribed onditions C and D on the top and bottom row is 0, for all on-
gurations C and D. This is not in ontradition with the above theorem: for K
large enough, if K 6≡3 1, the quotient q appearing in the theorem is simply 0, so
that the ondition N ≡3 1 boils down to r ≡3 1, with r small ompared to K, and
ZP(K,N) = 0.
Proof. We onstrut a Morse mathing of the graph P(K,N) by applying the general
method of Setion 2. We then show that for all values of K and N , the mathing thus
obtained has at most one unmathed ell, of ardinality mn. As before, Corollary 2
ompletes the proof.
The results in the ase K ≡3 1 are reminisent of what we obtained for retangles
(Theorem 6). The rule for hoosing tentative pivots and splitting verties is the same
as before, and the proof follows the same priniples. We do not repeat the argument.
The other two ongruene lasses of K are more ompliated, and require a dier-
ent pivot hoie. Let us begin with the ase K ≡3 2. First, we partition the set of
verties of P(K,∞) into triangular subsets T1,T2, . . . dened by:
T2ℓ+1 = {(x, y) : 0 ≤ y < K, 2ℓK ≤ x+ y, x− y < 2ℓK + 1 },
T2ℓ = {(x, y) : 0 ≤ y < K, 2(ℓ− 1)K + 1 ≤ x− y, x+ y < 2ℓK }.
These triangles are shown in Figure 9 for K = 5.
We now desribe the pivot order. The pivots are rst taken in T1, then in T2
(one all verties of T1 are presribed), and so on. The pivot order for T1 is very
similar to what we have done previously. That is, we follow the diagonals of slope
−1 from upper left to lower right but with the restrition that we must stay within
the triangle. For T2 the pivot order is what we get when turning T1 upside down.
That is, we follow the diagonals of slope 1 from bottom left to top right.
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Figure 9. The onguration of presribed verties when the pivots
of T1 and T2 have been exhausted, for K = 5. This onguration o-
urs in the non-ontratible branh of the mathing tree. The pivots,
indiated by ∗ and numbered by pivot order, and the splitting verties
△, are empty. Eah time a partial mathing is performed, some new
presribed verties appear: they are joined by thik line.
Denote by Up(K,N) the set of unmathed elements of Σ(P(K,N)). We observe
(Figure 9) that, one all pivots in T1 and T2 have been exhausted, only one node
Σ(A,B) of the mathing tree is non-empty. The presribed verties of this node are
those of A ∪B = T1 ∪ T2. This gives, for N ≥ 2K:
Up(K,N)) ∼= Up(K, 2K) ∗ Up(K,N − 2K),
whih is the key for our indution on N . By onvention, P(K, 0) is the empty
graph, and its unique independent set is the empty set, so that |Up(K, 0)| = 1.
We also note that the unique unmathed element of Σ(P(K, 2K)) has ardinality
m(m− 1) = (2K + 2)(2K − 1)/9.
Upon iterating the above identity, we obtain, if N = 2qK + r,
Up(K,N)) ∼= Up(K, 2qK) ∗ Up(K, r),
where the only unmathed ell of Σ(P(K, 2qK)) has qm(m − 1) verties. It thus
remains to desribe what our mathing rule produes for the graphs P(K, r), for
0 ≤ r ≤ 2K − 1. The following properties are easily observed on the example of
Figure 9.
(1) If r ≡3 1, the rightmost vertex in the top row of P(K, r), whih belongs to the
triangle T1, beomes a free pivot at some stage of the mathing proedure, so
that |Up(K, r)| = 0.
(2) If r ≡3 2, the rightmost vertex in the top row of P(K, r) ∩ T2 beomes a free
pivot at some stage, so that again, |Up(K, r)| = 0.
(3) Finally, if r ≡3 0, we obtain a unique unmathed ell, of ardinality mr/3.
Putting together our reursion and the above results for P(K, r), we nd that the
only non-ontratible ases are when r ≡3 0. In this ase, there is only one unmathed
element in Σ(P(K,N)), of ardinality qm(m− 1) +mr/3. The result follows for the
ase K ≡3 2.
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Figure 10. The onguration of presribed verties when the pivots
of T1 and T2 have been exhausted, for K = 6.
Let us now adapt this to the nal ase K ≡3 0. The triangles that we used to
dene the pivot rule now beome trapezoids T1,T2, . . ., dened by:
T2ℓ+1 = {(x, y) : 0 ≤ y < K, 2ℓ(K + 1) ≤ x+ y, x− y < 2ℓ(K + 1) + 2 },
T2ℓ = {(x, y) : 0 ≤ y < K, 2(ℓ− 1)(K + 1) + 2 ≤ x− y, x+ y < 2ℓ(K + 1) }.
These trapezoids are shown in Figure 10 for K = 6. The pivots are then hosen
using the same rule as in the ase K ≡3 2. Again, one observes that when the
pivots of T1 and T2 have been exhausted, only one vertex Σ(A,B) of the mathing
tree is non-empty, and its presribed verties are those of T1 ∪ T2. This gives, for
N ≥ 2K + 2:
Up(K,N)) ∼= Up(K, 2K + 2) ∗ Up(K,N − 2K − 2).
Moreover, Σ(P(K, 2K + 2)) has a unique unmathed ell, of ardinality m(m + 1).
Let us write N = 2q(K + 1) + r, with 0 ≤ r ≤ 2K + 1. Iterating the above identity
gives
Up(K,N)) ∼= Up(K, 2q(K + 1)) ∗ Up(K, r),
where the only unmathed ell of Σ(P(K, 2q(K + 1))) has ardinality qm(m+ 1).
It remains to desribe what our mathing rule produes for the graphs P(K, r),
for 0 ≤ r ≤ 2K + 1. We refer again to Figure 10.
(1) If r ≡3 1, with r ≤ 2K, the rightmost vertex in the top row of P(K, r)
beomes a free pivot at some stage of the proedure, so that |Up(K, r)| = 0.
(2) If r = 2K + 1, there is a unique unmathed ell, with ardinality m(m+ 1)
(it oinides with the unmathed ell obtained for P(K, 2K + 2)).
(3) If r ≡3 0 with r > 0, the rightmost vertex in the top row of P(K, r) ∩ T2
beomes a free pivot at some stage of the mathing proedure, so that again,
|Up(K, r)| = 0.
(4) If r = 0, we have the empty graph, with the empty set as unique (and
unmathed) independent set.
(5) Finally, if r ≡3 2, we obtain a unique unmathed ell, of ardinality m(r +
1)/3.
Putting together our reursion and the above results for P(K, r), we nd that the only
non-ontratible ases are when r = 0, r = 2K + 1 and r ≡3 2. In these ases, there
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is only one unmathed element in Σ(P(K,N)), of ardinality qm(m+ 1) +m⌈r/3⌉.
The result follows for the ase K ≡3 0.
Remark. The parallelogram P(K,N) gives rise to two distint families of shapes
with ylindri boundary onditions:
• Gluing the two diagonal borders of P(K,N + 1) by identifying the points
(−i, i) and (−i+N, i) for 0 ≤ i ≤ K − 1 gives the usual ylinder Z/NZ ×
{0, 1, . . . ,K − 1}. It is onjetured in [8℄ that for odd N the orresponding
alternating number of independent sets is 1, exept for the ase N ≡6 3,K ≡3
1 when it is onjetured to be −2.
• Gluing the two horizontal borders of P(K + 1, N) by identifying the points
(i, 0) and (i−K,K) for 0 ≤ i ≤ N −1 gives Rc(2K,N), the ylindri version
of the retangle whih we studied in Setion 4.
6. Transfer matries
6.1. Generalities
We develop here a general (and very lassial) transfer matrix framework whih
we will instantiate later to the enumeration of independent sets on various subgraphs
of the square lattie. See [11, Ch. 4℄ for generalities on transfer matries.
Let r ≥ 1, and let S be a olletion of subsets in J1, rK := {1, 2, . . . , r}, of ardinality
d. Let T be a square matrix of size d, with omplex oeients, whose rows and
olumns are indexed by the elements of S. The entry of T lying in row C and
olumn D is denoted T(C,D). Call onguration of length n any sequene I =
(C0, C1, . . . , Cn) of subsets of S. We say that C0 and Cn are the borders of I. The
weight of I is
w(I) =
n−1∏
i=0
T(Ci, Ci+1).
A yli onguration of length n is a onguration I = (C0, C1, . . . , Cn−1, Cn) suh
that C0 = Cn. Observe that for all C ∈ S, I = (C) is a yli onguration of length
0, so that there are exatly d suh ongurations.
Let t be an indeterminate. It is well-known, and easy to prove, that the length
generating funtion of ongurations with presribed borders C and D, weighted as
above, is
GC,D(t) :=
∑
n≥0
∑
I=(C,C1,...,Cn−1,D)
tnw(I) = (1− tT)−1(C,D). (3)
From this, one derives that the length generating funtion of yli ongurations is
the trae of (1− tT)−1:
Gc(t) :=
∑
C
GC,C(t) = tr(1− tT)
−1.
In what follows, we will be interested in deriving eigenvalues of the transfer matrix
T from the generating funtions GC,D(t) and Gc(t). This is motivated by the on-
jetures of Fendley et al. on the spetra of various transfer matries related to the
enumeration of independent sets [3℄. One rst observation is that nding the whole
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spetrum (λ1, . . . , λd) of the transfer matrix is equivalent to nding the generating
funtion of yli ongurations: indeed,
Gc(t) = tr(1− tT)−1 =
∑
n≥0
tntr(Tn) =
∑
n≥0
tn(λn1 + · · · + λ
n
d ) =
d∑
i=1
1
1− λit
. (4)
From (3), (4), and the lassial formula giving the inverse of a matrix in terms of its
determinant and its omatrix, one onludes that
• For every pair C,D, the reiproals of the poles of GC,D(t) are eigenvalues of
T,
• Conversely, the set of non-zero eigenvalues of T oinides with the set of
reiproals of poles of the series GC,C(t), for C running over S.
In other words: ounting ongurations with yli boundary onditions gives the
whole spetrum; at least partial information an be derived from the enumeration of
ongurations with open boundary onditions.
This general framework will be speialized below to the ase where the sets C and
D desribe hard-partile ongurations (a.k.a. independent sets) on ertain layers
on the square lattie. The weights T(C,D) will be designed in suh a way the weight
of a onguration I is 0 if I is not an independent set, and (−1)|I| otherwise. We
have shematized in Figure 11 the various transfer matrix we onsider. They will be
dened preisely in the text.
1 2
3 4 5 6 7
1 2 3 4
5 6 7
1 2
3 4 5 6 7
1 2
3
4
5 6
7
1
1
2
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3
3
4
4
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4
3
2
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3
4
5
2
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2
2
3
3
4
4
5
5
1
1
2
2
3
3
4
4
5
5
1
1
P9
Figure 11. How the various transfer matries at.
6.2. Two omplete spetra
In this setion, we ombine the above generalities with the results obtained in
Setion 4 for the alternating number of independent sets on the ylinders Rc(M,N).
As these ylinders an be generated from two types of transfer matries (alled RN
and LN in Figure 11), we obtain the omplete spetra of these two families of transfer
matries. All the non-zero eigenvalues are found to be roots of unity.
We begin with a transfer matrix PN that desribes the independent sets of
the 2-diagonal graph R(2, N). The rows of PN are indexed by subsets C of
{1, 2, . . . , ⌈N/2⌉}, its olumns are indexed by subsets D of {1, 2, . . . , ⌊N/2⌋}, and
PN (C,D) =
{
i|C|+|D| if C ∩D = C ∩ (D + 1) = ∅,
0 otherwise.
(5)
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The notation D + 1 means {i + 1 : i ∈ D}. Observe that PN is not a square matrix
if N is odd1. However, if P¯N denotes the transpose of PN , then RN := PN P¯N
is the (square) transfer matrix orresponding to the graph R(3, N): for C,D ⊆
{1, . . . , ⌈N/2⌉},
RN (C,D) =
∑
E⊆{1,...,⌊N/2⌋}
PN (C,E)P¯N (E,D) = i
|C|+|D|
∑
E:I=(C,E,D) ind.set
(−1)|E|
is, up to the fator i|C|+|D|, the alternating number of independent sets I of R(N, 3),
with top and bottom borders C and D respetively. The oeients of this matrix
have atually a simpler expression. Indeed, the onguration (C,E,D) is an inde-
pendent set if and only if E is in the omplement of C ∪ D ∪ (C − 1) ∪ (D − 1).
Hene the sum of terms (−1)|E| is 0 unless this omplement is empty. That is, for
C,D ⊆ {1, 2, . . . , ⌈N/2⌉},
RN (C,D) =
{
i|C|+|D| if {1, 2, . . . , ⌊N/2⌋} = C ∪D ∪ (C − 1) ∪ (D − 1),
0 otherwise.
(6)
From (5), one derives that the entry (C,C) in the produt RkN = (PN P¯N )
k
is the al-
ternating number of independent sets on the ylinder Rc(2k,N) studied in Setion 4,
with border ondition C on the rst diagonal. By Setion 6.1, these numbers are
related to the spetrum (λ1, . . . , λd) of the transfer matrix RN . More preisely, (4)
gives:
Gc(t) = d+
∑
k≥1
ZcR(2k,N)t
k =
d∑
i=1
1
1− λit
, (7)
where the numbers ZcR(2k,N) are given in Theorem 7 and d = 2
⌈N/2⌉
.
Theorem 9. Let N ≥ 1. The transfer matrix RN dened by (6) has size 2⌈N/2⌉.
If N ≡3 1, then RN is nilpotent (all its eigenvalues are 0). Otherwise, RN has
eigenvalues:
• 0 with multipliity 2⌈N/2⌉ − 2n,
• 1 with multipliity (2n + 2(−1)n)/3,
• j and j2 with multipliity (2n − (−1)n)/3,
where j = e2iπ/3 and n = ⌈N/3⌉.
Proof. We start from the identity
Gc(t) = d+
∑
k≥1
ZcR(2k,N)t
k = tr(1− tRN )
−1 =
d∑
i=1
1
1− λit
.
This allows us to read o the eigenvalues diretly from the generating funtion of the
numbers ZcR(2k,N), given by Theorem 7.
When N ≡3 1, G
c(t) = d and so all the eigenvalues of RN are zero. Otherwise,
Gc(t) = d+ 2n
t3
1− t3
+ (−1)n
t+ t2
1− t3
,
and the result follows by a partial fration expansion.
1
When N is even, the matrix PN also desribes the independent sets of the parallelogram
P(N/2, 2), as illustrated in Figure 11. Aordingly, its powers will be used later to ount inde-
pendent sets on the parallelograms P(N/2, ·).
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In the ase N ≡3 1, the above theorem gives an unexpeted strengthening of
Theorem 6. This observation was ommuniated to us by Alan Sokal, meri à lui !
Corollary 10. Let N ≡3 1. For M > 2
1+⌈N/2⌉
, the alternating number
ZR(M,N ;C,D) of independent sets on the retangle R(M,N) having presribed on-
ditions C and D on the two extreme diagonals of slope 1 is 0, for all ongurations
C and D.
Proof. First assume that M = 2m + 1, so that m ≥ 2⌈N/2⌉. By the above theorem
and the Cayley-Hamilton theorem, the mth power of RN vanishes. Thus by (3), the
series GC,D(t) is a polynomial in t of degree at most 2
⌈N/2⌉ − 1. But the oeient
of tm in this series is preisely ZR(2m+ 1, N ;C,D).
Similarly, if M = 2m + 2 with m ≥ 2⌈N/2⌉, the number ZR(M,N ;C,D) is the
entry (C,D) in the matrix RmNPN , whih vanishes.
As observed at the end of Setion 5, the ylindri shape Rc(2k,N) an also be
obtained by wrapping the parallelogram P(k + 1, N) on a ylinder, identifying the
top and bottom (horizontal) layers. Consequently, the results of Theorem 7 also
give the spetrum of another transfer matrix, denoted LN , whih desribes how to
onstrut the shapes P(·, N) layer by layer (Figure 11). The rows and olumns of
LN are indexed by independent sets of the segment P(1, N). Thus the size of LN is
the Fibonai number FN+1, with F0 = F1 = 1 and FN+1 = FN + FN−1, and if C
and D are independent sets of P(1, N),
LN (C,D) =
{
i|C|+|D| if C ∩ (D + 1) = ∅,
0 otherwise.
(8)
The generalities of Setion 6.1 imply that the spetrum (µ1, . . . , µd) of LN satises
FN+1 +
∑
k≥1
ZcR(2k,N)t
k =
FN+1∑
i=1
1
1− µit
.
Comparing with (7) shows that the spetra of LN and RN oinide, apart from the
multipliity of the null eigenvalue.
Theorem 11. Let N ≥ 1. The transfer matrix LN dened by (8) has size FN+1. If
N ≡3 1, then LN is nilpotent. Otherwise, LN has eigenvalues:
• 0 with multipliity FN+1 − 2
n
,
• 1 with multipliity (2n + 2(−1)n)/3,
• j and j2 with multipliity (2n − (−1)n)/3,
where j = e2iπ/3 and n = ⌈N/3⌉.
As for the matrix RN , the nilpotent ase N ≡3 1 gives the following orollary,
whih has to be ompared to Theorem 8.
Corollary 12. Let N ≡3 1. Then, for K > FN+1, the alternating number
ZP(K,N ;C,D) of independent sets on the parallelogram P(K,N) having presribed
onditions C and D on the top and bottom row is 0, for all ongurations C and D.
Proof. The number ZP(K,N ;C,D) is the entry (C,D) in the (K−1)th power of the
transfer matrix LN . But this power vanishes by the Cayley-Hamilton theorem.
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6.3. Partial results on two other spetra
We fous in this setion on two transfer matries that generate the usual ylinder
C(K,N) := {0, 1, . . . ,K−1}×Z/NZ. This ylinder an be obtained by identifying the
diagonal borders of the parallelogram P(K,N +1). Alternatively, it an be obtained
by wrapping the ordinary K × (N +1) retangle {0, 1, . . . ,K − 1}×{0, 1, . . . , N} on
a ylinder, identifying the verties (i, 0) and (i,N). Underlying the rst onstrution
are the matries P2K dened at the beginning of Setion 6.2 (see (5) and Figure 11).
Underlying the seond onstrution is the transfer matrix OK that desribes how
to onstrut the ordinary retangles of width K. This matrix has size FK+1, the
(K + 1)st Fibonai number, and its rows and olumns are indexed by independent
sets of the K point segment. If C and D are two of these independent sets,
OK(C,D) =
{
i|C|+|D| if C ∩D = ∅,
0 otherwise.
(9)
The similarity with the denition (8) of the matrix LN is striking, but the spetrum
of OK is denitely more omplex than that of LN . It is onjetured in [3℄ that all
the eigenvalues of OK are roots of unity.
Let ZC(K,N) denote the alternating number of independent sets on the ylinder
C(K,N). From the generalities of Setion 6.1, we have:∑
N≥1
ZC(K,N)t
N = tr(1− tP2K)
−1 − 2K = tr(1− tOK)
−1 − FK+1.
That is, the spetra of the matries P2K and OK oinide, apart from the multipliity
of the null eigenvalue.
Alas, we do not know what the numbers ZC(K,N) are. However, remember from
Setion 6.1 that enumerative results on ongurations with open boundary onditions
provide partial informations on the spetrum of the transfer matrix. Here, we exploit
the results of Setion 5 on parallelograms to obtain some information on the spetrum
of P2K (and thus of OK).
For all C,D ⊆ {1, . . . ,K}, let ZP (K,N ;C,D) be the alternating number of inde-
pendent sets of the parallelogram P(K,N) having borders C and D respetively on
the leftmost and rightmost diagonal. Then (3) gives:
GC,D(t) = (1− tP2K)−1(C,D) = δC,D + (−i)
|C|+|D|
∑
I=(C,C1,...,Cn−1,D),n≥1
(−1)|I|tn
= δC,D + (−i)
|C|+|D|
∑
N≥1
ZP(K,N + 1;C,D)t
N .
(10)
Note that in the rst formula, the weight (−i)|C|+|D|(−1)|I| results in a weight i for
eah vertex of the extreme diagonals, as it should. Sine the numbers ZP(K,N +
2; ∅, ∅) oinide with the numbers ZP(K,N) given in Theorem 8, this allows us to
nd some eigenvalues of P2K and OK . We indiate in the next setion how our pivot
priniple an be extended to ount independent sets with presribed borders, so as
to determine more series GC,D and thus more eigenvalues of the matrix OK .
Proposition 13. The transfer matrix OK dened by (9) satises the following prop-
erties.
• If K ≡3 1, then e
iπ/3
and e−iπ/3 are eigenvalues of OK .
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• If K ≡3 2, then all the 2Kth roots of unity, exept maybe −1, are eigenvalues
of OK .
• If K ≡3 0, then all the (2K +2)th roots of unity, exept maybe −1 and, if K
is odd, ±i, are eigenvalues of OK .
Proof. Instantiating (10) to C = D = ∅ gives
G∅,∅(t) = (1− tP2K)
−1(∅, ∅) = 1 +
∑
N≥0
ZP(K,N)t
N+1,
with ZP(K, 0) = 1. Reall that the reiproals of the poles of this series are eigen-
values of OK and P2K . The numbers ZP(K,N) are given in Theorem 8. If K ≡3 1,
G∅,∅ = 1 + t+
∑
n≥1
(−1)n
(
t3n + t3n+1
)
=
1
1− t+ t2
. (11)
If K ≡3 2,
G∅,∅ = 1 +
∑
q≥0
(2K−1)/3∑
p=0
t2qK+3p+1 = 1 +
t
1− t2K
1− t2K+2
1− t3
.
Note that (1− t2K+2)/(1 − t3) is a polynomial, and that the only root this polynomial
shares with 1− t2K is −1.
Finally, if K ≡3 0,
G∅,∅ = 1 +
∑
q≥0
t2q(K+1)+1 +
∑
q≥0
t2q(K+1)+2K+2 +
∑
q≥0
2K/3−1∑
p=0
t2q(K+1)+3p+3
=
1
1− t2K+2
(
1 + t+ t3
1− t2K
1− t3
)
.
Note that (1 + t + t3 (1− t2K)/(1 − t3)) is a polynomial. The roots it shares with
(1− t2K+2) are −1, and, if K is odd, ±i.
7. Final omments and perspetives
7.1. Other quadrangles
A natural generalization of the retangles and parallelograms studied in Setions 3
and 5 is the subgraph G(M,N) of the square lattie indued by the points (x, y)
satisfying
ay ≤ x ≤ ay +M − 1 and − bx ≤ y ≤ −bx+N − 1,
for given values of a and b. We have solved above the ases (a, b) = (1, 1) and
(a, b) = (−1, 0). In partiular, we have proved that in both ases, the alternating
number of independent sets is always 0 or ±1. What about other values of a and
b? The ase (a, b) = (0, 0), whih desribes ordinary retangles, shows that the
simpliity of our results annot be extended to all pairs (a, b). Indeed, even though
the eigenvalues of the transfer matrix OK are onjetured to be roots of unity, the
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alternating number Z(K,N) of independent sets on a K×N retangle does not show
any obvious pattern. For instane, for K = 4,
∑
N≥0
Z(4, N)tN =
1 + t4
(1− t2) (1 + t3)
= 1 + t2 − t3 + 2 t4 − t5 + 3 t6 − 2 t7 + 3 t8 − 3 t9 + 4 t10 +O
(
t11
)
.
In partiular, Z(4, N) ∼ (−1)NN/3 as N goes to innity.
In ontrast, reall that it is onjetured that for an ordinary retangle with yli
boundary onditions, the alternating number ZC(K,N) is 1 or −2 when N is odd [8℄.
(0, 0)
Figure 12. The graph G(14, 17) obtained for a = b = 2.
Still, the simpliity of the results obtained for retangles and parallelograms ex-
tends to other quadrangles. For instane, if a = b = 2, a pivot rule similar to the
one used in the proof of Theorem 6 (the tentative pivot lies as high as possible on
the leftmost line of slope −2) produes the following results, where the alternating
number of independent sets is denoted ZG(M,N). The proof is left to the reader.
Theorem 14. Let M,N ≥ 1. Denote m = ⌈M/5⌉ and n = ⌈N/5⌉.
• If M ≡5 0 and N 6= 3, or if M ≡5 1, or if N ≡5 1, 2, then Σ(G(M,N)) is
ontratible and ZG(M,N) = 0.
• Otherwise, Σ(G(M,N)) is homotopy equivalent to a sphere of dimensionmn−
1, and ZG(M,N) = (−1)
mn
.
It would be worth investigating whih values of a and b produe similar results.
7.2. Transfer matries
We have determined in Proposition 13 some of the eigenvalues of the hard trans-
fer matrix OK . Reall that all its eigenvalues are onjetured to be roots of unity.
We give below the value of the harateristi polynomial P (K) of the matrix O(K),
for 1 ≤ K ≤ 10, and split this polynomial into the part that is explained by Propo-
sition 13, and the (bigger and bigger) part that is left unexplained. These data have
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been obtained with the help of Maple.
P (1) =
1 + t3
1 + t
· 1,
P (2) =
1− t4
1 + t
· 1,
P (3) =
1− t8
(1 + t)(1 + t2)
· 1,
P (4) =
1 + t3
1 + t
· (1− t2)(1− t4),
P (5) =
1− t10
1 + t
· (1 + t4),
P (6) =
1− t14
1 + t
· (1− t4)2,
P (7) =
1 + t3
1 + t
·
(1 + t4)(1− t12)(1− t18)
1 + t2
,
P (8) =
1− t16
1 + t
· (1− t2)(1− t4)2(1 + t8)(1 − t22),
P (9) =
1− t20
(1 + t)(1 + t2)
·
(1 + t4)(1− t14)(1 + t10)(1− t20)(1 − t26)
1− t2
,
P (10) =
1 + t3
1 + t
·
(1− t4)2(1− t18)2(1− t24)3(1− t30)
1 + t4
.
By Setion 6.1, we know that eah missing fator ours in at least one of the se-
ries GC,C(t) ounting independent sets of the parallelogram P(K, ·) with presribed
border C on extreme diagonals. Conversely, any series GC,D(t) may provide some of
these missing fators (see (3)). Hene the following question: an our pivot approah
be reyled to ompute some of these series, and do we obtain new eigenvalues in
this way?
For C,D ⊆ J1,KK, denote by ZP(K,N ;C,D) the alternating number of indepen-
dent sets of P(K,N) having border onditions C and D, respetively, on the rst
(last) diagonal. (This notation was already introdued in Setion 6.3.) Reall in
partiular the onnetion (10) between these numbers and the series GC,D(t).
2
3
*
*
*
Figure 13. The pivot rule applied to P(4, N), with rst diagonal
{2, 3} and seond diagonal {4}.
Take K = 4 and C = {2, 3}. If the onguration is C on the rst diagonal, then,
in the seond diagonal, only the vertex labeled 4 may belong to an independent set.
This gives
ZP (4, N ; {2, 3},D) = ZP(4, N − 1; ∅,D) + ZP(4, N − 1; {4},D)
= ZP(4, N − 1; ∅,D) + ZP(4, N − 4; {2, 3},D).
(12)
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The seond identity is obtained by applying the pivot rule of Setion 3 to the inde-
pendent sets ounted by ZP(4, N−1; {4},D) (Figure 13). The above identity is valid
for N ≥ 7. We rst speialize it to D = ∅, and work out what happens for small
values of N . Upon summing over N , we obtain
GC,∅(t) = −
t
1− t4
(
G∅,∅(t)− t
)
= −
t
(1 + t)(1− t+ t2)
.
(We have used (11) for the value of G∅,∅.) We then speialize (12) to D = C = {2, 3}.
After working out what happens for small values of N , we obtain
GC,C(t) =
1− tG∅,C(t)
1− t4
=
1 + t2 + t3
(1 + t)(1− t4)(1− t+ t2)
,
whih now explains the missing fators (1 + t)(1− t4) in P (4).
ForK = 5, we obtain similarly the missing fator 1+t4 by onsidering the numbers
ZP(K,N ;C,D), with C = {3, 4}. Indeed, after a disussion about the vertex labeled
5 in the seond diagonal and a few appliations of the pivot rule, one nds
ZP(K,N ; {3, 4},D) = ZP(K,N − 4; ∅,D) − ZP(K,N − 4; {3, 4},D),
from whih we derive
GC,C(t) =
1
(1− t5)(1 + t4)
.
This gives the missing fator (1 + t4).
It would be interesting to know how far one an go with this approah. That is, an
we determine all series GC,C in this way? This would allow us to ount independent
sets on the ordinary ylinder, and thus to nd all eigenvalues of the matrix OK .
Note that the largest ylotomi fator that ours in the polynomial P (K) seems
to be Φ4K−10.
Remark added to the paper (07/03/2007): Sonja Cuki and Alexander En-
gström reently pointed out to us that the following lemma [2, Lemma 2.4℄ an be
used to derive some of our topologial results.
Lemma 15. Let v,w be verties in a graph G. If N(v) ⊆ N(w) then Σ(G) ollapses
onto Σ(G− w).
Indeed, one an math all independent sets ontaining w by adding or removing
the vertex v.
For example, for the retangles of Theorem 6, one an eliminate the verties in
every third diagonal by a repeated appliation of Lemma 15. This leaves a graph
formed of several paths. One an then eliminate every third vertex in eah of these
paths. The remaining graph is a disjoint union of edges, and, if M ≡3 1 or N ≡3 1,
also isolated verties. Thus Σ(R(M,N)) ollapses onto an otahedral sphere (an
mn-fold join of two points) or to the join of an otahedral sphere with a simplex,
respetively. Theorem 6 follows.
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