The lasso is one of the most commonly used methods for high-dimensional regression, but can be unstable and lacks satisfactory asymptotic properties for variable selection. We propose to use weighted lasso with integrated relevant external information on the covariates to guide the selection towards more stable results. Weighting the penalties with external information gives each regression coefficient a covariate specific amount of penalization and can improve upon standard methods that do not use such information by borrowing knowledge from the external material. The method is applied to two cancer data sets, with gene expressions as covariates. We find interesting gene signatures, which we are able to validate. We discuss various ideas on how the weights should be defined and illustrate how different types of investigations can utilize our method exploiting different sources of external data. Through simulations, we show that our method outperforms the lasso and the adaptive lasso when the external information is from relevant to partly relevant, in terms of both variable selection and prediction.
Introduction
High throughput technologies in molecular biology allow to collect simultaneous information about thousands of individual characteristics, such as gene expressions, SNPs or proteins. Current genome wide association studies are easily based on a million SNPs per sample (Donnelly, 2008) . The weak aspect of such studies is the insufficiently large sample size; studies today typically include around a hundred, sometimes a few thousand, individuals. The aims of genome wide studies can be several, for example to generate reliable classification or prediction rules for an outcome, say some time to event, based on a selection of genetic covariates. Such biomarkers can be used to predict outcome for future patients with the same medical conditions. Also, the selection per se of such covariates associated with the outcome, is of great interest, as it generates hypotheses for causal mechanisms. This situation leads to regression models (linear, logistic, Cox or others) where the number of covariates p by far exceeds the number of observations n, p >> n. Under such conditions, standard statistical theory breaks down.
The recent statistical literature is rich of exciting ideas and methods for handling such ultra high-dimensional models. Among the most popular are various penalization approaches, including the lasso (Tibshirani, 1996) and its many variations (Yuan and Lin, 2006 , Zou, 2006 , van de Geer et al., 2010 , Meinshausen, 2007 , the Dantzig (Candés and Tao, 2007) , the SCAD (Fan and Li, 2001) , the elastic net (Zou and Hastie, 2005) and SIS (Fan and Lv, 2008) . Efficient algorithms are now available for most of these methods, and theoretical studies have established that under various types of sparsity assumptions and regularity conditions on the design, many of these reach asymptotically reliable results, in terms of both prediction and variable selection. However, many problems remain in practice. Va r i a b l e selection is highly unstable (Ein-Dor et al., 2005 , Michiels et al., 2005 , Meinshausen and Bühlmann, 2010 , prediction rules are difficult to validate on new data (Chanock et al., 2007 , McCarthy et al., 2008 , known biological factors are not selected (Ioannidis, 2007) . Low signal to noise ratios, technical noise in the covariates, inhomogeneous sample populations, and unmeasured confounders, are among the reasons for such difficulties.
In order to improve, strengthen and guide penalization based results, it is possible to incorporate more knowledge into the inferential exercise. In many situations, there is unexploited additional information available about which covariates are more likely to explain the outcome. For example, when the aim is to predict survival based on gene expressions, other genetic measurements for the same individuals might be available, like SNPs or copy number alterations. In cancer diseases, one can for instance expect that genes with increased copy number play a role in tumor progression and therefore are more likely to affect patient survival (Albert-son, 2006) . Moreover, lack of heritability of the baseline expression level of a gene (Morley et al., 2004) could be an indication that the gene is not involved in development of heritable diseases (Ferkingstad et al., 2008) . In this paper we exploit the availability of several sources of relevant information to modulate the level of penalization, thus guiding the variable selection procedure. We propose a framework for genewise penalization, where the penalty parameter varies for each covariate and is modulated by external weights reflecting the expected relevance of the covariate (gene) for the outcome. Through two-dimensional K-fold cross-validation the method is data driven and the data decide the relative strength of the external weights, also allowing for no weights in case the additional source of information would turn out not to be really informative.
Other recent methods use relevant extra knowledge in the inference as well. In group lasso (Yuan and Lin, 2006, Ma et al., 2007) , grouping of genes can be viewed as introducing additional information. Tai and Pan (2007) used prior grouping of genes in penalized classifiers and in penalized regression (Pan et al., 2010) . Slawski et al. (2010) use prior structural information on genes to guide an elastic net regression procedure, while Percival et al. (2010) assume that nonzero covariates cluster together and incorporate this as an additional constraint. The work of Charbonnier et al. (2010) is related to our approach in that they use the weighted lasso formulation to incorporate structural information in inference for regulation networks from temporal data. Genes are assumed to belong to typically two classes of connectivity and penalized differently according to class membership. Also Xie et al. (2007) divide genes into two classes based on gene expression data, and then shrink the test-statistics for genomic location data only for the genes belonging to one of the two classes, enhancing power and reducing false discoveries. None of these approaches make however use of an additional dataset as we do.
Our method is one way to perform data integration, maintaining a hierarchical structure of the information: external data enters the model not directly but only by acting on the penalization scheme. This avoids a further increase in the number of covariates but allows to combine several measurements on the same genes in the analysis. The method also allows to use external information to bias the search in specific directions. For example, one might be interested in selecting genes whose effect on the outcome is complementary to, and thereby masked by, other known factors (Nowak and Tibshirani, 2008) . The method can also be used to perform a joint analysis of independent datasets on the same disease, e.g. gene expressions measured on different patients in different labs. Ultimately, it is the appropriateness of the additional information that makes our approach advantageous. Bayesian interpretation of penalization schemes have been discussed Casella, 2008, Hans, 2009) , as the penalization structure represents a prior model on the regression parameters. While we focus on a pure penalized likelihood setting, our method can easily be seen in this context. Data integration can be implemented into Bayesian inference through hierarchical models.
Section 2 gives a brief introduction to the general penalized likelihood methods with special emphasis on the lasso and the weighted lasso. The new methodology designed to incorporate external information is presented in Section 3. In Section 4 we illustrate our method on two cancer datasets with gene expressions as covariates in a Cox and a logistic regression setting using gene copy numbers and literature annotations as external information. We investigate the behaviour of our approach on simulated data in Section 5 and close with a discussion in Section 6.
Penalized Likelihood and the Lasso
Suppose we have data (y i ,x i ), where y i is the response and x i = (x i1 ,...,x ip ) is the vector of p covariates, for i = 1,...,n. Assume that the covariates are standardized. When p > n, classical statistical methods fail as there are infinitely many solutions to the estimating equations. It is necessary to add constraints to select the interesting solutions. Often, there are biological reasons to assume sparsity, that is, only few of the p covariates are actually associated to the outcome. Shrinkage and/or variable selection is then performed by maximizing a penalized version of the loglikelihood,
with respect to the regression parameters β . Here l(β ) is the conditional (partial) log-likelihood of y i given covariates x i and J λ (|β j |) is a penalty function controlling model complexity Li, 2001, 2002) . The penalty function is constructed so that the regression coefficients are shrunk towards zero or set equal to zero, resulting in a sparse solution. Va r i o u s penalty functions J λ (|β j |) have been proposed, see Fan and Lv (2010) . Most common is to use a penalty of the form λ ∑ p j=1 |β j | r , where λ is the penalty parameter. The lasso corresponds to r = 1 and ridge regression (Hoerl and Kennard, 1970) to r = 2. Although the ideas presented in the following sections apply to other penalty functions as well, we concentrate on the lasso.
The lasso usually performs well for prediction, but for consistent variable selection the conditions on the design matrix are rather restrictive. These fail to be true for example in situations with strong correlations among covariates (van de Geer et al., 2010) . Furthermore, the lasso does not possess oracle properties (Fan and Li, 2001) . With oracle property we intend that the method can correctly select the nonzero coefficients with probability converging to one, and that the estimators for the nonzero coefficients are asymptotically unbiased and normally distributed.
The oracle property does not automatically imply optimal prediction performance, but for variable selection (finding the correct lists of genes) it is of course advantageous.
The lasso is sometimes presented as a special case of the weighted lasso (Zou, 2006 , van de Geer et al., 2010 , Grandvalet and Canu, 1998 , where the penalty parameter λ is generalized to p values λ j , such that each covariate is penalized individually, which could possibly improve the performance of the selection and estimation. We write λ j = λ w j for generic non-negative weights w j , so that
is maximized with respect to β . Note that by defining α j = w j β j , we can estimate the α j 's by standard lasso procedures substituting each entry in the data matrix with x ij /w j . Transforming back givesβ j =α j /w j .
Weighted Lasso with Data Integration
In the weighted lasso setting, the weights are used to modulate the strength of the penalty of each covariate, based on what information we have from additional data.
For a large value of w j the regression coefficient for variable j is subject to a larger penalty and therefore is less likely of being included in the model, and vice versa. Let the additional data be Z, where Z is either a m × p matrix or a vector z of length p. We typically have m = n, but this is not necessary. In the most general form, we allow weights which capture specific relations between the additional data Z, the response y and the covariates X. Define these weights as w j (y,X,Z). These weights should be nonnegative and could take various forms depending on the data and question at hand. In our analyses we have found it useful to define weights as
for some function η j , j = 1,...,p. Here q is a parameter controlling the shape of the weight function. We assume that η j increases in the expected relevance of the covariate. There are various possibilities for η j . For example, η j could depend only on elementwise external information z j , or on the relation between y and Z, or between X and Z. To have a concrete example in mind, let X be a matrix of gene expressions, Z a matrix of gene copy numbers, and y a vector of right-censored survival times. For this example we will consider two important types of weights:
W1 Spearman Correlation Coefficients
We exploit the information in the correlation between gene expression and copy number: genes showing high correlation between expression and copy number are considered as possible driving forces for cancer progression (Albertson, 2006) . We therefore use η j (x j ,z j ) =ρ j ifρ j > 0 and η j (x j ,z j ) = {minρ :ρ > 0} ifρ j ≤ 0. Hereρ is the vector of Spearman correlation coefficientsρ j . Negative correlations are adjusted to the smallest positive observed correlation, since gene expressions which are negatively correlated with gene copy number express more complex dynamics. We also adjust whenρ j = 0 to avoid division by zero in w j .
W2 Ridge Regression Coefficients
Here we wish to exploit the association of gene copy number with survival. Genes whose changes in copy number explain survival, should be given less penalty than others. Since a copy number alteration influences survival by first affecting the expression level, the genes within these aberrated regions are more likely to explain survival through their expression as well. A quantity that captures the influence of copy number on survival, should be appropriate. We find such a quantity by fitting a Cox-ridge regression model to the copy number data to obtain estimates for the ridge regression coefficients γ j . For gene j the weights are defined as η j (y,Z) = |γ j |, j = 1,...,p.
In (1), the penalty parameter λ controls the amount of shrinkage imposed on all the coefficients simultaneously, while the tuning parameter q in (2) controls the relative strength of the weights across all covariates. The q is real and positive and is not restricted to integers. In order to determine the pair of parameters (q,λ ) most suited, we do full K-fold cross-validation with optimization on a two-dimensional grid.
We have used the cross-validation criterion of Ve r w e i j and van Houwelingen (1993) and Bøvelstad et al. (2007) , but included the new parameter q so that the cross-validation criterion
is maximized leading to (ˆq,λ ). By including q = 0 in the grid, the procedure is allowed to choose the standard lasso in case the weights (or the additional data) are not informative. Note that if the weights depend on the relation between y and X, the weights have to be recalculated inside each cross-validation step, as in Kramer et al. (2009) .
Properties of the externally weighted lasso method will depend on the actual weights. Let β true k , k = 1,...,p be the true parameters in the regression model. The general weighted lasso is shown to possess oracle properties if for the active set A = {k : β true k = 0}, all weights w j , j ∈ A, are bounded, and all weights w j , j / ∈ A, go to infinity as p and n grow (adapted from Huang et al. (2006) ). Less strict conditions on the weights are possible, see Zou (2006) , Huang et al. (2008) and van de Geer et al. (2010) for the precise theory. These conditions should be kept in mind when constructing the external weights, aiming at weights that give large enough penalty to the non active set and small enough penalty to the active set. As the bias (shrinkage towards zero) increases with the penalty parameter, smaller weights for the active set should also ensure less bias in the estimation. In Section 5 we present finite sample simulations when the conditions on the weights are fulfilled to various controlled degrees.
Relation to the Adaptive Lasso
Our approach has similarities to the adaptive lasso (Zou, 2006 , Zhang and Lu, 2007 , Huang et al., 2008 , van de Geer et al., 2010 where they maximize
whereβ j 's are OLS estimates when p ≤ n (Zou, 2006) . When p > n, Huang et al. (2008) use estimated coefficients from p univariate regressions of each covariate on y. A recent version of the adaptive lasso (van de Geer et al., 2010) apply the results from a standard lasso run as theβ j 's. Hence the coefficients that were set to zero in a first lasso run, are left out in the second round, while the coefficients with largest β j receive the smallest penalty and hence smaller bias. This two step procedure is shown to possess oracle properties under certain conditions on the design matrix (van de Geer et al., 2010) and is employed in several recent papers, for example in Kramer et al. (2009) and Benner et al. (2010) . The adaptive lasso is an example of a weighted lasso. The difference with our approach is that in the adaptive lasso the weights are constructed from a preliminary analysis of the same data y and X.
In our approach there is data integration through the exploitation of additional data sets Z.
the response y is right-censored survival time or presence/absence of metastasis, respectively, calling for Cox proportional hazard and logistic versions of the weighted lasso. The additional data used for genewise weighting are: a matrix Z of array comparative genomic hybridization data (aCGH, gene copy numbers) for the cervix cancer analysis; a p-vector z of literature annotations from Pubgene (Jenssen et al., 2001) for the head and neck cancer analysis. Unless otherwise specified, we have applied the lasso implementation in the R package ÐÑÔ Ø (Park and Hastie, 2007) with 10-fold cross-validation, for all methods, in all analyses and simulations.
Example 1: Cervix Cancer Data
We have two datasets containing survival data for patients diagnosed with cervix cancer. Clinical information and details regarding the aCGH and gene expression experiments are presented in Lando et al. (2009) . The first set of data contains 102 patients. We have survival data and cDNA microarray gene expression data for n = 100 of these patients and aCGH data for 97 of them. Both measurements are available for 95 of the patients. The genomic data contain measurements for p = 7754 genes with unique gene identification. The aCGH data measure genetic gains and losses, which may cause changes in the gene expression levels. These may disturb the primary function of the genes and lead to highly aggressive disease and poor clinical outcome (Albertson, 2006) . With weighted lasso penalization we integrate the aCGH data as additional information on each gene, thus giving genes within aberrated regions a larger chance to be selected.
In addition we have a separate data set for validation of the prediction performance. The validation set is an independent data set containing survival data and gene expression measurements (but no aCGH measurements) of the same genes for 41 new patients. These gene expressions are obtained from Illumina gene expression beadarrays.
We considered two different weighting schemes of the form in Eq.(2). The quantity η j in Eq.(2) will be either W1: the correlation between the gene copy number and gene expression (Spearman correlation coefficients), or W2: the effect on survival of the gene copy numbers (estimated by ridge regression coefficients), as described in Section 3. The correlation coefficientsρ in W1 were calculated from the vectors x j and z j , j = 1,...,p, for the 95 patients where both measurements were available. The ridge coefficients in W2 were calculated from the 97 patients with copy number and survival data available. 
Results
The results are summarized in Figure 1 and 2 for W1 and W2 respectively. In Figure  1 (a) and 2(a) the optimal values of λ , λ * q = arg max λ CV (q,λ ), are plotted versus q. As q increases the optimal value of λ decreases, leaving more of the penalization to the weights. The cross-validation curve as a function of q for given λ * q is plotted in Figure 1 (b) and 2(b). Maximizing CV (q,λ ) over the two-dimensional grid gives the pair (ˆq,λ ), whereλ = λ * ˆq , is used to fit the final model. We found (ˆq,λ ) = (1.500,1.625) for W1, and (ˆq,λ ) = (2.750,0.003) for W2. In both situations, the cross-validation prefers to include the external information through the weighted penalties instead of fitting a standard lasso model (q = 0). finds only one gene (withλ = 25.030). With the adaptive lasso also this gene is discarded in the second run. Here we used lasso in the first step and recalculated the weights within each cross-validation fold.
From Figure 3 it is obvious that genes corresponding to large values of |η j |ˆq are promoted in the analysis. Note, however, that the selected genes not necessarily have the largest values of |η j |ˆq. As long as the weights do not insist too strongly they should be penalized out, genes with lower |η j |ˆq can be selected if their expression shows a strong effect.
Validation
To evaluate survival predictions based on the selected set of genes, we use the independent test data set of 41 patients to calculate a prognostic index PI = X T newβ (Bøvelstad et al., 2007) , using the estimated coefficientsβ calculated from the training data. Following Bøvelstad and Borgan (2011) we ranked the 41 patients according to their PI, divided them into two groups, and performed a simple log-rank test in order to test whether the hazard rates of the two groups were significantly different. In both training and test data, 1/3 of the patients show good prognosis and 2/3 bad prognosis, hence we maintain the same ratio in the division into two groups. For this test, the single lasso gene gave a P-value P = 0.031, the W2 gave P = 0.025 and the correlation weights W1 gave P = 0.002, indicating that the selected genes are able to discriminate between high-risk and low-risk patients. Following the arguments of Bøvelstad and Borgan (2011) we also computed a time-integrated version of the area under the ROC curve (iAUC) in addition to the log-rank test. As the results of the log-rank test might depend on how the patients are divided into the two groups, Bøvelstad and Borgan (2011) argue in favor of the iAUC measure since it examines all possible divisions into high-risk and low-risk groups. For the lasso we find iAUC = 0.561, for W2 iAUC = 0.610 and for W1 iAUC = 0.753, compared to the benchmark value of 0.5 where all covariate information is ignored. Thus for 10 Statistical Applications in Genetics and Molecular Biology, Vol. 10 [2011 ], Iss. 1, Art. 39 DOI: 10.2202 /1544 -6115.1703 these data, both criteria found the simple correlation between gene expression and copy number to yield more robust results.
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Example 2: Head and Neck Cancer Data
We re-analyze data concerning head and neck cancer from Roepman et al. (2006) , using gene expressions as explanatory variables, while the response is binary (metastasis/metastasis free). A penalized logistic regression model is fitted. From the 3064 genes analyzed in Roepman et al. (2006) we extract only those for which there exists a unique gene symbol. The resulting data consist of gene expression measurements for 2060 genes in 65 samples.
The weighted penalties were determined through relevant literature annotations. Pubgene is a database providing associations between genes and other biological terms through text mining of the literature, see Jenssen et al. (2001) and . Pubgene provides a list of gene symbols published together with a chosen keyword. It gives a score related to how often each gene is mentioned in connection with the keyword of interest. The score can be the number of articles in which both the gene and the biological keyword were found, which can be utilized to tilt the search in specific directions by weighting.
For illustration we used the biological keyword anoxia. Anoxia, or lack of oxygen, influences the expression of genes and has been shown to sometimes promote metastasis formation in cancer diseases (Gort et al., 2008) . Many anoxia regulated genes have nothing to do with metastasis formation, and metastasis genes are regulated by a variety of other processes too (copy number alterations, mutations). However, in the search for genes associated with metastasis, it should be of help to know how strongly they are associated with anoxia. Hence we used η j (z) = log(z j ), where z j is the number of articles associating gene j with anoxia reported by Pubgene. Genes never linked to anoxia in the literature were given a small positive value of z j , smaller than the smallest positive count. The logarithm was used to reduce extreme effects of some very large values of z j . We normalized all η j to values 0 < η j ≤ 1.
Results
The results are summarized in Figure 4 . We found optimal values (ˆq,λ ) = (4.750, 0.080), leading to 8 selected genes for the weighted lasso. For the lasso,λ = 2.484 and 15 genes were selected. Again the adaptive lasso discarded all of these. In Figure 5 the transformed η j values are plotted for each gene in the analysis with the two gene lists highlighted. We did a biological validation of the resulting gene lists, comparing them with previous findings of association between genes and metastasis, as reported in the literature, see Tables 1 and 2 . Both gene lists include genes that had previously been associated with metastasis and the signs of the estimated regression coefficients were in correspondence with previous findings. For the lasso analysis, however, more genes that have not been reported before as associated with metastasis were selected; 8 out of 15 for lasso, versus 2 out of 8 for weighted lasso. Although some of the unknown genes may play a role in metastasis development, the number of false positives might be higher in the lasso analysis. Lasso tends to select only one variable from groups of highly correlated variables (Zou and Hastie, 2005) , while the external weighting is accommodating this by including relevant external information in the selection. The gene list we obtain with the weighted lasso should be viewed as a list of genes explaining the chance of metastasis, where the selection is guided by information on previously found associations with anoxia. Here all but two genes have previously been related to metastasis, which supports that the weights might have helped select more relevant genes. The genes selected by the lasso are marked in green, whereas the genes selected by the weighted lasso are marked in red.
Simulation Study
To assess the overall performance of our weighted lasso, and to compare it to the lasso and the adaptive lasso in settings where p > n, we present several simulation studies. The simulation experiments are designed to mimic real data situations similar to that of weighting scheme W1 in the cervix cancer example, where gene expressions correlated with their corresponding copy number were favored in the penalization. Covariates and external information (x j ,z j ) were generated as detailed below. The response variables were simulated from y = Xβ + ε, where ε ∼ N n (0,σ 2 I). The Spearman correlation coefficient was used to determine the weights and the vector of regression coefficients β was chosen in several ways, creating different degrees of sensible weighting to be spelled out below. We ran two-dimensional 10-fold cross-validation to find the best combination of penalty parameters λ and q for the weighted lasso, as described in Section 3. The penalty parameter λ ′ for the standard lasso was found through 10-fold cross-validation.
To save computational costs we used the implementation of Kramer et al. (2009) , which recalculates the adaptive weights within each cross-validation fold for the adaptive lasso. 
Simulation 1
Covariates and external information (x j ,z j ) were simulated from a bivariate standard normal distribution with correlation ρ = 0.8 for j = 1,...,10, forming a group of 10 covariates x j highly correlated with the external information z j . For j = 11,...,p, x j and z j were drawn from uncorrelated standard normal distributions. The sample size n = 50 was kept fixed, whereas p was 100,1000 and 10000, giving various degrees of sparsity. Two noise levels were considered; σ = 1 and σ = 5. By choosing the true regression coefficients in various ways, five settings A-E were designed to account for scenarios where the weights are in correspondence with the true model to different degrees.
Setting A In the first scenario the true model has regression coefficients (β 1 ,...,β 12 ) = (−2,−2,−2,−2,−2,2,2,2,2,2,0,0) and (β 13 ,...,β p ) = 0. This corresponds to situations where our assumption is correct; the ten covariates x j explaining the response are those which are highly correlated with z j . We expect the weighted lasso to do well when we use the Spearman correlation coefficients to determine the weights.
Setting B Next we consider the same scenario as in Setting A but exclude two variables correlated with z j from the model, (β 1 ,...,β 12 ) = (−2,−2,−2,−2,2,2,2, 2,0,0,0,0) and (β 13 ,...β p ) = 0. Hence two variables that are not supposed to be in the model, have favorable weights. We show that variables which are not related to the response are not included just because of favorable weights.
Setting C It is of interest to select variables that are important for the response, without having as favorable weights as some of the other important variables. We let (β 1 ,...,β 12 ) = (−2,−2,−2,−2,−2,2,2,2,2,2,5,−5) and (β 13 ,...β p ) = 0. Remember that only the ten first covariates are simulated to have favorable weights, thus two of the covariates which are not designed to have advantages through the weighting scheme are set to have nonzero regression coefficients.
Setting D We combine scenario B and C, and let (β 1 ,...,β 12 ) = (−2,−2,−2,−2, 2,2,2,2,0,0,5,−5) and (β 13 ,...β p ) = 0. This reflects the situation where both variables not influencing the response are given a small penalty, and variables influencing the response are given a large penalty.
Setting E In the last scenario the variables given a favorable weight are not associated with the outcome. This scenario illustrates the effect of applying the weighted l asso when the information we include is completely useless. (β 1 ,...,β 10 ) = 0, (β 11 ,...,β 20 ) = (−2,−2,−2,−2,−2,2,2,2,2,2) and (β 21 ,...,β p ) = 0. 100 pairs of training and test sets were generated to evaluate the performance. Va r i a b l e selection was assessed by sensitivity and specificity. The prediction mean squared error, PMSE = n −1 ∑ n i=1 (y i −y i ) 2 , whereˆy i is the fitted value of the training data, and y i is the response value in the test data, was also evaluated.
Simulation 2
Covariates x j and external information z j of the cervix cancer data were used directly as covariates and for computation of weights to account for a more complex dependence structure between the covariates by conserving the dependencies among the variables from the data. The Spearman correlation coefficients r were used to define two groups;
• Group 1: Gene expression highly correlated with copy number (r > 0.5, 71 genes), • Group 2: Gene expression less correlated with copy number, (r ≤ 0.5, 7683 genes).
In each simulation we draw p act = 10 variables x 1 ,...,x 10 from either Group 1 or Group 2 to constitute the variables with nonzero regression coefficients as follows.
(β 1 ,...,β 10 ) = β act = (−2,−2,−2,−2,−2,2,2,2,2,2) (β 11 ,...,β p ) = 0
The rest of the covariates were included in different manners, leading to different scenarioes A ′ ,B ′ and E ′ comparable to A,B and E of Simulation 1. 100 simulated data sets were generated with σ = 1 and 5 as in Simulation 1.
Setting A' x 1 ,...,x 10 were randomly drawn from Group 1 to form the active set (the true model). All genes in Group 2 were included as covariates, whereas the rest of Group 1 was kept out of the analysis. This corresponds to a scenario where the weights are well designed and less penalization are given to the active set as in Setting A of Simulation 1. We fit a model with p = 7693 covariates. Genetics and Molecular Biology, Vol. 10 [2011 ], Iss. 1, Art. 39 DOI: 10.2202 /1544 -6115.1703 Setting B' x 1 ,...,x 10 were randomly drawn from Group 1 to form the active set (the true model). The rest of Group 1 was also included as covariates, along with all genes in Group 2. This corresponds to a setting where the weights are partly informative, as in Setting B of Simulation 1. Some of the covariates included in the analysis will be penalized less, even if they are not a part of the true model. Here the total number of covariates is p = 7754.
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Setting E' x 1 ,...,x 10 were randomly drawn from Group 2 to form the active set (the true model). The rest of Group 2 was included as covariates, as well as 10 random variables from Group 1. This corresponds to a setting where the weights are nonsense; the 10 covariates from Group 1 are subject to less penalization compared to the active set which are subject to a larger amount of penalization. We fit a model with p = 7693 covariates.
Results
Variable Selection
The results for variable selection are summarized in Figure  6 , 7 and 8 and Supplementary Tables 1, 2 and 3 in the Supplementary material. The sensitivity and specificity are reported in the bar charts of Figure 6 , 7 and 8. Methods having sensitivity and specificity close to 1 will have bars close to the ideal value of 2. Sensitivity measures the proportion of the true positive set, that is actually selected. Overall, the weighted lasso does much better in selecting the right variables, than both the lasso and the adaptive lasso. In situations B-D, where the weighting is not perfectly designed as in A, the weighted lasso still performs at least as well as the two other methods in terms of sensitivity. Standard deviations given in Supplementary Tables 1,2 and 3 are similar, almost always smaller for the weighted lasso than for the lasso. In situation E the results are comparable with the lasso with little price paid by introducing weights based on contradictory information.
In Simulation 1 we can study the effect when the number of covariates increases. Even if the lasso selects more covariates than the weighted lasso, sensitivity is decreasing for the lasso, while staying close to one for the weighted lasso. We observe a remarkable improvement for the weighted lasso compared to both the other methods for higher dimensions (p = 1000 and p = 10000), see Figure 6 and 7. It seems that the lasso overfits the training data, while the weighted lasso constructs more robust estimates and is able to select the right variables even when p is large. In the adaptive lasso, we see that the lasso used in the first step forces the right variables out, leaving no possibilities to adaption, see Benner et al. (2010) . The same tendencies are seen in Simulation 2. Specificity measures the proportion of the true null set that is not selected, and is always high due to the sparse design of the simulations. Note that as p grows, the size of the active set remains unchanged. All three methods, in both simulations, have more problems finding the correct variables when noise increases. The weighted lasso, however, does much better than the lasso. Although the lasso now sometimes selects fewer variables than the weighted lasso, it tends to select the wrong ones. It is similar for the adaptive lasso.
Prediction Performance
We investigated the prediction performance in Simulation 1 (for Simulation 2 we do not have test data); the results are given in terms of prediction mean squared error (PMSE) in Table 3 . In situation A and B, where the weights are informative, the weighted lasso is clearly better than both the lasso and the adaptive lasso in terms of PMSE. For A and B the PMSE ratios are far below 1 in 23 out of 24 cases, as high-lighted in Table 3 . We are here able to select the correct variables and estimate their coefficients more accurately leading to very good predictions. Note that when p increases, the effect of the external weighting improves even more upon the prediction performance and the weighted lasso performs remarkably much better than both other methods in situation A and B. For σ = 1 and p = 100 we see that also the adaptive lasso predicts the response quite well for situation A and B. As we saw for variable selection, the weighted lasso is able to select all the relevant variables, while the adaptive lasso exludes some of them. However, it seems that the adaptive lasso is able to explain the response based on its selected variables quite well, even if not all of the nonzero coefficients are found.
When the noise increases the prediction performance of the weighted lasso is always better or comparable with the two others, and fairly stable across different values of p.
In situations where the external information is not reasonable, the weighted lasso is more similar to both the lasso and the adaptive lasso. Actually q = 0 was selected for several of the replications in situation C, D and E; when the external weights are not informative, the standard lasso is selected.
Bias Reduction
It is also interesting to compare the values of the estimated regression coefficients to comment on the bias. The lasso is known to overshrink the final coefficients (James and Radchenko, 2009) . Several methods help reducing this bias, for example the elastic net (Zou and Hastie, 2005) , the adaptive lasso (Zou, 2006) , the relaxed lasso (Meinshausen, 2007) and SIS (Fan and Lv, 2008) . Our approach also produce remarkably less biased estimates than the lasso. This is illustrated in Figure 9 , where the first 15 regression coefficients are plotted for Simulation 1 with p = 1000: the standard lasso estimates become biased towards zero as a consequence of overshrinking. When different amounts of penalization are imposed on the coefficients in the weighted lasso, the estimates are less biased, since the weighted lasso penalizes less on the nonzero regression coefficients. In setting A and B, the estimates of the weighted lasso are perfectly centered around the true value, whereas the lasso estimates are strongly biased toward zero. In setting C and D the estimates of the weighted lasso and the lasso are more similar. This is probably because the lasso is a special case of our weighted lasso (q = 0) and is in fact selected in some replications if the weighting is not informative. This is also clearly apparent in Setting E corresponding to the situation where the weights are not informative. The bias of the estimates for the regression coefficients in the active set (β 11 ,...,β 20 ) are very similar to the lasso. We also see that if the weights in the weighted lasso are informative, as in Setting A and B, the estimates are clearly less biased than estimates of the adaptive lasso. The adaptive lasso is constructed to reduce the bias for large coefficients (Zou, 2006) . We see this in setting C and D, where the adaptive lasso gives less biased estimates for the two large coefficients, than the other two methods. Overall in setting C and D, that is, for all of the variables in the active set, the weighted lasso does better in reducing the bias. As discussed, in setting E the weighted lasso performs similarly to the lasso. Hence the adaptive lasso is slightly better in estimating the nonzero true coefficients when our weights are nonsense.
Discussion
We have proposed a method for weighted penalization with data integration. Va r iables that are important due to external information are promoted in the analysis. We have focused on the lasso, but the idea of incorporating external information in the penalties can of course be used with any other type of penalty.
The proposed approach is general and does not require the specific choice of weight function (2). Problem specific weight functions with alternative shapes can be designed for example inspired by Green (1990) . For more flexibility in the shape of weights, one could introduce a second tuning parameter in the weight function, at the cost of having one more dimension in the cross-validation.
From a Bayesian perspective, introducing λ j instead of a common λ in a lasso regression model corresponds to a Bayesian regression approach where Laplace priors with unequal variances are assumed for the regression coefficients. The external information thus determines the variance of the prior distributions of the regression coefficients.
Depending on what kind of additional information is included in the analysis, there are different interpretations of the resulting selected variables. In the cervix cancer example we had both expression and copy number data for each gene for the same patients. We used two biologically justified weights based on gene copy numbers to guide the analysis. Not surprisingly the genes selected in each analysis differ, as different aspects of copy number alterations are exploited. In one case, the analysis favored genes with high correlation between expression and copy number, in the second case, genes whose copy number explains survival. Both lists were confirmed by validation, and can include possible driving forces for cancer progression. Integrating data through weighting can provide stronger predictors, in the search for new biomarkers. Figure 9 : Plot of regression coefficients, weighted lasso (•), the lasso (×) and the adaptive lasso (⋄) for the situation with p = 1000 and σ = 1. The true values are marked as horizontal lines. In Situation A and B the weighted lasso gives clearly less biased estimates than both the lasso and the adaptive lasso.
In other situations, one might want to incorporate external information that is not a part of the specific data at hand. The head and neck cancer example is of this type, where literature information is included in the weights. Including information of this type could lead to more stable results because the penalization is based on information from previous studies, and thus suppress the effects of random artifacts in the data at hand. On the other side, new discoveries would be penalized. Using literature annotations as external information and defining weights appropriately can also be used to tilt the search for relevant associations away from known factors, thus encouraging new discoveries.
