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Abstract 
Wireless devices for monitoring of respiration activities can play a major role in advancing 
modern home-based health care applications. Existing methods for respiration monitoring require 
special algorithms and high precision filters to eliminate noise and other motion artifacts. These 
necessitate additional power consuming circuitry for further signal conditioning. This dissertation 
is particularly focused on a novel approach of respiration monitoring based on a PVDF-based 
pyroelectric transducer. Low-power, low-noise, and fully integrated charge amplifiers are designed 
to serve as the front-end amplifier of the sensor to efficiently convert the charge generated by the 
transducer into a proportional voltage signal. To transmit the respiration data wirelessly, a low- 
power transmitter design is crucial. This energy constraint motivates the exploration of the design 
of a duty-cycled transmitter, where the radio is designed to be turned off most of the time and 
turned on only for a short duration of time. Due to its inherent duty-cycled nature, impulse radio 
ultra-wideband (IR-UWB) transmitter is an ideal candidate for the implementation of a duty-
cycled radio. To achieve better energy efficiency and longer battery lifetime a low-power low-
complexity OOK (on-off keying) based impulse radio ultra-wideband (IR-UWB) transmitter is 
designed and implemented using standard CMOS process. Initial simulation and test results exhibit 
a promising advancement towards the development of an energy-efficient wireless sensor for 
monitoring of respiration activities. 
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Chapter 1 Introduction 
1.1 Motivation 
Wireless devices for monitoring of respiration activities can play a great role in advancing 
the modern home-based healthcare applications. Non-invasive respiration monitoring has become 
very prominent recently as it can detect various diseases such as tachypnea (high respiration rate), 
bradypnea (low respiration rate) and apnea (absence of breathing). Many chronic respiratory 
diseases such as asthma and apnea are leading causes of death worldwide which are even more 
critical for premature neonatal infants. Continuous respiration monitoring without placing 
adhesive electrodes on the skin of the newborn infants with the sleep disorder is very crucial as 
the adhesive electrodes could be harmful to their sensitive skin. Currently the patients require to 
participate in an overnight clinical sleep analysis of 12 to 24-hour duration, which is also known 
as polysomnography, to diagnose the symptoms of apnea. During this process, many sensors are 
attached to the sensitive skin of the infants resulting in irritation and inconvenience. It also requires 
a specially trained sleep experts to monitor the breathing pattern from the raw data, which is also 
very time-consuming. Other methods of respiration monitoring such as electrocardiogram (ECG), 
ballistocardiogram (BCG), pulse oximetry, piezoelectric MEMS-based chest belt to monitor chest 
dilation, strain gauge, and microphone for tracheal sound monitoring require special algorithm and 
high precision filter to eliminate noise and artifacts due to body movements that are not associated 
with respiration. These result in additional power-consuming blocks for the front-end circuitry. 
The aforementioned problems intrigue the motivation to look for an alternate approach to 
respiration monitoring which does not require any additional circuitry for filtering, is light-weight 
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and flexible so that it can be incorporated in a wearable sensor and is biocompatible and can be 
incorporated into  silicon integrated circuits (IC). 
Almost all of the biomedical sensing systems require a front-end amplifier to amplify the 
acquired data. Depending on the application, some amplifiers might require very high gain, and 
low input-referred noise, high bandwidth, and high output voltage swing etc. Breathing signal 
usually ranges from 1 mHz to 1 Hz range, therefore the amplifier designed for this particular 
application has to be optimized to detect such a low-frequency signal. It also needs to achieve a 
low input-referred noise to be able to detect an even smaller amplitude of breathing signal. 
Unfortunately, not many front-end amplifiers particularly suitable for the respiration monitoring 
application have been published in the literature. Therefore the primary motivation of this work is 
to further investigate the front-end amplifier circuit optimizing it specifically for ultra-low 
frequency respiration monitoring application. 
Following acquisition and subsequent amplification the data needs to be transmitted for 
further signal processing. The data communication needs to be wireless to make the sensor portable 
and user-friendly. To transmit the data wirelessly, a low-power transmitter design is crucial. 
Communication standards such as MICS (Medical Implant Communications Service), WMTS 
(Wireless Medical Telemetry Service), Bluetooth (IEEE 802.15.1), and Zigbee (IEEE 802.15.4) 
are some of the most popular choices for implantable and wearable sensors. Most of the radios in 
these communication standards are power-hungry requiring frequent replacement of the battery 
which is not desirable for a wearable or implantable biomedical sensor applications. In addition, 
most of the biomedical sensors harvest energy from ambient sources to power up the processing 
circuitry. Typically the harvested energy from various ambient sources such as heat, vibration, 
electromaganetic radiation etc. is in the range of few nWs to few µWs and therefore the signal 
3 
 
processing circuitry along with the transmitter has to be designed to accommodate the energy 
constrained environment. Energy efficiency is defined by the term called “energy per bit”, Eb, 
which determines the energy that is required to transmit a digital bit by the transmitter. Eb increases 
as the data rate decrease (Eb = 
𝑃𝑜𝑤𝑒𝑟
𝐷𝑎𝑡𝑎 𝑟𝑎𝑡𝑒
). Thus it is even harder to design an energy efficient radio 
for low-data rate application. This energy constraint provides motivation to look into the design of 
a duty-cycled transmitter, where the radio would be shut down most of the time and active for only 
a short period so that the average power consumption is even lower to increase the energy 
efficiency. The total power consumed by a duty-cycled transmitter is a combination of the active 
power (on state) and the leakage power (off state). The design challenge lies not only in reducing 
the active power but also the leakage power since the majority of the time the transmitter dissipates 
leakage power. 
1.2 Prior Work 
Apnea is defined as the partial or complete cessation of breathing and is one of the leading 
respiratory disorders for premature infants. Continuous monitoring of respiration and early 
detection of apnea is critically important to prevent neonatal mortality. The current gold standard 
for apnea diagnosis namely polysomnography (PSG) is used to diagnose pediatric sleep apnea 
involving various wires and electrodes to be placed on delicate bodies of the infants and is both 
expensive and inconvenient to the patients. In addition, this complex study includes multiple 
physiological parameters such as heart rate, blood pressure, and blood oxygen saturation level 
(SpO2) [1]. Although these parameters exhibit a well-defined behavior during apnea, they can be 
affected by other cardiovascular phenomena and are also characterized by the secondary evidence 
of apnea as they are delayed by many seconds of breathing cessation. Therefore, several research 
efforts have been attempted to develop a suitable apnea detection system by monitoring the 
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respiratory signal which includes acoustic or optical based methods [2], [3], [4] or some advanced 
techniques by using piezoelectric, infrared or ultrasound sensors [5]. [6] [7]. Most of the acoustic 
based methods are based on tracking of the sound of the nasal airflow and are susceptible to the 
environmental and the internal body noise and thus need to incorporate sophisticated frequency 
analysis to extract breathing from different interfering signals which increases the system cost and 
degrades device reliability in the present systems. The technique of measurement of the breathing 
rate via thoracic or abdominal movement also requires complex algorithms for signal processing 
and are also not suitable for neonatal infants having very delicate and sensitive skins. For this 
particular patient category, non-contact sensor based respiratory evaluation is more convenient, 
which is yet to be developed. 
In general, various approaches to respiration monitoring can be broadly categorized as 
noncontact and contact-based methods. For the methods which are contact-based, the sensing 
device or element has a direct contact with the patient’s body. On the other hand, for noncontact-
based approaches, the instrument is not directly connected with the patient's body. Most of the 
noncontact-based approaches found in the literature are based on the ultra-wide band (UWB) radar 
signal or infrared image processing. One such noncontact-based respiration monitoring approach 
is proposed by Chekmenev et al., which uses wavelet-based measurement using thermal imaging 
[8]. In this approach, the temperature changes around the nasal area, neck region and the carotid 
vessel complex are monitored using a special thermal camera. The camera has a focal plane array 
for a long-wave infrared (IR) (6–15 µm) sensor. These regions of interests are manually selected 
on which a continuous wavelet analysis technique is applied to extract the respiration rate and the 
ECG signal. Although this type of face thermography for vital sign detection has potential 
application for noncontact health monitoring, the use of multi-scale image decomposition 
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technique is very complex. In addition, the manual selection of the region of interests increases 
this complexity for continuous tracking of features and the noise from motion artifacts also hinders 
the overall performance of the system. Another contactless respiratory rate monitoring method is 
proposed by Zito et al. that uses UWB pulse radar sensor [9]. This approach uses a pulse generator 
that transmits short pulses at a certain repetition frequency and an antenna that captures the signal 
bounced back by the target. The delay and the phase correlations between the transmitted pulse 
and the received echo are further analyzed to detect the respiratory rate. The primary benefit 
associated with this approach is that it provides the implementation of a non-intrusive vital sign 
detection as well as a low power wireless data communication. However, this type of UWB based 
radar approach can only provide phase information and lacks the ability to differentiate between 
normal and shallow breathing. In addition, most noncontact approaches depend significantly on 
the distance and the position of the sensors and the motion artifacts that corrupt the resolution of 
the breathing signal. In order to achieve a better signal-to-noise ratio (SNR), often there is a 
tradeoff between the power level and the signal resolution. Moreover, these types of pulse sources 
or impulse signal generators can most likely be a concern for many potential users, especially for 
neonatal infants. 
Contact-based but noninvasive and wearable continuous respiration monitoring can also 
be achieved by using different forms of miniature sensors. Rodriguez-Villegas et al.[3] proposed 
such a type of a miniaturized and wearable respiration monitoring respiration system based on 
acoustic sensors. This system consists of a microphone attached to the neck of the patient to detect 
the largest acoustic signal due to the turbulence of the airflow during respiration. The acoustic 
signal is acquired using a sensor connected to a soundcard and the signal processing is performed 
to extract the respiratory information. The algorithm used for the modulation and filtering of the 
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signal is very complex and the complexity affects the design of electronic circuits and power 
consumption. Moreover, the extraction of the breathing sound from other wideband noise sound 
depends on the surrounding environment of the patient, which hinders automatic, and the versatile 
application of this system. Another type of sensor based respiratory monitoring system can be 
found in literature where different types of microelectromechanical systems (MEMs) based 
sensors are employed. Liao et al.[10] present a CMOS-MEMS capacitive flow sensor that 
translates the change in pressure of respiratory airflow to a corresponding change in capacitance 
of a sensing electrode. A similar type of concept is also used by Liu et al. who proposed a nano-
electromechanical system (NEMS) based on carbon nanotube sensors to detect apnea [11]. 
Although MEMS or NEMS-based sensors are very promising as miniaturized health care devices, 
fabrication and processing costs of this type of sensors make it commercially challenging. 
Capnometry is another approach for respiratory monitoring that uses a capnometer and optional 
graphing capability (capnograph) to measure carbon dioxide concentration in expired gasses. A 
prototype device has been reported by Folke et al. [12] that uses such type of a CO2 sensor to 
detect the variable CO2 concentration between expired air and normal indoor air. In this system, a 
receptor is placed to collect nasal and oral expired air in front of the nose and the mouth. The 
capnometry sensor can detect variation of CO2 concentration by sensing the change of mean 
molecular weight within the small air cell. The breathing signal is represented as pulse processed 
by electronic circuitry. In this approach, a slight design change in the sensing device results in a 
large discrepancy in the performance of the sensor. For this reason, the receptor needs to be 
mounted reliably while avoiding any invasive contact with the sensitive skin of the patient which, 
however, may conflict with the comfort of the patients. In addition, the proposed system does not 
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include any wireless data transmitting system and automated detection of an apneic event, which 
makes this system inconvenient for continuous respiration monitoring. 
A different version of the low-power respiration monitoring system has been proposed 
using the piezoelectric property of the PVDF sensor instead of the pyroelectricity in [13], [14]. In 
this method, the pressure induced by the chest dilation during respiration has been utilized. The 
piezoelectric property of the PVDF sensor can produce charge corresponding to the change in 
pressure. The sensor along with the complete integrated circuit is attached inside a jacket or vest 
in particular places that would be worn by the patients with respiratory distress. A similar type of 
respiration monitoring system based on piezoelectric PVDF sensor has been proposed by Hwang 
et al. [15]. However, in this system, the sensors are embedded in the mattress, which makes the 
process more susceptible to motion artifacts 
Low-power, low-noise, and fully integrated CMOS front-end amplifier design has spurred 
considerable interest for potential applications in biomedical sensors. In particular, because of the 
low signal amplitude, the biomedical signals have to be amplified before performing any signal 
conditioning. The design of such front-end amplifier particularly focuses on noise limitation, 
power consumption, gain and bandwidth for a particular application. Various topologies have been 
explored to design low-power, low-noise front-end amplifiers for biomedical sensors. A chopper-
stabilized low-noise amplifier has been reported by Denison et al. for neural field potential 
application [16]. However, this type of amplifier consumes more area and adds complexity to the 
design to minimize the input-referred noise.  Harrison et al. incorporated such a single-ended 
topology to design a low-power low-noise amplifier [17]. Kmon et al. have presented the 
techniques to minimize the input-referred noise of the amplifier along with the offset voltage 
correction [18]. The lack of literature in this area of research leads to the need for the design of a 
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low-power, low noise front-end amplifier capable of amplifying respiration signal of frequency as 
low as 1 mHz.  
As mentioned earlier, biomedical signals, in general, have low frequency and thus require 
a low-data rate transmitter for transmitting the data wirelessly. Unlike the traditional radios for 
cellular application, these radios can transmit low energy for short-range communication. For an 
energy harvested sensor application, the available energy is often less than 100µW. Assuming the 
power budget for the front-end readout circuitry, the ADC and the voltage regulator is ~50µW, the 
transmitter needs to be dissipating less than 50µW of power. Even though there are many published 
works regarding the design of traditional narrowband transmitters for low-data rate applications, 
the lowest power consuming transmitter in that design space still consumes ~900µW of power 
[19]. For that reason, a duty-cycled radio seems to be appropriate for such an energy-constrained 
application. Due to its inherent duty-cycled nature, this work looks into the impulse radio ultra-
wideband (IR-UWB) architectures for the implementation of a duty-cycled radio. Much of the 
work involving IR-UWB transmitter demonstrate excellent energy efficiency for high-data rate 
applications. However, the energy efficiency is not equally perfect for low-data rate applications 
[20], [21]. Moreover, the leakage power in these works is much higher, which even degrades the 
energy efficiency at 100 kbps data rate. The aforementioned challenges have inspired the need for 
the development of a low-power, low-data rate IR-UWB transmitter with low leakage power 
dissipation to achieve longer battery lifetime. 
1.3 Research Objectives 
 The goal of this research is to study the challenges that are mentioned in the previous 
section into more details and identify the prospective solutions. One of the objectives is to study 
the front-end transducer for the point-of-care respiration monitoring system. It is also important to 
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characterize the proposed polyvinylidene fluoride (PVDF) based pyroelectric transducer so that it 
can be placed inside the nasal cavity or inside a cannula of the patient. The next objective is to 
design a low-power, low-noise operational transconductance amplifier (OTA) based charge 
amplifier to convert the charge generated by the transducer due to the change in the temperature 
caused by the nasal air flow into a proportional voltage signal. For an energy constrained system 
such as the wearable respiration monitoring sensor, the power consumption can be significantly 
reduced by duty-cycling the radio communication. The next objective is to study a low-power 
impulse radio ultra-wideband (IR-UWB) transmitter to implement aggressive duty-cycling to 
reduce average power consumption. Unlike the traditional continuous wave (CW) transmitters, the 
IR-UWB transmitter does not require any mixer or PLL (phase locked loop), which minimizes the 
power consumption of the system. For the wireless transmission of the data, on-off keying based 
transmitter scheme needs to be analyzed to reduce the complexity of the transmitter architecture.  
1.4 Overview of the Dissertation 
The remaining chapters of this dissertation will cover the design of the different blocks of 
the proposed respiration monitoring sensor. Chapter 2 presents an overview of the proposed 
system. Chapter 3 describes the detailed design and analysis of the proposed charge amplifier along 
with the simulation and measurement results. Chapter 4 presents an overview of the UWB 
transmitter along with a proof-of-the-concept system development using commercially available 
UWB transceiver module. Chapter 5 presents the detailed design analysis, simulation and 
measurement results of the proposed voltage-controlled oscillator and driver/power amplifier in 
the proposed IR-UWB transmitter system. Chapter 6 presents three low-power IR-UWB 
transmitter designs which have been able to achieve a competitive energy efficiency by 
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aggressively duty-cycling the transmitter as well reducing the supply voltage.  Chapter 7 concludes 
this dissertation and presents some future work directions. 
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Chapter 2 Pyroelectric Transducer 
 
 
This chapter presents a system level overview of the pyroelectric transducer based 
respiration monitoring system. A PVDF-based pyroelectric transducer is proposed for the system 
and the characterization, as well as the feasibility of the transducer for this particular application, 
are also presented.  
2.1 Proposed System Overview 
Fig. 2.1 shows the block diagram of the proposed respiration monitoring system. The 
proposed PVDF-based pyroelectric polymer transducer is placed underneath the nostril of the 
patient or inside a mask or cannula to detect the temperature change during breathing. As the nasal 
air flow increases the temperature of the transducer, the dipoles inside the PVDF material gain 
kinetic energy from thermal energy and as a result the net number of non-neutralized dipoles on 
the surface increases. These charges that are generated at the surface of the transducer are then 
converted to a proportional voltage signal by a charge amplifier. The analog-to-digital converter 
(ADC) has not been designed as a part of this work. A low-power successive approximation 
register (SAR) ADC with 10 ksample/s and 10 bit resolution works efficiently for this application 
TX
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Figure 2.1: Block diagram of the proposed respiration monitoring sensor. 
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and results in 100 kbps data rate which is then transmitted by a low-power transmitter. The 
pyroelectric polymer transducer is placed at the front-end of the device and generates a charge 
signal when the temperature changes due to breathing. The transducer is composed of a metalized 
thin layer of polyvinylidene fluoride (PVDF) which is attached to the inside wall of the nasal 
cannula placed in the nostrils of the patient. A charge amplifier converts the charge generated due 
to the temperature change into a voltage signal and subsequently the necessary processing is 
performed to determine the presence or absence of the breathing. The amplitude of the breathing 
signal being constantly below a certain threshold for a period of 20 seconds denotes the occurrence 
of apnea and an alarm signal is generated by the processing circuitry. The alarm signal is 
transmitted wirelessly to a receiver node attached to the bed of the patient. As soon as the node 
receives the alarm signal, it activates a vibrating device attached to the bed which wakes the patient 
up causing apnea to cease. The breathing signal is also continuously transmitted to a remote central 
location using a low-power ultra-wideband (UWB) transmitter. The signals coming in from 
different beds in an incubator are stored in the central system and a nurse or a caregiver can monitor 
the respiratory pattern of each patient from the remote location. 
2.2 Integration of the PVDF Transducer 
The proposed breathing monitoring sensor is designed to be placed inside a cannula which 
is configured to be placed underneath the nostrils of the patient. This specially fabricated cannula 
is made of polydimethylsiloxane (PDMS) and the molds that shape the liquid PDMS are made of 
acrylonitrile butadiene styrene (ABS) [22]. PDMS is one of the most attractive choices for 
biomedical sensing application due to its biocompatibility property. This material helps absorb 
additional humidity produced by respiration thus ensuring the longevity of the electronic 
components. The molds are fabricated using a 3D printer (Stratasys Uprint SE) for upholding the 
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shape of the cannula. The fabrication process uses two molds made of ABS in which the PDMS 
mixture is cast. The upper part of the cannula has two prongs and the lower part has the integrated 
PVDF transducer.  A thin layer of silver is deposited on the surface of the PVDF material using a 
sputtering technique to provide the electrical contact for the subsequent electronic circuitry. 
Metallization is also required to collect the charge generated from the polymer. A graphite layer is 
also used along with the PVDF sensor which acts as an absorbing layer (Fig. 2.2). The graphite 
layer provides an electrical contact for the front-end circuitry. Following the preliminary de-scum 
process, the PVDF liquid is injected into the ABS mold and is then placed inside a temperature 
chamber for polymerization to occur at a temperature of 600 C. The fabricated cannula and its 
dimensions are shown in Fig. 2.3. The fabricated cannula which has a dimension of 20 mm by 10 
mm, is very light in weight (only 2 gram) and is suitable to be connected to the front-end 
electronics. 
The charge generated at the surface of the PVDF transducer can be quantified as; 
                                           𝑄𝑝(𝑡) = 𝑝𝑄𝑆 𝑇𝑝(𝑡)                                                                            (2.1)  
where 𝑄𝑝(𝑡) is the charge generated from the polymer, 𝑝𝑄 is the pyroelectric charge coefficient, S 
is the surface of the transducer and Tp(t) is the difference between the upper and the lower surface 
temperatures of the film. The equivalent thermal model of the pyroelectric transducer is shown is 
Fig. 2.4. The charge generated by the transducer can be electrically modeled by a pulsed current 
source across a capacitor and a resistor. The values of the resistor and the capacitor depending on 
the dimensions of the transducer. For a 2mm x 20 mm x 20µm transducer, the resistance and 
capacitance values are few GΩs and few pFs, respectively. 
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Figure 2.2. The polymerization process of the proposed respiration sensor. 
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(a)                                                             (b)          
Figure 2.3: (a) 3-D printed cannula with integrated PVDF sensor and (b) outer and inner 
dimension of the fabricated cannula. 
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Figure 2.4: Thermal equivalent model of a pyroelectric transducer. 
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2.3 Characterization of the PVDF Transducer  
The total amount of charge at the surface of the PVDF transducer, placed inside the nasal 
cannula or right under the nostrils with a patch, primarily depends on the external room 
temperature, the skin temperature of the patient and the temperature of the exhaled air. If the 
breathing stops for a long period of time the transducer approaches the thermal equilibrium 
depending on the external room temperature and the skin temperature. It is possible to obtain an 
analytical estimation of this temperature values by the use of the heat equation which takes into 
account the thermal properties of the two mediums in contact. 
During breathing the temperature of the sensor cyclically vary between a minimum and a 
maximum which mainly depends on the environmental (room temperature) and the exhaled air 
temperatures. The relationship of breathing temperature with the environmental/room temperature 
has been investigated and reported in the literature [23]. Fig. 2.5(a) shows the temperature of the 
nasal air (Tex) versus the environmental temperature (Ta) for five different subjects. With a relative 
humidity of 50%, Tex reaches 32
0C with a variation of 50C or more as Ta varies between 20 - 25
0 
C. Fig. 2.5(b) shows the average temperature of the expired nasal air (𝑇𝑒𝑥̅̅ ̅̅ ) and the air coming from 
 
(a)                                                                 (b) 
Figure 2.5: (a) Plot of the measured nasal air temperature versus surrounding air temperatures 
and (b) mouth and nasal air temperature relative to the room temperature [23].  
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the mouth as the external temperature changes. As expected, the mouth temperature is about 2 – 3 
0C higher than that of the nasal air.  
Fig. 2.6  shows the  variation of nasal air temperature during breathing cycles when the 
room temperature is about 21°C [23]. The temperature of the air coming out of nostrils varies from 
22°C to 32°C. The temperature variation is 5°C from the mid-temperature which is about 25°C. 
The corresponding charge generated on the surface of the PVDF transducer due to this temperature 
variation can be calculated from equation 2.1  
 
 
2.4 Temperature Resolution and Sensitivity 
From equation 2.1, it is clear that the electrical charge is generated by the PVDF transducer 
due to the temperature change as long as the pyroelectric coefficient is not zero. Newsome et al. 
[24] measured the pyroelectric coefficients of the PVDF transducer for a temperature as low as 3 
K. The other parameters for quantifying the total amount of charge generated are the surface area 
of the transducer and the rate of change of temperature, dT/dt. The minimum detectable 
temperature change or the resolution or the sensitivity of the sensor depends on the front-end 
amplifier. The lower the input-referred noise of the charge amplifier the higher is the resolution of 
 
Figure 2.6: Temperature variations of nasal air throughout the breathing cycles [23]. 
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the sensor. It is the goal at the circuit designer’s end to minimize the input-referred noise so that 
the minimum amount of charge generated by the transducer could be amplified by the amplifier. 
In the PVDF-based temperature sensor proposed by Pullano et al. [25] the transducer (2 by 0.5 
mm dimension) is illuminated with a LED light of 50 mW thus creating an absolute maximum 
temperature difference of 350 mK.  Fig. 2.7 shows the temperature detected by the sensor as the 
impulse of infrared light (0.3 ms of duration) is radiated on the transducer. From the figure, it can 
be concluded that a charge amplifier realized with commercially available off-the-shelf 
components can detect temperature as low as 0.3 °C. The temperature decreases exponentially as 
the PVDF reaches thermal equilibrium. 
Thus, it is possible to develop a temperature model for the estimation of the maximum 
temperature difference between the upper and the lower plates of the transducer by illuminating 
an infrared light at a given radiance power and measuring the experimental voltage at the charge 
amplifier output. This experiment also allows one to determine the temperature resolution of the 
sensor. From the experimental results published in [25], it can be concluded that a resolution in 
the m°C range can be obtained using the PVDF transducer and a low-noise charge amplifier. 
 
Figure 2.7: Temperature difference measured by the PVDF transducer for the infrared light 
(50mW) radiated for 3 ms duration [25]. 
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2.5 Proposed System Overview 
The overview of the proposed system is shown in Fig. 2.8. At the front-end of the device, 
a pyroelectric polymer transducer is used that generates a proportional charge as the temperature 
changes due to respiration. The transducer is composed of a metalized thin layer of polyvinylidene 
fluoride (PVDF). The transducer can either be lying on a patient-compatible soft bandage (20 μm 
in thickness) placed under the nasal cavities or can be attached to a nasal cannula placed in the 
nostrils of the patient. A front-end charge amplifier is designed to convert the charge generated 
due to the temperature change into a proportional voltage signal. The analog voltage signal is then 
digitized and transmitted wirelessly using a low-power ultra-wideband (UWB) transmitter. In the 
receiving end, the signal will again be converted back to the analog domain followed by subsequent 
Infants in the NICU 
nursery
Respiration monitoring sensor 
placed under the nasal cavities 
or inside a nasal cannula
Nurse Doctor
Respiratory signal monitoring 
from central room
Chip with wireless 
capabilities
 
 
Figure 2.8: Overview of the proposed system. 
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processing for eventual detection of various respiratory disorders such as apnea. The breathing 
signals from different patients are wirelessly transmitted to a central system so that a nurse or a 
care giver can monitor the respiratory pattern from a remote location. If apnea or any other 
respiratory disorder is detected, the system will send an alarm signal to the central system so that 
necessary actions can be taken immediately. A motor can also be mounted under the hospital bed 
so that it vibrates when sleep apnea occurs to wake the patient up immediately.  
To demonstrate the proof of concept, initial testing was performed by breathing through 
the nasal cannula with a PVDF film sensor attached inside the wall of the cannula. Apnea condition 
is emulated by holding breath for a certain period of time. The charge generated by the PVDF 
sensor is converted to amplified voltage signal using OPA 127 off-the-shelf amplifier and other 
components. The acquired breathing signal is shown in Fig. 2.9. The signal amplitude varied when 
normal breathing is maintained, but it remained almost constant when there was no valid breathing 
signal. From Fig. 2.9 it can be seen that the voltage signal acquired by the transducer ranges from 
400 - 500 mVpp for regular breathing condition. When there is a cessation of breathing, which is 
shown in Figure 2.9 (from 16 - 24 second), the amplitude of the signal is lower than 20 mVpp. The 
objective of the front-end signal processing circuitry is to identify the apneic event by monitoring 
 
Figure 2.9: Respiratory signal acquired by the fabricated cannula sensor and charge amplifier. 
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this signal. Apneic event is identified if the amplitude of the voltage signal at the amplifier output 
is lower than a certain threshold amplitude for consecutive 20 seconds. 
2.6 Summary 
In this chapter, the characterization and an analysis of the sensitivity of the PVDF-based 
pyroelectric transducer for respiration monitoring application are presented. An overview of the 
proposed system along with the preliminary respiration signal acquired from the PVDF transducer 
and charge amplifier is also discussed.  
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Chapter 3 Front-End Readout Circuitry 
 
 
 
In this chapter, a folded-cascode topology is utilized for the design of a front-end charge 
amplifier while achieving the design challenges of low-power consumption and low-noise 
contribution to the system. Since the lower cut-off frequency of the amplifier is in the sub-Hz 
range, it is highly suitable for the respiration monitoring application. The charge amplifier 
presented in this chapter converts the charge signal into a proportional voltage signal without the 
necessity of the inclusion of any high precision filter to remove the noise present in the PVDF-
based pyroelectric transducer. The high flicker noise level in the low-frequency application based 
biomedical front-end circuits is a crucial design parameter. Among different topologies for 
designing the amplifier emphasizing low-noise, low-power design, a folded-cascode OTA is 
chosen in this work for its simplified architecture. Furthermore, the noise and the power tradeoff 
for this system has been obtained by current splitting with output branch current scaling technique 
[26]. Finally, the use of pseudo-resistor based feedback resistor configuration to achieve sub-Hz 
cut-off frequency reduces the active die area significantly.  
This chapter is organized as follows: Section 3.1 describes an overview of the proposed 
charge amplifier architecture suitable for low-power respiration monitoring applications. The 
measurement results of the amplifier designed and fabricated using 0.5m CMOS process and the 
comparison with other front-end amplifiers are presented in Section 3.2. Similar design 
architecture is followed for the front-end amplifier which has been realized using 130nm CMOS 
process, as presented in section 3.3 of this chapter. The following section includes the analysis of 
the simulation and the measurement data of the amplifier and the OTA, which is then followed by 
a conclusion in Section 3.5.  
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3.1 Design of the Charge Amplifier in 0.5m CMOS Process 
3.1.1 System Overview  
 
The performance of the front-end electronics such as charge amplifier is crucial for the 
overall performance of the respiration sensor. A charge amplifier is an interface between the charge 
signal generated by the transducer and the subsequent signal processing block. It is a current 
integrator that integrates the charges for a particular duration and results in an output voltage that 
is proportional to the integrated charge. A conventional charge amplifier is a charge-to-voltage 
converter with low input and output impedances. The schematic of a conventional charge amplifier 
is shown in Fig. 3.1 and includes an operational transconductance amplifier (OTA), a capacitor 
(Cf) and a resistor (Rf) connected in a negative feedback configuration. C0 is the capacitance of the 
thin film transducer, which can be modeled as a parallel plate capacitor including a resistance, R0 
to account for the losses associated with the dielectric material. For a PVDF strip of 20mm x 5mm 
x 20m in dimension, the value of C0 is about 0.44 nF and R0 is in the TΩ range. For efficient 
charge conversion, the input capacitance (Cc) at the negative node of the charge amplifier is 
required to be much larger than C0, so that the charges flow through the lower impedance path. 
Assuming the feedback factor of the charge amplifier configuration and the open-loop gain of the 
Iin
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+
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Figure 3.1: Schematic diagram of a typical charge amplifier circuit. 
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OTA are β and A, respectively, then Cc becomes Cf(1+ βA). Hence, the equivalent input 
capacitance of the charge amplifier includes the input capacitance (Cc) of the OTA, which is much 
larger than C0 due to the feedback factor [27]. The charge generated by the transducer, Qin is stored 
across the capacitor, Cf. The input impedance of the charge amplifier requires to be low so that the 
high equivalent impedance of the pyroelectric transducer does not affect the charge signal even if 
the impedance of the transducer slightly changes due to the changes in the temperature. The charge 
generated by the transducer, Qin is stored across the capacitor, Cf. The feedback capacitor is chosen 
to be much larger than the transducer input capacitance so that the charge transfer process is not 
affected by other parasitic capacitances at the input node. The input current pulse, Iin, or the charge, 
Qin is generated for a time duration of t seconds from the temperature change due to breathing (Iin 
= 
𝑄𝑖𝑛
𝑡
) while the output is a voltage signal, Vout.  The simplified transfer function of a charge 
amplifier can be expressed as, 
                                                          𝑉𝑜𝑢𝑡(𝑡) = −
𝑄𝑖𝑛
𝐶𝑓
𝑒
−𝑡
𝜏⁄                                                                      (3.1) 
The input charge, Qin is converted to a voltage signal with a value of -Qin/Cf. The working 
bandwidth of the proposed sensor is characterized by the thermal time constant, τth of the PVDF 
material and the electrical time constant, τ = (R0llRc)(C0llCc),  which includes the input impedance 
of the charge amplifier and the impedance of the equivalent electric circuit model of the transducer. 
The charge generated by the pyroelectric element is amplified by a factor of 1/Cf and is 180
0 out 
of phase as the input is connected to the inverting terminal of the OTA. The output signal decays 
following the time constant,  and the maximum value of the response is a measure of the 
temperature variation.     
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3.1.2 Charge Amplifier Circuitry 
It is of particular importance to design the OTA to exhibit high gain-bandwidth product, 
high slew rate, and high signal-to-noise ratio to improve the efficiency of the charge conversion. 
The high open-loop gain and a high input impedance of the OTA in the charge amplifier help 
achieve efficient charge-to-voltage conversion as well. With these design objectives in mind, a 
folded-cascode OTA is conceived in 0.5µm CMOS process which is shown in Fig. 3.2.  The 
folded-cascode configuration of the amplifier is chosen to achieve large output swing and high 
phase margin for stability. The PMOS input pair transistors have been selected to reduce the flicker 
noise which is present in the sub-Hz breathing signal. Although a telescopic amplifier achieves 
low power consumption, high gain, higher cut-off frequency, and low input referred noise, its 
output swing is less than that of the folded-cascode amplifiers. The bias current (Ibias) is chosen to 
be 1.5 µA and the transistor sizes are chosen so as to enable moderate to weak inversion region of 
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Figure 3.2: Circuit schematic of the PMOS input folded-cascode amplifier. 
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operation to minimize the overall power consumption. The moderate inversion current can be 
calculated using the following equation [28], 
                                                               𝐼𝑠 =  
2µ𝐶𝑜𝑥𝑉𝑇
2
𝑘
 .
𝑊
𝐿
                                                                (3.2) 
where VT is the thermal voltage (
𝑘𝐵𝑇
𝑞
) and k is the subthreshold gate coupling coefficient. Typically 
the value of k is 0.7V or 
1
𝑛
, where n is the inverse of the change in surface potential, Φs due to the 
change in the voltage from the gate to the body terminal of the MOSFET [17]. The inversion 
coefficient can be calculated using the following equation, 
                                      𝐼𝐶 =  
𝐼𝐷
𝐼𝑆
                                                               (3.3) 
where ID is the drain current and IS is the inversion current of the transistor. If IC is greater than 
10, it means that the transistor is operating in the strong inversion region and the transconductance 
(gm) is proportional to the square root of drain current. If IC is greater than 0.1 but less than 10, it 
corresponds to moderate inversion region. Finally, if IC is less than 0.1, the transistor is operating 
in the weak inversion region and the gm is proportional to the drain current [29]. Transconductance 
efficiency (
𝑔𝑚
𝐼𝐷
) can be expressed as [29], 
                                             
𝑔𝑚
𝐼𝐷
=  
𝑘
𝑉𝑇 (0.5+√𝐼𝐶+0.25)
                                                        (3.4) 
Table 3.1 reports the operating points and dimension of each transistor in the amplifier shown 
in Fig. 3.2. From the table, it can be seen that the input PMOS transistors MP1, MP2 are operating 
in weak inversion region. The transistors MP4, MP5 in the cascode branch are operating in moderate 
inversion region and MN2, MN3 are operating in moderate inversion region. 
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Table 3.1: Operating Conditions of the Transistors of the Folded-Cascode Amplifier 
Transistor 
)(
)(
mL
mW


 
ID 
IC D
m
I
g
 |||| thGSEFF VVV   
(µA) (V-1) (mV) 
MP1, MP2 
6.0
3.60
 0.16 0.04 26.85 172.7 
MN2, MN3 
6.0
1.5
 0.187 0.22 23.62 126 
MN4, MN5 
6.0
12
 0.04 0.02 27.46 17 
MP4, MP5 
6.0
120
 0.04 0.056 27.8 274.1 
MP3 
6.0
24
 0.3 0.21 23.76 98.1 
MP7 
6.0
24
 0.5 0.42 21.24 70.1 
MN1 
6.0
05.4
 0.5 0.9 17.87 56.8 
MP6 
6.0
95.1
 0.5 4.5 10.44 111 
MN6 
6.0
5.1
 0.5 2.1 13.8 10 
MN7 
6.0
05.4
 0.5 0.77 18.61 57.3 
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The schematic of the folded-cascode OTA is shown in Fig. 3.3. Part of this charge amplifier 
design work has been published in [30], [31]. The OTA block amplifies the breathing signal 
acquired by the pyroelectric transducer. The op-amp is implemented using the single-stage folded-
cascode amplifier as illustrated in Fig. 3.2. An AC-coupling capacitor C1 of 4.2 pF is used to block 
the DC signal component of the transducer output and to restore the signal to mid-rail voltage 
(Vmid) which is about 900 mV for the supply voltage of 1.8 V. The capacitance, C2 and the load 
capacitance, CL are chosen to be 1.05 pF and 500 fF, respectively. The mid-band gain (A0), the 
lower (𝑓𝐿) and upper cut-off frequency (𝑓𝐻) can be expressed as [32] 
                                                                    𝐴0 = 
C1
C2 
                                                                         (3.5) 
                                                                    𝑓𝐿  = 
1
(2𝜋×𝑅ℎ𝑖𝑔ℎ×𝐶2)
                                                        (3.6) 
                                                               𝑓𝐻  = 
𝑔𝑚
A0×C𝐿
   , 𝑔𝑖𝑣𝑒𝑛 𝐶1, 𝐶𝐿 ≫ 𝐶2                                   (3.7) 
where 𝑔𝑚 is the transconductance of the OTA. Transistors M1 and M2 act like pseudo-resistors and 
are configured using diode-connected PMOS transistors having negative VGS. The W/L ratios of 
M1 and M2 are identical (
6µ𝑚
0.6µ𝑚
). To achieve an ultra-low cut-off frequency, fL without using an 
enormous resistor or capacitor in the feedback and thus occupying a large real-estate area, diode-
Breathing 
Signal
C1
Pseudoresistor, Rhigh
C2
Vmid
CL
C1 C2
Rhigh
OTA
M1 M2
 
Figure 3.3: Schematic of the folded-cascade OTA. 
 28 
 
connected PMOS transistors M1 and M2 are used to emulate large resistances (Rhigh) of up to 
hundreds of GΩs. These transistors operate at a very low VDS voltage and thus operate in the 
subthreshold region leaking only the subthreshold leakage current. The subthreshold current can 
be quantified as follows [33]: 
𝐼𝑠𝑢𝑏 = 𝐼0 exp (
𝑉𝐺𝑆−𝑉𝑡ℎ
𝑛𝑉𝑇
) [1 − exp(−
𝑉𝐷𝑆
𝑉𝑇
)]                                       (3.8) 
where Vth is the threshold voltage of the transistor, n is the subthreshold slope factor, VT is the 
thermal voltage (~25 mV) and,  
𝐼0 = 
µ0𝐶𝑂𝑋𝑊
𝐿
                                                                      (3.9) 
The incremental resistance is quantified as ∆V/∆I. To make sure that the VGS is smaller than 
the Vth, which is around 0.7 V for the 0.5m CMOS process, it is important to keep the voltage 
swing across the transistors below the threshold voltage. The two transistors are connected in series 
with the purpose of further reducing the VDS of each one of them. 
As the voltage across the pseudo-resistor changes in small increment, the equivalent 
resistance increases up to hundreds of GΩs. Fig. 3.4(a) shows the pseudo-resistor configuration. 
Fig. 3.4(b) shows the difference in current (∆I) due to the small incremental voltage change (∆V). 
Fig. 3.4(c) shows the incremental resistance values of the pseudo-resistors for different ∆V values. 
From the figure, it can be seen the current is in the pA range for ∆V> -1 V and the resistance value 
is ~2 TΩ. For example, at 0.3V the incremental resistance is 2 TΩ, which makes the lower cut-off 
frequency to be 0.76 Hz. The transconductance, 𝑔𝑚 of the input pair PMOS transistors is 
4.3µA/V2, which results in an upper cut-off frequency of 2.15 MHz. Since the frequency is much 
higher than the bandwidth of the breathing signal, it is not as critical as a design parameter 
compared to the lower cut-off frequency.  
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(c) 
Figure 3.4: (a) Psuedo-resistor configuration (b) simulation result of the current vs. 
incremental voltage across the pseudo-resistor and (c) equivalent resistance of the pseudo-
resistor for different incremental voltages. 
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3.1.3 Noise Analysis 
In this section, different sources of noise in the charge amplifier circuitry are analyzed and 
discussed briefly. 
3.1.3.1 Thermal Noise 
The thermal noise in the CMOS transistors is generated due to the thermal variation in the 
channel. The thermal noise, modeled as a current source across the MOSFET can be expressed as 
[28]: 
𝑖𝑛,𝑡ℎ
2̅̅̅ ̅̅ = 4𝐾𝑇𝑔𝑚                                                        (3.10) 
where K is the Botlzmann constant, T is the temperature in Kelvin and  is the bias-dependent 
complex noise parameter of the MOSFET. The value of   varies from 1 to 2/3 depending the value 
of drain to source voltage, VDS. The thermal noise current presented in equation 3.10 can also be 
represented as a voltage source at the gate terminal: 
𝑣𝑛,𝑡ℎ
2̅̅ ̅̅ ̅̅ =
4𝐾𝑇
𝑔𝑚
                                                           (3.11) 
3.1.3.2 Flicker Noise 
The MOSFETs tend to have more flicker noise (also known as 1/f noise) compared to the 
other devices because of their surface conduction mechanism. The flicker noise of the transistor 
at the drain terminal is expressed as [28], 
𝑖𝑛,𝑓𝑛
2̅̅̅ ̅̅ ̅ = 
𝐾𝑓
𝐶𝑜𝑥𝑊𝐿
𝑔𝑚
2
𝑓
                                                       (3.12) 
Or the noise source in terms of the gate voltage, 
 𝑣𝑛,𝑓𝑛
2̅̅ ̅̅ ̅̅ = 
𝐾𝑓
𝐶𝑜𝑥𝑊𝐿
1
𝑓
                                                         (3.13)       
where Kf  is the noise parameter that is related to the gate area, Cox  is the oxide capacitance, W and 
L are the width and length of the transistor. The corner frequency, fco is the frequency when the 
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flicker noise becomes equal to the thermal noise. The total gate referred noise voltage in terms of 
the corner frequency is [34], 
𝑣𝑛2̅̅ ̅ =  𝑣𝑛,𝑡ℎ
2 +  𝑣𝑛,𝑓𝑛
2 =  
4𝐾𝑇
𝑔𝑚
(1 +  
𝑓𝑐𝑜
𝑓
)                                      (3.14) 
3.1.3.3 Noise of the Folded-Cascode OTA 
 
The output referred noise of the amplifier shown in Fig. 3.2 mostly comes from the input 
pair transistors, MP1-MP2 and the folded pair, MN2-MN3. The total output referred noise can be 
quantified as, 
𝑣𝑛,𝑜𝑢𝑡
2̅̅ ̅̅ ̅̅ ̅ = 𝐴𝑣
2𝑣𝑛,𝑃1
2̅̅ ̅̅ ̅̅ + 𝑅0
2 𝑔𝑚,𝑁4
2
(𝑔𝑚,𝑁4+𝑔𝑑𝑠,𝑃1+𝑔𝑑𝑠,𝑁3)
2 𝑔𝑚,𝑁3
2 𝑣𝑛,𝑁3
2̅̅ ̅̅ ̅̅ ̅ + 𝑅0
2 𝑔𝑚,𝑁4
2
(𝑔𝑚,𝑁4+𝑔𝑑𝑠,𝑃1+𝑔𝑑𝑠,𝑁3)
2 𝑔𝑚,𝑁2
2 𝑣𝑛,𝑁2
2̅̅ ̅̅ ̅̅ ̅                           
(3.15) 
where Av is the mid-band gain of the amplifier, R0 is the equivalent output resistance and 𝑣𝑛,𝑃1
2̅̅ ̅̅ ̅̅  and 
𝑣𝑛,𝑁3
2̅̅ ̅̅ ̅̅ ̅ are the gate-referred noise of the transistors, MP1 and MN3. 
𝐴𝑣 =  𝑔𝑚,𝑃1𝑅0
𝑔𝑚,𝑁4
𝑔𝑚,𝑁4+ 𝑔𝑑𝑠,𝑃1+𝑔𝑑𝑠,𝑁3
                                                   (3.16) 
The input-referred noise can be derived from equation 3.15 by diving it by 𝐴𝑣
2, 
𝑣𝑛,𝑖𝑛2̅̅ ̅̅ ̅̅ = 𝑣𝑛,𝑃1
2̅̅ ̅̅ ̅̅ + 3
2𝑣𝑛,𝑁3
2̅̅ ̅̅ ̅̅ ̅ + 2
2𝑣𝑛,𝑁2
2̅̅ ̅̅ ̅̅ ̅                                           (3.17) 
where 3 is gm,N3/gm,P1 and 2 is gm,N2/gm,P1. 
To reduce the overall input-referred noise, the transconductance of the MN3 and MN2 
transistors, gm,N3 and gm,N2, respectively, are reduced by sizing the MOSFETs to be operating in the 
moderate inversion region and the transconductance of the MP1 transistor, gm,P1 is increased by 
making the transistor operate in the weak inversion region. 
 The input-referred noise of the front-end amplifier (FEA) in terms of the input-referred 
noise of the OTA is as follows, 
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𝑣𝑛,𝑖𝑛(𝐹𝐸𝐴)
2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = (
𝐶1+𝐶2+𝐶𝑖𝑛
𝐶1
)
2
. 𝑣𝑛,𝑖𝑛2̅̅ ̅̅ ̅̅                                                     (3.18)  
where Cin is the input capacitance of the amplifier. Therefore, to reduce the overall noise of the 
amplifier, the input-referred noise of the OTA is reduced. Apart from that, the high aspect ratio of 
the input pair transistor contributes to the input referred noise of the amplifier, so the W/L ratio 
needs to be optimized to achieve the best noise performance. 
 
3.2 Simulation and Measurement Results of the Charge Amplifier Designed in 0.5m CMOS 
Process 
The open-loop gain of the OTA is about 42 dB, which is depicted in the simulation results 
shown in Fig. 3.5. The simulated offset voltage of the OTA is 13.62mV, which shifts the output 
DC voltage by ~54.5mV and does not have any impact in the peak-to-peak amplitude of the output 
signal. Simulation result of the transfer function of the OTA is shown in Fig. 3.6. From the plot, it 
can be observed that the mid-band gain is about 12 dB and the lower and the upper corner 
frequencies are 0.05 Hz and 100 KHz, respectively. The phase of the OTA transfer function at 
unity gain is -680, which results in a phase margin of 1120 thus ensuring high stability. A small 
signal analysis with 100 mVpp sinusoidal signal has also been performed to determine the mid-
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Figure 3.5: Simulation result of the AC analysis of the OTA in Fig. 3.2. 
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band gain and the bandwidth of the OTA. The measured closed-loop gain and the phase plots are 
shown in Fig. 3.7. From the measured data, it can be seen that the lower cut-off frequency is much 
lower than 1 mHz. HP 33120A waveform generator is used to provide the input signal but the 
frequency of the input waveform could not be lowered below 1 mHz. The upper corner frequency 
is 9 kHz, and the measured mid-band gain is 13.62dB. The reason for the gain to be greater than 
the simulation result can be attributed to the mismatch of the capacitance values in the feedback 
path. Since the 0.5µm CMOS process does not have PDK capacitor models, all the capacitors were 
custom made, and the values were extracted from the post-layout simulation. With the addition of 
the parasitic capacitance, the value of C1 might have increased which increased the gain slightly. 
Even though the upper cut-off frequency has shifted in measurement, it is still much higher than 
the bandwidth of the breathing signal. The phase plot is also depicted in Fig. 3.7. From the phase 
plot, it can be seen that the phase at unity gain is -920 which results in a phase margin of 880.   
The simulation result of the input-referred voltage noise spectrum of the OTA is depicted 
in Fig. 3.8. From the figure, it can be noticed that the 1/f corner frequency is 0.4 Hz. By integrating 
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Figure 3.6: Simulated Bode plot of the front-end amplifier in Fig. 3.3. 
 34 
 
 
 
 
 
 
10
-3
10
-2
10
-1
10
0
10
1
10
2
10
3
10
4
10
5
-4
0
4
8
12
16
20
 
 
 Gain
 Phase
Frequency (Hz)
G
ai
n
 (
d
B
)
-100
-80
-60
-40
-20
0
20
P
h
as
e 
(d
eg
re
e)
 
Figure 3.7: Measured closed-loop gain and phase plot of the front-end amplifier in Fig. 3.3. 
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Figure 3.8: Input referred voltage noise spectra simulation of the front-end amplifier in Fig. 
3.3. 
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the noise curve from 1 mHz to 1 MHz, an RMS noise voltage of 28.7 nV is achieved. Since the 
RMS value of input referred noise is much lower than the amplitude of the regular breathing signal 
(400-500 mVpp), the noise performance is suitable for this particular application. The measured 
input referred noise of the OTA for this design is presented in Fig. 3.9 from which it can be seen 
that the 1/f corner occurs near 10 Hz. The total RMS noise obtained by integrating the curve in the 
frequency range from 0.125 Hz to 10 kHz is 5.017 μVrms and the noise efficiency factor (NEF) is 
calculated from the following equation, 
                                           NEF=𝑉𝑛𝑖,𝑟𝑚𝑠√
2𝐼𝑡𝑜𝑡𝑎𝑙
𝜋.𝑉𝑇.4𝑘𝐵𝑇.𝐵𝑊
                                                            (3.19) 
where Vni,rms is total input referred noise voltage of the amplifier, Itotal is the total supply current 
and BW is the amplifier -3dB bandwidth. Substituting these values in the above equation, the NEF 
of the amplifier is obtained to be 3.34. This amount of noise is believed to have less significance 
in the performance of the proposed system because of the charge generated during breathing is 
larger than the determined noise by about an order of 5.  The front-end of the proposed respiration 
monitoring sensor includes a thin metalized layer of PVDF of 20mm in length, 5mm in width and 
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Figure 3.9 : Measured input referred voltage noise spectrum of the front-end amplifier in Fig. 
3.3. 
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20µm in thickness which is attached to a soft bandage and placed under the nasal cavity of the 
patient to detect the respiration. Fig. 3.10 shows the achieved breathing signal waveform using the 
transducer and the proposed charge amplifier in which 400 mVp-p is the average amplitude of the 
respiratory signal. To observe the frequency domain response of the breathing signal, 1024-point 
FFT is performed as depicted by Fig. 3.11, from which it can be seen that the frequency of the 
breathing signal lies in the sub-Hz range.  
 
 
 
Figure 3.10: Respiratory signal from the charge amplifier output. 
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Figure 3.11: FFT of the breathing signal in Fig. 3.10. 
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The front-end amplifier consumes 5.4 µW of power from a 1.8 V power supply. Fig. 3.12 
shows the chip microphotograph of the proposed charge amplifier which occupies an active die 
area of 0.026 mm2. The performance of the proposed charge amplifier has been summarized and 
compared with other published works in Table 3.2. The gain of the amplifier is low compared to 
the other works but in can be improved by increasing the C1 to C2 ratio. The proposed amplifier 
also has the lowest cut-off frequency that makes it most suitable for application in low-frequency 
respiratory signal monitoring applications. The input referred noise and NEF are also low enough 
to detect small changes in temperature due to respiration. 
 
 
 
Charge 
Amp
120 µm
220 µm
 
 
Figure 3.12: Chip microphotograph of the proposed charge amplifier in 0.5µm CMOS 
process. 
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3.3 Design of the Charge Amplifier in 130nm CMOS Process 
As the transconductance (gm) of the input pair transistors determines the overall transconductance 
(GM) of the OTA, for the 130nm CMOS process NMOS input pair transistors were chosen over 
their PMOS counterparts. Due to the lower mobility, PMOS transistors have lower gm compared 
to the NMOS transistors.  
 
Table 3.2: Performance Summary of the Proposed Charge Amplifier 
 
[17] [16] [18] This work 
Power 
Consumption 
80 μW 1.8/3.3 μW 11 μW 5.4 μW 
Bandwidth 0.025 Hz-7.2 kHz 0.05 Hz-180Hz 0.3 Hz- 9 kHz 0.001 Hz-10 kHz 
Gain 39.5 dB 41/50.5 dB 48/60 dB 13.62 dB 
Input Referred 
Noise 
2.2 μVrms 
0.5 Hz-50kHz 
0.95 μVrms 
0.05 Hz – 100 
Hz 
5 μVrms 
1 Hz – 8 kHz 
5.017 μVrms 
0.125 Hz – 10 kHz 
NEF 4 4.6/5.4 4.6 3.34 
Die Area 0.160 mm2 0.7 mm2 0.065 mm2 0.026 mm2 
Process 0.5 μm CMOS 0.8 μm CMOS 0.18 μm CMOS 0.5 μm CMOS 
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3.3.1 Charge Amplifier Circuit Overview 
The OTA (Fig. 3.13) consists of the differential input pair, M1-M2, which has a W/L ratio 
of 10µm/0.5 µm.  The relatively wide transistors allow the devices to operate in the weak inversion 
region to achieve the maximum transconductance (gm) and hence the maximum gain. In the weak 
inversion region, the transistor has an exponential characteristic and act like a BJT (Bipolar 
Junction Transistor). The overall transconductance (GM) of the folded cascode amplifier can be 
expressed as, 
𝐺𝑀 =  𝑔𝑚1,2 =  
𝐼𝐷
𝑛𝑉𝑇
                                                             (3.20) 
 
where ID is the drain current of the transistor, VT = kT/q, and the slope factor, n ~ 1.2 in the weak-
inversion region. The transconductance efficiency, gm/Id is ~34.31V
-1. All the current mirror 
transistors (M13-M14-M0, M15-M16, M12-M5-M6) are designed to be operating in the moderate 
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Figure 3.13: Circuit schematic of NMOS input folded-cascode amplifier. 
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inversion region to reduce the noise and increase the output resistance. The transconductance, gmCM 
of the current mirror transistors is expressed as, 
𝑔𝑚𝐶𝑀 =  
𝐼𝐷
(𝑉𝐺𝑆−𝑉𝑡ℎ)
= 𝐾(𝑉𝐺𝑆 − 𝑉𝑡ℎ)                                               (3.21) 
where K = µCOXW/L. The transistors in the folded branch (M3-M4) are biased in the strong 
inversion region to reduce their noise contribution in the overall circuit. The bias current, Ib is 240 
nA, which makes the total power consumption of the amplifier ~1.8 W. The unity gain frequency, 
f0 or the gain bandwidth (GBW) is expressed as, 
𝐺𝐵𝑊 =  
𝑔𝑚1
2𝐶𝐿
                                                             (3.22) 
The dominating pole frequency is, 
 𝑓𝑝 =  
1
2𝑅𝐿𝐶𝐿
                                                               (3.23) 
The maximum gain of the amplifier (without and load resistance) depends on the equivalent output 
resistance, R0, which is equal to the parallel combination of the two resistances at the output stage 
as depicted in the equation 3.15, 
𝑅0 =  µ10𝑟𝑑𝑠8 || µ6𝑟𝑑𝑠3 
1
2
µ𝑟𝑑𝑠                                                (3.24) 
Then the mid-band open-loop gain becomes, 
𝐴𝑉𝑀 =  𝐺𝑀𝑅0  
1
2
𝑔𝑚µ𝑟𝑑𝑠  
1
2
µ𝑛µ𝑝                                               (3.25) 
3.3.2 Front-End Amplifier Design Considerations 
Table 3.3 reports the operating points and the dimensions of each transistor in the amplifier 
circuit shown in Fig. 3.13. The schematic of the front-end charge amplifier, which consists of the 
folded-cascode OTA described earlier, is shown in Fig. 3.14.  
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Table 3.3: Operating Conditions of the Transistors of the NMOS Input Folded- Cascode 
Amplifier 
Transistor 
)(
)(
mL
mW


 
DI  
IC D
m
I
g
 |||| thGSEFF VVV   
(µA) (V-1) (mV) 
M1, M2 
5.0
10
 0.24 0.008 34.31 105.2 
M3, M4, 
M11 1
4
 0.5 0.825 21.13 8.76 
M5, M6 
5.0
10
 0.27 0.2 25.9 102.6 
M9, M10 
6.0
120
 0.27 0.06 31.71 27.5 
M7, M8 
1
2
 0.27 1.32 24.9 56.5 
M0 
1
2
 0.48 0.88 28.02 25.3 
M13, M14 
1
2
 0.5 0.52 27.88 25.3 
M15, M16 
1
5
 0.5 0.44 30.38 8.2 
M12 
5.0
10
 0.5 0.3 24.57 71.4 
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Figure 3.14: Schematic of the folded-cascode OTA with triple-well NMOS pseudo-resistor. 
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The OTA block amplifies the breathing signal acquired by the PVDF-polymer transducer. 
An AC-coupling capacitor, C1 of 1 pF is used to block the DC signal component of the transducer 
output and to restore the signal to mid-rail voltage (Vmid) which is about 600 mV for the supply 
voltage of 1.2 V. The capacitance, C2 and the load capacitance, CL are chosen to be 2 pF and 1 pF, 
respectively. The design equations for the mid-band gain (A0), the lower (𝑓𝐿) and upper cut-off 
frequency (𝑓𝐻) are similar to the equations 3.5, 3.6 and 3.7. 
For implementing the pseudo-resistors (M1-M2) double-gated n-type triple-well MOSFETs 
with a W/L ratio of 0.36 m/0.24 m is chosen. It is similar to the pseudoresistor proposed by 
Holleman et al. [35] except the use of two triple-well NMOS transistors. NMOS transistors provide 
better linearity over the PMOS transistors and to reduce the noise contribution, the substrate of the 
transistor is isolated by implementing pseudoresistor configuration. The cross-sectional view of 
the triple-well NMOS transistor is illustrated in Fig. 3.15 which shows that the p-well is embedded 
within a deep n-well creating an isolated body for the NMOS from the p-substrate. This 
configuration is efficient because the resistance value can be adjusted by changing the VRef voltage. 
As the two diodes in the transistors are connected in an anti-parallel fashion, if the value of VRef  is 
small, none of the diodes would conduct strongly and the effective resistance would be large. Two 
transistors are stacked in series to ensure their operating region is within the high-resistance region. 
p+ p+n+ p+
p- substrate
Deep n-well
n-well Local p-well
 
 
Figure 3.15: Cross-section of an NMOS transistor in a triple-well 130nm CMOS process. 
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3.4 Simulation and Measurement Results of the Charge Amplifier Designed in 130nm 
CMOS Process 
As the voltage across the pseudo-resistor changes in small increment, the equivalent 
resistance increases up to hundreds of GΩs. Fig. 3.16(a) shows the pseudo-resistor configuration. 
Fig. 3.16(b) shows the difference in current (∆I) due to the small incremental voltage change (∆V). 
Fig. 3.16(c) shows the incremental resistance values of the pseudo-resistors for different ∆V 
values. From the figure, it can be seen that the incremental current change is in the fA range for -
1.2 V<∆V<0.6V range and the resistance value is ~ 0.5 TΩ. The resistance value is almost constant 
over this range.  
The open-loop mid-band gain of the OTA is about 58.18 dB, which is depicted in the 
simulation result shown in Fig. 3.17. With a load capacitance of 1 pF, the unity gain bandwidth 
(GBW) and the phase margin are 5.5 MHz and 82.56°, respectively. The high phase margin ensures 
the stability of the OTA. The simulated input offset voltage of the OTA is 134.03 V. The 
simulated design parameters of the proposed folded-cascode amplifier designed in 130 nm CMOS 
process have been summarized in Table 3.4.  
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Figure 3.16: (a) Double gated triple-well NMOS Psuedo-resistor, (b) simulation result of the 
current vs. incremental voltage across the pseudo-resistor and (c) equivalent resistance of the 
pseudo-resistor for different incremental voltages. 
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Figure 3.17: Simulation result of the AC analysis of the OTA in Fig. 3.13. 
Table 3.4: Simulated Design Parameters of the Folded-Cascode OTA in 130nm Process 
Parameters This Work 
Supply Voltage 1.2 V 
Current Consumption 1.5 A 
Phase Margin 82.56° 
Unity Gain 
Bandwidth 
5.5 MHz 
Open-loop Gain 58.18 dB 
CMRR 104.37 dB  
PSRR 74.62dB 
Input Common Mode 
Range 
90 mV – 1.1 V 
Slew Rate  3.62 mV/s 
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Simulation and measurement results of the transfer function of the OTA with feedback are 
shown in Fig. 3.18. From the plot, it can be observed that the simulated mid-band gain is about 6 
dB and the lower (fl) and the upper (fh) corner frequencies are 11.2 mHz and 34.7 kHz, respectively 
with 10 pF load capacitance. The measured mid-band gain is 6.23 dB with fl is less than 10 mHz 
and fh is ~ 13 kHz. A small signal (100 mVpp) sinusoidal signal is used as an input to derive the 
measured bode plots. The reason for the gain to be greater than the simulation result can be 
attributed to the mismatch of the input capacitor (C1). With the addition of the parasitic 
capacitance, the value of C1 might have increased which increased the gain slightly. The measured 
load capacitance (CL) is also higher than 10 pF due to the parasitic capacitance in the printed circuit 
board, thus reducing the fh. Even though the upper cut-off frequency is lower than the simulation 
result, it is still much higher than the bandwidth of the breathing signal. 
Simulation and measurement result of the input-referred voltage noise spectrum of the 
OTA is depicted in Fig. 3.19. A spike at 60 Hz is also observed in the measurement data due to 
the supply source noise. By integrating the simulated noise over the 125 mHz to 12.8 kHz 
bandwidth, a noise voltage of 6.853 µV or 4.847 µVrms is calculated. Since the RMS value of 
 
Figure 3.18: Simulation and measurement results of the gain of the front-end amplifier in 
Fig. 3.14. 
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input referred noise is much lower than the amplitude of the regular breathing signal (400-500 
mVpp), the noise performance is suitable for this particular application. From the measured input 
referred noise it can be seen that the 1/f corner occurs near 0.4 Hz. The total RMS noise obtained 
by integrating the curve in the frequency range from 0.125 Hz to 12.8 kHz is 6.54 μVrms. The 
noise efficiency factor (NEF) calculated from equation 3.18 is 2.79. 
To record the respiration signal the thin metalized layer of PVDF which is attached to a 
soft bandage is placed under the nasal cavity to detect the respiration signal. Fig. 3.20(a) shows 
the achieved breathing signal waveform using the transducer and the proposed charge amplifier. 
As the transducer is placed near the nasal cavity, the highest peak-to-peak amplitude is almost 1.1 
Vpp.  When the fabricated cannula with the PVDF sensor is used as the breathing sensor, the peak-
to-peak amplitude of the breathing signal is reduced to 400 mVpp (Fig. 3.20(b)). To observe the 
frequency domain response of the breathing signal, 1024-point FFT is performed as shown in Fig.  
3.21, from which it can be seen that the frequency of the breathing signal lies in the 1-2 Hz range. 
Since the final goal is to implement the cannula based respiration monitoring sensor specifically 
for neonatal infants in a hospital settings, the performance of the transducer placed inside the 
cannula as well as the charge amplifier satisfies the design specifications efficiently.  
 
Figure 3.19: Simulation and measurement results of the input-referred noise of the front-end 
amplifier in Fig. 3.14. 
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Figure 3.20: Respiratory signal from the front-end amplifier in Fig. 3.14 using, (a) PVDF 
strip and (b) cannula. 
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Figure 3.21: FFT of the breathing signal in Fig. 3.20 (a). 
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The front-end amplifier consumes 1.8 µW of power from a 1.2 V power supply. Fig. 3.22 
shows the chip microphotograph of the proposed charge amplifier designed using 130nm CMOS 
process which occupies an active die area of 0.085 mm2. The measured performance parameters 
of the proposed front-end amplifier designed in 130nm CMOS process have been summarized and 
compared with other state-of-the-art works in Table 3.5. From the table, it can be seen that the 
power consumption for the proposed amplifier designed with a supply voltage of 1.8 V is very low 
compared to the other works as well as the previous amplifier designed in which 0.5 μm CMOS 
process. The proposed amplifier also has the lowest cut-off frequency that makes it most suitable 
for application in low-frequency respiratory signal monitoring. The NEF is also the lowest 
compared to other designs because of the low bias current. 
291 µm 
29
3 
µ
m
 
 
 
Figure 3.22: Chip microphotograph of the proposed charge amplifier in 130nm CMOS 
process. 
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3.5 Summary and Conclusion 
Two low-power low-noise fully integrated charge amplifiers designed in 0.5m and 130 
nm standard CMOS processes, respectively, are presented in this chapter. The proposed charge 
amplifier designed in 0.5m CMOS process features low power consumption of 5.4 µW and very 
low input referred noise of 5.017µVrms along with the lower cut-off frequency of 1 mHz obtained 
by a pseudo-resistor based diode-connected MOSFET in the feedback configuration. These 
features make this charge amplifier a potential candidate to be used as the front-end circuitry of a 
respiration monitoring system using pyroelectric transducer. A brief noise analysis of the amplifier 
is also presented with the design optimizations for lowering the input-referred noise. Measured 
data presented in the paper shows that the proposed folded-cascode configuration for the OTA has 
achieved a significant improvement over the conventional OTA designs regarding the noise-power 
trade off. To reduce the power consumption even further, the charge amplifier is also designed 
using 130nm CMOS process. With a power consumption of only 1.8 µW, the amplifier has a -3 
Table 3.5: Performance Summary of the Proposed Charge Amplifier 
 
[17] [16] [18] This work 
Power (μW) 
Consumption 
80 1.8/3.3 11 1.8 
Bandwidth 0.025 Hz-7.2 kHz 0.05 Hz-180Hz 0.3 Hz-9 kHz 10 mHz-13 kHz 
Gain (dB) 39.5 41/50.5 48/60 6.23 
Input Referred 
Noise (μVrms) 
2.2 (0.5 Hz - 50 
kHz) 
0.95 (0.05 Hz -
100 Hz) 
5 (1 Hz - 8 
kHz) 
6.54 (125 mHz -
12.8 kHz) 
NEF 4 4.6/5.4 4.6 2.79 
Die Area (mm2) 0.160 0.7 0.065 0.08 
CMOS Process 0.5 μm 0.8 μm 0.18 μm 130 nm 
CMRR (dB) 83 100 48 104.37 
PSRR (dB) 85 - 55 74.62 
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dB bandwidth of 10 mHz to 13 kHz and a NEF of 2.79. The high CMRR value also ensures that 
the common mode noise is rejected and filtered out at the input.  
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Chapter 4 Overview of Impulse Radio Ultra-
Wideband (IR-UWB) Transmitter  
 
It is of crucial importance to design a transmitter that operates in the desired allocated 
spectrum and does not interfere with the co-existing bands. Similarly, interference from other 
bands can significantly deteriorate the radio performance. To minimize this problem as much as 
possible Federal Communications Commission (FCC) has limited the radiation characteristics of 
a radio operating in certain bands. Unlike GSM or CDMA which operate in a licensed spectrum, 
FCC has also approved many unlicensed bands where the radio only needs to comply with the 
emission mask. Since 2002 when FCC allocated 3.1 to 10.6 GHz of the frequency spectrum as 
ultra-wideband, many transmitter designs have been reported with a pulse generator and an 
oscillator to up-convert the baseband signal to RF signal [36], [37]. For a commercial wearable 
sensor such as the respiration monitoring system discussed in Chapter 2, the cost is also an 
important factor, which can be minimized by making the wireless telemetry operate in the 
unlicensed ultra-wideband (UWB) spectrum. In this chapter, the UWB emission mask imposed by 
the FCC is studied and the design of the impulse radio ultra-wideband (IR-UWB) transmitter that 
follows the spectral mask constraints is discussed.  
4.1 UWB Communication and FCC Spectral Mask 
  Pulsed-based communication requires a broad bandwidth as the narrow impulse signal in 
the time domain corresponds to a wider bandwidth in the frequency domain. That is why this type 
of communication is also known as ultra-wideband (UWB) communication. Traditional 
continuous wave (CW) signal is also referred to as a narrowband signal as the frequency bandwidth 
is very low. According to the FCC regulation, the fractional bandwidth of the emitted signal is 
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required to be either 500 MHz or 20% of the carrier frequency to be considered as UWB signal 
[38]. The fractional bandwidth is defined as,  
𝑓ℎ−𝑓𝑙
𝑓𝑐
, where fh and fl are the upper and the lower -
10dB cut-off frequencies, respectively and fc is the center frequency. Because of the narrow pulse 
nature of the UWB communication, it is possible to accurately localize a subject (for example 
senior citizen for assisted living) [39] or even monitor the rhythmic chest movement due to 
respiration [40]. It has also been extensively utilized for high-data rate communication 
applications. Chae et al. demonstrated a neural recording system for neuron spike extraction with 
128 recording channels and 90 Mbps data rate [41]. All these unique features of UWB 
communication offer many attractive areas of research. 
 In February 2002, FCC released a regulation for the UWB communication power spectrum 
emission. Fig. 4.1 shows the FCC spectral mask for UWB communication. According to the FCC 
regulation, the maximum emission power must not exceed -41.3 dBm/MHz. The reason for this 
restriction is to assure that a UWB device does not interfere with other medical devices operating 
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Figure 4.1: FCC mask for UWB communication. 
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in the Wi-fi or Bluetooth frequency bands because of its low transmission power. FCC has also 
imposed an even higher restriction on the emission mask for outdoor communication compared to 
indoor communication so that there is no interference with cellular or aircraft radar 
communication. A deep notch around 1.5 GHz is imposed not to create interference with the 
Global Positioning System (GPS). Thus, the UWB communication does not impose any 
interference with the existing bands such as 2.4 GHz ISM band. Because of the lower emission 
power the range of communication is also limited to a distance of less than 10 meter. 
4.2 UWB Pulse Shaping Techniques 
 Many approaches have been studied over the last one and a half decade to implement the 
pulse shaping technique to achieve the desired UWB spectrum that follows the FCC mask 
regulation. These approaches can be broadly categorized as the carrier based and carrier-less UWB 
communication. For a carrier-less UWB radio, the pulse spectrum falls within the 0-960 MHz or 
3.1 -10.6 GHz bandwidth, without the requirement of RF up-conversion. The duration of the pulse 
is less than 1 ns with one or more Gaussian function like wavelets. Impulse generators have been 
implemented that generate Gaussian waveform or its derivative for carrier-less UWB 
communication. A filter is sometimes incorporated after the pulse generator to make sure the 
power spectrum lies within the FCC spectral mask [42]. The higher order derivative of the 
Gaussian pulse has sharper roll-off which helps meet FCC spectrum regulation without using any 
additional filter. Kim et al. presented a 5th derivative Gaussian impulse waveform generator using 
a digital CMOS circuitry that does not require any additional filtering and occupies 7.2 GHz of the 
bandwidth [43]. It is difficult to calibrate the variations of standard deviation parameters and the 
derivative order of the Gaussian wavelet due to process and temperature variation (PVT), violating 
the FCC spectral mask regulation. In the carrier-based UWB communication system, the UWB 
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spectrum is sub divided into several bands, each with a bandwidth of 500 MHz or higher, as shown 
in Fig. 4.2. Carrier-based UWB communication enables multi-user application such as where each 
user would be assigned particular center frequency and bandwidth in the multi-band UWB system. 
In the sub-banded UWB system, the baseband data is first converted to a particular pulse shape, 
(e.g. triangular, sinc, square, tanh etc.) with narrow width and then the wavelet is up-converted by 
a local oscillator (LO) with the help of a mixer, as shown in Fig. 4.3.  
 In order to choose the right pulse shaping that would be optimum for any particular 
application designers first have to look into the spectral efficiency, out-of-band emission and side-
lobe rejection of each shape. Spectral efficiency or bandwidth efficiency is a measure of how 
efficiently the spectrum of the pulse wavelet occupies a given bandwidth. If the data rate is R and 
the bandwidth is B, then the spectral efficiency is defined as 
𝑅
𝐵
 (bits per second per Hz). The sinc 
shaped pulse has a spectral efficiency of 100% due to having rectangular spectrum in frequency 
domain while the square-shaped pulse has a spectral efficiency of only 58% due to having sinc 
shaped spectrum [44]. Out-of-band emission is also an important factor while choosing the 
optimum pulse shaping. Out-of-band emission is the power emitted by the transmitter in the 
adjacent channel which would possibly interfere with other radio communication in the nearby 
frequency bands. The sinc wave shape has 0% out-of-band emission while the square wave has 
12.8% (-8.9 dB) out-of-band emission [44]. Side-lobe rejection primarily displays the severity of 
the out-of-band emission. It is the difference of the power emitted in-band and out-of-band. The 
sinc and the Gaussian waveforms have no side-lobes and the side-lobe rejection for square-shaped 
wavelet is -13 dB [44]. In this work, both triangular pulse shaping and sinc pulse shaping are 
presented.  
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 Figure 4.2: FCC mask for UWB communication. 
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Figure 4.3: Carrier-based UWB wavelet generation scheme. 
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4.3 Impulse Radio UWB Transmitter for Low-Data Rate Application 
 For any biomedical sensor such as the respiration monitoring sensor described in chapter 
2, the transmitter is expected to transmit data wirelessly at a steady low-data rate. Since the 
transmitter usually consumes most of the power of a sensor system, any reduction in the power 
consumption of the transmitter block is expected to save the overall power consumption by tenfold. 
To reduce the average power consumption, it makes sense to duty-cycle the radio communication 
as much as possible, so that the transmitter is on for a short period and thus dissipating power only 
when it is active.  
Fig. 4.4 (a) shows the duty-cycling approach, where the transmitter is turned off most of 
the time, thus dissipating only the leakage current. Unlike conventional continuous wave (CW) 
transmitter where data is encoded by the phase or the frequency of the carrier waveform, the UWB 
data can be encoded using short duration pulses. This type of radio communication is known as 
impulse radio ultra-wideband (IR-UWB) because of their pulsed nature. It is the transmission of 
very low energy narrow pulses (in the range of sub-nanoseconds to few nanoseconds) with fine 
time resolution. IR-UWB has been a popular choice for high-data rate application for its wide 
bandwidth nature. For the CW transmitters or the duty-cycled IR-UWB transmitter, the static 
power (leakage and overhead power) consumption is fixed no matter what the data rate is. It is the 
dynamic power that increases with the increasing data rate. The dynamic power can be expressed 
as the product of Eb and R, where Eb is the energy per bit and R is the data rate. For an IR-UWB 
transmitter, Eb is much lower than a CW transmitter, thus resulting in a reduced overall power 
consumption of the transmitter (Fig. 4.4 (b)).  For the receivers in wearable biomedical sensor 
applications most of the time there are not much of a power restriction ensuring that the receivers 
are always active for communication. For IR-UWB communication many modulation schemes 
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Figure 4.4: (a) Transmitter duty-cycling approach and (b) static and dynamic power 
consumption of duty-cycled and CW transmitter. 
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such OOK (on-off-keying) [36], pulse amplitude modulation (PAM) [45], binary phase shift 
keying (BPSK) [46], pulse position modulation (PPM) [47] have been investigated. With the 
motivation of achieving simplicity in transmitter architecture and low-power design, OOK 
modulation is an ideal candidate for low-data rate applications. In a hospital environment, as the 
data is transmitted from multiple sensor nodes, the carrier based IR-UWB architecture operating 
in 3.1 to 5 GHz frequency range with OOK modulation scheme is chosen for the transmitter design. 
CMOS process has been selected for the design of the transmitter considering its availability and 
low cost of fabrication. The next section describes the transmitter architecture that was designed 
and fabricated using 180nm high voltage CMOS and 130nm RF CMOS processes, respectively.  
4.4 Radio Implementation Using Decawave DWM1000 Module 
To establish a proof-of-concept design a commercially available off-the-shelf UWB 
transceiver module (Decawave DWM 1000 IEEE 802.15.4-2011 UWB transceiver module) [48], 
[49] and ARM Cortex-M3 SAM3S Microcontroller IC [50] are used to digitize and transmit the 
data acquired from the charge amplifier designed in 0.5 µm CMOS process. The performance of 
the charge amplifier and the PVDF transducer for respiration monitoring is discussed in the 
previous chapter. Although Decawave DWM1000 module has been used extensively for UWB 
ranging and positioning applications [51], [52] it has not been used for wireless communication 
for biomedical application. Fig. 4.5 shows the overview of the proposed system. There are total 10 
analog I/O ports for the ADC in the microcontroller IC and the output of the charge amplifier goes 
to the ADC1 port. The respiration signal output from the charge amplifier is sampled at 1 kSps 
rate and the ADC converts the sampled data to an 8-bit digital data with 1 stop bit and no parity 
bit. The Decawave transceiver modules were placed 2 feet apart for the data communication. Table 
4.1 lists the different operation modes of the transceiver module [51]. 
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Table 4.1: Operation Modes of the DecaWave DWM1000 Module 
Mode 
Carrier 
Frequency 
(GHz) 
Data Rate 
(bps) 
Bandwidth 
(MHz) 
 
Preamble 
(bit) 
 
PRF (MHz) 
1 4 110k 500 1024 64 
2 4 6.8 M 500 128 64 
3 6.5 110k 500 1024 16 
4 6.5 6.8 M 500 128 16 
5 6.5 110k 900 1024 64 
6 6.5 6.8 M 900 128 64 
 
 
 
 
 
 
 
 
 
Decawave Tx 
Module
PVDF 
patch
Decawave Rx 
Module
Charge 
Amplifier IC
2 ft 
distance
 
Figure 4.5: Overview of the proposed system with PVDF transducer, CMOS charge amplifier 
IC, Decawave DWM10000 transmitter and receiver module. 
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 Mode 1 (4 GHz carrier frequency and 110 kbps data rate) is selected for transmitting the 
data and 50 packets of data are transmitted per second (each packet having a maximum of 26 bytes 
of data). The receiver tag is placed at a distance of 2 feet (0.61 m) from the transmitter module. 
Fig. 4.6 shows the digitized breathing signal at the transmitter end and the Fig. 4.7 shows the 
received signal at the receiver end. While the breathing signal patterns look pretty similar, there is 
approximately 2-4 seconds of a time lag between the transmitted and the received signals. Even 
after aligning the highest peaks of the two signals, the other peaks are at different time stamps. 
Since the data is sent when the output buffer is full (50 packets of data in this case) this may 
contribute to a delay. According to the data sheet, the receiver sensitivity at the data rate of 110 
kbps is -102 dBm/500 MHz with 1% packet error rate. Apart from that, the peak amplitudes of the 
transmitted and the received signals look pretty similar. To minimize the delay between the 
transmitted and the received signals, a calibration can be made by cross-correlating the two signals 
and advancing the received signal as needed.  The effective update rate at the receiver-end is 
limited and is lower than the update rate at the transmitter due to packets being discarded or 
corrupted. 
The transmitter module antenna is a planer monopole antenna by DecaWave with a gain of 
2.2 dBi at 4 GHz frequency. It is an omni-directional antenna with a operating frequency 
bandwidth 3- 6 GHz. The receiver module antenna is also an omni-directional planer monopole 
antenna. It has a gain of -2.4 dBi at 3.5 GHz and an operating frequency bandwidth of 3.6 - 10 
GHz. With a 500 MHz bandwidth, the peak emitted power by the transceiver module is about -12 
dBm. The transceiver modules consume 520 mWs of power with 3.3 V supply voltage which is 
supplied by the 3.7 V 1000 mAh Li-poly battery.  
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Figure 4.6: ADC output from the transmitter module (top) and receiver DAC output 
(bottom). 
 
 
 
Figure 4.7:  The transmitted and the received signals after the highest peaks are aligned. 
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4.5 Summary and Conclusion 
 In this chapter, a brief overview of the UWB communication is presented, along with an 
introduction to the spectral mask regulation imposed by FCC in 2002. Different pulse shaping 
techniques and their pros and cons in terms of spectral efficiency, side-lobe rejection, and out-of-
band emission are presented. Later in the chapter, the feasibility of IR-UWB communication as a 
potential low-power low-data rate transmitter is analyzed. Finally, the chapter concludes with a 
proof-of-concept UWB communication system implemented using the Decawave DWM1000 
transceiver module, ARM Cortex-M3 SAM3S Microcontroller by Atmel, the front-end amplifier 
IC and the pyroelectric transducer. While there is a timing mismatch between the transmitted and 
the received signals, the respiration signals have the same amplitudes of peaks. To reduce the high 
power consumption of the commercially available transceiver module, in the following chapters 
low-power IR-UWB transmitter design schemes are presented.  
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Chapter 5 Low-Power Voltage Controlled Oscillator 
and Driver Circuitry 
 
 
5.1 Low-Power Voltage Controlled Oscillator 
Voltage controlled oscillator (VCO) is widely used in the communication system of a radio 
transceiver circuit and plays a critical role as a clock generator and in RF circuits. The performance 
of the VCO in terms of phase noise and tuning range determines the overall performance of a 
transceiver. The current trend towards multiband transceiver architecture and the broadband 
system has led to the interest of VCOs with a broad tuning range and low phase noise performance 
[53]. Even though relaxation oscillators can easily achieve very wide tuning range, their poor phase 
noise performance make them unsuitable for various wireless applications. An LC VCO is chosen 
mainly for its good phase noise performance compared to ring oscillators or other types of 
relaxation oscillators. VCO is one of the key blocks of radio-frequency (RF) communication 
circuits, which are primarily used for up-converting the baseband signal in the transmitter-end and 
down-converting the high-frequency carrier signal in the receiver-end. Designing CMOS VCO 
requires the designer to optimize various parameters such as tuning range, power consumption, 
phase noise, output power etc. depending on the intended application. As the LC oscillators 
demonstrate better spectral purity over the ring oscillators, they are mostly used in high-frequency 
communication circuits. It is even more important to achieve low jitter for the proposed time 
domain carrier based IR-UWB transmitter architecture [54]. 
The output of the VCO is usually a periodic voltage signal and the oscillation sustains for 
an indefinite amount of time without requiring an input excitation signal. For a negative feedback 
circuit configuration as shown in Fig. 5.1, the transfer function equation is as follows, 
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𝑉𝑜𝑢𝑡
𝑉𝑖𝑛
(𝑠) =  
𝐻(𝑠)
1+𝐻(𝑠)
                                                                     (5.1) 
where 0 and 0 is the oscillation frequency. To achieve an infinite loop-gain at the oscillation 
frequency, the two conditions, which are also known as Barkhausen’s criteria are: 
|𝐻(𝑗𝑤0)| ≥ 1                                                                       (5.2)  
∠ 𝐻(𝑗𝑤0) = 180
0                                                                    (5.3) 
These two conditions are necessary but not sufficient for oscillation to continue. In general, 
the loop-gain has to be two or three times the minimum start-up condition to make sure the 
oscillation sustains in the presence of process, voltage and temperature variations.  
 Fig. 5.2 shows the typical LC oscillator structure, where RL is the loss associated with the 
parallel LC tank. At the oscillation frequency, 𝑓0 =  
1
2√𝐿𝐶
 only the resistance RL remains, which 
corresponds to the quality factor Q of the LC tank. When an active circuit with an equivalent 
impedance of - RL is connected in parallel to the LC tank, the parallel impedance becomes infinite 
at the oscillation frequency. Once the Barkhausen’s criteria are met as discussed in the previous 
section, the oscillation sustains indefinitely.  
To achieve the negative resistance, an active gain cell with a transconductance, gm is 
connected in the positive feedback configuration. To meet the Barkhausen’s criteria, the loop gain, 
H(s)
Vin Vout
 
Figure 5.1: Block level schematic of a negative feedback system. 
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gmRL needs to be equal to one. In reality, gm > 
1
𝑅𝐿
 which on the other hand sets the minimum bias 
current that is required to start-up the oscillator.  
5.1.1 Theory of Operation 
Most of the biomedical data transmission applications require the frequency of the 
oscillator to be tunable so that it can be calibrated if the oscillation frequency is shifted due to PVT 
variation. In addition, the tuning range of the oscillator allows multiple carrier frequencies for 
multiple sensor nodes, each having a certain bandwidth. The output frequency of the voltage 
controlled oscillator is linearly related to the DC control voltage, VCTRL, as shown in the following 
equation, 
𝑓𝑜𝑢𝑡 =  𝑓0 + 𝐾𝑉𝐶𝑂𝑉𝐶𝑇𝑅𝐿                                                           (5.4) 
where f0 is the center or the mid-frequency of the total linear oscillation frequency range and KVCO 
is the conversion gain of the VCO, expressed in Hz/V. The tuning frequency range is the range of 
frequency for which the KVCO is constant ensuring linear relationship as shown in equation 5.4.  
Apart from the tunability, the VCO also needs to provide a high output amplitude for 
improving the noise performance. The output amplitude depends on the supply voltage, power 
dissipation, and the tuning range. Due to the noise contribution of the active circuits in the VCO, 
                         
L C RL
Active 
Circuit 
-RL
 
Figure 5.2: Circuit schematic of a negative feedback system. 
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the output spectrum shows the presence of noise, which is also known as jitter and phase noise. 
More details about the phase noise are presented in the following section. 
5.1.2 Phase Noise Modeling of VCO 
 If the VCO is noiseless, the output voltage of the oscillator can be expressed as, Vout(t)= A0 
sin(2f0t+), where A0 is the output voltage amplitude of the VCO and  is the phase reference. 
This corresponds to an impulse signal at the frequency, f0 in the frequency domain (Fig. 5.3 (a)). 
In reality, both the amplitude as well as the phase fluctuate over the time and the VCO voltage 
output spectrum is no longer an impulse signal. Assuming the amplitude fluctuation is negligible 
for well-designed VCOs, the phase noise becomes the dominant noise contributor. The output 
voltage of the VCO can be modeled as,  
𝑉𝑜𝑢𝑡(𝑡) = 𝐴𝑠𝑖𝑛[2𝑓0𝑡 +  (𝑡)]                                         (5.5) 
The output spectrum of the VCO demonstrates two side lobes due to phase noise, as shown 
in Fig. 5.3(b). To quantify the phase noise, the noise power over 1 Hz bandwidth at a frequency 
offset f from the oscillation frequency is divided by the VCO output signal power at the 
oscillation frequency. The unit of the phase noise is dBc/Hz. Thus, the single-sided power spectral 
density of phase noise can be expressed as, 
f0 f f0 f1 Hz
∆f
 
                                           (a)                                 (b)                
Figure 5.3: Frequency domain output of the oscillator for (a) noiseless and (b) with phase 
noise. 
 68 
 
𝐿(𝑓) = 10log (
𝑁𝑜𝑖𝑠𝑒 𝑝𝑜𝑤𝑒𝑟 𝑖𝑛 1 𝐻𝑧 𝑏𝑎𝑛𝑑 𝑎𝑡 𝑡ℎ𝑒 𝑓0+𝑓 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦
𝑃𝑜𝑤𝑒𝑟 𝑎𝑡 𝑓0 𝑓𝑟𝑒𝑞𝑢𝑛𝑐𝑦
)                 (5.6) 
Phase noise being a random noise is hard to analyze. For the simplicity of analysis, let us 
assume that the phase noise has a sinusoidal tone such that (t) = n sin(2fnt) where fn is the offset 
from the oscillation frequency. Equation 5.5 can then be rewritten as, 
𝑉𝑜𝑢𝑡(𝑡) = 𝐴𝑠𝑖𝑛[2𝑓0𝑡 + 𝑛𝑠𝑖𝑛(2𝑓𝑛𝑡)]                                                                                                           
        = 𝐴𝑠𝑖𝑛(2𝑓0𝑡) cos[𝑛𝑠𝑖𝑛(2𝑓𝑛𝑡)] + 𝐴𝑐𝑜𝑠(2𝑓0𝑡)𝑠𝑖𝑛[𝑛𝑠𝑖𝑛(2𝑓𝑛𝑡)]                              (5.7) 
Since n is very small, we can rewrite the equation 5.7 as, 
𝑉𝑜𝑢𝑡(𝑡) =  𝐴𝑠𝑖𝑛(2𝑓0𝑡) + 
𝐴
2
𝑛[𝑠𝑖𝑛{2(𝑓0 + 𝑓𝑛)𝑡} +  𝑠𝑖𝑛{2(𝑓0 − 𝑓𝑛)𝑡}]                 (5.8) 
From the above equation, it is clear that due to the presence of phase noise there are two 
side lobes at an offset of fn frequency from the carrier frequency. Equation (5.7) can also be 
expressed as [55], 
𝐿{} = 10log (
𝑃𝑠𝑖𝑑𝑒𝑏𝑎𝑛𝑑(0+),𝑎𝑡 1𝐻𝑧 𝑜𝑓𝑓𝑠𝑒𝑡
𝑃𝐶𝑎𝑟𝑟𝑖𝑒𝑟
)                                            (5.9) 
where 0 = 2f0 and  = 2f. Fig. 5.4 shows the phase noise responses of a free-running VCO 
and with the phase locked loop (PLL). The noise corner frequency, 1/3 predominantly depends 
on the transistors flicker noise. The PLL essentially acts like a high-pass filter thus suppressing the 
low frequency phase noise. For the frequencies higher than the -3 dB cut-off frequency of the PLL, 
the phase noise is not suppressed anymore and thus the noise performance of the VCO needs to be 
improved to improve the overall noise performance. 
The famous phase noise modeling equation for the 1/2 region derived by Leeson is as 
follows [56], 
𝐿{} = 4𝑘𝑇𝑅𝐿𝐹 (
0

)
2
(
1
2𝑄
)
2 2
𝑉𝑝
2                                              (5.10) 
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where F is the effective noise figure based on empirical data, k is the Boltzmann’s constant, Q is 
the effective quality factor, Vp is the output voltage swing and RL is the equivalent loss resistance 
of the LC oscillator. From the equation, it is clear that the phase noise has an inverse relationship 
with the Q of the tank and the output voltage swing, thus increasing them improve the phase noise 
performance.  
Taking into account the non-linearity of the active elements and their noise conversion, 
Hajimiri [55] proposed the impulse sensitivity function, which is a small-signal transfer function 
depicting the noise contribution of the all the odd harmonics of the oscillation frequency through 
the up-conversion to the fundamental frequency. The phase noise of the VCO in the 1/2 region 
in terms of the ISF is expressed as, 
𝐿{} = 10 log [
𝑟𝑚𝑠
2
𝑞𝑚𝑎𝑥
2
𝑖𝑛
2̅̅̅ /𝑓
4.2
]                                              (5.11) 
Where qmax is the charge across the capacitor at the output node and rms is the RMS value 
of the ISF, (t). ISF is an amplitude and phase independent function that depicts the amount of 
phase shift due to the current impulse injected at time t. 𝑖𝑛2̅  is the representation of all the noise 
current power sources that are present at the output node. The ISF is a periodic function with a 
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Figure 5.4: Phase noise of the VCO with and without the PLL. 
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period of 2 and it peaks when the output voltage of the oscillator crosses zero and it is minimum 
when the output voltage peaks. From equation 5.11, it becomes clear why LC oscillator has 
comparatively lower phase noise than ring oscillator for the same amount of power consumption. 
For ring oscillator, both the PMOS and NMOS transistor are on during the transition, which 
increases 𝑖𝑛2̅  and thus the ISF high. On the other hand, LC oscillators discharge 2/Q of the total 
energy in each cycle. Thus the qmax is smaller for LC oscillator than ring oscillator. Ring oscillators 
are also prone to PVT (process, voltage, and temperature) variations compared to LC oscillators. 
For LC oscillator, the oscillation frequency is determined by the resonance of the LC tank, which 
does not vary rapidly due to PVT variation. On the other hand, the oscillation frequency of the ring 
oscillator depends on the delay of the individual inverter cell and the delay varies rapidly due to 
PVT variations. Even though the ring oscillators occupy less die area and consume much less of a 
power compared to the LC oscillator, for the reliable wireless communication in the UWB 
frequency range LC oscillator is still most widely used. In the following section, different CMOS 
LC VCO architectures will be highlighted along with their design advantages and drawbacks. 
5.1.3 LC VCO Topologies 
As discussed earlier, to compensate for the loss associated with the LC tank, an active 
circuit element is necessary to provide the negative resistance in the loop. To sustain the 
oscillation, one transistor or two cross-coupled transistors can be used to emulate the positive 
resistance. Several topologies such as NMOS/PMOS cross-coupled LC oscillator and 
complementary cross-coupled LC oscillator with transistors connected in the common source 
configuration are shown in Fig. 5.5. The cross-coupled structure has a pair of NMOS or PMOS 
transistors along with the LC tank which latch up at the oscillation frequency. The oscillation 
frequency by varying the voltage (VCTRL) across the varactor and the start-up condition requires 
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(a) (b)          
Figure 5.5:  (a) NMOS cross-coupled LC oscillator and (b) Complimentary cross-coupled LC 
oscillator.                                    
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the transconductance (gm) of each transistor to be greater than or equal to 2/RL. The complementary 
cross-coupled LC oscillator consists of a pair of cross-coupled inverters. The benefit of this 
structure is that it relaxes the start-up requirement (gmn + gmp  2/RL) and thus the bias current can 
be reduced.  
In the complementary cross-coupled design, the overall transconductance, GM is the 
summation of both gmn and gmp whereas, for the NMOS cross-coupled topology, GM  = gmn/2. The 
peak-to-peak voltage amplitude of the NMOS cross-coupled LC oscillator is [57], 
𝑉𝑝 =  
2

𝑅𝐿𝐼𝑡𝑎𝑖𝑙                                                              (5.12) 
where Vp is the voltage output swing of the oscillator, RL is the equivalent loss resistance of the 
tank and Itail is the bias current. For the same bias current, the output voltage swing for the 
complementary cross-coupled LC oscillator is [57], 
𝑉𝑝 =  
4

𝑅𝐿𝐼𝑡𝑎𝑖𝑙                                                              (5.12) 
Thus the design of the complementary cross-coupled LC oscillator achieves better phase 
noise performance for the same power consumption compared to the NMOS or PMOS cross-
coupled LC oscillator. The tank in this kind of oscillator provides considerable attenuation at 
frequencies other than the oscillation frequency thereby giving superior phase noise performance. 
This configuration facilitates high-speed and differential designs with large swing, reasonable 
tuning range, and low power consumption. The structure also allows low-supply operation. 
Depending on the inductor Q, the complementary cross-coupled oscillators can achieve 
sufficiently low phase noise for most applications. 
5.1.4 Design Considerations 
LC VCO topology is chosen for the IR-UWB transmitter designed using 130nm CMOS 
process due to the advantages of the complementary cross-coupled LC oscillator mentioned in the 
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previous section. The design objective is to achieve wide tuning range and low phase noise while 
consuming the minimum power. The LC tank includes an integrated inductor (L) of 2.323 nH and 
a varactor pair (CVAR) to tune the oscillation frequency using VCTRL voltage as shown in Fig. 5.6. 
Cross-coupled RF NMOS transistors, M3 and M4 along with cross-coupled RF PMOS transistors, 
M5 and M6 form a positive feedback loop. A bias current (Ibias) of 20 µA is mirrored and amplified 
by the M0 - M1 current mirror transistors. The tail current of the oscillator is 360 µA which makes 
the total power consumption of the VCO 432.7 µW with 1.2V supply voltage. The transistor, M2 
is designed to duty-cycle the VCO using the impulse signal, VVCO generated from the impulse 
generator. A DC blocking dual-MIM capacitor, Cb of 2 pF is used to block the DC components of 
the VCO output voltage. A load capacitance of 0.25 pF is used in the simulated test-bench to 
represent the capacitance of the next stage, which is the driver circuit. Table 5.1 summarizes all 
the design parameters of all the transistors in the design.  
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Figure 5.6: Complementary LC VCO designed in 130nm CMOS process. 
Table 5.1: Summery of the Transistor Parameters of the VCO in Fig. 5.6 
Components W/L id (mA) gm (S) 
gm/ id 
(V-1) 
M0 4m/120nm 0.02 426.7µ 21.34 
M1 80m/120nm 0.36 7.91m 21.95 
M2 32m/120nm 0.36 645.6 µ 1.79 
M3 - M4 16m/120nm 0.18 3.28m 18.19 
M5 - M6 68m/120nm 0.18 2.73m 15.16 
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The design challenge lies in the spiral inductor design with minimum loss resistance (thus 
achieving high Q for the tank). To achieve very high width of the inductor (8.8 µm) the spacing 
between the turns is chosen to be 5 µm. Secondly, the bias current for the VCO also needs to be 
optimized to achieve lower power consumption and faster start-up time. Lastly, the flicker noise 
up-conversion through the tail current transistor M1 also needs to be minimized.  
 
5.1.5 Design Strategies 
The varactor CVAR is implemented using a high Q diode varactor. As the voltage (VCTRL) 
across the varactor changes, it changes the capacitance of the varactor and thus the oscillation 
frequency is tuned. As the (Cmax - Cmin) range determines the tuning range of the VCO, the n- 
junction of the pn diode includes implants to enhance the tunability and increase the range. Fig 5.7 
shows the simulated Q factor of the varactor and the spiral inductor in the VCO. The Q factor of 
the varactor at around 5.7GHz is about 40, and the inductor has a Q value of 17 at the same 
frequency. The width of the inductor, the spacing between each turn and the diameter have been 
optimized to achieve the high Q factor for the inductor. After 7 GHz, the parasitic capacitance 
associated with the inductor dominates and the Q starts to decrease. To reduce the flicker noise 
contribution of the VCO, the aspect ratio of the tail current transistor M1 is chosen to be much 
 
(a)                                                           (b) 
Figure 5.7:  Simulation of the Q of the (a) varactor and (b) inductor of the VCO. 
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higher (80µm/120nm) compared to the other transistors. The aspect ratio of the PMOS cross-
coupled pair (68µm/120nm) was chosen to be about 4 times higher than the PMOS cross-coupled 
pair (68µm/120nm) to make their transconductance and the transconductance efficiency almost 
the same. This helps achieve a symmetrical VCO output voltage and thus reduces the noise 
injection due to an unbalanced oscillation. The VCO is designed using 130 nm CMOS process. In 
the following section, simulation results of the proposed VCO are presented. 
 
5.1.6 Simulation Results of the VCO 
To evaluate the performance of the VCO a test-bench is set up in Cadence with the VVCO 
set as 1.2 V (on state of the VCO) and an Ibias current set as 20 µA. The tuning voltage VCTRL is set 
as 800 mV and a two-shunted package parasitic capacitance of 250 fF and series inductance of 1 
nH for bond wire were also included for all the off-chip supply voltages and currents. Fig. 5.8 
shows the transient simulation of the output voltage of the VCO. From the figure, it can be 
observed that the start-up time is 5.8 ns and the output voltage amplitude is ~ 520 mVpp. Fig. 5.9 
shows the frequency spectrum of the output voltage of the oscillator. At the fundamental oscillation 
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Figure 5.8: Transient simulation of the VCO. 
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frequency of 5.8 GHz the output signal amplitude is -11.64 dBV and at the second harmonic (11.8 
GHz) the output voltage amplitude is -45.85 dBV. The difference between the two amplitudes is 
about 34 dB, which makes the degradation of the performance due to second harmonics negligible. 
Fig. 5.10 shows the phase noise of the VCO for 5.8 GHz oscillation frequency. The phase noise at 
1 MHz offset is -97.5 dBc/Hz for an output voltage amplitude of 520 mVpp. The 1/f
2 corner 
frequency is around 64 MHz. To find out the tuning range, the tuning voltage VCTRL is varied from 
-0.1 V to 1.7 V (Fig. 5.11 (a)). The output frequency ranges from 5 GHz to 6.24 GHz over the 
voltage range, which makes the average conversion gain about 800 MHz/V. The total tuning range 
is thus 22.1% of the oscillation frequency of 5.6 GHz. Fig. 5.11 (b) shows how the varactor 
capacitance varies over the VCTRL range. For the VCTRL value of - 0.1 V, the capacitance is 288 fF 
and that reduces to 146.7 fF for the VCTRL value of 1.7 V. The phase noise and the output voltage 
also vary over the VCTRL range as shown in Fig. 5.12(a) and (b). From the two figures, it can be 
seen that the phase noise improves from - 80.15 dBc/Hz to -108.29 dBc/Hz as the VCTRL is increased 
from -0.1 V to 0.2 V. The reason for the improvement becomes clear from the Fig. 5.12 (b). The 
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Figure 5.9: Output voltage spectrum of the VCO. 
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Figure 5.10: Simulated phase noise at 5.8 GHz. 
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(a)                                                             (b) 
Figure 5.11: (a) VCO output frequency versus VCTRL and (b) varactor capacitance versus 
VCTRL. 
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Figure 5.12: (a) Phase noise versus VCTRL and (b) VCO output voltage versus VCTRL. 
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amplitude of the VCO output signal increases from 27 mV (54 mVpp) to 328.6 mV (657 mVpp) 
and thus the phase noise improves as evident from equation 5.10. To evaluate the performance 
metrics of the well-known equation of the figure-of-merit [58] is used, 
𝐹𝑂𝑀 = 10 log10 [(
𝑓0
Δ𝑓
)
2 1
𝐿(Δ𝑓)𝑃
]                                                (5.13) 
 
where f0 is the oscillation frequency, L(Δf) is the phase noise at a Δf offset frequency, and P is the 
power consumption in mW. Using the obtained -97.5 dBc/Hz phase noise at 1 MHz offset 
frequency, 5.8 GHz oscillation frequency, 0.43 mW power consumption the FOM can be 
calculated to be 89.04. While this is not one of the best FOMs compared to the CW radio due to 
its high power consumption, as the VCO is duty-cycled, the average power consumption reduces 
significantly.  
5.2 Buffer/Driver Circuit 
The antenna driver or the buffer circuit is another power-hungry block in the transmitter. 
The key challenges in the design of the driver circuit for the IR-UWB transmitter include 
optimization of the design parameters to achieve energy efficiency and FCC spectral mask 
compliance. The traditional analog power amplifiers can achieve spectral compliance by operating 
far below the 1-dB compression point but the efficiency would be very low [20]. Digital driver 
circuitry, on the other hand, suffer from PVT mismatches and their leakage current also increases 
exponentially as the CMOS process scales down.  
5.2.1 Classes of Driver Circuits 
There have been studies going on for many years on different classes of the amplifier circuit 
for improving energy efficiency. They can be broadly categorized as linear-mode and switched-
mode amplifier. In the following section, a brief introduction to these two categories is presented.  
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Linear mode amplifiers are categorized based on their drain current waveform of the 
transistor for an applied input. Fig. 5.13 shows the different operating points of the RF transistor 
in the driver for different classes. In Class A operation, the transistor operates most linearly. The 
Q point is selected in the middle of the ID-VDS load-line and the transistor does not enter the cut-
off or triode region. Fig. 5.13 also shows the quiescent current waveform, which shows that for 
Class A the current flows throughout the cycle. Thus, theoretically, the maximum achievable 
efficiency for Class A amplifiers is 50%  [57]. For Class B amplifiers, the transistor is ON for half 
of the RF period thus reducing the average DC power consumption. As the drain efficiency is 
defined by the ratio of the RF output power and the DC power consumption, lowering the power 
consumption improves the efficiency. Theoretically, Class B amplifiers can achieve a maximum 
efficiency of 78.5%. Since the transistor is not ON for the entire RF cycle like Class A amplifier, 
its linearity is also reduced. The gain is also lower compared to the Class A amplifier. The bias 
point of Class AB amplifier is in between Class A and B amplifiers. The linearity of the Class AB 
amplifier is better than the Class B amplifier but the efficiency is worse than Class B amplifier. 
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Figure 5.13: Operating points for different classes of power amplifiers. 
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One of the common examples of Class B amplifier is the push-pull configuration where the PMOS 
and NMOS transistors are turned on and off alternatively for half of the period.  
The performance of the driver or the filter circuitry determines the pulse amplitude and the 
shape of the output signal of the transmitter. In Class C amplifier the transistor is ON for less than 
half cycle, thus consuming much lesser power compared to Class A and AB amplifiers. The 
linearity of Class C amplifier is worse than the Class A and AB amplifiers but the efficiency is 
much higher. Theoretically, Class C amplifiers can achieve 90% efficiency.  
In literature, different Class A and AB amplifiers have been designed to amplify the 
impulse signal generated by the delay cell based generator and the VCO [59], [37] circuit. While 
these amplifiers readily achieve pulse shaping readily, the energy efficiency is poor. The amplifier 
architecture also does not allow duty-cycling feature which means that the buffer or the driver 
circuit continuously dissipates power due to the static bias current.  
In switched-mode amplifier, the transistor is implemented as switches and current-
controlling device. When the transistor is ON, it has zero voltage across it, while the transistor has 
zero current flowing through it when it is OFF. Thus, the static power consumption (product of 
voltage and current) is always zero. Classes D, E and F amplifiers are the prime examples of the 
switched-mode power amplifier. Cascaded inverters with progressively increasing W/L ratio are 
also implemented as digital buffers to drive 50 Ω load antenna [60]. Even though this technique 
might seem like an attractive option as a buffer circuit, the dynamic power consumption increases 
proportionally as the frequency increases in the UWB range. Additionally, it is difficult to 
implement pulse shaping in cascaded inverter based driver circuit.  
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5.2.2 Design Considerations 
Before discussing the design considerations of the driver circuit designed to be operating 
in the UWB frequency range, it is important to highlight the design parameters that can be traded-
off for optimizing the performance of the driver. The first parameter, which is the drain efficiency, 
D is defined as, 

𝐷
=  
𝑃𝑅𝐹,𝑜𝑢𝑡
𝑃𝑑𝑐
                                                               (5.14) 
where PRF,out is the RF output power and Pdc is the static power consumption. For any power 
amplifier circuitry, the design objective is to increase the efficiency. Another important efficiency 
parameter, which is known as power-added efficiency, PAE is defined as, 
𝑃𝐴𝐸 =  
𝑃𝑅𝐹,𝑜𝑢𝑡−𝑃𝑅𝐹,𝑖𝑛
𝑃𝑑𝑐
                                                        (5.15) 
where PRF,in is the RF input power. The linearity of the amplifier is quantified by the term called 
third-order intercept point, IP3. Any amplifier, being a non-linear device generates harmonics. In 
the presence of two-tone input signals which are closely spaced in frequency, the amplifier 
generates intermodulation products. The third-order intermodulation products lie close to the 
fundamental components of the RF output in the frequency domain, which makes it harder to filter 
them out using a band-pass filter. It is difficult to measure the IP3 point of an amplifier directly as 
it enters into the compression point before that. The 1-dB compression point is defined as the input 
power for which the output power is 1-dB lower than the linear model of the amplifier (Fig. 5.14). 
The IP3 point can be derived graphically by expanding the fundamental and the 3rd order 
intermodulation distortion products. The input power for which the fundamental tone power and 
the 3rd order intermodulation product converges is called the input-referred IP3 as shown in Fig. 
5.14. As a rule of thumb, the input-referred IP3 power, PIIP3 is usually 10 dB higher than the 1-dB 
compression point.  
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A Class C based driver circuit is designed using 130 nm CMOS process to drive the 50 Ω 
load (Fig. 5.15). The driver consists of the RF NMOS transistor, M8 and M7 NMOS transistor for 
implementing triangle pulse shaping. The bias voltage for the M8 transistor, Vbias of 450mV is 
chosen to be lower than the threshold voltage to ensure the transistor on for less than 50% of the 
RF cycle. A 1 kΩ resistor, R is used to drive the gate of the M8 transistor. The output voltage of 
the VCO, VIN first passes through the DC blocking capacitor, Cb of 2pF to remove any DC signal 
present in the VCO output. Triangle pulse signal (VPA) generated by the charge pump circuit 
discussed in the previous chapter shapes the output waveform. Table 5.2 lists the transistor 
parameters in the design. Both M7 and M8 transistors have high W/L ratios to reduce their flicker 
noise contribution. The choke inductor, L2 is 2.323 nH, which is the same spiral inductor that has 
been used in the VCO circuit block. For all the simulation test benches of the driver circuit, two 
shunted capacitors of 250 fF for the bond pad and packaging parasitic and a series inductor of 1 
nH for the bond wire were included with all the input and output ports. With 1.2 V supply voltage, 
the bias current is 1.464 mA, which makes the static power consumption of the driver circuit ~1.76 
mW.  
Pout
Pin
1-dB
P1-dB PIIP3
POIP3
 
Figure 5.14: 1-dB compression point and IIP3 of an amplifier. 
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Figure 5.15: Class-C driver circuit with package parasitics. 
Table 5.2: Summary of the Transistor Parameters of the Driver Circuit in Fig. 5.6 
Components W/L id (mA) gm (S) 
gm/ id 
(V-1) 
M7 120m/120nm 1.464 26.04m 17.79 
M8 120m/120nm 1.464 26.55m 18.14 
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5.2.3 Simulation Results of the Driver Circuit 
 
 
 Fig. 5.16 shows the simulation results of the output power, Pout of the driver for different 
values of the input power. The RF input power with a frequency of 4 GHz is swept from -20 dBm 
to 10 dBm and the amplifier shows a constant gain of 4dB up to the 1-dB compression point. The 
PAE is plotted in Fig. 5.17(a). For the Vbias of 450 mV, the maximum PAE is 46.6% at an input 
power of 7dBm. The bias voltage is swept from 0.4V to 0.7V with 50 mV interval and the PAE 
plots are shown in Fig. 5.17(b). The maximum PAE is 48.94% for an input power of 4 dBm and 
Vbias of 0.7V.  
 
 
 
Figure 5.16: Output power versus input power of the driver. 
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(a)                                                          (b) 
Figure 5.17: (a) PAE simulation for Vbias = 450 mV and (b) PAE for different Vbias voltages. 
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Fig. 5.18 shows the linearity performance of the driver/amplifier. Fig. 5.18 (a) highlights 
the P1-dB,input  to be 1.55 dBm. The simulated fundamental and the 3
rd order intermodulation 
products in Fig. 5.18 (b) are extrapolated to achieve the input-referred IIP3 power, PIIP3,input  of 10 
dBm. 
  Fig. 5.19 shows the simulation result of the stability factor (Kf) for an input power of 0 
dBm, where the Kf factor is greater than 1 for the 3 to 7 GHz frequency range. This ensures the 
stability of the amplifier in the frequency range of interest. To match the output impedance of the 
driver with the 50 Ω load antenna, a pi matching network as shown in Fig. 5.20 is designed. The 
matching network is implemented on the PCB board to have the flexibility of tuning the network 
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Figure 5.18: Simulation result of (a) -1-dB compression point and (b) IIP3. 
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Figure 5.19: Stability factor (Kf) simulation for Pin = 0 dBm. 
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as needed. The calculated values of L, C1 and C2 are 2.5 nH, 100 fF and 2 pF, respectively. The 
simulated scattering parameters of the driver circuit are shown in Fig. 5.21. No matching network 
is designed for the input matching as the output of the VCO is a voltage signal. The value of S11 
is -0.4 dB at 5 GHz, which is worse than the S22 value. (-18.7 dB at 5 GHz). The gain (S21) is 13 
dB at 5 GHz and the isolation parameter (S12) is -28.2 dB at 5 GHz.  
 
Driver
Lbondwire
Cbondpad Cpackaging
L
C1 C2
Matching 
Network
50 Ω trace in 
PCB
RL
 
Figure 5.20: Driver output matching network along with package parasitic. 
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5.3 Simulation Results of the VCO Along with the Driver 
The combined performance of the VCO and the driver circuit is presented in this section. 
The schematic is shown in Fig. 5.22. The gate bias voltage of the driver (Vbias) is 450 mV and the  
VPA is 1.2 V. The VCO is also enabled by having a bias voltage of 1.2 V as VVCO. The combined 
phase noise is -100.64 dBc/Hz at 1 MHz offset as shown in Fig. 5.23 (a). The amplitude modulated 
(AM) noise and the phase modulated (PM) noise are shown in Fig. 5.23 (b). The PM noise is -97.6 
dBc/Hz which is 3 dB higher than the phase noise shown in Fig. 5.23 (a) as it considers the double 
spectrum of the design. The output frequency of the VCO and the driver changes from 5.26 GHz 
to 6.1 GHz as the tuning voltage, VCTRL changes from 0.2 V to 1.8 V (Fig. 5.24(a)). The frequency 
change (f) vs. the tuning voltage, VCTRL is plotted in Fig. 5.24(b), which shows that as the voltage 
increases, f decreases.  
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Figure 5.21: Simulated (a) S11, (b) S12, (c) S21 and (d) S22 parameters of the driver circuit. 
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Figure 5.22: VCO and the driver circuit. 
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Figure 5.23: (a) Phase noise and (b) AM and PM noise performance of the VCO and the 
driver.  
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Figure 5.24: (a) VCO and driver output frequency versus VCTRL and (b) f versus. VCTRL. 
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5.4 Measurement Results of the Driver/Power Amplifier 
The driver circuit is tested separately to evaluate its performance. The bare die is attached to the 
board using non-conductive epoxy and the test pads in the CMOS die are wire-bonded to the board 
using gold wire-bonds. The test-bench and the pre-fabricated test board with the die are shown in 
Fig. 5.25.  An RF signal generator (MG3693C by Anritsu) is used to generate 4 GHz sinusoidal 
signal as an input of the power amplifier. The input power is incremented from -20 dBm to 4 dBm 
with a 2 dB interval. The measured (shown in red color) and the simulated (shown in black color) 
output power of the driver amplifier with respect to the input power are shown in Fig. 5.26. From 
the measured data it can be seen that the measured 1-dB compression point input power is -1.5 
dBm whereas the simulated 1 dB compression point input power is 1.55 dBm. The loss in the 
traces in the board is one of the reasons why the output power is lower than expected. Additionally, 
as there was no provision for designing an off-chip matching network in the pre-fabricated test-
board. The poor matching at the input and output of the power amplifier is another reason for the 
drop of the gain of the driver amplifier. The simulated and the measured gain plots are shown in 
Fig. 5.27. From the measurement results, the mid-band gain is 3.6 dB, which is 2.4 dB lower than 
the simulated mid-band gain. The simulated and the measured PAE plots are shown in Fig. 5.28 
for different input powers. The maximum measured PAE is 10.55% at the input power of -2 dBm 
Test Board
 
 
Figure 5.25: Driver/ power amplifier circuit test bench. 
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Figure 5.26: Simulated and measured output power of the driver for different input powers 
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Figure 5.27: Simulated and measured gain of the driver for different input powers 
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Figure 5.28: Simulated and measured PAE of the driver for different input powers 
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whereas the simulated maximum PAE is 46.6% at an input power of 7 dBm. Because of the losses 
associated with the trace and the board discussed earlier, the PAE is also lower than the simulated 
result. The measured reflection coefficients at the output and the input ports are shown in Fig. 5.29 
(a) and Fig. 5.29 (b) respectively. The S11 at 4 GHz is measured to be -5 dB, which is due to not 
having a matching network at the input side of the driver amplifier. The measured S22 is -8 dB at 
4 GHz, which could be further improved by designing an off-chip matching network using off-
the-shelf components. For the IR-UWB transmitter application, since the maximum output power 
is limited by the FCC mask regulation, even with low gain and low PAE the driver amplifier is 
able to efficiently transmit data in the UWB frequency range. 
  
 
5.5 Summary and Conclusion 
In this chapter, the VCO operation principals as well a brief introduction to phase noise are 
presented. Different LC VCO topologies are also discussed along with the pros and cons of various 
topologies. This is followed by a presentation of a complimentary cross-coupled LC oscillator 
designed in 130 nm CMOS process. With a supply voltage of 1.2 V, the VCO consumes 432.7 µW 
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Figure 5.29: Measured reflection coefficient at the (a) output and (b) input port 
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power while achieving a 22.1% tuning range with a mid-oscillation frequency of 5.6 GHz. At 1 
MHz offset, the phase noise is -97.5 dBc/Hz.  
In the later sections of the chapter, the driver circuitry that follows the VCO is presented. 
A Class C driver amplifier operating in the 5 to 6 GHz frequency range with a PAE of 46.6% and 
a DC power consumption of 1.76 mW. With a gain of 13 dB, the input-referred 1-dB compression 
point power is 1.55 dBm and input IIP3 power is 10 dBm. The combination of the VCO and buffer 
also demonstrates similar phase noise and tuning range, thus making it suitable to be used in the 
IR-UWB transmitter system. 
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Chapter 6 Low-Power IR-UWB Transmitter Design 
  
 
In this chapter, various IR-UWB transmitters designed using 180nm and 130nm CMOS 
processes are presented. Their design specifications are also highlighted and a comparison with 
the state-of-the-art research works are also presented at the end. 
Non-coherent energy detection receiver with OOK modulation scheme is suitable for a 
low-data rate wireless link because it facilitates simplicity in design, thus ensuring low cost and 
low power consumption. Before the design specification of the proposed system is investigated, it 
is important to look into the bit error rate (BER) performance of the OOK modulation. BER is the 
error in the number of bits per unit interval time. It can also be computed by dividing the number 
of error bit by the total number of bits transmitted for a given period. In Fig. 6.1, BER for 
transmitting 107 number of bits using OOK modulation scheme is presented. The BER is computed 
with a sampling rate of 10 kSps with each sample containing 10 bit resulting in the data rate of 
100 kbps. Considering the duration of the pulse to be 2 ns, the duty-cycling ratio (2 ns/0.01 ms) 
becomes 0.02%.  
 
 
Figure 6.1: BER simulation using MATLAB for OOK modulation. 
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For a low-data rate application, the target bit error rate can be set as 10-4, which makes the 
required energy per bit to noise density ratio (Eb/No) to be 14. Some of the transmitter design 
specifications can be acquired based on the power emission constraints, which are presented in 
Table 6.1. 
6.1 Design of the IR-UWB Transmitter in 180nm CMOS Process 
6.1.1 System Overview 
Based on the analysis and design constraints that were discussed in the previous sections, 
the proposed transmitter is designed and the design architecture is presented in Fig. 6.2. It includes 
an impulse generator designed with digital gates, a tunable cross-coupled LC oscillator for up-
converting the baseband impulse signal to UWB frequency range and a buffer to drive the 50Ω 
antenna. The transmitter is designed using a standard 180 nm CMOS process. It follows on-off 
keying (OOK) modulation scheme where “1” bit is represented by a short pulse and “0” bit is 
represented by the absence of a pulse signal. The core building block of the impulse generator is a 
Table 6.1: IR-UWB Transmitter Design Specifications 
 
Parameter Unit Equation Value 
Data Rate (R) kbps - 100 
Distance (D) m - 1 
Bandwidth 
(BW) 
MHz - 528 
Pulse Duration ns 
BW
1
 2 
Average Tx 
Power (Pavg) 
dBm )BW(log10
MHz
dBm
3.41 10  -14.3 
Duty-Cycling 
Gain (Gduty) 
dB 





R
BW
log10 10  37 
Tx Peak Power dBm duty.avg GP   22.7 
Center 
Frequency (fc) 
GHz - 3.1–5 
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tunable delay block, an inverter, a NAND gate and another inverter to generate the desired impulse 
signal (Fig. 6.3). The input signal, VIN is the digitized breathing signal acquired by the charge 
amplifier. The frequency of this input signal depends on the sampling rate and the resolution of 
the ADC (analog-to-digital converter). The delay in the delay block is controlled by changing the 
biasing voltage, VC1 of the current-starved inverters as shown in Fig. 6.4. By changing the pulse 
width of the impulse signal, the spectrum can be modified to make it FCC regulation compliant.  
For the oscillator block, LC tank oscillator scheme is chosen over ring oscillator for its 
lower process variability and lower phase noise characteristics. The LC voltage controlled 
oscillator (VCO) core consists of the cross-coupled NMOS pair (M2−3) and LC tank with inductors   
(L1−2) and two variable capacitors (Cvar) implemented using MOS capacitor based varactors as 
shown in Fig. 6.5. The center frequency of oscillation can be tuned by changing the control voltage 
VCTRL. 
Impulse 
Generator
VIn Oscillator Buffer
VImpulse VOscillator
Antenna
VOutput
On-chip
  
 Figure 6.2: System level block diagram of the proposed IR-UWB transmitter in 180 nm HV 
CMOS process. 
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Figure 6.3: Schematic of the impulse generator block. 
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Figure 6.4: Delay block circuitry. 
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Figure 6.5: Crossed-couple LC oscillator and buffer with the impulse generator. 
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The W/L ratio of the MOS capacitor is 
80µ
0.18µ
. A simulation result of the variance of 
capacitance over the change of control voltage is shown in Fig. 6.6. Additional capacitances of 
~100fF (C1) were added at the output node of the oscillator. The values of the inductor, L1, and the 
varactor capacitor, 𝐶𝑣𝑎𝑟 can be calculated based on the following equation, 
𝑓𝑜𝑠𝑐 =  
1
2√𝐿(𝐶1+𝐶𝑣𝑎𝑟)
                                                                   (6.1) 
where 𝑓𝑜𝑠𝑐  is the oscillation frequency of the LC tank. The impulse signal coming from the impulse 
generator block controls the ON/OFF operation of the VCO through the tail transistor M1. The 
sizing of the transistor, M1 is chosen in such a way so that it ensures sufficiently fast turn on time 
for the pulse generation. High energy efficiency is obtained by turning on the LC VCO only during 
the pulse generation and turning it off for the rest of the time. The start-up time of the oscillator, 
which determines the lowest bound of the pulse duration is minimized by minimizing the gate 
capacitance of the tail current transistor using multiple fingers. It can also be decreased by 
decreasing the tank Q value or the open-loop gain of the oscillator, but the power consumption is 
expected to increase in both cases. A differential buffer is cascaded after the LC VCO to isolate 
the oscillator from the load impedance variation. The source-follower topology is chosen for the 
buffer stage with proper sizing of the inductors and bias to drive the 50 Ω antenna as shown in Fig. 
6.5.  
 
Figure 6.6: The capacitance of the varactor as a function of the VCTRL voltage. 
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6.1.2 Simulation Results 
The simulation result of the output waveform of the impulse generator is shown in Fig. 6.7. 
The simulated pulse width is 1.2 ns and the peak-to-peak output voltage amplitude is 1.3 V. The 
simulations are performed with an input signal data rate of 100 kbps or a pulse repetition frequency 
of 100 kHz. The baseband signal from impulse generator is then fed into the gate of the tail current 
transistor of the LC oscillator. The DC content of the output of the oscillator is blocked by the DC 
blocking capacitor, Cb (1pF). The time domain output waveform of the transmitter signal is shown 
in Fig. 6.8. The amplitude of the signal is 285 mVpp while the duration of the pulse is ~3 ns. The 
PSD (power spectral density) of the transmitter is shown in Fig. 6.9. From the figure, it can be 
seen that the oscillation frequency is at 2.7 GHz and the peak emission power is -41.83 dBm/MHz. 
The -10 dB bandwidth is about 753 MHz. Clearly, this violates the FCC mask regulation and does 
not fall into the 3.1 – 5 GHz frequency spectrum. This happens because of the fact that Cb in series 
with Cgs forms an equivalent capacitance Ceq = (Cb || Cgs) which is added to the total capacitance 
at the oscillator output node, thus reducing the oscillation frequency. Without the Cb capacitor, the 
output of the transmitter is shown in Fig. 6.10. The pulse width of the waveform is about 3 ns with 
an additional 1.8 ns of pulse tail, which was not evident in the Fig. 6.8. The corresponding PSD is 
shown in Fig. 6.11. From the figure, it can be seen that the peak emission power at 3.6 GHz is -
42.28 dBm/MHz and the -10 dB bandwidth is about 572 MHz and the overall power spectrum 
follows the FCC mask regulation. The first prototype designed in the 180 nm process included the 
Cb capacitance. As a result, the measured frequency spectrum is also shifted. In the future work, 
the inductor value of the LC tank will be reduced accordingly to achieve the oscillation frequency 
of 3.5 GHz. 
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Figure 6.7:  Simulation result of the impulse waveform from the impulse generator. 
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Figure 6.8: The output waveform of the transmitter with Cb capacitor between the LC 
oscillator and the buffer. 
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Figure 6.9: Power spectral density (PSD) of the waveform in Fig. 6.8. 
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Figure 6.10: The output waveform of the transmitter without the Cb capacitor between the LC 
oscillator and the buffer. 
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Figure 6.11: Power spectral density (PSD) of the waveform in Fig. 6.10. 
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6.1.3 Measurement Results 
For acquiring the measurement data, the CMOS die was attached to the test PCB (62 mil 
width FR4 board) by using non-conductive epoxy material and then wire bonded to the board 
directly. The test setup of the PCB board with the wire bonded die is shown in Fig. 6.12. At first, 
the time domain signal output of the impulse generator block was measured using DSO-X 3104A 
oscilloscope by Agilent Technologies. The baseband impulse signal for a data rate of 100kbps is 
shown in Fig. 6.13. The measured signal is about 670 mVpp in amplitude and the pulse width is 
1.24 ns. An additional buffer was used after the impulse generator to drive the pad capacitance. 
The corresponding PSD of the impulse signal measured using N9010A EXA Signal Analyzer by 
Agilent Technologies is shown in Fig. 6.14. From the figure, it can be seen that the -10dB 
bandwidth of the signal to be around 806 MHz.  
 
 
 
  
 
 
Figure 6.12: Test setup with the test PCB. 
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Figure 6.13: The measurement result of the impulse waveform. 
 
Figure 6.14: PSD of the baseband impulse signal from the impulse generator. 
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The time domain waveform output of the transmitter and the data stream of “10101…” is 
shown in Fig. 6.15. The amplitude of the output impulse signal is 65 mVpp, which is lower than 
the simulated value (285 mVpp). This could be due to the attenuation resulting from the cable and 
the bond wire inductances. The oscilloscope that has been used to measure the time domain 
waveforms has a sampling rate of 5 Gsamples/s. As a result, the waveform looked discontinuous 
because the frequency of the transmitter output is more than 2.4 GHz and the sampling rate of the 
oscilloscope barely meets the Nyquist criteria.  A plot of S11of the RF output node measured using 
E5071C Network Analyzer by Agilent Technologies is shown in Fig. 6.16. The figure shows a 
maximum reflection coefficient of -40 dB around 2.4 GHz. Unfortunately, the oscillator and the 
buffer blocks were not connected to test pads in this tape-out to test them individually. The PSD 
of the transmitter output waveform is shown in Fig. 6.17. Even though the frequency is shifted to 
2.47 GHz, the peak emission power (-41.92 dBm/MHz) and the -10 dB bandwidth (720 MHz) 
follows the FCC regulation. The core area of the design is 0.315 mm2 which is highlighted in the 
chip microphotograph (Fig. 6.18).  
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Figure 6.15: Measured reflection coefficient at the RF output node. 
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Figure 6.16: Input data (top) and the corresponding transmitter output (bottom). 
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Figure 6.17: PSD of the impulse signal from the transmitter. 
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  Table 6.2 compares the simulation and the measurement results of the transmitter with the 
other state of the art IR-UWB designs published in the literature. The leakage power (off-state) of 
the proposed design is only 437.4 nW which is much lower than the work presented in [21] and 
[61]. The transmitter in [61] utilizes a ring oscillator, therefore, the power consumption of the 
system is much lower compared to the proposed work. The energy per pulse for the proposed 
design at 100 kbps data rate is better than [21] but not better than [61]. With the aim to improve 
the energy efficiency, the transmitter is designed in the 130 nm CMOS process with 1.2 V supply 
voltage. 
787µm
400µm
 
 
Figure 6.18: Chip microphotograph of IR-UWB transmitter designed in 180 nm CMOS 
process. 
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Table 6.2: Performance Comparison with the Other IR-UWB Transmitters 
Performance [21] [61] 
This work 
(simulation) 
This work 
(measurement) 
Technology 180nm CMOS 90nm CMOS 180nm CMOS 180nm CMOS 
Supply Voltage 1.5 V 1 V 1.8 V 1.8 V 
Frequency 
Spectrum 
3.1-5 GHz 3.1-5 GHz 3.1-5 GHz 3.1-5 GHz 
Oscillator 
Architecture 
LC Ring LC LC 
Output Voltage 
Swing 
0.16 V 0.5 V 0.21 V 70 mVpp 
Pulse Width 3.5 ns 1-2 ns 3 ns 1.4 ns 
Tx Leakage 
Power 
3.9 mW 2.9 µW 437.4 nW 437.4 nW 
Tx Total Power 3.9 mW 5.7 µW 36.29 µW 36.29 µW 
Active Die Area 
(mm2) 
0.308 mm2 0.1 mm2 0.315 mm2 0.315 mm2 
Modulation OOK OOK OOK OOK 
-10 dB 
Bandwidth 
520 500 572 MHz 720 MHz 
Peak Emission 
Power 
-41.3 
dBm/MHz 
41.3 dBm/MHz -42.28 dBm/MHz 
-41.92 
dBm/MHz 
Energy Per Pulse 
25 nJ @100 
kbps 
57 pJ @100 
kbps 
0.36 nJ @100 
kbps 
0.36 nJ @100 
kbps 
16.8pJ 
@1Mbps* 
29.2 pJ 
@1Mbps 
34 pJ @1Mbps 34 pJ @1Mbps 
*Excluding the power consumption of the buffer. 
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6.2 Design of the IR-UWB Transmitter in 130nm CMOS Process (Version 1) 
 The IR-UWB transmitter presented in this section has been published in [30] in 2017. The 
excerpt of the manuscript is presented here according to the publication guideline of IEEE for 
dissertation.   
 
6.2.1 System Overview 
In UWB communication system the transmitter needs to fully comply with the FCC 
spectral mask which limits the PSD to be lower than - 41.3 dBm/MHz. Assuming rectangular pulse 
envelope with 1 bit per symbol modulation the peak power of the PSD, Spk can be expressed as,                      
                                                                                    𝑆𝑝𝑘 =
2𝑅𝑏
𝐵
𝐸𝑝                                                                      (6.2) 
Where Rb is the data rate, B is the bandwidth and Ep is the pulse energy. The proposed transmitter, 
whose block diagram is depicted in Fig. 6.19 has an impulse generator that has 9 bits for achieving 
tunable pulse width. Since the pulse width, TPW = 
2
𝐵
 , by changing the pulse width the peak emission 
power is controlled. The next block is a tunable cross-coupled LC oscillator followed by a buffer. 
The transmitter follows on-off keying (OOK) modulation scheme. The core building block of the 
impulse generator is a tunable capacitor bank, an inverter, a NAND gate and finally another 
inverter to generate the desired impulse signal (Fig. 6.20). The pulse width of the generated 
impulse signal is controlled by turning on/off the capacitors in the capacitor bank (Fig. 6.21). The 
corresponding values of the capacitors in the bank are also shown in Fig. 6.21. The generated 
impulse signal (Vp1) is then delayed by 100 ps using an inverter delay chain.  Vp1 and Vp2 are 
required for the fast startup of the LC oscillator circuit.     
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Figure 6.19: System level block diagram of the UWB transmitter. 
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Figure 6.20: Schematic of the impulse generator structure. 
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Figure 6.21: Tunable cross-coupled differential LC oscillator circuit. 
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The LC voltage controlled oscillator (VCO) core consists of the cross-coupled triple-well 
NMOS FETs (M1−2) and LC tank with inductors (L1−2) and variable capacitors (Cvar) as shown in 
Fig. 6.22. The cross-sectional view of the triple-well NMOS transistor is illustrated in Fig. 6.23 
which shows that the p-well is embedded within a deep n-well creating an isolated body for the 
NMOS from the p-substrate. The center frequency of oscillation can be tuned by changing the 
control voltage VCTRL. The impulse signals, Vp1 and Vp2 that are generated by the impulse generator 
block controls the ON/OFF opeartion of the VCO through the tail transistor, M3-6. The main aim 
of this design is to minimize the ‘ON’ time by enabling fast startup and turning off of the VCO. 
The tail current source of the LC oscillator has been modified to provide asymmetric drive to set 
up a large initial condition for oscillation, which results in a start-up time of smaller than 1 ns [62]. 
The asymmetry in current produces a large voltage difference across the Cp (=1.56 pF), which 
enables fast startup. A differential buffer is cascaded after the LC VCO to isolate the oscillator 
from the load impedance variation. A cascoded Class A topology is chosen for the buffer stage 
with proper sizing of the M4 transistor as shown in Fig. 6.24 [63]. The input bias voltage (VG) is 
chosen to be 1 V, which provides 0.8V to the gate of the triple NMOS transistors, M1-2 after the 
resistive divider. The high-pass filter at the input of the buffer provides good AC coupling to the 
LC oscillator at the oscillation frequency.  
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Figure 6.22: Circuit schematic of the 9-bit capacitor bank. 
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Figure 6.23: Cross section of the NMOS transistor in the triple-well 130 nm CMOS process. 
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Figure 6.24: Schematic of the buffer. 
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6.2.2 Simulation Results 
Fig. 6.25 shows the variation in pulse width for different active bits for the impulse 
generator. The total pulse width can be tuned from 280 ps to 770 ps which corresponds to a 
bandwidth tuning of ~1GHz. The up-converted impulse signal generated by LC oscillator is shown 
in Fig. 6.26. The amplitude of the signal is about 500 mVpp and the pulse duration is about 3 ns. 
Fig. 6.27 shows the power spectral density of the signal at 4.5 GHz oscillation frequency. The 
approximate peak power is -42.3 dBm/MHz which follows the FCC regulation. The -10 dB signal 
bandwidth is about 800 MHz. The average power consumption of the total system is 0.836 µW 
with 1.2 V supply voltage, which results in overall power consumption of 8.23 pJ/pulse with 100 
kbps data rate. At 1 Mbps data rate, the transmitter consumes 8.23 µW of power which results in 
8.23 pJ/pulse energy efficiency. Fig. 6.28 shows the layout and the chip microphotograph of the 
proposed UWB transmitter highlighting the different design blocks in the transmitter. The total 
area of the transmitter is 600 µm by 600 µm in the 130 nm CMOS process.  
 
 
Figure 6.25: Pulse width of the impulse signal generated by the impulse generator for 
different bit combination. 
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Figure 6.26:  Post-layout simulation result of the impulse waveform from the LC oscillator 
(after buffer). 
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Figure 6.27: Power spectral density (PSD) of the impulse signal. 
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Table 6.3 compares the simulation results of the transmitter with the other state of the art 
IR-UWB designs published in the literature. The leakage power (off-state) of the proposed design 
is only 11.87 nW which is the lowest compared to the LC and ring oscillators based IR-UWB 
transmitters  presented in [21] and [61]. The power consumption of the proposed design is 836 nW 
only, which is also the lowest compared to the other works. The energy per pulse for the proposed 
design at 100 kbps data rate is 8.37 pJ/pulse which is the lowest among the state-of-the-art designs. 
A comparison of the power consumption of each block in the transmitter has been 
illustrated in Fig. 6.29. Compared to the 180 nm CMOS design, the power consumption for the 
130 nm CMOS process design has been reduced almost 43 times. The impulse generator consumes 
11% of the total power in the 130nm process, which is higher than the one designed in 180 nm 
process because of the added capacitor bank for bandwidth tuning. The overall power consumption 
of the buffer and the VCO has been reduced by reducing the supply voltage and the turn-on time 
of the transistor. 
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Figure 6.28: Chip Layout of the IR- UWB system in 130 nm CMOS process. 
 116 
 
 
Table 6.3: Performance Comparison with Other State–of-the-Art works 
Performance [21] [61] 
This work 
(simulation) 
Technology 180nm CMOS 90nm CMOS 130nm CMOS 
Supply Voltage 1.5 V 1 V 1.2 V 
Frequency 
Spectrum 
3.1-5 GHz 3.1-5 GHz 3.1-5 GHz 
Oscillator 
Architecture 
LC Ring LC 
Output Voltage 
Swing 
0.16 V 0.5 V 0.5 V 
Pulse Width 3.5 ns 1-2 ns 3 ns 
Tx Leakage 
Power 
3.9 mW 2.9 µW 11.87 nW 
Tx Total Power 3.9 mW 5.7 µW 836 nW 
Active Die Area 
(mm2) 
0.308 mm2 0.1 mm2 0.36 mm2 
Modulation OOK OOK OOK 
-10 dB 
Bandwidth 
520 500 800 
Peak Emission 
Power 
-41.3 dBm/MHz 41.3 dBm/MHz -42.3 dBm/MHz 
Energy Per Pulse 
25 nJ @100 kbps 57 pJ @100 kbps 8.37 pJ @100 kbps 
16.8pJ @1Mbps* 29.2 pJ @1Mbps 8.23 pJ @100 kbps 
*Excluding the power consumption of the buffer. 
 
(a)                                                                    (b) 
 
Figure 6.29: Power dissipation pie chart of each block in the (a) 180 nm CMOS process and 
(b) 130 nm CMOS process. 
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6.3 Design of the IR-UWB Transmitter in 130nm CMOS Process (Version 2) 
 
6.3.1 System Overview  
 In this section, a second version of the IR-UWB transmitter designed using 130 nm process 
is presented. Fig. 6.30 shows the impulse signal generator and the triangular pulse shaping circuitry 
which is a modified design of the IR-UWB transmitter proposed by Carlos et al. [64]. The 
transmitter is implemented using on-off keying (OOK) modulation. 
The transmitter block comprises of the complimentary cross-coupled LC VCO (Fig. 5.6) 
and the driver amplifier (Fig. 5.15) which have been presented in Chapter 5. The OOK modulation 
is achieved by using an AND gate. Since the LC VCO has a start-up time of 2.5 ns, the voltage, 
VVCO, which drives the LC VCO, is turned on for a time period that is equal to the delay period of 
three delay blocks, 3. On the other hand, the output of the driver circuit is shaped by the triangular 
voltage VPA, which has a pulse width equal to the delay period of one delay block, . The delay 
block consists of two cascaded current-starved inverters as shown in Fig. 6.4. The delay of each 
delay cell is modeled as [65] 
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Figure 6.30: Impulse signal and triangular voltage generator. 
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  𝑡𝑑𝑒𝑙𝑎𝑦 =  
𝐶𝐿
𝐼𝑑
𝑉𝑜                                                                (6.3) 
where CL is the load capacitance of each delay cell, Id is the inverter current and V0 is output voltage 
swing, which is 1.2 V for 130nm CMOS process. The current, Id is controlled by the gate voltage 
VC1 of the transistors, M1 and M2 and that on the other hand changes the delay of each delay cells, 
as shown in equation 6.3. The pulse shaping circuit is basically a charge pump based circuitry. 
When the VNotch voltage is low, M1 transistor is turned on and M2 transistor is turned off and thus 
the current Id charges the capacitor Cp. The voltage across Cp is discharged through the transistor 
M2 to the ground when VNotch is high. The time domain output waveform of the VVCO and VPA 
voltage for VC1 = 300 mV are shown in Fig. 6.31. The pulse width of the VVCO signal is about 12 
ns while the pulse width of the VPA is 3.5 ns. To ensure that the output of the VCO reaches the full 
swing, the pulse width is made longer for the VVCO signal. Since the driver consumes much more 
power than the VCO, the pulse width of VPA signal is kept smaller. The average power consumption 
of the impulse signal and triangle voltage generator is 61.87 nW with 1.2 V supply voltage. Since 
all of the blocks consists of digital logic gates, the power consumption is reduced.  
6.3.2 Simulation Results 
 The individual simulation results of the VCO and the driver amplifier circuit are presented 
in Chapter 5. The time domain signal output of the transmitter (Itail = 20 µA, Vtune = 400 mV, Vbias 
= 400 mV and VVCO = 1.2 V) is shown in Fig. 6.32. The amplitude of the output signal is 600 mVpp 
and the pulse width is ~ 3ns, where the ringing at the end is due to the inductance of the bond wire 
and the parasitic capacitance. The corresponding PSD is shown in Fig. 6.33. The center frequency 
is 5.34 GHz and the peak output power at the frequency is -42.56 dBm/MHz, which is lower than 
the -41.3 dBm/MHz FCC limit. The -10 dB bandwidth is ~1.03 GHz and the entire PSD follows 
the FCC mask regulation. 
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(a)                          (b) 
Figure 6.31: (a) Time domain signal output of (a) VVCO and (b) VPA when VC1  = 300mV. 
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Figure 6.32: The simulated output waveform of the transmitter at VC1 = 300mV. 
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Figure 6.33: Power spectral density (PSD) of the transmitter output shown in Fig. 6.32. 
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6.3.3 Measurement Results 
 The measured time domain output waveform of the IR-UWB transmitter is shown in Fig. 
6.34. From this waveform it can be seen that the amplitude of the signal is 340 mVpp and the 
impulse duration is 2 ns with additional 1 ns of ringing. Due to the inductance of the bond-wire 
and the parasitic capacitance at the output node of the transmitter, a damping oscillation is observed 
at the output of the transmitter, In Fig. 6.35, the PSD of the transmitter output waveform is plotted 
for the Vtune = 400 mV. From the measured data, it can be seen that the impulse signal spectrum is 
centered at 3.56 GHz and the -10 dB bandwidth is ~550 MHz. The maximum emitted power is -
46.3 dBm/MHz, which follows the FCC mask regulation. The tuning range was found to be limited 
between 3.5-3.7 GHz. By adequately designing varactor capacitor banks a wide tuning range can 
be achieved. Fig. 6.36 depicts the measured reflection coefficient at the output port of the 
transmitter. The measured S11 of -15 dB indicates a good matching at the output port of the 
transmitter.  
 
Figure 6.34: The measured output waveform of the IR-UWB transmitter. 
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Figure 6.35: Power spectral density of the IR-UWB transmitter. 
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Figure 6.36: The reflection coefficient at the output port of the IR-UWB transmitter. 
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Fig. 6.37 shows the layout and the chip microphotograph of the IR-UWB transmitter in the 
130 nm CMOS process, which occupies 0.115 mm2 of the die area. Table 6.4 shows a comparison 
of the proposed work with the previously published literature. The leakage power of the transmitter 
is the lowest compared to all the other published works. While the ring oscillator based transmitter 
proposed by Dokania et al. [61] still has the lowest energy per pulse at 100 kbps data rate compared 
to all other works, this work manages to achieve a comparable power consumption at 100 kbps 
data rate and the lowest energy per pulse for higher data rates (>100 kbps). This is also evident 
from Fig. 6.38, where energy per pulse versus the data rate of the transmitters proposed by Dokania 
et al. [61], Phan et al. [21], Crepaldi et al. [66] and the transmitter proposed in this work. The 
power consumption of this work could be further reduced by reducing the time period of the VVCO 
voltage so that the LC oscillator is on for even shorter period time thus dissipating less power. The 
tuning range is planned to be increased by including the varactor capacitor banks in the LC tank 
in future.  
 
 
LC VCO
Driver IG
  
 
(a)                                                                  (b) 
Figure 6.37: (a) Layout and the (b) chip microphotograph of the IR-UWB transmitter in 130 
nm CMOS process. 
 123 
 
  
 
Table 6.4: Performance Comparison with the Other IR-UWB Transmitters 
Performance [21] [61] [66] This work 
Technology 180nm CMOS 90nm CMOS 90 nm CMOS 130nm CMOS 
Supply Voltage 1.5 V 1 V 0.9 – 1.1 V 1.2 V 
Frequency 
Spectrum 
3.1-5 GHz 3.1-5 GHz 2.9 – 3.8 GHz 3.5-3.7 GHz 
Oscillator 
Architecture 
LC Ring LC LC 
Output Voltage 
Swing 
0.16 V 0.5 V 610 mVpp 340 mVpp 
Pulse Width 3.5 ns 1-2 ns 2 ns 3 ns 
Tx Leakage 
Power 
3.9 mW 2.9 µW 184 µW 2.88 µW 
Tx Total Power 
(@100 kbps) 
3.9 mW 5.7 µW 
258 µW 
(@1Mbps) 
9.12 µW 
Active Die Area 
(mm2) 
0.308 mm2 0.1 mm2 0.6 mm2 0.115 mm2 
Modulation OOK OOK OOK, S-OOK OOK 
-10 dB 
Bandwidth 
520 500 500 MHz 550 MHz 
Peak Emission 
Power 
-41.3 
dBm/MHz 
-41.3 
dBm/MHz 
-51.95 dBm/MHz 
(@1Mbps) 
-46.53 
dBm/MHz 
Energy Per Pulse 
25 nJ @100 
kbps* 
57 pJ @100 
kbps 
1.91 nJ @100 
kbps# 
91.2 pJ @100 
kbps 
16.8pJ 
@1Mbps* 
29.2 pJ 
@1Mbps 
249 pJ @1Mbps 
12.96 pJ 
@1Mbps 
*Excluding the power consumption of the buffer 
# calculated from equation provided in the manuscript 
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Figure 6.38: Energy per pulse versus data rate of different published works ([61], [66], [21]) 
and this work. 
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The average transmitted power is calculated to be -19.13 dBm and the duty cycling ratio 
for 100 kbps data rate is 0.03%. The calculated path loss is ~43.5 dBm which leads to the minimum 
sensitivity that the receiver needs to have to attain a BER of 10-4. 
6.4 Summary and Conclusion 
In this chapter, three low-power IR-UWB transmitter designs have been presented. By 
implementing aggressive duty-cycling and reducing the supply voltage, a competitive energy 
efficiency is achieved.   
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Chapter 7 Conclusion and Future Work 
7.1 Original Contributions 
In this work a PVDF-based respiration monitoring sensor has been proposed which is light-
weight and can be easily integrated with a nasal cannula or mask. A low-power, low-noise charge 
amplifier is proposed for efficient charge-to-voltage conversion of the charges generated by the 
PVDF transducer. A low-power low-complexity OOK based IR-UWB transmitter is proposed for 
low data-rate biomedical applications such as the respiration sensor. The original contributions of 
this work are listed below: 
 In this work, a novel approach of respiration monitoring based on a PVDF-based 
pyroelectric transducer is presented. It not only eliminates the complexity and 
inconvenience related to the previously discussed methods but also has the superiority over 
other sensor-based system studied recently. The transducer is placed underneath the nostril 
or inside a mask or cannula to detect the temperature change during breathing. 
 A low-power low-noise fully integrated charge amplifier is designed in 0.5µm CMOS 
process as the front-end amplifier of the respiration monitoring sensor. The proposed 
charge amplifier features low power consumption of 5.4 µW and very low input referred 
noise of 5.017 µVrms along with the lower cut-off frequency of 125 mHz. These features 
make the charge amplifier a potential candidate for use as front-end circuitry of a 
respiration monitoring system using pyroelectric transducer.  
 To reduce the power consumption even further, another charge amplifier is also designed 
using 130 nm CMOS process. With a power consumption of only 1.8 µW, the amplifier 
has a -3 dB bandwidth of 10 mHz to 13 kHz and a NEF of 2.79. 
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 A low-power IR-UWB transmitter is designed using standard 180 nm CMOS process. Even 
though the measurement results of the transmitter in the 180 nm CMOS process show a 
shift in the oscillation frequency, the active and the leakage power consumption of the 
transmitter are 36.29 µW and 437.4 nW, respectively making this design competitive 
compared to other state-of-the-art IR-UWB transmitters. To achieve even better energy 
efficiency, two versions of IR-UWB transmitters are designed using 130 nm CMOS 
process which have been able to achieve an energy efficiency of 8.23 pJ/pulse and 91.2 
pJ/pulse, respectively, which are very much comparable to other state-of-the-art works. 
7.2 Future Works 
 Some improvements of the proposed respiration monitoring sensor, the front-end amplifier, 
and the IR-UWB transmitter remain to be done and are listed below as future work: 
  A variable gain front-end amplifier could be designed so that the gain can be adjusted for 
different nasal cannula and patch based pyroelectric transducer. The bandwidth can also be 
adjusted as needed so that the integrated noise over the bandwidth can be lowered by 
reducing the bandwidth, Tseng et al. proposed a variable gain  and bandwidth amplifier by 
implementing a capacitor bank for the input capacitance and by implementing different 
NMOS transistors as load capacitors [67]. Chopper amplifier such as proposed by 
Yazicioglu et al. could also be studied to incorporate the chopping technique in the existing 
folded-cascode OTA to reduce the noise contribution due to flicker noise even further [68].  
 Some packets of data are found to be corrupted and dropped during the 
transmission/reception of data using DecaWave DWM1000 module. The received signal 
can be resampled at 50 Hz (20 ms period) rate to retrieve the lost data.  
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 To achieve a wider tuning range of the VCO, a varactor based capacitor bank could be 
implemented along with switches [69]. 
 An energy detection based receiver circuit board is needed to be designed using 
commercially available off-the-shelf components to test the performance and bit error rate 
(BER) of the transmitter. An antenna can be designed either on-chip [70] or a chip antenna 
such as the UWB chip antenna by Johanson Technology (P/N 3100AT51A7200) can be 
used for the transmitter and receiver boards.  
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