Studies suggest that, within the hierarchical architecture, the topological higher level possibly represents the scenarios of the current sensory events with slower changing activities. They attempt to predict the neural activities on the lower level by relaying the predicted information after the scenario of the sensorimotor event has been determined. On the other hand, the incoming sensory information corrects such prediction of the events on the higher level by the fast-changing novel or surprising signal. From this point, we propose a predictive hierarchical artificial neural network model that examines this hypothesis on neurorobotic platforms. It integrates the perception and action in the predictive coding framework. Moreover, in this neural network model, there are different temporal scales of predictions existing on different levels of the hierarchical predictive coding architecture, which defines the temporal memories in recording the events occurring. Also, both the fast-and the slow-changing neural activities are modulated by the motor action. Therefore, the slow-changing neurons can be regarded as the representation of the recent scenario which the sensorimotor system has encountered. The neurorobotic experiments based on the architecture were also conducted.
Introduction

Prediction in Systems.
Delays always exist in both biological and engineering systems. They are typically caused by the processing time in biological organs, electrical circuits, or computer programs. Besides, noises, nonlinearities, delays, uncertainties, and redundancies are also other factors that caused delays in the system. In order to react and move adaptively, the system needs to be compensated by two means: firstly the system extrapolates the upcoming percept within the delayed time taken for the signal to travel between the various components of system; secondly, it plans ahead the upcoming events based on the contextual background, including its own perception and action, until it reaches the end of the sensorimotor loop.
Basically, to solve such a delay problem, the critical point for the system is to control the independent variables and plan ahead the changes of the dependent variables. Here, from the perspective of a control system, the independent variables are those variables that can be adjusted by the regulatory controllers or by the cognitive processes, while the dependent variables are the processes that have relatively slower responses compared with the changes of the independent variables. For instance, in the muscular contraction case, the muscle power is the dependent variable because it runs relatively slowly compared with the changes of the sensory transition and the cognitive commands from the motor cortex, which makes the real-time feedback control of the motor control infeasible [1, 2] .
Such a planning-ahead prediction may be not a trivially constant event as percept extrapolation [3] or may even be complicated events such as competitive sports, when they are related to the background knowledge or the contextual information. For instance, in the biological system, such a 2 Complexity delay in the dependent variables in processing time may be caused by the neural processing. But the elimination of such delays is crucial for safety and adaptivity in their behaviours. The observation of such predictive models in behavioural experiments showed that the prediction in the biological world helps the diving birds to retract their wings before entering water [4] and the houseflies as they land [5] . The predictive nature has widely been explored and demonstrated through studies in neural systems as well. For instance, experiments demonstrated that monkeys have the ability to conduct smooth pursuit movements with zero retinal slip [6] .
To solve the delay problems in a more complicated world and to save the bandwidth in perception, it is widely accepted that the predictive models should be used in many ways of our brain system (see also, e.g., [7] [8] [9] [10] ). The predictive model in biology should be able to adaptively compensate the current delay and adjust the parameters of itself to adapt the environment, both of which are based on learning from the (noised) measurement of independent variables. When we regard the sensorimotor system as a control system, such a prediction is involved in the coordination in both perception and action and it is accomplished by at least two strategies:
(1) An observation to the independent variables and predicting the trend of them, which results in the predictive control to the dependent variables.
(2) An understanding and classification of the world which the system is interacting with, which provides a cue for changing different prediction strategies (i.e., meta-learning).
Specifically, these two perspectives of control correspond to the unconscious or conscious ways by which our cognitive functions work, and they depend on the complexity of the events in the sensorimotor loop. Note that none of them works alone in the complete predictive sensorimotor system of our own. Instead, the complete predictive system in our brain incorporates different degrees of combination of both strategies. For instance, catching a ball requires both prediction and reflexive (feedback) mechanisms [11, 12] . Such predictive responses can be even detected by the muscle signals of the arm muscles (biceps and triceps) prior to the ball reaching the hand, which indicates that such a prediction mechanism is triggered unconsciously. Following the contact, the reflexive feedback mechanisms are engaged by the receptors in the hand and the arm. In such processes, the cerebellar and the motor cortex output is a signal that can be combined with delayed sensory feedback as well as the predicted state of the limb from the history of motor commands, which is from our conscious brain dynamics.
A Predictive Coding Answer.
A stronger theory about prediction is called predictive coding (PC). It is about our brain that is constantly acting in a predictive loop and such predictive perception not only works as a compensation of the delay, but also forms part of higher level of cognitive functions. It is realised by "predicting the error itself" in the hierarchical way. Considered to be a unified predictive framework to integrate the perception and action, generally, PC asserts that the sensorimotor loop works as a predictive machine which utilises both perception and action to minimize the prediction error. This minimization is actively processed by the integral model of the functional explanation to our sensorimotor experience and perceptual consciousness. This integrative process can be specified as follows: to integrate the predictive perception and action, the sensorimotor system needs to predict an incoming flow of sensory stimuli from the contextual factors and the internal model should be able to deal with a priori provided by its perceptual experience. In this context, the cognitive process runs as a predictive machine unconsciously that actively generates predictions of its sensory percept using the prelearnt internal model. In the meanwhile, the internal model also learns about the statistical structure of the world and infers the posterior of one scenario or event following another in order to generate a prediction of what the current state is likely to be and adjust the parameters or the strategy of itself, if necessary. This is based on the perceptual consciousness. Therefore, the PC theory provides a unified explanation about how our brain forms the conscious prediction from the unconscious anticipation.
Quantitatively, such an estimation of the uncertainty can be formulated by the (approximate) Bayesian inference [13] , which calculates the posterior percept that has the highest posterior probability based on the prior:
where estimates the upcoming perception evidence given an executed action and other prior information the brain have already known ( ). The term ( | ) suggests a prelearnt model representing the possibility of a motor action will be executed given a (possible) resulting sensory prediction ( ) is perceived from the higher-level prediction (top-down computation). The equation assumes that the decision of the current action depends on the perception at the moment.
At the same time, it is also possible that we are allowed to select an appropriate movement given possible perceptual inputs as well as our goal.
where represents a particular action selected given the (intended) sensory information and a goal . Here we assume that one's action is only determined by the current sensory input and the goal may modulate the action selection through the whole hierarchy.
To summarize both perspectives, the brain is always attempting to build the active processes which minimize the estimation error between such posterior estimation and the truth, by changing its internal learning model ("perceptual inference") (see also [14, 15] ) or by action execution ("active inference") (see also [16, 17] ). As such, perceiving the world (perceptual inference) and acting on it (active inference) are two processes that aim at minimizing the prediction error in the hierarchical architecture. To learn the Bayesian models for perception and action, one needs to make continuous Complexity 3 learning throughout childhood, through interaction with the environment. For instance, the object-directed reaching [18] and grasping [19] during the early stages of infant development are considered to be the learning of movements and sensory effects with the forward models [20] , with consideration of object affordances.
While the neural areas are organized in a hierarchical way [21] , based on the PC framework, the neuronal representations on the higher level generate predictions of representation in lower levels. This kind of predicting neural populations suppresses or inhibits prediction-error populations. And on each level, in turn, the bottom-up activities only carry the residual errors which attempt to correct the predicting neural activities patterns that occur on each level. As [22] discovered from the neurobiology evidence: "Predictive coding theories posit that the perceptual system is structured as a hierarchically organized set of generative models with increasingly general models at high levels." In the meanwhile, on each level of this hierarchical generative model, the role of action can also be found to suppress the proprioceptive prediction errors at the level of the spinal cord and cranial nuclei. These prediction-error minimization rules have been formulated in [10] which suggested a mathematically elegant way, namely, the free-energy principle, to describe a unified story around perception, action, and their prediction.
Therefore, the notion of hierarchies in the sensorimotor loop is essential for the PC system to make perceptual inference. Within the PC framework, many of the consciousness issues related to perceptual experience and the mental state may account for the intransient representations on the higher level in the hierarchy, where there is an amodal experience on all the modalities of transient inputs but without much effect from the top-down knowledge [23] . And such a high level understanding based on multiple modalities also provides a source for extrapolation of the perception on the lower level, through the top-down prediction in the hierarchies. Mathematically, such kind of hierarchical generative models enable the high level of neural representation to optimize our own prior beliefs, and therefore, based on such prior per se, that is the reason we can see (or predict) our interoceptive inputs.
Related Works
The Amodal-Based Prediction.
To solve the engineering problem of controlling the dependent variables by predicting the independent variables, some approaches tried to model the trend of the independent variables. The amodal-based approaches for predictive control are designing models which can be used to predict the current values of the output variables based on the prebuilt model. A typical predictive model should consider the residuals, the differences between the actual and predicted outputs, to generate the feedback signal to this prediction model. The Model Predictive Control (MPC) method was firstly used to solve the control system with long delays and containing a set of dependent variables with long delays. It basically predicts the change in the dependent variables of the system that will be caused by changes in the independent variables. This is done by solving an optimization problem to predict the future outputs and control actions. It considers a finite sequence of control actions occurring in the past fixed length of time (aka. horizon). Since MPC controllers are mostly implemented in digital systems which have been constrained and discretetime properties in an online manner, although MPC provides nonoptimal solution, this trade-off is still acceptable for control applications for which the optimal control problem could not be solved in real-time.
Because of its real-time properties, MPC control has been applied in various robotic applications, especially for trajectory planning and controls. For instance, [24] [25] [26] investigated the path-planning function of an autonomous mobile robot, and it was realised by the learning-based MPC which took a priori physical model of the world and a learned disturbance perception model into consideration. To guarantee the robustness of the performance, [27] used a linear MPC with bounds on its uncertainty to construct invariant in the path planning. Reference [28] applied a linearised trackingerror dynamics to predict future system behaviour using a quadratic cost function. On the other hand, besides the prediction of the robot itself, the predictive model can be used in the world model as well [29] [30] [31] .
To summarize, studies were based on the amodal-based approaches focusing on the tracking of the change of the independent variables by only describing the properties of the variables, including the system and the environment. However, the difficulty of these predictive problems is that some of the independent variables of the system can be only described by the higher-order variables which are difficult to track. Such variables can be the goal positions and orientations, which are not reachable asymptotically by means of smooth and time invariant feedback control laws.
Multimodal Prediction by Interacting.
In this article, the concept of the multimodal learning methods usually employs mechanisms to optimize both the perception and action as an integral part by the observation from the environment. Such embodied learning mechanism can be considered as a kind of the internal models for animals too, which can be considered foundational in cognitive science (e.g., [32, 33] ). Since the multimodal aspect of the sensorimotor model, such kind of internal models usually emphasizes the embodied and the situated nature of the agents and learns from interacting with the world [34] .
The predictive function of the internal model can range from short-and mid-term time-scale prediction/delay compensation to relatively long-term planning behaviours which emerge from the short-term simulations. The short-term predictive models are mostly related to sensorimotor control, especially to the maintenance of the consistency of visuomotor coordination (e.g., [35, 36] ) or fast reaction (e.g., [37, 38] ).
There are evidences that such kind of short-term neural prediction may result in some predictive behaviours as well. Papers [20, 39] studied how to apply internal models in controlling the actual motor actions. The research [40] also extends the model to learn imitation behaviours. All of the three models built a forward predictive model to control the robot and acquire certain behaviours. Similarly, a long-term planning behaviour can also emerge by internal simulation if the prediction is well planned before (e.g., [41, 42] ). Reference [43] reported that experiments with a mobile robot with a two-level recurrent architecture implemented were able to accomplish the linguistic and sensorimotor task. An extension model has also been examined in symbolic understanding tasks [44] .
If we regard the unified learning scheme of prediction with different time-scales, the Multiple Time-scale Neural Network (MTRNN) was proposed by [45] . The model is able to represent different temporal scales of sensorimotor information in the hierarchical structure of the sensorimotor sequences, such as the spelling of words [46] and object features/movements [47] . Extended from the MTRNN model with multiple modalities, the multiple spatiotemporal scales RNN (MSTRNN) [48] integrates the MTRNN and the convolutional neural networks [49, 50] . It includes two modalities: the temporal properties and the receptive field, both of which differ in the spatial sizes and the time constants in different levels. The PredNet [51] also holds a similar concept of using the convolutional network to capture the local features of the visual streams, but the architecture only ensures the learning of deterministic property of the temporal sequences.
In this paper, we propose a computational-feasible model using deep neural network, based on the predictive coding (PC) model to learn the datasets in the real world. Similar to the PC framework, the model unifies two ways of prediction:
(1) the recognition of the scenarios based on the hierarchical sensorimotor interaction, which may result in the higher-level cognitive computation; (2) the prediction in visual percept modulated both by the "understanding" of the world as well as the voluntary ego-motion (Note that muscle contraction should be considered as the dependent variables with delay and disturbances.).
Note that prediction of these two perspectives by changing of the dependent variables is not totally separate in the sensorimotor systems. Instead, they can be combined and mixed on different levels. This model also shows how this integration of conscious and unconscious prediction occurs determined only by a single parameter.
Model
The Action Modulated Predictive Model.
In terms of the architecture, the Multiple Time-scale Action Feedback Augmented Predictive Network (MT-AFA-PredNet) ( Figure 1 ) is similar to our previous work called AFA-Prednet [52] . Consistent with the general concept of perception-action integration, it integrates the motor action as an additional signal which modulates the top-down generative process via an attention mechanism. Moreover, the multiple time-scales of the different levels result in the difference in updating rate of such a perception-action integration.
As most of the deep learning architectures, the network consists of a series of repeating stacked modules in a hierarchical way which attempts to make local predictions of the visual inputs. In general, the MT-AFA-PredNet is functionally organized as an integration with two networks: the left part is equivalent to a generative recurrent network (top-down), while the right part is a standard convolutional network (bottom-up). Each layer of the network consists of three basic parts: a generative unit ( , green) containing the recurrent convolutional networks, a discriminative unit ( , blue) containing convolutional networks (CNN), and the error representation layer ( , red). The generative unit, , is usually a generative model that is able to give a prediction of the next time-step given the current input. Here, the convolutional LSTM [53] is employed to generate the local prediction in the image region. We employ a number of independent recurrent units as one layer of the units to ensure they learn different possibilities of the prediction based on the modulation value from the motor action. During training with various action-perception paring occasions, each of these units implicitly memorizes different possibilities of the prediction (e.g., the moving direction) with respect to the motor action in a self-organized way.
The networks calculate the differences between convolutional output of the predicted signal from and the bottom-up signal as an error representation, , which is split into separate rectified positive and negative error populations. The error, , is then passed forward through a convolutional layer and becomes the input to the next layer. The recurrent prediction layer receives a copy of the error signal , along with top-down input from the representation layer of the next level of the network ( +1 ).
Multiple Time-Scales.
The concept of the multiple timescales in artificial recurrent neural networks was firstly proposed in [45] . In this hierarchical network, all neurons on the same layer have the same updating rate, but the updating rates of neurons on different layers differ. Specifically, neurons on the lower levels have faster updating rates, which are called fast context neurons (or layers), while neurons on the higher levels have slower updating rate, called slow context neurons (or layers). This difference between the fast and slow context layers is determined by the time constants , which determine the speed of the adaptation given a time sequence with a specific length, when updating the neural activity. The larger the value of , the slower the neuron adaptation. The difference of adaptation rate of the neurons further assembles features of the input sequences in various timescales, which results in the representation of the long-term context: given the temporal states (0), (1), . . . , ( ), their spatiotemporal features will be self-organized on different levels of the network. Therefore, such oscillatory patterns in the RNN are formed by self-organizing as fixed points and the limited-cycle nonlinear dynamics are memorized.
In the context of the MT-AFA-PredNet, the time constants are set in the generative units, i.e., the convolutional LSTM units, in which the values are updated with influence from the previous state.
where ( ) is the output of the -th generative unit ( , i.e., ConvLSTM here) at time on -th layer. (9)) for prediction and further combine proportionally by the attention unit (Eq. (10)). The red units calculate the error (Eq. (8)). The error is obtained from blue units (Eq. (7) (Prediction) and Eq. (6) (Target)). Moreover, the time constant changes on different levels.
Action Modulation.
We employ number of independent recurrent units on one layer as a number of the units which independently memorize the possible changing possibility of the pixels. Since we have multiple generative units ( ), the role of the modulation of the motor action is to selectively integrate different prediction results from the units. This is loosely similar as the attention mechanisms of visual systems (see also [54] ), because only part of the generative outputs contributed to the overall prediction. Such kind of attention mechanisms have recently been used in NLP [55] , text translation [56, 57] , and language models [58] . Inspired from the attention model, but considering the motor modulated role works as a Markov model, we use the motor action at the current time as the input of the attention model (5) . This attention model is further used as the normalization term of the outputs from the multiple convolutional LSTM units (6) . Such possibility is further integrated by the softmax functions in the attention unit, calculated by the motor actions.
where
in here, equals the number of convolutional LSTM units on each layer. With the soft-max function, we can have a normalized combination to all the outputs from the convolutional LSTM units.
Algorithm.
We denote the indices of these perception input image as , and the target of the network prediction at the lowest level is set to the actual percept at the next timestep +1 . We directly put the image as the input of the lowest layer, layer 1, so the input of the layer 1, 1 , equals the actual image data 1 = .
The targets for higher layers at time-step is denoted as ( ). Except layer 1, ( ) is obtained by the higher-level representation of the deep convolutional layer, which follows a usual calculation process of the convolutional network as shown in (6): the convolution kernel, the rectified linear unit (ReLU) calculation, and the max-pooling are sequentially used. This bottom-up process uses convolutional network to extract the local features of the error.
At the GU unit, the generative process is determined by the representation from the recurrent connection (i.e., from the previous time-step) , the bottom-up error (( −1), and the top-down prediction +1 ( ). Such a prediction in a convolutional LSTM is calculated as (9): a deconvolution is used to reconstruct a larger size of the (predicted) representation after the rectified function (ReLU) (Eq. (7)).
To avoid the drawback of the ReLU which only captures the positive and negative error, the error representation ( ) is calculated from the positive and negative errors (Eq. (8)), as the original PredNet does.
During training with various action-perception paring occasions, in the instance of mobile vehicle, with different turning directions at the cross, each of these units implicitly memorizes different possibilities of the prediction (e.g., the moving direction) with respect to the motor action in a selforganized way.
where (⋅) is an activation function of the neurons, where we apply the ReLu function to ensure a faster learning in back-propagation, (⋅) is the neural representation of the level at time . The representation on the layer is (⋅) . The , V, V , and are the corresponding neural algorithms. The overall algorithm for optimizing the network is shown in Algorithm 1. 
Experimental Results
In this section, two experiments are conducted to investigate how the perception and action of the robots (or autonomous car) can be integrated in the predictive coding (PC) framework and how the hierarchical representation differ in different scenarios.
Line Tracer Robot.
The first experiment was conducted in a simulation scenario that multiple motor action possibilities were executed with the same image input. From this we analysed the performance of the network as well as the representation of the units, especially the GU units. The dataset from a robot simulation was recorded in the scenario where the line tracer robot car is moving along the line from the VRep simulator [59] . In this simulation (Figure 2 ), the robot is equipped with three vision sensors as well as three Line Finder sensors (Figure 2 ), so that the image sequences can be captured while the robot car is tracing the line autonomously. Using VRep, we were also able to record the wheel velocity data and the camera data to train the network.
To gather the data, we captured the binary images with size of 8 × 12 pixels from camera in the middle every 0.02s. A 3-layer MT-AFA-PredNet was used for training the sequence of both motor action vectors (i.e., the velocities of the wheels) and images, with the Adam optimizer [60] . Three different values of were applied in three different layers. With a larger on the upper levels, it indicates slower neural activities would be expected. Compared with the values selected in MTRNN works (e.g., [45, 47] ), a much smaller values are chosen, because the LSTM networks perform longer-term memories by themselves. The parameters are shown in Table 1 . Figures 3 and 4 show the comparison between the samples of the original and the predicted images. Although Figure 3 is the black-and-white binary inputs for training while the grayscale figures were used for generative outputs in Figure 4 , we can still observe the similarities.
We further visualise the neural activities on different layers to examine how time parameters affect the representation. Corresponding to the prediction samples, the internal representations of the prediction on the 1st of each layer are shown (Figures 5, 6, and 7) , from which we can observe that the predicted image on the higher level ( Figure 7 ) remains steady during almost the whole movement of the robot compared with other two layers. A demo of the experiment can be found on Youtube (https://youtu.be/4w7RqeU42XY). 
Prediction of Different Probabilities.
To investigate how the representation differentiates various scenarios, we manipulated a bit different lines in three different virtual simulations. These differences are not very significant but the line around the area ∈ [−2, −0.5], ∈ [1, 1.5] differs. We trained the model with these three trajectories to inspect whether the differences in the sensorimotor reaction in these three scenarios can be encoded in different units. These trajectories of three scenarios are shown in Figure 8 . Then we use 2-layer network with 3 units on each layer. Similar to the previous subsection, we visualise the representation of the outputs to see how they are different. We pick the time when the robot reaches the coordinates (0, 0.5) and visualise them every 0.2 for 0.8 .
We found the most differences occur on the 1 level, which visualise in Figures 9-12 . Although it is not direct mapping of the image prediction, they emerged in different training scenarios. Relatively subtle differences can be found on the 2 layer compared with the 1 layer, probably because all the generation can be done on one layer in the hierarchical architecture.
Learning Scenarios in Driving.
We conducted the experiments to examine the performances of the multiple timescale properties of the proposed network. The targets of the experiments are twofold:
(1) The prediction of the incoming images compared with other predictive models.
(2) The multitime scales properties of the proposed network.
In accordance with the targets, we chose the driving dataset (https://ccv.wordpress.fos.auckland.ac.nz/eisats/set-1/). This dataset, provided by Daimler AG, contains five different driving scenarios, each of which contains 250 or 300 images. Additionally, the driving information is also included corresponding to the very time-stamp of each image taken. The 5 units long of vector indicate the ego-motion information:
(1) ∈ [− , ]: the angle of the steering wheel. (2) {V1, V2, V3, V4} ∈ [0, 300]: the velocities of each wheel.
A 3-layer MT-AFA-PredNet was used for training the sequence of both motor action vectors (i.e., the velocities of the wheels) and images, with the Adam optimizer [60] . Three different values of were applied in three different layers. With a larger on the upper levels, it indicates slower neural activities would be expected. Compared with the values selected in MTRNN works (e.g., [45, 47] ), a much smaller values are chosen, because the LSTM networks perform longer-term memories by themselves. The parameters are shown in Table 2 . The epoch equals 300, each of which includes 500 iterations for each sequence.
Synthesis of Image.
Using the driving dataset, we calculated the error while the generative models predict the image sequences. Similar as before, the epoch is set to be 300, each of which includes 500 iterations for each sequence. After the training, the RMS of each image are calculated as We compare the RMS error between the MT-AFAPredNet and the LSTM in Table 3 . As a baseline, a single layer LSTM is used to predict the image sequences without the motor action as inputs. As we can see, the MT-AFA-PredNet, which uses a multiple layer convolutional LSTM, performs better in prediction than the single layer LSTM, probably because the convolution calculation on each layer is beneficial to detect the image features.
The qualitative comparison between the ground-true and the synthesized images is shown below. Specifically, Figures  13 and 15 show the comparison between some samples of the original and the predicted images in the scenario "crazy turn," and Figures 14 and 16 show the scenario of "construction site." Since we did the normalization after the prediction, the synthesized images show inverted colour.
Scenario Classification.
We further visualised the neural activities on different layers to examine how time parameters affect the representation. Due to the page limit, in this subsection, only the quantitative results are shown: we first visualise the representation on the layers 1 and 2 in the first two scenarios ("crazy turn" and "construction site"). The quantitative comparison will be conducted to see whether the update on each layer has been differentiated. Then we will observe if it has been categorized based on the representation on layer 2.
Corresponding to the prediction samples, the internal representations of 1st and 2nd layers of the GU units are shown, respectively, in Figures 17, 18, 19 , and 20. We can observe that the higher-level representation (Layer 2) remains steadier than the lower levels. And the representation seems encoded in a sparse way. From this result, we can basically categorize different driving scenarios as shown in Figure 21 , where we can see there are different representations with different training sequences.
Discussion
From Predictive Perception to Planning.
The feedback affecting sensory input can be regarded as a kind of predictive information retrieved from the internal memory [61] . Based on the predictive coding theory, the hierarchical architecture uses the feedback signals (especially the top-down signals) to predict the forthcoming sensory input, while the sensorydriven bottom-up signals only deliver the error of the estimation. Our model further puts a hypothesis that, during event-based prediction, such feedback may be based on the categorization about the on-going sensorimotor events. They are performed with the similar Bayesian inference and are always updating the prior knowledge on the cognitive processes level.
Similar, on the cognitive process level, if such kind of prediction lasts as a closed-loop and is long enough in a temporal domain, the higher level of representation might play as a mental simulation about the future events. Such an event can be represented in the higher level of the hierarchy, in which the neural activities are updated slower. Such a prediction is also about multimodality too. It captures the structural regularities in each of the modality, and in both spatial and temporal domains. As [62] suggested, the accomplishment of such tasks about decision making and planning is related to the Bayesian inference on the higher level of cognitive functions. As such, the difference between the sensorimotor prediction, the categorization of the events, and the planning behaviour can be unified. This model specifically focuses on the unification of the sensorimotor prediction and the categorization of the events.
As specified at [63] , such a planning process inherited from the predictive process only exists when (1) the specific goal is already determined at the very first beginning; (2) at a short-or mid-term planning problem.
When human is solving more complex planning problems, such as the multiobjective optimization problem (e.g., Traveller Salesman Problem, TSP), it needs a higher level of cognitive processes to make decision of computation power and time. Nevertheless, from the engineering perspective, the short-and mid-term planning are sufficient in some short-and mid-term planning applications, e.g., autonomous driving, where the PredNet model was already examined to predict the next frame of images from the vehicle camera.
Model-Free Perception-Action
Learning. Traditional control problem usually requires an explicit description of the plant model. Therefore, the quality of control relies not only on the chosen control strategy, but also on the precision of assumed plants model. For instance, the agent should acquire the dynamics about the environment as well as the description of the physical model of itself. However, analytical descriptions are usually hard to define because of the systems nonlinearities and high order dynamics.
The development of recent reinforcement in robot control (e.g., locomotion [64] , manipulation [65, 66] ), and autonomous vehicle control [67] ) usually requires explicit mathematical representation of the plant and environment model. For instance, a reinforcement learning algorithm with Monte-Carlo learning, whose value function is of a certain policy without a concrete model, learns the perception-action pairing by random sample placement.
Although our proposed model does not include the reinforcement learning paradigm, it also maps such kind of the perception and action pairing without the prior knowledge of reward. It also makes our proposed model more practical since an appropriate representation for the policy or value function cannot be always chosen so that the temporal sequence of the perception-action pairing is difficult to achieve in the practical environment. On the other hand, as the target of practical real-world applications of reinforcement learner usually learns the reward after the episodic tasks. The internal memory of LSTM can accomplish similar job without explicit engineering job about handcrafting the reward function itself.
This also raises a problem in the bioinspired learning problem for agents: when the "state space" and "action space" are explicitly defined in reinforcement learning, the rewarddriving learning usually learns the mapping between these two spaces with a trivial assumption that the action is purely driven by the perception, which is not an obvious case if we study the development of human cognition. Instead, most of the cognitive studies propose that the perception and action should hold an integrated relation. With the proposed architecture, the perception-action integration can be easily driven by the feedback loop in our future work. This kind of perception-action pairing might become another alternative to solve the sensorimotor problem of robot learning.
Multimodal and Cross-Modal Prediction.
The first version of proposed network (AFA-PredNet) model integrates the perception and action under the predictive coding framework. It depicts the possibility that perception and action can be integrated in a hierarchical architecture. Furthermore, the bidirectional feedback connections in this architecture give rise to the cross-modal influence of both perception and action.
In the human brain, such kind of influence has been widely found in perception. For instance, the McGurk effect indicates the possibility of interaction between the auditory and visual modalities. Furthermore, under the framework of predictive coding, both perception and action attempt to minimize the prediction error.
Hierarchical architectures have been used for crossmodal understanding, in which some intriguing higher level of representation has been discovered (e.g., [68, 69] ). Such kind of representation may give a hint that our higher level of cognition also exerts top-down signals to the lower level of sensory data, about how the incoming sensory data looks like. Such kind of higher-level cognition is also obtained when the agent is interacting with the environment, so that such kind of "world model", corresponding to the slow context layer in our MT-AFA-PredNet, cannot be explicitly modelled. Instead, the pairing of different modalities, as well as perception-action, is a model-free learning process.
Conclusion.
The top-down prediction happens through the whole brain, predictive coding proposes a framework about such top-down prediction: the error runs through the bottom-up in the hierarchical brain and corrects the top-down prediction in the internal models. The higher level of cognition plays a role about explaining the current sensorimotor scenario in a mode of world models, which are dynamically changing, and makes a prediction based on such a model. During this process, the motor action also works in as one of the prior knowledge to proceed with the prediction. To build such an integration between perception and action in the predictive coding, the Multiple Time-scale Action Feedback Augmented Predictive Network (MT-AFAPredNet) is proposed, which realises the following functionalities in the predictive coding framework in neurorobotic experiments:
(1) The top-down feedback pathways in perception are applied for sensory prediction. The prediction is realised by extracting the prior knowledge from perception and building the world models, embedded in the higher level of cognition, about the sensorimotor information of the agent itself. (2) Such a representation of cognition about the longterm sensorimotor context is encoded in a slow context layer in our artificial neural network architecture. The fast and slow context neurons are determined by a time parameter.
(3) This "predictive coding" theory has been further integrated with ego-motor action. And it is realised by the attention mechanism.
Experiments were conducted in two simulations. The first line tracer robot experiment shows that the independent generative units encode the prediction of different movements, which are further modulated by the attention mechanism. The second experiment on the driving dataset demonstrates its ability to categorize different driving events, and its result of prediction outperforms the LSTM.
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