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In recent years agent technology which learns and automates certain knowledge
is used everywhere. To learn this knowledge reinforcement learning(RL) is a powerful
approach. In RL agents learn knowledge through interaction with environment. However,
conventional RL cannot deal with an enormous number of states, continuous value state
and cooperation between agents. In this investigation, we propose new models in agent
environment for ecient RL. In experiments, we show the eectivities of our approaches
by some experimental results.
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1. 問題の背景
近年エージェント技術の利用が一般的になっている．エー
ジェントとは，動作主を表す．例えば，環境にエージェント
が 1体存在する，シングルエージェントシステムはゲームや
システム制御などに使用されている．また．複数のエージェ
ントが環境を共有するマルチエージェントシステムの場合，
分散処理，ロボットサッカー，サプライチェーンなどに使用
されている．しかし，昨今のハードウェアやソフトウェアの
性能の向上により，扱うタスクが複雑になってきている．そ
のため事前知識として，タスクのルールなどをエージェント
へ付与することが困難である．また，事前にルールを付与で
きたとしても，タスクに変化が生じたとき，エージェントは
対応することができない．
強化学習は教師あり学習と異なり，明示的正解を示す教師
情報が存在しない．その代わりに，動作主 (エージェント)
は環境の相互作用から学習を行う．したがって，未知の環境
であっても相互作用を通して，学習が可能である．具体的に
はエージェントが環境に対して行動を取り，状態が遷移する
ことで報酬と呼ばれるスカラー値を得る．エージェントはこ
の報酬が最大となるように，評価値を状態のみや状態と行動
の対の形で学習を行う．エージェントシステムにおいて，強
化学習を用いることは，タスクに対して柔軟に適応する．強
化学習の代表的な手法として，Q学習や Sarsaなどが挙げら
れる．
しかし，強化学習を現実問題に適応する場合，様々な問題
がある．上記の Q学習や Sarsaは状態を離散値であると想
定しているため，状態数が莫大のとき，学習すべき領域が多
くなり，学習に多くの時間を要する．加えて，状態が連続値
のときは，上記の手法は直接的に適用することができない．
そのため，関数近似を用いて効率的に学習しなければならな
い．また，複数のエージェントが環境を共有するマルチエー
ジェント環境の強化学習では，エージェント間の協調を考慮
しなければならない．上記の手法はシングルエージェントを
想定してるため，エージェント間の協調を考慮できない．
本研究では強化学習を効率的に行うための，エージェント
環境におけるモデルを提案する．これにより，既存手法より
効率的かつ学習精度を保持したまま学習が可能であることを
示す．
2. 扱う問題
(1) 鏡像を利用した強化学習の高速化
強化学習の評価値を複数同時に学習することができれば，
規模の大きな問題に対して学習範囲に偏りがなく高速に学習
が可能である．しかし，強化学習の同時学習は殆ど議論され
ていない．なぜならば，適切に学習を行われなければ，本来
学習すべきでない評価値まで学習をしてしまい，学習の整合
性が保てないからである．
現実世界で鏡の前に自分が立ち，右手を挙げると，鏡像は
左手を挙げる．本研究では，このような左右の方向の差のみ
を伴って実際に動きと対応している性質を利用し，同時に複
数の評価値を学習する強化学習の手法を提案する [1].
ここで扱う追跡問題とは，m× mの格子状の 2次元空間
のフィールドでハンタエージェントが獲物エージェントを捕
獲する，強化学習の代表的なタスクである. ハンタエージェ
ントと 獲物エージェント，各 1体ずつランダムに配置し，各
エージェントが同時に行動を選択実行する.
(2) カルマン TD誤差を使用した多重モデル学習
強化学習を現実問題に適用する場合，状態が速度や角度，
位置などの連続値で表現されることもある．この場合連続
値の状態を離散値の状態と同じように扱うと，学習すべき評
価値が無限に存在するため学習が不可能であり，Q 学習や
Sarsa といった手法は適用することができない．そのため，
関数近似を用いた強化学習とシステム制御の枠組 で発展し
た，カルマンフィルタと強化学習を組み合わせたカルマン
TD(KTD) が提案されている．この手法は，カルマンフィル
タに由来する自明ではない初期パラメタ依存問題が存在する．
KTD を使用して，効率的に学習するためにはどの様に適切
なパラメタを決定するかを考慮する必要がある．しかし，パ
ラメタの推定は容易でない。
本研究では，多重モデル学習を用いて，複数の初期パラメ
タを同時に学習し，探索コストを削減する手法を提案する．
また，学習過程に合わせて，同時に学習したモデルを適切に
選択する方法も示す [2]．
(3) マルチエージェント環境における政策推定
マルチエージェント環境はシングルエージェント環境より，
エージェント間の協調を考えなければいけない．エージェン
トの選択した行動は，環境にのみ影響を与えるだけではなく，
複数のエージェントにも影響を与えている．各エージェント
が目的を達成するために，複数のエージェントとの影響を考
慮した協調動作をとる必要がある．各エージェントが協調す
ることで，より良い解が求まると考えられる．しかし，エー
ジェントが協調するには，複数エージェントの行動の選択基
準を理解しなければならない．ここで，行動の選択基準を政
策と呼ぶ．
そこで，本研究ではカルマンフィルタを用いたエージェン
トの政策推定，並びに政策推定に基づく強化学習の手法を提
案する [3].
3. 結果
はじめに鏡像を使用した強化学習の高速化の実験を行う．
鏡の置く位置を X軸，Y軸，X軸と Y軸の 3パターンで実
験を行い，鏡を置かない追跡問題と比較を行う．実験の評価
方法として 2 つの指標を使用する．1 つ目に学習済み Q 値
を使用して，実物の獲物をどのくらいの行動回数で捕獲した
かを表す捕獲ステップである．これは回数が少ないほどより
良い政策が獲得できたとし，また Q値の学習がうまく行わ
れたか，つまり得られた知識の質をみている．2つ目に収束
するまでの回数を表す収束ステップである．実験結果を表 1,
2に示す．
表 1 収束ステップ
 鏡なし X 軸 Y 軸 X,Y 軸
0.1 130500 62000(47.5%) 67500 (51.7) 34500 (26.4)
0.2 64500 30500 (47.3) 32000 (49.6) 20500 (31.8)
0.3 49000 22500 (45.9) 23500(48.0) 17000 (34.7)
表 2 捕獲ステップ
 鏡なし X 軸 Y 軸 X,Y 軸
0.1 6.66 6.76(+1.5%) 6.77 (+1.7) 6.90 (+3.6)
0.2 6.84 6.90 (+0.9) 6.9 (+1.0)1 7.02 (+2.6)
0.3 6.90 7.13(+3.3) 6.98 (+1.2) 7.17 (+3.9)
結果から，提案手法を使用することで学習の質が微かに落
ちるが，鏡が１枚のとき速度が 2倍に，2枚のとき 3倍に向
上する．
次にカルマン TD 誤差を使用した多重モデル学習の実験
では，学習の経過に合わせ，適切にモデル選択が行わている
か，25 回ごとに学習を停止し，選択されたモデルの評価す
る．既存の KTD と比較することで，モデルの選択の有効性
を確かめる．実験では倒立振子問題を扱う. 倒立振子問題と
は，長さと質量が未知の振り子に取り付けられているカート
に，力を加えて直立位置でバランスをとる問題である．結果
は比較手法と比べ，学習初期に最大 158.6%精度が向上して
いる．
最後に，マルチエージェント環境における政策推定をカル
マンフィルタを用いて行う．実験ではハンタエージェント 2
体，獲物エージェント 1体の追跡問題を扱う. 評価方法とし
て，獲物獲物エージェントを捕獲するまでのステップを使用
する．比較手法は，政策の推定をパーセプトロンで行うエー
ジェントを使用する．提案手法と比較手法の学習方法は同じ
である．結果から，提案手法は評価方法に比べ，最大 21.7%,
平均で 11.7%の捕獲ステップを削減できている．
4. 結論
本研究では強化学習を効率的に行うための，エージェント
環境における学習モデルを提案をした．具体的に，強化学習
の同時学習と強化学習とカルマンフィルタを組み合わせる手
法を提案し，効率的に学習が行わることを示した．
まず，鏡像を利用した強化学習の高速化では，Q学習を同
時学習するため，鏡像を使用した．鏡像を利用した Q学習
は，Q学習と比較し，鏡が１枚のとき速度が 2倍に，2枚の
とき 3倍に向上することを示した．また，鏡像を利用したQ
学習も Q学習と同様に Q値が収束することを，数学的に証
明した．
カルマン TD 誤差を使用した多重モデル学習では，複数
の初期パラメータを同時に学習する多重モデル学習を提案し
た．加えて，複数のモデルから適切なモデルを選択する基準
を示した．提案手法では，カルマン TDで問題であった自明
でない初期パラメータを探すコストが削減された．これによ
り，学習初期に高い精度で学習を行えることを示した．また，
初期パラメータのプロセスノイズを大きく設定すると，分散
は学習が進むにつれ精度が悪化した．加えて，観測ノイズは
学習の進行に合わせて，次第に大きくすることで学習精度が
向上することを示した．
マルチエージェント環境における政策推定では，エージェ
ントの協調を考慮するため，カルマンフィルタを使用して
エージェントの政策推定を行った．実験より，提案手法は比
較手法であるパーセプトロンと比べて学習初期に精度が高い
ことから，本手法は有効である．加えて，政策の変化にカル
マンフィルタは適応できることを示した．
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