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1. INTRODUCTION 
Let H: R” x R” H R be a twice continuously differentiable function and 
let p > 0 be a real constant. The system of 2n differential equations 
i(t) = Hp(x(t), P(f)) 
B(t) = PP(f) - H,(X(fh p(t)) 
(1) 
is called a modzfied Hamiltonian system. If p = 0, then (1) is simply called 
a Hamiltonian system. Differential equations of this type arise as part of the 
optimality conditions for optimal control problems which are autonomous 
except for discounting, i.e., which have the form 
s ’ e-@F(x(t), u(t)) dt -+ max 0 
s.t.i(t)=f(x(t),u(t)),x(O)=x, 
u(t) E U c R”. 
(2) 
Here XE R” and u ER”’ denote the vector of states and the vector of 
controls, respectively. The Hamiltonian corresponding to (2) is given by 
H(x, p)=max(flx, u)+ (p,f(x, u)> I UE U}, (3) 
where p E R” is the current value adjoint variable. Note that H(x, p) is 
always convex with respect to p. For a discussion of the importance of 
modified Hamiltonian systems in economics we refer the reader to [l]. In 
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other fields of optimization and applied mathematics the discount rate p is 
usually equal to zero. 
A vector (X, ~)ER*” is called a stationary point of (1) if 
H,(X, p) = pp- H,(x, p) = 0. It is well known (see, e.g., [2]) that the 
Jacobian matrix 
J(x, p) = Hpx(x, P) H,,(x, P) 
-H,, C-x, P) ~1, - H,(x, P) 
(4) 
(Z, denotes the n x n unit matrix) of (1) has at least n eigenvalues with 
positive real parts. This implies that the stationary points of (1) cannot be 
asymptotically stable in the sense of Lyapunov. The best one can expect is 
that there are exactly n eigenvalues with negative real parts. In this case we 
say that (X, p) has the saddle point property (SPP). If (2, p) has the 
property that every bounded solution of (1) converges to (2, p) as t --+ a, 
we say that (X, p) is globally asymptotically stable (GAS) for bounded solu- 
tions. In [S], a sufficient condition for a stationary point to be GAS for 
bounded solutions is developed, which generalizes everal previous results. 
This condition can be expressed in terms of the curvature matrix 
! 
Hx.x + H, Q + QH,, + QH,, Q - PQ - f I, 
CQ(x, PI = ’ (5) 
-f I,, - HPP 
The argument (x, p) of the partial derivatives of the Hamiltonian has been 
omitted for simplicity and Q ES”, where S” c R”” denotes the set of all 
real valued symmetric n x n matrices. It is shown in [S] that a stationary 
state (X, p) is GAS for bounded solutions, if there exists Q E S” such that 
C”(x, p) is negative definite. 
In the present paper, we explore the relation between the above-men- 
tioned GAS condition and the SPP of (X, p). Indeed, we can show that, in 
non-degenerate Hamiltonian systems, the SPP of a stationary point (2, p) 
implies that’ there exists Q ES” such that CQ(%, jj) is negative definite. To 
prove the same result in the case of a positive discount rate, we need an 
additional symmetry condition. 
The paper is organized as follows. In Section 2 we state and prove our 
main results. Section 3 presents a geometric interpretation of the SPP. 
More specifically, we show that the SPP of (X, p) implies that the so-called 
-Q-transformed Hamiltonian 
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is a saddle function locally at (2, ji - QZ). Finally, Section 4 presents two 
examples. The first one shows that there exist reasonable problems in 
economics satisfying the symmetry condition mentioned above. The second 
example shows that one cannot dispense with the symmetry condition in 
the case of p > 0 and n >/ 2. 
2. MAIN RESULTS 
Throughout the paper we assume that the Hamiltonian H(x, p) is twice 
continuously differentiable and that (X, p) is a stationary point of (1). 
Unless we specify the arguments of the Hamiltonian and its partial 
derivatives, it will be assumed that they are given by (2, p). We shall use 
the following Schur decomposition for real Hamiltonian matrices: 
PROPOSITION 1. Let M E R*” x 2’1 be a real Hamiltonian matrix, i.e., 
with A E R” x ” and B, C E S”. If M has no eigenvalues with real part zero, 
then there exists an orthogonal matrix 
p=( -“1; ;$R2.r2n 
and matrices T, R E R”” * such that 
where O,, denotes the n x n zero matrix. 
Proof: See [3, Theorem 5.11. 1 
We prepare the proof of Theorem 1 by several emmas. If A is a matrix, 
then A > 0 (A < 0) means that A is positive (negative) definite. 
LEMMA 1. Assume that H,, > 0. Then the curvature matrix CQ(Z, p) is 
negative definite if and only if 
H *‘I +H Q+QH.+QH Q-pQ+&<O YP PY PP 4 PP . (7) 
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Proof: The assertion follows immediately from the identity 
LEMMA 2. Let 
be a real Hamiltonian matrix with A E R” xn, B, C E S”, and B non-singular. 
Let p 20 be a real constant such that all eigenvalues 1 of K satisfy 
IRe( > p/2. If p =0 or if B-IA = ATBp’, then the real Hamiltonian 
matrix 
M= 
has no eigenvalues with real part zero. 
ProoJ If p = 0, then A4 = K and there is nothing to prove. Therefore, let 
us assume p > 0 and BP ‘A = ATBp ‘. It is easy to verify that the following 
identity holds: 
K2=M’+;IZ,. (8) 
If A is an eigenvalue of A4 with real part zero, i.e., A = wi with o E R, then 
- o2 < 0 is an eigenvalue of M2. Equation (8) implies that p2/4 - w2 is an 
eigenvalue of K2. On the other hand, the eigenvalues of K2 are the squares 
of the eigenvalues of K, which implies that there are real constants u and 
/? with JCIJ > p/2 such that (a + pi)‘= p2/4 - w*. Equating real parts and 
imaginary parts separately, we obtain 
a2 - 8’ = p2/4 - o12 < p2/4 
ap=o. 
(9) 
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From the first part of (9) and from Ial > p/2 it follows that CI # 0 and fl# 0. 
This is a contradiction to the second part of (9), proving that A4 cannot 
have an eigenvalue with real part zero. 1 
Now let us define the matrices 
We say that the Hamiltonian H(x, p) satisfies the symmetry condition at 
(4 P), if 
Hprr(x, P) H,,(x, P)= H,,(x> P) H,(x, P). (12) 
LEMMA 3. Assume that Hpp > 0 and that the stationary point (X, p) has 
the SPP. If p = 0 or if (12) holds at (X, j), then there exists E> 0 such that, 
for all E E [0, E), there exists an orthogonal matrix 
P(E) = X(E) 
- Y(E) 
E R2” X 2n 
and matrices T(E), R(E) E R”“” such that 





Proof. From SPP it follows that J(X, p) - (p/2)1, = K(0) has n eigen- 
values A with Re(l) < -p/2. Since K(0) is a Hamiltonian matrix, its eigen- 
values are symmetric with respect o zero (see, e.g., [3]). This implies that 
al) eigenvalues 1 of K(0) satisfy IRe( > p/2. By continuity it follows that 
there exists E> 0 such that, for all E E [0, E), also the eigenvalues A of K(E) 
satisfy IRe( > p/2. The symmetry condition (12) implies that 
Therefore, we can apply Lemma 2 with K = K(E) to show that M(E) has no 
eigenvalues with real part zero. The rest follows from Proposition 1. i 
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For our main result we have to make the following non-degeneracy 
assumption: 
(A): There exists EE (0, E) such that the matrix X(8) occurring in (13) 
is non-singular. 
THEOREM 1. Assume that H,, > 0 and that the stationary point (2, p) has 
the SPP. Moreover, assume that one of the following conditions is satisfied: 
(a) n=l. 
(b) Assumption (A) is satisfied and p = 0. 
(c) Assumption (A) is satisfied and (12) holds at (2, p). 
Then there exists a matrix Q E S” such that the curvature matrix CQ(x, p) is 
negative definite. 
ProoJ: We first treat case (a), i.e., we assume that n = 1. In that case, a 
simple calculation shows that (X, p) has the SPP, if and only if 
H.r,H,, - H;r + PH,, CO. 
Moreover, the same inequality is a necessary and suflicient condition for 
the existence of a real solution Q to the inequality 
Hr, + 2H,\-Q + HP/,,’ - pQ + p2/(4H,,) < 0. 
Since the latter inequality is just (7), the assertion follows from Lemma 1. 
Now let us consider cases (b) and (c). In this situation, we can apply 
Lemma 3. The first n columns of (14) can be written as 
AX(E) -BY(E) = X(E) T(E) 
U(E) + ATY(e) = - Y(E) T(E), 
(15) 
where 
A= H,,-;I,, B= HP/,, C= -&-; H&E&. (16) 
Because of (A), we can choose E=E such that X(C))’ exists. In the rest of 
the proof we omit the argument .s of P, X, Y, and T and we assume G = B 
The second equation in (15) yields 
C+ ATYXm ’ = - YTX-’ = - YX-‘XTX-‘. (17) 
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Substituting the first equation of (15) into the right hand side of (17) and 
defining Q by Q = - YX- ‘, we obtain 
C-ATQ=Q(AX-BY)X-l=QA+QBQ. 
Using (16) and rearranging terms yields 
H,,+H.,Q+QH,,+QH,Q-pQ+$H,l= -.Cz,,<O. 
From Lemma 1 it follows that CQ(,, @) < 0. It remains to show that Q is 
symmetric. The orthogonality of P implies that Y’X = XTY, from which 
the symmetry of Q can easily be deduced. This completes the proof. 1 
3. GEOMETRIC INTERPRETATION 
In this section, we show that the SPP of a stationary state has a simple 
geometric interpretation in terms of the Q-transformed Hamiltonian 
HQ( y, q) as defined by (6). To this end, we first note that the linear trans- 
formation 
(x,P)H(Y,q):=(x,P-Qx) (18) 
is canonical. This means that a trajectory (x(t), p(t)) is a solution of (1) 
if and only if the transformed trajectory (y(t), q(t)) is a solution of the 
Q-transformed (modified) Hamiltonian system 
3(f) = H:(Y(~), q(t)) 
4(t) = Pdt) - fff(y(t), q(t)). 
(19) 
This can be easily deduced from ( 1 ), (6), and (18) (see also [ 51 for a more 
general treatment). Furthermore, (2, @) is a stationary point of (1), if and - - only if ( y, q) = (2, p - QZ) is a stationary state of (19). What we are going 
to show in this section is that the SPP of (X, p) implies that there exists a 
matrix Q E S” such that, locally at (y, q), the Q-transformed Hamiltonian 
is strictly convex with respect o q and strictly concave with respect o y. 
LEMMA 4. Assume that the stationary point (2, ji) has the SPP. Then 
there exists E> 0 such that, for all E E CO, E), there exists an orthogonal 
matrix 
P’(E) = X’(E) Y’(E) 
- Y’(E) X’(E) 
E R2” X 2n (20) 
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and matrices T’(E), R’(E) E R”“” such that 
K(E) P’(E) = P’(E) 
T’(E) R’(E) 
o 
n > -T’(E)’ ’ 
where K(E) is defined by (10). 
ProoJ As in the proof of Lemma 3 we see that there exists E> 0 such 
that, for all E E [0, E), the matrix K(E) has no purely imaginary eigenvalues. 
The rest follows from Proposition 1. 1 
We note that Lemma 4 is equivalent to Lemma 3 if p = 0. The following 
assumption is an analogue to (A). 
(A’): There exists EE (0, E) such that the matrix X’(E) occurring in 
(20) is non-singular. 
THEOREM 2. Assume that Hpp > 0 and that the stationary point (X, p) has 
the SPP. Moreover, assume that n = 1 or that (A’) is satisfied. Then there 
exists a matrix Q ES” such that 
H,, + H, Q + QHp.r + QH,, Q - PQ < 0. (21) 
- - Locally at (y, q), the Q-transformed Hamiltonian defined by (6) is strictly 
convex with respect o q and strictly concave with respect o y. 
Proof: The proof of (21) is exactly the same as the proof of Theorem 1. 
One has only to start with Lemma 4 instead of Lemma 3. The second asser- 
tion, concerning the function HQ( y, q), follows then from the identities 
H$(Y> 9) = H,,(x, P) 
H;.(Y, 4) = Hxx(x> P) + H,(x, P)Q + QHpx(x, P) 
+ QHpjh P)Q - PQ. I 
(22) 
As far as the undiscounted case is concerned, the above theorem is the 
converse of Rockafellar’s tability condition [4] in its generalized form [S, 
Theorem 2a]. 
4. DISCUSSION AND EXAMPLES 
We proved our main result, Theorem 1, under two assumptions, namely 
H,, > 0 and (A). We called (A) the non-degeneracy assumption, because 
we believe that it is satisfied except for hairline cases. Neither is H,, > 0 a 
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severe restriction. To see this, we recall that the Hamiltonian (3) is the 
pointwise maximum of a family of functions which are linear with respect 
to p. This implies that p H H(x, p) is a convex function and that HPP 3 0. 
Therefore, our assumption adds only strict convexity. The symmetry condi- 
tion (12), however, is a structural assumption on the Hamiltonian. In order 
to justify it, we have to show that there are reasonable problems with p > 0 
which satisfy (12). This is done in Example 1. Furthermore, we have to 
show that it is not possible to prove Theorem 1 for p > 0 without an addi- 
tional assumptions like the symmetry condition. This is done in Example 2. 
EXAMPLE 1. Consider the optimal control problem (2) with 
F(x, u) = W(x) - C(u), f(x, u) = u - Ax. 
This is an adjustment cost model commonly used in economics (see, 
e.g., [6]). The vector XE R” denotes the capital stocks and the vector 
u ER” denotes the corresponding investment rates. The matrix A = 
diag(b,, a,, . . . . 6,) is a diagonal matrix with Ji 3 0 being the depreciation 
rate of capital stock i, i= 1, . . . . n. By C(U) we denote the adjustment cost 
function (investment costs), which is assumed to be strictly convex. It is 
shown in [5] that a stationary state of this problem is GAS for bounded 
solutions even if the production function W(x) is not quasiconcave, 
provided that the discount rate p > 0 is sufficiently high and that the 
depreciation rates of the capital stocks do not differ too much from each 
other. The Hamiltonian is given by 
H(x, P) = w(x) - W(P)) + (P, D(P) - Ax), 
where D(p) = (C’)) ‘(p). The second order partial derivatives of H(x, p) 
are given by 
H&v P) = CC”(W))1 -I, H,(x, P) = -A. 
This implies that both of the following conditions are sufficient for (12) to 
be satisfied at all (x, p) E R*“. 
(a) The depreciation rate is the same for all capital stocks, i.e., hi = Sj 
for all i, j = 1, . . . . n. 
(b) The adjustment cost function is addditiely separable with respect 
to the investment rates, i.e., C(U) = C;= r ci(ui). 
EXAMPLES 2. Let n = 2, p = 4, and 
Wxl,xzr ~1, pz)=fp:+fp:+2x,p,+5x,p2+x2p,+2x,p2. 
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We have 
and 
2 1 1 0 
Jk P) 
5 2 0 1 
= i 0 I 0 2-5’ 0 o-1 2 
The unique stationary point (0,O) has the SPP, because the eigenvalues of 
J(x, p) are given by A1 =2+51i2 and A, = 2 - 5112, both with multiplicity 
two. We shall prove that there exists no real symmetric matrix Q such that 
CQ(0, 0) ~0. Because of Lemma 1 it suffices to show that there exists no 
QES” such that (7) is satisfied. For 
Q=(F :) 
the left had side of (7) is given by 
( q2 + I-* + 10r + 4 qr + rs + q + 5s qr+rs+q+5s > r2+s2+2r+4 ’ (23) 
This matrix is negative definite, if and only if 
q2+r2+10r+4<0 (24) 
and 
3q2 + r4 + 12r3 + 28r2 + 48r + 16 + s2(q2 - 21) - 2qs(r2 + 6r + 5) > 0. (25) 
From (24) follows q2 < 21- (r + 5)2 d 21. Since s does not occur in (24), 
we can maximize the left hand side of (25) with respect o s E R. This yields 
s = q(r2 + 6r + 5)/(q2 - 21). Substituting this value into (25), we obtain 
3q2 + r4 + 12r3 + 28r2 + 48r + 16 + q2(r2 + 6r + 5)/(21 - q2) > 0. 
Because this inequality is equivalent to 
(q2 + r2 + 10r + 4)( -q2 + 7r2 + 14r + 28)/(21 - q2) > 0, 
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and because 21 -q* > 0, it follows that (23) is negative definite only if q 
and Y satisfy the two conditions 
q2+r*+1or+4<0 
-q2+7r2+ 14r+28<0. 
Adding these inequalities, we obtain 
r2 + 3r + 4 = (r + 3/2)* + 7/4 < 0. 
This contradiction proves that there is no matrix Q ES” such that 
CQ(Z, ~7) < 0. On the other hand, we know from Theorem 2 that a matrix 
Q E S” can be found such that (21) holds. Indeed, it is easy to check that 
(21) is satisfied for 
4 -1 
Q= -1 0 ' ( 1 
where q E (- 3, 3) is arbitrary. Specifying q by q = 0, say, we obtain the 
Q-transformed Hamiltonian 
which is strictly convex with respect to (ql, q2) and strictly concave with 
respect to ( y,, y2) as claimed by Theorem 2. 
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