Using ecological-response models to understand and improve management of aquatic ecosystems is increasingly common. However, there are many questions about reliability and utility that can make the use of ecological modelling fraught. One critical question is how ecological-response models translate to what happens in practice. Many models purport to improve management by simulating ecological response to changing conditions. This suggests that tangible benefits (e.g. increased biodiversity) should flow when recommendations for action are implemented. But testing these links is rare and there are implications if those links are tenuous. One problem leading to a lack of congruence between models and reality can be a lack of ecological data for the system being modelled. Incomplete understanding, erroneous assumptions about drivers or degree of variability, and uncritical use of expert opinion can all result in models that may be more likely to mislead than inform. Explicit validation of models, sensitivity testing and ongoing development of novel solutions to deal with incomplete data can all assist. So, wise and critical use of ecological models provides one mechanism to increase our ability to quantify adverse effects on, and project future trajectories of, aquatic ecosystems.
Introduction
We live in a world of continuous, rapid change. The scale of our impact on the world, and attendant consequences are increasing (Evans 2012) . We must reduce both, but the challenges are big; climate change, human population growth and mass extinction of biota (Barnosky et al. 2011) , among others, are global issues that affect local processes and patterns (Evans 2012; Carley and Christie 2017) . Within this context, natural-resource managers have the unenviable task of finding a sustainable balance between human use and functional ecosystems. In aquatic ecosystems, this balance can, theoretically, be achieved using mechanisms such as providing water to support aquatic ecosystems (environmental watering; Arthington et al. 2006) , managing invasive species (Hussner et al. 2017 ) and designing and maintaining conservation reserves (Klein et al. 2008) , for example. Ecology has a key role in identifying and maintaining this balance. As a science, it is the theoretical base that enables management to identify the actions that have some likelihood of success. As our ecological knowledge deepens, that likelihood of success should increase.
Technology supporting science and management is also evolving rapidly (Pimm et al. 2015) . New approaches and solutions are now available that were unimaginable in years past. Satellite imagery, real-time telemetry and other approaches all provide new and different streams of information that improve our understanding of how ecosystems function. Exponential increases in computer processing power enable more complex and faster analyses to become routine, although issues with data handling can arise (Pimm et al. 2015) . These technologies should lead to better ecological outcomes, but calls for better approaches to modelling, in both ecology and management, remain common (e.g. Schmolke et al. 2010) .
Ecological modelling seems an obvious way forward. Systematically setting down our knowledge and utilising it to understand how a system might respond under different conditions should deepen our understanding and assist sustainable management (Sutherland 2006; Schmolke et al. 2010) . Despite this, many ecologists (and managers) are highly suspicious of models. I have personally heard more than one ecologist comment that they would never use, nor trust, the output from a model. In many instances, this distrust may well be justified. Models can bear little resemblance to our ecological knowledge of a system, be unwieldy, overly complex, used out of context or are just plain wrong (Schmolke et al. 2010) . But, in other cases, elegant fit-for-purpose models enhance our understanding and point to new ecological discoveries or the most appropriate management option (Schmolke et al. 2010) . This begs the following questions: what are the differences in model development, testing and implementation among cases where models contribute to our fundamental knowledge v. those where they do not; and how can models be used wisely to enhance our understanding and management of aquatic ecosystems?
This paper aims to provide an introduction to the use of models in ecological management, particularly for aquatic ecosystems, with a focus on developing those models in a robust (i.e. demonstrably fit-for-purpose) and thoughtful manner and then testing them appropriately. In doing this, I use examples to illustrate several common problems associated with the development of ecological models, and then, similarly, illustrate several potential solutions. The points made here are largely not new, but there are few general introductory papers that summarise potential issues with relevant examples. Thus, this paper is aimed at (currently) non-modelling researchers and end-users, with a view to encouraging the wise use of ecological models to enhance fundamental scientific research and to better support decision making.
What is a model?
A model can be defined as any conceptualisation of how something operates. By this definition, all ecologists, in fact, all scientists, routinely use models, whether mentally or explicitly (Soetaert and Herman 2008) . I would contend that, without models, there is no basis for explaining how the world works, including aquatic ecosystems.
For clarity, I will define two more terms that I use repeatedly. I use a Popperian definition of a hypothesis. Thus, a hypothesis is a statement of explanation for some phenomenon that is both specific and falsifiable (Popper 2005 ). In the present paper, I use the term for relationships arising from model output (e.g. potential causal pathways or the outcome from a particular modelled management option) that I contend should be treated as testable hypotheses, as opposed to 'objective', which I use to describe the intended purpose of the model in question. Second, I use the term projection to represent a statement about what is likely to happen in the future, often associated with a probability distribution to indicate how likely that future may be. There are a range of possible alternative terms, including simulation and prediction (sensu Coreau et al. 2009 ). The definitions of these can be contentious, with differential use across sections of the literature and, so, clarity of use is desirable.
There are many different types of models. Among the simplest, is the box and arrow conceptual diagram (Soetaert and Herman 2008) , which is routinely used in management in particular. Conceptual models are often developed both with and without the influence of data. In such a diagram, the boxes represent the variables in the system, whereas the arrows represent the effect of each variable on the others in the model (Soetaert and Herman 2008) . The direction of the arrow often identifies causality or the direction of effect. In contrast, wholeof-ecosystem models can be extremely complex mechanistic models with hundreds of relationships and parameters, capable of including explicit management decisions, socioeconomic systems and behavioural differences among individuals (e.g. Fulton et al. 2011) . In the main, ecological models fall between these two extremes. Simple mechanistic models are routinely developed to focus on the physics of water and salt movement (e.g. Webster 2010). State-and-transition models are now a common way to link physico-chemical and ecological processes, with models being developed using either expert opinion and literature (Bestelmeyer et al. 2009 ), being wholly dataderived or some combination of the two. Outside of ecology, models can be more abstract (e.g. Copernicus' model of the solar system; Copernicus 1543) and there are often multiple competing models for a single phenomenon (e.g. Ptolemy's alternative model of the solar system that we now know is incorrect; see Hamm 2011 for a translation).
Few processes have escaped the attention of model developers, with models even existing for identifying the trajectory of falling toast to calculate whether it is likely to fall buttered side up or down (Dartnell 2004) .
All models should have a stated objective. This can be to inform management (as many of the models described here were intended to do) or research (e.g. by summarising the knowledge in a field and developing causal hypotheses), among others. Models can be deterministic (where an attempt to describe causal mechanisms is made), empirical (where relationships are derived from measured data) or a hybrid of the two. Stochastic models explicitly include chance as an element of the model. Models can be considered fit-for-purpose (or 'useful') if they achieve their stated objective. Each model type has advantages and disadvantages, but these are often relative to the stated objective (e.g. ability to link hydrological models may be critical to model producers' responses to environmental watering, whereas that may be entirely unnecessary when modelling top-down control of consumers on producers; Robson et al. 2017) .
In aquatic ecosystems, common modelling approaches often vary with ecosystem type. For example, food-web models were typically developed as mass-balance models in marine ecosystems, network graph theory models in lakes and simple mixing models in riverine ecosystems (Robson et al. 2017) . Riverine ecosystems were more likely to be empirically modelled, whereas marine ecosystems were more likely to be represented by mechanistic models (Robson et al. 2017) .
What are the advantages and disadvantages of using models?
As for any other approach, there are both advantages and disadvantages associated with the use of models, particularly in aquatic ecology. One of the primary advantages with capturing models explicitly is that it forces assumptions and hypotheses to be articulated that may otherwise remain hidden. Mental models have been criticised for being potentially incomplete, unstable (i.e. people forget or alter things with time) and not readily tested (Greca and Moreira 2000) . Explicit models, in contrast, are valuable tools for developing hypotheses. They can be used to explain existing data and to formulate projections for possible response to possible future scenarios (Schmolke et al. 2010) . Models can also be used to guide research, by identifying key areas of sensitivity and knowledge gaps where few data exist (Schmolke et al. 2010 ).
However, models can have issues with reliability of projections and their ability to be actively used for management, particularly when few data are available for development. Extrapolating model projections outside the conditions captured within the training data can be particularly problematic in the absence of modelled causal mechanisms. Model developers typically use all available data during construction, so model generality and validity are often untested. For applied models, there can be a poor understanding of what modelled changes may represent in the system being modelled; for example, if habitat suitability increases by one unit, how might the organisms being modelled respond in a specific system? Furthermore, there is often a lack of data for one or more key parameters in the model, requiring developers to assume that values derived elsewhere will apply, for example. Modellers also rarely check whether the modelled mechanisms correspond to those acting in practice (e.g. are similar outcomes coincidental?). These issues can mean that dealing with models may introduce as many uncertainties as they purport to resolve.
There are many instances where models may not act as intended. Sometimes this can be problematic, if model outputs are uncritically assumed to be correct; however, in other cases, unexpected results can highlight areas where new knowledge is needed or different mechanisms are at play. In an adaptive management framework, comparing model outputs to observed outcomes can be a key stage in improving decision making for a given system (Kingsford et al. 2011) . In the following sections, I compile a series of examples of where models do not act as expected. In doing so, I have deliberately attempted to draw, as much as possible, on my own work so as not to imply that other modelling attempts are poor or unhelpful, or that other modellers have failed in some way. Instead, these types of issues can arise in any model and only sufficient testing and validation can identify whether a developed model meets its stated objective and, thus, provides a useful representation of the system it is intended to represent.
Congruence between model projections and ecology in practice
Many models simulate ecological response, regularly with the objective of assisting managers and often by objectively assessing competing alternatives (Sutherland 2006) . This suggests that there should be tangible ecological benefits if the optimal management actions, as identified by the model, are subsequently implemented. For example, in a habitat-suitability model, it should be possible to quantify the effect of increasing habitat suitability as population outcomes for the target species at the location(s) being modelled.
One such habitat-suitability model, the Murray Flow Assessment Tool (MFAT; Young et al. 2000) incorporated best-available knowledge quantifying the benefits of environmental watering for fish and other biota in the Murray-Darling Basin, Australia. However, following its development, managers could not equate changes in modelled fish-habitat suitability to resultant changes in fish assemblages. A basin-wide monitoring program to assess ecological condition, including fish (Davies et al. 2010) , provided an opportunity to directly relate MFAT habitat-suitability scores to monitored fish assemblages. Using fish species richness, abundance and biomass across four MFAT zones (2004) (2005) (2006) , we found very few positive correlations between MFAT score and fish assemblages, either in the same year or with response lags ( Fig. 1 ; ). Furthermore, model outcomes were extremely sensitive to how multiple habitat drivers were combined mathematically (e.g. equations linking habitat availability with inundation duration), along with the large number of expert-derived weightings contained within those equations .
MFAT was an extremely well documented tool, based on best-available science that included explicit assessment of model sensitivity (Jones et al. 2003; Norton and Andrews 2006) . However, despite its robust development, the habitat-suitability scores produced by the model were not correlated with fish assemblages in the modelled region, at least in the low-flow years investigated ). This suggests a tenuous link between model outcomes and ecological assemblages. Indeed, if the model had been applied as expected, with managers aiming to maximise habitat-suitability scores, fish assemblages could conceivably have become less speciose, diverse and with less biomass (if the correlations identified persisted). Thus, what appeared to be optimal management actions may have been the opposite of those that would actually improve fish populations. Such a tenuous link may be because habitat is not limiting fish assemblages, habitat is poorly described or the factors driving fish assemblages in low-flow conditions differ from those modelled, for example. It is also possible that this lack of correlation may be because of the highly complex model structure; our ecological knowledge may be insufficient to parameterise such a complex model and unintended interactions may occur within equations combining responses and the associated weightings. As such, my colleagues and I recommended model simplification as a potential improvement, along with testing over a greater range of flow conditions .
More generally, a lack of congruence between model outcomes and ecology may lead to poor decision making because managers utilise results to select among management options (Ascough et al. 2008) . Public confidence in science-based decision making may be eroded if expected benefits are not manifest, or where unintended negative consequences arise (Ascough et al. 2008) . Worse, in the absence of robust monitoring (such as the discontinuation of the river-health monitoring program utilised above), these outcomes may not even be apparent, leaving us to guess at the efficacy of management. Missing key data
Another common impediment to constructing robust models is a lack of data for the model system. This can lead to an overreliance on expert opinion or the use of values from the literature, almost always derived elsewhere (or under different conditions) or the ability to test their relevance to the model system. Of concern is also a general lack of recognition of this issue. Stakeholders can assume that all of the information needed to model a given system exists 'in the literature' and that no data need to be collected at all (e.g. for validation). The next two examples associated with missing key data refer to the Coorong and Lower Lakes, South Australia. The Coorong and Lower Lakes are the estuary and terminal wetland complex for the Murray-Darling Basin . The Lakes are shallow and fresh, and dependent on River Murray inflows along with smaller tributaries. The Coorong is separated from the Lakes by a series of artificial barrages that regulate freshwater. It is an inverse estuary, with the mouth and river inflows occurring at the same end (Webster 2010 ). The Coorong stretches .100 km in a south-easterly direction as two main lagoons (Webster 2010) .
My colleagues and I developed a data-derived state-andtransition model to describe ecological condition in the Lower Lakes ( Fig. 2 ; ). On the right-hand side, the terminal node (States 5-10) is determined largely by conditionrelated variables (Fig. 2) . For example, as electrical conductivity increases, states change from one to another (i.e. low electrical conductivity results in one of States 6-8, whereas high electrical conductivity results in State 9; . Thus, end-users can assess whether given scenarios result in more or less favourable mixes of ecosystem states (based on management objectives for the region), thus providing a mechanism for assessing management alternatives. However, on the left-hand side of the tree, the states are defined by distance to the nearest freshwater source only . This means that the simulated states do not change with environmental conditions and the model cannot differentiate among alternative management actions. The states thus described are closest to the smaller tributaries and we were unable to include tributary flows in the model-development dataset. On the basis of these model outputs, tributary flows may determine nearby ecological condition and, without them, the representation of ecological function is incomplete . Thus, missing key data is likely to have hampered our ability to develop a robust model.
Expert opinion v. data-derived models
A common solution to issues such as missing key data is to rely on expert opinion. For example, experts identified a series of possible ecosystem states for the Coorong estuary introduced above (see Lester and Fairweather 2007) . This is a common approach to developing state-and-transition models Fig. 2 . State-and-transition model describing the ecological condition of the Lower Lakes, South Australia. The states represent groups of co-occurring biota in space and time. The model is presented as a logic tree, where each box should be read as a logic statement. For a given site in a given year, if the condition in the box is true, the tree should be followed to the left-hand side. If the condition is false, the tree proceeds to the right, until a shaded terminal node is reached. This terminal node determines which state the Lower Lakes is in at any given location and time, on the basis of its environmental characteristics, inferring a suite of biological characteristics as a result.
(e.g. Bestelmeyer et al. 2009 ). Potential pitfalls associated with using expert opinion have been extensively studied and, where implemented appropriately, expert opinion provides a practical method for addressing issues such as missing data (Martin et al. 2012) . However, opinion-derived models should be considered as hypotheses until tested and validated using data, as for other data-derived models.
For example, when the hypothesised states for the Coorong were compared with data-derived ones developed later , there were points of agreement. For example, the state evocatively named 'Waders' delight' by the experts described a hypersaline state with extensive macrophyte beds, with fauna dominated by salt-tolerant fish and wading birds and teal. These characteristic biota were similar to those of the data-derived 'Average hypersaline' state . Similarly, the 'Brine shrimp paradise' captured a highly hypersaline state dominated by brine shrimp and their predator, banded stilt (Cladorhynchus leucocephalus), which was similar to the biota characteristic of the dataderived 'Degraded hypersaline' state. In contrast, other states defined by experts had no corollary in the data-derived states.
In some instances, this may have been because they were not ecologically distinct within our data, whereas, in others, such as 'Seagrass meadows', it was likely because there were no data to represent such a state. Seagrasses have not been found in the Coorong since the 1980s and the earliest data included in the model development was from 1999. In contrast, the experts, in some cases, had researched the region since the 1980s and so their knowledge from that time could be included. This highlights a major advantage of opinion-derived models, in that they can include conditions that are outside the range of the available data.
The other notable difference between the two sets of states was that the drivers differed. Salinity was the driver focused on by experts, whereas flow was the major driver identified in the data-derived model. Importantly, neither approach assesses causality, so there is no way to differentiate between the two without validation. With hindsight, flow may be more likely to be causal. Within the Coorong, flow is a major driver of changes in salinity, along with water level and other variables (Webster 2010) . Understanding which factor is causal may influence management priorities; however, definitively determining which factor is driving biotic assemblages would require specific experimentation.
More variability than expected
Another common issue is there being more natural variability in model systems than expected. I have been regularly surprised by end-user expectations of precision from model estimates. For example, a Coorong hydrodynamic model (Webster 2010) has regularly been used to explore the effect of environmental watering. Natural-resource managers frequently expect to get precise salinity values for given volumes of environmental water, to a few grams per litre. Such precision is often the default from numerical models (e.g. hydrodynamic models estimate salinity to 0.1 mg L À1 total dissolved solids (TDS) and stateand-transition models describe similarly precise transitions; Webster 2010; Lester and Fairweather 2011); however, it is misleading if that precision is not representative. For example, the effect of local weather systems in the Coorong substantially alters the effect of freshwater flow on salinity.
To illustrate this, my colleagues and I used the hydrodynamic model to simulate salinities in the two Coorong lagoons (1984 Lester et al. 2012) . We used an artificial flow sequence that was identical each year (e.g. barrage flows of 2000 GL each year). Resultant salinities were not identical from year to year, with departures of up to 50 g L À1 TDS occurring, particularly in the South Lagoon ( Fig. 3 ; Lester et al. 2012 ). In the South Lagoon (mean annual salinity of 68 g L À1 TDS), the 95% confidence interval was 44-92 g L À1 TDS. This variation is entirely due to year-on-year changes in local conditions, and appear to be driven by changes in local sea levels (Lester et al. 2012) . Local sea level affects hydraulic connectivity within the system (i.e. between the two lagoons because of the changes in water level) and, so, alters evapoconcentration (Lester et al. 2012) . For the South Lagoon, management targets fall within our confidence interval (e.g. for macrophyte Ruppia tuberosa, the target mean annual salinity is ,60 g L À1 TDS; Murray-Darling Basin Authority 2010). Thus, although models commonly used for management give precise salinity estimates, the degree of natural variation in the system is sufficiently large to alter whether management targets are met or not under many scenarios. This makes that precision unreliable in practice and alters optimal management actions. When hydraulic disconnection occurs earlier in a given year, more environmental water is required to meet management targets, whereas later disconnection may remove the need for any additional environmental water. Furthermore, additional variation in the system (e.g. in flow volumes and timing) will exacerbate this finding. This suggests that a flexible, responsive approach to the management of the system is needed.
Whereas the Coorong is part of one of the more variable rivers globally (Puckridge et al. 1998) , other systems are also likely to be more variable in space and time than is often considered. Practices to deal with few data, such as utilising values from the literature, or where parameters are estimated from once-off field measurements, for example, may 1985 1987 1989 1993 1995 1997 1999 1991 2003 2005 2007 2001 dramatically underestimate variability and could lead to erroneous conclusions. Some sources of uncertainty can be reduced by additional data collection, whereas others (such as that here due to local conditions) are inherent to the system and cannot be similarly reduced (Ascough et al. 2008) . Many managementoriented models provide no variability or error estimates at all, making it impossible for end-users to assess uncertainty in model outputs (Ascough et al. 2008) , but straightforward to ignore that variability. In such cases, false precision can lead to suboptimal decision making, and increases the likelihood of unintended negative outcomes. Thus, uncertainty should be explicitly characterised wherever possible and incorporated into ecological models. This can be facilitated by using modelling approaches well suited to quantifying uncertainty (e.g. Bayesian approaches) or by dedicated uncertainty analyses (e.g. Oakley and O'Hagan 2004) .
Even where variability cannot be quantified, its likely presence should be acknowledged and its potential effect assessed (e.g. by sensitivity analyses, see below). Once variability in the system is better understood, a further challenge is to adequately explain the potential effect of that variability to relevant managers, who often have little experience explicitly considering uncertainty in model projections (but see Ascough et al. 2008) . Finding a shared understanding of management under uncertainty and how that changes optimal management decisions takes dedicated effort, but is necessary in highly variable systems.
So, why bother?
So far, I have illustrated that ecological models can have little congruence with the observed patterns in a model system. We often lack monitoring data to attempt such validations, even where researchers can return to a model years later for testing. Key data are frequently unavailable and expert-derived models do not necessarily resemble data-derived models, either in the state variables or drivers identified. Variability is often poorly described but can dramatically alter system behaviour and optimal management solutions and, so, lead to inappropriate application of models. In the face of these problems, why bother persisting with ecological modelling? It is all too easy to conclude that current attempts are inadequate and a waste of resources.
Recent commentary in the scientific literature provides some rationale. As ecologists, we 'bear a crucial responsibility to understand human impacts on, and project future trajectories of, global biodiversity' (Amano 2012, p. 495) . 'One of the aims of ecology is to aid policy makers through developments of testable predictions of relevance to society' (Sutherland and Freckleton 2012, p. 322) . Thus, according to these ecologists at least, simulation of ecological systems under plausible scenarios is imperative to understanding possible future condition and guide managers. Further, there are many complex problems in natural-resource management (Carley and Christie 2017) . Whether we, as ecologists, provide input or not, decisions will be taken regarding environmental water requirements, climate change and other issues. We can choose to contribute to those decisions with imperfect tools and knowledge or we can choose to be bystanders. Personally, I agree that ecologists have a responsibility to use best-available science to provide guidance.
Thus, there is a need for innovative solutions to overcome these (and other) modelling issues.
So, how can we build models that are less likely to suffer from these issues? A commitment to ongoing model development and validation (as described for MFAT above) is an excellent start. Extensive, systematic sensitivity analysis to understand the implications of uncertainty and decisions made during model construction is another. Finally, innovative approaches maximising the value of the available data will continue to enhance our ecological modelling ability. I describe each of these below.
Sensitivity testing
Sensitivity testing is a method of systematically perturbing model components to quantify the effect of those perturbations on model outputs (although other definitions are possible; Saltelli et al. 2004; Schmolke et al. 2010) . Thus, it objectively identifies the model components most likely to influence the outputs (Saltelli et al. 2004; Ascough et al. 2008) . These components include the value of individual parameters (e.g. tolerance thresholds), but also choices made in model construction (e.g. relative weights assigned to different parameters, or choice of a method to combine them). Understanding which components have the greatest effect on outputs creates the opportunity to target the collection of additional data (e.g. through targeted experiments) or, at least, quantify the effect of those components on the results derived (Saltelli et al. 2004) .
The effects of a sensitivity analysis can be surprising. For example, my colleagues and I recently attempted to develop predictive capacity for an existing life-history model for Ruppia tuberosa (Ye et al. 2014) , as a first step to inform long-term management of the Coorong. As a part of that work, we analysed the relative sensitivity of the original model to the threshold values used (Lester and Macqueen 2017) . We made incremental changes to each model parameter, then to all parameters simultaneously, so as to quantify the effect of those changes on resultant model outputs. The parameters included tolerance thresholds for salinity and water levels and the start and end date and length of each life-history stage (Ye et al. 2014) . To assess the effect, we measured changes in the likelihood of completion of each life-history stage relative to our perturbations. This analysis enabled us to identify parameters that had the biggest effect on the likelihood of completing a given stage and were, therefore, most important to ensure reflected best-available science.
It was not surprising that perturbing all parameters simultaneously usually had the largest effect on the likelihood of completing a given stage (e.g. Fig. 4) . A less common finding was that the change associated with perturbing all parameters simultaneously tended to be only slightly higher than that associated with perturbing the most-sensitive parameter (Lester and Macqueen 2017) . Often, it is the case that sensitivity to different parameters can be additive or multiplicative (e.g. owing to parameter interactions), leading to much greater uncertainty when all parameters are perturbed together (although antagonistic and synergistic relationships are also possible). Here, for seed germination, the change associated with perturbing all parameters was very similar to that observed when moving the window for germination earlier in the year (Fig. 4 ; Lester and Macqueen 2017) . This suggests that the sensitivities were encompassed by the most sensitive parameter, rather than each acting independently. For example, for seed germination, altering salinity and water-level thresholds, along with the length of time required for successful germination, were likely to have changed synergistically with the timing of the window (e.g. lower salinities may occur earlier in the year; Lester and Macqueen 2017) .
That model outputs were most sensitive to the timing of the window for different life-history states was unexpected, particularly for relevant managers. Much research has focused on the value of salinity and water-level tolerances, for example, whereas less research has focused on timing and its variability among life-history stages or years (Lester and Macqueen 2017) . For the application of this model, at least, additional research into the timing of each life-history stage would be of significant benefit to ensuring that the model produces results that are congruent with patterns of Ruppia populations in the Coorong. Thus, sensitivity testing can provide new insights into the behaviour of a model under different conditions. It can result in new hypotheses as to drivers in ecological systems (although care is needed to relate the causes of model behaviour to causal links in ecological systems). Sensitivity testing can direct data collection to ensure that the model is robust. Finally, sensitivity testing can provide an explicit assessment of uncertainty arising from choices during model construction that can inform the discussion relating to uncertainty described above. These observations are not new; however, in my experience, current application of models to management of aquatic ecosystems suggests that reiterating them is required.
Innovative approaches to modelling
Innovative approaches to ecological modelling are continually emerging. Among them are those that are explicitly designed to address many of the issues that I have explored herein, along with those that can be adapted to do so.
My colleagues and I developed one approach for dealing with data limitations. We routinely study systems where managers must identify actions to mitigate likely changes under an altered future (often climate), where data to quantify those changes are limited or simply absent. Rules of thumb are common, but such projections are difficult to assess for accuracy or uncertainty (Arthington et al. 2006) . Values can be utilised directly from the literature, but such an approach is rarely tested for the applicability of the values to the system of interest. Many readers will be familiar with the concept of space-for-time substitution, where sites of multiple ages (i.e. an ergodic gradient) or across a spatial gradient are utilised as a proxy for succession or change through time (Pickett 1989; Fukami and Wardle 2005) . Until recently, most of projections developed using space-for-time substitution were applied to the location for which they were developed. We demonstrated an extension to this approach, whereby quantitative projections were transferred to distant but broadly similar (i.e. analogous; sensu Hesse 1966) locations to provide a quantitative assessment of a likely response to future climate in that distant system (Lester et al. 2014) . We suggest that this method has substantial potential for developing robust projections of future change for a wide-range of data-poor ecosystems.
We developed the method using Mediterranean climate estuaries in southern Australia (Lester et al. 2014 ). For this system, drying through time is likely (Post et al. 2012) , and, so, we utilised a natural gradient in rainfall in south-western Australia. We quantified changes along that gradient in freshwater flows, salinity and fish richness in small intermittent estuaries. We then used those changes to project potential temporal changes for estuaries in south-eastern Australia. We tested that the available data through time for Victorian estuaries for all three relationships developed were plausibly from the same distribution (sensu Gelman et al. 1996) . As expected, there were more data available for physical and chemical variables than ecological variables, leading to greater support for those relationships. Nevertheless, the three spatial relationships (rainfall v. flow, flow v. salinity, salinity v. fish species richness) developed for south-western Australia were all plausibly able to provide quantitative temporal projections for south-eastern Australian estuaries, when adjusting for catchment area (Lester et al. 2014) . This example illustrates a theoretical framework to provide robust projections of future response to climate change in data-poor ecosystems (Lester et al. 2014) . Such a framework enables prioritisation of data collection and research to test the relationships and identify causal mechanisms where required.
This illustrates one example of the ability to utilise existing approaches in novel ways to generate new quantitative estimates of response to future change by transferring model projections to new locations (Yates et al. 2018) . The method critically involves explicitly testing for applicability of the space-for-time substitution in the new location. It relies on existing datasets but utilises them in a way that can inform management of distant but similar ecosystems. As for all other models, this approach should be used on the assumption that it provides one hypothesis that should be validated as new data become available; however, it illustrates one way to overcome data limitations in individual ecosystems.
Innovative approaches to model development
In addition to the need for innovative approaches in modelling, we also need innovative approaches to collaborative model development. Where models are intended to inform management, real collaboration with managers throughout the process is of real benefit, such as including end-users in decisions relating to model structure and domain, exploration of model strengths and weaknesses and understanding model uncertainty (Sutherland 2006) . Such models should have clear objectives developed on the basis of real-world management needs. Communication of model structure and outputs must occur in a manner suited to the technical knowledge of end-users.
Finally, ongoing exchange of information thought development and implementation should occur. This may include transfer (or design) of relevant monitoring data to facilitate validation or knowledge regarding existing (or planned) adaptive management processes, for example. Such a collaborative approach can be time-consuming and requires end-users to be engaged in the process and to be considered as equals in the development process. However, there are numerous benefits to offset the investment. First, such an approach helps ensure that models developed actually address the issues that managers face (Sutherland 2006) . In my experience, it is disappointingly common for managers to consider that researchers tend to miss the mark regarding even the basic question to be answered when they develop models in isolation. Second, using a collaborative approach can lead to more robust models. Managers and end-users often have extensive experience under a range of conditions that can be invaluable where data are few. Utilising such expertise increases the likelihood that model outcomes will reflect the model system appropriately. For example, incongruous results not aligned with a manager's experience can highlight potential modelling errors. Third, this collaborative approach can greatly increase the likelihood of uptake of the model. Where managers have confidence in a model and can utilise it to answer ongoing questions (e.g. by scenario analysis), my experience is that many wholeheartedly embrace modelling tools. The Coorong stateand-transition model is an excellent example of this; more than 1000 scenario runs were undertaken, specifically addressing ongoing management issues during prolonged drought and to set long-term objectives for the system (e.g. see Lester et al. 2012) . Finally, this collaborative approach can lead to a greater understanding of uncertainty in ecological systems in general. Ignoring uncertainty increases the risk of undesirable management outcomes and subsequent loss of confidence in the general public (Ascough et al. 2008) . In contrast, recognition of uncertainty in models and ecological systems enables better-informed expectations of naturalresource management decisions (Ascough et al. 2008) .
Robust ecological modelling
Although I have highlighted some of the ways in which ecological models can result in unhelpful or misleading outcomes, they can be developed to be robust tools to enhance our ecological understanding and guide management. Many of the issues that I have raised are surmountable or, at least, quantifiable. A key to robust modelling is to treat models and model outcomes as hypotheses and test those hypotheses accordingly. Where results are unexpected (and validated), those results should be used to advance ecological theory and knowledge. New methods for dealing with data and method limitations are continually being developed and should remain an active focus. A far greater focus on model validation with new data is needed. An argument can be made for withholding models from practitioners until that model is validated. In my opinion, this is likely to be impractical, given timeframes for decision making. I contend that providing access to unvalidated models can assist in decision making, provided that the end-users understand the limitations of the tool at its stage of development. Where models are intended to inform management, end-users should be involved in development and testing to promote greater transparency and encourage uptake (e.g. by an adaptive management cycle: Sutherland 2006; Ascough et al. 2008; Kingsford et al. 2011) . Also other authors have emphasised the need for clear objectives in developing an ecological model, as well as for excellent documentation (Schmolke et al. 2010) . There are opportunities for many more ecologists to utilise explicit ecological models to enhance their research and I see substantive benefits in new knowledge, capturing current understanding and developing predictive capacity associated with doing so.
In conclusion, I believe that models are essential for explaining how ecosystems work. Nonetheless, there are many potential pitfalls in their construction and use. Careful collaborative construction and innovative methods can maximise their value, with opportunities arising to build the next generation of ecological and management-oriented tools. But, fundamentals such as strong hypotheses, explicit sensitivity analyses and a reliance on testing with independent data are needed to ensure robust scientific and management outcomes. These points are not new; however, the current use of models for management of aquatic ecosystems, at least on the basis of my experience, suggests that these lessons are yet to be learned, on behalf of both ecologists and managers (with exceptions, of course). Resource and data constraints are commonly invoked as justification for suboptimal model development and testing; however, in such cases, much value associated with ecological modelling to support management of aquatic ecosystems is lost. Greater adherence to these principles would lead to wiser use of models and greater ecological benefits as a result.
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