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The aim of this work is to improve our understanding of how wind power and solar 
photovoltaics (PV) can be integrated into the electricity system in a cost-efficient manner. For 
this, a techno-economic cost-minimising model of the electricity system is used for a set of 
case studies. The case studies cover a set of regions that have different conditions for wind and 
solar power and employ a range of strategies for variation management. The variation 
management includes the availability of complementing, shifting, and absorbing strategies 
internal to the electricity system, such as flexible bio-based generation, batteries, and 
transmission, as well as measures available from electrification of the industry, transportation, 
and heating sectors.    
The results show that there is a need for different variation management strategies in different 
system contexts. In regions with exceptionally good conditions for variable renewable 
electricity (VRE), wind and solar power integration benefits from absorbing strategies. In 
regions where the conditions for VRE are not sufficient to out-compete baseload generation, 
complementing technologies are needed to enable cost-efficient wind and solar power 
integration. Shifting strategies are primarily suited to the diurnal variations of solar PV. 
Variation management can increase the amount of cost-efficient VRE that can be integrated 
into the system while reducing the total cost of meeting the demand for electricity. The most 
valuable variation management strategy covered in this work involves optimising charging of 
electric vehicles and vehicle-to-grid (discharging from electric cars to the grid), which can 
reduce the total cost by up to 33% in a solar-dominated system but by only 8% in a wind power- 
and hydropower-rich region with inherent flexibility. The value of transmission lies in its 
abilities to smoothen wind variations between regions and to transfer electricity from electricity 
systems with superior wind or solar power resources. A scarcity of bioenergy would entail a 
high value being placed on available biomass for the purpose of complementing wind and solar 
power. To maximise the provision of flexibility by biomass, it could be utilised with negative 
emission technologies to enable the usage of fossil-derived natural gas. Biomass deployed to 
meet net-negative emissions targets would, however, not provide flexibility. The results of this 
work underline the importance of combining different technologies and strategies and the value 
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Global responses to climate change, setting the goal of restricting global warming  to well 
below 2°C above pre-industrial levels, were agreed upon in Paris in 2015 [1]. To meet this 
target, rapid decarbonisation of all energy sectors is needed, together with large-scale 
deployment of negative-emissions technologies [2]. Transformation to a carbon-neutral 
electricity system, together with electrification of other sectors are identified as key enablers 
in tackling this challenge [3]. The electricity sector can be decarbonised through a mix of 
renewable sources, carbon capture and storage (CCS), and nuclear power. Each of these 
solutions is to some extent connected to economic, social and technological challenges. Wind 
power and solar photovoltaics (PV) are promising technologies due to their low costs and high 
technical potentials. Utilising weather-based resources does not result in any direct CO2 
emissions, and the life-cycle emissions are low. However, given that the electricity generated 
by wind power and solar PV is dependent upon the weather, it provides variable renewable 
electricity (VRE). Due to weather variations occurring on different timescales, the generation 
becomes irregular, resulting in difficulties in meeting the demand and utilising the VRE. 
Balancing variable generation and demand is regarded as one of the main challenges associated 
with achieving high shares of VRE in the electricity system [4]. This thesis focuses on how to 
handle the variability of electricity generation and investigates the optimal way to integrate 
wind and solar power into the electricity system in a cost-efficient manner.   
In managing the variability of wind power and solar PV, having access to flexible electricity 
generation technologies is beneficial. The most-flexible, fuel-based technologies are currently 
gas turbines, which can be fuelled with methane from fossil (natural gas) or biogenic (biogas) 
sources. However, the supply of  sustainable biomass is highly uncertain, as are the means to 
distribute it across sectors and between applications, since there will be a need for renewable 
fuels in all sectors and most likely a need for negative emissions [5][6]. Another important 
source of flexibility is sectoral coupling of, for example, the transport sector with the electricity 
system. Large-scale integration of electric vehicles into the electricity system increases the 
electricity demand, and if charged directly when parked these vehicles could increase the 
variability of the load. Smart charging and the discharging of cars back to the grid (vehicle-to-
grid, V2G) can be important for flexibility provision [7]. In addition, geographical variations 
in weather patterns can be used to smoothen variations in weather-based generation [8]. 
Trading of electricity can not only confer flexibility, but also enable the transfer of VRE 
resources between regions that have different conditions for the expansion of VRE. Combining 
different sources of flexibility and expanding the system from the traditional electricity system 
to other sectors are of importance for the large-scale integration of wind and solar power [9]. 
The issues and opportunities related to VRE integration can be investigated in energy system 
optimisation models. This renders the possibility to test how the conditions in various regions, 
with different weather conditions, can cope with the integration without having to test it in the 
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real world. Energy system modelling can, therefore, reveal how different constraints affect the 
energy transition and identify areas that are more or less important and in need of policies or 
actions to achieve the transition. Cost-efficient integration of variable renewables is a multi-
dimensional optimisation problem that requires specific tools to obtain clarity and reduce 
concerns related to the insecurity of high shares of VRE in the electricity system. Here, energy 
system modelling is used to improve our understanding of how supply and demand can be 
balanced by means of variation management strategies in different scenarios and different 
contexts of the future electricity system. 
1.1 Aim and scope 
This thesis focuses on elucidating: (i) how supply and demand can be balanced in electricity 
systems with high shares of wind and solar power; (ii) how increased flexibility can facilitate 
more VRE; and (iii) the value of different kinds of flexibility. These questions are addressed 
in the appended papers, which describe case studies directed towards the following questions:  
• How will different variation management technologies, applied either separately or in 
combination, affect the cost-optimal system composition of the electricity system?  
• With regard to filling the current knowledge gap on bioenergy in the electricity system: 
o What is the value of bioenergy in the electricity system? 
o Which biomass-based technologies should be part of the least-cost electricity 
system composition under various biomass supply conditions and different 
emissions targets? 
o Under which conditions do biomass-based technologies and variable 
renewables act as complementary factors or competitors within the electricity 
system?  
• How do electric vehicles influence the cost-competitiveness of generation and storage 
technologies in the electricity system? 
• What are the impacts of different transmission features, i.e., as enablers of VRE 
resource transfer from remote areas and for geographical smoothing, on the integration 
of VRE, in relation to other variation management strategies?  
In Paper II, three European regions, Hungary, Ireland, and central Spain, are modelled to 
capture the different conditions for generation from wind and solar power. Central Sweden (the 
Stockholm price area) is included in the group of regions for Papers I and III, to capture 
interactions with hydropower. Two base regions, Hungary and Ireland, are connected to other 
European regions with similar annual electricity demands in Paper IV, to address the roles of 
transmission. Paper I considers a potential electricity demand for industrial hydrogen, the 
opportunity to sell heat from electricity for district heating purposes, and the possibility to move 
in time part of the household demand for electricity. In Paper II, the supply of biomass, 
biomass conversion technologies, and the carbon emissions limit are subjected to analysis. 
Electrification of light vehicles is included in Paper III. The temporal scope is a future year 
around Year 2050, modelled with a chronological one-hourly resolution in Papers I and III 
and three-hourly resolution in Papers II and IV. 
1.2 Contribution of this thesis 
Strategies for balancing the electricity system on an hourly basis within one year are in this 
work referred to as variation management strategies (VMS), which are categorised into 
absorbing, complementing, and shifting strategies, on the basis of economics and functionality 
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[10]. This work contributes to understanding the roles of flexibility measures, such as 
electricity storage and electrification strategies, applied separately or in combinations. Paper 
I covers several of the strategies, so as to capture the impacts from the three VMS categories. 
Based on the results shown in Paper I, the categories proposed previously [10] are refined to 
capture the functionalities of the VMS, revealing ways to handle frequent variations (shifting) 
or durable high (complementing) and low (absorbing) net-load events (see the VMS triangle 
[11] in Figure 1). The geographical scope is chosen so as to address the different possibilities 
for generation from VRE and to capture the need for variation management in regions with 
different VRE resources. In Papers II–IV, more-specific variation strategies are addressed, 
and the VMS triangle is further explored.  
 







2 Background and related work 
 
Historically, the electricity demand has been the source of variation in the electricity system, 
with one or two daily peaks and seasonal variations in some countries related to increased usage 
of electric heating during cold periods of the year. As a response to these variations, base-, 
intermediate-, and peak-load technologies have been applied [12]. Baseload technologies 
typically have a high investment cost and low running cost and run at full capacity for most of 
the year. In contrast, peak-load technologies are expensive to run and have a comparatively 
low investment cost; they only run for a few hundred or thousand hours and are fast-ramping. 
Intermediate-load technologies cover the interval between baseload and peak-load 
technologies.  The merit order in terms of load-handling technologies for use in the system is 
based on the variable cost to generate electricity from the different technologies.  
Since wind and solar power generation technologies incur no or low variable costs, they are 
placed early in the merit order, and the load variations are joined by the variations in supply. 
By subtracting the VRE generation from the load, the net-load is calculated. As the levels of 
wind and solar power increase in the electricity system, the variations in net load go from being 
dependent upon the demand to being more characterised by the weather-based generation 
patterns. In systems that are supplied to a large extent by VRE, high-load hours with no or low-
level generation from VRE are high-net-load hours, and hours during which a large share of 
the load is covered by VRE are low-net-load hours. There are several alternatives for 
maintaining the balance between electricity supply and demand, ranging from conventional 
flexible generation technologies, energy storage units, and trade to demand-side options to 
control current demand as well as using electricity for new purposes in other sectors [13]. The 
timeframe over which the multitude of flexibility strategies maintains the balance ranges from 
milliseconds to several months.  
2.1 Flexibility and high share of VRE in energy system models  
Extensive electricity system optimisation modelling that includes different VMS has been 
carried out in recent years [14]. These studies have covered topics from flexible generation and 
storages to transmission and smart electrification. There are thermal generation technologies 
that can serve as baseload, intermediate-load, and peak-load technologies that fit well with the 
historical load variations. At a low level of VRE, the electricity system mainly comprises 
baseload, which is totally phased out at about 50% VRE, after which the need for more flexible 
peak load generation is the dominating thermal source of electricity [15]. To address the choice 
of thermal units and also the potential flexibility of, especially, intermediate-load generation, 
it is important to represent the cycling properties of these thermal units [16]. The properties are 
to some extent a question of cost, as plants could be designed to be more flexible. However, as 
the addition of cost also increases the need for utilisation to bring in revenue, improving 
technical flexibility reduces economic flexibility, although it could still be of value in terms of 
additional VRE integration [17]. Providing scope for wind power and solar PV generation by 
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reducing the electricity production to the minimum compliant load in the thermal baseload or 
intermediate-load generation units is an absorbing strategy for integration of VRE into 
electricity systems that are dominated by thermal generation. Flexible peak-generation 
technologies complement VRE during high-net-load events.  Hydropower can be operated so 
as to integrate wind power similarly to flexible thermal generation, which increases the value 
of VRE [18]. In this thesis, hydropower refers to reservoir hydropower, where the water can 
be stored and subsequently dispatched. 
As an alternative to absorbing the generation peaks from VRE, some of the generation can be 
curtailed, resulting in a negative net-load and zero price for electricity (planned curtailment 
may have a value with respect to up-regulation in reserve markets) [19]. The wind turbines can 
also be designed to produce electricity in a more system-friendly way, through reaching the 
maximum output earlier and then curtailing more of the wind energy before it is converted to 
electricity [20]–[22]. This allows more wind power to be installed before reducing its own 
value. That would, however, increase the investment cost and result in a lower capacity density, 
which means that more land would be required for the same annual level of generation from 
wind power.  
Another technology that is strongly linked to VRE integration is batteries. Smoothing the 
electricity generation from VRE in time provides the possibility to utilise weather-based 
electricity with a higher degree of freedom. Low-cost battery storage has been shown to allow 
solar PV to become the major source of electricity in the US, in competition with fossil fuels 
and without policy intervention [23] Reichenberg et al. [24] have demonstrated how wind and 
solar power, together with transmission and batteries are efficient at achieving system 
integration levels of 85%–98% VRE, highlighting the difficulty associated with covering the 
remaining fraction in the absence of flexible generation technologies. At high levels of VRE, 
wind power accompanied by transmission expansion competes with solar PV accompanied by 
batteries [24], [25]. Wind power benefits from geographical smoothing at different distance 
and temporal scales due to the movement of weather patterns [26]. Transmission has also been 
investigated in combination with household Demand-Side Management (DSM) in a dispatch 
model, in which it is shown to reduce the need for peak generation [27]. The time period for 
which electricity consumption in households can be delayed is, however, expected to be too 
short to have a significant impact on durable wind variations.  
Electrification of other energy sectors or sectoral coupling with the electricity system refers to 
expansion of the electricity system so as to cover parts of the energy demands for heating, 
transportation, and industries. These sectors are especially interesting due to the low-cost 
storage systems for other energy carriers, such as hot water for heating or hydrogen for 
industry. The need for batteries as the energy carrier in the transportation sector makes battery 
charging a potential source of flexibility. Studies on electric heating show that a district heating 
system can benefit from wind power integration by switching between generating electricity 
together with heat in combined heat and power plants and consuming electricity for heat 
generation in electric boilers and heat pumps [28]–[30]. This gives the possibility to absorb 
low-cost electricity at low net-load events. When used in combinations with heat storage the 
impacts are larger than if the heat is required to match the demand directly. Electricity can also 
drive the process for direct air capture of carbon dioxide for negative emissions purposes or to 
fuel electrolysis to produce hydrogen for industrial needs. A comparison of the industrial usage 
of hydrogen and its use for electricity storage with subsequent conversion back to hydrogen 
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through fuel cells reveals that the industrial usage yields greater savings, since excluding fuel 
cells saves in terms of both cost and efficiency losses [31]. The direct air capture process could 
be run on otherwise curtailed electricity, assuming that this would be economical even when 
including investment costs in the modelling [32]. Most of the electricity system costs for 
covering the demand for electrified transportation can be saved by smart charging of the 
electric vehicles rather than charging the vehicles directly when parked [33]. These results hold 
true also when including driving behaviours from GPS (global positioning system) data [34].  
Combinations and comparisons of different strategies show that electrification strategies are 
more important than short-term storage options in the wind-dominated northern European 
context [35], [36]. Recent studies have shown the electricity system benefits derived from 
VMS, which are combined in a more holistic perspective (including several of the sectors, 
regions and storage alternatives) of the energy system with the focus on the electricity side 









Throughout this project (Papers I–IV), the same model, ENODE, has been used to address 
questions regarding technologies, strategies and sectors that provide variation management to 
the electricity system. Within the work, features have been added to the model, which in some 
cases have become standard, while in other cases they are only used in specific papers. The 
work is carried out in the form of case studies that capture the interactions between technologies 
in the electricity system for different system contexts, as summarised in Table 1. In Paper I, 
several VMS were included separately or in combination. In Paper 2, the supply of biomass 
was addressed as the ratio (in the range of 0–1) of the primary energy in the biomass to the 
annual electricity demand. Within this study, two other parameters are varied: 1) the target of 
either net-zero emissions or negative emissions (100% or 110% less than the electricity system 
emissions in Year 1990); and 2) whether or not CCS technologies are allowed. In Paper III, 
where the role of electric vehicles was investigated, the battery sizes, charging strategy, share 
of participants, and charging infrastructure were varied between the cases. In Paper IV, the 
trading regions, transmission costs, and the wind profile differences (whether or not the regions 
had synchronised profiles, with either a stable or unstable profile) were varied to assess the 
importance levels of two different transmission features. 
Table 1: Summary of the studies described in the appended papers, including the modelling dimensions. 














































Electric vehicles Transmission 
* VMS, Variation management strategies 
** DSM, Demand-side management 
*** BECCS, Bioenergy with carbon capture and storage 
3.1 The ENODE model 
ENODE (wordplay on the original in-house name in Swedish and English) is a linear 
optimisation model that is written in GAMS. It was first presented in the paper of Göransson 
et al. [16], wherein it was designed to capture the interplay between VRE and thermal 
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generation technologies. Subsequently, it has been used to address variation management in 
more than a handful of projects. The model minimises the total cost of annualised investments 
and dispatch for a Greenfield electricity system with net-zero carbon emissions for one future 
year, with perfect foresight. In the electricity system modelling, importance is attached to the 
resolution of different dimensions, including time, space, technologies and boundaries to other 
parts of the energy system, such as the electrification of other sectors.  
3.1.1 Time 
The temporal dimension can relate to the number of time-steps within 1 year and to whether 
the time-steps are consecutive or separate. The choice of temporal scope also includes the 
choice as to whether the time starts from now and steps forward in time or jumps to a future 
Greenfield year with suitable assumptions being made as to costs and policies, such as carbon 
emissions constraints. In the case of ENODE, time is modelled as a single Greenfield year with 
hourly or three-hourly resolution with full chronology within the year. The chronology enables 
variation management to work on timescales that range from hours up to 1 year, to match the 
historical load and generation levels with weather patterns for the same year. Using the load, 
wind power, and solar PV generation profiles for the same years allows one to couple the 
relationships between parameters that would otherwise be difficult to estimate. These include 
correlations between generation from wind and solar and the temperature for heating demand 
as well as the ability to capture the lengths of high- and low-generation periods. The potential 
lock-in to the current power plant fleet, as well as the transition pathway are lost in the 
Greenfield approach. Nevertheless, the studies included here are focused on the dynamics 
between generation technologies and VMS in a future, carbon-neutral electricity system, for 
which purpose the Greenfield approach is deemed suitable. 
3.1.2 Space 
In Papers I–III, single copper-plate regions in the size of electricity price areas are modelled 
in isolation. This enables perfect geographical smoothing of weather variations within the 
available areas in the region, although it eliminates the potential benefits from trading 
electricity with other regions via existing or new transmission lines. Thus, the short-term 
variability within the region is under-estimated and the variability on a timescale of several 
hours as well as the need for self-sufficiency are exaggerated. Transmission between region-
pairs is modelled in Paper IV as net transfer capacity optimised together with the generation 
and storage options. Transmission is under-represented also in Paper IV, although single 
regions, as well as region-pairs allow capture of the impacts on specific systems that are suited 
to wind power and/or solar PV with different underlying potentials for variation management. 
In Paper IV, four investment cost levels of transmission are modelled without taking distance 
into account, i.e., 10 (isolation), 3, 1 and 0 M€/MW (for free), so as to capture the value and 
role of transmission. The wind profiles were altered to understand better the role of 
transmission. A case with the original profiles was compared to cases with synchronised 
profiles in both regions, to address the value of resource transfer between regions with different 
resource availabilities in isolation from the value of geographical smoothing. 
3.1.3 Technologies and boundaries 
The technologies used include conventional and new generation technologies, storage systems, 
and methods for including the electricity demands from other sectors. Biomass, biogas, coal 
and natural gas plants (open and closed cycle gas turbine plants) with and without CCS, as well 
as nuclear power plants are the basic dispatchable options in the modelling [16]. CCS refers to 
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a carbon-neutral mix of coal/natural gas co-fired with biomass/biogas in Papers I, III and IV 
and negative emissions from bio-CCS (BECCS) in Paper II. Thermal plants are associated 
with investment costs, variable and fixed operations and maintenance costs, fuel costs, carbon 
dioxide emissions from the fuel, and cycling costs and emissions from start-ups and part-load 
[39]–[41]. Biomass is assumed to be sustainable and simplified to be carbon-neutral. The 
investment costs in electricity generation and storages are annualised with a discount rate of 
5% and with the technical lifetimes used as economic lifetimes.  
The wind power, solar PV, and load profiles are representative of Year 2012, and a summary 
of the resources and demands is shown in Table 2. The wind power production is modelled as 
wind farms with re-analysis data, divided into 12 classes [21],[42]–[45]. Solar PV is modelled 
as mono-crystalline silicon cells installed at a fixed optimal tilt with one generation profile for 
each region [42],[46]. Hydropower is modelled for the region of central Sweden, representing 
the locally generated hydropower and the hydropower imported from northern Sweden (with 
historical limits on ramp-rates in Paper I) [47], [48]. The economic data for wind power and 
solar PV have been updated during the work and stem from the reports [39], [49], [50]. 
Economic and technical data for variation management technologies were acquired from the 
Danish Energy Agency [50].  
The load was modelled as the historical demand [51]. In Paper I, the possibility to shift 20% 
of the load for up to 12 hours was included as household DSM (without linking any costs to 
this) [27], [52]. While it might be more accurate to apply a dynamic share of the load according 
to the need for heating during different periods, highly detailed models would be needed to 
capture the non-linearities in the cooling and warming processes of buildings. In Paper I, 
electric boilers were modelled as potential electricity consumers for supplying the demand for 
district heating [53]. The income from heat sales was included as a simplification based on the 
modelled price for district heating in Gothenburg [54], [55].  
Lithium-ion and Vanadium redox flow batteries were modelled in Paper I with fixed C-rates 
(the ratio between the storage and charging potential; a C-rate of 0.5 or 0.25 describes storage 
systems that can be fully charged in 2 or 4 hours, respectively). The batteries in Papers II–IV 
were divided into separate investments in storage and charge/discharge capacities, representing 
only Lithium-ion batteries. This separation was useful, as a portion of the battery cost was 
assigned to the charging capacity, after which the models started to design batteries with lower 
C-rates (i.e., longer endurance).  
The industrial hydrogen demand was modelled in Paper I, whereby hydrogen had to be 
produced by electrolysis. The demand for hydrogen was modelled as an additional need for 
20% energy as hydrogen, spread evenly over the year, including conversion losses for the 
production and storage of hydrogen. The possibility to over-produce and store hydrogen in 
underground rock caverns for long-term storage with tanks so as to cope with small fluctuations 
in demand was evaluated in this work. In Papers II–IV, the possibilities to invest in 
electrolysis, underground storage, and (in addition to earlier work) fuel cells for generating 
electricity from the stored hydrogen are included, although without an exogenous demand for 
hydrogen for the industry.  
In Paper III, the transportation sector was modelled as 426 individual cars with individual 
driving patterns based on Swedish GPS driving data, up-scaled to 60% of today’s car fleet [56]. 
Charging of the batteries was modelled either as direct charging, optimised charging or the 
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opportunity to discharge the batteries back to the grid (V2G), with the driving demand being 
met to the same degree in all cases. Three different battery sizes were used: small, 15 kWh; 
medium, 30 kWh; and large, 85 kWh. Not included was the cost of the batteries, as the size is 
dimensioned for the purpose of driving rather than for the purpose of the grid. Infrastructural 
questions were taken into account by allowing charging at 7 kW at: all stops, stops longer than 
6 hours or only at the home location.  
All fuels are included exogenously, with the exception of biogas, which is assumed to be 
produced through the gasification of solid biomass. In Papers I, III and IV, the cost of biogas 
is connected to the biomass prices based on a 70% conversion efficiency and an added cost of 
20 €/MWhth for the gasification plant [57]. In Paper III, the amount of biomass is limited, and 
the fuel is supplied for free and with the marginal value set by the limit to the supply. A more 
detailed description of gasification is included to capture the possibilities for enhancing biogas 
production by adding hydrogen and electricity to the process [58]. Potentially conservative 
assumptions regarding the additional methanation process when combining carbon dioxide and 
hydrogen make this representation rather similar to the simpler version used in the other papers. 
Table 2: Full-load hours (FLH) and maximum capacity (Cap) limits for onshore wind classes 1–12, offshore wind, 
























1 960 0.4 1,190 0.0 - - - - 
2 1,550 3.6 1,670 1.3 - - - - 
3 2,020 12.0 2,100 5.5 - - 2,030 0.6 
4 2,310 7.1 2,370 7.8 - - 2,230 4.5 
5 2,560 6.1 2,570 2.4 - - 2,440 6.9 
6 2,790 6.3 2,750 1.3 - - 2,620 9.9 
7 3,020 4.6 3,070 2.4 - - 2,900 9.1 
8 3,300 1.3 3,350 0.2 - - 3,270 11.6 
9 - - - - - - 3,700 1.5 
10 - - - - 4,240 0.3 4,120 1.7 
11 - - - - 4,640 13.8 4,600 0.5 
12 - - - - 5,360 2.1 5,260 0.1 
Offshore - - - - 5,360 … 5,260 … 
Solar PV 1,770 … 1,360 … 1,000 … 1,050 … 
Hydropower - - - - - - 3,750 9.6 










4 Main results 
 
4.1 Resource- and system-related limitations to VRE integration 
The amount of VRE that can be cost-efficiently integrated into the electricity system is subject 
to two main limitations: (i) the remaining sites for VRE generation have poor conditions for 
VRE generation and VRE is out-competed by baseload generation; or (ii) additional VRE 
generation is extensively curtailed and VRE out-competes itself. The concepts of resource-
limited and system-limited VRE (defined in Paper I) refer to the first and second conditions, 
respectively. It has been found that the choice of VMS to increase the cost-optimal share of 
VRE in an electricity system depends on which of these two limitations is active. At a low 
penetration level, the system value of installing wind power is high, as compared to the costs 
it has to cover. However, the marginal value of additional investments is reduced as the 
penetration level increases, as shown in Figure 2. The first reduction occurs as the choice 
gradually tends towards worse wind classes, together with slowly increasing costs for 
integration. In this phase, with wind power supplying 0%–60% of the annual demand for 
electricity, the wind power together with some complementing generation replace the baseload 
technologies. If the cost-optimal share of wind power is reached before the baseload is phased 
out it is resource-limited. Cheaper complementing generation could, at that level, support the 
marginal value of wind power to supply a larger share of the generation mix. Resource-limited 
generation does not mean that all areas are used, but that the areas that remain are un-
economical without support. At a high penetration level, i.e., when wind power supplies more 
than 60% of the annual electricity demand, additional investments lead to increased curtailment 
and, therefore, have weaker impacts on the residual system. If the cost-optimal share of wind 
power is high, it is system-limited. At this stage, expanding wind power through an absorbing 
VMS from system expansion has the greatest effect.  
The marginal system value of solar PV is high when there are low levels of solar PV in the 
system, since it reduces the need for peak generation during the middle hours of the day. On 
its own, however, solar PV quickly becomes system-limited, as the generation is strongly 
concentrated. The cost-optimal share of system-limited solar PV is efficiently increased by 
introducing shifting VMS, such as the usage of batteries. Additional integration of system-
limited combinations of solar PV and shifting strategies benefit from durable complementing 





Figure 2: Explanation of the marginal system values of wind power for a resource-limited region and a system-
limited region. The marginal system value represents the willingness to pay for additional wind power investments 
at different levels of wind integration [21]. The marginal value can remain above the investment cost longer or 
shorter than is shown in the figure, depending on the system conditions and the availability of variation 
management. 
4.2 The impact of variation management on system composition 
In general, cost-optimal investments in wind and solar power are increased with the addition 
of one or several VMS to the available technology mix. In resource-limited regions, there is a 
strong potential to increase the renewable share, whereas in system-limited regions there is 
instead the possibility to improve utilisation of the already installed VRE capacities or to 
increase the VRE capacities when expanding the system to support other sectors or regions. 
The strong connections between solar integration and shifting strategies, such as batteries and 
household DSM (mentioned in Section 4.1) are described in Papers I and III. From Papers I 
and II, the roles of complementing VMS, such as biogas power or reduced electricity 
consumption for hydrogen production, in supporting wind power during few but durable 
periods of low output are clearly beneficial in competition with baseload generation. The roles 
of absorbing strategies are mainly of interest when it comes to increasing wind power in 
situations where there are under-utilised good resources, i.e., what we call ‘system-limited 
regions’. This is mainly seen in cases of opportunistic system expansion, for example, using 
power-to-heat for district heating (Paper I) and expanding the geographical boundaries with 
transmission (Paper IV).  
When the model makes an investment, it is always the most economical choice based on 
boundary constraints and input data. Therefore, the model makes the most of every opportunity. 
Thus, it is interesting to allow more than one VMS at a time in the model. The downside of 
each VMS category, i.e., the expensive energy storage capacity of shifting strategies, the high 
cost of capacity for many complementing strategies, and the un-timely opportunities of many 
absorbing strategies, can suddenly be bridged by combining strategies from different 
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categories. In Paper I, batteries, electric boilers (power-to-heat), hydrogen storage, low-cost 
biomass (30 €/MWh, reduced from 40 €/MWh), and household DSM (20% of demand delayed 
for up to 12 hours) were added one-by-one, as well as all together (Full Flex). Short-term 
storage units can shift the load and generation to less-intense net-load events that better suit the 
complementing and absorbing strategies. Shifting strategies can, for example, reduce the need 
for expensive electrolyser capacity that is required for industrial electrification. Figure 3 (a) 
and (b) shows how the capacities of wind power and solar PV are increased to a greater extent 
by the combination of all these strategies than by the sum of the individual strategies, for the 
two resource-limited regions. Wind power also benefit from the increase in solar PV, and vice 
versa, as baseload generation is pushed out of the system, as can be seen in Figure 2. When the 
conditions for wind or solar generation are very good, i.e., system-limited, VMS can enable 
wind power to push out solar PV, as shown in Figure 3 (c) and (d) or solar PV to push out wind 
power (as in the case of large-scale V2G implementation in sunny regions, such as central 
Spain; Paper III).  
Biogas, derived from gasified biomass, is the main fuel used for complementing VRE in most 
of the zero-emission systems presented in Papers I–IV. However, as bioenergy is expected to 
be in short supply in the future, the cost and availability of biogenic resources for usage in the 
electricity sector are highly uncertain. In Paper II, the biomass availability was varied within 
the range of 0%–100% of the electricity demand in terms of primary energy; the resulting 
electricity mixes are visualised in Figure 4. Along with bio-based generation wind, solar, 
nuclear, fossil fuel-based generation with CCS, batteries, and hydrogen storage systems were 
included in the model. At very low levels of biomass availability, it is expensive to maintain 
the hourly electricity balance for high shares of VRE. At this low level of biomass, nuclear 
power is favoured to a large degree. However, since the levelised cost of VRE is expected to 
be (much) lower than the levelised cost of nuclear power, the biomass is utilised so as to provide 
as much complementing generation as possible to VRE. The optimal utilisation of biomass is 
then to use it for BECCS, and the leeway in emissions provided by capturing biogenic carbon 
dioxide is used for flexible electricity generation based on natural gas, until such time as a 
sufficient amount of bioenergy is available to replace the natural gas with biogas. The BECCS 
plants by themselves do not provide flexibility, primarily due to the high investment cost. The 
use of BECCS for achieving net-negative emissions, rather than for allowing the use of fossil 
fuels, could thereby replace other baseload generation in resource-limited systems, although it 
would compete with wind power and solar PV in system-limited regions. Therefore, negative-
emissions policies imposed on the electricity sector do not result in additional flexibility for 
VRE integration as a side-effect, and bioenergy use for negative emissions could conflict with 
the need for bioenergy as a means to ensure flexibility for integration of VRE. In regions with 
unusually good conditions for VRE, here represented by Ireland, 100% renewable systems 
(supplemented only by batteries and hydrogen storage) may be the most cost-efficient option, 
also without any biomass (or any hydropower). In such a case, increased biomass availability 




Figure 3: Installed capacities in the VMS scenarios in the four regions. The number in each box represents the 
share of capacity compared to the No Flex case; thus, capacities that are not present in the No Flex case are 
denoted as ``inf” (infinitely). The values for capacities of less than 1 GW are removed to improve readability. The 






Figure 4: The electricity mixes for different levels of biomass availability for three regions. The term ‘biomass 
availability’ refers to the primary energy in the available biomass divided by the total demand for electricity. 
Source: Paper II. 
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4.3 Variation management strategies that provide multiple benefits  
Adding dedicated units, such as batteries and gas turbines, to the electricity system may not be 
the most cost-efficient way to balance supply and demand in the future electricity system. 
Options for energy storage are built-in or involve a low additional cost when electrifying new 
sectors, such as cars or industries. The direct reduction of both local and global emissions 
through fuel switching from fossil petroleum or diesel to (preferably carbon-neutral) electricity 
is the main driver for electric cars. In electric cars, batteries are the modern fuel tank and the 
battery size, which determines the range per charging cycle, is dimensioned based on cost, 
weight and available space, as well as the desire for personal freedom. In Paper III, individual 
cars up-scaled to 60% of today’s car fleet are modelled with three different battery sizes and 
with the opportunity to discharge the batteries back to the grid (V2G – vehicle-to-grid). The 
cars not only avoid charging during peak hours, but also supply electricity during these peaks 
by discharging electricity back to the grid. The optimised storage patterns of stationary batteries 
and 30-kWh car batteries are of similar size, and the trend can be compared in Figure 5 (a) and 
(c), which shows the states of charge for stationary storage units and for cars with V2G, 
respectively. The daily charging of the car batteries needs to be more intensive than for 
stationary batteries in order to satisfy also the driving demand. If larger batteries (85 kWh) 
become standard, they could also mimic the pattern of long-term hydrogen storage, as shown 
in Figure 5 (b) and (d). With full-scale smart charging and V2G, stationary batteries become 
redundant, while the long-term storage systems can only be replaced to a certain extent. Smart 
charging of electric cars and V2G make it possible to expand generation from VRE already 
during the transition from the current system, and may thereby promote a faster transition of 
the electricity system [38]. 
Electrification is seen as a way to decarbonise not only the transport sector, but also the industry 
sector, as evaluated in Paper I. However, in contrast to electric cars, industries are stationary 
and can, for some purposes, utilise hydrogen in the processes. This makes industries well-suited 
to long-term hydrogen storage for the purpose of avoiding peak-load electricity prices. Figure 
6 shows how the hydrogen storage is slowly charged, to be utilised during high-net-load events. 
To balance supply and demand during high-net-load events, hydropower is first utilised to its 
maximum (i.e., 9.6 GW), followed by shutting down of the electrolysers and discharging of 
the hydrogen storage units. The modelling results show that the cost of hydrogen storage and 
added electrolyser capacity can be covered by the lower cost of electricity, as compared to 
inflexible hydrogen production without storage. Both the industry case and transportation case 
show how the electricity system can benefit from economically rational behaviours in other 
sectors.  
When assessing the role of trade in Paper IV, two regions were paired on the basis of the 
possibility to invest in transmission for a low or high cost (1 or 3 M€/MW, independent of 
distance for the sake of simplification). With expensive transmission capacity, the trade is more 
even over the year, whereas low-cost transmission results in more unidirectional trade. The 
resulting trade pattern is aggregated over time to envision how the state of charge would have 
been for a storage option, as shown in Figure 7. All of the cases result in one over-arching cycle 
(with almost sinusoidal shape), which for some cases ends with a large negative surplus (i.e., 
region IE is a net-exporting region). The figure illustrates the behaviour of trade as a long-term 
VMS that does not require a storage capacity over which it has to maintain an energy balance. 
Trade gives high-wind regions with the opportunity to expand the wind share even further to 
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facilitate net-export. This can induce co-benefits for solar investments, as the importing region 
gets the opportunity to export electricity back during summertime when European wind power 
is usually generating less electricity [59].  
 
Figure 5: Storage levels of hydrogen and stationary batteries in the case with direct charging of EVs at all stops 
longer than 1 hour and with a battery capacity of 30 kWh for: (a) central Spain; and (b) Ireland. Also shown are 
the storage levels of EV batteries in a model run with V2G, assuming charging at all stops longer than 1 hour and 





Figure 6: Operation of a hydrogen storage unit in central Sweden and the net load that exceeds 10 GW (broken 
left vertical axis) in the same region for the year investigated. (In the central Sweden region, there is a hydropower 
capacity of 9.6 GW, given exogenously.) The hydrogen storage is subject to approximately 20 large cycles over 
the course of a year. Charging is slow, typically taking around 1 week, whereas discharging is faster, typically 
requiring 1–2 days, and is highly correlated with net load events exceeding 10 GWh/h. Source: Paper I.
 
Figure 7: Accumulated trade from the net-importing region Hungary (HU) to the net-exporting region Ireland 
(IE). A negative end-value indicates that IE has exported more to HU than what was imported. The letters B (base 
case), S (stable synchronised), and U (unstable synchronised) represent the wind profile cases, while numbers 1 









4.4 Value of variation management 
According to Paper I, VMS reduce the total system costs and the VRE share is increased in 
most of the cases, as shown in Figure 8. In central Sweden, which has a large fraction of in-
built flexibility from hydropower already in the No Flex case, the system cost savings from 
VMS in the Full Flex case are about 8%. The cost savings are as high as 17% in Ireland, due 
to the reduced need for investments in generation capacities. The cost savings are mostly 
derived from hydrogen storage, DSM, and the usage of low-cost biomass, with the latter two 
VMS being provided for free to the model (i.e., DSM and biomass rebated from 40 to 30 
€/MWhth). The use of batteries generates rather large cost savings in central Spain, but only 
minor savings in the other regions. The electric boilers have a weak impact on the total cost, 
although they increase the share of VRE in the two systems in which they were examined. 
In Paper III, the benefit of increasing in a stepwise manner the number of cars that take part 
in V2G is analysed in relation to the number of participants and the specific region. As shown 
in Figure 9, the marginal value of V2G participation declines from the initial value, being 
limited by the annualised investment cost of stationary batteries that are replaced by V2G. As 
all batteries are replaced, the additional car batteries are used more sporadically for V2G, since 
longer variations demand longer duration of storage. Nevertheless, some long-term hydrogen 
storage can be replaced, thereby keeping the value above zero until most of the fleet is part of 
the V2G strategy. This similarity to stationary batteries, together with strategies for smart 
charging for the driving demand means that the electric cars have the potential to act as a 
shifting strategy with some absorbing features. The total system savings compared to direct 
charging is in the range of 4%–11% for optimised charging and 8%–33% for V2G for the four 
regions with medium-sized batteries, assuming no cost for the strategies; these savings are as 
large or larger than the savings derived from combining all the VMS in Paper I. The savings 
obtained in solar-dominated central Spain are about double those made in wind-dominated 
Ireland and four-times larger than those obtained in Sweden, due to the already existing 
flexibility from hydropower.  
The uncertain supply of bioenergy and how best to utilise it under scarcity is addressed in 
Paper II. The system value biomass relative to biomass availability is shown in Figure 10. A 
similar overall trend is seen for all the scenarios and regions: a high initial value that drops 
rapidly until it reaches 0.15–0.25 MWhth/MWhdemand (enough to cover about 5%–10% of the 
electricity demand), after which it declines slowly. In the base cases, the biomass value is in 
the range of 150–180 €/MWhth at 0.01 MWhth/MWhdemand, whereby the supply is not sufficient 
to cover rare high-net-load peaks. These are followed by an intermediate value of about 30–80 
€/MWhth where durable intermediate-net-load events are to be matched. The decline in value 
is slower without CCS, as more biomass is needed to supply the requirement for 
complementing generation if biomass cannot be combined with fossil fuels, in a situation where 
the negative emissions from BECCS match the fossil emissions. The value for biomass 
stabilises in the range of 20–30 €/MWhth, achieved through competition with investments in 
wind power and solar PV. A relatively low cost of biomass would support the integration of 
VRE, whereas too low a cost would result in the opposite and would be a sign of a superfluously 
large out-take of biomass.  
In Paper IV, transmission of electricity at different costs is addressed, to capture the value of 
transmission between the trading regions. Figure 11 shows the relative system cost savings for 
different costs of transmission. The savings are largest for those cases in which trade enables 
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both resource transfer and geographical smoothing between regions where one region has good 
wind conditions, illustrated by the black and red solid lines in Figure 11. Resource transfer, 
together with geographical smoothing reduces the cost by 5%–7% with access to transmission 
at 3 M€/MW and by 9%–12 % at a transmission cost of 1 M€/MW, where the higher value 
relates to the cases that connect regions located farther apart (black lines compared to red lines 
in Figure 11). For comparison, the cost is reduced by only about 1.5% when connecting two 
low-wind regions (blue/teal lines in Figure 11). By removing the differences in wind profile 
(dashed and dotted lines in Figure 11), the system benefit of resource transfer alone is 0.2%–
2% of the total system cost for a transmission cost of 3 M€/MW, indicating that a large part of 
the value of trade is attributable to geographical smoothing. At a transmission cost of 1 
M€/MW, however, resource transfer can reduce the total system cost by 3%–8%. Thus, 
resource transfer by itself has a significant impact on the total system cost at a low cost for 
transmission. When the trading regions have synchronised wind profiles, sharing the more 
stable profile from the region with good wind conditions gives 5%–9% lower total system cost 
than if the unstable profile from the low-wind region is used. This indicates that there is a 
smoothing element also to resource transfer.  
 
Figure 8: The VRE share and system costs (normalised to the cost for the No Flex case) for the different VMS 
cases and different regions. The lines connect the No Flex and the Full Flex cases. Note the broken horizontal 




Figure 9: Annual marginal cost savings with V2G (in EUR) per kWh of battery capacity in relation to the share 
of the electric vehicle fleet that is participating in V2G, for different battery sizes (15, 30 and 85 kWh), regions 






Figure 10: Biomass values for different biomass availability levels for the four scenarios. In the case “noCCS”, 
CCS is not allowed; in the case “negative”, there is a need for 10% negative emissions; in the case “noFlex”, 
energy storages are not allowed. The green, dashed line represents the case “negative*”, where the biomass 
needed for negative emissions is excluded from the availability, i.e., the (yellow) curve is shifted to start at zero 






Figure 11: The system cost savings relative to the cost without any trade. The solid, dashed, and dotted lines 
represent the different wind profile cases. The transmission cost at which the value starts is given from the 
marginal value of transmission for the runs with 10 M€/MW. The letters B (base case), S (stable synchronised), 
and U (unstable synchronised) represent the wind profile cases. H1-H4 and L1-L4 represent the trading region 
pairs, where H means that one of the two regions has good wind conditions and L that both regions have poor 







5 Discussion, conclusions and future work 
 
5.1 Discussion 
There are multiple dimensions and levels of detail in energy systems modelling. The level of 
detail is determined by the geographical scope, temporal scope (both for the investment horizon 
and number of time-steps per year), number of technologies, and the boundaries to the rest of 
the energy system. In all the work presented here, the modellers have had to choose the scope 
in order for the model to be feasible. In Papers I–IV, there is a high level of detail with regards 
to the number of time-steps per year, as well the number of technologies represented, including 
the technologies used for variation management. There are lower levels of detail with regards 
to the other dimensions, with parts of other sectors or an extra region added one-by-one to 
address specific questions. If all the VMS were included in the most-flexible settings, i.e., with 
both sectorial and geographical coupling, the individual effects of the VMS options would be 
reduced. The stepwise additions of VMS in this work, however, provide information that 
increases our understanding of the impacts of VMS on both investments in and operations of 
the electricity system.  
If VRE integration is limited by land-use and NIMBY (not in my backyard) attitudes, there 
will be a competition for this clean energy that will push for energy efficiency measures. 
Energy systems with limited availability of VRE will also need fewer VMS. However, if wind 
power is limited by acceptance but not solar PV, due to the lower visual and aural impacts of 
the latter, there may instead be a greater need for variation management, and in particular 
shifting strategies. 
Modelling sectors with more options than just 0% or 100% electrification could provide 
insights into how to utilise resources in a better way when all sectors compete for the low-
hanging energy carriers. On the one hand, this type of model could also provide a better 
ordering of those VMS that in competition could take on specific roles. On the other hand, 
development of a wider mix of VMS than the obvious winners from an economic perspective 
may be of importance when some barriers to large-scale expansion of these low-cost VMS are 
found to be impossible to overcome.  
5.2 Conclusions 
Variation management can increase the amount of cost-efficient variable renewable electricity 
that can be integrated into the system while reducing the cost to meet the demand for electricity 
in carbon-neutral electricity systems. The choice of VMS for the integration of VRE is highly 
dependent upon the system context. To capture these contexts, the concepts of system-limited 
and resource-limited regions are defined. System-limited regions benefit from absorbing VMS 
to increase the utilisation of wind power and decrease the need for supplementary electricity 
generation. In resource-limited regions, on the other hand, complementing technologies are 
needed to enhance wind power production and to out-compete baseload generation 
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technologies. Shifting strategies are mainly suited to the diurnal variations of solar PV. 
However, combinations of the categories of strategies, as well as combinations of wind and 
solar are shown to benefit further the employment of VRE, since expensive or limited storage 
units or capacities can be better utilised with support from other strategies. This knowledge is 
based on the knowledge acquired through the studies described in the appended Papers, where 
we show that:  
• Most VMS increase the potential for integration of wind power and solar PV and reduce 
the system cost. VMS from different categories can synergise to suppress investments in 
power and storage capacities to manage variability. A combination of VMS can have a 
greater effect on VRE integration than the sum of the individual strategies.   
• The need for complementing VMS for dealing with some durable high- and intermediate-
net-load events is evident when the goal is to reach high shares of VRE in a cost-efficient 
manner in resource-limited systems. When the supply of biomass is poor, the value of 
flexible generation is high, and a small amount of bioenergy can maximise its flexibility in 
a carbon-neutral system through CCS technologies, making room for flexible, natural gas-
based generation. Biomass-based generation can compete with VRE integration when there 
is a strong supply of biomass or when BECCS is needed for net-negative emissions in the 
electricity sector in system-limited regions. This highlights the importance of the choice of 
system boundary for allocating negative emissions to where they are most appropriate, as 
well as the need to identify and activate complementing strategies from sources other than 
those that rely on biomass.  
• The integration of electric vehicles through smart charging and V2G could provide a large 
part of the flexibility needed for large-scale integration of VRE. Utilising both car batteries 
and the flexibility from household DSM can reduce the need for stationary batteries while 
supporting the integration of solar PV. Optimised charging of electric cars, together with 
V2G has a greater impact on system cost reduction than a combination of several other 
VMS.  
• Transmission allows wind power to support itself by exploiting geographical differences in 
wind speeds. Geographical smoothing can be achieved already with small transmission 
capacities, whereas a large transmission capacity handle seasonal variations from PV and 
wind power to a larger degree as well as transfer large wind resources and expand the wind 
power capacities in system-limited regions so that they can export to resource-limited 
regions.  
This techno-economic description of how variation management can be adapted to different 
purposes underscores the need for policymakers to bear in mind that the needs for their system 
are dependent upon the context and surrounding resources. It also emphasises the importance 
of combining different technologies and strategies and using them where they are most 
appropriate, rather than deploying a single strategy for everything.  
5.3 Future work 
By utilising the flexibilities that can be found in the electricity system of today and in the future, 
sufficient flexibility can be found to balance in a cost-efficient way very high levels of VRE. 
Nonetheless, transitioning from being techno-economically feasible to working in reality is not 
simple. Therefore, to actualise a rapid transition to systems with high levels of VRE, it is 
necessary to implement the VMS as well as break other barriers. In my opinion, NIMBY 
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attitudes represent a major obstacle to efforts to promote high levels of acceptance for wind 
power, as well as other carbon-neutral electricity sources and VMS.  
Even if the electricity is supplied from carbon-neutral sources, there is no guarantee that it also 
will be sustainable. Limitations linked to the availability of wind areas, metals, and bioenergy 
are not currently regarded as showstoppers. However, if the system keeps on growing and no 
efficiency measures are introduced, such limitations may become debilitating. When looking 
at current and future energy demands, not only flexibility measures, but also efficiency 
measures are interesting to study. 
Improved modelling of VRE integration in full energy system models could improve 
understanding of: where best to allocate limited resources such as biomass; limited electricity 
availability as a consequence of poor acceptance of VRE; and the value of units that generate 
negative emissions. The ongoing efforts to create new models that can capture everything or to 
identify improvements in connections between models at different system levels may be 
facilitated by the steps taken in this thesis towards understanding variability and the potential 
of flexibility measures. 
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