ABSTRACT. Let X be a normal complex space such that the tangent sheaf T X is locally free and locally admits a basis consisting of pairwise commuting vector fields. Then X is smooth.
INTRODUCTION
The Lipman-Zariski conjecture [Lip65] asserts that a complex variety with locally free tangent sheaf is necessarily smooth. In this paper we prove a weak version of the conjecture for complex spaces assuming an additional feature of the tangent sheaf of complex manifolds. As in many special cases of the conjecture proved so far, our result relies on an extension theorem for differential forms. The precise statement is the following.
Proposition 1.2 (Extension of closed 1-forms)
. Let X be a normal complex space and let α ∈ Γ(X sm , Ω 1 X sm ) be a closed differential form defined on the smooth locus X sm ⊂ X, i.e., dα = 0. Then α extends to any resolution of singularities of π ∶X → X, i.e., there exists a sectionα
Proposition 1.2 as it stands does not hold for differential forms of higher degree. Counterexamples in degree p ≥ 2 are given by Gorenstein non-canonical singularities of dimension p, e.g., a cone over a cubic curve in P 2 . Throughout the paper we make use of the following notation. Notation 1.3. A resolution of singularities is a proper surjective holomorphic map π ∶X → X between a complex manifoldX and a reduced complex space X such that there exists a nowhere dense analytic subset A ⊂ X with nowhere dense preimage π −1 (A) ⊂X and π −1 (X A) → X A is an isomorphism. The holomorphic map π is called a strong resolution if we can choose A = X sing and π −1 (A) red is a divisor with simple normal crossings.
We denote by Ω i X the usual sheaf of Kähler differential forms of degree i ≥ 0 on a complex space X as defined in [Rei67, Def. 1]. If X is normal and j ∶ X sm → X is the inclusion of the smooth locus, we denote by Ω [GKKP11, GKP13, Gra13] , and with differential forms of low degree in comparison to the codimension of the singular locus, see [SvS85, Fle88] . All these cases can be applied to the Lipman-Zariski conjecture, using the standard argument in [SvS85, (1.6)]. Other approaches to the Lipman-Zariski conjecture can be found e.g. in [Hoc77, Käl11, Dru13] .
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EXTENSION OF CLOSED DIFFERENTIAL FORMS OF DEGREE 1
Some parts of the following proof of Proposition 1.2 are inspired by the techniques in [Fle88, §3] . However, the arguments in loc. cit. are formulated in the algebraic setting. Therefore we decided not to resort to these arguments during the proof.
We will use the following notation throughout the present section.
Notation 2.1. Let π ∶X → X and α be as in Proposition 1.2. We denote byα ∈ Γ(π −1 (X sm ), Ω 1X ) the pull-back of α by π π −1 (X sm ) .
The following lemma is obvious in the algebraic setting. For the reader's convenience we include a short proof in the holomorphic case.
Lemma 2.2. Let π ∶X → X, α andα be as in Notation 2.1. Let further E i , i ∈ I, be the π-exceptional divisors. Then α has only poles along E i , i.e., there exist minimal non-negative integers r
Proof. The sheaf Ω 1X is a vector bundle so thatα extends over analytic subsets of codimension > 1 by Hartog's theorem. This already shows thatα ∈ Γ(X ⋃ i E i , Ω 1X ).
Recall that by Grauert's theorem [Gra60, p. 235 ] the quotient Ω X π * Ω 1X is a torsion coherent sheaf. In particular, at least locally on X, there exist a holomorphic function f ∶ X → C such that f is not identically zero on any irreducible component of X and f ⋅ α has zero image in Ω
. In other words, ( f ○ π) ⋅α ∈ Γ(X, Ω 1X ) and this shows the claim. Lemma 2.3. Let π ∶X → X, α andα be as in Notation 2.1. Ifα extends to π −1 (X {x}) ⊂ X for some x ∈ X, then it also extends toX.
Proof. Since two resolutions are dominated by a third, the extendability ofα does not depend on the particular choice of π. Furthermore extendability can be checked after shrinking X to an arbitrarily small neighbourhood of x. By [Kol07, Thm. 3.45] this implies that we may assume that π is a projective resolution, i.e., there exists a closed analytic embeddingX ⊂ X × P N for some N > 0. We prove the lemma by induction on n = dim x (X).
Start of induction. For
Let y ∈ F be a general point of F. Then there exists a smooth neighbourhood F ′ ⊂ F of y such that the differential formα induces a section of the vector bundle
(1) y ∈H, (2) the complex spaceH is smooth in a neighbourhood of π −1 (x), and (3) the pull-backα
) that has no zero at y ∈ F ′ H . This finishes the proof of Lemma 2.3.
Proof of the
Proof of Proposition 1.2. We maintain Notation 2.1 and the notation in Lemma 2.2. Using similar arguments as in the proof of Lemma 2.3 we may assume that π is a projective strong resolution. Write E = ⋃ r i >0 E i and Z = π(E) ⊂ X. We claim that Z = ∅. To this end, let us assume that Z ≠ ∅ and show that this leads to a contradiction. By assumption, r ∶= max{r i ∶ i ∈ I} > 0 is positive.
Observe that, in order to find a contradiction, we can shrink X to an open subset that has non-empty intersection with Z. In so doing we may further assume that (1) Z ⊂ X is smooth and
the map p ○ π ∶X → Z and its restrictions to E i , E i ∩ E j are submersive for all i, j, and (4) if we write X z ∶= p −1 ({z}),X z ∶= π −1 (X z ) and E z ∶= E ∩X z for z ∈ Z, theñ X z → X z is a strong resolution of a normal complex space and E z is an exceptional divisor mapped to z ∈ X z . For normality, see the proof of [Man82, Thm. (II.5)].
We will obtain the desired contradiction by considering for general z ∈ Z the fol-
0
which arises from the locally split exact sequence 0
1X Z → 0 of vector bundles by twisting and cutting down. By definition of r and since z is general, the sectionα ∈ Γ(X, Ω 1X (r ⋅ E)) has non-zero restriction
Observe that by Item (4) restricting α yields a closed reflexive differential form
Equations (2.3.3) and (2.3.4) together with Diagram (2.3.2) show that
Recall that by Item (1) there exists an isomorphism
Taking (2.3.3), (2.3.5) and (2.3.6) together we finally find the desired contradiction if the vector space on the right hand side of Equation (2.3.6) is shown to be zero. In the algebraic setting this follows directly from the negativity lemma in [BCHM10, 3. PROOF OF THEOREM 1.1
After shrinking X if necessary, we may assume that T X = O X v 1 ⊕ ⋯ ⊕ O X v n for pairwise commuting vector fields v i ∈ Γ(X, T X ), 1 ≤ i ≤ n = dim(X). In other words, the Lie bracket [v i , v j ] = 0 vanishes for any 1 ≤ i, j ≤ n. Let α i ∈ Γ(X, Ω
[1] X ), 1 ≤ i ≤ n, be the dual basis.
In the following we denote the Lie derivative and the contraction along a vector field v by L v and ι v , respectively. Given arbitrary indices 1 ≤ i, j, k ≤ n we calculate
Since k is arbitrary we deduce that L v j α i = 0. This in turn implies that
Since j is arbitrary we obtain dα i = 0. In particular, the differential form α i extends to any resolution by Proposition 1.2. Now we can argue as in [SvS85, (1.6)].
