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Abstract 
 
This paper reports the results of an English experiment on vowel-shortening in different contexts. 
The data concern compression effects, whereby, in syllables with a greater number of segments, 
each one of the segments is shorter than in syllables with fewer segments. The experiment 
demonstrates that the amount of vowel compression found in English monosyllabic words 
depends in part on which consonants occur adjacent to the vowel in that word, how many 
consonants occur, and in which position they occur. Consonant clusters drive more vowel 
shortening than singletons when they involve liquids, but not when they involve only obstruents. 
Clusters involving nasals drive shortening relative to singletons only in onset position. We 
suggest that the results cannot be reduced to general principles of gestural overlap and 
coordination between consonants and vowels, but instead require a theory with overt 
representation of auditory duration. 
 
Keywords: vowel duration, compression, compensatory shortening, closed-syllable vowel 
shortening, c-center  
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1.0 Introduction 
This paper is concerned with the timing of segmental sequences and the factors in speech 
perception and production that influence that timing. Previous studies have shown that vowels 
tend to be shorter in syllables with more segments than syllables with fewer segments, whether 
those segments appear in onset or coda position (Fowler, 1983; Munhall, Fowler, Hawkins, & 
Saltzman, 1992; van Santen, 1992; Clements & Hertz, 1996; Shaiman, 2001 for English; 
Lindblom & Rapp, 1973 for Swedish; Farnetani & Kori, 1986 for Italian; Waals, 1999 for Dutch; 
Maddieson, 1985 for cross-linguistic survey of closed-syllable shortening). We refer to these 
phenomena collectively as compression effects.  
 
Compression effects are of interest, among other reasons, because they have been explained both 
as an emergent property of independent principles of articulatory coordination (Fowler, 1981; 
Nam, Goldstein, & Saltzman, 2009) and as a product of constraints that directly regulate acoustic 
duration (Campbell & Isard, 1991; Clements & Hertz, 1996; Flemming, 2001; Lindblom & 
Rapp, 1973; Maddieson, 1985; Myers, 1987). As such, clarifying the situation with regard to 
compression may allow us to shed some light on the general properties of phonetic 
representations of timing, a foundational question in the field.  
 
In particular, approaches grounded in general gestural principles and those grounded in auditory 
constraints make different predictions about the distribution of vowel compression. A gestural 
account predicts that, to the extent there are useful generalizations to be had about consonant-
vowel timing that are independent of consonant manner, there will also be generalizations about 
vowel compression that are independent of consonant manner. In a theory where constraints on 
vowel duration are stated in auditory terms, however, the presence and amount of vowel 
shortening in a given context may depend upon the perceptual relationship between the vowel 
and the consonants in that context. To the extent that consonants show differences in the degree 
to which they mask an adjacent vowel, for instance, there may also be differences in how much 
vowel shortening is observed. Previous studies suggest that there may indeed be differences in 
vowel compression depending on the adjacent consonant, as we will see in the next section, 
although the evidence is not yet conclusive.  
 
In this paper, we report the results of an English production study that examines whether and 
where compression effects are observed. The experiment is a pseudo-word production study that 
tests for vowel compression within English monosyllabic words. We limit our focus largely to 
vowel compression and to complexity-driven shortening because these are phenomena that can 
help tease apart various views on what drives compression. The finding is that patterns of 
compression depend on the number, manner, and syllabic position of adjacent consonants. We 
argue, in agreement with Marin & Pouplier (2010), that the results are not accounted for 
straightforwardly by general principles of gestural overlap between consonants and vowels; 
some additional theoretical mechanism is required to explain the data. We suggest that the 
additional mechanism may be perceptual in nature, and suggest an approach to testing this 
hypothesis. 
 
1.1 Compression 
Following Munhall et al. (1992), we refer to compression effects that are driven by increasing 
the number of segments in a string as compensatory shortening (henceforth CS). Because the 
Manuscript
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1 
current study examines compression in several contexts, it will be useful to introduce some 
terminology to describe those contexts.  
 
We distinguish between CS driven by the addition of segments to the onset of a syllable from CS 
driven by coda segments: onset CS vs. coda CS. We label CS observed in the comparison of 
syllables that contain one (consonantal) segment at the relevant periphery of the syllable (onset 
or coda) to syllables that contain no segments at the relevant periphery as simplex CS. For 
example, if we observe that the vowel is shorter in a CVC syllable than in a comparable CV 
syllable, it would be classified as simplex coda CS. Another case is CS observed in the 
comparison of syllables that contain one (consonantal) segment at the periphery to syllables that 
contain more than one: incremental CS. For example, if we observe that the vowel is shorter in a 
CCVC syllable than a comparable CVC syllable, it would be classified as incremental onset CS. 
Many of the comparisons in this study examine incremental CS for pairs of items that involve the 
same consonant adjacent to a vowel, and differ in the presence or absence of an additional 
consonant to the other side of the original consonant. This includes pairs such as /nod/-/snod/ and 
/don/-/donz/. In cases where CS does obtain between such pairs, we say that the innermost 
FRQVRQDQWµGULYHV¶LQFUHPHQWDO&6DVDWHUPLQRORJLFDOVKRUWFXW 
 
1.2 Previous studies 
The current experiment is designed to clarify and extend the description of the acoustic 
manifestations of CS for vowels across a range of consonants and contexts in English. The 
specific questions addressed are whether CS for vowels exists in English, and whether the 
existence and size of CS effects differ between onset and coda position, by the number of 
consonants in a sequence, or by the manner of those consonants. Some of these questions have 
been addressed in previous studies. All findings related below pertain to vowel duration unless 
otherwise indicated. 
 
Simplex coda CS, often referred to as closed-syllable vowel shortening, is widely attested cross-
linguistically. Maddieson (1985) contains an extensive review of languages where the 
phenomenon has been attested. For the general question of whether CS exists in English, Fowler 
(1983), van Santen (1992), Katz (2008), and Marin & Pouplier (2010) report CS across a variety 
of contexts. Lindblom & Rapp (1973) find simplex and incremental CS in both onset and coda 
position in Swedish, while Waals (1999) finds coda CS in Dutch. Farnetani & Kori (1986) find 
simplex coda CS and limited incremental onset CS in Italian. One series of studies fails to find 
evidence for any compression effects in English (Crystal & House 1982, 1988, 1990). This 
discrepancy is explained by the methodological critique of van Santen (1992).  
 
There is less agreement in the literature on whether there exist differences in CS by syllable 
position or consonant manner. Fewer studies have examined these questions, and there may well 
be interactions between the two dimensions, i.e., manner-dependent differences between onset 
and coda. 
 
Most studies agree that obstruents drive vowel CS in onset position, while studies disagree as to 
whether obstruents do so in coda position. Clements & Hertz (1996) report simplex CS for 
VHJPHQWVLQZKDWWKH\FDOOµWKHH[WHQGHGQXFOHXV¶RIDQ(QJOLVKV\llable, which includes voiced 
transitions preceding and following the vowel, following glides, and following liquids. Munhall 
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2 
et al. (1992), Byrd (1995),1 and Shaiman (2001) all find that obstruents drive incremental coda 
CS; Katz (2008) and Marin & Pouplier (2010) find no effect.  
 
Even the facts involving onset obstruents are not entirely clear. This is because clusters of onset 
obstruents in English necessarily consist of /s/ followed by a voiceless stop. Comparing these 
sequences to singleton aspirated stops is not a straightforward test of CS, because the two 
sequences differ in both number of phones and presence of acoustic aspiration. Marin & Pouplier 
(2010) include aspiration as part of vowel duration and conclude that these sequences induce CS 
for vowels. In gestural frameworks, however, the glottal abduction gesture associated with 
voicelessness and aspiration is either anchored to a consonantal gesture (e.g. Browman & 
Goldstein 1992) or treated as an independent gestural component in a consonant cluster (e.g. 
Goldstein et al. 2006); it is thus unclear why the acoustic interval associated with this gesture 
(aspiration) should form part of the unit which is expected to shorten due to compression (the 
vowel). A more conservative test for CS in this context would use as a baseline only the voiced 
portion of the vowel following an aspirated stop. 
 
Some studies report differences in CS across different manners of consonant. Van Santen (1992) 
finds differences in preceding vowel duration depending on the following consonant; for 
instance, /r/ is preceded by extremely short vowels. He also finds a small but significant 
incremental onset CS effect (about 10 ms) for obstruent-liquid clusters alone. Farnetani & Kori 
(1986) report incremental onset CS in Italian driven by obstruent-/r/ clusters but not obstruent-
obstruent clusters. Waals (1999) finds that, in onset position in Dutch, CS for consonants 
disproportionately affects higher-sonority segments relative to lower-sonority ones. For vowels, 
she finds incremental coda CS with all consonant types. For phonologically long vowels, the 
effect is largest for those preceding liquids, intermediate with /n/, and smallest with obstruents. 
Katz (2008) finds finds that /l/ drives incremental CS in both onset and coda position, but 
obstruents do not in either position, if aspiration is not treated as part of the vowel. /n/ drives 
incremental CS in onset position, but the effect varies between subjects and is only marginally 
significant. Marin & Pouplier (2010), in the most comprehensive study published on the topic, 
find that all onset consonants drive articulatory C-center effects and incremental CS, and that the 
addition of a voiceless stop drives shortening of /Vl/ sequences in coda position, but finds no 
incremental CS driven by obstruents or /m/ in coda position. These results suggest, like the other 
two English studies, that incremental coda CS differs by consonant manner. However, vowel 
duration is not measured separately in the liquid series, due to the great difficulty of drawing a 
boundary between a vowel and following /l/; this means that the observed effect could be 
entirely due to shortening of the /l/ rather than the vowel.  
 
                                                 
1 To clarify: Byrd finds a small shortening effect in two-obstruent clusters relative to singleton 
obstruents; the statistical significance of this comparison is not reported. Byrd also finds a 
significant lengthening effect on the preceding vowel from three-obstruent codas relative to two-
obstruent codas. These comparisons, however, are inherently confounded with morphological 
differences, because sequences such as /sks/ and /skt/ are unambiguously polymorphemic in 
English. Polymorphemic coda sequences are elongated relative to monomorphemic ones 
(Sugahara & Turk 2009). For this reason, three-consonant clusters are not considered here.  
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3 
)XUWKHUPRUHFRPSDULVRQVZLWKLQ0DULQ	3RXSOLHU¶VOLTXLGVHULHVDUHFRQIRXQGHGwith 
differences in voicing; the study compares singleton voiced sonorants to clusters involving 
voiceless stops. It is well known that vowels preceding voiceless stops are far shorter than those 
preceding voiced stops in English (Peterson & Lehiste 1960), and that this difference contributes 
to the perception of the voicing contrast in coda position (Denes 1955). This means that the 
differences between singleton and cluster stimuli in this condition may be entirely due to an 
independently observed durational asymmetry used to enhance a phonological contrast, rather 
than having any bearing on sub-phonemic timing principles per se. Put differently, vowel 
shortening driven by the addition of a voiceless obstruent following a liquid is a necessary but 
not sufficient condition for demonstrating CS effects in this context. The same objection may 
hold for onset stimuli involving /l/ and voiceless stops, although less is known about whether and 
how duration of a following vowel contributes to the perception of a preceding voicing contrast.  
 
If /l/ truly is an exception to a general lack of incremental coda CS for vowels, it is an interesting 
question whether this exception extends to the other English liquid, /r/, or whether it is a sui 
generis property of /l/. This could also shed light on whether the peculiar durational properties 
associated with /l/ are due to the large gestural and temporal differences between /l/ in onset and 
in coda position (Sproat & Fujimura 1993); such differences have not been reported for /r/.  
 
Finally, we know very little about whether these patterns generalize across vowels. All of the 
studies testing incremental coda CS examined a single vowel; the Marin & Pouplier study, which 
is our most abundant source of prior data, considers only a single vowel in each consonant series. 
Although there are no theoretical reasons why we would expect patterns of CS to differ across 
different vowels, we do know that different vowels have different properties with regard to 
inherent duration (some of which contribute to phonological contrasts), and it seems prudent to 
DWOHDVWFKHFNWKDWWKHUHDUHQRODUJHGLIIHUHQFHVEHWZHHQYRZHOVLQµFRPSUHVVDELOLW\¶ 
 
2QHIXUWKHUIDFWRUWKDWKDVQ¶WUHFHLYHGPXFKDWWHQWLRQLQWKHSUHYLRXVOLWHUDWXUHLVWKHTXHVWLRQRI
which portion of the speech stream is acoustically compressed in complexity-driven CS. The 
answer may be important because it can help us uncover what is driving the acoustic effect: if 
transitions between segments are shortening, for instance, it suggests global shortening of 
articulatory gestures (possibly corresponding to an increase in stiffness in some articulatory 
frameworks); if only the relatively steady parts of segments are shortening, on the other hand, it 
would be consistent with increased overlap or truncation of gestures.  
 
The current study attempts to shed further light on patterns of CS, in particular those that have 
been understudied or led to conflicting findings in the previous literature. We examine voiced 
obstruents-liquid clusters in onset and coda position, to ensure that any putative incremental CS 
effects are not driven by the voicing contrast. We use acoustic landmarks to segment the speech 
stream into sub-phonemic regions that can then be tested for shortening, in order to confirm that 
any putative differences across manners of consonant and syllable positions really do pertain to 
vowel shortening. We separate the duration of aspiration from that of vowels, to perform a more 
conservative test of CS for onset stops. Finally, we consider /r/ in addition to /l/, and consider 
multiple vowels for each consonantal series, attempting to ensure that our results generalize.   
 
The specific hypotheses to be tested are as follows: 
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4 
(H1)  Vowels are shorter in the presence of preceding/following singleton consonants than in 
comparable sequences without preceding/following singleton consonants. 
(H2)  Vowels are shorter following onset clusters than following comparable singletons. 
(H2a)  The presence of this pattern differs by consonant manner. 
(H2b)  The presence of this pattern differs by vowel. 
(H3)  Vowels are shorter preceding coda clusters than preceding comparable singletons.  
(H3a)  The presence of this pattern differs by consonant manner.  
(H3b)  The presence of this pattern differs by vowel. 
(H4) Shortening is present primarily on segmental steady states, rather than transitions.  
 
2 Methods 
2.1 Materials 
7KHµWDUJHW¶PDWHULDOVFRQVLVWHGRIHYHU\SKRQRWDFWLFDOO\OHJDOFRPELQDWLRQRIWKHYRZHOV^́đ
!} with: the consonants{r, l, n, } in onset and coda position; /p/ in onset position; /s/ in coda 
position; the clusters {br, gl, sn, sp} in onset position; and the clusters {rb, lb, nz, sp} in coda 
SRVLWLRQ(DFKLWHPFRQWDLQHGDµIL[HG¶FRQVRQDQW/d/ at the opposite edge of the syllable/word 
from the one being manipulated. The number of logically possible combinations was 54. Three 
of these (/Ǵ/,"/ǴU/, and"/ǴUE/) were phonotactically illegal in English. This left a total of 51 
target syllables/words. Of these, 24 corresponded to existing English words (if the slang word 
diss/dis is counted); the remaining 27 were nonce-words.  
 
[TABLE 1 HERE] 
 
Wherever possible, items were assigned orthographic representations that do not correspond to 
English words. The only exceptions were rode, lode, don, possibly diss PHDQLQJµGLVUHVSHFW¶
and possibly doh (an exclamation of dismay associated with Homer Simpson). Some of the 
words unavoidably were assigned unusual or ambiguous orthographic representations. The 
pronunciation of nine such words was demonstrated to subjects before the experiment.  
 
In addition to the target items, 39 filler words were included in the reading session. These were 
also monosyllables, with different consonants and vowels than the target items, including some 
consonant clusters. Freave, skay, and jeg are examples of filler words used in the experiment.  
 
The experiment included 17 target carrier sentences and 13 filler carrier sentences. The target 
carrier sentences were nine syllables long, of the form [[X] [Y the Z W]], where: X is a trochaic 
first name; Y is a past tense monosyllabic verb; Z is the target item; and W is a four-syllable 
modifier, beginning with a preposition and containing one noun. Thomas bought the dore at a 
yard sale and Dustin got the snid off of E-bay are examples of target sentences used in the study. 
The filler sentences varied in length, syntactic structure, and illocutionary force. They included 
questions, statements of opinion, and commands. The yeam is poisonous, right? and This jutch 
ZRXOGQ¶WEHDEDGWKLQJWREX\ are examples of filler sentences used in the study. 
 
The filler items and sentences were used in order to decrease the rhythmic repetitiveness of the 
experiment. The target words were all monosyllables and were embedded in carrier sentences 
that were nearly identical in prosodic terms. Reading many such sentences in sequence might 
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5 
reasonably be supposed to induce a level of rhythmic evenness that is not generally characteristic 
of natural speech. Rhythmic evenness, in turn, is likely to alter the durational characteristics of 
segments, which is the focus of the study. The filler sentences used here were prosodically, 
syntactically, and semantically diverse; the phonological makeup of the nonce-words in these 
sentences were also quite different from the target words.  
 
There were 90 total experimental items (target and filler) to pair with 30 carrier sentences; each 
experimental block of 30 trials included one third of the experimental items and each carrier 
sentence. Pairings of experimental item and carrier sentence were randomized, as was the order 
of trials inside each block of 30. The randomized sentences were presented to subjects on a 
FRPSXWHUVFUHHQ7KH\ZHUHDVNHGWRµUHDGHDFKVHQWHQFHLQDVQDWXUDODPDQQHUDVSRVVLEOH¶
before pressing a button to move to the next sentence. They were given the opportunity to take 
breaks after each block of 90. There were 4 repetitions of each experimental item for a total of 
360 utterances. The experiment ran between 30 and 45 minutes for all subjects.  
 
2.2 Subjects 
Subjects were 6 native speakers of American English, 4 female, 2 male, all between 21 and 31 
years old. None reported being diagnosed with any speech, reading, or hearing disorders. Three 
were from Massachusetts; the other three from New York, North Carolina, and Minnesota. 
 
2.3 Recording 
Subjects were recorded in a sound-attenuated booth inside the MIT phonetics laboratory. They 
were outfitted with a head-mounted condenser microphone. The utterances were recorded in 
mono at 44.1 kHz and saved to .aiff files.  
 
2.4 Measurement 
The problem of segmentation is a vexing one. It is clearly difficult to find a set of objective 
criteria for drawing a boundary between vowels and liquids, for instance. The same uncertainty 
also arises in cases that would seem to be relatively clear, such as vowel-obstruent boundaries. 
Because segments are coarticulated, there is almost never in principle a clear point in the signal 
where one segment ends and the next begins.  
 
The solution adopted here is in the spirit of the phone-and-transition model advocated by Hertz 
(1991) though it differs in some details. In a sequence of two segments, the acoustic signal was 
segmented into the steady state of the first segment, the transition between the two segments, and 
the steady state of the second segment. Each boundary was selected using a particular acoustic 
landmark or combination of landmarks. Even this model is an idealization; there was often no 
clear point in the signal where a formant switched from some slope to no slope, for instance. The 
experimenter identified a short portion of the signal as containing the boundary; within that 
portion, exact boundary selection was guided by the Praat (Boersma & Weenink) formant 
tracker. $OWKRXJKZHUHIHUWRVRPHRIWKHPHDVXUHGLQWHUYDOVDVµVWHDG\VWDWHV¶WKLVLVQRW
intended as a claim that acoustic parameters remained completely flat inside these intervals. The 
term simply refers to the portion of the acoustic stream delimited by points where the slope of 
some acoustic parameter either approaches zero, suddenly and visibly gets shallower, or reverses 
direction.  
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6 
The recordings were annotated for duration by hand using the Praat software (Boersma & 
Weenink). For all words, the fixed consonant (always /d/) measurement in onset position extends 
from an abrupt drop in (or cessation of) energy in the preceding schwa to the onset of periodic 
voicing in the vowel of the target word; for codas, from an abrupt drop in (or cessation of) 
energy to just after the following release burst. In cases where /d/ was realized as a tap, the offset 
was marked after the abrupt drop in energy and formants around the tap. The vowel steady-state 
region extended from the innermost edge of the fixed consonant /d/ to the first point where 
acoustic values begin to slope noticeably toward characteristic values for the target consonant. 
For target /r/, the value of F3 was used in all cases. For the other consonants, a combination of 
F1, F2, and large changes in overall spectral energy were used, depending on the particular string 
in question. For instance, most boundary marks pertaining to /́/ were placed with reference to 
F2, while most boundary marks pertaining to /đ/ were placed with reference to F1. The C-V 
transition measurement extended from the vowel steady-state to the steady-state of the adjacent 
consonant. Consonant steady-states were defined in terms of low F3 for /r/; transitions from 
periodic to aperiodic noise for obstruents; combinations of F1, F2, and large changes in energy 
for /l/ and /r/, depending on the particular string in question. Full details about all boundary 
criteria are provided in Appendix A.  
 
The objective for the segmentation strategy was to delimit intervals that are comparable across 
items that differ in the number of target consonants. Although the boundaries may not 
correspond to any psychologically real boundary between two symbols, they at least give us an 
acoustic landmark that can be compared across items. If we find that the interval of vowel with 
relatively steady F1 in /glđ/ is shorter than that in /lđ/, for instance, it entails that there is 
LQFUHPHQWDORQVHW&6IRUO2QWKHRWKHUKDQGWKLVERXQGDU\ZRQ¶WEHVWULFWO\FRPSDUDEOHWRWKH
one in /rđ/, where the comparable boundary tracks F3 rather than F1. If we find that the intervals 
delimited by such boundaries differ in duration, the most we can say is that the interval of vowel 
with steady F3 in /rđ/ is shorter than the interval of vowel with steady F1 in /lđ/. Similarly, the 
marked boundaries in /lđ/ are not strictly comparable to those in /ĺ/, which track F2, or in /Sˇđ/, 
which track aspiration. For this reason, we limit our investigation to differences between items 
within the same consonantal series, and higher-order differences between these differences. 
 
2.5 Analysis 
Separate models were constructed for each of two dependent variables: duration of the steady-
state vowel and duration of the CV/VC transition.2 The data were analyzed with linear mixed 
effects regression models. This type of model offers several advantages over the repeated 
measures ANOVA models that are common in speech and language research (Quené & van den 
Bergh, 2004; Baayen, Davidson, & Bates, 2008). The models were implemented using the lme4 
package (Bates 2007) in the statistical environment R. 
 
Statistical analysis proceeded by a hierarchical backward elimination procedure. The process 
EHJDQZLWKDµEDVHOLQH¶PRGHOWKDWLQFOXGHGDVHSDUDWHIL[HGHIIHFWIRUHDFKLWHPLQWKH
                                                 
2 A third model examined the duration of consonant steady states. Those data are not reported 
here for reasons of space, but are consistent with compensatory shortening. 
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7 
experiment. Such a model corresponds to a theory of temporal coordination in which each lexical 
item (or perhaps bigram) is stored in memory with its own idiosyncratic timing pattern, and there 
are not necessarily any useful generalizations to be made about similarities in timing between 
words with similar segments. This is an extremely weak hypothesis, in the sense that it makes 
fewer predictions than a theory that includes equivalence classes (e.g. segments, features, cues) 
internal to lexical items. Successively stronger theories were then tested by removing parameters 
or blocks of parameters from the model. This corresponds to modifying our hypothesis to include 
ever more general equivalence classes. Checking how much these removals decrease model fit 
tells us how much empirical coverage we lose by strengthening the hypothesis. 
 
The baseline model included random effects of subject identity and carrier sentence. The model 
included fixed effects of two kinds: level-defining effects that were manipulated to create the 
different experimental conditions; and normalizing effects that attempted to control for 
differences in speech rate, prosodic structure, allophony, and any other phenomena that might 
differ between utterances. Note that this distinction into two types of fixed effect is purely for 
expository purposes; the variables were treated exactly the same by the model.  
 
The normalizing effects pertained to several different aspects of the materials. Lexical status 
({word, non-word}) and frequency (natural logarithm of values from the CELEX database)3 
pertained to the familiarity of each item. Trial (how far along in the experiment the item was 
uttered) pertained to possible changes in speech rate, familiarity, and concentration as the 
experiment progressed. For items in the onset condition, the allophonic status of word-final fixed 
/d/ ({flapped, non-flapped}) pertained to speech rate and prosodic phrasing,4 as did the duration 
of the fixed consonant in both onset and coda positions. Two further fixed effects were related to 
allophonic properties of VC words discussed in section 3.1.1.   
 
The level-defining effects were vowel ({́đR}), C1 quality ({rhotic, lateral, nasal, obstruent}), 
syllabic position of the target consonant(s) ({onset, coda}), and number of target consonants ({0, 
1, 2}). The baseline model, then, included all 4-way interactions between these variables. 
Removing higher-order interactions from the model generalizes across classes of item, creating a 
stronger hypothesis. The statistical significance of the higher-order interactions is a metric of 
KRZPXFKZH¶YHGDPDJHGWKHHPSLULFDOFRYHUDJHRIRXUK\SRWKHVLVE\ making it more general.   
 
We followed Baayen (2008) in testing the significance of fixed effects with Markov chain Monte 
Carlo (MCMC) sampling. Baayen et al. (2008) give a detailed description of this procedure. 
Non-significant fixed effects were removed level by level if they included a term for number of 
target consonants. These were the parameters that tested whether CS is present and whether it 
                                                 
3 Two English words included in this study, rid and diss, have no listing in CELEX. They were 
assigned the mean log frequency of the other existing English words in the experiment. This 
VROXWLRQZDVDGRSWHGEHFDXVHZHGRQ¶WEHOLHYHWKDWWKHVHZRUGVDUHYDQLVKLQJO\UDUH:HVXVSHFW
that the omission of rid is some type of an editing or compilation error, and that dis/diss is either 
too recent a coinage or too rare in written language to appear in CELEX. 
4 This variable was coded 0 if there was a visible or audible burst in the realization of /d/, 1 
otherwise; this may not correspond exactly to intuitions about what is and is not a flap, but it is at 
least a concrete and replicable criterion. 
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8 
varies from one context to another. All fixed effects were retained if they did not include a 
number-of-consonants term; even if these effects are non-significant, retaining them can only 
increase the accuracy of the estimated CS effects. After each step, MCMC simulation was 
repeated for the reduced model. 
 
The significance of random effects was assessed with a likelihood-ratio test. After the fixed 
effects in the model had been reduced by the procedure described above, by-subject random 
slopes were tested.  
 
In what follows, fixed effects are reported with an effect size and p-value from MCMC 
sampling. Random effects are reported with an effect size, chi-squared statistic, and p-value from 
the likelihood-ratio test. 
 
Before statistical analysis, the data were centered around 0 and normalized with a z 
transformation for each subject. This transformation characterizes data points by how many 
VWDQGDUGGHYLDWLRQVWKH\OLHDERYHSRVLWLYHYDOXHVRUEHORZQHJDWLYHYDOXHVDVXEMHFW¶VPHDQ
Effect sizes, then, are in standard deviations; in the text, they are translated back into a range of 
ms values for ease of comprehension. These ms values represent the range obtained by 
multiplying the z-transformed effect size by the smallest and largest subject standard deviations. 
 
3 Results 
3.1 Simplex CS 
3.1.1. VC syllables 
The VC syllables in the experiment were realized with substantial variation pertaining to the 
presence and nature of a glottal constriction at the beginning of the item. Some tokens included a 
realization of the as /#$/, with a modally-voiced transition between /i/ and the target vowel; other 
tokens included full glottal closure following a schwa in the, with near-immediate modal voicing 
of the target vowel upon release; most tokens fell in between these two extremes. For instance, 
some tokens included a creaky-voiced transition between the two vowels. In some cases, this was 
preceded or punctuated by fairly long closures; in some cases glottal pulses were irregular but 
more or less continuous. Illustrative examples of various realizations are shown in figure 1. 
 
[FIGURE 1 HERE] 
 
This variability raises the queVWLRQRIZKDWµFRXQWV¶DVYRZHOGXUDWLRQERWKSV\FKRORJLFDOO\DQG
for practical purposes. Investigating various metrics of duration is useful for what it reveals 
about the timing of these items and for discovering the most consistent metric to use in 
comparisons with other items. Three different metrics were investigated:  
x m1: only the portion of the vowel with modal voicing and steady formants  
x m2: the portion of the vowel with steady formants, regardless of glottalization  
x m3: the entire portion of the vowel with visible formant structure 
 
The third metric produced more consistent results than the other two. Data for m3 had the 
smallest standard deviations and the most similar means across different types of realization, 
indicating less variability. This is despite the fact that the absolute numbers for m3 are the largest 
of the three metrics. As a purely practical matter, m3 was adopted as the measure for VC items in 
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
 
 
9 
all further statistical modeling. The lesser variability under this metric will make it easier to 
compare these items to others in the experiment.  
 
The nature of the relationship between duration and onset quality in these items is also of 
theoretical interest, however. Comparisons within this class of item reveals something about the 
nature of CS. VC materials were split into five rough classifications of onset quality, 
corresponding to the tokens in figure 1 (a-c, e-f). The classes were defined with reference to 
whether the transitions contained only modally-voiced formant transitions (1a, referred to as 
glide),  visibly creaky formant transitions (1b, creaky transition), closure and following creaky 
vowel (1c, creaky steady state),  creaky portion with transitions and followed by steady formants 
(1e, 2-part creak), or only closure (1f, stop). Figure 2 shows the average duration of each part of 
the VC syllables by class.  
 
[FIGURE 2 HERE] 
 
The most obvious pattern here is that modal, steady-state vowel duration is shorter when it is 
preceded by formant transitions (right 3 bars), longer when it is preceded by closure (left 2 bars). 
This suggests that the transitions count at least partially as vowel duration in whatever sense is 
relevant to temporal coordination.   
 
3.1.2 Comparison to CVC syllables 
For all comparisons, vowel steady states in CV and VC words were significantly longer than in 
CVC words, confirming H1. This is shown below. The effects ranged in size from 0.56 standard 
deviations (25-35 ms) for /od/ vs. /pod/ to 2.79 sds (122-175 ms) for /da/ vs. /dar/. All effects 
were significant below the p = 0.0001 level.5  
[FIGURE 3 HERE] 
 
To compare the size of the simplex CS effect in various contexts, we focused on items with /r/. 
This is because boundary marks between /r/ and vowels track F3 movement in all items, so 
landmarks are comparable across word-pairs. By this test, the simplex CS effect was not 
significantly different across vowels, nor across onset and coda position. There was one 
significant 3-way interaction term: the effect was much larger in coda than in onset position for 
the vowel /đ/, relative to the vowel /o/ (46-65 ms greater difference between onset and coda for 
/đ/; p < 0.0001).  
 
The magnitude of the simplex CS effect differed between subjects (although the direction of the 
effect did not), and adding that variation to the model resulted in a significantly better fit: F2(2) = 
26.3; p < 0.0001. The size of the effect differed for various subjects by up to 34 ms from the 
mean effect, but all subjects displayed simplex CS. Subjects also differed significantly with 
regard to the relative size of the simplex CS effect in onset and coda position (F2(4) = 25.9; p < 
0.0001). Three subjects showed more shortening from VC to CVC items, two showed more 
                                                 
5 An anonymous reviewer suggests that the comparison of CVC syllables to VC syllables with 
glottal stop epenthesis is not really a test of CS, because the glottal stop can be considered an 
onset. The statistical analysis was rerun excluding the VC tokens with glottal stops; all effects 
were still highly significant, if not quite as large as in the previous model. 
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10 
shortening from CV to CVC items, and one subject showed no difference between onset and 
coda. If there are differences in simplex CS depending on context, they vary in their direction 
and presence from subject to subject, unlike the main effect.  
 
3.2 Incremental CS 
Patterns of incremental CS differ by consonant manner, and they differ between onset and coda 
for some consonants. These findings relate to H2, H3, and their sub-hypotheses. Patterns are 
shown in the boxplot below, which compares CVC words to comparable CCVC or CVCC 
words.  
 
[FIGURE 4 HERE] 
 
Note that none of the interactions between incremental CS and vowel quality came out 
significant. This means that, broadly speaking, patterns of CS do not differ between vowels. 
These data thus provide no support for H2b or H3b. Including by-subject random slopes for 
incremental CS did not significantly improve the model: for all variables representing 
incremental CS effects, F2 statistics ranged from 2 to 9 on 7 Df; p > 0.3. This means that subjects 
did not differ with regard to incremental CS. 
 
Laterals and rhotics drive significant incremental CS in onset position (liquids: 11-15 ms; 
rhotics: 16-22 ms; p < 0.01 for both), as seen in the leftmost and rightmost panels in the upper 
row of figure 4. There is even more incremental CS in coda position: 9-13 ms more for laterals, 
2-3 ms more for rhotics (left and right panels, bottom row). When the distinction between 
LQFUHPHQWDO&6ZLWKODWHUDOVDQGUKRWLFVLVFROODSVHGFUHDWLQJWKHFODVVµOLTXLGV¶WKHGLIIHUHQFH
between the two is not significant), the onset-coda asymmetry is significant: 8-11 ms; p < 0.05.  
 
Nasals drive incremental CS in onset position (2nd panel, upper row). It is not significantly 
different from the CS observed for laterals in onset position (1-2 ms difference between nasals 
and laterals). There is a small incremental CS effect for nasals in coda position (3-5 ms, 2nd 
panel, bottom row), which is not significant. In conjunction with the results for liquids, this 
confirms H3a. 
 
/p/ in /spVd/ is followed by a shorter steady-state vowel than /Sˇ/in /SˇVd/ (3rd panel, top row). 
The effect is significantly larger than the onset effect for /l/ (14-20 ms larger than /l/; p = 
0.0046). The effect is reversed in coda position for /dVs/ and /dVsp/ (3rd panel, bottom row), 
producing a significant interaction between number of consonants, obstruent manner, and 
syllable position (29-42 ms difference between /s/ in coda position and /p/ in onset, p < 0.0001). 
This coda effect, 4-5 ms in magnitude, is not significantly different from zero. 
 
3.3 Other effects  
Several other effects besides those related to the experimental hypotheses were present in the 
data. Words ending in /d/ had vowels that were significantly shorter when the /d/ was flapped (8-
11 ms, p < 0.0001). This is presumably an effect of increased speech rate or smaller prosodic 
junctures, both of which could lead to shorter vowels and make flapping more likely.  
 
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
 
 
11 
Vowels in VC items that were preceded by creaky transitions were significantly longer than 
those that were not (29-41 ms, p < 0.0001). This reflects the issues with metric m3 discussed in 
VHFWLRQ7KHUHVXOWVPD\VXJJHVWWKDWRQO\SDUWRIWKHSUHFHGLQJIRUPDQWWUDQVLWLRQVµFRXQW¶DV
vowel when compared to a word with initial glottal closure.  
 
There was a significant acclimation effect over the course of the experiment: vowels got shorter 
by 0.03-0.04 ms in every successive item in the experiment, on average (p < 0.0001). This would 
average out to a shortening of about 3-4 ms. between successive utterances of a single item. 
Subjects differed in the presence/absence and magnitude of this effect. Including this variation 
significantly improved the fit: F2(6) = 30.2; p < 0.0001.  
 
Some items are homophonous with existing English words. Neither the existence of a 
homophonous word nor frequency differences between existing homophones had a significant 
effect on steady-state vowel duration. 
 
3.4 Transition effects 
A separate model investigated how the duration of the transition between vowel and adjacent 
consonant changes depending on syllable structure and consonant manner. /SˇVd/ and /spVd/ 
words were excluded from this model, because their transitions (aspiration and formant 
transitions, respectively) are not comparable to one another. Data are shown below. 
 
[FIGURE 5 HERE] 
 
Transitions in CVCC words are shorter than their counterparts in CVC words by less than 2 ms 
on average. This effect is not significant, confirming H4. The (lack of a) shortening effect does 
not interact significantly with syllable position or vowel quality. There is one significant 
interaction involving consonant quality and shortening: the transitions between /s/ and the 
adjacent vowel show significantly more shortening from /dVs/ to /dVsp/ words than the other 
consonant manners show (7-11 ms. more shortening, p = 0.0027). 
 
Subjects do not differ significantly for any transition effects. 
 
Transitions have a tendency to be longer in coda position than in onset position. This effect 
differs by vowel, however, and is not observed for /đ/. The onset/coda asymmetry is significant 
for /o/: 8-13 ms difference, p = 0.002. It is even larger for /́/: 16-26 ms larger difference, p < 
0.0001. The difference is reversed for /đ/: transitions are somewhat longer in onset position, but 
not significantly so. 
 
Of the other effects examined, only acclimation was significant: transitions got shorter by 0.01-
0.02 ms in every successive item in the experiment, on average (p < 0.05). This averages out to a 
about 1-2 ms. between successive utterances of a single item. 
 
4 Discussion 
4.1 Summary of results 
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Returning to our experimental hypotheses, H1 is confirmed: all consonants drive simplex CS in 
both onset and coda position. Examining the segment with the most consistent measurement 
criteria across contexts, /r/, codas do not appear to drive significantly greater CS than onsets.  
 
The incremental CS results for steady-state vowels, on a first pass, are summarized as follows: 
 
[TABLE 2 HERE] 
 
This partially confirms H2 and H3: vowels do have a general tendency to be shorter adjacent to 
clusters than adjacent to singletons. We have no evidence that this pattern differs by vowel (H2b 
and H3b). The presence or absence of incremental coda CS does differ by consonant, confirming 
H3a. There is no clear evidence for analogous asymmetries in onset position (H2a). Recall, 
however, that the onset obstruent items are not minimal pairs; it is not obvious what the best 
comparison is. While the period of steady-state vowel is shorter in /spVd/ than in /SˇVd/, /spVd/ 
also contains a period of formant transitions into the vowel that /SˇVd/ does not. When that 
period is included in the vowel measurement, there is a small effect in the opposite direction, 
which does not reach statistical significance (6-PVS %HFDXVHDVSLUDWHGVWRSVGRQ¶W
occur as the second consonant in English clusters, and YRLFHOHVVXQDVSLUDWHGVWRSVGRQ¶WRFFXUDV
singleton onsets, this is the best comparison we can manage, but it is not a straightforward 
singleton-cluster pair. Comparing the duration of modally-voiced vowels, the results are as 
follows: 
 
[TABLE 3 HERE] 
 
Not reflected in the table is one finding about the magnitude of incremental CS: liquids induce a 
slightly larger incremental shortening effect in coda than in onset position, particularly /l/.  
 
For transitions, results were somewhat more variable. In general, transitions do not shorten 
between singleton and cluster words, which tends to confirm H4. There is one exception to this, 
/dVs/-/dVsp/. Transitions tend to be longer in coda position than in onset position. This last 
pattern shows idiosyncratic reversals across vowels, however, and should be interpreted with 
caution. The design of the experiment does not allow for completely and strictly controlled 
comparisons between boundaries in onset and coda position; indeed, there may not exist such a 
design.6 
 
4.2 Comparison with previous studies 
The majority of the results that can be directly compared to previous studies replicate those 
studies. The existence of incremental coda CS for obstruents, however, has been the subject of 
conflicting findings in previous studies; we briefly review the situation here.  
 
                                                 
6 Because previous studies tend to test duration of vowel and transition together, we conducted a 
second statistical analysis using this measure. The results, qualitatively, match those from 
separate consideration of steady states and transitions: where and only where one component 
shows a significant shortening effect, the combined measure also does. 
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The finding that obstruents do not condition incremental coda CS is in agreement with Marin & 
Pouplier (2010), but conflicts with the findings of Munhall et al. (1992) and Shaiman (2001): 
they found that there is a small incremental coda CS effect for obstruent clusters. Byrd (1995) 
found a small shortening effect, but neither the magnitude nor a statistical comparison is 
UHSRUWHG7KHFXUUHQWUHVXOWVPD\DOVREHWDNHQDVDFRQWUDGLFWLRQRI)RZOHU¶V similar 
findings; that study, however, reported no statistical analysis and made no distinctions by 
consonant manner.  
 
There are several possible reasons why the findings might differ. Marin & Pouplier (2010) 
suggest that the discrepancy may be due to their use of real words exclusively; the current 
experiment, however, used nonsense monosyllables that were a mix of real and fake words, and 
obtained the same result. A second possibility is that the speech elicited in the other studies was 
different from the Marin & Pouplier and the current study. In particular, it was probably more 
rhythmically constrained, due to the repetition of a single carrier sentence in the Munhall et al. 
and Shaiman studies, and the repetition of words to a metronome beat in the Fowler study. Both 
0DULQ	3RXSOLHUDQGWKHFXUUHQWVWXG\XVHGDYDULHW\RIFDUULHUSKUDVHVZKLFKPD\KHOSµEUHDN
XS¶UK\WKPLFSDWWHUQVWKDWH[WHQGDFURVVVHQWHQFHV$QH[WUD-linguistic, task-specific constraint 
enforcing isochrony might lead to extra compression effects beyond those encountered in less 
isochronous speech. A third possibility is that the subjects in the other studies did indeed show 
WKHUHOHYDQWHIIHFWEXWWKHHIIHFWGRHVQ¶WJHQHUDOL]HWRWKHSRSXODWLRQRI(QJOLVKVSHDNHUV
)RZOHU¶VGDWDLV based only on utterances from the author. Munhall et al. test three speakers, 
while Shaiman tests five; but these authors perform separate analyses of variance for each 
subject. Neither of these procedures allows one to generalize results to the broader population of 
English speakers; the statistical issues are discussed in length by Max & Onghena (1999). Marin 
& Pouplier and the current study, in contrast, treat subject as a random variable and attempt to 
generalize across levels of this variable. In essence, this explanation says that the shortening 
effects found in these experiments would have been meaningless if between-subject variability 
were taken into account. 
 
A final possibility is that there is a very small incremental effect in obstruent clusters that Marin 
& Pouplier (2010) and the current study were unable to detect. The effects in the Munhall et al. 
study are generally rather small (the largest is 36 ms but most comparisons are on the order of 3-
10 ms) and vary between subjects. Standard deviations are also extremely small: reconstructing 
from the standard error terms given in the paper, they seem to be on the order of 5-25 ms. This is 
a fraction of the variance observed in the current experiment, which would make small effects 
easier to detect. This difference in variance is presumably due to the rhythmic factors mentioned 
above.  
 
4.3 Implications  
In this section, we ask what factor or factors may account for the asymmetries in vowel 
compression reported here. We argue that, in addition to principles of gestural coordination and 
overlap, a proper analysis of the data will require perceptual constraints (whose effects may, of 
course, be instantiated by altering patterns of gestural overlap). We briefly sketch such an 
account. 
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The emergent approach to compression treats it as an epiphenomenon of articulatory gestural 
coordination (Fowler, 1981 et seq.; Browman & Goldstein, 1990 et seq.; Nam et al., 2009). This 
class of theories includes no mechanism for actively controlling the acoustic duration of a vowel, 
for instance. Rather, there is a small set of articulatory gestural coupling relations as primitives, 
and facts about acoustic duration emerge from those gestural relationships. Essentially, 
shortening happens when part of an articulatory gesture is acoustically masked by an overlapping 
gesture. 
 
This framework offers an elegant and simple account of acoustic shortening effects. It explains 
durational patterns as a consequence of independently-attested gestural principles; there is no 
additional mechanism for regulating auditory/acoustic duration. In the articulatory phonology 
framework, for instance, vowel compression will obtain when a series of consonants compete to 
be coupled to an adjacent vowel in phase (so the onsets are aligned), as in onset position. The 
fact that compression effects are not limited to onset position means that either patterns of 
acoustic shortening are not limited to cases of competitive phase alignment, or that competitive 
coupling (corresponding to the pattern known as the C-center effect) is not limited to onset 
position, but is present for certain consonants in coda position. Either way, we will require some 
addition or revision to the hypothesis that patterns of general consonant-vowel gestural 
alignment explain patterns of acoustic compression. The results reported here suggest that such 
an additional mechanism is indeed required. 
 
One key finding in this regard is that liquids in coda position drive incremental compression of 
an adjacent vowel in coda position. This result would not be predicted by the hypothesis that 
consonants are coupled sequentially, rather than competitively in a C-center configuration, in 
coda position. One possibility is that the hypotheses regarding gestural overlap are correct, but 
acoustic compression corresponds to a different phenomenon, namely shortening or truncation of 
JHVWXUHV,IWKLVZHUHWKHFDVHKRZHYHUZHZRXOGH[SHFWHYHU\SDUWRIWKHYRZHO¶VDFRXVWLF
signature to be shortened. However, we found that these particular compression effects pertain to 
the acoustic steady state of the vowel, and we have no evidence that the vowel-consonant 
transition is shortening as well. De Jong (1991) offers several articulatory criteria for attempting 
to distinguish global shortening from local overlap. Marin & Pouplier (2010) show that the 
acoustic rime shortening they find in /Vl/-stop sequences (which may be related to the effects 
shown here) is accompanied by a leftward shift of the /l/ tongue-tip constriction relative to the 
singleton item; this may in principle be consistent with either greater overlap between the vowel 
and /l/ or global shortening of one or both segments.  
 
Regardless of whether the acoustic shortening is due to gestural overlap or gestural shortening, 
the question is why it affects some sequences but not others. Marin & Pouplier (2010) suggest 
that the answer may lie in the extent to which a following consonant perceptually masks a 
preceding vowel: due to the more vowel-like leading gesture of coda /l/ (Sproat & Fujimura 
1993), it perceptually masks the preceding vowel less. The pressure from parallel transmission to 
compress gestures here, then, is unopposed by recoverability concerns, and we find compression.  
 
We concur with this general conclusion, and note that it can be straightforwardly incorporated 
into the approach involving auditory constraints discussed in section 1. This view emerges from 
investigations of closed-syllable vowel shortening (henceforth CSVS). In this phenomenon, 
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vowels in closed syllables are observed to be shorter than vowels in open syllables. CSVS, then, 
is a specific kind of compression effect. The most frequent analysis of this pattern, whether 
explicit or implicit, is that it involves conflict between duration targets for smaller units such as 
segments and larger units such as moras, rimes, or syllables. Maddieson (1985), after arguing 
that CSVS is widespread enough to be considered a near-universal, suggests that the 
phenomenon may itself be an argument for treating the syllable rime as a unit of timing. Myers 
(1987) invokes this trading approach in a phonological analysis of English closed-syllable vowel 
VKRUWHQLQJ)XMLPXUD¶VPRGHODOWKRXJKQRWH[SOLFLWO\FRQFHUQHGZLWKFRPSUHVVLRQ
characterizes the tradeoff between syllable duration and segment duration in precisely this 
manner. Flemming (2001) makes use of weighted constraints to characterize competing 
pressures on segment and syllable duration. The exact tradeoff between elongating a syllable and 
compressing a segment is expressed by assigning weights to each constraint. This approach is 
part of a larger class of theories that view segment duration as wholly- or partially-dependent 
upon the constraints imposed by a higher-level duration frame (Kozhevnikov & Chistovich, 
1965; Lehiste, 1970; Witten, 1977; Campbell & Isard, 1991; Campbell, 2000; inter alia). In the 
particular version sketched here, the grammar favors long segments for perceptibility; it also 
enforces a duration target on larger units, to foster rapid and efficient communication (Liberman 
et al. 1967, Mattingly 1981) and at least a tendency towards isochrony. More isochronous 
syllables may facilitate perception by inducing strong temporal expectations (Quené & Port, 
2005).  
 
The general idea behind this approach can be captured with the metaphor of fitting malleable 
objects into a malleable container. Each object and the container has some inherent volume, its 
volume when not acted upon by external forces. As the number of small objects inside the 
container increases, the size of the objects and the size of the container come into conflict. We 
must either compress the small objects, or stretch the container, or both. This can result in 
compression of all the objects in the container. 
 
In this approach, the duration of lower-level and higher-level linguistic units is directly 
manipulated by the grammar.7 Compression results from goal-oriented constraints: preserving 
segmental perceptibility, on the one hand, and relatively fast or evenly-timed syllables, on the 
other.8 In contexts where vowel recoverability is relatively robust to overlap with an adjacent 
consonant, the pressure from recoverability constraints to maintain a long vowel will be less 
stringent, and more shortening will be observed. This general property allows the framework to 
                                                 
7 An anonymous reviewer suggests that these constraints need not be part of the grammar, but 
PD\HPHUJHµLQDVHOI-RUJDQL]LQJZD\¶,QWKHDEVHQFHRIFULWHULDIRUGHFLGLQJZKLFK
compression effects are attributable to grammatical constraints on gestural coordination, and 
which are due to non-grammatical principles, however, this seems needlessly complex.   
8 An anonymous reviewer suggests that the relevant higher-level constraints may be imposed by 
articulatory efficiency of jaw movement. This would have the effect of compressing clusters that 
obey the sonority sequencing principle more than those that violate it, along the lines suggested 
by Lindblom (1983) and Redford (2004 et seq.). This may be a promising approach, although 
without further elaboration it can not explain the results for clusters involving nasals. 
Articulation of these clusters should be affected by jaw dynamics in much the same way as 
obstruent clusters, yet the compression facts are different. 
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capture the connection between consonant manner and presence of vowel shortening, provided 
that the perceptual facts do in fact mirror patterns of vowel compressability. Formally, the model 
ZRXOGEHLGHQWLFDOWR)OHPPLQJ¶VZHLJKWHGFRQstraint system, with the additional 
proposal that evaluation of the segmental duration constraint depends on the duration of a 
segment itself as well as the amount of information about that segment contributed by adjacent 
segments (such as the amount of information about a vowel provided by an adjacent liquid as 
opposed to an adjacent obstruent).  
 
If overlap with an obstruent, for instance, harms vowel recoverability more than a comparable 
amount of overlap with a sonorant, it points to an explanation of why incremental vowel 
compression appears adjacent to sonorants in the current study but not obstruents. The greater 
magnitude of vowel compression adjacent to coda as opposed to onset liquids may be explained 
by perceptual asymmetries between liquids in the two positions; this may in turn be driven by the 
temporal asymmetry in coordination of the tongue-body and tongue-tip gestures for /l/ mentioned 
above. However, it is not known if the same temporal asymmetry holds for onset and coda /r/ in 
English. Whatever the source, this approach predicts that vowels should be easier to recover 
from coda than from onset liquids, corresponding to the asymmetry in production observed in 
these contexts. Similarly, this approach predicts that overlap with a preceding nasal consonant 
must harm vowel recoverability less than overlap with a following nasal. This may be due to 
anticipatory nasalization (Beddor 1993, Krakow 1999). Predictions of these kind can and should 
be tested in perceptual experiments.  
 
The perceptual theory predicts that the auditory duration of a vowel is actively regulated by the 
grammar, but makes no particular prediction about the gestural means used for this shortening. 
Another area for future research is to determine directly which types of compression are 
accounted for by overlap and which by gestural shortening. This would require paired 
articulatory and acoustic data for a wide range of consonants and clusters in onset and coda 
position. Such an investigation would help establish with greater certainty the facts on the 
ground for which any theory of compression must account. 
 
The picture that emerges of acoustic compression in English involves differences by consonant 
PDQQHU:H¶YHDUJXHGWKDWUHJDUGOHVVRIWKHDUWLFXODWRU\LPSOHPHQWDWLRQRIWKLVVhortening, it is 
best accounted for at some level by constraints on the perception and recoverability of segments. 
This is interesting because it is a case where the details of speech production seem seem to call 
for an analysis that makes crucial use of constraints that involve facts about perception. It thus 
contributes to the idea that both articulatory and perceptual facts must interact in a fairly intricate 
way in the grammar (Nearey 1997).   
 
Appendix A Segmentation criteria used in the study 
The table below lists the acoustic criteria used for segmentation. The columns represent the 
boundaries between vowel proper and transition, transition and C1, C1 and C2 in cluster items, 
and C1 and the adjacent word in singleton items, respectively. Abbreviations are high plateau 
(HP), low plateau (LP), onset (on), offset (off), abrupt rise in energy above the 1st formant (ER), 
abrupt drop in energy above the 1st formant (ED). 
 
[FIGURE A1 HERE] 
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Table captions 
Table 1 Phonetic and orthographic representations of the words elicited in the experiment.  
 
Table 2 Presence of incremental CS effect for steady-state vowel as a function of C1 manner and 
syllable position; measurement criterion excludes formant transitions of /sp/ clusters.  
 
Table 3 Presence of incremental CS effect for steady-state vowel as a function of C1 manner and 
syllable position; measurement criterion includes formant transitions of /sp/ clusters.  
 
Figure Captions 
)LJXUH8WWHUDQFHVRIµWKHRGG¶LOOXVWUDWLQJYDULDELOLW\LQWKH9&FRQGLWLRQDPRdally-voiced 
transition. b) creaky-voiced transition. c) closure followed by creaky onset. d) intermittent glottal 
pulsing followed by creaky onset. e) creaky transition and creaky steady state followed by modal 
voicing. f) full glottal stop. 
 
Figure 2. Duration, portion-by-SRUWLRQRI9&V\OODEOHVVHSDUDWHGLQWRRQVHWFODVVHVµ7UDQV¶
UHIHUVWRFUHDN\VWHDG\VWDWHµ7UDQV¶UHIHUVWRDWUDQVLWLRQZLWKPRYLQJIRUPDQWV 
 
Figure 3. Average steady-state vowel duration for zero and one target consonants, across subjects 
and vowels, in standard deviations from the mean. The leftmost item in each plot is the item with 
QRWDUJHWFRQVRQDQWµ/DW¶ ODWHUDOµ1DV¶ QDVDOµ2EV¶ REVWUXHQWµ5KR¶ UKRWLFµRQ¶ 
RQVHWµFR¶ FRGD,QVLGHHDFKSORWWKHER[HVLQGicate the inter-quartile range (IQR), the range 
between the first and third quartile. The solid dot indicates the median. The whiskers indicate the 
range, up to 1.5 times the IQR away from the median. Open dots outside the whiskers lie more 
than 1.5 times the IQR away from the median and are potential outliers. 
 
Figure 4. Average steady-state vowel duration across subjects and vowels, in standard deviations 
from the mean. Each plot represents one manner of consonant in onset or coda position; the left 
bar in each plot represents duration in the singleton item, the right bar duration in the cluster 
LWHPµ/DW¶ ODWHUDOµ1DV¶ QDVDOµ2EV¶ REVWUXHQWµ5KR¶ UKRWLFµRQ¶ RQVHWµFR¶ FRGD
)RULQVWDQFHWKHOHIWDQGULJKWEDUVLQVLGHWKHER[ODEHOHGµFR¶DQGµ5KR¶VKRZPHDQGXUDWLRQV
for /Vr/ and /Vrb/ items, respectively. Inside each plot, the boxes indicate the inter-quartile range 
(IQR), the range between the first and third quartile. The solid dot indicates the median. The 
whiskers indicate the range, up to 1.5 times the IQR away from the median. Open dots outside 
the whiskers lie more than 1.5 times the IQR away from the median and are potential outliers. 
 
Figure 5. Average transition duration across subjects, in standard deviations from the mean. Each 
plot represents one manner of consonant in onset or coda position; the left bar in each plot 
represents duration in the singleton item, the right bar duration in the cluster item.  
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“the” glide /a/
Figure 1a
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Figure 1b
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“the” pulsing glot /a/
Figure 1d
“the” ggl1 ggl2 /a/
Figure 1e
“the” closure /a/
Figure 1f
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Simplex CS by syllable position and consonant
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!
Boundary!
V-trans! trans-C! C-C! C-#!
segment / 
context!
!"#$! F1 HP-on! F1 LP-off, ER!
ER! F1 LP-on, ED!!"#%! F2 HP-on! F2 LP-off or F1 LP-off, ER!
!"#&! F1+F2 HP-on! F1+F2 LP-off, ER!
!"$#! F1 HP-off, ED! F1 LP-off!
ED!
F1 LP-off or 
F2 LP-off!
!"%#! F2 HP-off, ED! F2 LP-off! F1 LP-off!
!"&#!
'"#$!
F3 HP-on! F3 LP-off!
ER! F3 LP-on!'"#%!
'"#&!
'"$#!
ED! F3 LP-off!'"%#!
'"&#!
("#$! F2 LP-on!
F1 LP-off, ER! End of silence or onset of voicing! F1 LP-on, ED!("#%! F2 HP-on!
("#&! F1 HP-on!
("$#! F2 LP-off!
F1 LP-on, ED!
1st appearance of 
aperiodic noise, 
ED!
F1 LP-off, ER!("%#! F2 HP-off!
("&#! F2 LP-off!
)*"#$! Onset of 
energy around 
F1!
Onset of aperiodic 
noise following 
burst!
--! ED!)*"#%!
)*"#&!
)"#$! F1 HP-on!
Onset of energy 
around F1! Offset of HP of 
energy above 5 
kHz!
--!
)"#%! F2 HP-on!
)"#&!
F1 HP-on or 
F2 LP-on or F2 
HP-on!
+"$#! F2 LP-off!
HP of energy 
above 5 kHz!
Offset of HP of 
energy above 5 
kHz!
+"%#! F2 HP-off!
+"&#! F2 LP-off!
,"-#!
--!
Onset of energy 
around F1! --!
ED!
,"#-!
."#-! ED, F1-3 HP-off! ER, F1-3 LP-off!
Figure A1
