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Comparing Noise Mechanisms & Entropy in
Tent-map Circuits
Austin Davis, Student Member, IEEE, and Aubrey N. Beal, Member, IEEE

Abstract—We compare the characteristics of random number
generators implemented in voltage-mode amplitude and pulse
width domains. These two circuits implement tent maps with
adjustable slopes. While most random number generators involve
pseudo random sequence, these circuits are capable of generating
truly random sequences supported by a first principles theory.
We design and simulate both tent-map circuits. Their outputs
were validated by their iterated maps, de-biased Von Neumann
bit streams, and the use of a MATLAB statistical test suite. This
work provides useful data to show which type of circuit may
perform better to produce random numbers that can elevate the
quality of current security and anti-cheat applications.

Tent Map. Designs for both the amplitude modulating circuit
and the pulse width modulating circuit are included. Also the
simulation results and generated bit stream from both circuits
are shown. Circuit outputs are run through the NIST statistical
test and the results of which are published here. By the end of
this paper we hope to have a more clear understanding of how
different circuit implementations of the same system affect the
results produced.

Index Terms—Chaos, Chaotic Oscillator, Noise, Random Number Generator

A. Chaos

I. I NTRODUCTION

I

T has been shown that solvable chaotic systems can be
effective tools in the generation of true random numbers.
[1] Specifically, in the case of the chaotic function of the
Tent Map.[4] It uses a robust chaotic difference equation to
implement the tent map which can be easily parsed into a bit
stream based on the midpoint of the resulting 1-D map. The
circuit has a been realized as a hybrid with analog and digital
components to base the output as a modulation of the voltage
amplitude.[1]
Now we would like to see if the results of the amplitude
modulating circuit can be matched or exceeded by another
design which models the same chaotic system as a pulse-width
modulating circuit. The measured outputs will be validated by
statistical methods for determining the quality of randomness.
It is imperative that both circuits are able to hold up to high
scrutiny. Random numbers are inherently unpredictable, and as
such qualifying the randomness of the bits is not simple. The
NIST Statistical test Suite will be used to validate the random
numbers. The circuits will also need to meet certain hardware
requirements for ease of use in future applications, such as,
power and speed constraints and adhering to standards.
In this paper we not only look at the the dynamic behavior
of the chaotic system, but directly compare simulated results
from two circuits implementations of the system. This work
will further research done on the physical implementations of
deterministic chaotic systems.
The value of the work comes from helping set precedent
for the operational characteristics of TRNG circuits. This
research will determine differing characteristics between the
two circuits and show cases where one might be favorable
over the other.
This paper describes the underlying mathematical principles
of chaotic systems that drive the circuits, specifically, the

II. BACKGROUND
Chaos, in the mathematical sense, is the seemingly random
behavior of dynamical systems that are sensitive to initial
conditions. These dynamic systems are represented by simple
mathematical equations, but are able to exhibit very interesting
behavior when tuned to the proper parameters. The systems
also need sensitivity to initial conditions. This means that the
starting value for a discrete system will have radically different
outcomes. The dynamics of the system will move the values
in different directions based on where it begins. This principle
allows us to create a system which subsequent values output
from the system unless the initial condition is known.
B. Tent-Map
1-D iterated map of the following equations The specific
chaotic system we are emulating is the Tent-map. The tent
map is modeled by the following piece-wise linear function.

µxn
0 < xn < 12
xn+1 = fµ (x) =
µ(1 − xn ) 21 ≤ xn < 1
This is defined as the Tent map due and gets its name from
the shape of its one-dimensional map. Figure 1 shows an ideal
version of the one-dimensional map. The ideal case has a
slope of positive or negative µ with a peak value of one and
a midpoint of one-half.
The tent map is significant for the purpose of generating
random numbers for two primary reasons. Firstly, is its ability
to be bisected into even halves. Second, is the robustness of
its chaos. Figure 2 shows an orbit diagram.[4] The closer the
slope parameter, µ, is to 2, the more values can be output by
the function without periodicity.
C. Randomness
Randomness is defined by the lack or absence of recognizable patterns. Sufficiently random numbers should be
independent from other numbers in the output bit stream. That
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arbitrarily to generate numbers is a variety of formats, such
as decimal, integer, or IEEE-754 floating point.
III. H ARDWARE
A. Voltage Amplitude

Fig. 1: Ideal Tent Map

Fig. 3: Voltage Amplitude Circuit Schematic

Fig. 2: Tent Map Orbit Diagram

is, the presence of any given number should not correlate to
the presence of any other number in the sequence. The auto
correlation of a random sequence should be similar to that of
white noise, where there is total correlation at an offset of 0,
and no correlation elsewhere. The distribution of numbers in a
set should be uniform to be considered random. The likelihood
of any number appearing should be equal across all possible
numbers in a set. The output of the circuits will be tested
against these criteria of independence and uniformity.

D. Functionality
Measuring raw raw circuit values output from the system
are not particularly useful in a meaningful way so those values
must be converted into a more usable form. By using an
iterated map derived from the circuit’s output we can find
the midpoint. Now we can convert the measured values to
binary. Values less than the midpoint will be zeroes, and values
above the midpoint will be one. A bit stream can be subdivided

1) Circuit Design: The tent map can be approximated by
an amplitude modulating circuit, like the one shown in Figure
3. It produces values by sampling the voltage at a capacitor.
It achieves this through three primary components, the clock,
the negative RC, and the digital reset.
The clock operates at 1KHz and was chosen for ease of
future fabrication. It serves two primary functions. The clock,
is the sampling rate for the node at the capacitor of the negative
RC.[1] It also determines when the latch in the digital portion
of the circuit. Once the capacitor is discharging it will continue
to discharge until the next clock edge. Then, the latch will reset
to low. This will reverse the polarity of voltage on the negative
resistor to change the direction of current flow.
The negative resistor allows for easy switching of the
current direction on the capacitor. The capacitor charges until it
reaches the threshold voltage of 0v. Then, the latch is triggered
and set to high. The capacitor discharges until the latch is reset.
The digital portion of the circuit is comprised of a latch.
The latch defines the voltage polarity of the voltage and current
direction on the negative RC portion of the circuit. The latch is
set to low, allowing the capacitor to charge. After the capacitor
reaches the threshold voltage, the latch is set to high and the
capacitor discharges. The latch resets to low on the next clock
edge.[1]
2) Simulation: A portion of the simulation results of the
circuit can be seen in Figure 4. Shown in red is the waveform
of the voltage on the node with the capacitor and the clock
cycle is in blue. It is charging exponentially until it reaches
0v, then it discharges exponentially until the next clock edge.
The voltage node is sampled on every clock edge to create the
one-dimensional map. To improve the validity of the results
the simulation is run for as long as possible and is only
constrained by computer memory size limitations. 120 seconds
of simulated data was obtained from this circuit.
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Fig. 4: Voltage Amplitude Waveform

Fig. 5: Voltage Amplitude Tent Map
The tent map made from the circuit’s output is very good.
The slopes on either side of the tent are 1.9889 and -1.992
respectively. The tune-able slope parameter on the voltage
amplitude allows precise adjustment of the tent map. It also
lets the circuit run continuously without failure. Even though
the circuit only operates at 1kHz, producing 2 samples every
millisecond, it is very reliable and is able to run for extended
periods of time.

Fig. 6: Pulse Stretching Circuit Schematic

triangular pulses. The intersection between the voltages of the
pulse and the threshold define the edges of the new pulse.
A network of logic gates and delay operations are used to
reduce the width of pulses that are greater than half of the
maximum pulse length. [2] Pulses below the half width are
allowed to pass through and go through the stretcher.
To change the performance of the circuit the resistor and
capacitor values on the integrator as well as the threshold
voltage. Increasing the value of the resistor or capacitor
will increase the RC time constant. This will decrease the
amplitude of the output voltage from the integrator. Decreasing
the RC constant will raise the amplitude of the saw-tooth
spikes. Since the triangles are not perfect and posses some roll
off on the edges, a measurement of their width is imprecise.
To account for this the reference voltage that determines the
pulse-widths is reduced slightly below the baseline voltage.
A balance must be struck between a well-defined triangle
with minimal roll off and a spike large enough to meet the
minimum reverence voltage. When a pulse width becomes too
small the integration will not produce a triangle of sufficient
magnitude to create a new pulse. This will cause the circuit
to fail in what is known as short pulse rejection.

B. Pulse-width
1) Circuit Design: The pulse-width modulating circuit operates by measuring the length of a pulse in seconds.[2]
Modulation of the pulse is achieved by two primary systems,
the analog pulse stretcher and the digital pulse elimination
section. The circuit is not clocked and as such, will run as
fast as the initial pulse will run through the circuit.
The pulse stretcher, shown in Figure 5, operates using a
potentiometer paired with a modified inverting integrator. The
potentionmeter reduces the 5 volt pulse to a 1 volt peak. Then,
the inverting integrator turns the square pulses into triangles
with approximately twice the width of the original square
pulse. A voltage threshold is placed close to the base of the

Fig. 7: Pulse Width Waveform
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2) Simulation: Figure 7 shows a portion of the waveform
output from the Pulse Width modulating circuit. The measured
pulses are shown in red. The Green line is the reference voltage
used to determine the width of new pulses. The blue triangular
wave is the result of the integration of the last pulse. The
height to the triangle is dependent on the width of the pulse
it is integrating. Longer pulse widths produce taller spikes.
The integration waveform shows the slight roll off on the
right edge of the triangular pulse as it flattens at 0.5v. The
reference voltage is set to 0.45v to prevent the pulse width
from being affected. Any triangular pulses that do not cross
the reference voltage will cause a short pulse rejection as there
will be no width assigned to the new pulse.

Fig. 8: Pulse Width Tent Map
The tent map generated from the circuit’s output, shown in
Figure 8, also possesses a slope that is nearly 2, but it also
has a doubling effect with two parallel lines on either side.
This may be caused by imprecision in the pulse stretching and
folding mechanisms. Tuning the parameters more may lead to
better results. An advantage the pulse width circuit has over
the amplitude modulating circuit is its ability to run without a
clock. This lets the pulse width circuit output samples faster
than the voltage amplitude can at a rate of approximately 40
samples per millisecond. The downside of this is the failure
rate caused short pulse rejection.
A possible remedy to the short pulse rejection problem is
to limit the range of acceptable pulse widths. Widths that are
close to the maximum and will then generate a very short
pulse. However, by restricting the ranges of acceptable it may
affect the quality of the chaos produced by the circuit.
IV. R ESULTS
A. Statistical Testing Methodology
1) Methodology: The output of the circuits can be analyzed
mathematically to validate their statistical randomness. Using
the midpoint of the tent map the voltage samples can be
partitioned into bits. Values greater than the midpoint will be
one’s and values less than the midpoint will be zero’s. Now
the output is in a more usable form as a bit stream.

2) Von-Neumann Bit Correction: Even though the bits
are supposed to be truly random there can still be biases
in the data. The Von-Neumann bit correction algorithm is
implemented to remove biases like excessive runs from the
set. The algorithm works by looking at the bits in adjacent
pairs. Matching bit pairs are removed entirely.[3] Pairs of 10
or 01 are turned into a single 1 or 0 respectively. While the
algorithm is useful in creating a more statistically random data
set, it is only 25% efficient and incurs a heavy data loss.[3]
3) Auto-Correlation Test: The auto-correlation test is performed to see the relative independence between individual
bits. Ideally, the plot of the auto correlation will show a
large spike when there is no shift, as the bits will be entirely
correlated with themselves. Elsewhere, the correlation should
be close to zero, showing that the presence of one bit will
not determine the presence of another. The performance is
measured by counting the number of times there is more than
a 5% correlation in the data. No more than 5% of the shifts
should have over 5% correlation for the data to be considered
sufficiently independent.
4) Fourier Transform Test: The Fourier transform test has
been adapted from the NIST test suite. It looks at the spectral
content of a binary sequence for high magnitude spikes
for specific frequencies. This would indicate that there is a
repeatable pattern in the bit sequence. For a sequence of bits
with a given length, 95% of the peaks should be below a given
threshold.[5] This number is defined by the equation below,
where n is the number of bits in the sequence.
r
1
)n
T = (log
0.05
The outcome of the test depends on how the number of
counted peaks, N1 , are to the estimated number of peaks, N0 .
A point to note about the documentation for this test is that the
directions specify to use the magnitude of the complex discrete
Fourier transform as the peak, but the examples use only
the real portion of the complex number. For the code used,
the real portion of the complex DFT was used to match the
documentation’s examples. The complementary error function
computes a p-value based on how close the observed peaks are
to the computed value.[5] P-values over 0.01 are considered
successes.
|N1 − N0 |
P = erf c( p
)
n(.95)(.05)/2
5) Runs Test: The runs test is a built in in function in
MATLAB that examines the distribution of runs in a sequence
of binary numbers. A run is set of repeating numbers in a
row. ’0111101100’ contains a run of four one’s. Short runs
will be very common and longer runs will be less common.
The amount of runs of various lengths should adhere to a
normal distribution. The test has a null hypothesis that the bit
sequence is randomly distributed. A p-value is also generated.
The higher the p-value, the more confidence there is in failing
to reject the null hypothesis.
6) Decimal Conversion: The rest of the tests will not use
the bit stream, but decimal values created by a sliding scale of
20 bits. Sets of 20 bits are converted to decimal values between
0 and 1. They should approximate a continuous uniform
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distribution of numbers, with each number being equally as
probable as any other. The set should have a mean of 0.5, a
variance of 0.083333, and a standard deviation of 0.288675.
7) Histogram/PDF: A histogram and probability density
function are plotted to graphically show the distribution of
values in the set. For an evenly distributed set, the histogram
will be flat with each column possessing the same count as
each other column. The PDF of a random sequence will show
that the probability of any number occurring is equal to that
of any other number. The PDF is a continuous function that
should show a flat line across 1.
8) Chi Squared GoF Test: The Chi-squared Goodness of Fit
test is another built in MATLAB statistical test which analyzes
how closely a sequence adheres to a given distribution. For
the case of a random sequence of numbers, it should model
a uniform distribution. The test uses the null hypothesis that
the sequence conforms to the given distribution. The function
returns a binary value indicating whether the null hypothesis
was rejected or not, and a p-value indicating the confidence in
the test decision. A higher p-value shows a higher confidence
in the decision to fail to reject the null hypothesis.
B. Statistical Test Results

Fig. 10: Voltage Amplitude Histogram & PDF

the data conforms to a uniform distribution with a p-value of
0.365. The mean variance and standard deviation are all close
to the expected values. The variance and deviation are slightly
higher than that of the Pulse width modulating circuit.
The runs test produces a result that rejects the null hypothesis. This is an unexpected result as the bias correction that
was performed should have increased the likelihood of there
being a statistically appropriate amount of runs.
Test Name
Auto-Correlation
Fourier Transform
Runs test
Chi-squared GOF
Average
Variance
Standard Deviation

Numerical Test Results
Voltage Amplitude
0.000000%
P = 0.003676
Reject: 0.039725
Null: 0.36532
0.496595
0.084521
0.290725

Pulse Width
0.903189%
P = 0.093234
Null: 0.41230
Null: 0.59846
0.508510
0.084283
0.290315

TABLE I: Statistical Test Values

Fig. 9: Voltage Amplitude Auto-correlation & FFT
First, the results from the voltage amplitude modulating
circuit. Figure 9 (top) shows the graphical results from the
Auto-correlation test and Figure 9 (bottom) shows the Fourier
transform test. The auto-correlation graph shows very little
correlation for all shift amounts. The highest correlation is
less than 2.5%. The Fourier transform shows some high spikes
throughout the spectrum. The high energy in the spectral
content cause the voltage amplitude circuit to fail the Fourier
transform test as the p-value is not grater than 0.01.
Figure 10 (top) shows the Histogram of fractional decimal
values and the PDF is seen in Figure 10 (bottom). Both
are relatively uniform, showing that there is an appropriate
distribution of values. The numerical results are in Table 1. The
uniformity of distribution is corroborated by the Chi-squared
goodness of fit test failing to reject the null hypothesis that

Fig. 11: Pulse Width Auto-correlation & FFT
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Due to issues with short pulse rejection, the number of data
points that could be gathered from the pulse width circuit
was limited. This has caused some of the graphical results
to show more variation in their results. The auto-correlation
test in particular has more, higher correlations within the data.
This is shown in Figure 11 (top).
The Fourier transform in Figure 11 (bottom) contains fewer
high magnitude spikes which is reflected in its numerical
results. The P-value of the test is greater than 0.01, so it does
conform appropriately to the expected distribution.
Similarly, both the runs test and chi-squared goodness of
fit test fail to reject the null hypothesis. The pulse width
modulating circuit is able to produce values with a statistically
expected amount of runs.

statistically random set. The data should be uncorrelated,
independent, and uniformly distributed. The auto-correlation
test, Fourier transform test, runs test, and chi-squared goodness
of fit test were performed. A histogram and probability density
function of the data was also generated.
In summary, the pulse width modulating circuit performed
better on all of the tests with the exception of the autocorrelation test, likely due to having far fewer bits to work
with. Despite its better measured performance, the issue of
short pulse rejection remains. Until the circuit can run continuously without the likelihood of failing it will lack use in
practical applications. The lack of a long data set removes
some confidence in the test results
This makes the voltage amplitude circuit a better choice to
implement for now, and with some tuning of the parameters,
it may be able to perform better than the current pulse
width circuit. Additionally, the voltage amplitude could be
reconfigured to operate at higher frequencies to match and
possibly exceed the bit rate of the pulse modulating circuit.
Further revisions and testing of both circuits will be needed
to come to improve the performance in generating random
numbers and to use more stringent tests to hold the data to a
higher standard.
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Fig. 12: Pulse Width Histogram & PDF
Number distribution is also close to uniform. The histogram
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