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Abstract
We give a rigorous proof that the (codimension one) Connes-Moscovici Hopf algebra HCM
is isomorphic to a bicrossproduct Hopf algebra linked to a group factorisation of the dif-
feomorphism group Diff+(R). We construct a second bicrossproduct UCM equipped with a
nondegenerate dual pairing with HCM. We give a natural quotient Hopf algebra kλ[Heis] of
HCM and Hopf subalgebra Uλ(heis) of UCM which again are in duality. All these Hopf alge-
bras arise as deformations of commutative or cocommutative Hopf algebras that we describe
in each case. Finally we develop the noncommutative differential geometry of kλ[Heis] by
studying first order differential calculi of small dimension.
1 The Connes-Moscovici Hopf algebra HCM
The Connes-Moscovici Hopf algebras originally appeared in [5], arising from a longstanding
internal problem of noncommutative geometry, the computation of the index of transversally
elliptic operators on foliations. This family of Hopf algebras (one for each positive integer) was
found to reduce transverse geometry to a universal geometry of affine nature, and provided
the initial impetus for the development of Hopf-cyclic cohomology. The cyclic cohomology of
these Hopf algebras was shown by Connes and Moscovici to serve as an organizing principle for
the computation of the cocycles in their local index formula [4]. They are also closely related
to the Connes-Kreimer Hopf algebras of rooted trees arising from renormalization of quantum
field theories [2]. More recently these Hopf algebras have appeared in number theory, in the
context of operations on spaces of modular forms and modular Hecke algebras [6] and spaces
of Q-lattices [3]. They appear to play a near-ubiquitous role as symmetries in noncommutative
geometry. There is also an algebraic approach to diffeomorphism groups [14], which we link
to Connes and Moscovici’s work.
In this paper we focus on the simplest example, the codimension one Connes-Moscovici
Hopf algebra. We work with a right-handed version of this algebra, which we denote HCM.
The algebras in [5] were implicitly defined over R or C, but throughout this paper we will
work over an arbitrary field k of characteristic zero.
Definition 1.1 We define HCM to be the Hopf algebra (over k) generated by elements X, Y ,
δn (n ≥ 1), with
[Y,X] = X, [X, δn] = δn+1, [Y, δn] = nδn, [δm, δn] = 0 ∀ m,n
∆(X) = X ⊗ 1 + 1⊗X + Y ⊗ δ1,
∆(Y ) = Y ⊗ 1 + 1⊗ Y, ∆(δ1) = δ1 ⊗ 1 + 1⊗ δ1
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ε(X) = 0 = ε(Y ), ε(δn) = 0 ∀ n
S(Y ) = −Y, S(X) = Y δ1 −X, S(δ1) = −δ1 (1)
with ∆(δn+1), S(δn+1) defined inductively from the relation [X, δn] = δn+1.
This differs from the Hopf algebra defined in [5], p206, in that Connes and Moscovici take
∆(X) = X ⊗ 1 + 1⊗X + δ1 ⊗ Y . We will denote this original left-handed version by H
left
CM.
The first part of this paper gives a rigorous proof that HCM is isomorphic to a bicrossprod-
uct Hopf algebra linked to a factorisation of the group Diff+(R) of positively-oriented diffeo-
morphisms of the real line. Recall that a group X is said to factorise into subgroups G and M
if group multiplication gives a set bijection G×M → X. We write X = G ⊲⊳ M . As remarked
in [5], the group
Diff+(R) = { ϕ ∈ Diff(R) : ϕ′(x) > 0 ∀ x ∈ R } (2)
factorises into the two subgroups
D0 = Diff
+
0 (R) = { φ ∈ Diff
+(R) : φ(0) = 0, φ′(0) = 1 } (3)
and B+ = { (a, b) : x 7→ ax + b : a, b ∈ R, a > 0 } the subgroup of affine diffeomorphisms,
which we identify with its faithful matrix representation
B+ = {(a, b) =
(
a b
0 1
)
: a, b ∈ R, a > 0 } (4)
Given a group factorisation X = G ⊲⊳ M of a finite group X, there is a natural con-
struction of dually-paired finite-dimensional bicrossproduct Hopf algebras denoted k[M ]◮⊳kG,
kM⊲◭k[G] [10, 12, 19]. In our case, the group X = Diff+(R) is very far from finite, so it re-
mains a challenge to construct an analogous pair of infinite-dimensional bicrossproduct Hopf
algebras. Fortunately the bicrossproduct construction is more general than the group factori-
sation case. Given Hopf algebras A and H, with A a left H-module algebra and H a right
A-comodule coalgebra with action and coaction compatible in an appropriate sense, then it is
possible to equip the vector space A⊗H with the structure of a Hopf algebra, the (left-right)
bicrossproduct denoted A◮⊳H [13, 15]. Similarly, we can construct a (right-left) bicrossprod-
uct H⊲◭A from a right H-module algebra A and left A-comodule coalgebra H. Thus in our
case we define Hopf algebras k[D0], U(b+), together with a left action of U(b+) on k[D0] and
right coaction of k[D0] on U(b+) which we prove are compatible in the sense necessary for
the construction of a bicrossproduct Hopf algebra k[D0]◮⊳U(b+) (Theorem 3.3). We prove
that k[D0]◮⊳U(b+) is isomorphic to HCM. We then construct a second bicrossproduct Hopf
algebra UCM = U(d0)⊲◭k[B+] (Proposition 3.7) equipped with a nondegenerate dual pairing
with HCM.
We explain carefully how the actions and coactions giving rise to these bicrossproducts
can be derived from the factorisation Diff+(R) = B+ ⊲⊳ D0. This serves as motivation and
is not part of our proof. However, if we simply presented compatible actions and coactions
without indicating how they arose, although no rigour would be lost this would leave things
very opaque.
We note that the original Connes-Moscovici Hopf algebra HleftCM, defined as in (1), but with
δ1⊗Y rather than Y ⊗ δ1 appearing in ∆(X), can also be shown to be a bicrossproduct linked
to this group factorisation. The construction is given in Section 6. However, as we explain
HCM rather than H
left
CM is in an appropriate sense the natural bicrossproduct associated to this
factorisation.
In the second part of the paper, we define two families of Hopf algebras, denotedHλCM, U
λ
CM,
parameterised by λ ∈ k. For λ 6= 0, the corresponding element of each family is isomorphic
to the bicrossproduct HCM respectively UCM. For λ = 0 (the so-called classical limit) the
Hopf algebra HλCM is commutative, and can be realised as functions on the semidirect product
R2>⊳D0. We construct a natural quotient Hopf algebra kλ[Heis] of H
λ
CM, which for λ = 0
similarly corresponds to the coordinate algebra of the Heisenberg group. For λ 6= 0 kλ[Heis]
pairs with a Hopf subalgebra Uλ(heis) of U
λ
CM. By passing to an extended bicrossproduct
U(d0)⊲◭F [B+]λ we give the correct classical limits of U
λ
CM and Uλ(heis). Finally we show
that kλ[Heis] and Uλ(heis) are linked to a local factorisation of the group SL2(R), in the same
wayHCM and UCM are linked to the factorisation of Diff
+(R). We remark that locally compact
quantum groups (in the von Neumann algebra setting) similar to kλ[Heis] and Uλ(heis) were
previously constructed by Vaes [20], linked to a factorisation of the continuous Heisenberg
group rather than SL2(R).
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Finally, a bicrossproduct coacts canonically on one of its factors (the Schro¨dinger coaction)
hence a corollary of our results is that HλCM and kλ[Heis] coact canonically on Uλ(b+). The
latter is U(b+) viewed as a noncommutative space, i.e. with scaling parameter λ introduced
in such a way as to be commutative when λ = 0. This puts HλCM and kλ[Heis] in the same
family as the coordinate algebras of the Euclidean quantum group of [12] and the κ-Poincare´
quantum group [11, 17] coacting on algebras Uλ(b
n
+) of various dimensions. In such models
one is also interested in the covariant noncommutative differential geometry of the coordinate
algebras of both the noncommutative space and the coacting quantum group. Thus in the
final part of the paper we study low-dimensional covariant first order differential calculi over
Uλ(b+) and kλ[Heis].
2 Preliminaries
In this section we recall from [15] the construction of the (left-right) bicrossproduct Hopf
algebra A◮⊳H from Hopf algebras A and H, with A a left H-module algebra and H a right
A-comodule coalgebra. For completeness we also give the definition of a factorisation of a
group X into subgroups G and M , and the construction of a dual pair of finite-dimensional
bicrossproduct Hopf algebras associated to a factorisation of a finite group (this is not used
directly in our constructions of infinite-dimensional bicrossproducts, but is an important part
of the motivation). We then define the Hopf algebras k[D0], U(d0), U(b+), k[B+] which
we use to construct bicrossproducts. As shown by Figueroa and Gracia-Bondia [8], k[D0] is
isomorphic to two other well-known Hopf algebras, the comeasuring Hopf algebra of the real
line C [14] and the Faa` di Bruno Hopf algebra F . We use this to give a more convenient
alternative presentation (9) of HCM using the generators tn of C instead of the δn.
2.1 Bicrossproduct Hopf algebras
Throughout this paper we work over a field k assumed to be of characteristic zero. For a Hopf
algebra H, we use the Sweedler notation ∆(x) =
∑
x(1) ⊗ x(2) for the coproduct. We denote
a right coaction ∆R :M→M⊗H of H on a k-vector space M by ∆R(m) =
∑
m(1) ⊗m(2).
Now let A be an algebra and C a coalgebra (over k).
Definition 2.1 A is a left H-module algebra if there exists a k-linear map ⊲ : H ⊗ A → A
such that h ⊲ (ab) =
∑
(h(1) ⊲ a)(h(2) ⊲ b) and h ⊲ 1 = ε(h)1, for all h ∈ H and a, b ∈ A.
Definition 2.2 H is a right C-comodule coalgebra if there exists a right coaction ∆R : H →
H⊗ C such that for all h ∈ H,
∑
ε(h(1))h(2) = ε(h)1,
∑
h(1)(1) ⊗ h
(1)
(2) ⊗ h
(2) =
∑
h(1)
(1) ⊗ h(2)
(1) ⊗ h(1)
(2) h(2)
(2)
Definition 2.3 We say that Hopf algebras H, K are dually paired (in duality) if there exists
a bilinear form < ., . >: H×K → k such that
< a,xy >=
∑
< a(1), x >< a(2), y >, < ab, x >=
∑
< a, x(1) >< b, x(2) >
< S(a), x >=< a, S(x) >, < a, 1 >= ε(a) < 1, x >= ε(x)
for all a, b ∈ H, x, y ∈ K. We say that the pairing is nondegenerate if for every nonzero a ∈ H,
there exists some x ∈ K so that < a,x > 6= 0, and for every nonzero y ∈ K, there exists some
b ∈ H so that < b, y > 6= 0.
If A and H are bialgebras, with H acting on A, and A coacting on H (with action and
coaction compatible in a suitable sense) then the bicrossproduct construction [13, 15] man-
ufactures a larger bialgebra, the bicrossproduct of A and H, containing both A and H as
sub-bialgebras. If A and H are Hopf algebras, then so is the bicrossproduct. Explicitly:
Theorem 2.4 [15, Theorem 6.2.2] Let A and H be Hopf algebras, with A a left H-module
algebra, and H a right A-comodule coalgebra, such that:
1. ε(h ⊲ a) = ε(h)ε(a), ∆(h ⊲ a) =
∑
h(1)
(1) ⊲ a(1) ⊗ h(1)
(2)(h(2) ⊲ a(2)),
2. ∆R(1) = 1⊗ 1, ∆R(gh) =
∑
g(1)
(1)h(1) ⊗ g(1)
(2)(g(2) ⊲ h
(2)),
3.
∑
h(2)
(1) ⊗ (h(1) ⊲ a)h(2)
(2) =
∑
h(1)
(1) ⊗ h(1)
(2)(h(2) ⊲ a).
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for all a, b ∈ A, g, h ∈ H. Then the vector space A⊗H can be given the structure of a Hopf
algebra, the left-right bicrossproduct denoted A◮⊳H, via:
(a⊗ h)(b⊗ g) =
∑
a(h(1) ⊲ b)⊗ h(2)g, S(a⊗ h) =
∑
(1⊗ Sh(1))(S(ah(2))⊗ 1)
S(a⊗ h) =
∑
(1⊗ Sh(1))(S(ah(2))⊗ 1) (5)
The left-right reversed result, constructing a Hopf algebra H⊲◭A from a right H-module
algebra A and left A-comodule coalgebra H is [15, Theorem 6.2.3].
2.2 Group factorisations and finite-dimensional bicrossproducts
A group X is said to factorise into subgroups G and M if group multiplication gives a set
bijection G × M → X. That is, given x ∈ X, there are unique g ∈ G, m ∈ M such that
gm = x. We write X = G ⊲⊳ M . Hence for any m ∈ M , g ∈ G there exist unique g′ ∈ G,
m′ ∈ M such that mg = g′m′. Writing g′ = m ⊲ g, m′ = m ⊳ g, it is straightforward to check
that this defines a natural left action ⊲ of M on G, and a natural right action ⊳ of G on M .
For any group Γ denote by kΓ the group algebra (over k) of Γ, with coproduct ∆(g) = g ⊗ g,
and (if Γ is finite) by k[Γ] the commutative algebra of k-valued functions on Γ, with basis
the delta-functions {δg}g∈Γ and coproduct ∆(δg) =
∑
xy=g δx ⊗ δy. Then if a finite group X
factorises as X = G ⊲⊳ M , we can construct two dually-paired bicrossproducts:
1. k[M ]◮⊳kG. We have a compatible left action and right coaction
g ⊲ δm := δm⊳g−1 , g 7→
∑
m∈M
(m ⊲ g)⊗ δm (6)
so we can form the bicrossproduct k[M ]◮⊳kG, with relations
gδm = δ(m⊳g−1)g, ∆(δm) =
∑
xy=m
δx ⊗ δy , ∆(g) =
∑
m∈M
(m ⊲ g)⊗ δmg
2. kM⊲◭k[G]. We have a compatible right action and left coaction
δg ⊳ m := δm−1⊲g, m 7→
∑
g∈G
δg ⊗ (m ⊳ g)
The bicrossproduct kM⊲◭k[G] has relations
δgm = mδm−1⊲g, ∆(δg) =
∑
xy=g
δx ⊗ δy , ∆(m) =
∑
g∈G
mδx ⊗ (m ⊳ g)
When G and M are infinite, both these constructions fail. The challenge for factorisations
of infinite groups is to construct bicrossproduct Hopf algebras analogous to those above. In
Section 3 we solve this problem for the group factorisation Diff+(R) = B+ ⊲⊳ D0.
2.3 The commutative Hopf subalgebra k[D0]
We define k[D0] to be the unital commutative subalgebra of HCM generated by {δn : n =
1, 2, . . .}, which, as shown in [5], is a Hopf subalgebra of HCM with ∆(δn) =
∑n
k=1Dn,k ⊗ δk
for some Dn,k ∈ k[D0]. It was shown in [8] that k[D0] is isomorphic to both the comeasuring
Hopf algebra C of the real line and the Faa` di Bruno Hopf algebra F , whose definitions we
now recall.
Definition 2.5 [14] The comeasuring Hopf algebra C of the real line is the commutative Hopf
algebra over k generated by indeterminates { tn : n = 1, 2, . . . } with t1 = 1, counit ε(tn) =
δn,1, and coproduct
∆(tn) =
n∑
k=1
(
∑
i1+...+ik=n
ti1 . . . tik )⊗ tk (7)
Adapting results of [8], the antipode on C is given by
S(tn+1) =
∑
c∈S
(−1)n−c1
(2n− c1)!c1!
(n+ 1)!
tc11 t
c2
2 . . . t
cn+1
n+1
c1!c2! . . . cn+1!
(8)
where S = {(c1, . . . , cn+1) :
∑n+1
j=1 cj = n,
∑n+1
j=1 jcj = 2n }.
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If we rewrite Definition 2.5 in terms of generators an = n! tn, this gives the usual presen-
tation of the Faa` di Bruno Hopf algebra F .
Proposition 2.6 [8] k[D0], the Faa` di Bruno Hopf algebra F and the comeasuring Hopf
algebra of the real line C are all isomorphic, via
δn 7→ n!
∑
c∈S
(−1)n−c1
(n− c1)!
c2! . . . cn+1!
(t1)
c1(2t2)
c2 . . . ((n+ 1)tn+1)
cn+1
where S = {(c1, . . . , cn+1) :
∑n+1
j=1 cj = n+ 1,
∑n+1
j=1 jcj = 2n+ 1}, and
(n+ 1)tn+1 7→
∑
c1+2c2+...+ncn=n
δc11 . . . δ
cn
n
c1! . . . cn!(1!)c1 . . . (n!)cn
In the sequel, we will use the presentation of k[D0] as the commutative Hopf algebra with
generators {tn}n≥1, and coproduct and antipode given by (7,8).
Lemma 2.7 k[D0] is an N-graded Hopf algebra, via the grading defined on monomials by
|tn1 . . . tnA | = n1 + . . .+ nA − A.
Proof. Let k[D0]N be the linear span of monomials t = tn1 . . . tnA with |t| = N . Then
k[D0]mk[D0]n ⊆ k[D0]m+n for all m, n. From (8) S(k[D0]N ) ⊆ k[D0]N . It also follows from
(7) that ∆(k[D0]N ) ⊆ ⊕
N
n=0 k[D0]n ⊕ k[D0]N−n. ✷
As a corollary of Proposition 2.6, we have:
Corollary 2.8 In terms of the tn, the presentation (1) of HCM becomes:
[Y,X] = X, [X, tn] = (n+ 1)tn+1 − 2t2tn, [Y, tn] = (n− 1)tn
∆(X) = X ⊗ 1 + 1⊗X + Y ⊗ 2t2, ∆(Y ) = Y ⊗ 1 + 1⊗ Y, ε(tn) = δn,1
S(X) = −X + 2Y t2, S(Y ) = −Y, ε(X) = 0 = ε(Y ) (9)
with ∆(tn), S(tn) given by (7, 8).
Taking k = R or C, the generators δn, tn can be realised as functions on D0:
δn(f) = [log f
′](n)(0), tn(f) =
1
n!
f (n)(0), f ∈ D0 (10)
2.4 The Hopf algebra U(d0)
Definition 2.9 We define d+ to be the Lie algebra (over k) with countably many generators
{zn}n∈N and relations [zm, zn] = (n − m)zm+n−1 for all m, n. Define d0 to be the Lie
subalgebra generated by {zn}n≥2. Then U(d0) is the universal enveloping algebra of d0 with
canonical Hopf structure.
Note that d+ has a natural representation as differential operators zn = x
n d
dx
acting on
the unital algebra k[x] of polynomials in a single indeterminate x.
Lemma 2.10 U(d0) is an N-graded Hopf algebra, via the grading defined on monomials by
|1| = 0, |zm1 . . . zmp | = m1 + . . .+mp − p.
Proof. Denote by U(d0)N the linear span of monomials of degree N . Since |zmzn| =
m+ n− 2 = |znzm| = |zm+n−1|, then U(d0)mU(d0)n ⊆ U(d0)m+n for all m, n ∈ N. Further,
as ∆(zn) = zn ⊗ 1 + 1⊗ zn, it follows that ∆(U(d0)N ) ⊆ ⊕
N
n=0 U(d0)n ⊗ U(d0)N−n. Finally
S(U(d0)N) ⊆ U(d0)N . ✷
Proposition 2.11 There is a nondegenerate dual pairing (in the sense of Definition 2.3) of
the Hopf algebras U(d0) and k[D0], defined on generators by
< zm, tn >= δm,n ∀ m ≥ 2, n ≥ 1 (11)
equivalently by < zm, δn >= m! δm,n+1. The pairing satisfies
< zm1 . . . zmp , tn > =
{
Πp−1j=1(n+ j − 1−
∑j
l=1ml) :
∑p
j=1mj = n+ p− 1
0 : otherwise
< zm, tn1 . . . tnA > =
{
1 : {n1, . . . , nA} = {m, 1, . . . , 1} as sets
0 : otherwise
(12)
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Proof. Assuming the pairing is well-defined, the identities follow by a straightforward induc-
tion. For example,
< zm, tn1 . . . tnA >=< ∆
A−1(zm), tn1 ⊗ . . .⊗ tnA >=
A∑
l=1
ε(tn1) . . . < zm, tnl > . . . ε(tnA)
To check well-defined, as < zmzn, tn1 . . . tnA >= < ∆
A−1(zmzn), tn1 ⊗ . . . ⊗ tnA > it suffices
to check < zmzn, tp >. By the above, < zmzn, tp >= nδm+n,p+1. So < zmzn − znzm, tp >=
(n−m)δm+n−1,p = (n−m) < zm+n−1, tp >.
It follows from (8,12) that < S(zm), tn >=< zm, S(tn) > for all m, n, so < S(zm), t >=
< zm, S(t) > for t = tn1 . . . tnA hence for all t ∈ k[B+]. Then
< S(zm1 . . . zmp), t >=< S(zmp)⊗ . . .⊗ S(zm1),∆
p−1(t) >
=< zm1 ⊗ . . .⊗ zmp ,∆
p−1(S(t)) >=< zm1 . . . zmp , S(t) >
To show nondegeneracy, we need the N-gradings of Lemmas 2.7 and 2.10.
Lemma 2.12 For z = za1m1 . . . z
ap
mp and t = tn1 . . . tnA , with 2 ≤ m1 < m2 < . . . < mp,
2 ≤ n1 ≤ n2 ≤ . . . ≤ nA, and a1, . . . ap, A ≥ 1, then:
1. < z, t >= 0 if A > a1 + . . .+ ap.
2. < z, t >= 0 unless |z| = |t|, i.e. unless a1m1 + . . .+ apmp = n1 + . . .+ nA.
3. If A = a1 + . . .+ ap, < z, t >= a1! . . . ap!δm1,n1 . . . δm1,na1 δm2,na1+1 . . . δmp,nA .
Proof. For part 1, using < z, t >=< ∆A−1(z), tn1 ⊗ . . . ⊗ tnA >, if A > a1 + . . . + ap then
every term in ∆A−1(z) will contain at least one component − ⊗ 1 ⊗ −, which pairs to zero
with the corresponding tnk . Hence < z, t >= 0. As k[D0] and U(d0) are both N-graded, part
2 follows using (12). We prove part 3 by induction. It holds for p = A = 1. Suppose it holds
for z, t. Then for mp ≤ mp+1, nA ≤ nA+1, we have
< z zmp+1 , t tnA+1 >=< z⊗ zmp+1 ,∆(t tnA+1) >=< z⊗ zmp+1 ,
∑
. . .⊗ ti1 . . . tiA+1 >
=
A∑
k=1
< z, tn1 . . . ˆtnk . . . tnA+1 > δmp+1,nk+ < z, t > δmp+1,nA+1 (13)
using (12). The first A terms contain δmp,nA+1δmp+1,nk . If mp < mp+1 this is zero, so
< z zmp+1 , t tnA+1 >=< z, t > δmp+1,nA+1 . If mp = mp+1, then (13) becomes
A∑
k=A−ap+1
< z, tn1 . . . ˆtnk . . . tnA+1 > δmp,nk+ < z, t > δmp,nA+1 = (ap + 1) < z, t > δmp,nA+1
which completes the inductive step. ✷
We can now prove nondegeneracy. Given z =
∑
λ(m,a)za1m1 . . . z
ap
mp such that < z, t >= 0
for all t ∈ k[D0], by Lemma 2.12, part 2 we can restrict to z ∈ U(d0)N for some N . Define
A = max{a1 + . . .+ ap} taken over monomials occurring in z. By Lemma 2.12, part 1,
< z, t >=<
∑
m,a : a1+...+ap=A
λ(m,a)za1m1 . . . z
ap
mp , tn1 . . . tnA >
So by Lemma 2.12, part 3, choosing t appropriately gives λ(m,a) = 0 for all such m, a.
Nondegeneracy follows, completing the proof of Proposition 2.11. ✷
2.5 The Hopf algebras U(b+) and k[B+]
The group B+ was defined in (4). Let b+ be the Lie algebra (over k) generated by X, Y
satisfying the relation [Y,X] = X. We now define a commutative Hopf algebra k[B+] and a
nondegenerate dual pairing of k[B+] and U(b+).
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Definition 2.13 k[B+] is the commutative Hopf algebra (over k) generated by elements α
±1,
β satisfying
∆(α) = α⊗ α, ∆(β) = α⊗ β + β ⊗ 1
ε(α) = 1, ε(β) = 0, S(α) = α−1, S(β) = −α−1β
Lemma 2.14 There is a unique nondegenerate dual pairing of the Hopf algebras U(b+) and
k[B+], defined on generators by
< X,α >= 0, < X, β >= 1 =< Y,α >, < Y, β >= 0
This satisfies
< XjY k, αtβr >= j!δj,rt
k ∀ j, k, r ∈ N, t ∈ Z (14)
where we use the convention X0 = 1 = Y 0 = α0 = β0, 0! = 1, and 00 = 1.
Proof. This is more straightforward than the proof of Proposition 2.11, and also well known.
We give the details for completeness. For t ≥ 1, < Y,αt >=
∑t
i=1 < 1⊗. . . Y . . .⊗1, α
⊗t >= t.
We also have < Y,α−1 >=< Y, S(α) >=< S(Y ), α >= − < Y,α >= −1, and in fact
< Y,αt >= t for all t ∈ Z. Then < Y k, αt >=< Y ⊗k,∆k−1(αt) > =< Y,αt >k= tk. Suitably
interpreted, this holds also for k = 0. In the same way, < Y k, βr >= δk,0δr,0, for all k, r ≥ 0.
So < Y k, αtβr >= δr,0t
k. Further, < Xj , αt >= δj,0 and < X
jβr >= j!δj,r for all j, r, t ≥ 0,
hence < Xj , αtβr >= j! δj,r. Using < X
jY k, αtβr >= < Xj ⊗ Y k,∆(αtβr) > the result
follows. It is also straightforward to check that < S(XjY k), αtβr >=< XjY k, S(αtβr) >.
To check well-defined, we have < XY,αtβr >= δ1,rt, and
< Y X,αtβr > =< Y ⊗X, (αt ⊗ αt)(
r∑
s=0
(
r
s
)
αsβr−s ⊗ βs) >
=
r∑
s=0
(
r
s
)
δ0,r−s(s+ t)δ1,s = δ1,r(t+ 1)
Hence < Y X − XY,αtβr >= δ1,r =< X,α
tβr >. Finally, given (14), nondegeneracy of the
pairing is immediate. ✷
3 Bicrossproduct structure of the Connes-Moscovici
Hopf algebra
We prove that k[D0] can be given the structure of a left U(b+)-module algebra, and U(b+)
the structure of a right k[D0]-comodule coalgebra, with action and coaction compatible in
the sense of Theorem 2.4. This enables the construction of a bicrossproduct Hopf algebra
k[D0]◮⊳U(b+), which we prove is isomorphic to the Connes-Moscovici Hopf algebra HCM. We
also construct a second bicrossproduct UCM := U(d0)⊲◭k[B+], equipped with a nondegenerate
dual pairing with HCM. We explain how these bicrossproducts are linked to the factorisation
of the group Diff+(R) into the subgroups B+ and D0. The factorisation argument is not part
of our proof, but rather serves as motivation.
3.1 The bicrossproduct k[D0]◮⊳U(b+)
Lemma 3.1 k[D0] is a left U(b+)-module algebra via the action defined by
X ⊲ tn = (n+ 1)tn+1 − 2t2tn, Y ⊲ tn = (n− 1)tn (15)
equivalently defined by X ⊲ δn = δn+1, Y ⊲ δn = nδn.
Proof. As k[D0] is commutative and U(b+) cocommutative, it is easy to check that (15)
extends to a well-defined left action of U(b+) on k[D0]. For example,
Y ⊲ (X ⊲ tn) = Y ⊲ [(n+ 1)tn+1 − 2t2tn] = (n
2 + n)tn+1 − 2nt2tn,
X ⊲ (Y ⊲ tn) = (n− 1)X ⊲ tn = (n
2 − n)tn+1 − 2(n− 1)t2tn
Hence (Y X − XY ) ⊲ tn = (n + 1)tn+1 − 2t2tn = X ⊲ tn. The action on the δn follows from
Proposition 2.6. ✷
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Lemma 3.2 U(b+) is a right k[D0]-comodule coalgebra, via the coaction defined on generators
by
∆R(X) = X ⊗ 1 + Y ⊗ 2t2, ∆R(Y ) = Y ⊗ 1 (16)
and extended by ∆R(gh) =
∑
g(1)
(1)h(1) ⊗ g(1)
(2)(g(2) ⊲ h
(2)).
Proof. We check that these formulae define a coaction. Suppose g ∈ U(b+) satisfies (id ⊗
∆)∆R(g) = (∆R ⊗ id)∆R(g) (this holds for g = X,Y ). Then
∆R(gY ) =
∑
g(1)
(1)Y (1) ⊗ g(1)
(2)(g(2) ⊲ Y
(2)) =
∑
g(1)Y ⊗ g(2)
⇒ (∆R ⊗ id)∆R(gY ) =
∑
g(1)(1)Y ⊗ g(1)(2) ⊗ g(2)
=
∑
g(1)Y ⊗ g(2)(1) ⊗ g
(2)
(2) = (id⊗∆)∆R(gY )
and in the same way (∆R⊗ id)∆R(Xg) = (id⊗∆)∆R(Xg). We check that ∆R is well-defined.
We have
∆R(Y X) =
∑
Y(1)
(1)X(1) ⊗ Y(1)
(2)(Y(2) ⊲ X
(2)) = Y X ⊗ 1 + (Y 2 + Y )⊗ 2t2
∆R(XY ) = XY ⊗ 1 + Y
2 ⊗ 2t2
Hence ∆R(Y X −XY ) = (Y X −XY )⊗ 1 + Y ⊗ 2t2 = ∆R(X). ✷
Theorem 3.3 The left action (15) and right coaction (16) are compatible in the sense of
Theorem 2.4.
Proof. We check conditions 1-3 of Theorem 2.4. For 1, to show ε(h ⊲ a) = ε(h)ε(a), it is
enough to show ε(X ⊲ a) = 0 = ε(Y ⊲ a) for all a. Using the N-grading of k[D0] (Lemma 2.7)
we see that X ⊲ k[D0]N ⊆ k[D0]N+1, Y ⊲ k[D0]N ⊆ k[D0]N , and ε(k[D0]N ) = 0 for N ≥ 1. We
also need to check that
∆(h ⊲ a) =
∑
h(1)
(1) ⊲ a(1) ⊗ h(1)
(2)(h(2) ⊲ a(2)) (17)
for all h ∈ U(b+), a ∈ k[D0]. Suppose for fixed h, k (17) holds for all a. Then
∆(hk ⊲ a) = ∆(h ⊲ (k ⊲ a)) =
∑
h(1)
(1) ⊲ (k ⊲ a)(1) ⊗ h(1)
(2)(h(2) ⊲ (k ⊲ a)(2))
=
∑
(h(1)
(1)k(1)
(1)) ⊲ a(1) ⊗ h(1)
(2)(h(2)(1) ⊲ k(1)
(2))(h(2)(2)k(2) ⊲ a(2))
Now, (∆R ⊗ id)∆(hk) =
∑
(hk)(1)
(1) ⊗ (hk)(1)
(2) ⊗ (hk)(2)
=
∑
h(1)(1)
(1)k(1)
(1) ⊗ h(1)(1)
(2)(h(1)(2) ⊲ k(1)
(2))⊗ h(2)k(2)
=
∑
h(1)
(1)k(1)
(1) ⊗ h(1)
(2)(h(2)(1) ⊲ k(1)
(2))⊗ h(2)(2)k(2)
⇒ ∆(hk ⊲ a) =
∑
(hk)(1)
(1) ⊲ a(1) ⊗ (hk)(1)
(2)((hk)(2) ⊲ a(2))
So it will be enough to check h = X, Y only. It is straightforward to check that if (17) holds
for ∆(X ⊲ a), ∆(X ⊲ b), then it holds for ∆(X ⊲ ab), and similarly for Y . Hence we need only
check X ⊲ tn, Y ⊲ tn. Now, ∆(Y ⊲ tn) = (n− 1)∆(tn), whereas the right-hand side of (17) is∑
Y(1)
(1) ⊲ tn(1) ⊗ Y(1)
(2)(Y(2) ⊲ tn(2)) =
∑
[Y ⊲ (tn)(1) ⊗ (tn)(2) + (tn)(1) ⊗ Y ⊲ (tn)(2)]
=
n∑
k=1
∑
i1+...+ik=n
[Y ⊲ (ti1 . . . tik )⊗ tk + ti1 . . . tik ⊗ Y ⊲ tk]
=
n∑
k=1
∑
i1+...+ik=n
(i1 + . . .+ ik − 1)ti1 . . . tik ⊗ tk = (n− 1)∆(tn) = ∆(Y ⊲ tn)
In the same way, we check that (17) holds for ∆(X ⊲ t2), with the general case ∆(X ⊲ tn)
following by induction. Hence condition 1 of Theorem 2.4 holds.
Condition 2 is automatic from the definition of ∆R. Finally, since k[D0] is commutative
and U(b+) cocommutative, condition 3 is immediate. ✷
All conditions of Theorem 2.4 hold, so we can construct the left-right bicrossproduct Hopf
algebra k[D0]◮⊳U(b+), which we can think of as an analogue of the finite-dimensional bi-
crossproduct k[M ]◮⊳kG defined in Section 2.2.
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Theorem 3.4 HCM and k[D0]◮⊳U(b+) are isomorphic Hopf algebras.
Proof. Using (5), it follows that k[D0]◮⊳U(b+) has generators X, Y , tn with relations coin-
ciding exactly with the presentation (9) of HCM. ✷
Finally, we remark that the original codimension one Connes-Moscovici Hopf algebra HleftCM,
which differs from HCM only in that Y ⊗ δ1 is replaced by δ1 ⊗ Y in (1), is isomorphic to a
right-left bicrossproduct U(b+)⊲◭k[D0] which is also linked to the factorisation of Diff
+(R),
but in a less natural way than HCM. For completeness, this is outlined (without proofs) in
Section 6.
3.2 Relation to group factorisation I
Wemotivate the above bicrossproduct constructions using a factorisation of the group Diff+(R)
of orientation preserving diffeomorphisms of the real line (2). As shown in [5], the factorisation
Diff+(R) = B+ ⊲⊳ D0 is as follows. Given ϕ ∈ Diff
+(R), we have ϕ = (a, b) ◦ φ for unique
(a, b) ∈ B+, φ ∈ D0, with
(a, b) = (ϕ′(0), ϕ(0)), φ(x) =
ϕ(x)− ϕ(0)
ϕ′(0)
∀ x ∈ R (18)
Since (φ ◦ (a, b))(x) = φ(ax+ b), the corresponding left action of D0 on B+ and right action
of B+ on D0 are given by
φ ⊲ (a, b) = (aφ′(b), φ(b)), (φ ⊳ (a, b))(x) =
φ(ax+ b)− φ(b)
aφ′(b)
(19)
We identify X, Y ∈ b+ with the matrices
(
0 1
0 0
)
,
(
1 0
0 0
)
. By slight abuse of notation,
for any s ∈ R denote by esX , esY the elements (1, s), (es, 0) of B+.
To understand the origin of (15), consider the factorisation (18) of Diff+(R). For any
function ξ : D0 → k, using (19) we define a left action of B+ via ((a, b) ⊲ ξ)(φ) = ξ(φ ⊳ (a, b)),
and (taking k = R or C) by differentiation a left action of U(b+) on k[D0]. So (φ ⊳ e
sX)(x) =
φ(x+s)−φ(s)
φ′(s)
, then (10) gives
tn(φ ⊳ e
sX) =
φ(n)(s)
n!φ′(s)
=
[φ(n)(0) + sφ(n+1)(0) +O(s2)]
n![φ′(0) + sφ′′(0) +O(s2)]
=
1
n!
[φ(n)(0)− sφ′′(0)φ(n)(0) + sφ(n+1)(0)] +O(s2)
⇒ (X ⊲ tn)(φ) =
d
ds
|
s=0
tn(φ ⊳ e
sX) =
1
n!
[−φ′′(0)φ(n)(0) + φ(n+1)(0)]
= [(n+ 1)tn+1 − 2t2tn](φ)
giving X ⊲ tn = (n+ 1)tn+1 − 2t2tn. Similarly, δn(φ ⊳ e
sX) = g(n)(0), where
g(x) = log(φ ⊳ esX)′(x) = log φ′(x+ s)− log φ′(s)
Hence g(n)(x) = h(n)(x + s), where h(x) = log φ′(x), so h(n)(0) = δn(φ) for all n ≥ 1. So
g(n)(0) = h(n)(s) = h(n)(0) + sh(n+1)(0) +O(s2). Thus,
(X ⊲ δn)(φ) =
d
ds
|
s=0
δn(φ ⊳ e
sX) = h(n+1)(0) = δn+1(φ)
So X ⊲ δn = δn+1. The formulae for Y follow similarly. So using the group factorisation we
recover (15), which we already showed to be a left action.
Next we explain how the coaction (16) can be recovered from the factorisation (18). For
any group factorisation X = G ⊲⊳ M we define a k-linear map
∆˜R : kG→ k[M,kG], ∆˜R(g)(m) = m ⊲ g
where k[M, kG] is the k-vector space of maps M → kG. If X is finite then k[M, kG] ∼=
kG⊗ k[M ] as vector spaces, and ∆˜R is the right coaction (6). In our situation, taking k = R
then for any s ∈ R, φ ∈ D0,
∆˜R(e
sX)(φ) = φ ⊲ esX = φ ⊲ (1, s) = (φ′(s), φ(s))
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We induce a linear map ∆R : U(b+)→ R[D0, U(b+)] by differentiation:
∆R(X)(φ) =
d
ds
|
s=0
∆˜R(e
sX)(φ) = (φ′(0), φ′(0)) + (φ′′(0), φ(0)) = Xt1(φ) + Y 2t2(φ)
So we can identify ∆R(X) with X⊗ t1+Y ⊗2t2 ∈ U(b+)⊗R[D0]. As t1 = 1 we retrieve (16).
Further, ∆˜R(e
sY )(φ) = φ ⊲ (es, 0) = (esφ′(0), φ(0)). So
∆R(Y )(φ) =
d
ds
|
s=0
∆˜R(e
sY )(φ) = (φ′(0), φ(0)) = Y t1(φ)
We identify ∆R(Y ) with Y ⊗ t1 = Y ⊗ 1. So (working with k = R) we recover (16), which as
we already showed defines a right coaction (for general k).
3.3 The bicrossproduct UCM
We now manufacture a second bicrossproduct UCM := U(d0)⊲◭k[B+], which we equip with
a nondegenerate dual pairing with HCM. The action and coaction used to construct the
bicrossproduct can again be motivated by considering the group factorisation (18) of Diff+(R).
First of all:
Lemma 3.5 k[B+] is a right U(d0)-module algebra via the action defined by
α ⊳ zn = nαβ
n−1, β ⊳ zn = −β
n (n ≥ 2) (20)
Proof. It is enough to check that the action (20) defined on generators is compatible with
the algebra relations. For example,
(α ⊳ zm) ⊳ zn = m(αβ
m−1) ⊳ zn = m(n−m+ 1)αβ
m+n−2
Hence α ⊳ (zmzn − znzm) = (n−m)(m+ n− 1)αβ
m+n−2 = α ⊳ [zm, zn]. ✷
Lemma 3.6 U(d0) is a left k[B+]-comodule coalgebra via the coaction defined on generators
by
∆L(zn) =
n∑
j=2
(
n
j
)
αj−1βn−j ⊗ zj (21)
and extended to all of U(d0) via ∆L(hg) =
∑
(h(0) ⊳ g(1))g(2)
(0) ⊗ h(1)g(2)
(1).
Proof. In the same way as Lemma 3.2 one can check that these formulae extend to a left
coaction. In particular it is straightforward that (∆ ⊗ id)∆L(zn) = (id ⊗ ∆L)∆L(zn), and
∆L(zmzn)−∆L(znzm) = (n−m)∆L(zm+n−1). ✷
As in Theorem 3.3 it can be checked that the right action (20) and left coaction (21) are
compatible in the sense of [15], Theorem 6.2.3. Then:
Proposition 3.7 The bicrossproduct Hopf algebra UCM := U(d0)⊲◭k[B+] has generators zn
(n ≥ 2), α±1, β with relations [α, β] = 0,
[zm, zn] = (n−m)zm+n−1, [zn, α] = −nαβ
n−1, [zn, β] = β
n, ∆(α) = α⊗ α
∆(β) = α⊗ β + β ⊗ 1, ∆(zn) = zn ⊗ 1 +
n∑
j=2
(
n
j
)
αj−1βn−j ⊗ zj (22)
with antipode and counit defined accordingly.
UCM is an analogue of the finite-dimensional bicrossproduct kM⊲◭k[G] of Section 2.2. By
the general theory of bicrossproduct Hopf algebras [15]:
Theorem 3.8 There is a nondegenerate dual pairing of UCM, HCM, given by
< zξ , tx >:=< z, t >< ξ, x > (23)
for all z = zm1 . . . zmp ∈ U(d0), ξ = α
iβj ∈ k[B+], t = tn1 . . . tnA ∈ k[D0], x = X
rY s ∈
U(b+), where on the right hand side we use the pairings defined in (11,14).
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3.4 Relation to group factorisation II
As in Section 3.2, we explain how the right action (20) and left coaction (21) used in the
construction of UCM can be recovered from the factorisation (18). Again this is background
and not part of the proof.
Recall that the Lie algebra d+ can be represented as differential operators zn = x
n d
dx
.
Taking k = R, each zn gives a flow on R by solving the ODE x
′(t) = x(t)n. For z0, x(t) =
x(0) + t, for z1, x(t) = x(0)e
t, and for zn+1, with n ≥ 1, x(t) = x(0)[1 − nx(0)
nt]−1/n. The
flows defined by ft(x(0)) = x(t) are:
z0 : ft(x) = x+ t, z1 : ft(x) = xe
t
zn+1, n ≥ 1 : ft(x) = x[1− nx
nt]−1/n = x[1 + xnt] +O(t2) (24)
Obviously these are not defined for all t. From (19) φ ⊲ (a, b) = (aφ′(b), φ(b)), for all φ ∈ D0,
(a, b) ∈ B+. We use this to recover the right action of U(d0) on k[B+]. The flow (24)
corresponding to zn+1 (n ≥ 1) is fε(x) = x[1 + x
nε] +O(ε2), hence dfε
dx
(x) = 1+ (n+ 1)xnε+
O(ε2). So for zn+1, formally we have
fε ⊲ (a, b) = (a+ (n+ 1)ab
nε+O(ε2), b+ bn+1ε+O(ε2))
For ξ ∈ k[B+], define (ξ ⊳ zn+1)(a, b) :=
d
dε
|
ε=0
ξ(fε ⊲ (a, b)), as formally fε = e
εzn+1 . Hence
(α ⊳ zn+1)(a, b) =
d
dε
|
ε=0
a(1 + (n+ 1)bnε+O(ε2)) = (n+ 1)abn
So α ⊳ zn+1 = (n+ 1)αβ
n for all n ≥ 1, and the formulae for β follow in the same way. This
explains the motivation for (20), and in Lemma 3.5 we already proved that this is an action
as claimed.
Next, for any group factorisation X = G ⊲⊳ M , define a k-linear map
∆˜L : kM → k[G, kM ], ∆˜L(m)(g) = m ⊳ g
where k[G, kM ] is the k-vector space of maps G → kM . We now take k = R. For zn+1, the
flow (24) is fε(x) = x[1 + x
nε] +O(ε2). Hence
(∆˜L(e
εzn+1)(a, b))(x) = (fε ⊲ (a, b))(x) =
fε(ax+ b)− fε(b)
afε
′(b)
=
(ax+ b)[1 + (ax+ b)nε]− b[1 + bnε]
a[1 + (n+ 1)bnε]
+O(ε2)
= x+ ε
n+1∑
k=2
(
n + 1
k
)
ak−1bn+1−kxk +O(ε2)
Differentiating with respect to ε and evaluating at ε = 0 gives a map ∆L(zn+1) : B+ → U(d0)
which we can identify with (21).
3.5 Schro¨dinger action
Starting with a bicrossproduct Hopf algebra H⊲◭A, suppose we have a Hopf algebra A′
equipped with a nondegenerate dual pairing with A. Then:
Lemma 3.9 [15] A′ is a left H⊲◭A-module algebra, via the Schro¨dinger action
(h⊗ a) ⊲ φ =
∑
h ⊲ φ(1) < φ(2), a > (25)
where the left action of H on A′ is defined by (h ⊲ φ)(a) = φ(a ⊳ h).
Corollary 3.10 U(b+) is a left UCM-module algebra, via the Schro¨dinger action
zn ⊲ X = 2Y δn,2, α ⊲ X = X, β ⊲ X = 1, zn ⊲ Y = 0, α ⊲ Y = Y + 1, β ⊲ Y = 0
Proof. We have (z ⊗ ξ) ⊲ x =
∑
z ⊲ x(1) < x(2), ξ >, for all z ∈ U(d0), ξ ∈ k[B+], x ∈ U(b+).
So (z ⊗ 1) ⊲ X = z ⊲ X, defined via < z ⊲X, h >=< X,h ⊳ z >. By (14), < zn ⊲ X,α
tβr >=<
X, (αt⊳zn)β
r+rαtβr−1(β⊳zn) >= (nt−r) < X,α
tβn+r−1 >= δ1,n+r−1(nt−r)δs,0 = 2δn,2δr,0t
(since n ≥ 2) whereas < Y,αtβr >= tδr,0. So zn ⊲ X = 2Y δn,2 as claimed. The other results
follow in the same way. ✷
There is also a corresponding dual Schro¨dinger coaction. First of all, we note that bi-
crossproducts behave well with respect to dual pairings:
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Lemma 3.11 [15] Suppose we are given a bicrossproduct H⊲◭A, together with Hopf algebras
A′, H′ equipped with nondegenerate dual pairings with A, H respectively. Suppose further
that A′ is a right H′-comodule coalgebra via a coaction φ 7→
∑
φ(1) ⊗ φ(2) which is dual to
⊳ : A⊗H → A in the sense that
< φ, a ⊳ h >=<
∑
φ(1) ⊗ φ(2), a⊗ h >,
Then H′ is a left A′-module algebra via the left action defined by
⊲ : A′ ⊗H′ →H′, (φ ⊲ z)(h) :=
∑
< φ, h(0) >< z, h(1) >
Furthermore, this left action and right coaction are compatible in the sense of Theorem 2.4,
enabling us to form the bicrossproduct H′◮⊳A′.
Now consider the linear map
∆R : A
′ → A′ ⊗H′ ⊗A′, φ 7→
∑
φ(1)
(1) ⊗ φ(1)
(2) ⊗ φ(2) (26)
It is straightforward to check that A′ is a right H′◮⊳A′-comodule coalgebra via ∆R. The
Schro¨dinger action (25) and coaction (26) are dual in the sense:
⊲ : H◮⊳A⊗A′ → A′ = (< ., . > ⊗idA′)(idH◮⊳A ⊗ τ ◦∆R)
where τ : A′ ⊗H′◮⊳A′ →H′◮⊳A′ ⊗A′ is the flip map. We have:
Lemma 3.12 The Schro¨dinger coaction (26) of HCM on U(b+) is
∆R(X) = X ⊗ 1 + 1⊗X + Y ⊗ 2t2, ∆R(Y ) = Y ⊗ 1 + 1⊗ Y
4 Scalings and deformations
In this section we introduce a natural scale parameter λ ∈ k into the Hopf algebras HCM, UCM
of the previous Section. We first define a family of bicrossproducts {HλCM}λ∈k, with H
λ
CM
∼=
HCM for each λ 6= 0, while for λ = 0 (the so-called classical limit) we obtain a commutative
Hopf algebra which can be realised as functions on the semidirect product R2>⊳D0. We
construct a natural quotient Hopf algebra kλ[Heis] of H
λ
CM, which for λ = 0 corresponds to
the coordinate algebra of the Heisenberg group. We define a second family {UλCM}λ∈k, again
all isomorphic to UCM for λ 6= 0, and find a Hopf subalgebra Uλ(heis) with a nondegenerate
dual pairing with kλ[Heis]. Finally, by passing to an extended bicrossproduct U(d0)⊲◭F [B+]λ
we identify the expected classical limits of UλCM and Uλ(heis).
4.1 The deformed Heisenberg bicrossproducts HλCM and kλ[Heis]
Definition 4.1 For each λ ∈ k, we define HλCM to be the Hopf algebra with generators X, Y ,
{ tn : n = 1, 2, . . .}, with t1 = 1 and relations
[Y,X] = λX, [Y, tn] = λ(n− 1)tn, [X, tn] = λ((n+ 1)tn+1 − 2t2tn) (27)
with coproduct and antipode defined by (7,8,9).
For λ 6= 0, the map HCM → H
λ
CM given by
X 7→ λ−2X, Y 7→ λ−1Y, tn 7→ λ
1−ntn (28)
is a Hopf algebra isomorphism. For λ = 0, (27) reduces to a commutative Hopf algebra,
denoted k[R2>⊳D0], with the generators X, Y , tn realisable as functions on the semidirect
product R2>⊳D0.
Lemma 4.2 Let I be the two-sided ideal of HλCM generated by { t˜n := tn − t
n−1
2 }n≥3.
Then ∆(I) ⊆ HλCM ⊗ I + I ⊗H
λ
CM and ε(I) = 0.
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Proof. First, ε(t˜n) = 0 ∀ n, so ε(I) = 0. We have
∆(tn) =
n∑
k=1
∑
i1+...+ik=n
ti1 . . . tik ⊗ tk
=
n∑
k=1
∑
i1+...+ik=n
(t˜i1 + t
i1−1
2 ) . . . (t˜ik + t
ik−1
2 )⊗ (t˜k + t
k−1
2 )
=
n∑
k=1
∑
i1+...+ik=n
ti1+...+ik−k2 ⊗ t
k−1
2 modulo H
λ
CM ⊗ I + I ⊗H
λ
CM
=
n∑
k=1
∑
i1+...+ik=n
tn−k2 ⊗ t
k−1
2 =
n∑
k=1
(
n − 1
k − 1
)
tn−k2 ⊗ t
k−1
2
=
n−1∑
k=0
(
n − 1
k
)
tn−k−12 ⊗ t
k
2 = (t2 ⊗ 1 + 1⊗ t2)
n−1 = ∆(tn−12 )
So ∆(t˜n) ⊆ H
λ
CM ⊗ I + I ⊗H
λ
CM. Since the t˜n generate I, the result follows. ✷
Corollary 4.3 The quotient bialgebra kλ[Heis] := H
λ
CM/I is in fact a Hopf algebra, generated
by X, Y , t = 2t2 satisfying
[Y,X] = λX, [X, t] =
1
2
λt2, ∆(X) = 1⊗X +X ⊗ 1 + Y ⊗ t,
[Y, t] = λt, ∆(Y ) = Y ⊗ 1 + 1⊗ Y, ∆(t) = t⊗ 1 + 1⊗ t, S(Y ) = −Y,
S(X) = −X + Y t, S(t) = −t, ε(X) = 0 = ε(Y ) = ε(t) (29)
Proof. By Lemma 4.2 the bialgebra structure of HλCM descends to the quotient, and it is
straightforward to check that there is a unique antipode S (defined as shown) that gives
kλ[Heis] the structure of a Hopf algebra. ✷
We denote U(b+) with the scaled relation [Y,X] = λX by Uλ(b+). Obviously Uλ(b+) and
U(b+) are isomorphic Hopf algebras for λ 6= 0. Finally, k[t] is the commutative unital algebra
of polynomials in t.
Proposition 4.4 kλ[Heis] is a bicrossproduct k[t]◮⊳Uλ(b+), via the action
⊲ : Uλ(b+)⊗ k[t]→ k[t], X ⊲ t =
1
2
λt2, Y ⊲ t = λt (30)
and coaction ∆R : Uλ(b+)→ Uλ(b+)⊗ k[t] defined on generators by
∆R(X) = X ⊗ 1 + Y ⊗ t, ∆R(Y ) = Y ⊗ 1 (31)
and extended by ∆R(gh) =
∑
g(1)
(1)h(1) ⊗ g(1)
(2)(g(2) ⊲ h
(2)),
Proof. It is easy to check that the given coaction is well-defined, and k[t] is a left Uλ(b+)-
module algebra, Uλ(b+) a right k[t]-comodule coalgebra. As in Theorem 3.3 it can be checked
that action and coaction are compatible in the sense of Theorem 2.4. So we can construct the
bicrossproduct k[t]◮⊳Uλ(b+), whose presentation using (5) coincides with (29). ✷
The three-dimensional Heisenberg group H3(k) is the matrix group
H3(k) = { (a, b, c) :=

 1 a b0 1 c
0 0 1

 : a, b, c ∈ k }
If we write the coproduct (29) of kλ[Heis] using the matrix notation
∆

 1 Y X0 1 t
0 0 1

 =

 1 Y X0 1 t
0 0 1

⊗

 1 Y X0 1 t
0 0 1


we see that for λ = 0, kλ[Heis] is isomorphic to the commutative Hopf algebra generated by
the coordinate functions Y (a, b, c) = a, X(a, b, c) = b, t(a, b, c) = c on H3(k). We therefore
consider kλ[Heis] to be a deformation of the Heisenberg group coordinate algebra.
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4.2 The deformed Heisenberg bicrossproducts UλCM and Uλ(heis)
Definition 4.5 For each λ ∈ k, we define UλCM to be the Hopf algebra with generators zn
(n ≥ 2), α, β and relations
[α, β] = 0, [zm, zn] = (n−m)zm+n−1, [zn, α] = −λ
n−1 nαβn−1, [zn, β] = λ
n−1βn
with coproduct and antipode given by (22).
For λ 6= 0, there is an isomorphism of Hopf algebras UCM → U
λ
CM defined by
zn 7→ λ
n−1zn, α 7→ α, β 7→ λ
2β (32)
Definition 4.6 We define Uλ(heis) to be the Hopf subalgebra of U
λ
CM generated by z := z2,
α, β. The presentation of Uλ(heis) is then:
[z, α] = −2λαβ, [z, β] = λβ2, [α, β] = 0
∆(α) = α⊗ α, ∆(β) = β ⊗ 1 + α⊗ β, ∆(z) = z ⊗ 1 + α⊗ z (33)
Uλ(heis) corresponds to a Heisenberg version of the Planck scale Hopf algebra [16]. As
before, the Uλ(heis) are all isomorphic for λ 6= 0. Now let U(z) be the unital commutative
Hopf algebra generated by z, with ∆(z) = z ⊗ 1 + 1⊗ z.
Proposition 4.7 Uλ(heis) is a bicrossproduct U(z)⊲◭k[B+], via the right action ⊳ : k[B+]⊗
U(z) → k[B+] defined by α ⊳ z = 2λαβ, β ⊳ z = −λβ
2, and left coaction ∆L : U(z) →
k[B+]⊗ U(z), h 7→
∑
h(0) ⊗ h(1) defined by
∆L(z) = α⊗ z, ∆L(hg) =
∑
(h(0) ⊳ g(1))g(2)
(0) ⊗ h(1)g(2)
(1) ∀ h, g ∈ U(z)
Proof. It is easily checked that [15], Theorem 6.2.3 applies. ✷
Lemma 4.8 For λ 6= 0, there is a nondegenerate dual pairing of kλ[Heis] and Uλ(heis) given
by < tiXjY k, zpαqβr >= j! (λq)k δi,pδj,r.
Proof. This follows from (23) together with (28) and (32). ✷
Obtaining the “correct” classical limit λ = 0 of Uλ(heis) (in the sense of duality with
k[Heis]) is more subtle, since we would like to obtain the universal enveloping algebra U(heis)
of the Heisenberg Lie algebra. From the geometric point of view, consider the R-valued
functions A, {αt}t∈R, β on B+:
A(a, b) = log a, αt(a, b) = a
t, β(a, b) = b (34)
We have αt1αt2 = αt1+t2 , α0 = 1 and formally, αt = e
tA. To treat the case λ = 0 we wish to
work with A as a generator of Uλ(heis) rather than α = α1. This can be formulated rigorously
in two different ways. One well-known approach is by working over the ring of formal power
series k[[λ]]. A second approach which we now sketch is as follows. Motivated by (34), for any
λ ∈ k define F [B+]λ as the commutative Hopf algebra (over k) generated by {αt}t∈k, A, β
with α0 = 1, αt1αt2 = αt1+t2 , and
∆(αt) = αt ⊗ αt, ∆(A) = A⊗ 1 + 1⊗ A, ∆(β) = αλ ⊗ β + β ⊗ 1
Then there is a right action of U(d0) on F [B+]λ, and left coaction of F [B+]λ on U(d0) defined
by
αt ⊳ zn = λ
n−2 nt αtβ
n−1, A ⊳ zn = nλ
n−2βn−1, β ⊳ zn = −λ
n−1βn
∆L(zn) =
n∑
j=2
λn−j
(
n
j
)
αλ(j−1)β
n−j ⊗ zj
This action and coaction are compatible in the sense of [15], Theorem 6.2.3, hence for each
λ ∈ k there is a bicrossproduct U(d0)⊲◭F [B+]λ containing U
λ
CM as a Hopf subalgebra. Define
an extended version of Uλ(heis), denoted U˜λ(heis), to be the Hopf subalgebra generated by
z = z2, α = αλ, A and β. For λ 6= 0 this corresponds to Uλ(heis) adjoined the primitive
element A, with [z,A] = −2β, while for λ = 0 we have α = α0 = 1, so z, A and β are
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primitive with relations [z, A] = −2β, [z, β] = 0 = [A, β]. So for λ = 0 then U˜λ(heis) is
isomorphic to U(heis). Similarly, the correct classical limit of UλCM is the cocommutative
Hopf algebra generated by primitive elements {zn}n≥2, A, β, with [zm, zn] = (n−m)zm+n−1,
[zn, A] = −2βδn,2, and [zn, β] = 0 = [A, β]. These remarks are for clarification purposes. We
do not use this approach in the sequel.
Next, the Schro¨dinger action of Corollary 3.10 is compatible with the scaling:
Lemma 4.9 For λ 6= 0, Uλ(b+) is a left Uλ(heis)-module algebra via
z ⊲ X = 2λY, z ⊲ Y = 0, α ⊲ X = X, α ⊲ Y = Y + λ, β ⊲ X = λ, β ⊲ Y = 0
When λ = 0 there is the known action of the Heisenberg algebra on k(X,Y ) by z = 2Y ∂
∂X
,
A = ∂
∂Y
, β = ∂
∂X
, and the Schro¨dinger action of Lemma 4.9 should be thought of as a
deformation of this.
We note also that it is immediate that the right Schro¨dinger coaction of Lemma 3.12
restricts to a right coaction of kλ[Heis] on Uλ(b+).
Finally, a typical feature of bicrossproduct Hopf algebras associated to group factorisations
where neither factor group is compact is that the actions have singularities [13, 16]. These
singularities do not appear at the algebraic bicrossproduct level, which is why we have not
encountered them in constructing kλ[Heis] and Uλ(heis), but rather when one tries to pass to
C*- or von Neumann completions. We note that a pair of locally compact quantum groups
corresponding to Uλ(heis) and kλ[Heis] was previously constructed by Vaes [20], Example 3.4,
applying the techniques of [1] to group factorisations X ∼= G ⊲⊳ M , where both G and M are
locally compact. Explicitly, the correspondence between the generators of the Hopf algebras
Uλ(heis) and kλ[Heis], and the (unbounded) operators Ai, Bi, Ci (i = 1, 2) generating these
von Neumann algebras is:
Uλ(heis) : α 7→ A
2
1, β 7→ A1B1, z 7→ λC1A
2
1
kλ[Heis] : X 7→ λB2, Y 7→
1
2
λA2, t 7→ 2C2
It is natural to ask whether this could be extended to give faithful representations of HCM
and UCM as (unbounded) operators on some Hilbert space, affiliated to a locally compact
quantum group. An obstacle is the fact that Diff+(R) is not locally compact, nor does it have
any interesting locally compact subgroups [9]. This question will be pursued elsewhere.
4.3 Local factorisation of SL2(R)
It is natural to ask for a geometrical picture in terms of a group factorisation linked to the
kλ[Heis] and Uλ(heis) bicrossproducts, in the same way as HCM and UCM were shown to be
linked to the factorisation of Diff+(R). In this section we show that the relevant group is
SL2(R), which locally (but not globally) factorises as SL2(R) ≈ B+ ⊲⊳ R.
Using the coaction (31) define a linear map f : U(b+) → U(b+) by f(x) =
∑
x(1) <
x(2), z > where the pairing < ., . >: k[t]⊗U(z)→ k is < tm, zn >= 2mδm,n. Then f(X) = 2Y ,
f(Y ) = 0, and further f(Y X) = 2Y (Y +1), f(XY ) = 2Y 2, hence f(Y X−XY ) = 2Y = f(X).
Identifying X, Y with the generators of b+, and z with the generator of the Lie algebra r of
R, we have a well-defined left action of r on b+, given by z ⊲ x = f(x), satisfying
z ⊲ X = 2Y, z ⊲ Y = 0 (35)
The adjoint of the left action (30) defines a right action of U(b+) on U(z):
< tn, z ⊳ Y >:=< Y ⊲ tn, z >=< ntn, z >= 2n δn,1,
< tn, z ⊳ X >:=< X ⊲ tn, z >=<
1
2
ntn+1, z >=
1
2
nδn+1,1 = 0
This gives a right action of b+ on r, satisfying
z ⊳ X = 0, z ⊳ Y = z (36)
It is straightforward to check that b+ and r equipped with the actions (35, 36) are a matched
pair of Lie algebras in the sense of [15], Definition 8.3.1. From this point we take k = R. Since
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we have a matched pair, the R-vector space g := b+ ⊕ r can be given the structure of a Lie
algebra, with Lie bracket
[x, y]g := [x, y]b+ , [z, x]g := z ⊳ x+ z ⊲ x, ∀ x, y ∈ b+
Then [z,X]g = z ⊳X + z ⊲X = 2Y , [z, Y ]g = z ⊳ Y + z ⊲ Y = z, so g ∼= sl2(R). Since both B+
and R are simply connected Lie groups, we conclude that B+ ⊲⊳ R ≈ SL2(R) in so far as the
actions on the left hand side exponentiate. We embed B+ and R as subgroups of SL2(R) by
(a, b) =
(
a
1
2 a−
1
2 b
0 a−
1
2
)
, (c) =
(
1 0
−c 1
)
(37)
Lemma 4.10 There is a local factorisation SL2(R) ≈ B+ ⊲⊳ R given by
(
a b
c d
)
7→ (d−2, d−1b)(−d−1c), d 6= 0
Proof. For d 6= 0,
(
a b
c d
)
=
(
d−1 b
0 d
)(
1 0
d−1c 1
)
. Then apply (37). ✷
The resulting left action of R on B+ and right action of B+ on R are given by:
c ⊲ (a, b) = (
a
(1− bc)2
,
b
1− bc
) c ⊳ (a, b) =
ac
1− bc
As in Sections 3.2 and 3.4 we can use this factorisation to rederive the actions and coactions
used to construct the bicrossproducts kλ[Heis], Uλ(heis).
5 Differential calculi over Uλ(b+) and kλ[Heis]
The model obtained above can be seen as a variant of one of a family of previously-studied
bicrossproducts, which act on noncommutative algebras denoted Uλ(b
n
+) of varying dimension
n. First of all, in [12], a bicrossproduct U(so3)⊲◭C[B
3
+] associated to a local factorisation
of SO(3, 1) was constructed. This bicrossproduct can be regarded as corresponding to a
deformation of the Euclidean group of motions, and acts naturally on the algebra Uλ(b
3
+).
Similarly, in [17], a bicrossproduct U(so3,1)⊲◭C[B
3,1
+ ] associated to a factorisation of SO(3, 2)
was constructed, and interpreted as corresponding to a deformation of the Poincare´ group.
This bicrossproduct acts naturally on the algebra Uλ(b
3,1
+ ). These and other examples have
been widely studied in the mathematical physics literature. Our new example coming from
the Connes-Moscovici algebra has an analogous geometrical picture.
From this point of view it is natural to extend the theory to include noncommutative
differential geometry both on Uλ(b+) and on kλ[Heis] as ‘coordinate algebras’. Recall [21]
that a first order differential calculus (FODC) over an algebra A is an A-bimodule Ω1 with a
linear map d : A→ Ω1 such that
1. d obeys the Leibniz rule d(ab) = (da)b+ adb, for all a, b ∈ A.
2. Ω1 is the linear span of elements adb.
If in addition A is a right H-comodule algebra for some Hopf algebra H, then Ω1 is said to be
right covariant if there exists a linear map ∆R : Ω
1 → Ω1 ⊗H, extending the coaction ∆R of
H on A, in the sense that
∆R(aωb) = ∆R(a)∆R(ω)∆R(b), ∆R(da) = (d⊗ id)∆R(a)
for all a, b ∈ H, ω ∈ Ω1. Left covariant and bicovariant are defined similarly. Covariant
FODC over finite-dimensional bicrossproducts have been intensively studied, in particular see
[7], which deals with the case of bicrossproducts arising from finite group factorisations.
5.1 Differential calculi over Uλ(b+)
There is a standard calculus on Uλ(b+), the so-called Oeckl calculus [18] generated as a left
Uλ(b+)-module Ω
1 by dX, dY , with
[dX,X] = 0 = [dX, Y ], [dY,X] = λdX, [dY, Y ] = λdY (38)
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The right Schro¨dinger coaction (26) gives Uλ(b+) the structure of a kλ[Heis]-comodule algebra.
This right coaction is dual to the left Schro¨dinger action (Lemma 4.9) in that a⊲x =
∑
x(1) <
a, x(2) > for all x ∈ Uλ(b+), a ∈ Uλ(heis). This extends to a right coaction of kλ[Heis] on Ω
1,
with
∆R(dX) = dX ⊗ 1 + dY ⊗ t, ∆R(dY ) = dY ⊗ 1 (39)
Lemma 5.1 The Oeckl calculus (38) is covariant under the right coaction (39) if and only if
λ = 0.
Proof. ∆R((dX)X)−∆R(XdX) = λ(dX ⊗ t+
1
2
dY ⊗ t2), but [dX,X] = 0. ✷
This parallels what is found for the higher dimensional bicrossproducts mentioned above,
where it is known that the natural translation-invariant calculus on Uλ(b
n
+) is not covariant
under the bicrossproduct symmetry group.
Theorem 5.2 There exists a unique FODC Ω1 over Uλ(b+) such that:
1. Ω1 has basis (as a left Uλ(b+)-module) {dX, dY }.
2. Ω1 is covariant under the right coaction (39) of kλ[Heis].
The explicit presentation of Ω1 is then
(dX)X = XdX, (dX)Y = (Y − λ/2)dX
(dY )X = (λ/2)dX +XdY, (dY )Y = (Y + λ/2)dY
Proof. It follows from our assumptions that
(dX)X = a1dX + a2dY, (dX)Y = b1dX + b2dY
(dY )X = c1dX + c2dY, (dY )Y = e1dX + e2dY
for some a1, . . . , e2 ∈ Uλ(b+). Then from d(Y X) − d(XY ) = λdX, we have c1 = b1 − Y + λ,
c2 = X + b2. Next,
∆R((dY )Y ) = (dY )Y ⊗ 1 + dY ⊗ Y = e1dX ⊗ 1 + (e2 ⊗ 1 + 1⊗ Y )(dY ⊗ 1)
∆R(e1dX + e2dY ) = ∆(e1)(dX ⊗ 1) + [∆(e1)(1⊗ t) + ∆(e2)](dY ⊗ 1)
Hence ∆(e1) = e1 ⊗ 1, ∆(e2) + ∆(e1)(1⊗ t) = e2 ⊗ 1 + 1⊗ Y , so e1 = e
′
1, e2 = Y − e
′
1t+ e
′
2,
where e′1, e
′
2 are constants. Applying ∆R to the other expressions gives
(dX)X = (X + a′1)dX + a
′
2dY, (dX)Y = (Y − λ/2)dX + (a
′
1/2)dY
(dY )X = (λ/2)dX + (X + a′1/2)dY, (dY )Y = (Y + λ/2)dY
where a′1, a
′
2 are constants. Then the constraint (dX)Y X−(dX)XY = λ(dX)X, and similarly
for dY gives the result. ✷
We note further that the left coaction Uλ(b+)→ kλ[Heis]⊗Uλ(b+) given by X 7→ 1⊗X,
Y 7→ 1⊗Y +Y ⊗1 extends to a left coaction on this Ω1 making it into a left covariant FODC.
The left and right coactions are compatible, hence Ω1 is in fact bicovariant under kλ[Heis].
5.2 Differential calculi over kλ[Heis]
Similarly, one would like a calculus on the bicrossproduct quantum group itself. In previously-
studied higher dimensional cases it has been found that any bicovariant calculus needs to have
extra non-classical generators. In our case we would expect a four dimensional calculus on
kλ[Heis]. We are therefore interested to find FODC over kλ[Heis] which are bicovariant with
respect to the coactions induced from the coproduct. This implies
∆L(dX) = 1⊗ dX + Y ⊗ dt, ∆R(dX) = dX ⊗ 1 + dY ⊗ t (40)
while both dY and dt are left- and right-invariant.
As shown by Woronowicz [21], covariant FODC can be classified in terms of one-sided
ideals of the dual Hopf algebra invariant under the (left or right) adjoint coaction of the dual
on itself. Using the presentation (33) of Uλ(heis) it is straightforward to give a complete list
of right-covariant FODC over kλ[Heis] of dimension at most 4. Then one could check by hand
for bicovariance. This would be very laborious and we prefer to proceed directly. First of all:
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Theorem 5.3 Let Ω1 be the kλ[Heis]-bimodule with left module basis {dX, dY, dt} and rela-
tions
(dX)X = XdX + λXdt, (dX)Y = Y dX, (dX)t = tdX + λtdt
(dY )X = XdY + λdX, (dY )Y = (Y + λ)dY, (dY )t = tdY + λdt
(dt)X = Xdt, (dt)Y = Y dt, (dt)t = tdt
Then Ω1 is a left-covariant FODC for the left coaction (40).
Theorem 5.4 For λ 6= 0, there exist two nonisomorphic right-covariant three dimensional
FODC over kλ[Heis], with basis {dX, dY, dt}, extending the two dimensional FODC of Theorem
5.2. Explicitly, these are
(dX)X = XdX, (dX)Y = (Y − λ/2)dX, (dX)t = tdX + gtdt
(dY )X = (λ/2)dY +XdY, (dY )Y = (Y + λ/2)dY, (dY )t = tdY + gdt
(dt)X = (X + (g − λ)t)dt, (dt)Y = (Y + g − λ)dt, (dt)t = tdt
with g = 0 or λ/2.
Proof. We start in the same way as Theorem 5.2, with the given relations (dX)X =
XdX,...,(dY )Y = (Y + λ/2)dY together with
(dX)t = c1dX + c2dY + c3dt, (dY )t = g1dX + . . .
(dt)X = h1dX + . . . , (dt)Y = j1dX + . . . , (dt)t = k1dX + k2dY + k3dt
for some c1, ... ,k3 ∈ kλ[Heis]. Applying ∆R to both sides of (dY )Y , (dY )t, (dt)Y , (dt)t, and
using the relation d(Y t)− d(tY ) = λdt, we have
(dY )Y = f ′1dX + (Y − f
′
1t+ f
′
2)dY + f
′
3dt, (dY )t = g
′
1dX + (g
′
2 + (1− g
′
1)t)dY + g
′
3dt
(dt)t = k′1dX + (k
′
2 − k
′
1t)dY + (t+ k
′
3)dt, (dt)Y = g
′
1dX + (g
′
2 − g
′
1t)dY + (Y + g
′
3 − λ)dt
where f ′1, ...,k
′
3 are scalars. Doing the same for (dX)t and (dt)X gives
(dX)t = [(1 + g′1)t+ λk
′
1/2]dX + [−g
′
1t
2 + (g′2 − λk
′
1/2)t + (h
′
2 + λk
′
2/2)]dY
+[g′3t+ (h
′3 + λk′3/2)]dt
(dt)X = (g′1t)dX + (λ/2)(k
′
2 − k
′
1t)dY + (λ/2)(2t+ k
′
3)dt
Demanding consistency of all possible relations (dt)(Y X−XY ) = λ(dt)X, ..., (dY )(Xt−tX) =
(λ/2)(dY )t2 gives the result. ✷
It is straightforward to check that none of the covariant FODC of Theorems 5.3 and 5.4
are bicovariant. In fact:
Theorem 5.5 Let Ω1 be a three-dimensional FODC over kλ[Heis], with basis {dX, dY, dt}.
Then Ω1 cannot be be bicovariant.
Proof. This follows in exactly the same way as Theorem 5.2. ✷
We now look for four-dimensional covariant FODC Ω1 over kλ[Heis].
Theorem 5.6 Suppose that Ω1 is a four-dimensional right-covariant FODC Ω1 over kλ[Heis],
with basis (as a left kλ[Heis]-module) {dX, dY, dt, θ}, with θa − aθ = da for all a ∈ kλ[Heis],
and ∆R(θ) = θ⊗1. Such an Ω
1 cannot contain as a sub-bimodule the two dimensional calculus
of Theorem 5.2.
Proof. As before, write
(dX)X = a1dX + a2dY + a3dt+ a4θ . . . (dt)t = k1dX + k2dY + k3dt+ k4θ
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for some a1, ... ,k4 ∈ kλ[Heis]. Applying right-covariance and the relations [Y,X] = λX and
so on gives
(dX)X = [X + f ′1t
2 + (λ− 2e′1)t+ a
′
1]dX +
[−f ′1t
3 + (f ′2 − λ/2)t
2 + (2e′1 − a
′
1)t+ a
′
2]dY +
[f ′3t
2 + 2e′3t+ a
′
3]dt+ [f
′
4t
2 + a′4]θ
(dX)Y = [Y + f ′1t+ (e
′
1 − λ)]dX + [−f
′
1t
2 + (f ′2 − e
′
1)t+ e
′
2]dY +
[f ′3t+ e
′
3]dt+ [f
′
4t+ e
′
4]θ
(dX)t = [(1 + g′1)t+ (c
′
1 + (λ/2)k
′
1)]dX +
[−g′1t
2 + (g′2 − c
′
1 − (λ/2)k
′
1)t+ (c
′
2 + (λ/2)k
′
2)]dY +
[g′3t+ (c
′
3 + (λ/2)k
′
3)]dt+ [g
′
4t+ (c
′
4 + (λ/2)k
′
4)]θ
(dY )X = [f ′1t+ e
′
1]dX + [X − f
′
1t
2 + (f ′2 − e
′
1)t+ e
′
2]dY +
[f ′3t+ e
′
3]dt+ [f
′
4t+ e
′
4]θ
(dY )Y = f ′1dX + [Y − f
′
1t+ f
′
2]dY + f
′
3dt+ f
′
4θ
(dY )t = g′1dX + [g
′
2 + (1− g
′
1)t]dY + g
′
3dt+ g
′
4θ
(dt)X = [g′1t+ c
′
1]dX + [−g
′
1t
2 + (g′2 − c
′
1)t+ c
′
2]dY +
[X + (g′3 − λ)t+ c
′
3]dt+ [g
′
4t+ c
′
4]θ
(dt)Y = g′1dX + [g
′
2 − g
′
1t]dY + [Y + g
′
3 − λ]dt+ g
′
4θ
(dt)t = k′1dX + [k
′
2 − k
′
1t]dY + [t+ k
′
3]dt+ k
′
4θ (41)
for scalars a′1, ... , k
′
4. There are many constraints imposed by (dX)[Y,X] = λ(dX)X and so
on, we do not list these. For Ω1 to contain as a sub-bimodule the calculus of Theorem 5.2, we
need (dX)X = XdX in (41), which implies
X + f ′1t
2 + (λ− 2e′1)t+ a
′
1 = X, −f
′
1t
3 + (f ′2 − λ/2)t
2 + (2e′1 − a
′
1)t+ a
′
2 = 0
Hence λ = 2e′1, a
′
1 = 0 and 2e
′
1 = a
′
1, which has no solution for λ 6= 0. ✷
Theorem 5.7 Suppose that Ω1 is a four-dimensional bicovariant FODC over kλ[Heis] with
basis {dX, dY, dt, θ}, with θa−aθ = da for all a ∈ kλ[Heis], ∆L(θ) = 1⊗θ and ∆R(θ) = θ⊗1.
Then no such Ω1 can exist.
Proof. Starting with the relations (41) and applying ∆L to (dt)t, (dt)Y , ... ,(dX)t gives
c′1 = 0, e
′
1 = λ, e
′
2 = e
′
3 = e
′
4 = 0, f
′
2 = λ, f
′
1 = f
′
3 = f
′
4 = 0, g
′
3 = λ, g
′
1 = g
′
2 = g
′
4 = 0, k
′
i = 0
for all i. Hence
(dX)X = [X − λt+ a′1]dX + [(λ/2)t
2 + (2λ− a′1)t+ a
′
2]dY + a
′
3dt+ a
′
4θ
Applying ∆L to both sides of this gives on the left-hand side:
∆L((dX)X) = X ⊗ dX + 1⊗ (dX)X + Y ⊗ (dt)X + Y X ⊗ dt
= [X ⊗ 1 + 1⊗X − 1⊗ λt+ a′1(1⊗ 1)](1⊗ dX) + other
whereas ∆L(r.h.s.) = [∆(X) − λ∆(t) + a
′
1(1 ⊗ 1)](1 ⊗ dX) + other (where “other” denotes
terms in dY , dt, θ), and these are inconsistent. ✷
6 Appendix: Bicrossproduct description of the left-
handed Connes-Moscovici Hopf algebra HleftCM
We now describe how the original codimension one Connes-Moscovici Hopf algebra HleftCM,
defined in [5], p206, is isomorphic to a right-left bicrossproduct U(b+)⊲◭k[D0] which we now
construct. The presentation of HleftCM differs from that of HCM given in (1) only in that Y ⊗ δ1
is replaced by δ1 ⊗ Y in the definition of ∆(X). The new bicrossproduct is also associated to
the factorisation Diff+(R) = B+ ⊲⊳ D0, but in a less natural way than HCM. In particular the
corresponding dual bicrossproduct k[B+]◮⊳U(d0) is much more complicated. This is why we
chose to work with HCM throughout this paper. Proofs of the assertions in this Section are
completely analogous to those given in Section 3.1, and we omit the details.
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Lemma 6.1 k[D0] is a right U(b+)-module algebra via the action
tn ⊳ X = −(n+ 1)tn+1 + 2t2tn, tn ⊳ Y = (1− n)tn (42)
equivalently defined by δn ⊳ X = −δn+1, δn ⊳ Y = −nδn.
Lemma 6.2 U(b+) is a left k[D0]-comodule coalgebra via the coaction
∆L(X) = 1⊗X + 2t2 ⊗ Y, ∆L(Y ) = 1⊗ Y (43)
(equivalently, ∆L(X) = 1 ⊗ X + δ1 ⊗ Y , ∆L(Y ) = 1 ⊗ Y ) extended to all of U(b+) via
∆L(hg) =
∑
(h(1) ⊳ g(1))g(2)
(1) ⊗ h(2)g(2)
(2).
This action and coaction can be derived from (19) as follows. Define a right action of B+
on k[D0] via
(ξ ⊳ (a, b))(φ) := ξ(φ ⊳ (a, b)−1)
In the same way as Section 3.1 the formulae (42,43) can be recovered. Then:
Proposition 6.3 The right action (42) and left coaction (43) are compatible in the sense of
[15], Theorem 6.2.3.
This means that there is a well-defined right-left bicrossproduct Hopf algebra U(b+) ⊲◭ k[D0].
Using [15], Theorem 6.2.3 to write out its presentation, this turns out to coincide with the
presentation of HleftCM. Hence:
Theorem 6.4 The bicrossproduct U(b+) ⊲◭ k[D0] is isomorphic to the Connes-Moscovici Hopf
algebra HleftCM.
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