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ABSTRACT 
We present two ‘localisation’ techniques which facilitate verifications of the topological properties 
of sets, functions and correspondences needed in, e.g., economic equilibrium analysis with infinite- 
dimensional commodity spaces. The first uses the Krein-Smulian theorem, which shows that weak* 
upper semicontinuity of a concave function on a dual Banach space is equivalent to bounded weak* 
U.S. continuity. The second is based on the continuity of lattice operations: for a nondecreasing 
function on a topological vector lattice, we show that lower semicontinuity on a set bounded from 
below is equivalent to 1,s. continuity on bounded subsets. In the case of L”, we use convergence in 
measure to establish that sequential semicontinuity, lower for the Mackey topology or upper for the 
weak* one, is equivalent to semicontinuity. This greatly simplifies some arguments; e.g., the Mackey 
continuity of a concave, nondecreasing integral functional on L+” becomes an immediate con- 
sequence of Lebesgue’s Dominated Convergence Theorem. Other uses in mathematical economics 
are also discussed. 
1. INTRODUCTION 
The use of nonmetrisable topologies, especially the weak* and the Mackey 
topologies, is essential in much of modern mathematical economics, e.g., in 
competitive equilibrium theory - and more generally whenever optimisation 
over an infinite-dimensional dual Banach space L is involved. These topologies 
can be metrisable on bounded regions of L; and in such cases they are much 
easier to work with if their use can be restricted to bounded regions - and thus 
$This work was done at the Center for Economic Research, Tilburg University, whose financial 
support is gratefully acknowledged. We also thank the referee and the editor for their comments. 
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to ordinary sequences, as distinct from uncountable nets (a.k.a. generalised se- 
quences). This is because the sequential or, equivalently, ‘bounded’ variants of 
continuity and closedness conditions are much easier to verify directly than are 
their ‘full’ variants. And when it suffices to verify continuity along sequences of 
certain special forms, this can also help clarify economic interpretations of 
continuity conditions. 
On some occasions it is clear without much ado that the apparently weaker 
conditions will suffice for the results being sought. As an example in mathe- 
matical economics, to establish equilibrium existence and specific representa- 
tions of price systems, consumer preferences and production sets are assumed 
to be continuous or closed for appropriate topologies. Although this is not al- 
ways pointed out in the literature, some arguments using nonmetrisable topol- 
ogies actually involve only the bounded subsets of L: examples include Bew- 
ley’s study of the commodity space Loo [l, Theorems 1 to 31. But some other 
results, though closely related, do rely on the use of unbounded sets; and this 
raises the question of whether the restricted (or sequential) continuity or clo- 
sedness does actually imply the property in full. 1 
Our objective is, then, to identify some cases in which continuity properties 
do localise to bounded regions of the space (i.e., follow from the corresponding 
properties of a function’s restrictions to bounded sets). Such results are partic- 
ularly useful when the topologies in question, despite being nonmetrisable 
globally, are metrisable on the bounded subsets. One can then completely avoid 
dealing with general, uncountable nets - and still establish unqualified con- 
tinuity. 
We present two quite different localisation techniques for establishing this. 
One is essentially the Krein-Smulian theorem, which applies to convex subsets 
of a dual Banach space with the weak* topology (Proposition 1). The other 
method is based on a monotonicity argument, and it applies to certain subsets 
of a topological vector lattice, also nonconvex ones (Proposition 3). Both meth- 
ods apply to L = Lo3 (Examples 2 and 4). With this space it is also very useful 
that the Mackey topology is equivalent, on bounded subsets, to the topology of 
convergence in measure: e.g., it follows that the Mackey continuity of a real- 
valued, nondecreasing and concave function on Ly is equivalent o continuity 
along bounded sequences convergent in measure. This greatly simplifies some 
arguments. For example, the Mackey continuity of concave integral functionals 
becomes an immediate consequence of Lebesgue’s Dominated Convergence 
Theorem (Example 5) - by contrast with the lengthy and complicated proof in 
[l, pp. 535-5391. Note that the reduction to ordinary sequences is essential, 
since Lebesgue’s theorem does not apply to uncountable nets. 
As has already been mentioned, localisation to bounded regions is closely 
connected to the sufficiency of sequences, since the nonmetrisable topologies in 
question can be metrisable on bounded sets. In such cases localisation means 
‘For example, Florenzano’s [3] extension of the Debreu-Gale-Nikaido Lemma requires the closed- 
ness of the whole production cone, and not just of its bounded parts. 
54 
that topological properties can be established by means of ordinary sequences. 
Conversely, all weakly* convergent sequences are bounded, unlike general nets. 
This is what makes sequences easy to use and to describe in readily compre- 
hensible terms: for example, a sequence convergent in the Mackey topology on 
LW is nothing other than a bounded sequence convergent in measure. 
When sequences suffice, the use of convergence in measure facilitates the 
analysis by providing direct access to the methods of integration theory (Ex- 
ample 5). It is noteworthy that such a topology - which is not locally convex 
and yields a zero dual space whenever the measure is nonatomic [2, pp. 329- 
3301 - can nevertheless be a useful tool in a framework based inherently on 
vector space duality, such as economic equilibrium theory. 
Apart from simplifying the verification of Mackey continuity, the use of 
convergence in measure, and of special sequences o convergent, can also help 
bring the mathematical conditions exactly into line with recognisable scientific 
assumptions. In economics, for example, standard assumptions about con- 
sumer behaviour, when formalised, follow obviously from the Mackey con- 
tinuity of preferences. What our results establish is their actual equivalence to 
Mackey continuity. This is discussed in Section 4. Various uses in modelling 
production are described in Section 5. 
2. TWO LOCALISATION TECHNIQUES 
We give two methods of inferring the closedness of a set from the closedness of 
its bounded parts (or from its sequential closedness). The first applies to convex 
subsets of a dual Banach space with the weak* topology. The second applies to 
subsets of a topological vector lattice which are assumed to be bounded from 
below, but may be nonconvex. 
When L is the norm-dual, L’*, of a Banach space L’, the weak* and the 
bounded weak* topologies on L are denoted by w* and bw’; recall that a subset 
of L is bw*-closed if and only if its intersection with any closed ball in L is 
w*-closed (or, equivalently, w*-compact). For a discussion of bw*, see, e.g., [2, 
V.5.5, V.5.6 and V.5.71, [4, 18D: Corollary (b) and 18E: Corollaries 1 and 21 or 
[ll, IV.6.2 and IV.6.3: Corollary 21. The Mackey topology on L (for the duality 
with L’) is denoted by m* or m(L, L’); see, e.g., [ll, IV.3.2: Corollary l] for a 
discussion. 
Proposition 1. The following conditions on a convex subset, P, of a dual Banach 
space L = L” are equivalent: 
1. P is w*-closed. 
2. P is bw’-closed. 
3. P is m*-closed. 
4. P n B is m*-closedfor every closed ball B c L. 
If thepredual L’ is separable (for the norm), then another equivalent condition 
is: 
5. P is sequentially w*-closed. 
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Proof. Note first that w* is weaker than bw*, and bw’ is weaker than m* by 
Grothendieck’s Completeness Theorem: see, e.g., [4, 18E: Corollary 11. So 
Condition 1 implies condition 2, which in turn implies condition 3 (also for a 
nonconvex P). 
Condition 3 implies condition 1 because every m*-closed convex set P is 
w*-closed, by a corollary to the Hahn-Banach Separation Theorem: see, e.g., 
[4, 12A: Corollary l] or [ll, 11.9.2: Corollary 21. 
Condition 3 implies condition 4 because B is w*-closed (and hence m*- 
closed). 
The aforementioned corollary to the Hahn-Banach theorem, applied to 
P f' B, shows also that condition 4 implies condition 2. Therefore conditions 1 
to 4 are equivalent. (That condition 2 implies condition 1 is the Krein-Smulian 
theorem.) 
Condition 1 implies condition 5. (It is also clear that condition 2 implies 
condition 5, since every w*-convergent sequence is norm-bounded, by the Ba- 
nach-Steinhaus theorem.) 
Finally, w* is metrisable on every norm-bounded subset of L if (and only if) 
L' is separable: see, e.g., [2, V.5.11 or [4, Theorem 12F]. So in this case 
condition 5 implies condition 2. 0 
Proposition 1 applies to the space Lm of all essentially bounded, real-valued 
functions, since L" is the dual of L', the space of all integrable functions. In 
this case the result can also be strengthened and added to by using the re- 
lationships between the Mackey topology and convergence in measure. 
Example 2. Let (c”,,A, ,D) be a sigma-finite measure space. For a convex 
P g L"(Z), the above condition 5 is always equivalent to conditions 1 to 4, 
even when L'(Z) is not separable. Furthermore, each of the following condi- 
tions is also equivalent (to conditions 1 to 5): 
6. P is sequentially m(Loo, L,i)-closed. 
7. For every closed ball B c Lm, the set P n B is closed for Ifi, the topology 
of convergence in the measure p (on sets of finite measure). 
If additionally P is norm-closed and comprehensive upwards (i.e., x’ > x E P 
imply that x’ E P), and R C_ Loo is cofinal upwards2 (i.e., for every x E L" 
there exists an x” E R with x” > x), then another equivalent condition is: 
8. For every x E Lw(5'), every x” E R and every evanescent sequence (A”) of 
subsets of Z (i.e., a sequence with An+’ 5 A" and &,“=, A") = 0): if 
x + x”lA” E P for each n E N (where 1~ denotes the O-l indicator of A, and N is 
the set of all natural numbers), then x E P. (When p(Z) < 00, evanescence can 
be replaced by the condition that p(A") + 0 as n 4 co.) 
Proof. Condition 5 obviously implies condition 6. 
Condition 6 implies condition 7, since ‘& is metrisable, and since m(Loo, L ') 
2A useful example is R = R, the space of constants. 
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is equivalent o 7,h on every bounded set. (The equivalence can be proved from 
the Dunford-Pettis Criterion. One metric for Ifi is given in [2, p. 1021 when p is 
finite; the sigma-finite case can be dealt with by introducing an equivalent finite 
measure.) 
The equivalence (of m(L”, L’) and ?;1, on bounded sets) also shows that 
condition 7 implies condition 4. 
Condition 7 obviously implies condition 8. To show that, conversely, con- 
dition 8 implies condition 7, take any bounded sequence (x”) in P with x” ---f x 
in Ifi, Note that XVX” := max{x,x”} E P. Since lattice operations are ob- 
viously 7F-continuous, x V x” -+ x in Ip. Since the sequence (x V x”) is boun- 
ded above by some x” E R, it follows that for any scalar E > 0 there exists a se- 
quence of the form x: = (x + 61~) + x” A~ with (A”) evanescent and with 1 
x: 2 x V x” (hence x: E P). Therefore x + ~15 E P by condition 8; and, when 
E -+ 0, this shows that x E P (since P is norm-closed). 0 
Proposition 3. Assume that (L, <,7) is a topological vector lattice, that 
W C X c L, and that X is I-closed, b oundedfrom below and minimum-invariant 
(i.e., x A x’ := min{x, x’} E Xfor every xandx’ in X). Furthermore, assume that 
W is comprehensive downwards relatively to X (i.e., ifx’ 5 x E W and x’ E X, 
then x’ E W). Then the following conditions are equivalent. 
9. W is I-closed. 
10. W n B is I-closedfor every order-interval, B, of L 
Proof. Condition 9 implies condition 10, since L+ (and hence B) is I-closed: 
see, e.g., [ll, V.7.21. To show that, conversely, condition 10 implies condition 9, 
take any net (x”) in W with x” --+ x in 7; then x E X. So, since X is minimum- 
invariant, X 3 x A x” < x” E W; and hence x A x” E W, since W is compre- 
hensive downwards (relatively to X). Also, x A x” + x in 7, since lattice op- 
erations are I-continuous: see, e.g., [ll, V.7.11. Since the net (x A x”) is order- 
bounded (above by x, and below by the bound on X), it follows that x E W by 
condition 10. 0 
Proposition 3 applies to LM with its usual order and the Mackey topology, 
since this is a (locally convex) topological vector lattice: see, e.g., [l, p. 5351. 
Again, in this case the result can be added to by using Ifi, the topology of con- 
vergence in measure. 
Example 4. Under the assumptions of Proposition 3 for L = L” with 7 = 
m(Loo, L’), each of the following conditions is also equivalent to the above 
conditions 9 and 10: 
11. W is sequentially m(Lm, L’)-closed. 
12. W n B is I,-closed for every closed ball (or order-interval) B c L”. 
13. W is I,-closed. 
In the case of X = L,“(Z), if W is norm-closed, then another equivalent 
condition is: 
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14. For every x 2 0 and every evanescent sequence (A”) of subsets of E, if 
xlZiA” E W for each n E N, then x E W. 
Proof. Condition 10 implies condition 11, since every w*-convergent sequence 
(and hence every m*-convergent sequence) is bounded. 
Condition 11 implies condition 12 because Iti is metrisable and equivalent o 
m(Lo3, L ‘) on every bounded set. This equivalence also shows that condition 12 
implies condition 10; so conditions 10,ll and 12 are equivalent. 
To show that condition 12 implies condition 13, take any sequence (x”) in W 
with x” ----f x in Ifi. Then x A x” E W (as in the proof of Proposition 3). Also, 
x A x” + x in $ (since lattice operations are I,-continuous). Since the se- 
quence (X A x”) is bounded, x E W by condition 12, as required. 
Condition 13 implies condition 9 because 7,1 is weaker than m(LOC, L’). In 
sum, this shows that each of conditions 11, 12 and 13 is equivalent to 
conditions 9 and 10. 
Condition 12 obviously implies condition 14. Finally, we show that con- 
dition 14 implies condition 13. Since x A x” + x in Ip, for every E > 0 there 
exists a sequence of the form xJ = (x - cl~)+l:\~. with (A”) evanescent and 
with xJ < x A x” E W (hence xJ E W). So (x - 61~)~ E W by condition 14; 
and, when E --+ 0, this shows that x E W, since W is norm-closed. 0 
3. APPLICATION TO INTEGRAL FUNCTIONALS 
A real-valued function U is continuous if and only if it is both upper and lower 
semicontinuous (u.s.c. and I.s.c.), i.e., if the sets {x : a 5 U(x)} and 
{x : U(x) 5 a} are both closed, for each a E R. The two localisation techniques 
lead therefore to a simple proof of Mackey continuity for a concave integral 
functional on L,“. 
Example 5. A concave integral functional has the form: U(x) = 
J, u(x(<), G(dE) for x E L$W RN), where (Z, A, p) is a sigma-finite measure 
space. Assume that the R-valued integrand U, defined on rWy x Z, meets the 
conditions of [l, p. 5351, viz., that the function <HU( x, <) is p-integrable (for 
every x E R T), whilst the function x H u( X, c) is concave, nondecreasing and 
continuous on [WY. Then U is m(Lm, L’)-continuous on Ly. 
Proof. Note first that the space L”(E, RN) of essentially bounded RN-valued 
maps can be identified with the space L”(E x { 1,2,. . . , N}) of R-valued func- 
tions. 
By Example 2 (the equivalence of condition 7 to condition 3), to prove that U 
is m(Loo, L’)-u.s.c., it suffices to show that U is I;,-U.S.C. on bounded subsets of 
L,“. This is because the set P := {x : Q 5 U(x)} is convex for any (Y E R (since 
u(., E), and hence also U, is concave by assumption). 
Similarly by Example 4 (the equivalence of condition 12 to condition 9, with 
7 = m(L”, L’)), to prove that U is m(L” , L ‘)-l.s.c., it suffices to show that U 
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is I,-I.s.c. on bounded subsets of L,“. This is because the set W := 
{x : U(x) 2 a} is comprehensive downwards, relatively to Lp, for any Q E R 
(since u( ., <), and hence also U, is nondecreasing). 
In sum, it suffices to show that U is I,-continuous on bounded subsets of 
Ly. Since IP is metrisable, take any sequence (xn) in L+” that is bounded from 
above by a constant x E Iwy and ‘&-convergent (i.e., convergent in the measure 
p) to a limit x. Then the function sequence <H u(x”(<), <) also ir,-converges to 
the function 5 w u(x(<), r) as n + 0;) (since u(., [) is continuous, on R,“). Since 
a(O, 5) I W(E), 0 < u(y, 8, and since both u(x, <) and ~(0, <) are integrable 
functions of <, it follows that U(x”) + U(x) by Lebesgue’s Dominated Con- 
vergence Theorem.3 
Comment. In Example 5, the simpler properties that if p(P) A 0 as n --t 00, 
then, for every x E Ly(Z), 
(1) U(x + c~l,_p) -i U(x) for (Y E R+ 
(2) U(xl+Ja) + U(x) 
follow straight from the sigma-additivity of the Lebesgue integral. For a non- 
decreasing U on L,“, these are respectively equivalent o: 
(3) U(x) > limsup U(x + all”) for a E R+ 
n 
(4) U(x) 5 limjnf U(X~~\~~). 
If U is also continuous for the supremum norm, then these properties are 
actually equivalent to, respectively, upper and lower semicontinuity for 
m(Lm, L ‘). This follows from Examples 2 and 4 and the definitions of semi- 
continuity, given before Example 5. 
4. ECONOMIC INTERPRETATIONS: CONSUMER PREFERENCES 
In economics, a function U on X c L can have the interpretation of a con- 
sumer’s utility function on a consumption set in a commodity space; and a 
concave integral functional on a Lebesgue space can be an additively separable 
utility. In the case of a utility function U on L?(Z), the equivalence of Mackey 
upper and lower semicontinuity to conditions (1) and (2) is of interest because 
the latter capture exactly certain standard economic assumptions about con- 
sumer behaviour. Their interpretation depends on the context. In the econom- 
ics of uncertainty, the set E ’ 1s a probability space of random events represent- 
ing the states of nature, and condition (1) or (2) means that the consumer 
disregards improbable gains or losses, respectively. (More precisely, he be- 
comes indifferent to them in the limit as they become improbable.) In the in- 
finite-horizon, discrete-time intertemporal problems set up in I”, the com- 
‘That U is I,-l.s.c., and hence m (L” , L’)-I.s.c., follows from Fatou’s Lemma without mono- 
tonicity or concavity of u. 
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modity space of all bounded sequences, these conditions mean that the con- 
sumer similarly disregards distant future gains or losses. To see this, note that 
for L = I”, with p equal to the counting measure on N (the set of all natural 
numbers, which represent ime periods), conditions (1) and (2) are equivalent o 
the convergence, to U((x(t))r i), of 
U(x( l), . . . , X(T); 0, 0, . . .) and 
U(x( l), . . . ,x(7); 1 + x(r + l), 1 + x(r + 2), . . .) 
as T --) 00 (which means that for large T the consumption flow truncated to the 
first T periods is nearly equivalent o the original flow, and also to the original 
flow increased by a bounded amount from period 7 + 1 on). Such interpreta- 
tions of Mackey continuity go back to [l, p. 5171. In [9, Example 4.11 the dis- 
counting of future gains is termed upper myopia or impatience - as distinct 
from lower myopia, which means the discounting of future losses. 
In [5] we introduce a third, continuous-time context: with s” = [0, T] rep- 
resenting a pricing cycle, condition (2) means that the consumption of a flow is 
harmlessly interruptible, i.e., that a short interruption causes only a small dis- 
utility. A similar interpretation applies when U is the production function of a 
producer using the flow in question as an input good. 
Mackey lower semicontinuity of preferences serves the purpose of density 
representation for the equilibrium price system [l]. In [lo, Assumptions IV and 
VI] the required continuity property is stated as in (2) here. This might appear 
preferable: being put directly in terms of the special sequences, this form of the 
assumption matches exactly the underlying economic insights, is sufficient for 
the argument, and even seems to be weaker. The weakening is, however, only 
apparent (as Example 4 shows). And stating the assumption in terms of a 
topology is essential for a satisfactory technical framework (e.g., to deal effec- 
tively with composite functions). 
5. OTHER ECONOMIC APPLICATIONS: PRODUCTION SETS 
When a technology is given by a convex production set P, the Krein-Smulian 
theorem (Part 2 G- 1 of Proposition 1) can be of great help in verifying that P is 
w*-closed. In the case of a single-output producer this amounts to verifying 
that the production function F is w*-upper semicontinuous (since P is the hy- 
pograph of F). Of course, the theorem is equally applicable with multiple out- 
put commodities. Indeed, it is particularly useful with a continuum of outputs 
such as a time-differentiated output good; and we use it in [7, Lemmas 2.2 to 
2.41 and [S, Lemma 5.11. 
The other localisation technique (Proposition 3) can help to establish the 
lower semicontinuity of a production function F (on L,). When L = L”, 
Mackey 1.~. continuity of F means - as we spell out in [6] - that the associated 
production set (the hypograph of F) meets the Exclusion Condition required 
for the density representation of equilibrium prices. Mackey lower hemi- 
continuity of a correspondence @: L+” -+ RN has the same significance when 
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the production set is {(-x,y) : y E @(x)}.~ (More generally, @ can be a corre- 
spondence from X, a closed subset of a topological vector lattice L’“, into an- 
other topological vector lattice L O” The set Q(x) can be thought of as consist- . 
ing of all the alternative ‘output’ bundles that can be produced from the ‘input’ 
bundle x. However, in applications y and/or x may have negative parts, for ex- 
ample when some commodities cannot be classified as net inputs or outputs a 
priori.) To see how the case of a production correspondence @ fits into the 
scheme of Proposition 3, recall that @is lower hemicontinuous if and only if the 
upper inverse image Q+(S) = {x E X : Q(x) C S} is closed, for every closed set 
S. Proposition 3 can be useful in verifying this, since Q+(S) is comprehensive 
downwards if @ is nondecreasing (i.e., if x 5 x’ implies Q(x) 5 @(x’), which is 
the case if free disposal of inputs is feasible). 
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