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ABSTRACT 
The space AP , p E r1 , 00 ) , is defined as the SpllC'(' of thosp functicms 
on the circle group T which are continuous and h:1v<.' / 1-summ:1hlC' FnurlL·r 
" 
transfonns. Each AP space will be normed by Np:f + ll!IL
0 
+ llfllp , 
under which it is a Banach space. In this thesis we shall be concerned 
with these spaces and both their Fourier (or convolution) and pointwise 
multiplier spaces. 
In Chapter 2 we consider the spaces AP in detail. In particular, 
we prove that AP, p E (1,2) is not an algebra and establish constructively 
the strict inclusion results 
and 
u AP~ Aq, if q E (1,2] 
- pE[ 1, q) 
n 
pE (q,2] 
q E [1,2) 
In Appendix B we identify the idempotent elements of (Ap, Aq). 
In Chapter 3 we consider the spaces (AP,Aq) of Fourier multipliers from 
AP to Aq . We identify M + FtP' as the strong dual of AP, and prove 
, 
that (AP,Aq) = M + Fip , if p E [1,2], q E [p,2] . In the case 
p E (1,2] , q E [1,p) we give a sufficient and several necessary conditions 
for membership of (AP,Aq) . In addition, we establish constructively the 
strict inclusion results 
(Aq ,Aq) i n (AP,AP) , if q E (1,2] 
p E[l,q) 
and 
u (AP,AP) ~ (Aq,Aq) ' if q E [1,2) . 
pE (q ,21 
In Chapter 4 we consider the pointwise multiplier spaces 
M[AP,Aq) , written M(AP) when q = p . It is proved there that 
M(AP, Aq) = { O} when 2 ~ p > q ~ l . Here, and in Appendix B ~ 
we establish various inclusion results fer these multiplier spaces and 
prove several results involving the translation-continuity of functions in 
M(AP) · With the aid of the results in Appendix A we obtain sufficient 
conditions for membership of M(AP) in such a way as to show that the 
functions so obtained are translation-continuous. In Appendix B we prove 
that M(AP) = M n C, pE[l,2] and discuss some consequences of this result. 
. p 
The material of 2.2 and that of 2.5 and Chapter 3 appear in [2] 
and [4] respectively. 
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CHAPTER 1 
NOTATION AND PRELIMINARIES 
1.1 General references 
The symbol G will always denote an LCA (locally compact 
abelian Hausdorff) group and will possess typical elements 
a,x,y, .. . , and identity element O . The dual group of G will be 
denoted by r . We shall write A for a Haar measure on G. When 
G is compact A will be normalised to have total variation equal to 
1 . Where no confusion arises we abbreviate JGf(x)dA(x) by 
Ia f(x)dx . 
In what follows we reserve the symbols R,C,Z for the additive 
groups of the real numbers, the complex numbers, and the integers 
respectively. We also reserve the symbol T to denote the circle 
group, by which we mean here the quotient group R/2nZ . For details 
of this identification and its implications we refer the reader to 
either 1.SJ or [12] . For simplicity we shall replace a ET with 
that element x of [0,2n) for which a is the coset x + 2,rZ . 
We shall henceforth be concerned almost exclusively with analysis 
on the compact group T and its (discrete) dual group z . 
' 
the Haar 
measure on T is given by 1 2TI µ , where µ is Lebesgue measure on R 
restricted to [ 0,2n) and the appropriate identification is made as 
mentioned previously; that on Z is just the usual counting measure. 
With these choices of Haar measures Parseval's theorem holds. 
) 
For Fourier analysis our main references will be [ 5 ] and [23], with 
our notation in most cases following the former. For general 
functional analysis our background references will be [ 6 ] and [17 ]. 
1.2 Definitions and notation 
In this section we collect together some of the most frequent l y 
used basic definitions and notation ; these will remain standard 
throughout. 
1.2.1 SPACES OF FUNCTIONS, MEASURES AND DISTRIBUTIONS 
00 
We denote by C,C ,V respectively the space of continuous 
functions, the space of infinitely differentiable functions, and the 
space of distributions on T. We consider that C is equipped with 
the uniform topology; C00 has the topology defined by the metric 
d : (f:,g) -+ llf - gll (oo) , where 
llf - gll (oo) = 
with 
00 
-k . - 1 I 2 . lit - gll <k) (1 + ll t - gl l Ck) ) 
k-0 
. 
' 
and V has its usual topology as the strong dual of C00 • 
When p E [ l, 00 ] , LP(G) will denote t he normed Lebesgue space 
of equivalence classes of functions; denote its norm by II · IIP . 
As is customary, we wri te LP and tP in the cases G = T and 
G = Z respectively. Also, p' wi ll denote the exponent conj ugate 
to p . that is 1 ' = 00 00' = 1 and l+ _!_= 1 for p E (1, oo ) 
' ' p p' 
A 
If f E L1 (G) we write f for the Fouri er transform of f 
' 
defined on r by 
f(y) = t f(x) y (x) dx 
We shall give II " II a dual role. If the funct i on g on r is a 
Fourier transform then g will denote that funct i on on G whose 
transform is g; in other words, the "inverse" transform of g . 
The Fourier transform can also be def i ned f or distributions. 
Letting denote the charact er of T gi ven by 
we define the Fourier transform of a EV v i a the duality relation 
a(n) =<a, e > 
-n 
4 
A will denote the subspace of C cons i s ting of those func tions 
" f in C for which L lf(n) I < 00 Under the norm 
nE Z 
,.. 
f -+ 11 fll
1 
, A i s a Banach algebr a i sometrically isomorphic to 
5 
M and PA! will denote respectively the space of complex Radon 
measures and the space of complex pseudomeasures on T, and they will 
be equipped with their usual topologies as the strong duals of C and 
A respectively. 
For p E [l, 00 ] we use Flp to denote the space of those distribu-
tions whose Fourier transforms belong to fP Each Flp is a Banach 
A 
space under the norm cr-+ llcrll • p Note here that we can make the 
identifications Fl1 = A and Fl00 =PM. Also, for p E [1,2], the , 
' Hausdorff-Young inequality ensures that Flp c LP . 
We are now in a position to introduce the spaces AP with which 
we shall be primarily concerned throughout this thesis. These spaces 
are defined by 
AP = C n Ff P , p E [ 1, 00 ) • 
It is not difficult to verify that AP is a Banach space under the 
norm N , given by p 
A 
Np : f-+ l!f!J 00 + !lfllp ; 
and that we can make the identifications A1 = A and AP= C for 
p E 12, 00 ) • Note also that TP, the space of trigonometric polynomials 
on T, is dense in AP. Because of its frequent occurrence in what 
is to follow we shall find it convenient to write The 
G 
space A8 may be regarded as a Frechet space with defining seminorms 
f + N (f) , where (pk);=l is any sequence satisfying pk > 1 and pk 
pk 't 1 . 
and 
We take this opportunity to note that for f E AP and n E Z, 
N (e f) p n = N (f) . p 
(1.2.1) 
(1,2,2) 
Also, (E will denote the characteristic function of the set E • 
1.2.2 TRANSLATIONS AND REFLECTIONS 
For a E G and a function f on G we define the a-translate 
T f of f by 
a 
T f: x + f(x - a) , for all x E G; a 
V 
and the reflection f of f by 
\; 
f: x + f(- x) , for all x E G. 
For a EV and a ET the corresponding definitions for 
V 
and a are given by the duality relations 
T 0 
a 
7 
< T a g > = < a T g > 
a ' ' a 
and 
~ V 
< a g > = < 0 ~7 > 
' ' ' 
where these are to hold for all g E C00 
A normed space S of distributions will be called translation -
continuous if lim IIT a - oll = 0, for all o E S . 
a-+0 a 
1.2.3 LIPSCHITZ SPACES 
Suppose a E (0,1] . Then we define the following Lipschitz 
spaces: 
and 
·A = {f E C 
a 
A 1 = · {f E L 1 
a 
sup 
a.tO 
. sup 
. a;zO 
< 00} 
< 00} • 
(1.2.3) 
(1.2.4) 
The spaces A and C n A 1 are Banach algebras under the topologies 
a a 
defined by the respective norms 
II · II A f -+ lltll 00 + sup 
IITaf - fll 00 
a:;tQ I ala a. 
and 
11 · 11 /\ 1 f-+ llfll + sup 
II\/ - tll1 
00 a:;tQ !ala a 
It is worth noting here that TP is not a dense subspace of either 
A 
a 
or C n A 1 
a 
and hence that neither 
translation-continuous. 
1.2.4 CONVOLUTION 
A nor 
a 
C n A 1 
a 
is 
For measurable functions f,g on G their convolution f * g 
is given by 
f * g = I Tyf • g (y) dy • 
'G 
Among the properties of convolution it is worth particular note here 
that, if either of f,g is in C or C00 , then so is f * g . For 
further details the reader is referred to [5]. 
We shall need the notion of convolution also for distributions. 
We shall introduce this, as in [5], 12.6, by first defining 
00 
8 
for o EV, u EC and using this to define a * µ for 
o,µ EV. To this end 
a* u(x) =<a , V T U > . 
X ' 
and then o *µEV is given by 
< a * µ , u > ( 
* U
v)v > f 1 =<a, µ , or al 
; 
1.2.5 DIRICHLET AND FEJER KERNELS 
For f E Ll the trigonometric series L f(n)e 
n 
nEZ 
U E C00 , 
is called 
the Fourier series of f. Then, for any non-negative integer N , 
the N-th symmetric partial sum of the Fourier series of f is 
"' L f(n)e 
lnT:s;N n 
This N-th partial sum can be expressed as the convolution 
sf= D * f where N N ' 
(1.2.5) 
. 
sin(N + \)x/sin \ x , if x ~ 0 mod 21r , 
1.:nx 
e = 
2N + 1 , otherwise . 
00 
The sequence (DN)N=O is called the Dirichlet kernel; although we 
shall sometimes refer to DN itself as the Dirichlet kernel of order 
N • 
The N-th Cesaro sum aNf of the Fourier series of f is 
given by 
aJ! = (N + 1)-1 
' 
N 
I 
n=O 
s f 
n 
This Cesaro sum can be expressed as the convolution aNf = FN * f, 
where 
N 
FN(x) = (N + 1)-l I D (x) 
n=O n 
= Jnt~N (i lnl ) inx - N + l e 
10 
2 - 1 [ sin~ (N + l)x/sin ~ x] (N + 1) , x ~ 0 mod 2n , 
= 
N + 1, otherwise, 
I 
constitute the Fejer kernels. Remarks on nomenclature similar to those 
I 
made for the Dirichlet kernel will also apply to the Fejer kernel. 
There are many "listed" properties both for the Dirichlet and the 
I 
Fejer kernel. We shall conclude this section by obtaining some norm 
estimates related to the Dirichlet kernel, but first we shall introduce 
some more notation. If cf> and 1jJ are positive functions on 
{l 2 } • A-. ,I, "f d 1 "f Q < 1"nf ,I, A,..-1 <_ ,I, A-.-l < , , . . . we write 'I' "' '¥ 1 an on y 1 '¥ 't' sup '¥ 't' 00 • 
We now have the following results. 
1.2.6 LEMMA. Suppose p E (1,2) . Then 
II DNII oo = 2N + 1 "'N (1.2.6) 
' 
1 1 
-
-
" (2N + l)p Np llDNIIP = "' (1.2.7) 
and 
1+l · 
" II [DN 2) lip "' N p (1.2.8) 
Proof. Both (1.2.6) and (1.2.7) are immediately apparent from 
the definition of DN. We shall prove (1.2.8) here. 
= !Iv * v IIP N N p 
p 
= L 2N + 1 - lnl jnj~2N+l 
1 l 
2N 
= (2N + l)p + 2 L np (1.2.9) 
n=l 
Making use in (1.2.9) of the result 
(p + 1)-1 (k - l)p+l ~ k l np ~ (p + l)-1 kf+l' 
n=l 
we obtain 
2(p + 1)- 1 (2N - l)p+l ~ 
from which (1.2.8) follows. ll 
1.2.7 RUDIN-SHAPIRO POLYNOMIALS 
The Rudin-Shapiro polynomials were first introduced for T (see [ 29]) 
and were then defined for all infinite LCA groups (see [ 16 ] , (37.19) (6)). 
Recently Price and McMullen in [25] have introduced analogous Rudin-
Shapiro sequences for infinite compact non-abelian groups. 
We shall be concerned here with the Rudin-Shapiro polynomials on 
T. These will prove to be a key tool for some of the work of Chapter 
2 . In [23], p.33 the Rudin-Shapiro polynomials 
are defined by 
p = 
m 
£ (n)e 
m n ' 
P , m = 0,1,2, ... , 
m 
where £ (n) E {-1,1} are chosen in such a way that 
m 
12 
!IP -11 ~ }z(m+l) and 
m oo 1
1 p 11 = 2m Ip . 
i m p (1.2.10) 
* f f h · h 2m 2m+ 1 We define here P = P or the unique m or w ic ~ v < . 
V m 
Then 
( 1. 2. 11) 
and 
1 m 1 1 
V p ~ (1.2.12) 
1.3 Multiplier spaces 
In the following chapters we shall consider two different types 
of multipliers, namely Fourier (or convolution) multipliers and point-
wise multipliers. 
1.3.1 FOURIER MULTIPLIER SPACES 
/ Suppose here that E and F denote Banach or Frechet spaces of 
distributions on T which are invariant under translations. By a 
Fourier multiplier from E to F we mean a continuous linear 
operator which commutes with translations. The problem of identifying 
the Fourier multipliers for particular _spa~es E and F began with 
Fekete in [ 11] and has been considered since by many others, The 
interested reader is referred here to [24] and to [ 5 ], Chapter 16 
and the many references given in each of these. In [19], Hormander 
showed that such operators can be written as convolution with an 
1 3 
appropriate distribution. We shall denote the space of such distribut i ons 
by (E,F) and refer to ¢ E (E,F) as a Fourier multiplier from E to 
F . We shall of course be primarily concerned with the cases wher e E 
and F (not necessarily equal) are AP spaces for some p E [ 1, 2 ] . 
00 
A fP We denote by M the space of all f E L for which f * g E p 
whenever g E ,f__P; for f EM we express its norm llfllp.,p by 
A 
= SU p { II f * g 11 p 
p 
: g E RP and l} . 
M here is the special case (for G = Z) of the multiplier space p 
M (r) consisting of those p 
whenever g E L2 (G) n LP(G) 
f E L 00 (r) for which T f g E LP (G) 
A A 
, where (Tfg) = f.g . . In the general case 
By applying certain results from the (at present unpublished) book [ 9 ] 
we obtain sufficient conditions for certain functions to belong to 
M (r) . For the sake of completeness we include here (without proof) p 
the results required, in a form more suited to this thesis; see 
Theorem 1.3.4 and Corollary 1.3.5 below. We need first the following 
definitions. 
1.3.2 DEFINITION. (uk)kEZ . is a covering family in (or for) the 
LCA group G if and only if the following conditions are satisfied: 
(i) (uk)kEZ is a base of relatively compact measurable 
neighbourhoods of 0 in G such that u U = G and, for 
kEZ k 
14 
there exists a function 8 : Z ~ Z and a positive number b 
such that, for every k E Z, 
8 ( k) < k , 
and 
1 .3.3 DEFINITION. Suppose f E L1 (G) • Then we write 
J(f) = sup Js(f) 'where 
f3 
JS(f) = ;~& i l f<x - y) - f(x) I& . 
· S G\U 8 (S) 
1.3.4 THEOREM. Suppose f E L1(G) . Then~foP p E (l, 00 ) , 
A 2/p* A 
11 f II p , p ~ b B p max ( J (f) , 11 f 11 00) , 
* where p = min(p ,p ') and 
- 1 p)-1 ] 1/p [ 2p(16 - 7 p ) ( p -· 1) ( 2 -
' p E:. (1,2) 
B = 1 p = 2 p ' 
( 1. 3 .1) 
B , 
' 
p E (2' 00) . II p 
1 :1 
co 1.3.5 COROLLARY. Suppose ¢EL ( r ) and there exists a Requencp 
(f } co of integrable functions on G such that V V=l 
and 
K = sup max 
\) 
"' ¢ = lim f l.a.e. on r 
\) 
~ 
< CX) 
• 
Then~ for p E (l, 00 ) ' ¢EM (r) and p 
1.3.6 REMARK. Note here that in the case G = Z an appropriate 
covering family is formed by the neighbourhoods Uk, where 
{O} if k E Z and k > 0 
' 
Uk = 
{n E Z lnl -k} if k E z and k . < 2 . 
In this case we can take 6(k) = k - 1 and b = 3 . 
1.3.7 POINTWISE MULTIPLIER SPACES 
$ 0 . 
We shall suppose here that E and F- are sub spaces of L 1 . 
Then we say that f E L1 is a pointwise multiplier from E to F 
whenever f • E c F, where by f • E we mean {fg : g E E} . We 
denote by M(E,F) the set of all pointwise multipliers from E to 
F. When E = F we abbreviate M(E,F) to M(E) and s peak of the 
( J 
16 
pointwise multipliers of E. Again we shall be primarily concerned 
with the cases when E and F (not necessarily equal) are AP 
spaces for some p E [1,2 ] . Before proceeding to the main body of 
the thesis we shall prove the following result. 
where 
1.3.8 LEMMA. Suppose p~q E [1,2]. Then 
f · AP c Aq if and only if llfllM(p,q) < 00 
llfllM(p,q) = sup{Nq(fg) : 
Proof. (i) "only if" . 
g E TP and N (g) p ~ 1} . 
Suppose f· AP C Aq . 
' 
(1.3.2) 
Since 
1 E AP it fallows immediately that f E C . We may identify f with 
the linear operator vf : AP-+ Aq defined by 
vf: g-+ fg' for all g E AP. 
Now consider a sequence [g ) 00 from AP for which there are functions k k=l 
g E AP and h E Aq satisfying 
Since 
lim N (gk - g) = 0 and 
k-',{X) p 
N (.) p for all 
lim N (fg~ - h) = 0 • k-+oo q . ~ (l.3.3) 
P E [1,2 ] , it follows from (1.3.3) that 
and 
lim 
k-+«> 
Ilg - gll = o k co 
lim ll fgk - hjjco = Q 
k-+«> 
(1.3.4) 
(1.3.5) 
But f E C so that (1.3.4) implies that lim ll fgk - fgll
00 
= 0 
k-¥:tJ 
which, combined with (1.3.5), gives us that h = fg Thus, by the 
closed graph theorem, Vf is continuous; hence 
1 7 
(ii) "if" . Suppose 11 f I IM (p, q) < co Then it follows immediately 
that f E Aq. Now consider g E AP. We can, without loss of 
generality, consider g z O. Then, since TP is dense in AP, there 
exists a sequence from TP satisfying 
Also, for each k, 
(1.3.6) 
"' "' bounded in Since also = (fg) pointwise on Z it 
follows by use of Fatou~ lennna (see [34], p.26) that 
and hence, since fg EC, that fg E Aq. ll 
"' q (fg) E ,f_ . 
' 
Iii-,, 
1 8 
CHAPTER 2 
THE SPACES AP , p E [ l,oo) 
2.1 Introduction 
These spaces, defined previously in 1.2.1, are very interesting in 
their own right. In addition, they have a connect ion (which we shall 
not exploit here) with p-Sidon sets (see [10] and [21] ) and p-Helson 
sets (see [ 13]). 
As already noted, A1 = A and AP= C for p E [2, 00 ) so that AP 
is an algebra whenever p = 1 or p E [2, 00 ) • This leads one to ask 
whether or not AP is an algebra when p E (1,2) . In this context 
see [ 7], p.183. In private correspondence with us, Professor Y. Katznelson 
suggested in outline an existential proof that for p E (1,2) , AP is 
not an algebra. We have concentrated here on a constPuctive approach, 
the details of which will be given in 2.2 and may be found also in [4]. 
In this construction use is made of the Dirichlet kernel, the Rudin-
Shapiro polynomials and the various estimates for these obtained in 1.2.6 
and 1.2.7 respectively. 
In 2.4 we give a construction to show that the spaces AP , p E (1,2) 
L
oo 
are not among those subspaces of which were shown not to be algebras 
by Leon Brown in [3] . In 2.5 we again -make use of the Rudin-Shapiro 
polynomials to prove two strict inclusion results for the spaces 
AP, p E [1 ,2 ] . We then, in 2.6, give some miscellaneous results con-
cerning AP , p E (1,2) . These include a sufficient condition for both 
f and :r-1 to belong to AP and a proof that, for p E [1,2] , AP 
is not reflexive. 
1 9 
In Construction 2 .2 we need t he following (known) r es u lt . The proof 
given here involves the notion of spectrum which, for f E L1 , is de-
fined by 
s p (f) = {n E Z : f(n) z O } . 
2.1.1 LEMMA. Let s be a positive i nteger, ¢ a trigonometric 
polynomial of degree l ess than s , and lJ} any tr1igonometric polynomia l. 
Writ e 1Jl ( 2s) for the function x ~ 1Jl (2sx) on T. Then 
Proof. We can write 
a finite sum. Also, 
m ~ m' . Thus, by ( 1. 2 .1), 
and e 2 ,¢ have d i s joint spectra whenever sm 
2.2 AP 1s not an algebra for p E (1,2) . 
Given q . E [1,2) , functions f = f E A11 
o qo 
are constructed such that fg f Aq for every q 
and g = g E Aq 
q q ,qo 
q E [ l ,q
0 
] In 
particular, if p E (1,2) is not an algebra. 
Throughout the construction we assume that p E (1,2) , q E [1, 2) , 
and a1,a2, ••. will denote positive constants. 
2.2.1 CONSTRUCTION. and g 
n., p., q 
' ' 
and s 2 = 4n + l6nm1 . 
Since s 1 > n., Lemma 2.1.1, together with Lemma 1.2.6, (1.2.11) 
and (1.2.12)., shows that 
N (f ) ~ a1 [nm1\ + ) m) ) 5: a2 n (Z=p) 
p n.,p 
Similarly, since s2 > n., 
1 
( ) (2-q) N g ~ a3 n q n.,p.,q 
(2.2.1) 
(2.2.2) 
Again, since s2 > 2n + 2s1m1 and s1 _> 2n, we can use Lemma 2.1.1 
to obtain 
A 
II [tn,p gn,p,q) llq = 
It now follows that 
where 
K = 
, 
8q ~ 4 - 2q2 + pq 2 - 3pq + 4p 
q(2 - p)(2 - q) 
From (2.2.1), (2.2.2) and (2.2.3), 
, 
where 
(p - 1) (2 - q) 
0 = q(2 - p) 
We next estimate the size of sp [t ] and sp [g ] · 
n,p n,p,q · 
, 
sp[g ] c [-n, n + 2s2m2J . n,p,q 
(2.2.3) 
( 2. 2 . 4) 
Thus, according to the choice of s 1 and S2 specified above, 
(2.2.5) 
21 
11 
11 
22 
where 
p = 2(q - 1)/(2 - q) and T = (6(p+q) - 4(pq+2))/(2 - q)(2 - p) . 
Now define 
and 
where 
k(n) 
n-2 f 
q k(n),p(n) 
fn=N . f ) 
p(n), k(n),p(n) 
, 
0 
= S(n,q)gk(n),p(n),q 
gn, q N g q k(n),p(n),q 
, 
n2 
= 2 , p(n) = 1 + _!_ and S(n,q) 2n 
Then (2.2.4) gives 
where 
and so 
" 
II (t; g;,q] liq - 2 1'J ~ a 5n 2 , 
1'J = (2n + 1)(2 - q) 
4q(2 - 1/n) 
" 
II ( f~ g:, q) II q + OO as n + OO • 
= -~(2-q)n/2q 2 . 
(2.2.6) 
-l 
I 
' ") ' ; , ) 
For each f EC the function p ~ N (f) p is decreasing f o r p > 1 , 
so that the formula 
-
2N [t 
= n p k(n), (n) 
Np(n) fk(n),p(n)J 
shows that to any p > 1 corresponds an integer n 0 (p ) such that 
(2.2. 7) 
Also 
(2.2.8) 
0 0 
Finally, let f = e f 
n v n 
n 
and gn,q = gn,q, where the integers 
v = v will be chosen appropriately to ensure that the f have 
n n,q n 
0 
pairwise disjoint spectra, and consider 
00 00 
= and gp = gq q 
, 0 
(2.2.9) 
By (1.2.2) and (2.2.7) 
00 
N (f) ~ 
n~1NP (fn) p 
= Jtpk~) 
n (p) 
0 
~ 
nil Np (f~) + l ..;;.2 n 
n>n (p) 
0 
< oo for all p > 1 , 
II 
and so f EA . Similarly, by (1.2.2) and (2.2.8), 
00 
Nq(gq) ,; n~l Nq(gn) 
00 
• l N [g 0 ] 
n=l q n,q 
00 
~ l S(n.,q) 
n=l 
< 00 
so that g E Aq for q E [1,2) q 
By ( 2. 2. 9), 
00 
f:g = \ f 
q r., 1-= 1 r g k., q 
00 
= l f g ,·· + l f g • 
m=l m m.,q (r.,k)~(m.,m) r k.,q 
Let 
S = u{sp(f0 ) u sp(g 0 ) : q ~ q} 
n.,qo n n.,q 0 
= u{sp(fk(n).,p(n)) u sp(gk(n).,p(n).,q) : 
Then, for q $ q 
0 
, 
sp (f ) u sp (g ) c v + S , 
n n.,q· - n.,qo n.,qo 
24 
(2.2.10) 
(2.2.11) 
q $ q } . 
0 
2 '.) 
and 
Moreover (2.2.5) and (2.2.11) show that S is finite. 
n,q 
( J
oo o 
Now suppose v to be chosen to satisfy 
n,qo n=l 
[
2 V + S 
m, q m, q 
0 0 
+ S J n fv m,qo r,qo + S + V r, q · k, q 
0 0 
+ s J = 0 k,q 
0 
whenever (r, k) ~ (m,m) . (2.2.12) 
A 
Then, for every q ~ q 
0 and every m = 1,2,3, ... , (fgq) and 
A 
[frrfJm,q) agree on the support of the latter, and (2.2.10) shows that 
' 
the last step by (1.2.1). Hence, by (2.2.6), 
II (f g qf 11 ~ = 00 , for all q E [l,q ] 
0 
Reverting to (2.2.12) it is not difficult to check that (omitting 
explicit reference to q
0
) it suffices to choose v1 E Z freely, and 
to make a choice of v ,n = 2,3, ... , by recurrence to satisfy 
n 
vn+l E Z\Sn'fv 1 , ••• , v; q) I.. n o 
and 
' 
where 
S'(u 1 , n . . . ' u . n' qJ = u i-5:n (u.+S. +S -S l ~ ~,q n+l,q n+ ,q 0 0 0 
u u (2u. - u. + S + S 
i-5:n ~ J n+l,qo n+l,qo 
j -5:n 
- s ) 
n+l, q 
0 
S" [u 1 , • • • , u ; q ) = u (u. + u. + S. + S. - S 1 n n o • • ~ J ~, q J, q n+ , q - s ) n+l,q 
~'5J -5:n o o o 
for every n = 1,2, ... , and every ( U 1 , • • • , U ) E Zn . 
n 
0 
2.2.2 REMARK. The preceding simple construction encounters 
difficulties if one tries to handle all q < 2 in one move. This is 
because the sets S = u {sp(f 0 ) u sp(g ·o) : q < 2} are infinite, and 
n n n.,q 
it is no longer clear that integers 
analogue of (2.2.12) is satisfied. 
v can be chosen so that the 
n 
However, in 2. 3 . we shall combine the result in Construction 2. 2. 1 
with category arguments to indicate for q E [1,2) the existence of 
f E A11 and g E Aq q for which fg i Aq. q 
2.3 Extension of Construction 2.2.1. 
From Construction 2.2.1 we have that, for r = 1,2, .•• , 
3 f E A11 
r (2 .. 3 . 1) 
We wish to make use of (2.3.1) to show that 
3f EA# such that f ~ M(Aq) , Vq e I
00 
= [ 1,2) = 00 u I 
r=l r • 
(2.3.2) 
Using Lennna 1.3.8 we see that (2.3.1) is equi valent to saying that, for 
r == 1,2, •.. , 
3 f E A11 
r such that inf llfrllM(q q ) = 00 qEI , 
r 
(2.3.3) 
27 
and that (2.3.2) is equivalent to 
3 f E A11 such that inf llfllM( ) = 00 
qEI q, q 
CX) 
(2.3.4) 
What we shall actually prove is that if (2.3.2) is false then (2.3.1) 
is false. In our proof we need the following lennna. 
2.3.1 LEMMA. Let r,s denote -positive integers. Then 
V = · {f E A11 I inf llfllM(q,q) ~ s} r,s qEI 
r 
. 
closed in All • U3 
Proof. Consider a sequence (f .)~ 1 from V which converges J J= r,s 
f . A# to in • For each j = 1, 2 , ... , inf 11 f j 11 M ( q, q) ~ s so that 
qEir 
given 8 > 0 we can choose a sequence (q )00 for which j j=l 
By considering a subsequence of 
suppose that q. 7 q in I 
J r 
and so by (2.3.5) 
Since 
N (f .g) q. J 
J 
N (g) q. 
J 
N q. (f J.g) 
J 
N (f .g) q . J 
J 
~ 
= 
(2.3.5) 
( q .) 
J 
if necessary we can, and shall, 
Now for all g E TP,g ~ 0, 
(s + 8 )N (g) (2.3.6) q. 
J 
... 
11 f jg 11 CX) + 11 (f J.g) II q. (2.3. 7) 
J 
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and (f .) -+ f in A11 , i t follows that, in C , (f .) -+ f <-1nd h nee 
J J 
(f .g)-+ f g . We then have 
J 
1 ~ II t jg 11 00 = 11 t g II 00 • 
J 
By (2 . 3.6) and (2.3.7) 
1 
[ I I Ct .g) " en) I q jJ q j $ nEZ J (s + 8 )N (g) - 11 f .g II · q . J 00 J 
Thus, for K = 1,2, ... , 
(s + 8)N (g) - !If nll q . J".:J 00 ' 
J 
which is 
1 
[ 
" " q.]q. l I l fj(n-m)g(m)I J J 
In T $K mEsp(g) 
$ ( s + 8 ) N (g) - 11 f .g II · q. J 00 
J 
(2.3 . 8) 
(2 . 3.9) 
Letting J -+ 00 and noting that 
and ( 2. 3. 9) that 
lim N (g ) = N (g) we see by (2.3.8) j qj q 
(2.3.10) 
') q 
By letting K ~ 00 in (2.3.10) we obtain 
(s + o )N (g) - 11 fg II , q 00 
which says that 
consequently 
ll!IIM(q_,q) ~ (s + o) • (2.3.11) 
Because (2.3.11) is true for any o > 0 it follows that 
ll!IIM(q.,q) ~ 8 which, since q EI , gives us that f EV r r.,s 
as required. // 
We are now in a position to prove that if (2.3.2) is false then 
(2.3.1) is also false. 
Proof. If (2.3.2) is false then by (2.3.4) we have that 
inf llfllM(q.,q) < 00 , for all f E A11 
qEI(X) 
00 
which, since I = 
CX) 
u I , 
r 
r=l 
is equivalent to 
inf inf 11 f II M(q., q) 
r qEir 
< CX) 
' 
II for all f EA . 
For V as in Lemma 2.3.1, (2.3.12) - gives us that 
r., s 
CX) 
(2.3.12) 
u V 
r., s 
Clearly the reverse inclusion holds so that 
r., s=l 
CX) 
u 
r s=l ., 
V (2.3.13) 
r., s 
By (2.3.13), Lemma 2.3.1 and Baire's Category theorem, at least one of 
the sets V 
r., s 
. All . has non-empty interior relative to Hence there 
exist natural numbers r and s , a function f E A11 , and real 
0 0 0 
numbers a> 0 and p > 1 satisfying 
0 
Now choose N (g - f ) ::; ~a • p O 0 
0 
g E TP 
0 
satisfying 
inequality, (2.3.14) and the definition of V , 
r ,s 
0 0 
::; s 
• 0 
We now see that for g E TP, 
A 
::; l N (g (n)e g) 
l ) q o n nESp g 0 
= L I~ (n) IN ( e g) 
nEsp(g o) o q n 
the final step by (1.2.2); hence 
< 00 
A 
Writing l lg (n)I = Y , we have by (2.3.16) that 
nEsp(g J 0 
0 
By the triangle 
(2.3.15) 
(2.3.16) 
(2.3.17) 
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If h EA# satisfies then, by (2.3.15), 
inf 
qEI 
r 
(2.3.18) 
0 
0 
For q E Ir , the triangle inequality together with (2.3.17) 
0 
gives us that 
~ Ilg +hllM( ) +y; 
0 q,q 
and so, by (2.3.18), 
inf 
qEI 
r 
::;s +y 
0 
(2.3.19) 
Replacing 
0 
h by ~a h/N (h) 
Po 
in (2.3.19) we have that 
1 ( ) II ~ 2a- s 
O 
+ Y N (h) < 00 , for all h E A , 
Po 
which provides a contradiction to (2.3.3) and hence to (2.3.1). II 
2.4 Construction of f EA# with Fourier series divergent at a 
point. 
00 
For f E L we shall write llfllu = -sup 
N 
II sNfll
00 
and denote by 
for which llfllu < OO We shall 0 
CX) 
the Banach space of those f EL u 
denote by ll. the space of functions with uniformly convergent 
Fourier series. u is the closed subspace of u 
0 
generated by the 
trigonometric polynomials; it is a Banach space with norm II · II U • 
Finally, we denote by UT the subspace of U consisting of those 
f EU for which f(n) = 0 for all n < 0. (The T here indicates 
f E UT that each can be written as a Taylor series.) I n [ 30 ] 
R. Salem showed that there exi sts f EU for which f 2 i U • He 
t hen asked if U here could be r ep l a ced by and this ques tion 
32 
was answered affirmatively by J-P. Kahane a nd Y. Katznelson in [ 22 ] . 
Salem's result proves simultaneously that U i s no t an algebra and 
that the space M(U) of pointwise multipliers of U is not the whole 
of U • In [ 3 ] Leon Brown used Salem's resul t to show tha t any closed 
subspace of LJ that contains and i s not an algebra. We 
0 
now make use of a construction due to Fejer (see [ 34 ] p .299 , or [SJ, 
10.3.1) to show that there exists f E A#\U
0 
; and hence that Brown's 
result cannot be used to prove that AP ,p E (1 , 2), is not an algebra. 
2.4.1 CONSTRUCTION (Fejer). For i n tegers r and q satisfying 
r > q ~ 1 let Q(x,r,q) denote t h e trigonometric polynomial defined 
by 
Q(x,r,q) = 2 sin rx 
= 
cos (r-9...)x 
q 
00 
q l k-l 
k=l 
+ . . . 
sin kx 
+ 
cos(r- l)x 
1 
cos(r+q_)x 
q 
cos (r+l)x 
1 
Since the partial sums of \ -1 l k sink x are uniformly bounded (see 
k= l 
[ S J , 7.2.2) the Q(x,r,q) are uniforml y bo unded . 
Suppose now that (rk) ; =l and (qk);=l are s equences of i n tegers 
sat i sfying 
(2.4.1) 
Suppose further that (a k) ;=l i s any sequence of complex numbers 
for wh ich 
and 
CXl 
lim inf !ak jlog qk > 0 
k->,<x) 
(2.4.2) 
(2.4.3) 
One possible choice satisfying (2.4.1), (2.4.2) and (2.4.3) is 
k 3+l 
r = 2 k 
Now consider the function f defined by 
00 00 
(2.4.4) 
(2.4. 5) 
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Because of (2. 4. 2) and the uniform boundedness .of the Q(x.,r., q), the 
series (2.4.5) is uniformly convergent; and hence f EC • Writing 
.sk = sp(fk) , (2.4.1) ensures that the Sk are pairwise disjoint. 
We can combine this with the uniform convergence of (2.4.5) to obtain 
A 
0 
' 
From this it follows that 
s f(x) = 
rk 
Hence 
ak cos vx 
r - v k 
(2.4.6) 
Thus, by (2.4.3), the Fourier series of f diverges at O ; and 
' 
which means that f 4 U 
0 
34 
We shall show now that if f E C is constructed as just describ ed 
then f E A11 . By (2.4.6), for p > 1, 
00 
I L It ken) IP 
k=l nESk 
= 2 (2.4.7) 
By (2.4.7) and the convergence, for p > 1, of both 
00 
and 
CX) 
l laklp, l lf(n)lp < 
k=l nEZ 
00 
• and hence 
' 
f E A11 • Making 
the choice indicated in (2. 4. 4) we have f E A11\U , as required. 
0 
12.5 Strict inclusion results for AP., p E [1, 2] . 
As one might expect, the strict inclusion result 
holds for these spaces. In fact this inclusion can be strengthened 
to give both 
u AP C Aq if q E (1, 2] , 
pE[l,q) ~ 
(2.5.1) 
and 
Aq C n AP if q E [1,2) . ~ pE(q,2] 
(2.5.2) 
In this section we give constructive proofs to establish both (2.5.1) 
and (2.5.2). 
2.5.1 CONSTRUCTION. The strict inclusion (2.5.1). 
Consider a given q E (1,2] . Define fk E TP by 
sk pk e ., 
., q vk k = 0,1,2, ... , (2.5.3) 
35 
where the sequences (sk,q)~=O and (vk);=O will be chosen appropriately, 
the latter in such a way to ensure that the Sk = sp(fk) are pairwise 
disjoint. 
From (1.2.2), (1.2.10) and (2.5.3) we have 
(2. 5. 4) 
co 00 
it follows from 
(2.5.4) that a sufficient condition for f E Aq is that 
co 
8 2k/ q < co , k,q q E (1,2] . I k=O 
Put 
sk,q = (k+l)-2 2-k/q, k = 0,1,2, ... 
With this choice of Sk , (2.5.5) is satisfied since 
,q 
co 
8 2k/q = 
k,q l k=O 
We shall now show that, with 
co 
I <k+1)-2 
k=O 
< co 
(sk )cok as in (2.5.6), the 
,q =O 
(2.5.5) 
(2.5.6) 
associated function f i u AP • Since the series defining f 
pE[l,q) 
converges in 
A 
f k (n) ' n E sk , k = o,_1,2, . . . 
' A f(n) = (2.5. 7) 
0 
' 
n f. u sk 
' k 
where 
Ek(n) (k+l)- 2 2-k/q , n E Sk 
' 
A 
fk(n ) = (2.5.8) 
0 
' 
otherwise 
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Also, for fk defined as in (2.5.3), 
(2.5.9) 
so each Sk is a finite set with cardinality 
(2.5.10) 
Thus , ma king use of (2.5.7), (2.5.8) and (2.5.10), 
11,11: = I lt<n) IP 
nEZ 
00 
= I I ltk<n) IP 
k=O nESk 
00 
= l (k+l)-2P 2-kp/q 2k 
k=O 
00 
= l (k+l)-2p 2k(l-p/q) 
k=O 
= 00 for q €. (1,2], p E [1,q) . , 
and so f i u AP. 
pE[l,q) 
We still need to choose (vk) appropriately. By (2.5.9) it is 
sufficient to choose (vk) to be a strictly increasing sequence satisfying 
vk + 2k - 1, k = vk+l > 0,1,2, ... , (2.5.11) 
to ensure that the Sk ~ k = 0,1,2, ... , are pairwise disjoint. 
The condition given in (2.5.11) is satisfied when 
V = k 2k+l k = 0 l 2 , ' , , . . . , 
and our construction is completed. 
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2.5.2 CONSTRUCTION. The strict inclusion (2.5.2). 
The method employed here is similar to that used in 2.5.1. 
Consider a given q E [1,2) and define fk E TP by 
fk = (k+l)-l/q 2-k/q Pk e
2
k+l, k = 0,1,2, .... (2.5.12) 
For each such k write Sk = sp(fk) ; it is not hard to see that the 
Sk are pairwise disjoint. From (1.2.2), (1.2.11), (1.2.12) and (2.5.12). 
00 
Now put f = L fk. 
k=O 
Since 
00 
Np(f) S k!O Np(fk) 
that N (f) < 00 for all p E (q,2], and so f E p 
(2.5.13) 
we have from (2.5.13) 
Since 
the series defining f converges in AP for p E (q,2] , 
f(n) = (2.5.14) 
o , n i u sk 
k 
where 
(2.5.15) 
0 otherwise 
Thus, making use of (2.5.14), (2.5.15) and the fact that the Sk 
are pairwise disjoint, 
CX) 
= I I ltkcn)lq 
k=O nESk 
CX) 
= l (k+l)-l 
k=O 
= 00 • 
' 
so that f i Aq and our construction is completed. 
2.6 Some further results for AP spaces. 
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We shall denote by V[f] the total variation of the function f 
on T; and by BV the space of functions of bounded variation. Now 
(see [5], 2.3.6), 
lnf(n)I ~ 2~ V[f] for all n E Z , (2.6.1) 
and hence, if p > 1, 
f E f_P for all f E BV . (2.6.2) 
2.6.1 LEMMA. If f EC n BV then f EA# and~ for p E (l, 00 ) , 
( 
, ] 1/p 
Np(f) ~ llfllCX) + llfll~ + ~ V[f] , 
where l+...!...= 1 p p' 
Pr f Th f C Bv · 1 · f A# f 11 d · 1 f 00. at E n imp ies E o ows irect y rom 
(2.6.2) and the definition of A# . Using (2.6.1) and the fact that 
00 
L n-p ~ p/(p-1) = p' , for p E (1,oo) , 
n=l 
we have 
llfllp = lf(O) Ip+ L lf(n) Ip 
P nEZ\{O} 
00 
$ lf(O)jP + l V[f] L n-p 
1T 
n=l 
" , 
$ lf(O)jP + E..:._ V[f] 
1T 
, 
$ II !II~ + ~ V[f] 
Hence 
" 
Np (f) : 11 f II oo + 11 f II p 
[ ' J lip $ llf!l 00 + llfJj~ + ~ V[f] 
' 
as required. II 
Now consider p E (1,2) • 
(see [34],p.47) f(n) = o(lnl-a) 
If f E A1 with a E (p- 1 ,1] 
a 
and so f E Flp. Hence, if 
then 
f E C n A 1 with a E (p- 1 , 1] , then f E AP . In [ 1] Al par proved a 
(using different notation and terminology) the following result. 
2.6.2 THEOREM. Suppose that p E (1,2) , f EC n A1 with 
. a 
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-1 
a E (p ,1] and that the complex function F is holomorphic on an open 
set containing the range of f. Then F of E AP. In particular, if 
f does not vanish on T then the choice of F:z -+ z -I gives f- 1 E AP . II 
Actually, with our formulation, Theorem 2.6.2 can be proved directly 
by the use of Banach algebra techniques. 
We shall now prove some inclusion results which were communicated 
privately to the author by Professor Y. Katznelson. 
2.6.3 THEOREM. Let p~q E (1,2) . Then 
FtP.Ftq = Flr if and only if r ~ pq/(p+q-pq) . 
Proof. Since p E (1,2) and q E (1,2) we have 
and, so by [16], (20.18) 
. 
, 
hence 
Conversely, suppose that r is such that 
1 1 
-+- > l p q 
(2.6.3) 
A 1/ A 1/ 
By (1.2. 7) and (1.2.8), IID II - n P , IID II "'n q and 
n p n q 
II (D~)" llr,...,, nl+l/r . Hence for (2. 6 .3) to hold we must have 
[ 1 + 1 J nl+l/r = 0 nP q and so r ~ pq/(p+q-pq) . ll 
2.6.4 THEOREM. Let r~q E (1,2). Then 
Aq.Flp c Flr if and only if r ~ pq/(2+pq-p-q) . 
Proof. If f E Aq ~ q E (1,2) , then f.Fl 1 c Flq and 
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f.Fl 2 = Fl2 • By appeal to the Riesz-Thorin interpolation theorem we 
then have that for all a E (0,1) , 
f.Fl2/(2-a) = Fl2q/(qa+2(1-~)) ~ (2.6.4) 
If a= 2(p~l)/p then (2.6.4) gives 
f.Flp = Flpq/( 2+pq - p-q) 
and so 
Aq.FtP c Flr if r ~ pq/(2+pq - p-q) . 
4 1 
Conversely, suppose that r is such that 
A 
By (1. 2. 7), !ID II 
n p 
1/p 
,.., n . Also, combination of Lemmas 1.2.6 and 2.1.1 
with the estimates (1.2.11) and (.1.2.12) gives us that, for s > 2n, 
11 fD 2 P* J " II ,..., nl+l/r ml/r n m(2s) r , (2.6.6) 
and 
N (n P* J "'nl/q ml/q + nm~ 
q n m(2s) (2.6.7) 
Choose m = [n2(q-l)/(2-q)] . Then,by (2.6.6) and (2.6.7) respectively, 
II (n2 p* )" II ,..., nl+q/r(2-q) 
n mc2a) r 
and 
N (n p* ] ,..., nl/(2-q) 
q n m(2s) 
Thus for (2.6.5) to hold we must have that 
-1 -1 ( )1 
nl+qr (2-q) . = 01.._n (p+2-q)/p(2-q)) 
and so r ·~ pq/ (2+pq - p-q) • 
2.6.5 REMARK. The condition on r given in Theorem 2.6.4 is 
synnnetric in p and q even though Aq.Elp is not. 
2.6.6 COROLLARY. Let p~q E (1·,2) . Then 
(2.6.8) 
Proof. This result follows directly from Theorem 2.6.4 and the 
definition of AP. ll 
\ 
I 
t 
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2.6.7 THEOREM. Let p E (1,2) and q E (1,2) . Then 
Ap.Aq c F.tr only if r ~ 4(E+~-l) - 3Eq 
-
p+q - pq 
Proof. For p,q E (1,2) put 
f = D p* 
n m1 (2s1) and 
= D p* g n m2 (2s2) ' 
where 
m1 = [n2 (p-1) I (2-p) J and l 2(q-l)/(2-q)l m2 = n 
' 
-
and S1 , S2 satisfy 
Then, by Lennna 1.2.6, Lemma 2.1.1 and the estimates (1.2.11) and (1.2.12), 
and also 
N (f) "' n l/ ( 2-p) 
p 
and N (g) "'nl/( 2-q) 
q 
II (fg), llr = II [v~ P:1 (2s 1 ) P;2 (2s 2Jllr 
. 
' 
(2.6.9) 
,.., nl+r-1 + 2(3p+3q-2pq-4)r- 1 (2-p)-1 (2-q)- l 
. (2.6.10) 
Hence if Ap.Aq, c Flr then, by (2.6.9) and (2.6.10), 
and so r ~ 4 (E±cz-l) - 32q 
p+q - pq 
l 
I 
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2.6.8 REMARK. If p E (1,2) and AP. AP c Ar then, by Theorem 
2.6.7, r ~ 3 2/p > p ; it follows from this that AP is not an 
algebra for p E (1, 2) . ll 
We shall conclude this chapter with two theor ems, the first of 
which shows that AP, p E (1,2) , is translation continuous ; this will 
be used in Chapter 4. 
2.6.9 THEOREM. For each f E AP the function a~ Tdf . 1-8 
continuous from T to AP, p E (1,2) . 
Proof. Without loss of generality we need show continui ty only at 
0. Consider f E AP, p E (1,2) . Since,for all a E T, 
and 
lim II T J-flLX) = 0 
' a+O 
we need prove only that 
lim II [TJ-f)' llp = 0 . 
' a+O 
which follows immediately by the Lebesgue dominated conve rgence 
theorem. // 
In 3.2 we show that the strong dual qf AP may be identified with 
, 
the space M + Flp . We anticipate this result in the proof of the 
f ollowing theorem. 
2.6.10 THEOREM. AP , p E [ 1,2 ] , is not reflexive. 
Proof. Consider the sequence ( ) CX> ke 2 n n=l of functions in the unit 
bal l of AP , p E [1, 2 ] . Now suppose t ha t some subsequence 
( !.::e ]
00 
of 2 
nk k=l 
( ) 
00 
k e 2 
n n= l i s weakl y convergent in AP , to g E AP say. 
\ 
l 
, 
Then, for all o EM+ Flp , 
lim < o, ~e > = <o, g >; 
k-+<:xJ nk 
I 
and, in particular (since AP c M + Flp) , 
lim < g 
k-+<xl 
, ~e > = < g, g > • 
nk 
By (2.6.13) and the Riemann-Lebesgue lemma it follows that 
< g, g > = 0 and hence g = 0. However, there exist 
0 E 
, 
M + Flp which do not satisfy lim < o, ~e > = 0 
k-+<:xJ nk 
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(2.6.13) 
(the 
Dirac measure at O for instance) so we have a contradiction. Hence 
the unit ball of AP is not weakly compact and so, by [28], Corollary 
3, p.73 together with Sm~lian's theorem, AP is not reflexive. // 
~ I 
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CHAPTER 3 
THE FOURIER MULTIPLIER PROBLEM FOR AP, p E [1,2] 
3.1 Introduction 
By a Fourier multiplier from AP to Aq, p E [1,2] , 
q E [1,2] , we mean a continuous linear operator T:AP 7 Aq which 
commutes with translations. As can be seen from [5], 16.3.1, to each 
multiplier T:Ap 7 Aq there corresponds a unique distribution <P such 
that T ts (the restriction to AP of) the operator T<P defined by 
T <Pf = <P * f • 
We denote the space of such distributions cp by (AP,Aq) and refer to 
cp E (AP, A q) as a multi plier f ram AP to A q . Since TP is dense 
in AP, a distribution <P belongs to (AP,Aq) if and only if 
N (<P * f) s canst. N (f) , for all f E TP. (3.1.1) q p 
In particular, a distribution ¢ belongs to (AP,c) = (AP,A2) 
if and only if 
ll<P*fll
00 
s canst. NP (f) , for all f E TP ; (3.1.2) 
-
or (using the translation invariance of 
and only if 
N ) what is equivalent, if p 
l<P*f(O)j ~ canst. N (f) , for all f E TP. p (3.1.3) 
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(AP) I We define to be the set of linear functionals l on TP such 
that 
jl(f)I ~ canst. N (f) , for all f E TP. p 
Since TP is dense in AP, the restriction to TP gives 
P (AP) , • a one-to-one map of the dual of A onto 
3.2 The multipliers (AP~AP) , p E [1,2] . 
(3.1.4) 
In order to identify these spaces we first prove two lemmas. 
Proof. · Since, for p E [l, 2] , AP c C with a continuous injection, 
we have that (AP,AP) C (AP,cJ • Conversely, suppose ¢ E (AP,c) ' 
p E [1,2] . Then, by (3.1.2), for all f E TP 
hence for all n E Z 
A A 
I¢ (n) .f(n) I $ II ¢*f II 
co 
Put f = e in (3.2.2) to get 
n 
" 
~ canst. N (f) . p 
j¢(n) I $ canst. for all n E Z. 
Thus ¢ E PM and, for all f E TP, 
A A A A 
ll¢•fllp $ 11¢1100 llfllp 
(3.2.1) 
(3.2.2) 
(3.2.3) 
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Combination of (3.2.2) and (3.2.3) shows that 
N (¢*!)~canst. N (f) , for all f E TP; p p 
our proof. // 
3.2.2 REMARK. In view of what was said in 3.1 there is a one-to-
(AP) ' and one correspondence l ~ ¢ between 
for all f E TP, x ET 
which is equivalent to 
l(f) = ¢*f(O) , for all f ET 
under which 
. 
) 
, 
3.2.3 LEMMA. To every l E (AP) corresponds µ E M and 
0 E 
, 
F1i.P such that 
l(f) = µ*f(O) + o*f(O) , for all f E TP. 
The converse is also true. 
Proof. Define 
" s = { (f, f) E C X ,e_P: f E TP} • 
Take l E (AP) , and define a map l' _on _ S by 
" l , : (f 'f) -+ l (f) . 
l' is clearly linear; and since 
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,... 
ll'(<f,f) ) I = (l<f) f 
~ canst. N (f) p 
,... 
= canst. (ll f ll 00 + ll f llp) 
' 
l' is continuous on s as a subspace of C X .R.P Thus, by the 
Hahn-Banach Theorem, l' can be extended to a continuous linear 
functional on the whole of C x [P . Denote t his ex t ens i on by l' also. 
The mapping f + l'[(f,O)) is a continuous l i nea r func t ional on 
C, so it can be represented by a measure, µEM , such that 
l'((f,O)) = <µ,f> = µ*f(O) , for a ll f E C . (3. 2.4) 
Also, 8 + l'((O,e)) is a continuous linear fu~c tional on tP so it can 
, 
be represented by a E iP , such that 
l'((O,e)) = I a(n)e(n) 
nEZ 
, 
Define d E Flp by 
a(n) = a(n) , for all n E Z. 
Then, for f E TP, 
0 *f = l 
nEZ 
,... ,... 
a(n)f(n )e 
n 
. 
, 
thus, using (3.2.5), we can write 
A A 
a*f(O) = l a(n) f (n ) = l'[(O , f)) 
nEZ 
(3.2 . 5) 
(3.2.6) 
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Combination of (3.2.4) and (3.2.6) gives, for all f E TP, 
" l (f) = l ' ( (f, 0)} + l ' ( ( 0, f) ) 
= µ*f(O) + cr*f(O) , 
' where µEM and cr E Flp · 
' Conversely, suppose µ E M and cr E Flp and consider the map 
defined on TP by 
l:f ~ µ*f(O) + cr*f(O) • 
' Then l E {AP) , since for all f E TP, 
ll(f)J s Jµ*f(O)! + lcr*f(O)j 
" " 
s llµIIM ll!ll 00 + llcrllp' lltllp 
~ canst. N (f) p • II 
3.2.4 REMARK. Lemma 3.2.3 provides the identification of the dual 
' of AP with M + Flp , which was promised in 2. 6 .10. This dual space 
was considered independently, and in a different context,by Gregory in 
[13 J. II 
We are now in a position to prove the following result. 
3.2.5 THEOREM. Suppose p E [1,2] . Then 
Proof. By Lemma 3.2.1, (AP,AP) = (AP,c) . From Remark 3.2.2 
it follows that <t> E (AP,c) if and only i f 
<t>*f (x) = l ( T f ) 
-x 
, for a ll f E TP, X E T , 
50 
for some f E (AP) , . Thus, by Lemma 3.2.3, q> E (AP ,C) if and only 
I 
if there exist µ E M and CJ E FiP such that, for every f E TP and 
every X E -: T , 
= µ*f(x) + CJ*f(x) . 
This signifies that <t> =µ+CJ. ll 
3.3 Strict inclusion resu l ts for (AP,AP) , p E [1 , 2] . 
Since N 
r 
is stronger than N 
s 
if r < s , ) it follows easily that 
, , (Aq) ~ (AP) whenever 1 s p < q s 2 . Wha t we shall do here is first 
prove aonstructively two (strong) stri ct inclus ion resul ts for the spaces 
, (AP) , p E [1,2], and then use these to prove t wo corresponding strict 
inclusion results for the mul tiplier spaces (AP,AP) , p E [1,2] . The 
, 
strict inclusion resul ts we shall prove for the s pa ces (AP) , p E [1,2] , 
are the following: 
and 
n (AP) 
pE [ l,q) 
, 
i f q E ( 1 ,2 ] 
u ( AP) ' ~ ( A q) , if q E [ 1, 2) 
PE (q, 2 ] 
(3.3.1) 
(3.3.2) 
3.3.1 CONSTRUCTION. The strict incZusion (3.3.1). 
Consider a given q E (1,2]. We wish to construct a linear 
functional, l say, on the space TP, such that 
t<f) = I 
nEZ 
A 
c f(n) , for all 
n 
f E TP , 
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where (c) is chosen so that l is not continuous in the topology 
n nEZ 
induced by Aq, but is continuous in the topology induced by AP for 
, 
every p E [1,q) • For the case p E (l,q), to ensure that l E (AP) 
, 
it is sufficient to choose (c) 
n 
E [P . , for then, for every f E TP, 
Now define 
" ll(f)I = I l cnf(n)I 
nEZ 
$; 11 ( c n) 11 p , Np (f) . 
fk = Bk Pke , k = 0,1,2, .•. , 
,q vk (3.3.3) 
where the sequences (Bk,q) and (vk) will be chosen appropriately, 
the latter to ensure that the Sk = sp(fk) are pairwise disjoint. We 
have now that 
A 
0 , otherwise. 
Put 
A A l 
bk~qsgn fk(n)lfk(n)lq- , n E sk , 
C = (3.3.4) n 
0 
' 
n t u sk ~ k 
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where is a sequence of positive numbers which will be chosen 
appropriately later. Then oP ' (c ) E ,e 
n 
if and only if 
00 
I b~, I 1.rk<n) l<q- i)r' 
k=O ., q nES 
k 
, 
I le 1r = 
nEZ n 
= 
00 , ( ) , I· br s q-i r Is I < 00 • 
k=O k., q k., q k 
(3.3.5) 
To ensure that l is not continuous in the topology induced by Aq, 
we seek to arrange that 
= 00 
By (1.2.2), (1.2.10) and (3.3.3), 
= 
= bk Bqk lskl 
.,q .,q 
. 
Nq(fk) - S 2k/q. Also k., q 
Thus (3.3.6) can be replaced by the condition 
that is, by 
sup 
k 
= 00 • 
' 
sup[b s<q-l)2-k/qls 1] = 00 
k k., q k., q k 
Now for fk defined a s in (3.3.3) 
k 
::; vk + 2 - l} , 
so each Sk is a finite set with cardinality lskl = 2k . 
(3.3.6) 
(3.3. 7) 
Hence (3.3.7) becomes 
Choose 
and 
-liq' -bk = (k + 1) , k - 0,1,2, .•. , 
,q 
Bk = (k + 1) 2/q 2-k/q, k = 0,1,2, .... 
,q 
Then (3.3.5) is satisfied, since 
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(3.3.8) 
(3.3.9) 
(3.3.10) 
00 . II (c) llp; = l (k + .1)-p'/q' (k + 1) 2(q-l)p'/q 2-k(q-l) p '/q 2k 
n p k=O 
00 
= I <k +1)P'lq'2-k<p'lq'-1) 
k=O 
< oo for p E (l,q) • 
Also (3.3.8) is satisfied since 
sup((k + 1)-l/q'(k + 1) 2(q-l)/q 2-k(q-l)/q 2-k/q 2k) 
k 
= sup[(k + l)l/q'J 
k 
= 00 for q E (1,2] . 
Finally, the choice 
V = 2k+l, k = 0 1 2 k ' ,,, ••• , 
ensures that the Sk are pairwise disjoint. 
5 4 
For the case q E (1 ,2] and p = 1, with (c ) , (Bk ) and 
n ., q 
(bk., q) as in (3.3.4), (3.3.9) and (3.3.10), it follows from the 
argument that l i 
to ensure that f E 
, (Aq) 
. It remains for us to 
(Al) , 
. Now 
= sup((k + l)l/q'z-k/q') , 
k 
~ 1 ' 
check that 
so that (c) E l 00 , and our construction is completed. ll 
n 
3.3.2 CONSTRUCTION. The strict inclusion (3.3.2). 
(c) 
n 
above 
E f 00 
Consider a given q E (1,2). We wish to construct a linear functional, 
l say, on the space TP, such that 
..e. (f) = L c f(n) , for all 
nEZ n 
f E TP ' 
where (c) is chosen so that l is continuous in the topology induced 
n 
by Aq , but is not continuous in the topology induced by AP for every 
p E (q,2] . 
Write 
fk = ( k + 1) - l 2 - k/ q 1 Pke , k = 0 , 1, 2 , . . . . ( 3 . 3 . 11) 
vk 
With f k as in (3. 3 .11) :the Sk = sp (f k) are finite sets with cardinality 
lskl = 2k For the choice 
V - 2k+l k = k - ' 0,1,2, ... , 
the Sk are pairwise disjoint. In the cas e q E (1,2) the condition 
(c ) 
n 
, 
E fq is sufficient to ensure the continuity of in the topology 
induced by Aq. Put 
C = 
n 
With this choice, 
(k + 1)-l/q't (n) 
k 
0 
00 
= l (k + 1)-1 l ltk(n)lq' 
k=O nESk 
00 
= l (k + 1)-(l+q') 
k=O 
< 00 
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(3.3.12) 
Also, with the choices in (3.3.11) and (3.3.12) and using (1.2.2) and 
( 1. 2 .10) , 
l
((k + 1)-l/q' (k + 1)-2 2-Zk/q' 2k 
s~p (k + 1)-1 2-k/q' 2k/p 
= 8? ( (k + l) -(1+1/q ') /(1-1/ q '-lip) J 
= oo for p E (q,2]. 
We now consider q = 1. In this - case (c) E l 00 is a sufficient 
n 
condition for l to be continuous in the topology induced by A1 =A. 
Choose 
" 
sgn f k(n) ' n E Sk , 
C = n 
0 ' n I. u sk , 
k 
where 
Here too the Sk = sp(fk) are finite sets with cardinality 
k 
= 2 , and can be made pairwise disjoint by the choice 
k+l 
vk=2 , k=O,l,2, .... 
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(3.3.13) 
To prove that l is not continuous in the topology induced by 
AP, p E (1,2] , we need to show that = 00 for all p E (1,2] . 
Using (1.2.2), (1.2.10) and (3.3.13) we have 
lt(fkJ I 
-~-= sup N (f \ 
k p k) 
sup 
k 
= 00 for all p E (1,2]; 
and our construction is completed. ll 
3.3.3 THEOREM. The following strict inclusions hold. 
(Aq,Aq) ~ n (AP,AP) if ·q E (1,2] , (3.3.14) 
pE[l,q) 
and 
u (AP,AP) ~ (Aq,Aq) if q E [1,2) . (3.3.15) 
p E(q,2] 
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Proof. Suppose q E (1,2] Then, by Construction 3.3.1,there 
exists a linear functional l on TP satisfying 
, , 
l E n (AP) a:nd l l (Aq) . (3.3.16) 
pE[l,q) 
Let ¢ correspond to l -as in Remark 3.2.2. Then (3.3.16) gives us 
that 
¢ E (AP,c) , for all p E [1,q), and ¢ l (Aq,c). (3.3.17) 
Combination of (3.3.17) with Lemma 3.2.1 yields (3.3.14). 
Similarly, we- can combine Construction 3. 3. 2, Remark 3.2 .2 and 
Lemma 3.2.1 to obtain (3.3.15). ll 
3.4 The multipliers (AP,Aq) , p E [1,2], q E [p,2J . 
The following theorem provides an identification of these spaces. 
3.4.1 THEOREM. Suppose p E [1,2] and q E [p,2] . Then 
Proof. Consider p E [1,2], q E [p,2] . Since AP c Aq with 
continuous injection, 
(3.4.1) 
Conversely, since Aq c C with continuous injection, 
(3.4.2) 
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Thus, use of Lemma 3.2.1 with (3.4.2) gives 
(3.4.3) 
We can now combine (3.4.1) and (3.4.3) to obtain 
(3.4.4) 
The identification 
follows directly from (3.4.4) and Theorem 3.2.5. ll 
3.5 The multipliers (AP,Aq) , p E (1,2], q E [l,p) . 
We begin by giving a sufficient condition for membership of 
(AP, A q) , p E ( 1, 2 J , q E [ 1 , p) . k From now on we shall use M , k E [l, 00 ] 
to denote the space of those measures whose Fourier transforms belong to 
lk. Note that we may make the identifications M1 = A and M2 = L2 • 
3.5.1 THEOREM. Suppose p E (1,2] a:nd q E [l ,p) . Then 
Proof. Suppose PE (1 2] q E [l P) and Consl.der ,, E Mpq/(p-q) . 
' ' , "" 
Then, since µEM, for all f E TP, , 
(3 . 5.1) 
Also Holder's inequality gives, for every f E TP, 
-'"' 
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For s = p/ q , s' = p/(p - q) this becomes 
L l~(n)f(n)lq ~ [ I lf (n) lp) q/p [ l l~(n)lpq/(p-q)J(p-q)/p · (3.5.2) 
nEZ nEZ nEZ 
By (3.5.1) and (3.5.2) we have, for f E TP, 
N (µ*f) = II µ*fll + II (µ*f),, II q 00 q 
A A 
~ 11 µ 11 M 11 f II 00 + 11 µ 11 pq 1 <p-q) 11 f 11 P 
~ canst. N (f) . p 
Appealing to (3.1.1) we can conclude that µ E (AP,Aq) . ll 
We shall give now a necessary condition for membership of 
(A 2 ,Aq) ~ q E [1,2) . This condition, together with Theor em 3.5.1, 
will then be used in the identification of the space (A2 ,A1 ) = (C,A) . 
3.5.2 THEOREM. Suppose q E [1,2) . Then 
Proof. then, since A2 = C 
' 
A A II ¢ • f 11 ~ N ( cp * f) q q 
~ canst. llflLxi , for all f E C (3.5.3) 
:.fA E Dq q E [1 2) 
'I' ..{._ , ' , 
-
From [ 8], Corollary 2.3, p.468 it follows that if 
for each f E C then ; E lZq/( 2-q) . Combination of this with (3.5.3) 
gives our result. ll 
! 
I 
3.5.3 THEOREM. (C,A) = L2 . 
Proof. By Theorem 3.5.1 for the case p = 2, q = l, 
L2 = M2: (A2,Al) = (C,A) . 
Conversely, suppose ¢ E (C,A) . Then, by Theorem 3.5.2, ¢ E l 2 , 
and so ¢ E L2 • Thus (C,A) : L2 ; this completes our proof. // 
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We now establish preliminary results leading to necessary conditions 
for ¢ E [AP,Aq) , p E (1,2], q E [1,p) . 
For p E (1,2], E > 0, consider the space S = S(p,E) defined by 
L I c I 2 log 1 +E I n I < 00 , E > 0 } . ( 3 . 5 . 4) 
nEZ\{O} n 
Then, from [5], 14.3.6, p.205, for (c ) E S 
n 
almost all the series 
'\' rl I (t)c e lz n n n 
nE 
are the Fourier series of continuous functions (in fact, of functions 
in AP). If ¢ E (AP,Aq) then, whenever f E AP, ¢*f E Aq and hence 
L l¢(n)c lq < 00 , for all 
nEZ n 
3.5.4 LEMMA. Let p E (1,2] 
is a Banach space under the norm 
(c ) E S . 
n 
II 
Then S, defined as in (3.5 . 4), 
Proof. S is clearly a linear space. We need to show that under 
'( (k)) 00 the above norm S is c0mplete. To this end consider a sequence c k=l 
which is Cauchy in S . Then, given o > 0 , there exists K > 0 
such that, for all r~m > K , 
[ l le (r) - e (m)lp]l/p < o Z n n nE (3.5.5) 
and 
L I e (r) - e (m) 12 log 1 +s In I < 6 . ( J 
1/2 
nEZ\{O} n n 
(3.5.6) 
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From (3.5.5) and the completeness of zP the sequence (e(k))~1 has 
a limit, e = (e ) 
n 
say in ,eP . Thus 
1 · ck.) 1 ~ < 1 + s) I I . 1 ~ < 1 +s) I I im e og n - e og n 
k-+m n n 
= 0, for all nEZ\{O}. (3.5.7) 
. Ck) [ <k) ~<1+s) I ) _ Now write b = en log nl nEZ\{Of' k - 1,2,3,. ·· . By (3.5.6) 
and the completeness of l 2 , the sequence 
b = (b} say, in l 2 • Hence 
(b(k)]
00 
has a limit, k=l 
n 
1 . ck) 1 ~ c i +s) I I b im e og n -
k-+m n n 
= 0, for all nEZ\{O} . 
Combination of (3.5. 7) and (3.5.8) gives 
b = e log~(l+s)lnl , for all nEZ\{O} . 
n n 
belongs to .S and lirn 11 e O<) - e ii S = 0 ; 
k+oo 
therefore S is complete. ll 
(3.5.8) 
(3.5.9) 
3.5.5 LEMMA. Suppose p E (1,2] and q E [l,p) . Then for 
¢ E (Ap,Aq) ~ the map Q¢ : S ~ lq defined by 
(3.5.10) 
is continuous; hence for K = K(<t>,s) , , 
.(3.5.11) 
Proof. Suppose <t> E (AP, Aq) . The map Q<t> defined in (3. 5 .. 10) is 
clearly linear. Also S and lq are Banach spaces; we shall apply 
the closed graph theorem to show the continuity of Q<t> • To do this, 
consider a sequence (c(k));=l from S for which 
lim llc(k.) _ ell = 0 
k-+«i s 
(3.5.12) 
and 
1 irn 11 Q 11' c ( k) - b 11 = 0 
k-+«i 't' q ' (3.5.13) 
where c = (c) and b = (b) . From (3.5.12) , 
n n 
lirn I Jc ( k) - c II = 0 ; hence 
k-',-m p 
A (k) lim l¢(n) - ¢(n) C I 0 ' for all z . (3.5.14) C = n E 
k-',-m n n 
From (3.5.13), 
A (k) lim I¢ en) 
- b I 0 ' for all n E Z (3.5.15) C = . n n , k-',-m 
\ 
I 
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and combination of (3.5.14) and (3.5.15) gives 
b = ¢(n) c , for all n E Z 
n n 
Thus the graph of Q¢ is closed in S x l 2 and, by the closed graph 
theorem, Q¢ 
holds. // 
is a continuous map from hence (3.5.11) 
We are now in a position to establish the following result. 
3.5.6 THEOREM. Suppose p E (1,2] and q E [l,p). If 
¢ E (AP,Aq) then,for every £ > 0 and every positive integer r, 
l l;(n)lpq/(p-q) ~ max (1,(K(l + Jr))pq/(p-q)] , 
lnT~ 
where K = K(¢,£) is independent of r and 
max ( I ¢ (n) I ( 2 -P) q I (p-q) log 1 +£ I n I ) . 
O<lnl~r 
(3.5.16) 
Proof. Suppose ¢ E (AP,Aq) . Then (3.5.11) holds. Choose 
(c) ES such that 
n 
lnl ~ r' 
C = 
n 
0, otherwise 
and consider J as defined in (3.5.16) 
r 
CJ = 
r 
" I ( ) ). I¢ (n) lpq, ,p-q > (3 .5 .. 1,1) yields 
lnT~r 
. 
, 
Then, on writing 
-. 
that is, 
0 1/q-l/p $ K(l + J 0 112-llp) 
r r r 
Now (3.5.17) is equivalent to 
( ( 
-(2-p)l2p)Jpql(p-q) 
a$ Kl+Ja 
r r r 
which, for a 2 1 , yields 
r 
[ J
pq/(p-q) 
a $ K(l + J ) 
r r 
Hence it follows that 
• 
(3.5.17) 
II 
We shall now use Theorem 3.5.6 to establish the following two 
necessary conditions for membership ,;of (AP,A9) , p E (1,2], q E [1,p) . 
3.5.7 COROLLARY. Suppose p E (1,2] and q E [l,p) . If 
¢ E (AP,Aq) then 
where 
l I; (n) lpql (p-q) = 0 (log~r) , 
lnT$;r 
~ = ~(1 + E)pql(p-q) ~ and £ > 0. 
Proof. Suppose ¢ E (AP,Aq) . Then ~ E (A,C) =PM, and it 
follows that J -- 0( (log =)~(!+£)) h J . d f. d . L , were is e 1ne as in 
r r 
(3.5.16). Application of Theorem 3.5.6 now gives the desired result. // 
I 
j 
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3.5.8 COROLLARY. Suppose p E (1,2] and q E [ l, p ) . If 
¢ E (AP,Aq) and J = 0(1) , where J is defined as in (3.5.16), 
r r 
then ; E lpq/(p-q) 
Proof. This result follows directly from Theorem 3.5.6. ll 
CHAPTER 4 
POINTWISE MULTIPlIERS OF AP , p E [ 1,2 ] 
4.1 Introduction 
In Chapter 3 we dealt with Fourier multiplier s from AP to 
Aq. These, as we saw there, are multipliers under convo luti on. 
In this chapter we shall be concerned with pointwise multipliers 
from AP to Aq; that is, with integrable functions f for 
which Following the notation of 1.3.7, we shall 
denote the space of such multipliers by M(Ap,Aq) and, when 
p = q, abbreviate this to M(AP) . It is not difficult to 
check that M(AP) is a Banach algebra under the norm 
f-+ !lfllM(p,p) , where !lf!IM(p,p) is given by (1.3.2). 
Note here that we can make the identifications M(A 1) = A and 
M(A2 ) = C. 
4.2 Some inclusion results for pointwise multipliers 
It is clear that M(AP,Aq) ~ Aq , for all p ,q E [ 1,2 ] ; and 
that A..::. M(AP) _.::_ M(Ap,Aq) whenever p E [1,q] . In particul a r, 
with continuous injections, 
A..::. M(AP) c AP , for all p E [1,2 ] . (4 . 2. 1) 
We shall show that, with the appropriate restrictions on p , 
each of the inclusion results in (4.2.1) is strict. Actua lly, we 
shall prove sl i ght l y more than this (see Construc t i on 4 . 2.3 and 
the following statement). 
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-, 
The strict inclusion M(AP ) ~ AP , p E (1,2) , follows 
directly from 2.2. In fact, it was shown there that there exists 
f EAU\ M(AP) , for all p E (1,2) ; hence the strict inclusion 
n M(AP) ~ All 
l<p<2 
To show the strict inclusion A~ M(AP) , p E (1,2], we shall 
make use of Corollary 1.3.5 for the case G = Z with the covering 
family indicated in Remark 1.3.6. This result, in the form we 
actually require , is contained in the following corollary. 
4.2.1 COROLLARY. Suppose p E (1,2] , f EC a:nd that there 
exists a sequence 
and 
where 
J (k ) = sup 
\) \) 
Then f E M • p 
1 
k El , such that 
\) 
f = 1 im k a. e. on T , 
\) 
\)-+<xl 
I k (n-m) - . k (n) I . 
\) \) 
4.2.2 CONSTRUCTION. The strict inclusion A~ n M(AP) 
p>l 
Consider any function f E C\A satisfying the following 
conditions: 
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A 
f(n) E R 
' 
for all n E z . (4 . 2.2) 
A A 
f(n) = -f(-n) for all n E z . (4.2 . 3) 
' 
f(n) + 0 as n-++oo. (4.2.4) 
A 
nf(n) -+ O as n-++oo. (4.2.5) 
Note here that the set of all such f is non-empty; an example 
of such a function is f = g, where 
1 
g(n) = n log lnl 
' 
n -1= O, !l , 
n 
' 
n = o, !l . 
By [SJ, 7.2.2, conditions (4.2.3) - (4.2.5) ensure that f E U. 
For v = 1 , 2, ... , write 
A 
k (n) = f(n) t;,[ J (n) . 
\) -\) \) 
- ' -
1 
Then k E l and k = f * D = s f -+ f pointwise on T 
\) \) \) \) 
Now consider 
J (k ) sup S l I k (n-m) - k (n) I . S v = o<lml<2 lnl~2S+l v v 
Fix v and note that the conditions (4.2.2), (4.2.3) and (4.2.4) 
ensure that L S+l jk (n-m) - k (n) I is even in m. Thus lnl~2 v v 
for each positive integer S we need consider only integers 
m E s (0,2) . Then 
lk (n-m) - k (n) I 
\) \) 
= 
A 
f(n) ~[ - v, v J (n) I 
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A 
= 
A A 
lf(-n'-m)~[-v,v ] (-n'-m) - f(-n) ~[ -v, v] (-n' ) I 
= 
= 
A 
(f(n-m) ~[ J (n-m) 
-v,v 
n~2S+l 
l 
+ l 
n~2S+l 
A A 
(-f(n+m)~[-v,v](n+m) + f(n)~ [ -v,v](n)) 
I (f(n-m)~[ J(n-m) - f(n+m)~[ J(n+m)) 
-v,v -v,v 
n~zS+l 
V A 
f(n) l f(n) , 
n=2S+l-+m 
where an empty sum is defined to be zero. Thus 
lk (n-m) - k (n)I = 
V V 
= 
z8+1+m-1,.. 
l f(n) 
8+1 
n=2 -m 
2m-l l f(28+ 1-m+j) . 
j::::Q 
By conditions (4.2.3) and (4.2.4), f(2S+l - m + j) is positive 
and increases with m, so that 
s 
$ 2(2l-l)-1f(2S+l - 2S + 1 + j) 
j=O 
= 
2S+l_3 
L 1(28 + l + j) 
j=O 
~ (2S+l - 2) /(2 8 + 1) (using (4. 2. 4)) 
< 2(2 8 + 1) f(2 8 + 1). 
Use of (4.2.5) now gives 
J(k) = sup Ja(k) ~ K < oo, 
V S ~ V 
where K is a constant which is independent of v ; and so 
sup J ( k ) < oo • 
V 
V 
In addition, for each v, 
and, since f EU, 
sup 11 k 11 < OO o V oo 
V 
Combination of (4.2.6) and (4.2.7) gives 
(4.2.6) 
(4.2.7) 
We are now in a position to apply Corollary 4.2.1 to conclude that 
f * g E f!> , for all g E tP 
and it follows that f E p9l M(AP)\A ll 
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4.2.3 REMARKS. The functions constructed in 4.2.2 all 
belong to A ti \ A • 
2 The question of whether or not M(AP) ~ M(Aq) , for 
1 < p < q < 2 , is still open. However we can give an example to 
show that any such inclusion must be strict. 
4.2.4 THEOREM. Suppose p E [1,2] . Then 
n M(Aq) \ M(AP) ~ 0. 
q E (p, 2] 
Proof. Fix p E [1,2] and put a= (2-p)l2p . Now write 
co 
in log n -~-a 
e n e 
n 
(4.2.8) f = l 
n=l 
The series defining f was first studied by Hardy and Littlewood 
in [14]. That f EA is proved in [3~], Chapter V, (4.9). 
a. 
Application of a result of Hirschman (Theorem 2a of [18 ] ) now gives 
f E M for all q E (p ,2] . hence, since f E C it follows that q , , 
f E M(Aq) 
' 
for all q E (p, 2] . However, using (4.2.8), 
co l lf(n)lp = l lein log n n-~-a. , 2l(l+2a.) 
nEZ n=l 
00 
= l n-1 
n=l 
= co • , 
thus f i AP and so, by ( 4. 2. 1), f f M ( AP) . I I 
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4.2.5 We shall now indicate some inclusion results concerning 
M(AP, Aq} , 1 $ p < q ~ 2 . Application of Theorem 2.6.7 and 
Corollary 2.6.6 respectively give that 
and 
AP..::. M(Ap,Aq) if q ~ p2 /(2 + p2 - 2p) . 
4.3 M(Ap,Aq) = {O} , if 2 ~ p > q ~ 1 . 
In order to make the above identification we first prove the 
following result. In so doing we shall make use of Lemma 1. 3. 8. 
4.3.1 THEOREM. If p,q E [1,2] then 
L1 * M(Ap,Aq) .::_ M(AP,Aq) ; 
and,for k E L1 , f E M(AP ,Aq), 
11 k * fl IM (p ' q) ~ 11 k 111 II f 11 M (p., q) 
Proof. Consider k E Ll ' f E M(AP ,Aq) and 
(k * f)g 
= ~ k(y)T f.g dy y 
and it follows from this that 
11 ( k * f) gl I ~ i I k (y) 111 T f. gl I dy . 
oo T y oo 
Also, using the Fubini-Tonelli theorem, 
(4.3.1) 
g E TP . Then 
(4.3.2) 
= i k(y) [ i T/(x)g(x)e -inxdx Jay 
= i k (y) ( T /. g) ' (n) dy . 
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' Now consider h E lq . Then 
V A I ( ( k * f) g) " * h ( 0) I = I l ( ( k * f) g) (n) h ( n) I 
nEZ 
= I l [ J. k(y)(T f.g)"(n)dy]h( n)I 
nEZ T Y 
= J. k(y) [ I ( T f. g) "(n)h(n)Jdy I 
T nEZ Y 
= I J k(y)(T f.g)" * h(O)dyl 
T y 
~ I I k (y ) I I ( T f. g) " * h ( 0) I dy ; T y 
and hence 
II ( ( k * f) g) A II $ I I k (y) I 11 ( T f. g) A II dy . 
q T y q (4 . 3.3) 
From (4.3.2) and (4.3.3), 
N q ( ( k * f) g) = I le k * f) g I l + II ( ( k * f) g) A liq 
,; IT J k(y) J JJ '/· gJJ 00dY + JT J k(y) J JJ( Tyf• g) 'I lq dy 
= f I k (y) I N ( T f. g) dy 
T q y 
$ J I k (y) I II T f II M ( ) N (g) dy . ( 4 . 3 . 4) T y p,q p 
II Tyf II M(p,q) = II fl! M(p,q) , for all y ET • 
Thus (4.3.4) yields 
< 00 • 
' 
so k ic f E M(AP, Aq) and (4. 3 .1) follows immediately.// 
4.3.2 THEOREM. 
Proof. Let 2 ~ p > q ~ 1 and suppose f E M(Ap,Aq) . 
From Theorem 4.3.1, 
and hence 
for each n E Z, 
N (Ce * f)g) < 00 , for all g E AP. q n (4.3.5) 
It then follows that f = 0; since, if f * 0 then there is 
at least one n E Z for which 
N ( (e * f)g) q n 
f(n) * 0 and, for all 
" 
= lf(n) INq(g) , by ( 1.2.2) . 
But this contradicts (4.3.5) since, by Construction 2.5.1 , 
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It is interesting to note that Theorem 4.3.1 can be strengthened 
to give the following result. 
4.3.3 THEOREM. Suppose p,q E [1,2] . Then 
Ll * M(AP, Aq) = M(AP, Aq) if and only if M(AP, Aq) 
translation~continuous. 
. 
'Z,S 
Proof. (i) "if". We have already, from Theorem 4.3.1, that 
for p,q E [1,2] , 
and (4.3.1) holds. Suppose now that M(AP, Aq) i s tr anslat i on-
continuous. It then satisfies all the conditions for a homoge neous 
Banach space in the sense of [ 23] , Chapter I, Definition 2. 10; 
thus [ 23 ] , Chapter I, Theorem 2.11 ensures that, for f E M(AP, Aq) , 
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1 im 11 F N * f - f II M (p q) = 0 · 
N~ ' 
From the argument given in [ 5] , 7.5.1 we now have that 
(ii) "only if". Suppose that Ll * M(AP, Aq)=M(AP, Aq) . Then for 
each g E M(AP, Aq) there exist k E L1 and f E M(AP , Aq) 
satisfying k * f = g . Thus, for a E T, 
= 11 ( T k) * f - k * f II a M(p ,q) 
where the final step follows from (4.3.1). By (4.3.6) and the 
translation-continuity of L1 we have 
1 im II T g - g II M ( ) = 0 , 
a-+O a p,q 
as required. // 
4.4 Some sufficient conditions for membership of M(AP). 
We note here that the case p = q in Theorem 4.3.3 gives us 
that L1 * M(AP) = M(AP) if and only if M( AP) is translation-
continuous. 3we shall give some further results involving 
translation-continuity of functions i~ M( AP) . We first prove 
the following lemma. 
4.4.1 LEMMA. Suppose p E (1,2) . If f E M(AP) and 
1 im 11 T f - f 11 M( ) = 0 , ( 4. 4. 1) 
0 a p ,p a-+ 
t hen f E [TP JM (p, p) , where [TP JM(p,p) denotes the closure 
in M(AP) of the space of trigonometric polynomials . 
Proof. By (4.4.1), given E > 0 there exists o E (O, n) 
such that whenever lal < o , 
11 T af - f 11 M (p , p) < ~ s • 
Now put g = 
x -+ T f , we have 
X 
Then, using the continuity of 
(4.4.2 ) 
f * g - f = I (T f - f)g(y) dy , an M(AP) - integral ; 
T y 
and so 
11 f * g - f 11 M (p, p) ,; J T 11 T / - f 11 M (p, p) g (y) dy 
< k: C" 2 c.. • 
In addition we can find t E TP for which 
11 f 11 M (p, p) 11 g - t 111 < k: ~ 2 C. • 
Thus there exists t E TP satisfying 
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II f - f * t II M(p,p) ~ llf - f * g II M(p,p)+ ll f * g - f * t II M(p,p) 
< ~ E + 11 f 11 M (p, p) 11 g - t 11 ·1 
< E: • 
Since f * t E TP whenever t E TP {t follows t hat 
f E [ TPJ M( ) • // p,p 
4.4.2 THEOREM. Let p E [1,2] . If f E M(AP) does not 
vanish on T and satisfies (4. 4.l), then f-1 E M(AP) . 
Proof. Note that N (ke ) = 1 p 2 n for all n E Z 
so by (1.2.2) and the definition of II ~ II M(p.,p) ., 
II e II = 1 , for all n E Z. n M(p.,p) 
In particular, 
11111 M(p.,p) = II e_1 II M(p,p) = II e1 II M(p,p) = 1 
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and so, arguing as in [23], Chapter VIII, 2.9, for any non-zero 
homomorphism w of M(AP) into C there exists x
0 
ET such that 
w(t) = t(x 0 ) , for all t E TP 
Continuity of w (see [23], Chapter VIII, Lemma 2.8) then gives 
w(f) = f(x 0 ) , for all f E [TPJM(p,p) . (4.4.3) 
Application of Lemma 4.4.1 shows that (4.4.3) holds for all the 
f E M(AP) which satisfy (4 .4.1). If, in addition, f does not 
vanish on T we can use [23], Chapter VIII, Corollary 2.8 to 
f -l conclude that II 
4.4.3 THEOREM. Suppose p E (1,2) , f E M(AP) and that ther e 
exists a set Sc T with strictly positive interior measure 
such that {T f:a ES} . separable relative to 11-IIM( )" 1.,S a p.,p 
Then the function X -+ T f is continuous from T to M(AP) . X 
Proof. In view of the inner regularity of Lebesgue measure, 
we may assume that S is compact. Now { T f: a E S} is 
a 
separable so that, given 
S such that 
s 
00 
= u 
n=l 
{XE S 
s > 0, there exists (x )00 from 
n n=l 
s} . 
Write 
S = {x E S : II T f - T f II < s } n X X M(p, p) - • 
n 
Now for each a ET, g E TP, the function x ~ N ((T f - T f) g) p X a 
is continuous; just use 
I N ( ( T f - T f) g) - N ( ( T f - T f) g) I ~ N ( ( T f - T f) g) p X a p y cf p X y 
$N (T f - T f)N1(g) p X y 
and Theorem 2.6.9. It follows that x ~ II T f - T f II 
X y M(p,p) 
is lower semicontinuous, so that each s 
n 
is closed, and hence 
compact. Since S has strictly positive measure the same is true 
of S for at least one integer n = n(s). Now write 
n 
As ::.) s ( ) ' 
- n E 
w 
E 
: 11 T f - T f IIM( ) $ E } • 
x xn(s) p,p 
has strictly positive inter i or measure. It 
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then follows (see [16], (20.17)) that W 
E 
W is a neighbourhood 
E 
of O. Also, for x,y E W , 
E 
$ 2E , 
from which we can conclude that x ~ T f is continuous at ze r o; 
X 
and hence, since 11 • 11 is trans lat ion-invariant, cont i nuous M(p,p) 
at each x E T • 
We shall adapt some results in [ 18 ] t o give f ur the r sufficient 
conditions for membership of M(AP) . Also, we shal l derive these 
7 9 
conditions in a way which enables us to deduce that the 
f E M( AP) so obtained are actually translation-continuous. 
Note here that C n Mp.::. M(AP) with a continuous injection,so that 
11 • I IM (p _, p) $ 11 • II 00 + 11 • 11 p _, p • (4.4.4) 
4.4.4 THEOREM. Suppose p E (1,2) , q E (1,p) , " E [ 2 ; 0 , t] 
and f E A 
a. 
Then 
lim 
a-+O 
Proof. Since f EA , Theorem 2a of [18] can be used to 
a. 
conclude that f EM for all r E [ 2 2 J . 
r 1 + 2a. ' 1 - 2a. 
Under the conditions of the theorem p q E [ 2 2 J 
., 1 + 2a.' 1 2a. 
and so f E Mp n Mq; hence, since f is also continuous, 
f E M(AP) n M(Aq) . Furthermore, for all a ET , 
Ta! - f E Mq n M2 • By the Riesz-Thorin convexity theorem, for 
() 'f' 1 1-K+~ KE 0,1 satis ying p = q 2 , 
1-K K 
11 T af - f 11 p., p $11 T af - f 11 q., q 11 Ta! - fl 12 2 
' 
1-K K 
=11 Ta! - f 11 q., q 11 T af - f 11 oo • (4.4.5) 
Thus, from (4.4.4) and (4.4.5), 
from which it follows that 
lim II T f - fll M(p ) = 0. // 
a-+O a ., p 
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In proving Theorems 4.4.6 and 4.4.8 below we follow the method of proof 
used by Hirschman in [ 18 ] , theorems 2e and 2f. In addition we 
obtain estimates of the norm 
11 . 11 M (p, p ) in these theorems; 
the one in Theorem 4.4.6 being by appeal to the results of the 
Appendix Some of the above-mentioned proof is incorporated 
in Construction 4.4.5 which foll9ws. 
We denote the S-variation of f by VS[f] . that is 
' 
VS[f] rr sr/s = sup lf(xk+l) - f(xk) I k=O ' 
the suprernum being taken here with respect to all finite sequences 
r (xk)k=O of points in [0,2,r] . Note here that V1[f] =V[f]. 
4.4.5 CONSTRUCTION. Suppose p E (1, 2] , f E C , f 
is real-valued, 
Then, for each 
linear functions 
f(O) = o and Vs[f] < 00 for some p l SE [l , 2 _ • PJ 
m = 0,1,2, ... , we can construct piecewise 
f and functions 
m 
00 
f= 
where v = max [ 6 , 11 f 11
00 
J · 
gm satisfying 
~ \) 
-m 2 
' 
Proof. Fix m and then define a subset of [0,2,r] , 
UN(m) = {xo = 0 'X1 ' ... , XN(m) = 2,r} 
(4.4.6) 
(4. 4. 7) 
by recurrence as follows. 
the set 
If has been defined then consider 
{x E (xk-1 ' 2,r ] 
put X = 2n k if otherwise. In the 
latter case xk E Sk . This is clear when Sk is finite, and 
follows from the cont inuity of f when Sk is infinite. Since 
V [f] < 00 
B 
there exi sts an integer (which we write as N(m)) 
such that xN(m) = 2n . When this point is reached we end the 
above process. Now define fm by putting fm(xk) = f(xk) for 
and by linear interpolation for x E (xk-l , xk) , 
k = 1,2, ... , N(m) The inequality (4.4.6) then follows by 
arguing as in [18] pp.227 and 228. For the functions 
g , m = 0,1,2, ... , one can take 
m 
gm = fm - fm-1' 
It is not difficult to see that f= 
m = 1, 2, ... 
00 
I gm , 
m=O 
where the sum here 
is to be taken point-wise. Finally we prove that gm satisfies 
the estimate in (4.4.7). Consider x E [0,2n] . Since g (O) = O 
we need consider only x E (0,2n ] . Then there exists an 
integer k E [ 0,N(m)) for which xk < x ~ xk+l and, from the 
above construction, 
it follows that 
(4.4.8) 
Also from the construction 
8 1 
which, combined with (4.4.8), gives 
If <x) - f<.-r) I 
m 
Hence, for m = 1,2, ... , 
1-m ~ 2 
lg (x) I = If (x) - f 1 (x) I m m m-
~ lfm(x) - f(x)I +lf(x) - fm-l (x) I 
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which gives Ilg II < 6 2-m m oo - . . It is clear that llg0 11 00 ~llfll 00 ; 
thus we now have that llgm lloo ~ v 2-m where v = max [6, llf IL J , 
as required for (4.4.7). // 
4.4.6 THEOREM. Suppose p E (1,2], f EC and ~8[fJ < 00 
for some Sc [l , 2gp) . Then f c M(AP) . Further, if 
EE (O,p - 1) then there exists B-1 w = w (p) > ~8~ such that E E 
I If I IM(p,p) ~ 
00 
3 13 I If 11 oo + l K' 2 [ ( B-1) ( 1-w E ) - w E ]m , ( 4 . 4 . 9) 
m=O 
1 
where K' . • r [ ] l+E l 1-w ZvwE Z IJfll + (2+rr) 36(l+E) (9-7E) (l + 21-B) (V [f] )B E. l 00 2rr E(l-E) B 
Proof. Suppose first that f is_ real-valued and that 
f(O) = 0. Then, as detailed in Construction 4.4.5, we can define 
sequences (fm)m:O and (gm);0 satisfying (4.4.6) and (4.4.7). 
From (4.4.6) and the definition of gm, 
so that we can now apply Corollary A.3.2 and (A.3.5) to conclude 
that, for any q E (l,oo) , 
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11 g 11 s; I ; ( 0) I + .L2 B [ , J V[ g l m q,q m n q,q m 
11 11 + L B V[ J s; gm 00 2n [q, q'J gm 
s; 2 lit II + L B 2m(S-l) (1 + 21- 6Xv [f J) 6 
00 2n [q,q '] . J S 
s; c 2m(S-l) , q (4.4.10) 
where C = 211 tll +LB (1 + 21- 6) (vs[fJ) 6. Put w = 2(p- l)/p . q 00 2n [q,q'] 
Then w > (S - 1)/S and we can choose EE (O, p-1) for which 
W = 2[ (p-l) - E]/p(l-E) 
E 
1 - w w 
satisfies ~ E (0,1) 
E 
and w > (S - 1)/S · 
E ' 
1 E E 
and p = 1 + E + 2 . Use of the Riesz-Thorin convexity theorem in 
conjunction with (4.4.7) and (4.4.10) now gives us that 
w 1- w 
11 gm 11 p, p s; II gm 11 2 : 2 11 gm II 1 +E: 1 +E 
w 1-w 
= llgmlL E II gm.ll1+E:l+E 
s; V 
00 
w 
E 
1-w 
E 
Cl+E 
Since w > (S-1)/S, \' Ilg II < 00 
E l m p,p Thus, using (4.4.7) and 
m=O 
the estimates for B[l+E,(l+E)'J, obtained from Theorem A.2.1, 
w 
where K = v E 
00 
s; I K 2[(6-1) (1- wE) 
m=O 1 
+ (2+n) (36(1+E)(9-7E) Jl+E 
2n E(l-E) 
- w Jm E , (4.4.11) 
(1+21-S) (V [f ]) sJl - wE 
s . 
Combination of (4.4.11) with (4.4.4) now gives us that 
II fll M( ) ,; II f ll 00 + I K i (S-l) (l-wE)- wEJm_ (4. 4.12) 
p,p m=O 
If f is real-valued but f(O) i- 0 write f = g + f(O), where 
g is real-valued and g(O) = 0. Then v6[g] = V6[f] and 
(4.4.12) holds for g. Hence 
II! II M(p,p) $ II g II M(p,p) + II f(o)IIM(p,p) 
,, 
$ Ilg II 
00 
+ I K 2[(S-l) (l-wE) - wEJm + lf(O) I 
m=O 
$ 3 II! II 00 + I K 2[ (S-l) (l-wE) - wE:]m (4.4.13) 
m=O 
Now, for arbitrary f EC satisfying V [f] < 00 we can write s 
f = f1 + if2 , where f1 and f2 are real-valued; they satisfy 
V6[fj] $ V6[f], j = 1,2 . Thus (4.4.13) holds for both f 1 and 
f 2 and so 
$ 3 ( 11 f 1 11 
00 
+ 11 f 2 11 J + 2 I K 2 [ ( S-l) ( l -w E) - w E Jm 
m=O 
$ 3/3 II f 1100 + I K' 2[ (s-1) (1-wE:) - wE:]m , 
m=O 
where K' = 2K; and this is the required estimate (4.4.9).// 
4.4.7 COROLLARY. 
for some SE [l,_12_
2 
) 
-p 
Suppose p E (1,2] , f EC and v6[f] 
. Then f E M(AP) and 
1 im 11 T f - f 11 M ( ) = 0 . 
a~o a P,P 
< 00 
Proof. This result follows directly from the estimate (4.4.9) 
obtained in Theorem 4.4.6. // 
4.4.8 THEOREM. Suppose p E (1,2 1 ' f E /\ a for' some 
a E (01 1 ] , and VS [f] < 00 for some S E [ 2 11?__) , 2-p . Then 
f E M(AP). Further there exists E E (0,1) such that 
11 f 11 M (p., p) ~ 
00 
./ \ K" 2[~(S-2+E)(l-w)-w ]m, 3 3 II f II 00 + l (4.4.14) 
m=O 
for K" = 2vw( 2llf lloo + c(l + z2-£-S) (2 ll f 111)!,E(VS[fJ)!,S )1-w 
a 
where w = 2(p-l)/p., c = c(E,a) depends only on E and a, and 
v is as in (4.4.7). 
Proof. Suppose first that f is real-valued and that 
f(O) = 0. We can then proceed as in Construction 4.4.5 to define 
sequences and (g ) 00 , the latter satisfying (4.4.7). 
m m=O 
By the arguments given in [18], pp.227 and 228) 
llfm IIA ~ llfllA and, for any EE (0,1) , 
a a 
f E A with 
m a 
(4.4.15) 
35 
Thus, from the method of construction of f and 
m ~ 211 f II A 
and 
Hence v2 [g J < 00 and g EA so we can apply Lemma 2d of -E m m a 
[18] to obtain (where the primed sum indicates omission of 
the case n = O) 
A f 
= lg(O) I+ l 
nEZ 
a 
where c = c(E,a) depends only on E and a. We can now 
combine (4.4.17) with (4.4.15) to obtain 
:; 2 llfll oo + cb<S-2+£)m (1 + 22-E-S) 
::; K"Z~(B-2+E)m , 
k 2 
(4.4.18) 
where K" = 2 11 f 11 
00 
+ c ( 1 + 2 2- E - B) ~ ( 2 11 f 11 J\ ) ~ E (VB [ f J ) ~ B . 
a 
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Now w = 2(p-l) Ip> (B - 2)/B, whence it follows that for E > 0 
suitably small w > (B - 2 + s)/(B + E). Also w E (0,1) and 
l = l-w + w · application of the Riesz-Thorin convexity theorem p 1 2 ' 
and use of (4.4.7) and (4.4.18) give 
1-w w II gm II P~P ::; llgm 111,1 II gm II 2, 2 
::; K, 2[~(8-2+s)(l-w) - w]m ~ 
1-w w 
where K' = K v . Note that with this choice of E 
00 
l Ilg II < 00 • We now use (4.4.4) and (4.4.7) tb obtain 
m P~P 
m=O 
11 f 11 M (p ~ p) $ 11 f 11 OO + 11 f 11 p ~P 
00 
'5 lit II OO + mfo llgm II p,p 
$ llf !loo + I K' 2[~(B-2+E) (1-w ) - w]m 
m=O 
Arguing now as in Theorem 4.4.6 we can deduce that, for arbitrary 
co 
K" 2[\(8-2+E)(l-w) - w]m llf II M(p.,p) ~ 
where K" = 2K' ; this is the required estimate (4.4.14).// 
4.4.9 COROLLARY. Suppose p E (1,2], f EA for some 
a. 
a. E (0,1], and V8[f] < co for some 8 E [ 2 .?E__) '2-p . Then 
f E M(Ap) and 
1 im 11 T f - f 11 M ( ) = 0 . 
a-+O a p.,p 
., 
l' . 
~, 
Proof. This result follows directly from the estimate (4.4.14) 
obtained in Theorem 4. 4. 8. // 
4.5 An alternative approach. 
We noted earlier that M n C _::_ M(AP) for all p E [1,2]; p 
equality holds for the cases p = 1 and p = 2 . 4 The question 
whether or not equality holds for p E (1,2) remains unanswered. 
However, we shall give here an equivalent formulation of this 
question by obtaining conditions equivalent to membership of 
and M respectively. To this end we shall define a p 
multiplication for (some) distributions. It will be seen that 
this multiplication agrees with the usual one where such multiplication 
is already defined. We shall of course be considering all our spaces 
here as embedded in the space V of distributions on 
usual way. 
T in the 
4.5.1 DEFINITION. For two distributions o and v , 
the product av is the distributional limit (if it exists) of 
[ (FN * o)v] 00 • // 
N=O 
the sequence 
Note here that if a and v are the distributions generated by 
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the continuous functions f and g respectively, then ov 
is the distribution generated by fg. We shall now show that for 
p E ( 1 , 2), erv is well-defined whenever and V E ' M + Flp . 
4.5.2 LEMMA. Suppose p E (1,2), f E AP ' and er EM+ Flp . 
Then fer exists and is given by 
00 
<fer , u> = <er , fu> , for aZZ u E C • 
Proof. As f E AP, so is the product fu E AP for all 
00 
u EC ; and, since 
the sequence [ (FN * f)u);=O is strongly, and hence weakly, 
convergent in AP to fu . Thus, for all 00 u EC , 
1 im < ( F N * f) er , u > = l im < er , ( F N * f) u > 
N~ N~ 
=<er , fu > • II 
4.5.3 LEMMA. Suppose p E (1,2) . Then f E M(AP) if and 
, , 
on Zy if f . (M + F tP ) 5.. M + F tP . 
Proof. (i) "only if". Suppose f E M(AP) • Since M(AP) c AP 
it follows from Lemma 4.5.2 that fer is well-defined as a 
distribution for all er E ' M + Flp . In order to conclude that 
' fer EM+ Flp we need to show that fer can be extended to a 
continuous linear functional on AP. To do this consider 
g E AP and any sequence (g )00 from C00 for which k k=l 
lim N (g - gk) = 0. Then use of Lemma 4.5.2 gives that 
k~ p 
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g ' ' m 
= I <a 'f (gk - gm)> I 
~ canst. NP[f (gk - gm)] 
:::; const. ll f llM( )N (gk - g ) ;(4.5 . 1) p, p p m 
hence the sequence (<fa, gk >)~=l is Cauchy i n C and so 
lim < fa , gk > exists. It is not difficult to see t hat t hi s 
k-+= 
limit is the same for all such sequences (gk)~=l Now the 
required extension to AP , written also as fa , is obtained by 
writing 
< fa ' g> = lim < fa 'gk> 
' k-+= 
where g E AP and the sequence (gk) ~=l from coo is as descr i bed 
above. To see that the linear functional so defined is continuous 
we use (4.5.1) to obtain 
(ii) "if". 
for g E AP and 
I < fa , g > I = lim I < fa , g k> I 
k-+= 
:::; const. lim Np(gk) 
k-+= 
= const. N (g) p 
- ' Suppose now that f. (M + Flp ) 
(gk) ~=l 00 a sequence from C 
' CM+ Flp . 
fo r which 
lim Np(g - gk) = 0, we have that for each 
k-+= 
' a E M + r e_P , 
< f a g > = lim < fa 
' gk > ' k-+= 
= l i m < a fgk > 
' ' k-+= 
Then, 
(4.5.2) 
by Lemma 4.5.2. From (4.5.2) it then follows that (fgk)~=l is 
weakly bounded; hence by [6] , p.467, strongly bounded in AP. 
Thus there exists a constant K > 0 for which 
(4.5.3) 
9 
Also, ( (fgk)") ;=l converges to (fg)" pointwise on Z ; which fact, 
together with (4.5.3), implies that (fg)" E lp " (with 11 (f g) 11 ~ K) . 
It is clear that fg EC for all g E AP so our proof is completed.// 
4.5.4 LEMMA. Suppose p E (1,2) , f EV and fa is defined 
for all 0 E Then f E Flp . 
Proof. Consider 0 E Then,from our hypothesis, 
lim < (FN * f)o , u > exists for all 
N--',-00 
U E C00• In particular, since 
Ceo 1 E , so we have that lim < (FN * f)o, 1 > = lim < a , F * f > 
N-+<:-o N--',-00 N 
' exists for all a E Flp . Thus (F * f) 00 is weakly, and hence N N=O 
strongly, bounded in Flp; and so there exists a constant K > 0 
for which 
ll(FN * f)" Jlp ~ K., for all N = 0,1,2, ... (4.5.4) 
From (4.5.4) and the fact that (FN);=O converges to 1 pointwise on 
z it follows that f E and our proof is completed.// 
' ' 4.5.5 LEMMA. Suppose p E (1,2) , ft V and f.Flp .=. M + Flp . 
Then f . AP.:=_ Flp . 
' Proof. Consider a E Flp . Then from our assumptions, for 
g E AP , < fa , g > = lim < fa , gk > , where (gk) ~=l is any sequence 
k--',-00 
from C00 for which lim N (g - gk) = 0 
k--',-00 p 
From Lemma 4.5.4 it follows 
that f E Flp and so, for each k = 1,2, ... , fgk E Flp. Thus, since 
for each k, 
, g k r 11 p ,, 11 (F N * ,)' _ .r 11 p 11 g kl I 1 • 
the sequence [(FN * f)gk];=O converges s t r ongly , and hence 
weakly, in Flp to fgk. Thus 
< fa , g > = 1 i m lim < cr , ( F N * f) g k > 
k~ N~ 
' = lim < cr , fgk > , for all cr E Flp . 
k~ 
Arguing now as in the "if" proof of Lemma 4.5.3 it follows t hat 
fg E Flp and our proof is completed. I I 
We are now in a position to deduce t he f ollowing (necessary 
and sufficient) condition for membership of M(AP). 
4. 5. 6 THEOREM. Suppose p E (1, 2) and f E C • Then 
, , 
f E M(AP} if and only if f.Flp -=- M + Flp. 
Proof. (i) "only if". Suppose f E M(AP) . Then, since 
, , 
Flp c M + Flp and M(AP) c AP , the requi red result follows 
directly from Lemma 4.5.3. 
( . ") ""f" ll. l • 
, , 
Assume that f.Flp -=- M + Flp. Then, from 
Lemma 4.5.5 , f.AP-=- Flp and , since f E C, f .AP c Flp n C = AP, 
this completes our proof. II 
Arguments similar to those in the preced ing lemmas enable us 
to deduce a corresponding (necessary a nd su f ficient) condition for 
membership of M n C • p 
4.5.7 THEOREM. Suppose p E (1 ,2 ) and f E V . Then 
' ' f E M if and only i f f .Flp-=- Flp . p 
Proof. (i) "onl y if" . No te tha t M c Flp and then argue p-
as in the "only if" part of t he proof of Lemma 4.5.3. 
9 1 
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(ii) "if". Use Lennna 4.5.4 and then argue as in the 
proof of Lennna 4.5.5. ll 
4.5.8 COROLLARY. Suppose p E (1,2) and f EC. 
' ' Then f E M n C if and only if f. FR.F c Flp • II p 
APPENDIX A 
BOUNDS FOR TWO SPECIAL BILINEAR FORMS 
A.l Introduction. 
Hilbert introduced two bilinear fonns, known as his A and B 
forms. Details of these are available in [15], p.206 ff. Both 
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of these forms have important applications in the theory of functions 
of a complex variable and have been studied by many people. We shall 
be concerned here with Hilbert's B fonn, and also with a generalisation 
" of it introduced by Steckin in [32] . 
A.1.1 DEFINITION. For p p' p E (l, 00 ) , g El , h El , the 
bilinear form B defined by (where 
m = n ) 
denotes omission of the case 
, , 'g(n) h(m) B(g,h) = l l -
mEZ nEZ m-n 
is known as Hilbert's B form. 
( A. 1 . 1) 
A.1.2 DEFINITION . . The bilinear form B defined in A.1.1 is 
bounded in [p,p'] if and only if, for all g,h with finite support, 
there exists c = c(p) depending only on p such that 
l l 'g(n) h(m) 
mEZ nEZ m - n (A.1.2) 
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A.1.3 DEFINITION. For p E (l,oo) we use B [p.,p' ] to denote 
the infimum of all the C = c(p) satisfying (A.1.2). We call B [p., p ' ] 
the bound of B . 
We shall prove here that B is bounded in [p.,p'] for p E (l,oo) 
and obtain estimates for B[ , J • p.,p In this context see the comments 
in [15], p.214. Note here that our Definition A.1.2 is equivalent to 
that given in [15], p.207. 
A.2 Bounds for Hilbert's B fonn. 
In our proof that Hilbert's B form is bounded in [p.,p'] we shall 
use Corollary 1.3.5 for the case G = Z with the covering family indicated 
in Remark 1.3.6. 
A.2.1 THEOREM. Suppose p E (l, 00 ) • Then Hilbert's B form is 
bounded in [p.,p'J; and 
(2 + ~) ( 36p(l6 - 7p) ~l/p (1 2) 
" (p - 1) ( 2 - p) J , p E ' ' 
3(2 + 'IT) , p = 2, (A. 2. 1) 
B[p'.,p], p E (2,oo) 
Proof. Consider \) = 1,2, . . . 
' 
and define k E ,e_l by 
\) 
1 
n t;[-v, v J (n) ., n ~ 0 ' 
k (n) = (A.2.2) \) 
0 
' 
otherwise . 
Now k (n) here is of the form 
\) 
A 
A 
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where the f(n) satisfy conditions (4.2.2 ) , (4.2 . 3) and (4 . 2.4). Thus 
by the argument given in Construction 4.2.2 i t follows that, for 
S = 1,2, ... , 
~ 2 . 
' 
hence 
J(k) = sup J 0 (k) ~ 2 . \) s µ \) 
In addition,for x E [0,2TI) , 
A 
I k <x) I = V 
= 
~ 1 inx 
n e 
\' ' 2 n- 1 l sin nx 
l~n~v 
~ 2 + TI . 
' 
(A. 2. 4) 
the final inequality follows from a result o-f D. Jackson in [20] (also 
to be found in [26], 3.5.5). 
Hence 
(A. 2. 5) 
9 6 
From (A . 2 . 4) and (A . 2 . 5) , 
and so Corollary 1.3.5 gives us that k *f E RP whenever f E RP ,. and 
\) 
(2 + '"") [ 36p(l6 - 7p) l 1/p lltll ( ) 
" (p _ 1) (2 _ p)) p , p E 1, 2 , 
llk\)*fllp$ 3(2 + 'IT) lltll2 , P = 2, (A .. 2. 6) 
[ 
36p'(l6 - 7p') ·]l/p' ( 2 + 7r) {p , _ 1) ( 2 _ p , ) II f II p , P E ( 2, 00 ) • 
We can now use (A .. 2.6) and Holder's inequality to show that for 
all v = 1,2, . . . ' 
I l g(n) h(m) 
mE z n: I m-n I ~\) m - n 
m~ 
l k * g (m) h (m) 
\) 
mEZ 
$ Ilk *gll 11h11 , \) p p 
where c = c(p) is given by 
(2 + 'IT) /36p(16 - 7p) . ( ] 1/p 
,p - 1) (2 - p) , p E (1,2) , 
C = 3 (2 + 7r) , p = 2 , 
( 2 + 'IT) (36p'(16 - 7p')Jl/p'_ (p 1 _ l) ( 2 _ p ') , -p E ( 2 , oo) • 
<A. 2. 7) 
, 
Thus for g E tP, h E tP , both with finite support, we -can choose 
v = v(g,h) to ensure that 
{ (m,n) : 0 < Im - nl $ v} ' = { (m,n) : m E supp h , n E supp g ; m ~ n } ; 
hence 
l I' g(n) h(m) 
mEZ nEZ m - n 
= l kv(g,h) * g(m) h(m) 
mEZ 
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We thus have that B is bounded in [p,p'] with B[p,p'] satisfying 
(A. 2.1) as required. // 
A.2.2 REMARKS. Hilbert himself proved the boundedness of B for 
the case p = 2 . Schur in [31] considered the A and B forms together 
in order to obtain the estimate B[ 2 , 2 ] s ~ . Details of Schur's proof 
may also be found in [15]. In the general case Titchmarsh proved in 
[33] that for p E [2, 00 ) there exist constants H and K independent 
of p such that H < B < K 4/3 p - [ '] - p • p,p In [27] M. Riesz improved this 
to Hp s B[ , J s Kp • p,p 
A.3 Bounds for Steckin's bilinear fonn. 
We shallgive here a result of Steckin ([32], pp.238 ff) concerning 
the boundedness in [p,p '] of the bilinear form S defined by (.A.3.1) 
below. In the process we shallmake use of the estimate (A.2.1) for 
B to obtain an estimate for S[ ']. [p,p'] p,p 
A:3.1 THEOREM. Suppose f E BV and -PE (l, 00 ) • Then for 
' g E R._P , h E £.P the bilinear form S defined by 
"' S(g,h) = l L f(m - n) g(n) h(n) 
mEZ nEZ 
is bounded in . [p,p'J. Further, 
s [p, p, J 
lf(O)I + (2 + TI) [ 36p(l6 - 7p) ]1/pV[f] 
2TI (p - 1)(2 - p) 
s lf(O)I + 3 <2 + TI) V[f] 
2TI 
s [p ', p J , p E (2, 00 ) 
, p = 2, 
, p E (1, 2) , 
(A. 3. 2) 
9 8 
, 
Proof. Consider g E lp and h E lp , both with finite support. 
Now write 
S (g, h) = f ( 0) L g (n) h (n) + L l ' f(m - n) g(n) h(m) . 
nEZ mEZ nEZ 
Then 
" 
I s <g, h) I ~ I f < o) I 11 g 11 P 11 h II P , + I s ' <g, h) I , (A.3.3) 
where 
1 127l' , S'(g,h) = z1r .. f(t) l l 
O mEZ nEZ 
g(n) h(m) e-i(m-n)t dt 
-i(m-n)t 
g(n) h(m) e df(t) . 
(m - , n) ' 
hence 
1 I , , ' _ g (n) e -imt h (m) ~ 21r sup I.. l -
tE[0,21r] mEZ nEZ (m - n) 
int 
e (21f I Jo I at< t) I . 
From Theorem A.2.1, 
Combination of (A .. 3.3) and (A.3.4) gives 
ls(g,h) I ~ (lt<o) I + 21 Be 'J V[fJ) llgll 11h11 , • 7f p ,P p p , 
hence S is bounded in [p,p'] and 
" 1 
sc 'J ~ lf<o) I + -2 Be 'J VCfJ p,p 7f p,p • (A. 3. 5) 
The estimate (A.3.2) now follows from direct substitution in (A .• 3.5) 
of the estimate (A.2.1). ll 
We shall now prove a corollary of Theorem A.3.1, the statement of 
which can be found in [32], p.240. 
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A.3.2 COROLLARY. (St~ckin's rrrultiplier theorem.) Suppose f E BV 
A 
and p E (1, 2] . Then f*g E ,e_P whenever g E ,e_P and 
A 
11 f*g 11 r ~ s c r., r , J II g 11 r , 
where S i.s the bilinear foPm defined in (A.. 3 .1). 
, 
Proof. Consider g E ,e_P and h E ,e_P, both with finite support. 
By Theorem A.3.1, 
A 
IS(g.,h)I = I L L f(m - n) g(n) h(m)I 
mEZ nEZ 
= I l f*g (m) h (m) I 
mEZ 
and hence, by the converse of Holder's inequality, 
A 
11 f*g 11 r ~ s c r., r , J 11 g 11 r <A • 3 . 6) 
for all g E ,e_P with finite support. Now consider arbitrary g E ,e_P 
g (n) , lnl ~ k , 
O , otherwise. 
A 
Clearly (A.3.6) holds for each gk., k = 1,2,3, .... Since f E f_2 
A 
and g E ,e_P c l 2 , it follows that f*g(n) is defined a priori as the 
A 
sum of the absolutely convergent series l f(n - m) g(m) and it is 
mEZ 
A A 
clear that f*gk-+ f*g pointwise as k-+oo • In addition, (A.3.6) 
A 
shows that llf*gk,1p is bounded with respect to k ' so we can conclude 
A 
that f*g E ,e_P and ( A. 3. 6) continues to hold for all g E ,e_P . II 
1 00 
APPENDIX B 
SOME ADDITIONAL RESULTS 
B.l Idempotent Fourier Multipliers from AP to Aq, p,q E [1,2] . 
In this section we turn our attention once more to the Fourier 
mult1·p11·ers from AP t Aq p q [l 2] h" h r r · 1 o , , e , , w 1c weep ev1ous y 
considered in Chapter 3. Here we are interested in characterising 
the set of all such multipliers that are idempotent. By an 
idempotent multiplier from AP to Aq we mean a distribution 
¢ e (Ap,Aq) for which ¢ * ¢ = ¢ • We shall write (AP,Aq) 1 for 
the set of all idempotent elements of (AP,Aq) . In addition, we 
shall follow the notation of [39] and denote by J the set of all 
idempotent measures on T. 
function of E ~ Z. 
Again denotes the characteristic 
B.1 .1 LEMMA. To each ¢ e (AP,Aq) 1 there corresponds (unique) 
E c Z for which A ¢ = t;E . 
Proof. Since ¢ * ¢ = ¢ it follows that ,.. 2 ,.. ¢ = <P and so, for 
,.. 
all n e Z, ~(n) e {O,l} . Write 
E = {n e Z i(n) = l} . , 
A 
then ¢ = ~ E • II 
A 
B.1.2 THEOREM. For every Es Z, t;E e (A,A) 1 . 
Proof. This result follows directly from the fact that 
A = Fl 1 • II · 
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In the proof of the following theorem we shall, for any positive 
integer k , denote by *k a the k-fold convolution of the distribu-
tion a with itself. 
B.1.3 THEOREM. (AP,AP) 1 = J , p E (1,2] . 
Proof. Let p E (1,2] . The inclusion J s (AP,AP)r is clear. 
We shall prove here that (AP,AP} 1 E J. To this end suppose that 
¢ E (AP ,AP) I . Then q> *¢=¢ and, from Theorem 3.2.5, we can write 
,.. p, 
n E 2 q> = µ - a , where µ E M and CT E f Choose to satisfy . 
Zn~ p' < 2(n + 1) Then .... ,n+l E f 2 and hence *r E M for all . a a 
r ~ n + 1 . Consideration of 
*s µ = (¢ + a)*s = 
s l (s)¢*s-r * 
r 
r=O 
*r 
a 
s 
= l (!) q> * 
r=O 
gives us that 
1 (n + l} 1 
1 (n + 2) 1 
. 
. 
1 (2n + 11 1 . 
. 
. 
. . 
(n 
. . 
(n 
+ 
n 
+ 
n 
1) 
2) q> * a 
*n q> * a 
where µ.EM, i = 1,2, ... ,n + 1 . 
1., 
µl 
µ2 
. 
= 
µn+l 
*r 
a , s = n + l,n + 2, .•. ,2n + 1 
(B.1.1) 
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Now write 
1 (n ; 1) (n ; 1) . . 
• 
(n + 1) 
n 
1 (n ; 2) r + 2) (n + 2) 2 . . • n 
. . 
Wn(D) = 
. . . 
. . . 
1 (2n + 1) (2n 2+ 1) • • • f 2n + 1) 1 . n 
We shall show that Wn(D) is non-singular and hence, from (B.1.1), 
that <1> E M • The matrix 
1 (n ; 1) r; 1) • • • r; 1) 
. . 
0 1 (n ; l} • . . C + l} 
- 1 
0 1 (n + 2} C ~ ~) 1 . . . 
wn(l) = 
. 
. . . . 
. . . 
0 1 r2;) . (n ~n 1) 
is obtained from Wn(D) by performing the following row operations: 
row(k + 1) - row k , k = n,n - 1, ... ,2,1; leave row 1 unchanged; 
and using the result 
(t +
8 
1) _ (
8
t) = ( t ) J 8 l · , t ~ s - 1 (B .1. 2) 
' 
10 3 
In general, for m = 1,2, ... ,n the matrix 
1 (n + 11 r; 1) . . . (n; 1) (n + 1) . . . (n + 1) 1 . m + 1 n 
0 1 (n + 1) 1 . . . . (n + 1) m - 1 (n; 1) . . . (: ~ i) 
. . . . 
. 
• 
. . 
. . . . 
wn(m) 0 0 0 1 (n + 1) (n + 1) = . . . 1 . . . n - m 
• 
0 0 0 1 (2n-;+1) (2n-m+11 n """.' m · 
is obtained from W ( ) by performing the following row operations: nm-I 
row(k + 1) - row k, k = n,n - l, ... ,(m + 1),m; leave rows 
1,2, ... ,m unchanged; and using (B.1.2). In particular, 
1 r + 1) r + 1) 1 . . • n 
1 . . . (n + 1) 
n - 1 
. 
w = n(n) 
0 
. 
1 (n ~ 1) 
1 
and our proof is completed. II 
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B.l .4 COROLLARY. If p E (1,2] , q E [p,2] , then 
Proof. This result follows directly by combination of Theorem 
B.1.3 with Theorem 3.4.1. ll 
B.l .5 THEOREM. Let p E (1,2] , q E [1,p) be given. Then 
A 
if and only if <t> = ~E for some finite E c Z. 
Proof. ( i) 
(ii) 
"if" ; trivial 
"only if" . In the special case P = 2 
' 
q E [1,2) this result follows directly from Theorem 3.5.2. In general, 
"' from Theorem B.1.3 that <f> E J and hence that <f> = ~E for some 
E c Z belonging to the coset ring of Z (see [39], p.61). Suppose 
now that E is an infinite set. By a theorem of Helson (see [351, 
[36]) E differs by a finite set from a periodic subset of Z; thus 
there 
a1 < 
most 
exist positive integers r,d 
' 
a 1 ,a2 , ••• ,a r 
a2 < . . . < a and a - al < d 
' 
such that 
r r 
finitely many places from the set 
{a1 + md, a 2 + md, ... , a + md r 
satisfying 
E differs in at 
: m E Z} • 
We shall show that, for any such E, ther~ exists f E AP for which 
~Ef t lq; this is accomplished by slightly modifying Construction 
00 
2.5.2. Write f = l fk, where 
k=O 
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and the (vk) will be chosen to ensure that the spectra Sk of 
the fk are pairwise disjoint and that the number of elements in 
Sk n E is sufficiently large. To do this first choose some 
positive integer m0 for which a 1 + md E E for all m ~ m0 , and 
then choose an increasing sequence of positive integer s (mk) 
satisfying k mk+ld > mkd + 2 - 1 , k = 0,1,2, .... The sequence 
(vk) is then defined by 
With this choice of ( vk) we have that, for p E (1,2] ' q E [ 1, p)' 
1 k k 
00 00 
Np(f) ~ kr/P(fk) - l. (k + 1) q 2 q 2P < oo k=O 
and so f E AP; but 
= 
= 00 
' 
' 
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8.1 .6 REMARK. We could equally well have mod ified Construction 
00 
2.5.1 to show that the function f = l f , where 
k=O k 
-
2 
-kip P k O 1 2 fk= (k+l) 2 kevk j =,, , ... , 
with the (vk) chosen as above, also has the property that f E AP 
" q 
but ~Ef i l . II 
8.1 .7 COROLLARY. If p E (1,2] , q E [l,p) , then 
Proof. As previously noted 
That this inclusion is strict follows from Theorem B.1.5 toge t her 
with the fact that the identity map €2 belongs to (AP ,AP) 1 . II 
8.2 M n C = M(AP) , p E (1,2) . p . 
In 4.5 we noted that, although it was clear t hat M n C = M(AP) 
. p 
for p = 1 and p = 2 , the question of whether or not 
M n C = M(AP) for p E (1,2) remained unanswered. We shall show p 
here that equality holds in this case also.- The proof of Theorem 
B.2.2 is essentially due to Professor Y. Katznelson (private conver-
sation with the author). We first prove the following l emma. 
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B.2.1 LEMMA. Let p E (1,2) and suppose t rza t 
llfll ~ KllfllM( ) for all f E TP , p,p p,p (B . 2.1) 
where K is a constant independent of f . Then 
llfll ~ KllfllM( ) for all f E M(AP) . p,p p,p 
Proof. Assume (B.2.1) holds and consider f E M(AP) . 
If g E TP and 119' II = 1 then p 
11 [ (FN * f)gr11p ,, ,,FN * fllp.p 
~ KIIFN * fllM(p,p) , by (B.2.1) 
~ KllfllM(p,p) , by Theorem 4.3.1 ; 
thus 
~ K llfllM(p,p) 
and the result follows. ll 
We are now in a position to prove the following theorem. 
8.2.2 THEOREM. M n C = M(AP) , p E (1,2) . 
p . 
Proof. From (4.4.4) we have that 
(B. 2. 2) 
I 
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We shall show here that, for all f E M(AP) , 
l!fllp,p ~ 2 llf!!M(p,p) (B.2.3) 
and hence that 
Because of Lemma B.2.1 we need show only that (B.2.3) holds for 
all f E TP. Consider g E TP such that 11 g IJ = 1 . By the p 
estimates (1.2.10) it is possible, for p E (1,2) , to choose a non-
negative integer m so that the function h 
satisfies 11 g II 11 h 11 ~ 1 . Note al so that 
CO 00 
defined by h = 2-m/p P 
m 
II h II = 1 . If s is p 
a positive integer such that s > deg(fg) repeated use of Lemma 
2.1.1 allows us to conclude that, for f E TP, 
A A 
= II <fg) !IP llh< 2s) IIP 
= ll(fgh( 2S))"llp 
~ Np (fgh( 2s)) 
~ II! IIM(p,p) Np (gh (2S)) 
A A 
= 11 f II M ( p , p) [ 11 g 11 00 II h 11 00 + II g II p 11 h 11 PJ 
~ 211 f 11 M (p, p) ; 
from which it follows that 
llfllp,p ~ 2 llfllM(p,p) 
and our proof is completed. ll 
• 
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B.2.3 COROLLARY. Let p E (1,2) , q E (p,2) . Then 
Proof. The inclusion M(AP) 5: M(Aq) follows by combining 
Theorem B.2.2 with the result that M :: M (see [24] p .114) . That p q 
the inclusion M(AP) ~ M(Aq) must be strict was the substance of 
Theorem 4.2.4. ll 
8.2.4 REMARKS. For p E (1,2) the multiplier spaces M(AP) , 
unlike the spaces AP themselves, are algebras; we shall consider 
here the maximal ideal space 11 of M(AP) • It is clear that p 
11 contains all the maps of the form w . f-+ f(x) for X E T . 
' p X 
It follows from a theorem of M. Zafran (see [ 40] , Theorem 2) and a 
standard argument (for example see [39], p.140) that there exists a 
non-zero homomorphism from M n C to C which does not arise as p 
an evaluation map. Thus, by Theorem B.2.2, ~ canno t be identified p 
with T. It therefore follows that [TP]M(p,p) ~ M(AP) and hence, 
by Lemma 4.4.1, that M(AP) is not translation-continuous. Recall 
that some sufficient conditions for f E M(AP) to be translation-
continuous were given earlier in Theorems 4.4.3 and 4.4.4 and 
Corollaries 4.4.7 and 4.4.9 . 
1 J. 0 
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NOTES 
Consideration of the solutions of certain hyperbo lic 
partial differential equations by Ritter in [38] led 
Hewitt and Ritter to prove in [37] an analogue, for non-
discrete LCA groups, of the author's results (2.5. 1) 
and ( 2 . 5 . 2) . 
The question posed here is answered in B.2.3. 
That M(AP) , p E (1,2), is not translation-continuous 
is contained in B.2.4. 
The question posed here is answered in B.2.2. 
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