Long-term potentiation and long-term depression are thought to be cellular mechanisms contributing to learning and memory. Although the physiological phenomena have been well characterized, little consensus of their underlying molecular mechanisms has emerged. One reason for this may be the under-appreciated complexity of the signaling pathways that can arise if key signaling molecules are discretely localized within the synapse. Recent findings suggest an unanticipated degree of structural organization at the synapse, and improved methods in cellular imaging of living tissue have provided much-needed information about the intracellular dynamics of Ca 2þ , thought to be critical for both LTP and LTD. In this review, we briefly summarize some of these developments, and show that a more complete understanding of cellular signaling depends on the successful integration of traditional biochemistry and molecular biology with the spatial and temporal details of synaptic ultrastructure. Biophysically realistic computer simulations can have an important role in bridging these disciplines.
Introduction
New techniques such as patch recording, which has made it possible to record currents through single channels, and multiphoton laser microscopy, which allows visualization of cellular processes with submicron resolution, have revealed a level of complexity in cell signaling that extends spatially to the subcellular level at millisecond time scales. New computational methods have also been developed to model cellular signaling in this regime. Here we review the application of these new modeling techniques to recent experimental data relevant to the modification of the strength of central glutamate synapses.
Most neurons interact through chemical synapses, comprising a pre-and postsynaptic cellular component. The starting point for activating a synapse is an action potential, a regenerative electrical signal, triggered by depolarization, which travels along the axon of the presynaptic cell. When the action potential reaches the synapse, VDCCs in the presynaptic membrane transiently open and, through a series of as yet poorly defined steps, can cause a synaptic vesicle to fuse with the cell membrane, releasing neurotransmitter into the synaptic cleft, a narrow space approximately 20 nm wide, between the two cells. The transmitter then diffuses across the cleft and binds to receptors on the postsynaptic membrane. These receptors are often ion channels, and a conformational change in the receptor as a result of transmitter binding results in a transient opening of its conducting pore. These pores are selective for different ions, whose flux across the membrane generates either an inward or an outward current in the postsynaptic cell, depending on the charge of the ion and the net direction of flux (i.e. into or out of the cell). Different transmitters can therefore result in either an increase (an excitatory synapse that generates an inward current) or a decrease (an inhibitory synapse that generates an outward current) in the probability that the postsynaptic cell will itself generate an action potential and, thus, relay the signal.
Glutamate, the major excitatory transmitter in the brain, binds to at least two distinct types of ionotropic receptors on the postsynaptic membrane; AMPA receptors (AMPARs) and NMDA receptors (NMDARs). Although a single EPSC is usually too small to induce an action potential, neurons typically integrate signals from thousands of synapses acting in concert. Thus, small but concerted changes in the efficacy of individual synapses can dramatically alter the behavior of a neuron.
(1) These changes in synaptic efficacy, termed synaptic plasticity, have been the subject of intense study for the past three decades because changes in synaptic strength could be a cellular correlate of learning and memory. (2) Long-term potentiation was first reported as a persistent increase in synaptic efficacy at synapses of the dentate gyrus in the rabbit hippocampus, (3) and has since been found at many other excitatory synapses studied in the mammalian brain. Theorists soon understood the need for a compensatory mechanism to depress synapses, (4, 5) which was soon reported. (6) (7) (8) The best-characterized forms of these phenomena are NMDAR-dependent LTP and LTD of excitatory neurons in the CA1 region of the hippocampus. (Henceforth in this review, LTP and LTD refer specifically to the NMDARdependent forms of plasticity as principally characterized in pyramidal neurons.) LTP is reliably induced with either a highfrequency train of presynaptic activity or by pairing presynaptic stimulation with postsynaptic depolarization induced by a current injection into the postsynaptic cell, whereas a long train of low-frequency stimulation reliably induces LTD. The manner in which these changes are expressed has been controversial. (9) Because the presynaptic neuron may release vesicles with low probability, LTP or LTD could be expressed by either an increase or a decrease in release probability. Alternatively, synaptic efficacy could be increased by an increase in receptor strength or number. It may be that different stimulation conditions favor one or the other of these mechanisms.
Traditional approach to the induction of LTP and LTD The induction of LTP and LTD seems to be more straightforward. Glutamate is released from the presynaptic vesicle, diffuses across the synaptic cleft and binds to AMPARs and/or NMDARs, which are often, but not always, colocalized on the postsynaptic membrane. (10) (11) (12) ] i , typically following high frequency stimulation, is thought to induce LTP, whereas a more moderate increase in [Ca 2þ ] i , typically following low frequency stimulation is thought to induce LTD (13, 14) (Fig. 1) . This hypothesis is supported by a number of important findings. First, the addition of Ca 2þ chelators to the postsynaptic cell prevented the induction of LTP (15, 16) and LTD. (17) Second, induction of LTP and LTD was shown to depend on the activation of Ca 2þ -dependent kinases (CaMKII) (18, 19) and phosphatases (Calcineurin), (20, 21) respectively. Third, decreasing the influx of Ca 2þ through NMDARs with nonsaturating concentrations of a NMDAR antagonist induces LTD with an otherwise LTP-inducing stimulation protocol. (22, 23) Fourth, increasing extracellular calcium concentration, and thus Ca 2þ influx, can induce a mild LTP with low-frequency (i.e.
LTD-inducing) stimulation, (24) ] i reliably induce LTD. (28) Spike-timing-dependent plasticity The temporal order of pre-and postsynaptic activation may also be important for the selective induction of LTP and LTD. (7, 29) With the finding that an action potential, or spike, induced by a current injection into the soma, not only travels down the axon but also propagates back through the dendrites, (30) the timing of the presynaptic input (the release of glutamate) and the postsynaptic output (the spike) can be controlled with millisecond precision. A fascinating picture has since emerged. LTP is reliably induced when the presynaptic cell is repeatedly made to fire an action potential shortly before the postsynaptic cell (pre-before-post), and LTD is induced when the order is reversed (post-before-pre; Fig. 2 ). This finding is robust and has been found in neurons from the hippocampus using acute, (23) organotypic slices, (31) or dissociated cell culture, (32) and in layers V (33, 34) and II/III (35) of the cerebral cortex, as well as in vivo preparations using cat (36, 37) and Xenopus (38) 
Thus, although the exact mechanisms remain unknown, it is likely that this form of synaptic plasticity shares many properties with the traditional, frequency-dependent forms of LTP and LTD. 
CA 2þ in dendritic spines
The majority of excitatory synapses between neurons in the mammalian brain are made onto dendritic spines, small protrusions from the shaft of the dendrite, whose primary function may be to compartmentalize calcium. In the past decade, important developments in multiphoton imaging (44) and calcium-sensitive fluorescent dyes (45) have allowed researchers to probe the dynamics of intracellular Ca 2þ at temporal and spatial resolutions of $1 ms and $1 mm, respectively: the spatial resolution of a single spine, and at the temporal resolution of synaptic currents. Together, these have made possible the measurement of Ca 2þ influx through either VDCCs during an action potential (Fig. 3A,B) or NMDARs during an EPSP (Fig. 3C ). Recent reviews summarize the wealth of information that has been gleaned from these experiments. (46, 47) In particular, Svoboda and colleagues (43, 48, 49) ] i amplitudes for pre-before-post and post-before-pre pairing protocols are consistent with the [Ca 2þ ] i levels shown to be necessary for the selective induction of LTP and LTD by uncaging, the time courses of the calcium elevations are 10-100 times too short. (26) Thus, there is an apparent contradiction. Pairing protocols that are NMDAR-dependent and almost certainly Ca 2þ -dependent are able to selectively induce LTP or LTD, but, according to uncaging experiments, the elevations in intracellular calcium that these protocols induce are too brief to reliably induce either. The overlooked assumption may be the treatment of the spine as a single compartment. Caged Ca 2þ was released using a diffuse light source that can be assumed to have increased intracellular calcium levels in the spine homogeneously. (16, 27, 28) The spine can ions entering the spine through NMDARs. There are 30-100 proteins directly bound to, or associated with, the NMDA receptor, forming a large NMDA receptor complex (56) (57) (58) ( Fig. 4) . A characterization of the proteins comprising the PSD is beyond the scope of this paper, and has been recently reviewed. (59, 60) Suffice it to say that many proteins thought essential for the induction and/or expression of both LTP and LTD form part of the PSD complex, (57) including CaMKII, (19, 61) protein phosphatase I, (20) calcineurin. (59, 60) nNOS (62) and MAPK. (63) In addition to signaling proteins, the PSD also contains scaffolding proteins. One such protein is PSD-95 (also called SAP-90), first isolated by Kennedy and colleagues. (64) Although PSD-95 has no detectable enzymatic activity, it acts as an adaptor molecule through protein-protein interactions mediated through discrete domains; three amino-terminal PDZ domains are followed by an SH3 domain and a guanylate kinase-like domain. (65) The three PDZ domains each have slightly different binding specificities and can interact with a variety of different proteins. Because the first and second PDZ domains bind tightly to the NMDAR, (66, 67) PSD-95 therefore serves as a scaffold between the NMDAR and other signaling proteins of the PSD. Although PSD-95 appears to be involved in the synaptic targeting and clustering of NMDARs, (66, 68, 69) a mouse lacking functional PSD-95 (a stop codon in the third PDZ domain, leaving the first two intact) showed that NMDA receptors were appropriately clustered in the PSD and generated normal synaptic responses. (70) However, the properties of synaptic plasticity in these mice were unusual. Using standard induction procedures (including both high frequency stimulation trains and pre-before-post pairing), LTP levels were significantly greater than normal. Moreover, low frequency stimulation trains that should have produced LTD resulted instead in LTP (Fig. 4C) . How do these data fit with the hypothesis that intracellular calcium levels selectively induce LTP and LTD? Note that PSD-95 does not affect NMDA receptor currents, so the calcium levels in mutant and wild-type mice were presumably similar. Perhaps disruption of the NMDA receptor complex by knocking out PSD-95 displaced a low-affinity Ca 2þ -dependent signaling protein responsible for the induction of LTD away from the site of Ca 2þ entry (the NMDAR), preventing the induction of LTD. A model for the bidirectional control of synaptic strength involves competing actions of kinase (LTP) and phosphatase (LTD) activity. (71, 72) Thus a decrease in phosphatase activity could explain both the lack of LTD and the enhanced LTP seen in these mice. These apparent inconsistencies suggest that identifying and characterizing the participating cellular effectors is only the first step in achieving a full understanding of the steps underlying the induction of LTP and LTD, (73) and intracellular signal processing in general. At least equally important is the task of understanding how these proteins are organized in the postsynaptic membrane to produce normal synaptic function. This will require analysis of the spatial dependence and, importantly, the interdependence, of the appropriate signaling proteins.
Novel approaches using computer modeling Biophysically realistic computer simulations offer a powerful tool with which to explore cellular signaling at fine spatial and temporal scales. The simplest approach to modeling synaptic signaling involves solving a set of differential equations for a single, well-mixed compartment. This method has been successfully used in fields like physical chemistry and traditional biochemistry, where the well-mixed approximation is satisfied. Unfortunately, these models ignore the structural detail of the synapse, and often fall short of providing a satisfying, biologically accurate explanation of the phenomena being modeled.
To include spatial information, two different approaches to kinetic modeling have been proposed. The ''finite element'' approach (FE) divides three-dimensional space into a regular grid of contiguous subcompartments, or voxels. It assumes well-mixed conditions within each voxel, and uses differential equations to compute fluxes between, and reactions within each voxel. This approach is well suited to large, simple volumes with large numbers of a few types of molecules, such as a test-tube. Complex cellular structures, however, require the grid be very fine and irregular in shape, making this approach both computationally expensive and difficult to program. Furthermore, as voxel size decreases, the product of the voxel volume and reactant concentration can yield fractional numbers of molecules, and multiple reaction partners and complex signaling pathways increase the dimensionality of the differential equations, further increasing the computational load.
Although mass-action equations still predict correct average concentrations, the discrete and stochastic nature of signaling, which becomes important when the number of molecules is small, is ignored using the FE approach. This is especially true for calcium-dependent signaling. For ] i of 1 mM, a high level at which calcium is able to induce biochemical changes in the spine, still only corresponds to $60 free Ca 2þ ions. If a spine, modeled as a cube, 0.5 mm on a side, were coarsely divided into a 10 Â 10 Â 10 grid, the average number of Ca 2þ ions in each voxel, would be 0.06, an unphysical number. Thus, the FE method will fail to accurately describe the biochemistry of synaptic signaling because these methods only provide averaged data, ignoring the stochastic nature of signaling, and because a biophysically realistic simulation, complete with an accurate three-dimensional structure of the system, is likely to be too difficult to program and too computationally expensive. The other approach uses Monte Carlo methods, where random numbers and probabilities are used to simulate individual cases of the system's behavior (see Box 1). MCell is a highly optimized Monte Carlo simulation program that can be used to address complex biological problems (http:// www.mcell.cnl.salk.edu). (74, 75) In a simulation of an action potential evoked by somatic current injection using the NEURON (82) simulation environment, the action potential propagated back through the dendrites to the spine resulting in a brief depolarization (Fig. 5A ). Spines typically contained four or five VDCCs, which open with a probability of $0.5 at the peak of the action potential. The voltage time course at the spine was used as input to MCell. On this trial, the spine had three VDCCs, two of which opened briefly at the peak of the action potential (Fig. 5B) Monte Carlo methods are based on the concept that any part of a function to be integrated over may be thought of as a normalized probability distribution over the region of integration. A simple illustrative example is a geometric Monte Carlo experiment that calculates p using a ''hit or miss integration''. Consider a circle with radius r circumscribed by a square (Fig. A1) . Note that because of its geometrical symmetry, the problem can be equivalently considered in terms of a single quadrant (Fig. A2) .
Given that Now, imagine randomly throwing a large number darts at Fig A2. The essence of the Monte Carlo method is that, as the number of darts increases, the fraction of darts within the quadrant (red shaded area), scaled by 4, will approach the value of p. Implementation of this experiment on a computer is extremely simple, but needs a good random number generator that generates numbers from 0 to 1 from a uniform distribution. Thus, a simple code to perform this experiment might look like:
Note that the accuracy of this approximation depends on the number of random trials. It can be proven that the estimate converges to the correct value of p as the number of trials increases to infinity. structure) is seen protruding through the cell membrane on the right, and the spine apparatus, an extension of dendritic smooth endoplasmic reticulum, seen as a darkened, cubic structure to the left. Exogenous indicator molecules (green) and endogenous CBPs (white) are depicted as spheres distributed throughout the cytoplasm, and may be either Ca 2þ -bound (opaque) or Ca 2þ -free (translucent). For comparison with imaging experiments, the spine volume was also By filling cells with fluorescein dextran and using two-photon scanning laser microscopy, Svoboda and colleagues were able to image and photobleach dendritic spines on pyramidal neurons from hippocampal slices. The time-course of the recovery from of spine fluorescence provided a direct measure of the diffusional coupling between the spine and its parent dendrite. (89) We have simulated this experiment using MCell to demonstrate random-walk diffusion and the inherent stochasticity of the program. We separated two sets of spheres (white and red) into the spine and parent dendrite, respectively, and then allowed the spheres to diffuse freely between the two structures, which were connected by a narrow spine neck. Although individual trials were noisy, the averaged result was indistinguishable from an exponential decay function, as expected. These simulations demonstrate the dependence on the diffusional coupling rate on the diameter and length of the spine neck (see also Svoboda et al., 1996 However, a significant fraction of the high-affinity indicator was still Ca 2þ -bound, yielding the slowly decaying DF/F signal.
EPSP-induced Ca 2þ influx
We next examined intracellular Ca 2þ dynamics evoked by synaptic stimulation. Imaging experiments suggest that Ca 2þ influx through NMDARs results in Ca 2þ transients with similar amplitudes and slower kinetics, as compared with Ca 2þ transients evoked by action potentials. Vesicular release of glutamate resulted in an average of 3 of 20 NMDARs opening at peak, and closed with a decay time constant of $100 ms; (81) however most of the receptors were unable to conduct because of the Mg 2þ block. The small voltage deflection associated with a single, subthreshold EPSP (Fig. 6A ) resulted in a small increase fraction of unblocked receptors, although NMDARs continued to rapidly flicker open (mean open-time, $100 ms) with low probability at resting potentials, as long as the receptors were bound (Fig. 6B) . Note that these data only provide information on the number of open receptors at each point in time, but not whether this was due to a single-bound receptor that flickered rapidly between blocked and unblocked states, or a larger number of channels that opened independently at low probability, such that no two channels were open at the same time. When a receptor did open, Ca 2þ entered the spine at the synapse, and diffused through the volume until it was extruded or buffered by CBPs or indicator. These brief epochs of Ca 2þ influx, which continued for a long period due to the low dissociation rate of the NMDARs, led to efficient binding of Ca 2þ by indicator due to its fast kinetics and high affinity (Fig. 6C ), but did not result in a large increase in [Ca 2þ ] i ( Fig. 6D ; c.f. Fig. 5 ).
Again, visualization of this simulation may clarify the difference between the action potential and EPSP-evoked signaling patterns. The observer is still inside the spine, but is now looking up toward the postsynaptic membrane. Closed/ single-bound receptors are seen as ghostly, red structures on the spine ceiling. hold EPSPs, (83) this result has not been reproduced. (38, 43, 84) (Fig. 7B) or activated, quaternary-bound CaM (CaM-4; Fig. 7C ) in the spine. Although the amount of Ca 2þ entering the cell was the same, at frequencies !10 Hz, CBPs were unable to offload Ca 2þ ions bound from previous pairings, resulting in a saturation of the buffering capacity (Fig. 7D) , such that increasing fractions of the Ca 2þ entering the cell on subsequent pairings would be unbuffered. This leads to highly cooperative increases in both [Ca 2þ ] i (Fig. 7E) and CaM-4 (Fig. 7F) . In general, CaM activation did not summate with pairings at frequencies up to 5 Hz, but increased non-linearly as pairing frequencies increased (Fig. 7G) . Interestingly, 10 Hz is the lowest pairing frequency at which a small number of positively correlated pairings will reliably induce LTP. (33, 34) If the frequency at which pairing becomes cooperative is due to saturation of the buffering capacity of the spine, then changing total buffering capacity should modulate this frequency dependence. Indeed, halving and doubling the CBP concentration resulted in increased and decreased frequency-dependence and CaM-4 levels, respectively. Again, very different intracellular [Ca 2þ ] i profiles were induced without changing the amount of Ca 2þ that entered the spine. Note that Sjö strö m and colleagues were able to induce LTP with low frequency pairing when the soma was mildly depolarized. (34) Although the chemical consequences at the synapse remain unknown, it is tempting to imagine that this depolarization leads to calcium spikes in dendritic branchlets, (87, 88) such that the frequency-dependence of CaM activation is dramatically altered by an additional mode of Ca 2þ entry.
Future direction
Clearly, this model does yet not explain the differences between the intracellular Ca 2þ dynamics required for the induction of LTP and LTD, or the critical time-window of STDP. However, as illustrated above, these questions can only be answered using computational methods if the model incorporates the spatial, temporal and stochastic nature of intracellular signaling. Numerous studies have shown that Ca 2þ -dependent reactions can sample Ca 2þ in very local signaling domains, and recent ultrastructural and biochemical studies have shown exquisite spatial organization of signaling machinery at the synapse. It seems absurd to imagine that this organization is not critical in determining the dynamics and products of intracellular signaling transduction cascades. It is therefore equally absurd to imagine being able to really understand these important processes with an oversimplified model. We are therefore in the process of developing a model of a glutamatergic synapse of unprecedented biological detail and realism. Ultimately, this model will be implemented in a structure determined by three-dimensional serial reconstruction of electron tomographs of CA1 neuropil and will incorporate accurate estimates of the number, location and kinetic properties of all the appropriate synaptic signaling molecules. The completion of this project will require many years and active collaboration between different laboratories, and great effort. However, we contend that the answer to these, and many other outstanding biological questions, lie in the details, and it is therefore only by asking questions of sufficient detail, and by examining systems of sufficient complexity, that many of these answers can be found.
Conclusions
The Monte Carlo approach to modeling synapses presented here is still in its infancy. One of the important lessons that it has already taught us is the importance of knowing where Ca 2þ enters the spine and its impact on the local microenvironment. This view contrasts with the impression from Ca 2þ imaging experiments, of a well-mixed, homogenous milieu. Detailed simulations with MCell should allow us to refine our understanding of how Ca 2þ interacts with elements of the PSD, and other subcellular compartments whose spatial organization appears to be crucial for the precise biochemical signaling required to achieve long-lasting changes in synaptic efficacy. In particular, we need to know more about the properties and locations of the calcium-binding proteins that regulate [Ca 2þ ] i throughout the spine volume. No single discipline or set of techniques will be sufficient to provide a full understanding of the complexities of biological signaling. Instead, we expect that this will only be achieved with an open and active dialogue between disciplines; biophysically realistic simulations can provide a framework for building bridges between these disciplines and testing multidisciplinary hypotheses.
