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Abstract
We consider the problem of inference in Differences-in-Differences models when there are
few treated units and errors are spatially correlated. We first show that, when there is a single
treated unit, existing inference methods designed for settings with few treated and many
control units remain asymptotically valid when errors are strongly mixing. However, these
methods are invalid with more than one treated unit. We propose an asymptotically valid,
though generally conservative, inference method for settings with more than one treated
unit.
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1 Introduction
Differences-in-Differences (DID) models present a series of challenges for inference. There
is a large number of inference methods for DID, but the effectiveness of different solutions
depend crucially on the set of assumptions one is willing to make on the errors, and on many
features of the empirical design, such as the number of treated and control units.1 A common
setting in which a satisfactory solution is not yet available is when (i) errors are spatially
correlated, (ii) there is no distance metric across units, and (iii) the number of periods is
fixed (see Ferman (2019a)). We analyze this case in settings with a small number of treated
and a large number of control units.
We first derive conditions in which the inference methods proposed by Conley and Taber
(2011) (henceforth, CT) and Ferman and Pinto (2019) (henceforth, FP) remain asymptot-
ically valid in the presence of spatial correlation when there is a single treated unit. The
main assumptions are that (i) the post-pre difference in average errors for each unit, whether
treated or control, has the same marginal distribution — we can also allow for scale changes
depending on observed covariates, as considered by FP —, and (ii) the cross-section distri-
bution of this post-pre difference in average errors is strongly mixing for the control units.
We consider an asymptotic framework in which the number of treated units is fixed and the
number of control units goes to infinity. Under these conditions, the asymptotic distribution
of the DID estimator depends only on the post-pre difference in average errors of the treated
units (as originally shown by CT), and the residuals of the control units asymptotically re-
cover the distribution of the errors of the treated units even when there is spatial correlation
(in contrast, both CT and FP rely on independence across units for this result).2
1A non-exhaustive list of papers that proposed and/or analyzed different inference methods in the DID
settings include Arellano (1987), Bertrand et al. (2004), Cameron et al. (2008), Brewer et al. (2017), Conley
and Taber (2011), Donald and Lang (2007) Ferman and Pinto (2019), Canay et al. (2017), and MacKinnon
and Webb (2019). While not specific to DID settings, Ferman (2019b) can be used to provide a first
assessment on whether inference methods that rely on asymptotic results are reliable in specific DID settings.
2CT have in their appendix an example model that allows spatial dependence. However, their model
requires an observed distance metric across units. We consider instead a setting in which such distance
metric is not available, as is common in DID applications.
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When the number of treated units is greater than one, the inference methods proposed
by CT and FP will not be asymptotically valid if there is spatial correlation. Therefore,
we consider a worst case scenario for the spatial correlation to construct a test that is
asymptotically valid, though possibly conservative. Intuitively, such test essentially assumes
that we have only one treated unit, which would be the case if the error of treated units were
perfectly correlated. This guarantees that we do not under-estimate the true variance of
the DID estimator. However, we over-estimate this asymptotic variance if the errors across
treated units are not perfectly correlated. The magnitude of the under-rejection is increasing
with the number of treated units, and decreasing with the amount of spatial correlation. This
provides an alternative to inference in DID models that is robust to spatial correlation, even
when we a distance metric across units is not available.
2 Setting
Consider a standard DID model
Yit = αdit + θi + γt + ηit, (1)
where Yit is the outcome variable for unit i at time t, and dit is an indicator variable equal
to one if unit i is treated at time t, and zero otherwise. Let Di be an indicator variable
equal to one if unit i is treated. The parameter α is defined as the causal effect of dit on Yit,
while θi and γt are, respectively, unit and time fixed effects.
3 The error term ηit represents
unobserved variables that are not captured by the fixed effects.
There are N1 treated units, N0 control units, and T time periods. We assume that dit
changes to 1 for all treated units starting after date t∗. We consider the case in which
3We can allow for treatment effects varying with time if all units start treatment at the same period.
In this case, the estimand would be the average treatment effect across the post-treatment periods. See
de Chaisemartin and D’Haultfoeuille (2018), Callaway and Sant’Anna (2018), Athey and Imbens (2018),
and Goodman-Bacon (2018) for a general discussion on the setting with heterogeneous treatment effects and
staggered adoption.
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different units may start treatment at different dates in Remark 3.3. Let I1 (I0) be the
set of indices for treated (control) units, while T1 (T0) be the set of indices for post- (pre-
) treatment periods. Following FP and Ferman (2019a), for a generic variable At, define
∇A = 1
T−t∗
∑
t∈T1
At −
1
t∗
∑
t∈T0
At. In particular, we consider Wi = ∇ηit, which is the
post-pre difference in average errors for each unit i.
In this simpler case in which treatment starts at the same period for all treated units, the
DID estimator is numerically equivalent to the two-way fixed effects estimator of α, which
is given by
α̂ =
1
N1
∑
i∈I1
∇Yi −
1
N0
∑
t∈I0
∇Yi = α +
1
N1
∑
i∈I1
Wi −
1
N0
∑
i∈I0
Wi. (2)
We consider a repeated sampling framework over the distribution of {Wi}i∈I0∪I1, in which
treatment assignment is pre-determined (alternatively, we can consider that the analysis is
conditional on the vector of treatment assignment).4
For simplicity, we consider the homoskedastic case, as analyzed by CT, and we do not
include covariates in equation 1. In Appendix A.2 we allow for heteroskedasticity based on
a set of covariates Zi, as considered by FP, and for a set of covariates Xit in equation 1. In
this simpler case, we impose the following assumptions on the distributions of Wi.
Assumption 2.1 (distribution of Wi) (i) E [Wi|Di = 1] = E [Wi|Di = 0] = 0, (ii) Wi has
the same marginal distribution for all i ∈ I1∪I0, with finite second moment and continuous
distribution, and (iii) {Wi}i∈I0 is α-mixing satisfying Assumptions 1 and 3(b) from Jenish
and Prucha (2009).
Assumption 2.1.(i) is the standard DID identification assumption. Assumption 2.1.(ii)
restricts the marginal distribution of the treated and control units to be the same. This
is essentially an homoskedasticity assumption, as considered by CT. We show in Appendix
A.2 that this assumption can be relaxed. Finally, Assumption 2.1.(iii) allows for spatially
4We can think of that as a “super-population” setting. See Abadie et al. (2014) and Abadie et al. (2017)
for a discussion on a design-based approach for inference.
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correlated shocks, but restricts such spatial correlation by assuming a mixing condition.
Since we consider an asymptotic framework in which N1 is fixed and N0 →∞, we can allow
for an unrestricted spatial correlation among treated units. However, the mixing condition
implies that, as the number of control units increases, the correlation between two control
units would vanish if we randomly draw two of the control units.
From Proposition 1 from CT, it follows that the limiting distribution of α̂ when N1 is
fixed and N0 →∞ is given by α̂
p
→ α+N1
−1∑
i∈I1
Wi. The intuition is that, given the strong
mixing condition (Assumption 2.1.(iii)), the average of the control errors would converge in
probability to zero as N0 → ∞. However, since the number of treated units remain fixed,
the distribution of α̂ will still depend on the errors of the treated units even asymptotically.
In this case, the estimator is unbiased, but not consistent.
3 Inference with spatially correlated shocks
CT propose an interesting inference method in this case by noting that the residuals
Ŵi of the control units may be informative about the distribution of Wi and, therefore,
about the distribution of α̂. The main idea is to estimate the distribution of Wi using
the empirical distribution of {Ŵi}i∈I0. Intuitively, this works because, as N0 → ∞, Ŵi
p
→
Wi. Therefore, hypothesis testing and confidence intervals can be constructed based on the
empirical distribution of {Ŵi}i∈I0 . They show validity of this inference method when Wi is
iid (Assumption 2 in CT).5 It is easy to understand the importance of this independence
assumption when N1 > 1. Consider a simple case in which N1 = 2, and {W1,W2} is
multivariate normally distributed with correlation ρ. In this case, the asymptotic variance
of α̂ would be given by 2−1(1+ρ)var(Wi). However, given Assumption 2.1.(iii), if we consider
a random draw of Wi for two control units, as N0 →∞, the correlation between these errors
would converge to zero. As a consequence, the approach proposed by CT would recover
5CT have in their appendix an example model that allows spatial dependence. However, their model
requires an observed distance metric across units. We consider instead a setting in which such distance
metric is not available, as is common in DID applications.
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a distribution for N1
−1∑
i∈I1
Wi that has a variance given by 2
−1var(Wi). Therefore, the
variance of α̂ would be underestimated if ρ > 0, leading to over-rejection.6 The Same
problem applies for the inference method proposed by FP.
When N1 = 1, however, the inference method proposed by CT can remain valid even
if we allow for spatial correlation. The main intuition is that, under Assumption 2.1, the
asymptotic distribution of α̂ depends only onW1, and the distribution ofW1 is still asymptot-
ically approximated by the empirical distribution of {Ŵi}i∈I0, even when errors are spatially
correlated. Of course, the strong mixing condition is crucial for this argument. To for-
malize that, let F (c) be the cdf of Wi, and consider the empirical distribution of {Ŵi}i∈I0 ,
F̂ (c) = N0
−1∑
i∈I0
1
{
Ŵi < c
}
, where 1 {.} is an indicator function.
Proposition 3.1 Under Assumption 2.1, as N0 →∞, F̂ (c) converges in probability to F (c)
uniformly on any compact subset of the support of W .
The proof is essentially the same as the proof of Proposition 2 from CT for the case with
only one treated unit, but allowing for spatial correlation. We present details in Appendix
A.1. It immediately follows that the inference method proposed by CT remains valid for the
case with N1 = 1, even when we may have spatial correlation.
Corollary 3.1 Under Assumption 2.1, if N1 = 1, then the inference method proposed by
CT is asymptotically valid when N0 →∞.
We show in Appendix A.2 that Proposition 3.1 and Corollary 3.1 remain valid when
we include covariates in equation 1. We also show in Appendix A.2 that the inference
method proposed by FP remains asymptotically valid, in this setting with N1 = 1 and
spatial correlation, when we relax Assumption 2.1 to allow for heteroskedasticity.
As explained above, however, the inference methods proposed by CT and FP would not
be valid when N1 > 1 and errors are spatially correlated. Given this potential problem,
6If ρ < 0, then inference based on CT would lead to under-rejection. However, it is more common to
consider the case in which ρ > 0 when we consider spatial correlation.
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we consider the case in which the errors of all treated units are perfectly correlated as
a worst case scenario to provide an asymptotically valid, though conservative, inference
method in this setting. More specifically, from Proposition 3.1, F̂ (c) asymptotically recovers
the distribution of Wi even when we allow for spatial correlation. Given that, instead of
considering independent draws from this distribution to put in place of the treated units, we
sample only one Ŵi and place it for all treated units, which would asymptotically recover the
distribution of α̂ if {Wi}i∈I1 were perfectly correlated and had the same marginal distribution.
When treated units are not perfectly correlation, though, we would recover a distribution
for α̂ that has a higher variance relative to the true distribution of α̂. To formalize this
idea, we consider the following high-level assumption, which trivially holds in case {Wi}i∈I1
is multivariate normal.
Assumption 3.1 (regularity condition) For any τ ∈ (0, 1), let cτ be the τ−quantile of Wi,
and define W˜ = N−11
∑
i∈I1
Wi. Then Pr
(
{W˜ < cτ/2} ∪ {W˜ > c1−τ/2}
)
≤ τ .
Note that Pr
(
{W˜ < cτ/2} ∪ {W˜ > c1−τ/2}
)
trivially equals to τ if N1 = 1. Alternatively,
we will also have this equality ifWi are perfectly correlated for all treated observations. What
Assumption 3.1 states is that, regardless of the number of treated observations and of the
spatial correlation among the treated units, the probability of having extreme values for the
average of the treated units, W˜ , is weakly smaller than the probability of having extreme
values for a single draw of Wi. This assumption is intuitively reasonable, and is satisfied
when Wi is multivariate normal.
Proposition 3.2 Consider testing the null hypothesis H0 : α = α0 with a significance level
τ by contrasting α̂ with the τ/2 and 1− τ/2 quantiles of F̂ (c). Under Assumptions 2.1 and
3.1, as N0 →∞, this test is asymptotically level τ for any τ ∈ (0, 1).
This result follows directly from Proposition 3.1 and Assumption 3.1. While we guarantee
that this modified test does not over-reject (asymptotically), it will generally be conservative
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when N1 > 1, unless the errors of treated units are perfectly correlated. If we assume Wi
is multivariate normally distributed, then we can calculate the asymptotic rejection rate of
the original CT test and of the conservative test, depending on N1 and ρ. We present these
analytical results in Table 1. As expected, when the treated observations are independent,
the asymptotic rejection rates of the inference method proposed by CT has the correct size
regardless of N1. In contrast, the conservative test has the correct size when N1 = 1, but
becomes very conservative when N1 > 1. When ρ > 0 and N1 > 1, however, the CT
test starts to over-reject, while the conservative test always has a size no greater than 0.05.
Interestingly, when the spatial correlation increases, the over-rejection of the CT test becomes
larger. Moreover, the under-rejection of the conservative test in this case becomes milder.
Therefore, this conservative test provides an interesting alternative when one suspects that
relevant spatial correlation is present, but there is no information to model such spatial
correlation.
Remark 3.1 We show in Appendix A.2 that Proposition 3.2 remains valid for the test
proposed by FP. In this case, we relax Assumption 2.1.(ii) by assuming a parametric form
for the heteroskedasticity. More specifically, we consider a case in which Wi = h(Zi, δ)ξi for
a known function h(., .), where Zi ∈ R
q is a vector of observed covariates, and δ ∈ Rp is
an unknown parameter. The idea in this case is to estimate δ using the residuals from the
DID regression, and then estimate the cdf of ξ with the empirical distribution of {ξ̂i}i∈I0 ,
where ξ̂i = h(Zi, δ̂)
−1Ŵi. Then we recover a conservative distribution for α̂ considering the
empirical distribution of {N−11
∑
i∈I1
h(Zi, δ̂)ξ̂b}b∈I0. We also allow for covariates Xit ∈ R
p
in equation 1, which may or may not overlap with the variables in vector Zi.
Remark 3.2 The assumption that Wi is strongly mixing excludes some important models
of spatial correlation. For example, it would not allow for a spatial correlation based on a
linear factor model, as considered by Ferman (2019a), if the expected value of the factor
loadings is different for treated and controls. In this case, the DID residuals Ŵi would not
capture the spatially correlated shocks that differentially affect treated and control units, and
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F̂ (c) would underestimate the variance of the marginal distribution ofWi. As a consequence,
even the conservative test may over-reject. Importantly, however, the over-rejection of the
conservative test in this case would be no larger than the over-rejection of CT (or FP). An
example of setting in which this mixing assumption may be reasonable would be when units
closer in some distance metric have more correlated errors, while such correlation goes to
zero when this distance increases. In this case, the conservative test would be valid even if
we do not have information on such distance metric. In contrast, this assumption would not
be reasonable if, for example, we believe there is a common shock that affects all control
units differently from the treated units.
Remark 3.3 Constructing a conservative test becomes substantially more complicated if
treated units start treatment at different periods. For example, consider that unit 1 starts
treatment after t1, while unit 2 starts treatment after t2. In this case, the asymptotic distri-
bution of α̂ would depend on the linear combinations of the errorsW1(1) =
1
T−t1
∑T
t=t1+1
η1t−
1
t1
∑t1
t=1 η1t, and W2(2) =
1
T−t2
∑T
t=t2+1
η2t −
1
t2
∑t2
t=1 η2t. We can still consistently estimate
the marginal distributions of W1(1) and W2(2) by considering the appropriate linear combi-
nation of the residuals from the control units. This is what CT and FP do, and works well in
a setting in which W1(1) andW2(2) are independent. When we allow for spatial dependence,
however, it becomes harder to define a worst case scenario. The worst case scenario will gen-
erally not be such that corr(η1t, η2t) = 1. To see that, suppose there are 3 time periods, with
t1 = 1 and t2 = 2. In this case, α̂−α
p
→ 0.5(0.5η13+0.5η12−η11)+0.5(η23−0.5η22−0.5η21).
Therefore, assuming corr(η1t, η2t) = 1 will lead to a lower variance relative to the case with
no spatial dependence if var(ηi2) is substantially larger than the variance at the two other
periods. A possible alternative in this case could be to first estimate the variance/covariance
matrix of the marginal distribution of (ηi1, ..., ηiT ) for the treated units using the residuals of
the control units. These estimated marginal distributions would be the same for all treated
units under the homoskedasticity assumption from CT, or will vary depending on the esti-
mated heteroskedascity as considered by FP. Then we can calculate the spatial correlation
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parameters among the treated units (which will be N1(N1 − 1) symmetric T × T matrices)
that maximizes the variance of α̂ to construct a worst case scenario. To implement that, we
could follow a similar strategy as the one considered by CT to deal with spatial correlation
in their appendix. The difference is that, since we cannot estimate the spatial dependence
because there is no distance metric in our setting, we assume a worst case scenario.
Remark 3.4 The conservative test is of course an extreme solution in case one believes
spatial correlation may be present, but does not have information on a distance measure, or
does not want to impose functional form assumptions on the spatial correlation. In contrast,
if information on a distance measure is available and we impose a functional form on the
spatial correlation, then it would be possible to correct for spatial correlation in the same
way as FP correct for heteroskedasticity. In this case, one would be able to estimate the
correlation function depending on the distance between units i and j, and then adjust the
estimated distribution for α̂. More specifically, if N1 = 2 and we draw two control units with
a given distance, then we would adjust their residuals so that they are informative about
the distribution of the errors of two units with the same distance as the treated units. This
is also very similar to the idea proposed by CT in their appendix, with the advantage that
we do not have to model the serial correlation in settings in which all treated units start
treatment at the same period, because we can focus on the distribution of Wi.
4 Conclusion
We consider the problem of inference in DID models when there are few treated units
and errors are spatially correlated. We first show that, when there is only one treated unit,
the inference methods proposed by CT and FP, which were designed for settings with few
treated and many control units, remain asymptotically valid when errors are strongly mixing.
However, these methods can lead to severe over-rejection with more than one treated unit.
We propose an alternative inference method that is asymptotically valid, though generally
10
conservative, in the presence of spatial correlation.
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Table 1: Asymptotic rejection rates
CT test Conservative test
(1) (2)
Panel A: ρ = 0
N1 = 1 0.050 0.050
N1 = 2 0.050 0.006
N1 = 3 0.050 <0.001
N1 = 4 0.050 <0.001
N1 = 5 0.050 <0.001
Panel B: ρ = 0.2
N1 = 1 0.050 0.050
N1 = 2 0.074 0.011
N1 = 3 0.098 0.004
N1 = 4 0.121 0.002
N1 = 5 0.144 0.001
Panel C: ρ = 0.4
N1 = 1 0.050 0.050
N1 = 2 0.098 0.019
N1 = 3 0.144 0.011
N1 = 4 0.186 0.008
N1 = 5 0.224 0.007
Panel D: ρ = 0.6
N1 = 1 0.050 0.050
N1 = 2 0.121 0.028
N1 = 3 0.186 0.022
N1 = 4 0.241 0.019
N1 = 5 0.288 0.017
Panel E: ρ = 0.8
N1 = 1 0.050 0.050
N1 = 2 0.144 0.039
N1 = 3 0.224 0.035
N1 = 4 0.288 0.034
N1 = 5 0.339 0.032
Notes: This table presents asymptotic rejection rates of the CT test and of the conservative test
presented in Section 3 for different values of N1 and of spatial correlation among the treated
units. We assume {Wi}i∈I1 is multivariate normally distributed, with variance one and correlation
coefficient ρ.
13
A Appendix
A.1 Proof of Proposition 3.1
Proof. This proof follows essentially the same steps as the proof of Proposition 2 from
CT. Let Ω be a compact subspace of the support of Wi. Note that, for i ∈ I0, Ŵi =
Wi − W 0, where W 0 = N
−1
0
∑
i∈I0
Wi, and let W be a generic random variable with the
same distribution of Wi. Then,
sup
c∈Ω
∣∣∣F̂ (c)− F (c)∣∣∣ = sup
c∈Ω
∣∣∣∣∣ 1N0
∑
i∈I0
1
{
Wi −W 0 < c
}
− Pr (W < c)
∣∣∣∣∣ (3)
≤ sup
c∈Ω
∣∣∣∣∣ 1N0
∑
i∈I0
1
{
Wi < c+W 0
}
− Pr
(
W < c+W 0
)∣∣∣∣∣ (4)
+sup
c∈Ω
∣∣Pr (W −W 0 < c)− Pr (W < c)∣∣. (5)
From Theorem 3 of Jenish and Prucha (2009), a LLN applies to our setting with spatially
dependent variables, so W 0
p
→ 0. This implies W −W 0
d
→W . Therefore, from Lemma 2.11
from van der Vaart (1998), the term in line 5 is o(1). For the term in line 4, consider a
compact subset Θ of the parameter space of W 0 such that 0 is an interior point. Therefore,
sup
c∈Ω
∣∣∣∣∣
∑
i∈I0
1
{
Wi < c+W 0
}
N0
− Pr
(
W < c+W 0
)∣∣∣∣∣ ≤ supc∈Ω,h∈Θ
∣∣∣∣∣
∑
i∈I0
1 {Wi < c+ h}
N0
− Pr (W < c+ h)
∣∣∣∣∣
+1
{
W 0 /∈ Θ
}
. (6)
Since W 0
p
→ 0, and 0 is in the interior of Θ, it follows that 1
{
W 0 /∈ Θ
}
= op(1). For the
other term, note that E[1 {Wi < c+ h}] = Pr (W < c+ h), 1 {Wi < c+ h} is continuous
with probability one and bounded by 1 for any c and h, and Ω and Θ are compact. A simple
adaptation from Lemma 2.4 of Newey and McFadden (1994) to allow for α-mixing series
instead of iid sampling implies that the first term in the RHS of the above equation is op(1).
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Combining these results, we have sup
c∈Ω
∣∣∣F̂ (c)− F (c)∣∣∣ = op(1).
A.2 Extentions
Consider now a setting in which
Yit = αdit +X
′
itβ + θi + γt + ηit, (7)
where Xit is a (p × 1) vector of covariates. As in the main text, we consider Wi = ∇ηit,
which is the post-pre difference in average errors for each unit i. Moreover, we assume that
7Essentially, the only adjustment in the proof is that we use Theorem 3 from Jenish and Prucha (2009)
instead of a LLN for iid series.
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we observe a (q × 1) vector Zi that potentially generates heteroskedasticity on Wi. We do
not impose any restriction on whether Xit and Zi share common elements or not.
We consider the following assumptions:
Assumption A.1 (distributions ofWi and Xit) (i) {(Xi1, ηi1), ..., (XiT , ηiT )}i∈I0 is α-mixing
satisfying Assumptions 1 and 3(b) from Jenish and Prucha (2009), (ii) (ηi1, ..., ηiT ) have ex-
pectation zero conditional on Di and (Xi1, ..., XiT ), (iii) Xit has finite second moments, and
the residuals ofXit and dit after the projection on time and unit fixed effects are linearly inde-
pendent and those residuals of Xit have variation in the limit, (iv)Wi|{Zi, Xi1, ..., XiT , Di} ∼
h(Zi, δ)ξi for all i, where h(Zi, δ) is a known continuous function, where δ ∈ R
m is an un-
known parameter, (v) ξi has the same marginal distribution for all i ∈ I1 ∪ I0, with finite
second moment and continuous distribution, and (vi) h(Zi, δ) ≤ h¯(δ) for some function h¯(δ).
Assumption A.1 allows for heteroskedasticity of a known form, as considered by FP. The
important restriction is that, conditional on Zi, the errors of treated and control units have
the same distribution. This is how FP are able to use information from the residuals of
the control units to infer about the distribution of the treated units. We need to impose
Assumption A.1.(ii) on the ηit’s rather than on the linear combination Wi because of the
covariates Xit. Together with Assumption A.1.(iii), we have conditions such that β is con-
sistently estimated when N0 →∞. We can consider the homoskedastic case with covariates
by setting h(Zi, δ) constant.
First, under Assumption A.1, we can still apply Proposition 1 from CT, so α̂
p
→ α +
N1
−1∑
i∈I1
Wi. Now let A˙i = Ait − Ai − At + A, where Ai =
1
T
∑
t∈T0∪I1
Ait, At =
1
N0+N1
∑
i∈I0∪I1
Ait, and A =
1
T
1
N0+N1
∑
i∈T0∪T1
∑
i∈I0∪I1
Ait. From Frisch–Waugh–Lovell the-
orem, it follows that η̂it = (α− α̂)d˙it + X˙
′
it(β − β̂) + η˙it, which implies that, for i ∈ I0,
Ŵi = (α̂− α)
(
T − t∗
T
)(
N1
N0 +N1
)
+
(
∇Xi −∇X
)′
(β − β̂) +Wi −W (8)
= Wi + v̂ +
(
∇Xi −∇X
)′
(β − β̂), (9)
where v̂ = (α̂− α)
(
T−t∗
T
) (
N1
N0+N1
)
−W .
We assume we have a consistent estimator for δ, δ̂. Note that this implicitly impose
restrictions on the function h() and on the distribution of Zi. See FP for an example in
which heteroskedasticity comes from variation in the number of observations per unit, and
we have a consistent estimator of the parameters of this function h().
We consider an estimator for the cdf of ξi given by the empirical distribution of ξ̂i =
h(Zi, δ̂)
−1Ŵi of the control units. Let Ĝ(c) = N0
−1∑
i∈I0
1
{
ξ̂i < c
}
, and G(c) be the cdf of
ξi.
Proposition A.1 Suppose Assumption A.1 holds, and we have an estimator δ̂ that is con-
sistent for δ when N0 →∞ and N1 is fixed. Then, as N1 →∞, Ĝ(c) converges in probability
to G(c) uniformly on any compact subset of the support of W .
Proof.
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The proof is very similar to the proof from Proposition 3.1, with a bit more notation.
Again, this proof follows similar steps from the proof of Proposition 2 from CT, but correcting
for heteroskedasticity as FP do.
First, let
φ̂i(c; a1, a2, a3, a4) = 1
{
h(Zi, a1)
−1 (Wi + a2 + (∇Xi − a3)
′(β − a4)) < c
}
, (10)
and
φ(c; a1, a2, a3, a4) = Pr
(
h(Z, a1)
−1 (W + a2 + (∇X − a3)
′(β − a4)) < c
)
. (11)
Note that φ(c; a1, a2, a3, a4) = E[φ̂i(c; a1, a2, a3, a4)], and that φ(c; δ, 0,E[∇X ], β) = G(c).
Consider a compact subset of the parameter space of (a1, a2, a3, a4), Θ, where (δ, 0,E[∇X ], β)
is an interior point.
Now similarly to the proof of Proposition 3.1,
sup
c∈Ω
∣∣∣Ĝ(c)−G(c)∣∣∣ = sup
c∈Ω
∣∣∣∣∣ 1N0
∑
i∈I0
φ̂i
(
c; δ̂, v̂,∇X, β̂
)
−G(c)
∣∣∣∣∣ (12)
≤ sup
c∈Ω,(a1,a2,a3,a4)∈Θ
∣∣∣∣∣ 1N0
∑
i∈I0
φ̂i (c; a1, a2, a3, a4)− φ (c; a1, a2, a3, a4)
∣∣∣∣∣(13)
+1
{
(δ̂, v̂,∇X, β̂) /∈ Θ
}
(14)
+sup
c∈Ω
∣∣∣φ(c; δ̂, v̂,∇X, β̂)− φ(c; δ, 0,E[∇X ], β)∣∣∣ (15)
From Proposition 1 of CT we have that β̂
p
→ β, and we assume δ̂
p
→ δ. Since α̂ = Op(1)
and N1(N1+N0)
−1 = o(1), combined with Assumption A.1, we have v̂ = op(1). Finally, from
Assumption A.1 ∇X
p
→ E[∇X ]. Therefore, (δ, v̂,∇X, β̂)
p
→ (δ, 0,E[∇X ], β), which implies
that 1
{
(δ̂, v̂,∇X, β̂) /∈ Θ
}
= op(1). The term from line 13 is op(1) following the same
arguments used for line 4 in the proof of Proposition 3.1. Finally, note that h(Zi, δ̂)
−1Ŵi
d
→
ξi. Therefore, from Lemma 2.11 from van der Vaart (1998), the term in line 15 is op(1),
which completes the proof.
Proposition A.1 guarantees the validity of the approach proposed by FP for the case with
N1 = 1 if we consider the empirical distribution of {h(Z1, δ̂)ξ̂b}b∈I0 . For the case with N1 > 1,
we propose the asymptotically conservative test where the distribution of α̂ is approximated
by the empirical distribution of {N−11
∑
i∈I1
h(Zi, δ̂)ξ̂b}b∈I0 . The equivalent to Assumption
3.1 to guarantee that the test will asymptotically have the correct level is given by
Assumption A.2 (regularity condition) For any τ ∈ (0, 1), let cτ be the τ−quantile of the
distribution of N−11
∑
i∈I1
h(Zi, δ̂)ξ̂ conditional on {Zi}i∈I1, and define W˜ = N
−1
1
∑
i∈I1
Wi.
Then Pr
(
{W˜ < cτ/2} ∪ {W˜ > c1−τ/2}|{Zi}i∈I1
)
≤ τ .
Again, Assumption A.2 guarantees that the case in which all treated units are perfectly
16
correlated leads to a worst scenario case in terms of attaining extreme values for the estima-
tor. This assumption is satisfied if {ξi}i∈I1 is multivariate normal.
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