Abstract-We present a new algorithm for joint detection and decoding of iteratively decodable codes transmitted over channels affected by a time-varying phase noise (PN) and a constant frequency offset. The proposed algorithm is obtained as an application of the sum-product algorithm to the factor graph representing the joint a posteriori distribution of the information symbols and the channel parameters given the channel output. The resulting algorithm employs the soft-output information on the coded symbols provided by the decoder and performs forwardbackward recursions, taking into account the joint probability distribution of phase and frequency offset. We present simulation results for high-order coded modulation schemes based on low-density parity-check codes and serially concatenated convolutional codes, showing that, despite its low complexity, the algorithm is able to cope with a strong PN and a significant uncompensated frequency offset, thus avoiding the use of complicated data-aided frequency-estimation schemes operating on a known preamble. The robustness of the algorithm in the presence of a time-varying frequency offset is also discussed.
I. INTRODUCTION

I
N RECENT burst-mode satellite communications based on powerful turbo codes (TCs), serially concatenated convolutional codes (SCCCs), or low-density parity-check (LDPC) codes, and thus working at a very low signal-to-noise ratio (SNR), efficient methods for phase and frequency estimation/compensation are necessary to cope with the instabilities of transmitter and receiver oscillators and a possible carrier-frequency Doppler shift. An example of such systems is represented by the second-generation satellite digital video broadcasting (DVB-S2) where, in addition, the use of LDPC-coded modulation schemes based on high-order constellations increases the sensitivity to phase and frequency instabilities.
The problem of iterative detection and decoding in the presence of phase noise (PN) has been addressed by several authors in the last few years [1] - [14] . 1 Among them, the scheme in [4] - [6] and [14] , based on the expectation-maximization (EM) algorithm, can be adopted for both TCs and LDPC codes. More recently, through the use of factor graphs (FGs) and the application of the sum-product algorithm (SPA) [15] , some new interesting algorithms have been proposed [7] - [13] . 2 In particular, in [13] , following the approach in [7] , a Bayesian algorithm for joint detection and decoding in the presence of strong PN has been described. This algorithm works on an FG representing both code constraints and channel statistics. The SPA is then used to implement the maximum a posteriori (MAP) symbol detection strategy. Since the channel parameters, which are continuous random variables (RVs), are explicitly represented in the graph, the application of the SPA becomes impractical. To solve this problem, the method of canonical distributions is adopted. In particular, a Tikhonov parameterization of the messages exchanged along the graph edges associated with continuous RVs representing the channel phase is adopted. The resulting algorithm is shown to perform as well as a finely discretized version of the continuous SPA, which can be considered as a benchmark for practically optimal performance, at extremely low complexity [13] . Thus, it represents an attractive solution when powerful turbo-or LDPC-coded modulations are transmitted in the presence of strong PN, as in the DVB-S2 system.
In the presence of a constant frequency offset, the performance of the above-mentioned algorithms rapidly degrades, especially for high-order modulations and long code-block lengths. To overcome this problem, a possible solution is the adoption of an explicit carrier-frequency estimator, based on a data-aided algorithm working on a known preamble [17] , [18] . However, the desired estimation accuracy can be only achieved by using long preambles and an efficient, but computationally expensive, algorithm (e.g., the Rife and Boorstyn [19] , the Luise and Reggiannini [20] , or the Mengali and Morelli [21] algorithms), thus decreasing the effective spectral efficiency and increasing complexity. Moreover, the impact of strong PN on the quality of a conventional frequency estimator might be dramatic. Therefore, frequency offset, PN, and decoding must be handled jointly. The insertion of long preambles for frequency-estimation purposes can be avoided by resorting to the soft-decision-directed estimator described in [22] , whose complexity, however, remains considerable. In addition, in this case, the algorithm accuracy is also affected by the presence of PN.
In this paper, we extend the Tikhonov algorithm in [13] such that, with a slight increase in complexity, it can cope with both a strong PN and a constant carrier-frequency offset. In fact, since the use of an algorithm for detection in the presence of PN is mandatory, we consider the possibility of avoiding the explicit frequency estimation by properly designing an extended detection algorithm, able to perform detection in the presence of a constant frequency offset also. We assume that the phase coherence over successive codewords cannot be maintained, so that the carrier phase and the frequency offset must be recovered on a codeword-by-codeword basis. The proposed algorithm makes use of the soft output provided by the iterative decoder, does not require the insertion of a preamble of known symbols, and, by nature, is robust to PN.
The paper is structured as follows. In Section II, the adopted system model is described. The proposed detection algorithm is developed in Section III, and in the same section, some implementation aspects are discussed. In Section IV, the performance of the algorithm is assessed by means of computer simulations. In addition, a comparison with the performance that can be obtained by means of "classical" approaches, based on explicit frequency offset estimation and compensation, is also provided, and the robustness in the presence of a time-varying frequency offset (Doppler rate) is also considered. Finally, conclusions are drawn in Section V.
II. SYSTEM MODEL
We consider the transmission of a sequence of complex modulation symbols , belonging to an -ary alphabet , over an additive white Gaussian noise (AWGN) channel affected by carrier PN and frequency offset. Symbols are linearly modulated. Assuming Nyquist transmitted pulses, matched filtering, and phase variations slow enough that no intersymbol interference arises, the discrete-time baseband received signal is given by (1) where represent the samples of the time-varying channel phase, and the noise samples are independent and identically distributed (i.i.d.), complex, circularly symmetric Gaussian RVs, each with mean zero and variance equal to . The discrete-time model (1) will be used for the algorithm derivation. In the simulation results, however, a more realistic continuous-time model will be adopted. We assume that the sequence is a codeword of a channel code constructed over the above-mentioned -ary modulation constellation , and is obtained by encoding of a sequence of information symbols . We include possible pilot symbols (known to the receiver) and/or possible differential encoding as a part of the code . The encoding function mapping information sequences into the codewords will be denoted by .
In the derivation of the proposed algorithm, for the timevarying channel phase we assume a random-walk (Wiener) model plus a constant frequency offset (2) where are real i.i.d. Gaussian RVs with zero mean and standard deviation, known to the receiver, , 3 and , where is the frequency offset and is the symbol interval. We assume that is constant over a codeword, uniformly distributed in with , and changes independently from one codeword to another. Hence, is uniformly distributed within , where . The frequency offset and the sequence of phase increments are supposed independent, unknown to both transmitter and receiver, and statistically independent of and .
III. PROPOSED ALGORITHM
In the following, we assume that the reader is familiar with the FG/SPA framework (described, for example, in the tutorial paper [15] ). We also use the following notation: we denote by a Gaussian distribution in , with mean and variance , and by a Tikhonov distribution in characterized by the complex parameter , i.e., (3) (4) where is the zeroth-order modified Bessel function of the first kind. To implement the MAP symbol-detection strategy, it is necessary to compute the marginal a posteriori probabilities (APPs) , where . This can be accomplished, in an efficient way, by applying the SPA to the FG representing the joint APP distribution function of , , and 4 (5) where we have assumed that the information symbols are independent, uniformly, and identically distributed (hence, ), we have denoted by the code indicator function, equal to 1 if is the codeword corresponding to and to zero otherwise, and finally, due to the phase model (2), we have used the conditional Markov property and discarded the term since is uniformly distributed. The pdf can be further expressed as (6) whereas the term in (5) is given by
The code constraint function can be further factored in general [15] . The resulting function in (5) can be represented by means of an FG. This FG representation of has cycles of length four, even in the absence of cycles in the code representation. As a consequence, the application of the SPA to this FG leads to an algorithm which, in general, operates far from exact MAP decoding. With a slight increase in complexity, we may remove these cycles due to the channel model by stretching [15] the variable node to every variable node , thus obtaining the equivalent FG represented in Fig. 1 . The upper block is the graph representation of the adopted code and needs no further details here. In the figure, represents the "state" of the detector, i.e.,
. In this new graph, we have now very long cycles due to the presence of the code and, as a consequence, there are good chances that the suboptimal iterative algorithm derived from the application of the SPA gives a good performance.
The application of the SPA leads to an iterative exchange of messages along the edges of the graph in Fig. 1 . Some of these messages are represented in the figure. In particular, omitting for simplicity of notation the explicit reference to the current iteration, messages and are the APPs of coded symbols received from and sent to the decoder, respectively, whereas messages and represent a posteriori pdfs of , given the past and the future respectively, i.e., 5 (7) (8) where the notation is used. For the computation of these messages, we shall adopt a forward-backward schedule.
At this point, an implementation-complexity problem arises, due to the fact that messages and are continuous pdfs. In order to obtain practical algorithms, we adopt the canonical distribution approach described in [7] . First of all, we approximate as a discrete RV assuming values in the interval . Hence, pdfs and in (7) and (8) become probability mass functions (pmfs). These pmfs will be denoted by (9) (10) In addition, the pdfs and are constrained to be in the family of Tikhonov distributions, i.e., (11) (12) where and are proper parameters. The reason for this choice is explained in [13] . Hence, in order to update the messages by following the SPA, we have simply to forward parameters , and , instead of continuous pdfs. Before trying to recursively update and , we need to introduce a further approximation on the message shown in Fig. 1 . Based on the SPA rules, this message should be evaluated as (13) Based on the same min-divergence Gaussian approximation used in [13] , we approximate this message as (14) where (15) (16) (17) By applying the SPA and the above-mentioned forward-backward schedule, we can now find the expressions to recursively update messages and . Let us focus on the forward recursion. By considering that is a discrete variable, using (14) , and discarding irrelevant multiplicative terms, we find (18) All the functions involved in the integration are -periodic in , and the integrals may be extended over any interval of length . Substituting (6), (7), (9), and (11) into (18), we obtain
By considering the facts in the Appendix, we finally find (19) We now need to choose and for which (19) is satisfied (up to an irrelevant multiplicative factor). To simplify the computation, we can use the approximation for large arguments of the modified Bessel function, i.e., and further neglect with respect to . With this approximation, it is easy to find the coefficient updating recursive rule (20) where the term has been discarded, since independent of the variables represented in the graph. The previous equations give the forward recursions for coefficients and ,
. Similarly, for the backward recursion, we have (21) Both recursions require proper initialization. In particular, we have where "const." is any positive constant.
It is worth noting the roles of the evaluated coefficients: the complex parameter is related to an estimate of the phase , given the past samples and the frequency offset . In particular, the argument of represents the mean value of this estimate, while its magnitude is (approximately) inversely proportional to the variance. Parameter is proportional to the probability that is equal to the th quantization level , given the samples . Practically, it is like having parallel detectors, each of them trying to keep track of the time-varying phase, assuming a different known frequency offset. The same observations hold for the backward parameters and , with the difference that they operate conditionally on the future instead of on the past.
After updating all forward and backward parameters, it is possible to update the probabilities for coded symbols, which will be passed to the decoder. 6 By applying the SPA, we find and by simple manipulations, we have (22) To simplify the algorithm, in this case, we can also use the approximation . To summarize, one iteration of the proposed joint detector/ decoder is formed by the following basic steps:
Step 1) evaluate coefficients , using the a priori information about code symbols (15) , (16) , and (17);
Step 2) recursively update forward and backward parameters , and (20) and (21); Step 3) evaluate a posteriori output probabilities (22); Step 4) update from applying (possibly several iterations of) the soft-in soft-out decoder for code .
The computational complexity of the algorithm is linear in both parameters and . More precisely, let us consider as a comparison, the standard Tikhonov algorithm [13] , which is a special case (for ) of the algorithm described in this paper. With respect to the standard Tikhonov algorithm, there are now forward and backward parameters to be computed and, in addition, the evaluation of the a posteriori output probabilities requires a sum of contributions.
Step 1 remains unchanged. When , we may assume, in practice, that the complexity is the same as that of the standard Tikhonov algorithm, since step 1 is computationally more intensive. However, when , we may assume that the complexity is, roughly speaking, times that of the standard Tikhonov algorithm.
We conclude with some observations and remarks regarding the proposed algorithm.
Schedule. When a large value of is used, a pilot field is, in general, periodically inserted in the codeword, as in the DVB-S2 standard. Although the algorithm has been described by considering a forward-backward schedule, performed over the overall codeword, in this case, a mixed serial/parallel (S/P) schedule can be adopted, performing independent and parallel forward-backward recursions between pilot fields. In other words, the codeword is divided into subblocks with a pilot field at their start and end, and independent instances of the algorithm are applied in parallel to them. The resulting performance will be slightly degraded with respect to the above-mentioned forward-backward schedule, especially when these subblocks are very short, but the degree of parallelism of the implementation can be increased.
Role of . The algorithm is obtained by assuming a Wiener model for the PN. In some applications, as, for example, in the DVB-S2 system [13] , [23] , this model does not hold. However, the derived algorithm still works well, as verified in the simulation results. In this case, the value of has to be optimized by computer simulations in order to maximize the performance.
Choice of the values . In the derivation of the algorithm, no constraints have been given regarding the position of the quantization levels . They do not need to be equally spaced, but may have arbitrary positions, also different from one iteration to the others. When the only a priori information regarding the frequency offset is that is uniformly distributed in , then the most obvious choice seems, at least at the first iteration, to use equally spaced quantization levels. From the second iteration onward, we verified by computer simulations that it is sufficient to keep only three adjacent quantization levels. In particular, defining and considering at the end of the first iteration we keep the quantization levels corresponding to , and . These three quantization levels are not kept constant for the successive iterations, but rigidly increased or decreased by the same quantity , if or , respectively. So the relative distance between these quantization levels is kept constant. The value of , which is a fraction of the initial quantization step, is decreased with the iterations. Other strategies can be conceived in order to choose the position of the three quantization levels used from the second iteration onward; for example, inspired by the bisection method. In all cases, since a large number of quantization levels is used in the first iteration only, the complexity of the algorithm is practically equivalent to the case where we have only levels.
IV. SIMULATION RESULTS AND DISCUSSION
In this section, the performance of the proposed algorithm is assessed by computer simulations in terms of bit-error rate (BER) versus being the received signal energy per information bit and the one-sided noise power spectral density. We assume the transmitter and receiver filters have squareroot raised-cosine frequency response with rolloff 0.5. However, for the considered values of PN and uncompensated frequency offset, no difference has been observed on the receiver performance using different values of the filter rolloffs.
In order to assess the performance of the algorithm for different codes, modulation formats, and operating conditions, we consider the following coded modulation schemes. Code is a rate-1/2 (3,6)-regular LDPC code, with codewords of length 4000 [24] and mapped onto a quadrature phase-shift keying (QPSK) modulation. In each codeword, 1 pilot every 20 code symbols has been inserted. A maximum of 40 iterations of the SPA on the overall graph is allowed. Codes and are two irregular LDPC codes with codewords of length 64 800 specified in the DVB-S2 standard [25] . Code has rate 4/5 and is mapped onto an amplitude phase-shift keying (APSK) modulation with (32-APSK) [25, p. 27] . In this case, 1 pilot every 40 code symbols has been inserted, and a maximum of 40 iterations of the SPA on the overall graph is allowed. This latter simulation setting is very similar to that of the DVB-S2 standard, except for the pilot distribution, which was originally designed to be of 36 pilots every 1440 code symbols (same overhead). In our simulations, the pilot distribution has been changed because the original specification is not well suited for frequency compensation [22] . Code has rate 2/3, is mapped onto a PSK modulation with (8-PSK), and 1 pilot every 20 code symbols has been inserted. Since we consider LDPC codes, the decoder deriving from the application of the SPA to the Tanner graph of the code, i.e., the belief propagation decoder [15] , is employed at the receiver.
In all cases, pilot symbols are inserted in the transmitted codewords in order to make the iterative detection algorithm bootstrap [13] . The insertion of pilot symbols corresponds to a decrease in the effective transmission rate, resulting in an increase in the required SNR which has been also artificially introduced in the curves labeled "known phase" (which correspond to the performance of an ideal coherent receiver which perfectly knows the PN and the frequency offset for the same code and modulation format) for the sake of comparison. In other words, the gap between the "known phase" curves and the others is uniquely due to the need for phase/frequency estimation/compensation, and not to the rate decrease due to pilot symbols which has been also considered for the "known phase" curves. In all simulation results, the time-varying PN is modeled according to the DVB-S2 compliant model for a baud rate of 10 MBd, described in [13] and [23] . Parameter has been chosen equal to 0.3 degrees.
In Fig. 2 , code is considered. For the proposed algorithm, we show the performance in the case of the original forward-backward schedule (curve with label "original") and when the above-mentioned mixed S/P schedule is adopted on independent subblocks of length 42 symbols. We consider the presence of an uncompensated frequency offset uniformly distributed in the interval . This range practically corresponds to the maximum range of resolvable frequency by using a data-aided algorithm working on the considered pilot distribution of 1 pilot every 20 code symbols. In fact, when the pilots are uniformly spaced with period symbols, then any normalized frequency offset larger than will be aliased [26] . The proposed algorithm works with 11 quantization levels in the first iteration, reduced to 3 from the second iteration onward. We also computed the performance of the Tikhonov algorithm, using both mentioned schedules, in the hypothesis of perfect knowledge of the frequency offset, obtaining two performance curves identical to that of the proposed algorithm, and for this reason, not shown in this figure. Hence, we can conclude that the proposed algorithm is able to effectively compensate the effect of a constant frequency offset, and its performance is as good as the practically best-known performance of joint detection and decoding in PN only (see extensive comparisons in [13] ). In addition, we can say that the mixed S/P schedule produces a performance loss of about 0.3 dB that can be reduced, considering longer subblocks.
Let us now discuss the "classical" alternatives to the proposed receiver. We assume that the Tikhonov algorithm with mixed S/P schedule (with subblocks of length 42 symbols) is used to cope with the PN, since in [13] , it is shown that this algorithm can be regarded as the benchmark as far as PN alone is concerned. In order to estimate and to compensate the frequency offset, a data-aided frequency estimator, working on the pilot symbols, cannot be used since, due to PN, the phase on pilots uniformly spaced with period symbols tends to become uncorrelated when increases, thus affecting the estimation accuracy. So we append to each codeword a preamble of symbols for frequency-estimation purposes. For a given frequency-estimation algorithm, the value of must be optimized. In fact, due to PN, the frequency-estimation accuracy does not increase indefinitely with , whereas the preamble insertion loss increases with . Regardless of the value of (in the figure, the value of is shown), a simple estimator, such as the Kay algorithm [27] , does not give a satisfactory performance, since at the operating SNR, it works below threshold [17] , [18] . For the best (i.e., maximum-likelihood if PN was not present) estimator, i.e., the Rife and Boorstyn [19] (RB in the figure) , for we are below threshold, whereas the optimal preamble length is around . In this case, the loss with respect to the proposed receiver is only due to the preamble insertion loss.
Apart from the performance advantage and the absence of preamble, the proposed algorithm is also less complex. The increase in complexity of the proposed algorithm is distributed along the iterations. Hence, in a very-large-scale integration (VLSI) implementation, a little increased complexity burden is required per iteration, and the same hardware is used in the successive iterations. In addition, the latency with respect to the standard Tikhonov algorithm remains practically the same. On the contrary, the implementation of the RB algorithm will require a specific hardware to be used at the first iteration only, and the receiver latency will be increased.
We now consider the more sophisticated iterative soft-decision-directed frequency estimator recently proposed by Noels, Steendam, and Moeneclaey (NSM in the figure) [22] coupled with the Tikhonov algorithm working with the mixed S/P schedules on subblocks of 42 symbols. Instead of the soft decisions used in [22] , we use the more reliable soft decisions produced by the decoder. Although the frequency estimate is constant, and thus, a single estimate could, in principle, be used, we apply different instances of the algorithm on subblocks of the transmitted codeword of length and derive a different frequency estimate for each block. At each iteration, these frequency estimates are updated using the refined soft decisions of the decoder. The reason for using these multiple estimates is twofold. First of all, we want to mitigate the effect of the PN on the frequency estimation accuracy. The other reason is that due to the very low operating SNR, the estimator can produce an outlier. In the presence of multiple estimates over a codeword, the decoder is still able to converge, despite that for one or a few subblocks we could have a wrong estimate, especially at the first iterations. The value of has been optimized by computer simulations and adopted. Although this algorithm is much more complex with respect to the proposed one, it may be observed from Fig. 2 that there is no performance improvement. To understand this behavior, let us compare these two solutions from the point of view of the produced frequency estimates at the last iteration. The proposed algorithm does not produce an explicit frequency estimate. In fact, it (approximately) estimates the frequency a posteriori pdf. We assume as a frequency estimate the mean value of this pdf. In Fig. 3 we show, for the same simulation setting of the previous figure, the mean-square estimation error (MSEE), computed with reference to the symbol-rate normalized frequency, for the proposed receiver based on the original forward-backward schedule as well as for the mixed S/P schedule, and for the receiver based on the Tikhonov algorithm coupled with the NSM estimator. As intuitively expected, the proposed algorithm with the original forward-backward schedule outperforms the other solutions, since it computes the frequency estimate by observing the whole codeword and not only a subblock of length 256 symbols, as for the NSM algorithm, or of length-42 symbols as for the proposed algorithm with mixed S/P schedule. However, in all cases, the frequency-estimation accuracy is sufficient to produce no performance loss in terms of BER, with respect to the corresponding performance of the Tikhonov algorithm with perfect knowledge of the frequency offset. The error floors that can be observed in the MSEE curves are due to the PN [28] . Hence, the proposed algorithm performs an implicit, iterative, low complexity, but very accurate frequency estimate.
These considerations extend to different codes and operating conditions. In Fig. 4 , code is considered and the frequency offset is uniformly distributed in the interval . In this case also, the proposed receiver, based on 11 equally spaced quantization levels at the first iteration, and then, from the second iteration onward, on 3 variable quantization levels, is able to perfectly cope with the frequency offset, since there is no performance loss with respect to the Tikhonov algorithm working for . In this and the following figures, the optimal forward-backward schedule has been adopted. For the RB algorithm, operating on a known preamble of symbols, with the optimal value of there is still a performance loss with respect to the proposed algorithm. Since the proposed algorithm is able to effectively compensate a constant frequency offset, in Fig. 5 , we finally consider the robustness of the proposed receiver in the presence of a time-varying frequency offset. This situation occurs, for instance, in satellite communication systems based on a low-earth-orbit (LEO) constellation, where the speed of each satellite relative to earth is rapidly time-varying. We use the commonly adopted assumption that the channel phase varies as , where is the Doppler rate, plus the PN which follows the DVB-S2 compliant model. Code is considered. For the uniformly distributed frequency offset, the range is , whereas the number of quantization levels for the proposed receiver is the same as the previous figure. In the figure, the BER at 3.9 dB, for the proposed algorithm and the Tikhonov algorithm enhanced by the RB estimator using a preamble of symbols, is shown as a function of the normalized Doppler rate . We may observe that the proposed receiver, for the considered code characterized by very long (therefore, more sensitive) codewords, is able to tolerate values of the Doppler rate . This means that in LEO satellite systems [29] , assuming a carrier frequency of at most 60 GHz, for values of larger than 400 kBd, the Doppler rate can be tolerated. For lower baud-rate values, simple Doppler rate estimators based on a few symbols can be adopted [30] .
To highlight this aspect, in Fig. 6 , we show the overall BER curves for the two receivers in Fig. 5 and . We may observe that the receiver based on the RB estimator experiences an error floor, whereas the proposed receiver is almost insensitive to the considered Doppler rate. The reason of this behavior is twofold. For illustration purposes, let us assume absence of PN. In the presence of a Doppler rate, the frequency is not constant, but starting from the value , increases linearly with slope . The receiver estimating the frequency on a preamble of symbols by using the RB algorithm, observes a frequency which starts from the value and reaches the value . As a consequence, it estimates a symbol-rate normalized frequency around , which is for the considered value of , although during the codeword the frequency increases from the normalized value to the value . Regarding the proposed receiver, as already mentioned, it does not produce an explicit frequency estimate. Assuming, however, the value of the estimated frequency as the mean value of the estimated frequency pdf, this estimate is based on the whole codeword, since the code symbols become pilots when the iterative decoding process goes on. Hence, the proposed receiver observes the whole evolution of the frequency from the value to the value . In addition, although for a given iteration the considered quantization levels remain constant, the corresponding probabilities can change during a codeword. Hence, the algorithm has a (moderate) capability of adaptation.
V. CONCLUSION
In this paper, a new algorithm for detection in the presence of random time-varying carrier phase and constant unknown frequency offset has been proposed. The algorithm can be easily embedded in iterative decoding schemes for turbo or LDPC codes, thus performing joint detection and decoding in an iterative fashion.
Despite its very low complexity, the algorithm ensures a very good performance and does not require long training sequences for phase and frequency acquisition and tracking. The advantage, in terms of performance and complexity, with respect to the use of classical solutions based on data-aided or soft-decision-directed separate frequency-estimation algorithms, has also been shown. Finally, the robustness in the presence of a time-varying frequency offset has been also assessed.
APPENDIX
The following facts are used for the development of the algorithm in Section III. The first two facts may be immediately proved by direct calculation. Fact 3: Let be a Tikhonov distribution in characterized by a complex constant , and a Gaussian distribution with mean value and variance , then (25) Proof: The proof is based on the following approximation which holds for large values of (in practice, ):
In fact, for sufficiently large values of , the Tikhonov pdf has its support in a small interval around . Hence, by using a second-order Taylor expansion of its argument, we have having also used the approximation for large arguments of the modified Bessel function.
Hence, for large arguments of , we have where (a) follows from the observation that for large values of or small values of , the product has its support in a small interval, (b) and (d) follow from (26) , whereas (c) follows from direct computation.
