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We construct a systematic high-frequency expansion for periodically driven quantum systems
based on the Brillouin-Wigner (BW) perturbation theory, which generates an effective Hamiltonian
on the projected zero-photon subspace in the Floquet theory, reproducing the quasienergies and
eigenstates of the original Floquet Hamiltonian up to desired order in 1/ω, with ω being the frequency
of the drive. The advantage of the BW method is that it is not only efficient in deriving higher-order
terms, but even enables us to write down the whole infinite series expansion, as compared to the
van Vleck degenerate perturbation theory. The expansion is also free from a spurious dependence
on the driving phase, which has been an obstacle in the Floquet-Magnus expansion. We apply the
BW expansion to various models of noninteracting electrons driven by circularly polarized light.
As the amplitude of the light is increased, the system undergoes a series of Floquet topological-to-
topological phase transitions, whose phase boundary in the high-frequency regime is well explained
by the BW expansion. As the frequency is lowered, the high-frequency expansion breaks down at
some point due to band touching with nonzero-photon sectors, where we find numerically even more
intricate and richer Floquet topological phases spring out. We have then analyzed, with the Floquet
dynamical mean-field theory, the effects of electron-electron interaction and energy dissipation. We
have specifically revealed that phase transitions from Floquet-topological to Mott insulators emerge,
where the phase boundaries can again be captured with the high-frequency expansion.
PACS numbers: 73.43.-f, 03.65.Vf, 72.40.+w
I. INTRODUCTION
Periodically driven quantum systems are attract-
ing intensive interests from a viewpoint of dynami-
cally controlling quantum phases of matter by exter-
nal drives. They indeed generate various phenomena,
among which are modulation of the tunneling ampli-
tude of particles1–4, superfluid-to-Mott insulator tran-
sitions5–7, magnetic frustrations8, artificial gauge fields9
in Bose-Einstein condensates, dynamical band flipping10,
and Floquet topological insulators 11–30. The effect of a
periodic drive is usually interpreted in terms of a change
of the Hamiltonian to an effective static one derived
from the Floquet theory31–34 and high-frequency expan-
sions35–41. Specifically, topological phases sensitively de-
pend on the parameters of the mapped Hamiltonian, as
we see in this paper (see also Ref. 25). Thus, it is imper-
ative to understand the detailed behavior of the effective
Hamiltonian for varied frequency and amplitude of the
periodic drive.
According to the Floquet theory31–34, a problem of
solving a time-dependent Schro¨dinger equation in the
∗ Present address: Department of Applied Physics, University of
Tokyo, Hongo, Tokyo 113-8656, Japan.
† Present address: RIKEN Center for Emergent Matter Science
(CEMS), Wako, Saitama 351-0198, Japan.
‡ Present address: Max-Planck-Institut fu¨r Physik komplexer Sys-
teme and Max Planck Institut fu¨r Chemische Physik fester Stoffe,
D-01187 Dresden, Germany.
Hilbert space H is reduced to a time-independent eigen-
value problem for the Floquet Hamiltonian in an ex-
tended Hilbert space H ⊗ T, where T represents “multi-
photon-dressed” states. This is a great advantage since
the effective static Hamiltonian is usually much easier to
treat than the original. A price to pay for that, how-
ever, is that now the dimension of T is infinite by con-
struction. If one wants to interpret periodically driven
systems in terms of a static Hamiltonian defined in the
original Hilbert space H, one has to further reduce the
degrees of freedom from H⊗ T to H.
Such a mapping is indeed possible in the high-
frequency regime. Intuitively, when the frequency is high
enough, the system cannot follow the rapid oscillation of
the external drive. In this case, the system can be effec-
tively regarded as a time-averaged one,
Heff ≈ H0, (1)
where Hn = T −1
∫ T
0
dt einωtH(t) is the Fourier compo-
nent of the original Hamiltonian, with T and ω = 2pi/T
being the period and frequency of the drive, respectively.
There, the zero-photon-dressed states are decoupled from
other dressed states. One can then include virtual pro-
cesses for electrons absorbing and emitting one photon
with a second-order perturbation theory to have
Heff ≈ H0 + [H−1, H1]
ω
. (2)
The eigenvalues of the effective Hamiltonian determine
the non-time-periodic part of the wave function, while
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2the time-periodic part is obtained by applying the micro-
motion operator5 to the eigenstates (see Sec. II D). When
it is applied to the tight-binding model on the honeycomb
lattice with a circularly polarized light17, one can show
that the second term in Eq. (2) gives a complex phase to
the second-nearest-neighbor hopping. This enables one
to map the problem to Haldane’s model of a topological
Chern insulator42, providing a clear view for the Floquet
topological transition.
The relation (2) is a prelude to a high-frequency ex-
pansion: One can subsequently include simultaneous n-
photon absorption and emission processes, which give
a correction of order 1/ω. Higher-order perturbations
should provide more complicated subleading terms of or-
der (1/ω)n (n ≥ 2), but the question then is how one
can systematically derive a consistent high-frequency ex-
pansion for the effective Hamiltonian. A conventional ap-
proach is based on the Floquet-Magnus expansion36–38,43.
However, it is known that this method gives an effec-
tive Hamiltonian that explicitly depends on the phase
of the drive. Since the effective Hamiltonian should not
have such a spurious dependence for time-periodic sys-
tems, it is desirable to have an expansion that does not
suffer from this flaw. This point has been overcome by
a van Vleck degenerate perturbation theory40, which is
free from the phase dependence. While the van Vleck
perturbation theory is a systematic and consistent high-
frequency expansion that correctly reproduces the previ-
ous results35,39, it is not easy to derive higher-order terms
in 1/ω within this formalism.
This has motivated us in the present paper to develop
an alternative approach to the consistent high-frequency
expansion, based on the Brillouin-Wigner (BW) pertur-
bation theory44. The idea is to project the whole Hilbert
space H⊗T onto the zero-photon subspace H⊗T0 ∼ H.
We define the “wave operator” in the BW formalism that
restores the eigenstates ∈ H⊗T from the projected states
∈ H⊗T0. There the wave operator can be determined re-
cursively in powers of 1/ω. The effective Hamiltonian can
then be expressed with the wave operator, which enables
us to obtain the high-frequency expansion of the effective
Hamiltonian in a transparent manner. While each term
in the expansion is generally different from the one in
Floquet-Magnus and van Vleck approaches, the BW for-
malism also correctly reproduces the quasienergies of the
Floquet Hamiltonian up to a desired order in 1/ω. We re-
veal the relations among the BW, Floquet-Magnus, and
van Vleck perturbative high-frequency expansions. The
advantage of the BW method is that (i) it does not suffer
from a problem of the driving-phase dependence, unlike
the Floquet-Magnus expansion, and (ii) it is relatively
easy to go to higher-order terms, as compared to the van
Vleck perturbation theory. We can even formally write
the whole infinite series. Another asset is that degen-
erate energy levels in unperturbed systems do not have
to be treated separately in the BW perturbation theory.
On the other hand, the drawback of the BW method is
that the effective Hamiltonian derived in this way either
depends on the quasienergy self-consistently or does not
necessarily remain Hermitian if the quasienergy depen-
dence is removed. While the latter may at first seem to be
unphysical, we actually show that in the nth-order expan-
sion [which is correct up to (1/ω)n] the non-Hermitian
part only has a contribution to the eigenvalues and right
eigenstates of order (1/ω)n+1, which can be neglected.
Thus, our expansion is consistent and physical.
In order to demonstrate how useful the present method
is, we have applied it to various models of noninteract-
ing electrons driven by circularly polarized lights, which
turn out to generate Floquet topological insulators. For
the most simplified case of a Dirac field in a continuum
space, an exact solution for the quasienergy spectrum
can be obtained around the zero momentum, where we
have checked that the BW approach correctly reproduces
the high-frequency expansion of the exact results. We
then examine tight-binding models on not only the hon-
eycomb lattice, but also Lieb and kagome´ lattices that
accommodate flat bands raising an interesting problem
about how the flat bands can possibly become topo-
logical. In the large frequency regime the BW expan-
sion gives a good description of the Floquet topological-
to-topological transitions among phases having various
Chern numbers. As one decreases the frequency, the BW
expansion breaks down at the point where the photon-
undressed band touches a photon-dressed one. In this
regime we have obtained Chern numbers numerically.
This has led us to a finding that the topological transi-
tions start to take place in a tantalizingly intricate man-
ner as we approach zero frequency, with a nearly frac-
tal phase diagram. For kagome´ lattice we unravel that
even the flat band becomes Floquet topological (with
band bending). The final motivation of the present work
has to do with an important question: Do we really
have the quantized Hall conductivity in the dynamically
driven Floquet topological insulators? In equilibrium at
zero temperature, where all the bands below (above) the
Fermi energy are fully occupied (empty), nonzero Chern
numbers lead to quantization of the Hall conductivity.
Since Floquet topological insulators arise in nonequilib-
rium, the distribution of electrons should differ from the
equilibrium one due to the external drive, which may give
rise to derivation from the quantization of the Hall con-
ductivity. Thus, we have to consider the effects of energy
dissipation26,29,45 which should affect the Hall conduc-
tivity. Moreover, in real situations many-body electron-
electron interactions are present, and the competition be-
tween the topological phases and correlated phase such as
Mott’s insulator becomes an intriguing problem. To ex-
plore these, we have studied a dissipative Hubbard model
defined on the honeycomb and Lieb lattices by attaching
a heat bath and switching on the Hubbard interaction,
with the Floquet dynamical mean-field theory (Floquet
DMFT)46,47. We have identified the condition for the
Hall conductivity to approach the quantized value. We
have also found that there exists a Floquet topological-
to-Mott insulator transition (or crossover), as detected
3from the double occupancy along with the Hall conduc-
tivity. The crossover line, again, can be well explained
by the high-frequency expansions.
The paper is organized as follows. In Sec. II, we intro-
duce the Brillouin-Wigner theory for the high-frequency
expansion in the Floquet formalism. We unveil the re-
lations among the BW, Floquet-Magnus, and van Vleck
high-frequency expansions. By applying the BW method
to the Dirac field in a circularly polarized light, we con-
firm that the BW expansion correctly reproduces the
high-frequency expansion of the exact solution for the
Dirac field. In Sec. III, we study the honeycomb tight-
binding model driven by a circularly polarized light. The
Floquet topological-to-topological transitions are ana-
lyzed with the BW high-frequency expansion. In Sec.
IIIC we investigate the effects of many-body interaction
and energy dissipation on the quantization of the Hall
conductivity. We further explore Floquet topological in-
sulators on the Lieb lattice in Sec. IV and on kagome´ lat-
tice in Sec. V. Finally, the conclusion is given in Sec. VI.
II. HIGH-FREQUENCY EXPANSION IN THE
FLOQUET THEORY
A. Floquet theory and the effective Hamiltonian
Let us first overview the Floquet theory for a time-
periodic Hamiltonian, H(t+T ) = H(t), with T = 2pi/ω.
According to the Floquet theory31,32, solving the time-
dependent Schro¨dinger equation,
i∂t|Ψ(t)〉 = H(t)|Ψ(t)〉, (3)
in a Hilbert space H amounts to solving an eigenvalue
problem, ∑
n∈Z
(Hm,n −mωδm,n)|unα〉 = α|umα 〉, (4)
in an expanded Hilbert space H⊗T, where the solutions
for the original equation are given by
|Ψα(t)〉 =
∑
m∈Z
e−i(α+mω)t|umα 〉. (5)
Here Hm,n = T −1
∫ T
0
dtH(t)ei(m−n)ωt is a Fourier
transform of the Hamiltonian, and T = ⊕mTm is the
Hilbert space for T -periodic functions spanned by Tm =
{e−imωt} (m ∈ Z).
Note that an eigenvalue α, called the quasienergy,
and the corresponding eigenvector, |uα〉 = {|umα 〉}m∈Z,
have a redundancy: For a solution with a quasienergy
α and an eigenvector |uα〉 for Eq. (4), one finds another
solution with a quasienergy α + nω and an eigenvector
|u(n)α 〉 = {un+mα }m∈Z for n ∈ Z. These solutions are
linearly independent of each other in H ⊗ T, but they
all give the same solution for the original Eq. (3) in the
original Hilbert space H. Due to this, we introduce an
identification |u(n)α 〉 ∼ |uα〉 for ∀n ∈ Z, with which we
naturally have
H⊗ T/ ∼ H
∼ = ∼ =
{|uα〉}α/ ∼ ∼= {|uα〉}α∈Λ,
where the energy interval Λ = [−ω/2, ω/2) is the Floquet
Brillouin zone (FBZ; a temporal analog of the BZ in the
Bloch theory). Since the shift α → α + nω and |uα〉 →
|u(n)α 〉 generate (dimT) linearly independent solutions in
H⊗T, {|uα〉}α∈Λ spans a (dimH)-dimensional subspace
of H⊗ T.
Then we can define an effective Hamiltonian Heff as an
operator acting on H rather than on H⊗T, which repro-
duces all the inequivalent quasienergies, {α}α/ ∼ under
α ∼ α + nω. For this purpose the Brillouin-Wigner
theory is suitable: It provides a general way for con-
structing the effective Hamiltonian projected on a model
space, which is a smaller Hilbert space one can choose
arbitrarily.
B. Brillouin-Wigner theory for Floquet formalism
So let us introduce the Brillouin-Wigner theory for the
Floquet eigenvalue problem, Eq. (4). A brief review of
the Brillouin-Wigner theory in general for ordinary quan-
tum mechanics is given in Appendix A. In the following,
we suppress indices for T and write Eq. (4) in a matrix
form as
(H−Mω)|uα〉 = α|uα〉, (6)
where we define [M]mn = mδmn.
In the Brillouin-Wigner theory, a key role is played
by the wave operator Ω , which is a mapping from the
model space to the original Hilbert space. It relates the
eigenvector |uα〉 with its projection on the model space
as
|uα〉 = ΩP|uα〉, (7)
where P is the projection operator to the model space
with P2 = P. Note that rank Ω ≤ dimP, so that we
cannot satisfy the relation Eq. (7) for ∀α, but we can do
so for at most dimP eigenvectors. Once we obtain such
an operator,
Heff = P(H−Mω)ΩP, (8)
gives the effective Hamiltonian, whose eigenstates and
eigenenergies are given by P|uα〉 and α, respectively.
Thus, the central problem for constructing the effective
Hamiltonian is how to construct the wave operator sys-
tematically.
In order to obtain the effective Hamiltonian in a static
form, we choose the model space as a diagonal one with
4respect toM, i.e., the zero-photon subspace H⊗T0 ∼ H.
Due to the redundancy, we can choose it as a photon
vacuum, [P]m,n = δmnδm0, without loss of generality.
With this choice, P averages out the micromotion (time-
periodic oscillation of state vectors) of quasienergy eigen-
states, and the wave operator Ω recovers it.
First we derive a general form of the wave operators
for a single eigenvector |uα〉 in a self-consistent manner.
We define Q ≡ 1− P, with [Q]m,n = δmn(1− δm0), and
operate it to Eq. (6) to have
Q|uα〉 = Q
α +MωH|uα〉. (9)
Note that Q commutes with M, which implies
|uα〉 = P|uα〉+ Q
α +MωH|uα〉
=
(
1− Q
α +MωH
)−1
P|uα〉. (10)
This indicates that the wave operator for a single eigen-
vector, Ωα, can be expressed with a common function as
Ωα = Ω(α) for ∀α, where
Ω() =
(
1− Q
+MωH
)−1
P. (11)
From Eq. (8) and PM = 0, we can express the effective
Hamiltonian as
Heff() = PH
(
1− Q
+MωH
)−1
P. (12)
Since the effective Hamiltonian obtained here contains,
unusually but as generally the case in the BW theory, the
eigenenergy itself, we can treat all the eigenvectors simul-
taneously in a self-consistent manner: One regards  as
an unknown and diagonalizes Heff() to obtain eigenener-
gies, Ei() (i = 1, . . . ,dimH), and solves a self-consistent
set of equations  = Ei(). In general,  = Ei() is a
nonlinear equation of order dimT, so that the total num-
ber of solutions becomes dimH⊗ T, reproducing all the
quasienergies. An exception is the case of P|uα〉 = 0,
where one cannot restore the eigenvectors of the Floquet
Hamiltonian H−Mω from those of Heff by using Eq. (7).
By iterating the first line in Eq. (10), we can explicitly
represent Ω() and Heff() as an infinite series,
[Ω()]m,0 = δm,0 + (1− δm,0)
 Hm,0
+mω
+
∞∑
N=1
∑
n1,...,nN 6=0
Hm,n1(
∏N−1
i=1 Hni,ni+1)HnN ,0
(+mω)
∏N
i=1(+ niω)
 , (13)
Heff() = H0,0 +
∞∑
N=1
∑
n1,...,nN 6=0
H0,n1(
∏N−1
i=1 Hni,ni+1)HnN ,0∏N
i=1(+ niω)
. (14)
In the above, we can further expand
1
+mω
=
1
mω
∞∑
r=0
(
− 
mω
)r
(m 6= 0), (15)
1
+ niω
=
1
niω
∞∑
ri=0
(
− 
niω
)ri
(ni 6= 0). (16)
Hence, Eqs. (13) and (14) can be regarded as a formal
expression for the high-frequency expansion. This is the
first key result in the present paper.
C. High-frequency expansion of
the effective Hamiltonian
In the above the wave operator Ω(α) (13) depends
on α, so that it satisfies Eq. (7) only for a single eigen-
vector |uα〉. However, the wave operator can be made
independent of α as follows. Using Eq. (11), we have
Ω() = P + QMωHΩ()−
Q
MωΩ(), (17)
where (Q/Mω)mn = δmn/(mω) for m,n 6= 0 and = 0
otherwise. When Ω() (17) is operated on P|uα〉 in
Eq. (7), we can replace Ω() on the right-hand side of
Eq. (17) with Ω()PHΩ(), since PHΩ()P = Heff (8).
This yields an -independent equation for the wave oper-
ator,
Ω = P + QMωHΩ −
Q
MωΩPHΩ . (18)
This in turn defines an -independent effective Hamil-
tonian, which we call HBW, constructed from the solu-
tion of Eq. (18), ΩBW. One can readily show that for
any eigenvector |v0α〉 of HBW, |vα〉 ≡ {[ΩBW]m,0|v0α〉}m∈Z
must be a solution of Eq. (6); i.e., all the eigenvectors of
HBW are the projection of the original eigenvectors onto
the model space with the true quasienergies.
5However, while Ω(α) and Heff(α) can be constructed
to satisfy Eq. (17) for each (dimH⊗T) eigenvector, HBW
contains only (dimH) eigenvectors. This implies that the
solution of Eq. (18) is not unique. Moreover, whether
HBW contains redundant solutions ( + nω for ) is un-
clear. We can circumvent this ambiguity by expanding
ΩBW in a 1/ω series. Then we obtain a recursion relation,
ΩBW =
∞∑
N=0
Ω
(N)
BW , (19)
Ω
(0)
BW = P, (20)
Ω
(1)
BW =
Q
MωHP, (21)
Ω
(N+1)
BW =
Q
MωHΩ
(N)
BW −
N∑
M=1
Q
MωΩ
(M)
BW PHΩ (N−M)BW
(N ≥ 1), (22)
which provides a perturbative solution for Eq. (18) with-
out any indefiniteness. For ω → ∞, ΩBW = P and
HBW = H0,0, so that all the solutions belong to the FBZ
and redundant ones are excluded. Therefore, the effec-
tive Hamiltonian constructed perturbatively reproduces
all the inequivalent quasienergies. The effective Hamil-
tonian is explicitly given as
HBW =
∞∑
n=0
H
(n)
BW, (23a)
H
(0)
BW = H0,0, (23b)
H
(1)
BW =
∑
{ni}6=0
H0,n1Hn1,0
n1ω
, (23c)
H
(2)
BW =
∑
{ni}6=0
(
H0,n1Hn1,n2Hn2,0
n1n2ω2
− H0,n1Hn1,0H0,0
n21ω
2
)
, (23d)
H
(3)
BW =
∑
{ni}6=0
[
H0,n1Hn1,n2Hn2,n3Hn3,0
n1n2n3ω3
+
H0,n1Hn1,0H0,0H0,0
n31ω
3
− H0,n1Hn1,0H0,n2Hn2,0
n21n2ω
3
− H0,n1Hn1,n2Hn2,0H0,0
n1n2ω3
(
1
n1
+
1
n2
)]
, (23e)
H
(4)
BW =
∑
{ni}6=0
[
H0,n1Hn1,n2Hn2,n3Hn3,n4Hn4,0
n1n2n3n4ω4
− H0,n1Hn1,0H0,0H0,0H0,0
n41ω
4
− H0,n1Hn1,0H0,n2Hn2,n3Hn3,0
n21n2n3ω
4
+
H0,n1Hn1,0H0,0H0,n2Hn2,0
n31n2ω
4
+
H0,n1Hn1,0H0,n2Hn2,0H0,0
n21n2ω
4
(
1
n1
+
1
n2
)
− H0,n1Hn1,n2Hn2,0H0,n3Hn3,0
n1n2n3ω4
(
1
n1
+
1
n2
)
− H0,n1Hn1,n2Hn2,n3Hn3,0H0,0
n1n2n3ω4
(
1
n1
+
1
n2
+
1
n3
)
+
H0,n1Hn1,n2Hn2,0H0,0H0,0
n1n2ω4
(
1
n21
+
1
n1n2
+
1
n22
)]
. (23f)
We note that the same series can be obtained from
Eq. (14) by expanding the denominator with respect to
1/ω and replacing HnN ,0α with HnN ,0Heff iteratively.
We note here a property of this formalism: HBW repro-
duces all the quasienergies {α} (in FBZ) and eigenvec-
tors projected on the zero-photon subspace {|u0α〉}, with
|u0α〉 = P|uα〉 for Eq. (6). By operating ΩBW we can also
construct the original solution for Eq. (3) as
|Ψα(t)〉 = e−iαtΞ(t)|u0α〉, (24)
6where
Ξ(t) ≡
∑
m∈Z
e−imωt[ΩBW]m,0, (25)
whose explicit form in the 1/ω expansion is obtained
by replacing H
(0)
BW with 1 and H0,n1 with e
−in1ωt in
Eqs. (23):
Ξ(t) = 1 +
∑
{ni}6=0
e−in1ωtHn1,0
n1ω
+ . . . . (26)
Namely, Ξ(t) acts as a counterpart to the so-called mi-
cromotion operator (see next section).
On the other hand, {|u0α〉}α does not, in general, form
an orthonormal set, namely 〈u0α|u0β〉 can deviate from
δαβ . This implies that the effective Hamiltonian is not
necessarily Hermitian, although all the eigenvalues are
real. In terms of projected eigenvectors, the orthonormal
relation between eigenvectors should be represented as
〈u0α|[Ω†BWΩBW]0,0|u0β〉 = 〈uα|uβ〉 = δαβ ; (27)
thus, the effective Hamiltonian is Hermitian if
[Ω†BWΩBW]0,0 is constant.
D. Relations with other series expansions
Having constructed the Brillouin-Wigner theory for
the effective Hamiltonian as a 1/ω series, we are now
in position to make a comparison with similar series-
expansion techniques for obtaining effective static Hamil-
tonians for periodically driven systems, such as the
Floquet-Magnus expansion36,38 and the van Vleck degen-
erate perturbation theory40,41.
First, we recapitulate these expansions. They are de-
rived from an ansatz for the time-evolution operator,
U(t, t′) = e−iΛ(t)e−iF (t−t
′)eiΛ(t
′), (28)
with a time-independent operator F and a time-periodic
operator Λ(t) = Λ(t + T ). Let |α〉 be an eigenstate of
F with an eigenvalue α; then |Ψα(t)〉 = e−iαte−iΛ(t)|α〉
satisfies U(t, t′)|Ψα(t′)〉 = |Ψα(t)〉, so that |Ψα(t)〉 is the
eigenstate of the quasienergy. Namely, the original time-
dependent problem is reduced to diagonalization of F .
Here F behaves as an effective static Hamiltonian and
e−iΛ(t) as a so-called micromotion operator.
From an equation of motion, i∂tU(t, t
′) = H(t)U(t, t′),
Λ(t) and F satisfy a differential equation, eiΛ(t)[H(t) −
i∂t]e
−iΛ(t) = F , which is rewritten as36,38
d
dt
Λ(t) =
∞∑
k=0
Bk
k!
(−i)k(adΛ)k[H(t) + (−1)k+1F ], (29)
where Bk’s are the Bernoulli numbers, while adΛX =
[Λ, X] is an adjoint operator. The equation can be solved
recursively via series expansions as
Λ(t) =
∞∑
k=0
Λ(k)(t), F =
∞∑
k=0
F (k), (30)
where one assigns an order 1 for H(t) and the order k+1
for Λ(k)(t) and F (k). Comparing both sides of Eq. (29)
with each order, one obtains recursive relations for Λk
and Fk, which can be solved explicitly from lower orders.
Let us note that the boundary condition for the time-
evolution operator, U(t, t) = 1, is automatically satisfied
when we have Eq. (28), so that there is an arbitrariness in
the boundary condition for Λ(t). If Λ(t0) = 0 is chosen
as the boundary condition, one arrives at the Floquet-
Magnus expansion,
7FFM =
∞∑
n=0
F
(n)
FM, (31a)
F
(0)
FM = H0, (31b)
F
(1)
FM =
∑
m6=0
[H−m, Hm]
2mω
+
∑
m 6=0
[Hm, H0]
mω
e−imωt0 , (31c)
F
(2)
FM =
∑
m6=0
[[H−m, H0], Hm]
2m2ω2
+
∑
m 6=0
∑
n6=0,m
[[H−m, Hm−n], Hn]
3mnω2
−
∑
m6=0
[[Hm, H0], H0]
m2ω2
e−imωt0
−
∑
m,n 6=0
[[Hm, Hn], H−n]
3mnω2
e−imωt0 +
∑
m,n 6=0
[[Hn, H−n], Hm]
3mnω2
e−imωt0 −
∑
m6=0
∑
n 6=0,m
[[Hn, Hm−n], H0]
2mnω2
e−imωt0
+
∑
m,n 6=0
[[Hm, Hn], H0]
2mnω2
e−i(m+n)ωt0 −
∑
m,n 6=0
[[Hm, H0], Hn]
2mnω2
e−i(m+n)ωt0 , (31d)
ΛFM(t) =
∞∑
n=0
Λ
(n)
FM(t), (32a)
iΛ
(1)
FM(t) =
∑
m 6=0
Hm
mω
e−imωt0 −
∑
m 6=0
Hm
mω
e−imωt, (32b)
iΛ
(2)
FM(t) =
∑
m 6=0
∑
n 6=0
[Hn, Hm]
2mnω2
e−i(m+n)ωt0 −
∑
m 6=0
∑
n 6=0,m
[Hn, Hm−n]
2mnω2
e−imωt0 −
∑
m6=0
[Hm, H0]
m2ω2
e−imωt0
−
∑
m 6=0
∑
n 6=0
[Hn, Hm]
2mnω2
e−inωt0e−imωt +
∑
m6=0
∑
n 6=0,m
[Hn, Hm−n]
2mnω2
e−imωt +
∑
m 6=0
[Hm, H0]
m2ω2
e−imωt. (32c)
One can see that F
(n)
FM generally depends on t0 or, equivalently, the phase of the periodic drive. If one chooses∫ T
0
dtΛ(t) = 0 as the boundary condition, one can remove the t0 dependence. In fact, it yields the high-frequency
expansion38 as derived from the van Vleck degenerate perturbation theory40,41,
FvV =
∞∑
n=0
F
(n)
vV , (33a)
F
(0)
vV =H0, (33b)
F
(1)
vV =
∑
m 6=0
[H−m, Hm]
2mω
, (33c)
F
(2)
vV =
∑
m 6=0
[[H−m, H0], Hm]
2m2ω2
+
∑
m 6=0
∑
n 6=0,m
[[H−m, Hm−n], Hn]
3mnω2
, (33d)
F
(3)
vV =
∑
m 6=0
[[[H−m, H0], H0], Hm]
2m3ω3
+
∑
m 6=0
∑
n 6=0,m
[[[H−m, H0], Hm−n], Hn]
3m2nω3
+
∑
m 6=0
∑
n 6=0,m
[[[H−m, Hm−n], H0], Hn]
4mn2ω3
−
∑
m,n 6=0
[[[H−m, Hm], H−n], Hn]
12mn2ω3
+
∑
m 6=0
∑
n 6=0,m
[[H−m, H0], [Hm−n, Hn]]
12m2nω3
+
∑
m,n6=0
∑
l 6=0,m,n
[[[H−m, Hm−l], Hl−n], Hn]
6lmnω3
+
∑
m,n 6=0
∑
l 6=0,m−n
[[[H−m, Hm−n−l], Hl], Hn]
24lmnω3
+
∑
m,n6=0
∑
l 6=0,m,n
[[H−m, Hm−l], [Hl−n, Hn]]
24lmnω3
, (33e)
8ΛvV(t) =
∞∑
n=0
Λ
(n)
vV (t), (34a)
iΛ
(1)
vV(t) =−
∑
m 6=0
Hm
2mω
e−imωt, (34b)
iΛ
(2)
vV(t) =
∑
m6=0
∑
n 6=0,m
[Hn, Hm−n]
2mnω2
e−imωt +
∑
m 6=0
[Hm, H0]
m2ω2
e−imωt, (34c)
iΛ
(3)
vV(t) =−
∑
m6=0
[[Hm, H0], H0]
m3ω3
e−imωt +
∑
m 6=0
∑
n6=0
[Hm, [H−n, Hn]]
4m2nω3
e−imωt
−
∑
m6=0
∑
n 6=0,m
[[Hn, H0], Hm−n]
2mn2ω3
e−imωt −
∑
m6=0
∑
n 6=0,m
[[Hn, Hm−n], H0]
2m2nω3
e−imωt
−
∑
m6=0
∑
n 6=0
∑
l 6=0,n,m
[[Hn, Hl−n], Hm−l]
4mnlω3
e−imωt −
∑
m 6=0
∑
n6=0
∑
l 6=0,m−n
[Hn, [Hl, Hm−n−l]]
12mnlω3
e−imωt. (34d)
One can see that there appear many more terms (espe-
cially if the commutators are expanded) at higher order
in the Floquet-Magnus and van Vleck expansions than
in the BW expansion. In addition, deriving higher-order
terms in the Floquet-Magnus and van Vleck expansions
requires tedious calculations, whereas higher-order terms
can be efficiently computed in the BW expansion by using
the simple recursion relation (22). These are the advan-
tages of the BW method over the others.
The Floquet-Magnus and van Vleck expansions are re-
lated with each other by a unitary transformation: By
comparing the form of U(t0 + T , t0) in two expressions,
one can confirm that
FFM = e
−iΛvV(t0)FvVeiΛvV(t0), (35)
which also leads to a relation between Λ(t)’s, e−iΛFM(t) =
e−iΛvV(t)eiΛvV(t0).
Now let us compare these expansions with the present
BW formalism. Here we start with discussing how the
time-evolution operator is expressed in terms of the
Brillouin-Wigner theory with HBW and Ξ(t). To this
end, we first introduce Ξ(t)−1: This operator has an ex-
plicit expression,
Ξ(t)−1 = e−iHBWt
∑
α
|u0α〉〈Ψα(t)|, (36)
which is indeed the inverse of Ξ(t), as one can confirm
from Eq. (24). We note that ΩBW, which operates on the
model space with rank ΩBW = dimH < dimH⊗ T, does
not have an inverse, while Ξ(t), operating on the original
space with rank Ξ(t) = dimH, has one.
The time-evolution operator is then expressed as
U(t, t′) =
∑
α
|Ψα(t)〉〈Ψα(t′)| = Ξ(t)e−iHBW(t−t′)Ξ(t′)−1.
(37)
Then we can again compare the form of U(t0 +T , t0) to
yield a relation of the effective Hamiltonian HBW with
that of the Floquet-Magnus expansion,
FFM = Ξ(t0)HBWΞ(t0)
−1. (38)
In general Ξ(t0) is not unitary [Ξ
†(t0) 6= Ξ(t0)−1], which
corresponds to HBW being not necessarily Hermitian.
Ξ(t)−1 can be explicitly computed as a 1/ω series from
its equation of motion,
− i∂tΞ(t)−1 = Ξ(t)−1H(t)−HBWΞ(t)−1, (39)
and related with Λ(t) via
Ξ(t)−1 =
1
T
∫ T
0
dt′e−iΛ(t
′)eiΛ(t). (40)
We summarize the relations among the Brillouin-Wigner,
Floquet-Magnus, and van Vleck expansions in Fig. 1.
As we have seen, while several versions of systematic
expansions for the effective static Hamiltonian can be
considered, these expression are related by certain trans-
formations, and their eigenvalue spectra are equivalent
to each other. However, note that the infinite series is,
in practice, truncated at some finite order, which makes
the equivalence up to the truncation order.
E. Remarks on application to noninteracting
many-particle systems
While the formalism we have presented is applicable
to general periodic systems, we are in position to make
some remarks on the application of the method to non-
interacting but many-particle systems. Let us consider a
Hamiltonian in a second-quantized form,
H(t) =
∑
i,j
Ji,j(t)c
†
i cj , (41)
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FIG. 1. Relations among the Brillouin-Wigner, Floquet-
Magnus, and van Vleck perturbative high-frequency expan-
sions.
where Ji,j(t) = J
∗
j,i(t) is a one-body element with a tem-
poral periodicity, Ji,j(t + T ) = Ji,j(t). Floquet compo-
nents of the Hamiltonian (41) read
Hm,n =
∑
i,j
Jm−ni,j c
†
i cj ,
Jm−ni,j =
∫ T
0
dt
T
Ji,j(t)e
i(m−n)ωt = (Jn−mj,i )
∗. (42)
By substituting these into Eqs. (23a)–(23d) and reorga-
nizing the terms into the normal-ordered form, one ob-
tains the effective Hamiltonian for Eq. (41) as
HBW =
∑
i,j
(
J
(0)
i,j + J
(1)
i,j + J
(2)
i,j
)
c†i cj
+
∑
i,j,k,l
V
(2)
i,j,k,lc
†
i c
†
jckcl + JO
(
J3
ω3
)
, (43)
where
J
(0)
i,j = J
0
i,j , (44a)
J
(1)
i,j =
∑
n 6=0
∑
k
J−ni,k J
n
k,j
nω
, (44b)
J
(2)
i,j =
∑
n 6=0
∑
k,l
∑
m6=0
J−mi,k J
m−n
k,l J
n
l,j
mnω2
− J
−n
i,k J
n
k,lJ
0
l,j
n2ω2
 ,
(44c)
V
(2)
i,j,k,l =
∑
n 6=0
∑
m
(J0i,mJ
−n
m,l − J−ni,mJ0m,l)Jnj,k
n2ω2
. (44d)
We can notice that a two-particle term, Eq. (44d), ap-
pears in the effective Hamiltonian (43) even though the
original Hamiltonian (41) is noninteracting. Terms in-
volving more than two particles also appear in higher
orders.
Such a property is absent in other (Floquet-Magnus
and van Vleck) expansions: These expansions, for
noninteracting systems, are composed of commutators
of one-body operators, which inductively guarantees
the effective Hamiltonian to be noninteracting. On
the other hand, if we go over to many-body inter-
acting systems, these expansions can also generate
many-body terms, e.g., three-body interactions from
[[[H−m, H0], H0], Hm]/(2m3ω3) in F
(3)
vV [Eq. (33e)], due
to two-body terms in H0.
The emergent many-particle terms such as Eq. (44d)
in noninteracting problems comes from the fact that
the projection on the zero-photon space is imposed on
the entire many-particle states rather than on each or-
bital. Let us see this in detail. For the original time-
dependent problem, once we obtain one-particle eigen-
states of quasienergy, |Ψα(t)〉, we can easily construct
many-particle eigenstates as single Slater determinants
for fermions (permanents for bosons). For instance, two-
particle eigenstates are given as
|Ψα(t)〉|Ψβ(t)〉 ∓ |Ψβ(t)〉|Ψα(t)〉 (45)
with −(+) for fermions (bosons).
Such a relation between one-particle and many-particle
eigenstates does not hold for the zero-photon projec-
tions: The one-particle eigenstates of Eq. (43) are given
as |u0α〉 =
∑
i u
0
α,ic
†
i |0〉, which satisfy a Schro¨dinger equa-
tion,∑
j
[
J
(0)
i,j + J
(1)
i,j + J
(2)
i,j + JO
(
J3
ω3
)]
u0α,j = αu
0
α,i.
(46)
We can construct the Slater determinants (permanents)
as |u0α〉|u0β〉 ∓ |u0β〉|u0α〉, but these are not the eigenstates
of Eq. (43) in general: The eigenstates should be the
zero-photon projections of Eq. (45), namely∑
m
(
|umα 〉|u−mβ 〉 ∓ |umβ 〉|u−mα 〉
)
, (47)
with |umα 〉 being the m-photon projections of |Ψα(t)〉.
This discrepancy is compensated by the emergent many-
particle terms. In other words, the Hamiltonian with
eigenstates that cannot be represented as single Slater de-
terminants should have many-particle terms, which can
indeed hold for Eq. (47) in general.
However, for noninteracting systems, once we obtain
the zero-photon projection of one-particle eigenstates
|u0α〉, we can restore original eigenstates |Ψα(t)〉 by the
wave operator Ξ(t) [see Eq. (24)], so that we can read-
ily construct Eq. (45). Namely, without loss of accuracy,
one can restrict state vectors to one-particle ones, where
the many-particle terms have no influence [see Eq. (46)].
Hence, although we use the second-quantized form in the
following for convenience, we do not show many-particle
terms explicitly for noninteracting problems. We note
that for interacting systems the emergent many-particle
terms should be included explicitly, but such terms also
emerge in other expansions in these cases.
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F. An example: Dirac field in a circularly polarized
light
To see how the expansions work, let us first take a
simplest example, the Dirac field driven by a circularly
polarized light11, whose quasienergy spectrum around Γ
point (k = 0) can be derived analytically. We take the
Dirac Hamiltonian,
HDirack (t) =
(
0 kx − iky +Ae−iωt
kx + iky +Ae
iωt 0
)
,
(48)
where k = (kx, ky) is the momentum and A(t) =
(A cosωt,A sinωt) is the vector potential, for which we
take a circularly polarized light (CPL). This makes the
system topological, with a topological gap ∆, as shown
in Ref. 11. The quasienergy spectrum is expanded as
2 =
(
∆
2
)2
+
∆κ
2
k2 +O(k4), (49)
where κ determines the curvature of the band dispersion
at k = 0. These quantities are analytically given as
∆ =
√
ω2 + 4A2 − ω, (50a)
κ =
(ω2 +A2)
A2
√
ω2 + 4A2
. (50b)
The expression for κ, Eq. (50b), is obtained here with
the k ·p-perturbation theory around k = 0 [see Appendix
B, Eqs. (B9) and (B10)]. Equation (49) can be expanded
in A/ω as
2 =
(
A4
ω2
− 2A
6
ω4
+
5A8
ω6
+ . . .
)
+
(
1− 2A
2
ω2
+
7A4
ω4
− 25A
6
ω6
+ . . .
)
k2 +O(k4).
(51)
In the Floquet matrix form for the Hamiltonian (48),
the elements are
H0 =
(
0 k−
k+ 0
)
, H1 =
(
0 A
0 0
)
, H−1 =
(
0 0
A 0
)
, (52)
with k± ≡ kx± iky, and zero otherwise. In this example,
the effective Hamiltonian derived by the high-frequency
expansion with Brillouin-Wigner method up to the fourth
order in 1/ω, H
(≤4)
BW =
∑4
i=0H
(i)
BW, has a simple form,
H
(0)
BW =
(
0 k−
k+ 0
)
, (53a)
H
(1)
BW = −
A2
ω
(
1 0
0 −1
)
, (53b)
H
(2)
BW = −
A2
ω2
(
0 k−
k+ 0
)
, (53c)
H
(3)
BW =
A2(A2 − 2k2)
ω3
(
1 0
0 −1
)
, (53d)
H
(4)
BW =
A2(A2 − 4k2)
ω4
(
0 k−
k+ 0
)
. (53e)
The quasienergies can be obtained by calculating the
eigenvalue as
(
(≤4)
BW )
2 =
(
A4
ω2
− 2A
6
ω4
+
A8
ω6
)
+
(
1− 2A
2
ω2
+
7A4
ω4
− 6A
6
ω6
+ . . .
)
k2 +O(k4),
(54)
which agree with the exact expression, Eqs. (51), up to
the truncation order.
We note that the effective Hamiltonian derived by the
van Vleck method [Eqs. (33a)–(33e)] has the same form
as Eqs. (53), while that in the Floquet-Magnus expansion
has t0 dependence and results in
(
(≤4)
FM )
2 =
(
A4
ω2
− 2A
6
ω4
+
15A8
ω6
+ . . .
)
+ Re
(
40A7
ω6
k+
k
e−it0 + . . .
)
k
+
(
1− 2A
2
ω2
+
7A4
ω4
− 40A
6
ω6
+ . . .
)
k2
+ Re
(
−90A
5
ω6
k+
k
e−it0 + . . .
)
k3 +O(k4),
(55)
which also agree with the exact expression up to the trun-
cation order, although t0-dependent terms appear in a
higher order.
As we have confirmed, the expansions are consistent
with the exact results. Compared to the Floquet-Magnus
and van Vleck methods, the terms appearing in higher or-
ders of the Brillouin-Wigner expansion have simpler form
and their number is smaller, so that one can obtain them
easily. Later in the present paper, it will turn out that
the high-frequency expansion plays an essential role in
understanding the mechanism of Floquet topological-to-
topological transitions that takes place in lattice systems.
In a broader context, we emphasize that our formalism is
general enough to be applicable to any quantum systems
obeying the time-periodic Schro¨dinger equation. For fur-
ther examples of the appearance of non-Hermitian and
many-particle terms, see also Appendix C.
III. HONEYCOMB LATTICE IN A
CIRCULARLY POLARIZED LIGHT
Now let us explore the honeycomb tight-binding model
in circularly polarized light (CPL) in a wide range of am-
plitude and frequency, which we show exhibits a variety
of topological transitions. The Hamiltonian is
Hhoneycomb(t) =
NN∑
i,j
Ji,j(t)c
†
i cj , (56)
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where the sum is taken over the nearest-neighbor (NN)
honeycomb sites. We introduce a time-dependent spa-
tially uniform electric field E(t) = −∂tA(t) with A(t) =
t(A cosωt,A sinωt), which is plugged into the hopping as
the Peierls phase,
Ji,j(t) = Ji,j exp
(
−i
∫ Ri
Rj
A(t) · dr
)
, (57)
where Ri is the position of site i. Explicitly, we have
Ji,j(t) = Je
−iA(t)·el = Je−iA sin(ωt−2pil/3), (58)
where the NN unit vector el =
t(cosφl, sinφl) with φl =
pi/2 + 2pil/3 corresponds to the hopping from site j to i.
We use J as the unit of energy and set J = 1 hereafter.
We also note that A is a dimensionless parameter in this
notation. Throughout this section we consider the half-
filled case (i.e., one particle per site).
Performing the Fourier transform with respect to site
indices, one can express the Hamiltonian in the momen-
tum space as
H(t) =
∑
kσ
ψ†kσH(k +A(t))ψkσ, (59a)
H(k) =
2∑
l=0
(
0 Je−ik·el
Jeik·el 0
)
, (59b)
where ψ†kσ = (c
†
Akσ, c
†
Bkσ) with A and B the sublattice
indices.
A. Effective Hamiltonian in
the Brillouin-Wigner expansion
We apply the Brillouin-Wigner expansion to the hon-
eycomb tight-binding model (56) by plugging Eq. (58) to
Eq. (42) to have Floquet matrices,
Jm,ni,j = JJm−n(A)ei2pi(m−n)l/3, (60)
where Jn(A) is the nth Bessel function of the first kind.
We can then use the formula (44) to obtain an effective
Hamiltonian up to JO (J3/ω3) as
HhoneycombBW =
NN∑
i,j
Jeffc
†
i cj +
NNN∑
i,j
iτi,jKeffc
†
i cj
+
L-path∑
i,j
Leff c
†
i cj +
M-path∑
i,j
Meff c
†
i cj + JO
(
J3
ω3
)
. (61)
Here τi,j = ±1 in the next-nearest-neighbor (NNN) hop-
ping term represents the chirality of the hopping path
from j to i, where + (−) is assigned to the clock-
wise (counterclockwise) path on each hexagon. The
third-neighbor hoppings are represented by the third and
fourth terms on the right-hand side of Eq. (61), where “L-
path” and “M-path” stand for those respectively labeled
with Leff and Meff in Fig. 2.
The effective hopping amplitudes have explicit forms,
Jeff = JJ0(A)− J
3
ω2
∑
n 6=0
J 2n (A)J0(A)
n2
(
2 cos
2pin
3
+ 3
)
+
∑
m,n6=0
Jm(A)Jn(A)Jm+n(A)
mn
(
4 cos
2pin
3
+ 1
) , (62a)
iKeff = −iJ
2
ω
∑
n 6=0
J 2n (A)
n
sin
2pin
3
, (62b)
Leff = −2J
3
ω2
∑
n 6=0
J 2n (A)J0(A)
n2
cos
2pin
3
+
∑
m,n 6=0
Jm(A)Jn(A)Jm+n(A)
mn
cos
2pi(m− n)
3
 , (62c)
Meff = −J
3
ω2
∑
n 6=0
J 2n (A)J0(A)
n2
cos
2pin
3
+
∑
m,n6=0
Jm(A)Jn(A)Jm+n(A)
mn
cos
2pi(m+ n)
3
 . (62d)
Note that the NN and third-neighbor hoppings take
real values (Jeff, Leff, and Meff), while the NNN hop-
ping is purely imaginary (iKeff). The van Vleck expan-
sion gives equivalent results, but requires tedious calcu-
lations to arrive at the compact form for the coefficients
in Eqs. (62a)–(62d).
The zeroth-order term in Jeff comes from the time av-
erage of the original Hamiltonian (56), where the bare
hopping J is renormalized into JJ0(A), as is known in
the context of the dynamical localization and Floquet
theory1,46.
The effective NNN hopping iKeff is derived from the
two-step photo-assisted hopping processes represented in
the first-order J
(1)
i,j (44b). The derivation of the leading-
order NNN hopping by Kitagawa et al.17 in the weak-
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FIG. 2. Photo-assisted two-step and three-step hopping pro-
cesses (dotted lines) in the effective Hamiltonian (61) derived
from the BW expansion for the honeycomb lattice driven by
a circularly polarized light.
field regime just corresponds to the single-photon absorp-
tion (n = 1), here extended to multiphoton processes in
Eq. (44b). Thus, Eq. (62b) is the full expression for ar-
bitrary strength of the field.
B. Numerical results for the Chern number
While the first two terms in the effective Hamiltonian
(61) correspond to the Haldane’s model, we have also
Leff, Meff along with higher-order terms, so the question
is whether and how the terms beyond the leading order
can induce further topological-to-topological phase tran-
sitions in strong ac fields. Hence, we directly obtain such
transitions by numerically calculating the Chern number
for the Floquet bands.
According to the previous Floquet topological formal-
ism11, the Hall conductivity in ac fields is expressed as
a nonequilibrium extension of the Thouless-Kohmoto-
Nightingale-den Nijs (TKNN) formula,
σxy =
2e2
~
∫
dk
(2pi)2
∑
α
fα(k)[∇k ×Aα(k)]z, (63)
where Aα(k) = −i 1T
∫ T
0
dt〈uα|∇k|uα〉 is a gauge poten-
tial defined in terms of the Floquet states, while fα(k)
is the nonequilibrium distribution function. The factor
of 2 comes from the spin degeneracy. The expression for
σxy involves the Chern number for the Floquet band,
Cα =
∫
dk
2pi
[∇k ×Aα(k)]z. (64)
Note that in an ac field fα(k) should differ from the
equilibrium Fermi-Dirac distribution, so that the Hall
conductivity is not necessarily quantized, although the
Chern numbers always take integer values. The prob-
lem of the nonequilibrium distribution is considered in
Sec. III C. Here let us concentrate on the topological
phases as defined by the Chern numbers.
We obtain numerically exact results for Chern numbers
of the Floquet bands by applying the numerical method
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FIG. 3. (Top) The Chern number for the lower band in
the zero-photon sector against A in the honeycomb tight-
binding model driven by circularly polarized light with fre-
quency ω = 10. (Bottom) The hopping parameters in the ef-
fective Hamiltonian (61) against A. Dashed lines mark some
zeros of these. The values of Keff , Leff , and Meff are scaled
for visibility.
due to Fukui, Hatsugai, and Suzuki48 to the full Floquet
Hamiltonian, Hm,n−mωδm,n [Eq. (4)], with a truncation
for the matrix size. As the field A becomes stronger or
the frequency ω becomes smaller, one needs larger ma-
trix sizes. Figure 3 displays the Chern number for the
lower band in the zero-photon sector as a function of
the amplitude A of CPL for a frequency ω = 10. We
can immediately see that the system undergoes a series
of topological-to-topological phase transitions as A is in-
creased.
If we look more closely at Fig. 3, we can notice two
features: (i) Unless the renormalized real NN hopping
Jeff is too close to zero, the Chern number takes 1 when
the effective imaginary NNN hopping iKeff has Keff < 0
or takes −1 when Keff > 049, while (ii) in the vicinity
of the zeros of Jeff , the Chern number jumps to −2. In
the following, we show that these strange features can be
clearly understood from the effective Hamiltonian (61).
When Jeff is not close to zero, the third-neighbor hop-
pings are so small that we can ignore the third and fourth
terms in (61). In other words, the Brillouin-Wigner ex-
pansion for the effective Hamiltonian up to JO(J/ω) is
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FIG. 4. (a) Honeycomb lattices with only NNN hoppings (ar-
rows) as a superposition of a triangular lattice on A sublattice
(open circles) and that on B sublattice (solid circles). (b) Cor-
responding band dispersion. (c) The band dispersion when we
have small NN and third-neighbor hoppings in addition.
sufficient in this case. Then Hamiltonian (61) is nothing
but Haldane’s model17,42 with a pure imaginary NNN
hopping. In Haldane’s model, the Chern number for the
lower band is given by −signKeff, which is consistent
with our observation (i) above.
Conversely, in the region where the NN hopping is van-
ishingly small (Jeff ' 0), the NNN hopping should domi-
nate the physics. As shown in Fig. 4 (a), the honeycomb
lattice with only NNN hoppings may be regarded as a su-
perposition of two separate triangular tight-binding lat-
tices. This system has a dispersion relation as shown
in Fig. 4 (b), where the two bands are degenerate along
nodal lines with k1 = 0, k2 = 0, and k1 = k2. Here
k1 = k · (e1 − e0) and k2 = k · (e2 − e0). In addition,
third-neighbor terms are present along with NN terms
when we are close to, but not exactly at, a zero of Jeff ,
and they connect A and B sublattices to open a gap,
where the topological quantities become well-defined.
For the honeycomb lattice, Heff is a 2×2 matrix, so
that it can be expressed as Heff = R · σ, where R is a
three-dimensional vector, and σ is the Pauli matrix. The
Chern number (64) is then expressed as
C± = ±
∫
dk
4pi
Rˆ ·
(
dRˆ
dkx
× dRˆ
dky
)
, (65)
where Rˆ = R/|R|, and the sign +(−) is taken for the up-
per (lower) band50. If we regard Rˆ(k) as a mapping from
k in the Brillouin zone (BZ) to a unit sphere, Eq. (65)
represents the number of times Rˆ wraps the unit sphere,
which should be reflected in the texture of Rˆ in BZ. Since
Keff is negative around the zeros of Jeff in Fig. 3, Rˆ points
mostly upwards (downwards) in the lower (upper) trian-
gular areas enclosed by the zero-gap lines, k1 = 0, k2 = 0
FIG. 5. Texture of Rˆ = (Rx, Ry, Rz) (a),(c) and the associ-
ated Berry’s curvature −[∇k×Aα(k)]z (b),(d) plotted against
(k1, k2) at A = 2.40 with the Chern number C = +1 (a),(b),
and at A = 2.41 with C = −2 (c),(d). The color of each
arrow represents the value of Rz, where red (blue) is assigned
for Rz = +1 (−1).
and k1 = k2. Along the zero-gap lines, Rˆ lies in the xy
plane [as depicted in Figs. 5 (a) and 5(c) below]. There-
fore, from geometric considerations, the Chern number
for the lower band is equal to the winding number of
(Rˆx, Rˆy) when (k1, k2) moves around the lower triangle
along (0, 0)→ (2pi, 2pi)→ (0, 2pi)→ (0, 0).
Now we are ready to discuss the Chern number at
Jeff ' 0. We consider a case where Keff < 0 with only
one of Leff or Meff = 0 is nonzero: When Leff is finite, we
have C = −2, while we have C = +1 when Meff is finite
(or Leff = Meff = 0). The result indicates that Chern
number changes accordingly as the relative strengths of
Keff, Leff, and Meff are varied.
The numerical result in Fig. 3 shows that C = +1
at A = 2.40, while C jumps to C = −2 at A = 2.41.
This agrees with the above argument, which can be
reinforced from the texture of Rˆ. At A = 2.40, for
which Jeff = 0.0073,Keff = −0.0310, Leff = −0.0080 and
Meff = 0.0016, the texture of Rˆ as defined in Eq. (65)
is displayed in Fig. 5(a). This shows that the texture of
Rˆ is indeed related to Berry’s curvature [Fig. 5(b)] and
finally to the Chern number (which is C = +1 here).
When we vary A by a tiny amount, A = 2.40→ 2.41, at
which Jeff = 0.0021,Keff = −0.0304, Leff = −0.0080 and
Meff = 0.0016, the Rˆ texture and Berry curvature sud-
denly becomes as in Figs. 5(c) and 5(d), giving a jump to
C = −2, which shows that the Rˆ texture can drastically
change for a slight change in A. Thus, we can understand
the observation (ii) above.
In Fig. 6, we display the phase diagram for the Chern
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FIG. 6. The phase diagram for the tight-binding model
on the honeycomb lattice driven by circularly polarized light
with the amplitude A and frequency ω ≥ 2. Each phase is
characterized by the Chern number C, obtained by summa-
tion over all the bands below E = 0. Solid lines marked by
’s represent the phase boundaries obtained by numerically
exact calculations, while the dashed lines are obtained from
the Brillouin-Wigner expansion up to JO(J2/ω2). Touching
between the n = +1- and n = −1-photon Floquet sidebands
occurs at the boundary marked by ◦’s (see text).
number summed over all the bands below the energy
E = 0 on the space of A and ω(≥ 2), with solid lines
marked with ’s representing numerically exact results.
One can see that that the C = −2 regions expand into
the C = ±1 regions as the frequency ω of CPL is reduced.
This is because the amplitude of the third-neighbor hop-
ping is JO(J2/ω2) in the Brillouin-Wigner expansion,
so that the relative weight of third-neighbor hopping
increases as ω is decreased. Indeed, the phase bound-
aries obtained from the Brillouin-Wigner expansion up
to JO(J2/ω2) (dashed lines in Fig. 6) agree well with the
numerically exact results. As we decrease ω, band touch-
ing begins to occur between different numbers of photon
sectors. The Chern number summed over all the bands
below the energy E = 0 deviates from that obtained by
the BW expansion projecting to the zero-photon sub-
space when the Floquet sidebands in n = ±1-photon
sectors touch each other, as indicated with the boundary
marked with ◦’s in Fig. 6. In this region, the method in
terms of the effective Hamiltonian is no longer valid. For
A→ 0, in particular, the band touching between n = ±1
sectors takes place at ω = W/2 = 3 (W , bandwidth).
There may be other factors that cause the breakdown
of the BW expansion. It may have a finite radius of
convergence. For small frequency, the nonzero-photon
components projected out in the BW method can con-
tribute to the Chern number, which may invalidate the
BW expansion.
The phase boundaries can be calculated analytically
within the BW expansion in the region where the Flo-
quet band touching does not occur. To this end, we diag-
onalize the effective Hamiltonian (61) in the momentum
space. The eigenvalues take an especially simple form at
the symmetric points in the Brillouin zone:
± 3(Jeff + Leff + 2Meff) for k = Γ = (0, 0), (66)
± 3
√
3Keff for k = K =
(
4pi
3
√
3
, 0
)
, (67)
± (Jeff − 3Leff + 2Meff) for k = M =
(
pi√
3
,
pi
3
)
.
(68)
The topological transitions occur when the band gap
closes. If we assume that the gap closes at the sym-
metric points of the Brillouin zone, each phase boundary
of the topological transitions is determined by one of the
following three conditions:
Jeff + Leff + 2Meff = 0, (69)
Keff = 0, (70)
Jeff − 3Leff + 2Meff = 0. (71)
From Eq. (70), A is determined irrespective of ω. This is
why the phase boundaries of the BW expansion between
C = ±1 phases in Fig. 6 are straight. From Eqs. (69)
and (71), ω is given, respectively, as a function of A,
ω = J
√√√√−J (2)eff (A) + L(2)eff (A) + 2M (2)eff (A)
J
(0)
eff (A)
, (72)
ω = J
√√√√−J (2)eff (A)− 3L(2)eff (A) + 2M (2)eff (A)
J
(0)
eff (A)
, (73)
where we have defined Jeff(ω,A) = J
(0)
eff (A) +
(J/ω)2J
(2)
eff (A), Leff(ω,A) = (J/ω)
2L
(2)
eff (A), and
Meff(ω,A) = (J/ω)
2M
(2)
eff (A) [see Eqs. (62)]. These co-
incide with the dashed lines in Fig. 6. Since J
(0)
eff (A) =
JJ0(A), ω in Eqs. (72) and (73) diverges at the zeros
of J0(A), indicating that the topological transitions to
C = −2 phases take place at arbitrary high frequencies.
This feature cannot be captured by the high-frequency
expansions up to JO(J/ω), which reduces the effec-
tive Hamiltonian to Haldane’s model, even in the high-
frequency regime. If we further assume that the band
touching occurs between n = ±1-photon Floquet side-
bands at Γ, the boundary between C = 0 and C = +1
phases is determined by
ω = 3(Jeff + Leff + 2Meff), (74)
which agrees with the curve marked by ◦’s in Fig. 6.
We remark that the jump of the Chern number at
the Floquet topological transitions can be estimated by
the method of localization: The Berry curvature local-
izes near the band touching point in the Brillouin zone
when a topological transition takes place. Thus, we can
Taylor expand the effective Hamiltonian as a function of
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FIG. 7. For lower frequencies ω ≤ 2 the phase diagram for the honeycomb tight-binding model driven by circularly polarized
light is plotted against the amplitude A and frequency ω, where the numbers represent the Chern number summed over all the
bands below E = 0. Chern number is calculated with the method of Fukui, Hatsugai, and Suzuki48, where we take 200× 200
k points and 50 Floquet bands in total. Different colors correspond to different Chern numbers C as indicated, while white
regions are those having even higher values of |C|.
momentum around the band touching point, and calcu-
late the integral of the Berry curvature. Since the result
should be an integer, this suffices to know the change
of the Chern number. We do not go into details of the
calculation in the present paper.
If we turn to the lower-frequency region (ω ≤ 2), some-
thing spectacular occurs: we display the phase diagram
in this region in Fig. 7, which is obtained by the method
of Ref. 48 with 200×200 k points and 50 Floquet bands.
Note that as one reduces the frequency of the driving field
one needs a larger Floquet matrix size (typically in the
order ofW/ω). Here the result can be trusted for ω & 0.2,
which we have checked numerically. A similar phase di-
agram has been obtained in Ref. 25, while in Ref. 51
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the Chern number in the small A region is investigated
analytically. The present result exhibits a tantalizingly
intricate phase diagram: The phase boundaries become
increasingly complex as we go into the lower-ω region,
which is physically due to increasingly complex folding
of the Floquet bands with many band touchings. We can
see that the phase diagram contains the phases with the
Chern number as large as +9 [around (A,ω) ∼ (1.3, 1.1)]
or −11 [around (A,ω) ∼ (0.2, 0.45)]. This greatly ex-
tends the possibility of Floquet engineering to derive high
Chern numbers. It would be particularly relevant to a re-
alistic situation when one considers a graphene irradiated
by CPL, where the hopping energy is J ∼ 2.8 eV52. If
visible light (ω ∼ 1.5 eV) is used, then ω/J ∼ 0.5 and
A 1, where the phase diagram is already quite compli-
cated (the Chern number is not necessarily ±1, unlike in
the Haldane model. Another observation is that the jump
of the Chern number at each phase boundary cannot be
freely taken but seems to be limited to a certain set of
integers (±1,±2,±3,±6,±12, . . . ). The absolute value
of the jump is conserved along the smoothly connected
phase boundaries. The sign of the jump is flipped when
one meets a tricritical point (where one phase boundary
is terminated) on smoothly connected boundaries.
C. Effects of electron-electron interaction and
energy dissipation
We have clarified the topological phase transitions in
terms of the Chern numbers for an isolated, noninteract-
ing tight-binding model so far. However, we have to note
that the Hall conductivity for ac-field-driven systems are
given by the nonequilibrium version of the TKNN for-
mula11, Eq. (63), which involves fα(k), the nonequilib-
rium distribution function for the Floquet band α. Unlike
in equilibrium, the distribution function is nonuniversal
and can significantly depend on the details of the system.
Thus, we cannot assume that the Floquet bands are com-
pletely filled or empty. Another important ingredient is
the electron-electron interaction, which should be present
in real systems. In these situations we can pose impor-
tant questions. (i) In what condition does the photo-
induced Hall conductivity approach quantized values un-
der the effects of interaction and dissipation? (ii) Can
the electron-electron interaction introduce new quantum
phases in the Floquet topological phase diagram? To an-
swer these questions, we go over in this section to a model
in which we attach a heat bath to the system, and switch
on an electron-electron (Hubbard on-site) interaction, to
determine the nonequilibrium distribution for interact-
ing systems. For this purpose, we employ the Floquet
dynamical mean-field theory (DMFT)10,46,47.
circularly polarized
light
heat-bath
system
FIG. 8. A honeycomb lattice irradiated by a circularly polar-
ized light and attached to a bath is schematically shown.
1. Floquet DMFT for multiband systems
So let us start with a theoretical framework for treat-
ing nonequilibrium steady states in interacting multi-
band systems with dissipation. First, we introduce a
dissipative environment to which the system is coupled,
and assume that the system will be in a nonequilibrium
steady state where an energy balance between the driv-
ing field and the dissipation to the bath is achieved.
To implement the dissipation, we introduce a fermionic
heat reservoir10,47 attached to each site of the system
(“Bu¨ttiker bath”53,54) that represents a dissipative envi-
ronment such as substrates (see Fig. 8). To implement
the electron-electron interaction, we introduce the repul-
sive Hubbard interaction. The total Hamiltonian then
reads
Htot(t) = Hsys(t) +Hmix +Hbath, (75a)
Hsys(t) =
∑
〈i,j〉,σ
[
Ji,j(t)c
†
i,σcj,σ + h.c.
]
+
∑
i
Unˆi,↑nˆi,↓,
(75b)
Hmix =
∑
i,p,σ
(
Vpc
†
i,σbi,p,σ + h.c.
)
, (75c)
Hbath =
∑
i,p,σ
νpb
†
i,p,σbi,p,σ, (75d)
where σ =↑, ↓ labels the electron’s spin, nˆi,σ = c†i,σci,σ is
the electron number operator, b†i,p,σ is the creation oper-
ator of fermions in the Bu¨ttiker bath with an energy dis-
persion νp (p is a momentum), and Vp is the hybridization
between the system and the bath. The electron-electron
interaction is introduced as the on-site repulsion U to
investigate the effect of electron correlations.
Due to the dissipation, we can envisage that the system
reaches a steady state on a time scale of Γ−1, where Γ is
the energy scale of the dissipation as given in Eq. (78).
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We can expect that the steady state is time-periodic with
period T at long enough time in the presence of dissipa-
tion and/or many-body interaction55,56, that is, the real-
time Green’s function Gk,a,b(t, t
′) = −i〈T ck,a(t)c†k,b(t′)〉
(with T representing the time-ordering operator and a, b
the band indices) satisfies a periodicity Gk,a,b(t+T , t′+
T ) = Gk,a,b(t, t′). In this situation, we can utilize the
Floquet Green’s function technique10,46. The Floquet
Green’s function, Gˆk(ν), is given by a double Fourier
transform of Gk,a,b(t, t
′) as
[Gˆk(ν)]a,b;m,n =
1
T
∫ T
0
dt
∫ ∞
−∞
dt′
×Gk,a,b (t+, t−) ei(ν+mω)t+−i(ν+nω)t− , (76)
with t± = t ± t′/2. Note that [Gˆk(ν)]m,n is an Nb ×Nb
matrix with Nb (= 2 for the honeycomb lattice) being
the number of the original bands.
Since the Hamiltonian is quadratic with respect to the
heat-bath fermions, one can analytically integrate out the
bath degrees of freedom, where the heat bath is incorpo-
rated in the self-energy as10(
ΣˆRdiss(ν) Σˆ
K
diss(ν)
0 ΣˆAdiss(ν)
)
=
(
−iΓ −2iΓFˆ (ν)
0 iΓ
)
. (77)
Here we have defined the dissipation rate due to the cou-
pling to the heat bath as
Γ(ν) =
∑
p
pi|Vp|2δ(ν − νp). (78)
If we assume that the bath is in equilibrium with a
temperature T = 1/β, we have Fˆ (ν) = tanh[β2 (ν +
nω)]δmnδab in the Keldysh component. The Dyson’s
equation for Floquet Green’s functions reads10(
GˆRk (ν) Gˆ
K
k (ν)
0 GˆAk (ν)
)−1
=
(
GˆR0k (ν)
−1 [Gˆ0k(ν)
−1]K
0 GˆA0k (ν)
−1
)
+
(
iΓ1ˆ 2iΓFˆ (ν)
0 −iΓ1ˆ
)
−
(
ΣˆR(ν) ΣˆK(ν)
0 ΣˆA
)
, (79)
where we have omitted the ν dependence of Γ(ν) for sim-
plicity. Each matrix element in the above 2 × 2 matrix
equation has Floquet indices m,n = 0,±1,±2, · · · and
band indices a, b. The retarded and advanced Green’s
functions are explicitly given as
[GR0k (ν)
−1]m,n;a,b = (ν + nω + iη)δm,nδa,b −H0m,n;a,b(k),
(80)
[GA0k (ν)]m,n;a,b = [G
R0
k (ν)]
∗
n,m;b,a, (81)
where η is a positive infinitesimal and Hˆ0 is the Flo-
quet matrix representation for the noninteracting part
of the system Hamiltonian. The Keldysh component
[Gˆ0k(ν)
−1]K in Eq. (79) is proportional to iη. Since there
exists a nonzero contribution ΣˆKdiss(ν) to the Keldysh
part, we can set [Gˆ0k(ν)
−1]K → 0 to solve Eq. (79).
The self-energy from the Hubbard interaction is im-
plemented by DMFT10,46,57,58 with the second-order it-
erated perturbation theory (IPT) used for the impurity
solver,
[Σ(t, t′)]≶a,b = δa,bU
2G≶a,a(t, t′)G≷a,a(t′, t)G≶a,a(t, t′), (82)
where Ga,b(t, t′) is the Weiss Green’s function defined by
Ga,b(t, t′) =
∑
m,n
∫ ω/2
−ω/2
dν
2pi
e−i(ν+mω)t+i(ν+nω)t
′Gm,n;a,b(ν),
(83)
Gˆ(ν) = [Gˆ−1loc(ν) + Σˆ(ν)]−1, (84)
and ≶ denote the lesser (<) or greater (>) component.
Gˆloc(ν) is the local Green’s function,
Gˆloc(ν) =
1
N
∑
k
Gˆk(ν), (85)
with N the number of k points. The lesser and greater
components of the self-energy are connected to the re-
tarded, advanced, and Keldysh components as
ΣK(t, t′) = Σ<(t, t′) + Σ>(t, t′), (86)
Im ΣR(t, t′) =
i
2
[
Σ<(t, t′)− Σ>(t, t′)] . (87)
IPT is known to be applicable to particle-hole symmetric
cases59, and in this paper we apply it to the honeycomb
and Lieb-Hubbard models at half filling. Although IPT
is based on the weak-coupling perturbation theory, it is
also known to correctly reproduce the strong-coupling
limit and qualitatively describe the Mott transition57,60.
The Hall conductivity σxy is then expressed in terms of
Floquet Green’s functions in the nonequilibrium linear-
response formula as
σxy(ν) = Re
1
ν
1
NScell tr
∑
k
∫ ω/2
−ω/2
dν′
2pi
×[vˆikGˆRk (ν′ + ν)vˆjkGˆ<k (ν′) + vˆikGˆ<k (ν′)vˆjkGˆAk (ν′ − ν)]
(88)
up to bubble diagrams. Here vˆk is the current operator
in a Floquet matrix form,
[vˆk]m,n ≡ 1
T
∫ T
0
ei(m−n)ωt
∂H0(k +A(t))
∂k
dt, (89)
and Scell(=
√
3/2 for honeycomb) the area of a unit cell.
Note that, while the vertex correction should, in general,
be considered in the strongly correlated regime, the ap-
proximation (88) turns out to be good unless the driving
frequency ω is too close to the probe frequency ν10.
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FIG. 9. The electron occupation Nk(ν) (blue shading) and
quasienergy spectrum (dotted black lines) around theK-point
for the honeycomb tight-binding model (U = 0) driven by
circularly polarized light with (ω,A) = (8, 0.5) (off-resonant
regime; left panel) and (2, 0.5) (resonant; right panel) and
coupled to the heat bath with Γ = T = 0.04. The horizontal
axis is a line in the Brillouin zone along k = (4pi/3
√
3, t) with
−1 ≤ t ≤ 1.
2. Results
We first examine how the electron distribution devi-
ates from the equilibrium Fermi-Dirac distribution when
the honeycomb lattice is continuously irradiated by CPL
and reaches a nonequilibrium steady state in the non-
interacting case. To this end, we calculate the electron
occupation,
Nk(ν) =
1
2pi
tr Im
∫ T
0
dt
T
∫ ∞
−∞
dt′G<k
(
t+
t′
2
, t− t
′
2
)
eiνt
′
,
(90)
where G<k,a,b(t, t
′) = i〈c†k,b(t′)ck,a(t)〉 and the trace is
taken over the band indices. In Fig. 9, we show the re-
sults for ω = 8 (left panel) and ω = 2 (right). In the
case of ω = 8, the frequency is much larger than the elec-
tronic bandwidth W = 6 of the honeycomb tight-binding
model. Hence, hybridization between different Floquet
bands becomes weak, and interband transitions of elec-
trons are suppressed (“off-resonant”). As a result, the
lower Floquet band remains almost fully occupied, while
the other bands are empty. This makes σxy to be almost
quantized into the Chern number of the occupied band as
shown below. In the “resonant” (ω < W ) case of ω = 2,
by contrast, Floquet bands start to hybridize with each
other. Then photo-induced carriers are generated around
the Floquet Brillouin zone boundaries ν = ±ω/2, and
the distribution significantly deviates from the equilib-
rium one. In this situation, the quantization of σxy is no
longer maintained. Thus, one of the necessary conditions
for the quantization of σxy turns out to be the frequency
of the drive being greater than the bandwidth.
In the rest of this section (and also in the rest of the
paper where we treat the interaction and dissipation),
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FIG. 10. The Hall conductivity σxy against the amplitude
A of circularly polarized light irradiated to the honeycomb
tight-binding model (U = 0) at half filling for several values
of the frequency ω. The system is coupled to the heat bath
with Γ = T = 0.04. The dashed line is the Chern number
(×2) summed over all the bands below E = 0 for ω = 10
(Fig. 3).
we concentrate on the off-resonant case (ω ≥W ). Let us
first look at the noninteracting (U = 0) case in Fig. 10,
which displays σxy for the tight-binding model coupled
to the heat bath with Γ = T = 0.04 as a function of
the field amplitude A. The frequency of the ac field ω
is varied from 6 to 10. The result indicates the way in
which σxy approaches the Hall conductivity quantized in
e2/h (times the spin degeneracy 2). We can see that the
jump of σxy at the topological-to-topological transitions
are rounded as compared to that of the Chern number
shown in Fig. 3, where C = ±1 is determined by the sign
of Keff, and C sharply jumps to −2 in the vicinity of the
zeros of J0(A), as predicted from the effective Hamilto-
nian [Eq. (61)]. Although the region with C = −2 is very
narrow, the transition is quite visible as a prominent dip
in σxy.
For the quantization to be approached, the photo-
induced gap should be sufficiently larger than the temper-
ature T and the dissipation Γ in order to suppress excita-
tions over the gap induced by thermal fluctuations or cou-
pling to the bath. The band gap at the K point is given
by ∆G = 6
√
3|Keff|, where in the low-amplitude regime
|Keff| ∼ (
√
3/8)(J2A2/ω). For ∆G > T,Γ to be realized,
we have to satisfy ω . J2A2/T, J2A2/Γ. If ω becomes
smaller than the effective bandwidth W |J0(A)| (W =
6J), however, Floquet bands hybridize with each other
between different photon sectors, and photo-induced elec-
trons and holes appear at the Floquet Brillouin zone
boundary. Therefore, we should choose a moderate value
of ω larger than the effective bandwidth, while keep-
ing the band gap larger than T and Γ. The ω depen-
dence of σxy in Fig. 10 is consistent with this argument:
ω ≥ 6 ≥ W |J0(A)| always holds in Fig. 10, so that Flo-
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FIG. 11. Color-coded (a) double occupancy Docc and (b) Hall
conductivity σxy against the amplitude A of the circularly
polarized light and the Hubbard repulsive interaction U for
the honeycomb Hubbard model driven by circularly polarized
light (with a frequency ω = 10 here) and coupled to the heat
bath (with Γ = T = 0.1 here). The dashed lines indicate the
effective critical value U = UcJ0(A), where Uc is the critical
U for the Mott transition in equilibrium.
quet band hybridization between different photon sectors
is small. On the other hand, for A .
√
ωT/J2 ∼ 0.5−0.6
and A close to the zeros of Keff , ∆G becomes smaller
than T,Γ, so that the quantization is degraded. The de-
pendence of σxy on ω in Fig. 10 mainly comes from a
difference in the gap size.
Finally in this section, we turn to study the effect of
the electron repulsion U by means of Floquet DMFT for
the Hubbard model. To identify the phases, we focus on
two quantities to characterize the honeycomb Hubbard
model: One is the double occupancy Docc defined by
Docc =
1
T
∫ T
0
dt 〈ni,↑(t)ni,↓(t)〉 , (91)
which is a measure of the Mott insulator. The other
is the Hall conductivity σxy , which is a measure of the
topological property.
In Fig. 11, we plot these quantities in the parameter
space of A and U to determine the topological and corre-
lation phase diagram. The result, which is shown here for
the off-resonant case with ω = 10, indeed exhibits intrigu-
ing features. The double occupancy in Fig. 11(a) shows
that the Mott insulator phase, which can be identified as
the low-Docc region (blue in the color coding), appears
with a characteristic boundary. Since the other phase
is topological, as we discuss below, the boundary ac-
tually signifies a Mott-insulator-to-topological-insulator
transition (or crossover). The oscillating shape of the
boundary reminds us of the Bessel function, and, in-
deed, the transition is clearly understood in terms of
the effective bandwidth of the system in ac fields, as is
pointed out for the Bose-Hubbard model driven by ac
fields5. Namely, in the Floquet Hamiltonian (61), an ex-
ternal field gives the factor J0(A) to the NN hopping and
causes a shrinking of the bandwidth W 46. Thus, the ef-
fective electron correlation strength U/W is renormalized
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FIG. 12. (a) The effective hoppings in the effective Hamilto-
nian (93) derived from the BW expansion for the Lieb lattice
driven by a circularly polarized light. See the text for blue
and pink regions. (b) Schematic band structure for the effec-
tive Hamiltonian (93) with the topological gap ∆G = 8|Keff|
and Chern number C± = ±signKeff.
into U/(W |J0(A)|), and a field-induced Mott transition
takes place at Uc/W = U/(W |J0(A)|) (dashed line in
Fig. 11), where Uc is the critical value Uc ' 12 for the
Mott transition in the honeycomb lattice in equilibrium
(A = 0). Hence, the Mott transition induced by off-
resonant external fields found here may be interpreted
as a nonequilibrium analog of the bandwidth-controlled
Mott transition61. Since |J0(A)| vanishes toward its ze-
ros, we can note that the field-induced phase transition
should take place no matter how small U may be, for
example, in graphene with U ' 1.662. The magnitude
of the Hall conductivity σxy tends to become small as
U is increased [Fig. 11(b)]. When the system goes into
the Mott phase, σxy approaches zero, and the topological
nature disappears.
IV. LIEB LATTICE IN A CIRCULARLY
POLARIZED LIGHT
As the second example of Floquet topological insu-
lators generated by CPL, we consider the tight-binding
model on the Lieb lattice [Fig. 12(a)]. The Hamiltonian
is
HLieb(t) =
NN∑
i,j
Ji,j(t)c
†
i cj , (92)
where Ji,j(t) is given by Eq. (57). The length of NN
bonds is set to be 1/2 (i.e., the length of sides of squares
is 1). The band structure consists of one flat band and
two dispersive bands, where the latter forms a Dirac cone
right at the energy of the flat band (E = 0). The Lieb
lattice was originally conceived to study the flat-band
ferromagnetism,63 but in the present context poses an
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FIG. 13. (Top) Chern number for each band in the zero-
photon sector of the Lieb tight-binding model driven by cir-
cularly polarized light with frequency ω = 10. (Bottom) The
hopping parameters for the corresponding effective Hamilto-
nian [Eq. (93)]. The value of Keff is rescaled for visibility.
Dashed lines mark some zeros of Jeff and Keff .
interesting problem of what would be the topological na-
ture of the flat band in nonequilibrium.
As we have shown above, CPL generally gives rise
to NNN hopping with a phase factor. If we ap-
ply the Brillouin-Wigner expansion up to JO(J2/ω2)
[Eqs. (23a)-(23d)] to the Lieb model in CPL, we obtain a
non-Hermitian effective Hamiltonian, in contrast to the
van Vleck perturbation expansion. If we divide the ef-
fective Hamiltonian into Hermitian and anti-Hermitian
parts as Hh.BW + H
a.h.
BW, the latter part is JO(J2/ω2).
We can show that the anti-Hermitian part does not con-
tribute to the quasienergies up to JO(J2/ω2): We treat
Ha.h.BW as a perturbation to H
h.
BW. Let us denote the eigen-
value and eigenstate of Hh.BW as ε and v, respectively.
The first-order correction to the quasienergy is given by
v†Ha.h.BWv, which is purely imaginary since H
a.h.
BW is anti-
Hermitian. As we discussed in Sec. II, the BW expansion
is guaranteed to produce the correct real quasienergy up
to a given order [JO(J2/ω2) in the present case]. Thus,
the purely imaginary contribution to the quasienergy
from Ha.h.BW should be of higher order than JO(J2/ω2).
The second-order perturbation gives higher-order correc-
tions as well. In this way, as long as the quasienergy is
concerned up to a given order, it is sufficient to consider
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FIG. 14. The phase diagram for the tight-binding model on
the Lieb lattice driven by a circularly polarized light with the
amplitude A and frequency ω ≥ 1.5. Each phase is character-
ized by the Chern number C, obtained by summation over all
the bands below E = 0 (the flat band lying at E = 0 always
has zero Chern number). Solid lines marked by  represent
the phase boundaries obtained by numerically exact calcula-
tions, while the dashed lines are obtained from the Brillouin-
Wigner expansion up to JO(J2/ω2). Touching between the
n = +1- and n = −1-photon Floquet sidebands occurs at the
boundary marked by ◦’s.
the Hermitian part of the effective Hamiltonian.
For the case of the Lieb lattice, the Hermitian part of
the effective Hamiltonian obtained from the BW expan-
sion is
HLiebBW =
NN∑
i,j
Jeffc
†
i cj +
K-path∑
i,j
iτi,jKeffc
†
i cj +
L-path∑
i,j
Leffc
†
i cj
+
M-path∑
i,j
Meffc
†
i cj + JO
(
J3
ω3
)
, (93)
where τi,j = +(−) stands for the NNN hopping from
site j to i along the clockwise (counterclockwise) path
in each square, and “K-path,” “L-path,” and “M-path”
are those represented in Fig. 12 with labels iKeff , Leff ,
and Meff , respectively. The hopping amplitudes in the
effective Hamiltonian (93) are given by
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Jeff = JJ0
(
A
2
)
− J
3
ω2
 ∑
m,n6=0
Jm(A2 )Jm+n(A2 )Jn(A2 )
mn
[
1 + 2(−1)n + 2 cos npi
2
]
+
∑
n 6=0
J 2n (A2 )J0(A2 )
n2
[
3 + (−1)n + cos npi
2
] , (94a)
iKeff = −iJ
2
ω
∑
n 6=0
J 2n (A2 )
n
sin
npi
2
, (94b)
Leff = −J
3
ω2
 ∑
m,n6=0
Jm(A2 )Jm+n(A2 )Jn(A2 )
mn
(−1)m cos npi
2
+
1
2
∑
n 6=0
J 2n (A2 )J0(A2 )
n2
[
(−1)n + cos npi
2
] , (94c)
Meff = −J
3
ω2
 ∑
m,n6=0
Jm(A2 )Jm+n(A2 )Jn(A2 )
mn
(−1)m+n +
∑
n 6=0
J 2n (A2 )J0(A2 )
n2
(−1)n
 . (94d)
The pure imaginary NNN hopping iKeff is produced for
two-stage hopping paths composed of angled two sequen-
tial NN hoppings, as depicted by the arrows in Fig. 12(a).
The Hamiltonian (93) is similar to the checkerboard lat-
tice64,65, a prototypical model for Chern insulators, in
that an electron acquires phases as if alternating positive
(negative) fluxes ±2pi are applied in blue (pink) regions
in Fig. 12(a).
Under the irradiation with CPL, the flat band remains
flat independent of the value of Keff, which is forced by
the particle-hole symmetry, with which the band struc-
ture is symmetric between positive and negative energies.
On the other hand, the energy gap starts to open at the
Dirac point in the dispersive bands [Fig. 12(b)]. The
numerically exact results for the Chern numbers of the
upper and lower bands (C±) and that for the flat band
in the zero-photon sector are displayed in the top panel
of Fig. 13 for ω = 10. The topological-to-topological
phase transitions between C± = 1 and C± = −1 take
place at zeros of Keff (94d) (see the bottom panel of
Fig. 13), which agrees with the analytic BW expansion up
to JO(J/ω), giving C± = ±signKeff . In the very vicin-
ity of zeros of Jeff, additional topological-to-topological
transitions with higher Chern numbers (C± = ±3) are
seen to emerge (Fig. 13).
In Fig. 14, we show the phase diagram for the Lieb lat-
tice with a circularly polarized light with the frequency
ω ≥ 1.5. One can see that the region of the phase C = ±3
starts to expand as the frequency is decreased, while the
phase boundary between C = +1 and C = −1 does not
depend on the frequency. The result is in good agree-
ment with the prediction from the effective Hamiltonian
(93) plotted by dashed lines in Fig. 14. The n = +1-
and n = −1-photon Floquet sidebands touch with each
other at low amplitude and frequency (in particular, at
ω = W/2 = 2
√
2 in A → 0), where the high-frequency
expansion breaks down, and the Chern number summed
over all the bands up to E = 0 changes to −1 (Fig. 14).
The phase boundaries are well understood by the ef-
fective Hamiltonian (93) obtained from the BW high-
frequency expansion. As in the case of the honeycomb
lattice (Sec. III B), we assume that the gap closing occurs
at the symmetric points in the Brillouin zone, where the
eigenvalues of the effective Hamiltonian (93) are analyt-
ically calculated as
0, ±2
√
2(Jeff + 2Leff +Meff) for k = Γ = (0, 0), (95)
0, ±2Keff for k = K = (pi, pi), (96)
0, ±2(Jeff − 2Leff +Meff) for k = M = (pi, 0). (97)
The condition for gap closing is either Keff(A) = 0, or
ω = J
√√√√−J (2)eff (A) + 2L(2)eff (A) +M (2)eff (A)
J
(0)
eff (A)
, (98)
ω = J
√√√√−J (2)eff (A)− 2L(2)eff (A) +M (2)eff (A)
J
(0)
eff (A)
, (99)
where we have defined Jeff(ω,A) = J
(0)
eff (A) +
(J/ω)2J
(2)
eff (A), Leff(ω,A) = (J/ω)
2L
(2)
eff (A), and
Meff(ω,A) = (J/ω)
2M
(2)
eff (A). These correspond to the
dashed lines shown in Fig. 14. The boundary between
C = +1 and C = −1 phases is determined by Keff(A) =
0, which explains why the boundary does not depend on
ω. In the high-frequency expansion, the n = +1 and
n = −1 Floquet sidebands touch at
ω = 2
√
2(Jeff + 2Leff +Meff), (100)
which agrees with the boundary marked by ◦’s in Fig. 14.
In the presence of dissipation and/or interaction, we
can again apply the Floquet DMFT to the dissipative
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FIG. 15. The Hall conductivity σxy for the Lieb tight-binding
model (at U = 0) at half filling driven by circularly polarized
light with the amplitude A and coupled to a heat bath with
Γ = T = 0.06 for various values of the frequency ω. The
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FIG. 16. Color-coded (a) double occupancy Docc and (b)
Hall conductivity σxy against the amplitude A of the circu-
larly polarized light and the Hubbard U for the Lieb-Hubbard
model. Here the frequency of CPL is ω = 10; the heat-bath
parameters are Γ = T = 0.1.
Lieb-Hubbard model driven by CPL at half filling.
In Fig. 15, we first look at the Hall conductivity
σxy against the amplitude A of CPL at U = 0 with
Γ = T = 0.06 for various values of the frequency ω. For
comparison, we also display the corresponding Chern
number (dashed line in Fig. 15). One can see that
σxy approaches its quantized value as ω is reduced
from 8 to 4. This is because for lower frequencies the
band gap ∆G = 8|Keff | ∝ 1/ω becomes larger, which
helps to suppress interband excitations. The condition
for the quantization of σxy is similar to the case of
the honeycomb lattice: ω should be greater than the
effective bandwidth W |J0(A/2)| (W = 4
√
2J), and the
gap ∆G should be greater than T and Γ. If we turn on
the Hubbard U , the phase diagram against A and U
is as displayed in Fig. 16, where the double occupancy
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FIG. 17. The hoppings in the effective Hamiltonian (102)
derived from the BW expansion for the kagome´ lattice driven
by a circularly polarized light.
is a measure for the Mott insulation and the Hall con-
ductivity σxy is a measure for the topological properties
as before. We have again transitions (crossovers) from
the topological to Mott-insulating phases, which can
be observed as a sharp drop of Docc and |σxy|. This
is understood as an analog of the effective bandwidth-
controlled Mott transition as in the honeycomb case (see
Sec. III C 2).
V. KAGOME´ LATTICE IN A CIRCULARLY
POLARIZED LIGHT
Let us finally explore another example of Floquet topo-
logical insulators, which is the kagome´ lattice (Fig. 17)
in a circularly polarized light. The Hamiltonian is given
by
Hkagome´(t) =
NN∑
i,j
Ji,j(t)c
†
i cj , (101)
which has the NN hopping Ji,j(t) (57) on the kagome´
lattice. The length of NN bonds is set to be 1/2. The
band structure of the kagome´ lattice, which belongs to
the Mielke model among the classes of flat-band models,
consists of one flat band at the lowest energy for J > 0
and two dispersive bands in the absence of CPL. The
bottom flat band touches quadratically with the middle
band at the Γ point, while the middle and top bands form
Dirac cones around K and K ′ points.
In the presence of CPL, we apply the BW expansion
[Eqs. (23a)–(23d)] to derive the effective Hamiltonian up
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to JO(J2/ω2),
Hkagome´BW =
NN∑
i,j
(J1,eff + iτi,jK1,eff)c
†
i cj
+
NNN∑
i,j
(J2,eff + iτi,jK2,eff)c
†
i cj
+
L-path∑
i,j
Leffc
†
i cj +
M-path∑
i,j
Meffc
†
i cj
+
N1-path∑
i,j
N1,effc
†
i cj +
N2-path∑
i,j
N2,effc
†
i cj
+ JO
(
J3
ω3
)
, (102)
where τi,j = +(−) corresponds to the clockwise (counter-
clockwise) hopping from site j to i in each hexagon (see
Fig. 17), and “L-path,” etc., are those represented by the
paths shown in Fig. 17 with labels Meff , etc., respectively.
Similar to the case of the Lieb lattice, the BW expan-
sion generates a non-Hermitian effective Hamiltonian. In
Eq. (102), we drop the anti-Hermitian part, which does
not contribute to the quasienergy up to JO(J2/ω2), as
discussed in Sec. IV. The effective hopping parameters
then reads
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J1,eff = JJ0
(
A
2
)
− J
3
ω2
 ∑
m,n 6=0
Jm(A2 )Jm+n(A2 )Jn(A2 )
mn
[
1 + 2(−1)m + 2(1 + (−1)m) cos 2mpi
3
]
+
∑
n 6=0
J 2n (A2 )J0(A2 )
n2
[
4 + (−1)n + (1 + (−1)n) cos 2npi
3
] , (103a)
J2,eff = −J
3
ω2
2 ∑
m,n6=0
Jm(A2 )Jm+n(A2 )Jn(A2 )
mn
(−1)m+n cos 2mpi
3
+
∑
n 6=0
J 2n (A2 )J0(A2 )
n2
(−1)n
(
1 + cos
2npi
3
) ,
(103b)
iK1,eff = −iJ
2
ω
∑
n 6=0
J 2n (A2 )
n
sin
npi
3
, (103c)
iK2,eff = −iJ
2
ω
∑
n 6=0
J 2n (A2 )
n
sin
2npi
3
, (103d)
Leff = −J
3
ω2
 ∑
m,n 6=0
Jm(A2 )Jm+n(A2 )Jn(A2 )
mn
(−1)m cos 2npi
3
+
1
2
∑
n 6=0
J 2n (A2 )J0(A2 )
n2
[
(−1)n + cos 2npi
3
] , (103e)
Meff = −J
3
ω2
 ∑
m,n 6=0
Jm(A2 )Jm+n(A2 )Jn(A2 )
mn
(−1)m+n +
∑
n 6=0
J 2n (A2 )J0(A2 )
n2
(−1)n
 , (103f)
N1,eff = −J
3
ω2
2 ∑
m,n6=0
Jm(A2 )Jm+n(A2 )Jn(A2 )
mn
(−1)n cos 2(m− n)pi
3
+
∑
n6=0
J 2n (A2 )J0(A2 )
n2
(1 + (−1)n) cos 2npi
3
 ,
(103g)
N2,eff = −2J
3
ω2
 ∑
m,n 6=0
Jm(A2 )Jm+n(A2 )Jn(A2 )
mn
cos
2(m− n)pi
3
+
∑
n 6=0
J 2n (A2 )J0(A2 )
n2
cos
2npi
3
 . (103h)
A new ingredient emerges here, where even the NN hop-
ping acquires an imaginary component, iK1,eff , in addi-
tion to the NNN hopping (iK2,eff). The other hopping
amplitudes remain real.
In the top panel of Fig. 18, we plot the numerically
exact results for the Chern number of the kagome´ lattice
against the amplitude A of CPL (ω = 10). A series
of topological-topological transitions are salient, which
exhibit an even more complex structure than those for
the honeycomb (Fig. 3) and Lieb (Fig. 13) lattices. In the
Chern numbers (C1, C2, C3) for the lower, middle, and
upper bands, respectively, an essential difference from
the Lieb model is that even the flat band has nontrivial
Chern numbers (with band bending). This is allowed
since the electron-hole symmetry is broken in the kagome´
lattice.
In Fig. 19, we depict the topological phase diagram
for the kagome´ lattice driven by CPL for the amplitude
A ≤ 10 and frequency ω ≥ 4, where each phase is labeled
by the set of Chern numbers (C1, C2, C3) in the zero-
photon sector. At high frequency, the phases that appear
around the zeros of J1,eff(A) ∼ JJ0(A/2) are narrow on
the A axis, whereas they grow wider as one decreases
the frequency. The band touching between the zero- and
nonzero-photon sectors occurs at the line marked by ◦’s
in Fig. 19.
The behavior of the Chern numbers can be again cap-
tured in terms of the effective Hamiltonian (102). The
topological transitions can happen only when the band
gap closes, which we assume to take place at the symmet-
ric points of the Brillouin zone. The eigenvalues of the
effective Hamiltonian (102) are analytically calculated as
4(J1,eff + J2,eff + 2Leff +Meff +N1,eff) + 2N2,eff , (104)
− 2(J1,eff + J2,eff)± 2
√
3(K1,eff −K2,eff)
− 4Leff − 2Meff + 4N1,eff + 2N2,eff , (105)
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FIG. 19. The phase diagram for the tight-binding model on
the kagome´ lattice driven by a circularly polarized light with
the amplitude A and frequency ω ≥ 4. Each phase is charac-
terized by a set of Chern numbers (C1, C2, C3) for the lower,
middle, and upper bands, respectively. Solid lines marked by
’s represent the phase boundaries obtained by numerically
exact calculations, while the dashed lines are obtained from
the Brillouin-Wigner expansion up to JO(J2/ω2). Touching
between the n = 0- and n = ±1-photon Floquet bands occurs
at the boundary marked by ◦’s.
at k = Γ, and
− 2(J1,eff − 2J2,eff + 2Leff − 2Meff +N1,eff)−N2,eff ,
(106)
J1,eff − 2J2,eff ±
√
3(K1,eff + 2K2,eff)
+ 2Leff − 2Meff − 2N1,eff −N2,eff , (107)
at k = K,K ′. At k = M , the band gaps do not close in
the high-frequency regime. Hence, the topological transi-
tions can take place when two of the three quasienergies
meet at k = Γ or k = K,K ′. In particular, when A
is away from the zeros of J0(A/2), J1,eff is much larger
than the other parameters. In this case, the topologi-
cal transitions take place when either K1,eff − K2,eff or
K1,eff + 2K2,eff vanishes. In the bottom panel of Fig. 18,
we plot these quantities as well as J1,eff . We can see that
some of the topological transitions observed in the top
panel are indeed located at the zeros of K1,eff − K2,eff
or K1,eff + 2K2,eff , which justifies the BW expansion in
this parameter regime. The other transitions occur in the
vicinity of the zeros of J1,eff , the place of which can be
analytically computed from the eigenvalues (104)–(107).
They correspond to the dashed lines in Fig. 19.
VI. CONCLUSION
In this paper, we have constructed a general theory
for a systematic high-frequency expansion based on the
Brillouin-Wigner theory for quantum systems driven by
time-periodic drives. We derive the explicit formula for
the expansions of the wave operator Ω() (13) and effec-
tive Hamiltonian Heff() (14) up to infinite order in 1/ω.
They correctly reproduce the quasienergies and eigen-
states as a power series of 1/ω. We have clarified the
relation between the BW theory and other existing meth-
ods of high-frequency expansions based on the Floquet-
Magnus expansion and van Vleck degenerate perturba-
tion theory. An advantage of the BW theory is that one
can readily calculate higher-order terms systematically,
which greatly facilitates understanding of Floquet topo-
logical transitions.
We have then applied the BW theory to the honey-
comb, Lieb, and kagome´ lattice models in a circularly
polarized light, where field-induced Floquet topological-
to-topological phase transitions are observed, in a ver-
satile manner that depends on the lattice structure. In
the high-frequency regime, these transitions can be well
understood by the high-frequency expansions. As the
frequency is decreased, the behavior of the system de-
viates from what is expected from the high-frequency
expansions, and relatively high Chern numbers can be
produced with the very complicated phase diagram.
In order to consider realistic situations where the ef-
fects of energy dissipation and many-body interaction are
relevant, we investigate the dissipative Hubbard model
on the honeycomb and Lieb lattices driven by circularly
polarized light within the Floquet dynamical mean-field
theory. We first identify the condition for quantization of
the Hall conductivity in the Floquet topological phases
such that J2A2/T, J2A2/Γ . ω . W . We have then
found a photo-induced Floquet topological-to-Mott insu-
lator transition (crossover), which is signaled by a sharp
reduction of the double occupancy and the Hall conduc-
tivity. The crossover line can be understood from the
high-frequency expansions in BW theory as a nonequi-
librium analog of bandwidth-controlled Mott transitions.
There are various future problems. For the honeycomb
lattice, we have seen an increasingly intricate phase dia-
gram for the Chern numbers in the low-frequency regime.
An obvious interest is how the lower-frequency regime
should look for other lattices. Consideration of the Hub-
bard interaction is also intriguing for the kagome´ lattice,
where the particle-hole symmetry is broken. As a quan-
tum state arising from the electron correlation, we have
only considered the Mott insulator at half filling here,
but there are a host of other states such as the fractional
Chern insulator23,64–66 at fractional filling, and a possi-
bility of inducing such states in nonequilibrium should be
one direction. An extension of the present line of study
to those will be left as a future work.
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Appendix A: Brillouin-Wigner perturbation theory
in quantum mechanics
In this Appendix we recapitulate the Brillouin-Wigner
perturbation theory for quantum mechanics with a sim-
ple example. Let us illustrate the theory for a 2 × 2
Hamiltonian,
H =
(
E +m ke−iθ
keiθ E −m
)
. (A1)
We want to derive the effective Hamiltonian constructed
from a given projection P : The effective Hamiltonian is
defined as the operator on the space of P , whose eigenen-
ergy coincides with original one α and whose eigenvector
is given by P |Ψα〉, where |Ψα〉 is that of the original prob-
lem. Here we take P as the projection onto the upper
component, P = diag(1, 0).
For the construction of the effective Hamiltonian we
introduce the wave operator Ω, which satisfies |Ψα〉 =
ΩP |Ψα〉. With this the effective Hamiltonian is given by
PHΩP , where we can easily check that PHΩPP |ψα〉 =
αP |ψα〉. The wave operator is explicitly obtained from
the Schro¨dinger equation projected on (1 − P ), αdα =
keiθuα + (E −m)dα for |Ψ〉 = t(uα, dα), where we have
defined the residual part dα = (1− P )|Ψα〉 as expressed
by the projected part uα = P |Ψα〉 and α, namely,
|ψα〉 =
 1 0keiθ
α − E +m 0
 |ψα〉 = ΩP |ψα〉. (A2)
The effective Hamiltonian, for the present choice of the
original one, is given as
Heff = PHΩP =
E +m+ k2α − E +m 0
0 0
 . (A3)
Here the eigenenergy α must satisfy
α = E +m+
k2
α − E +m, (A4)
which results in α = E±
√
m2 + k2, reproducing exactly
two eigenenergies.
As we have seen here, while the effective Hamiltonian
is a 1×1 matrix, it can reproduce all the eigenenergies in
the original 2×2 space, thanks to the  dependence of the
effective Hamiltonian. We note that one can eliminate α
from the effective Hamiltonian or from the wave operator,
by, e.g., expanding both sides of Eq. (A4) in k, but with
such a method only one of the solutions,
α = E −m− k
2
2m
+
k4
8m3
+ . . . , (A5)
is obtained. This is a trivial consequence of the fact that
the operator in the lower dimension cannot accommo-
date all the original eigenvalues: This implies that the
wave operators and the effective Hamiltonians without
-dependence are not unique, and which one we obtain
depends on how we eliminate the  dependence. In the
present case, P |Ψα〉 = 0 holds for the other solution at
k = 0, which makes Ω for the other solution singular and
forbidden to be expanded around k = 0.
Appendix B: Exact quasienergy spectrum for the
Dirac field around Γ point
Here, we consider the Dirac model in CPL,
H(k +A(t)) =
(
0 k− +Ae−iωt
k+ +Ae
iωt 0
)
, (B1)
with k± ≡ kx ± iky and A(t) = t(A cosωt,A sinωt),
to obtain an exact expression for quasienergy spectrum.
Floquet matrices Hn = (1/T )
∫ T
0
H(k +A(t))einωt are
H0 =
(
0 k−
k+ 0
)
, H1 =
(
0 A
0 0
)
, H−1 =
(
0 0
A 0
)
, (B2)
while the Floquet equation reads
HˆF |uα〉 = |uα〉, (B3a)
HˆF =

. . .
...
H0 − ω1 H−1 H−2
. . . H1 H0 H−1 . . .
H2 H1 H0 + ω1
...
. . .
 , (B3b)
|uα〉 = t
(
. . . uα,−1 uα,0 uα,1 . . .
)
, (B3c)
with 1 the 2×2 identity matrix and uα,n = t(uα,n, vα,n)
a 1× 2 complex vector.
At the Dirac point (k = 0), the Floquet matrix HˆF
turns to a 2×2 block-diagonal form. As a result, Eq. (B3)
is equivalent to a reduced set of eigenvalue problems,(
(m− 1)ω A
A mω
)(
vα,m−1
uα,m
)
= α
(
vα,m−1
uα,m
)
, m ∈ Z.
(B4)
Thus, for each m ∈ Z, one can find exact quasienergies,

(0)
±,m =
(
m− 1
2
)
ω ±
√
ω2 + 4A2
2
, (B5)
and eigenvectors,
|±,m〉 = t(. . . ,u−1,u0,u1, . . .), (B6a)
un =
1
(∓(0)∓,0)1/2(ω2 + 4A2)1/4
(
−δn,m(0)∓,0
δn,m−1A
)
, (B6b)
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for the Floquet equation (B3). The quasienergies (B5) at
the Dirac point have also been derived by Oka and Aoki11
by solving the time-dependent Schro¨dinger equation.
Next we calculate the quasienergy spectrum around
the Dirac point. For that purpose we decompose the
Floquet matrix HˆF into the k = 0 part Hˆ
(0) = HˆF
∣∣
k=0
and the rest Hˆ(1) = HˆF − HˆF
∣∣
k=0
= AO(k/A). Near the
Dirac point, Hˆ(1) is small and one can utilize the well-
established perturbation technique. Assuming the unper-
turbed initial state as |α〉 = |s,m〉 with s = ±,m ∈ Z,
one can find the quasienergy spectrum up to AO(k2/A2)
as
α = 
(0)
α + 〈α|Hˆ(1)|α〉︸ ︷︷ ︸

(1)
α
−
∑
β 6=α
|〈β|Hˆ(1)|α〉|2

(0)
β − (0)α︸ ︷︷ ︸

(2)
α
+AO
(
k3
A3
)
.
(B7)
We find 
(1)
α = 0 since H(1)|α〉 is always orthogonal to
|α〉. The lowest-order contribution then comes from
(2)α =
ω2 +A2
2A2
√
ω2 + 4A2
sk2. (B8)
This leads us to exact expressions for the topological gap
∆ ≡ 2(0)+,0
∣∣
k=0
at the Dirac point and the curvature κ ≡
(∂2kx
(2)
+,0)
∣∣
k=0
,
∆(exact) =
√
ω2 + 4A2 − ω, (B9)
κ(exact) =
ω2 +A2
A2
√
ω2 + 4A2
. (B10)
Appendix C: Appearance of non-Hermitian and
many-particle terms in the BW expansion
In this appendix, we elaborate how the non-Hermitian
terms and many-particle terms appear in the BW ex-
pansion by taking the example given in Sec. II F. Specif-
ically, we show that the non-Hermitian part does not
affect the quasienergies up to the truncation order, and
that the many-particle terms are indeed not necessary in
constructing the many-particle eigenstates for noninter-
acting problems. First, to grasp the appearance of the
non-Hermitian terms, let us add a scalar term,
H ′(t) = µ cosωt, (C1)
to the Dirac Hamiltonian Eq. (48). Eigenvectors for the
new Hamiltonian can be simply obtained by multiplying
a factor,
η(t) = exp
(
−i µ
ω
sinωt
)
=
∞∑
n=−∞
Jn
(µ
ω
)
e−inωt, (C2)
to the original eigenvectors for Eq. (48), since i∂tη(t) =
H ′(t)η(t) so that Eq. (C1) does not change the
quasienergy. For the Floquet-Magnus expansion, all the
terms are given by commutators of the Floquet matrices,
hence no additional terms appear in the effective Hamil-
tonian, which is consistent with the above observation.
On the other hand, for the Brillouin-Wigner method ad-
ditional terms,
H ′BW = −
2Aµky
ω2
(
i 0
0 −i
)
+
Aµ(k2 −A2)
ω3
(
0 1
−1 0
)
+
Aµ
ω3
(
0 k2−
−k2+ 0
)
+
A2µ2ky
2ω4
(
0 −i
i 0
)
+
Aµky(16A
2 − µ2 − 32k2)
8ω4
(
i 0
0 −i
)
+O
(
1
ω5
)
,
(C3)
arise in the effective Hamiltonian, where some of them
are not Hermitian. However, the quasienergies coincide
with each other up to the truncation order:(

(≤4)
BW
)2
−
(

(≤4)
FM
)2
= − iA
3µky
4ω5
(16A2 − µ2 − 48k2) +O
(
1
ω6
)
. (C4)
Next we consider Eq. (48) in the many-particle context.
For simplicity, here we use the first-quantization formal-
ism in a two-particle basis. The two-particle Hamiltonian
with momenta p and q is given as
Hp,q(t) = H
Dirac
p (t)⊗ 1 + 1⊗HDiracq (t), (C5)
whose BW Hamiltonian reads
(Hp,q)BW = (H
Dirac
p )BW ⊗ 1 + 1⊗ (HDiracq )BW
+
A2
ω2
(
0 q−
−q+ 0
)
⊗
(
1 0
0 −1
)
+
A2
ω2
(
1 0
0 −1
)
⊗
(
0 p−
−p+ 0
)
+O
(
1
ω3
)
≡ H(1)p,q +H(2)p,q +O
(
1
ω3
)
, (C6)
where H
(n)
p,q denotes the n-particle term. Here the BW
Hamiltonian is apparently interacting, while Eq. (C5) is
not. In what follows we show that one can construct
eigenvectors for this interacting problem from those of a
one-particle problem (HDiracp )BW [Eq. (53)].
The eigenstates and eigenenergies of the one-particle
problem are given as
|u0p,±〉 =
(±p
p+
)
− A
2
ω
(
1
0
)
− A
2
pω2
(±(p2 −A2/2)
pp+
)
,
(C7)
p,± = ±p
(
1− A
2
ω2
+
A4
2ω2p2
)
, (C8)
and the wave operator as
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Ξp(t) =
(
1 0
0 1
)
+
[
A
ω
(
0 1
0 0
)
− Ap+
ω2
(
1 0
0 −1
)]
e−iωt +
[
−A
ω
(
0 0
1 0
)
+
Ap−
ω2
(
1 0
0 −1
)]
eiωt, (C9)
up to the second order. Thus the one-particle eigenstates of quasienergy (without a factor e−it) for the original
time-dependent Hamiltonian [Eq. (48)] are
Ξp(t)|u0p,±〉 =
(±p
p+
)
− A
2
ω
(
1
0
)
− A
2
pω2
(±(p2 −A2/2)
pp+
)
+
[
A
ω
(
p+
0
)
+
A
ω2
(∓pp+
p2+
)]
e−iωt +
[
A
ω
(
0
∓p
)
+
A
ω2
( ±pp−
A2 − p2
)]
eiωt +O
(
1
ω3
)
(C10)
= |u0p,±〉+ |u+1p,±〉e−iωt + |u−1p,±〉eiωt +O
(
1
ω3
)
. (C11)
The two-particle eigenstates of quasienergy for Eq. (C5) are obtained as a direct product of one-particle ones,
namely Ξp(t)|u0p,τ 〉 ⊗ Ξq(t)|u0q,τ ′〉. This implies that, while (Hp,q)BW has an interacting form, its eigenstates should
simply be obtained as a zero-photon projection of the direct product,
∑
m |ump,τ 〉 ⊗ |u−mq,τ ′〉. This is readily confirmed
from (Hp,q)BW
∑
m |ump,τ 〉 ⊗ |u−mq,τ ′〉 = (pτ + qτ ′)
∑
m |ump,τ 〉 ⊗ |u−mq,τ ′〉+O(1/ω3), because
(Hp,q)BW
∑
m
|ump,τ 〉 ⊗ |u−mq,τ ′〉 = (pτ + qτ ′ +H(2)p,q)|u0p,τ 〉 ⊗ |u0q,τ ′〉+H(1)p,q
∑
m=±1
|ump,τ 〉 ⊗ |u−mq,τ ′〉+O
(
1
ω3
)
, (C12)
H(1)p,q
∑
m=±1
|ump,τ 〉 ⊗ |u−mq,τ ′〉 = −
A2
ω2
(τpp−q+ + τ ′p+qq−)
(
1
0
)
⊗
(
1
0
)
− A
2
ω2
(τ ′p2+q + τpq
2
+)
(
0
1
)
⊗
(
0
1
)
+O
(
1
ω3
)
,
(C13)
H(2)p,q|u0p,τ 〉 ⊗ |u0q,τ ′〉 =
A2
ω2
(
p+q−
−τpq+
)
⊗
(
τ ′q
−q+
)
+
A2
ω2
(
τp
−p+
)
⊗
(
p−q+
−τ ′p+q
)
+O
(
1
ω3
)
= −H(1)p,q
∑
m=±1
|ump,τ 〉 ⊗ |u−mq,τ ′〉+ (τp+ τ ′q)
A2
ω2
[(
p+
0
)
⊗
(
0
−τ ′q
)
+
(
0
−τp
)
⊗
(
q+
0
)]
+O
(
1
ω3
)
= (−H(1)p,q + pτ + qτ ′)
∑
m=±1
|ump,τ 〉 ⊗ |u−mq,τ ′〉+O
(
1
ω3
)
. (C14)
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