Distributed service-oriented traffic control mechanisms, operating with minimum impact on network performance, assume a crucial role as regards controlling services quality and network resources transparent and efficiently. In this way, we describe and specify a lightweight distributed admission control (AC) model which provides an uniform solution for managing QoS and SLSs in multiclass and multidomain environments. Taking advantage of the consensual need of on-line service monitoring and traffic control at the network edges, AC decisions are driven by feedback from systematic edge-to-edge measurements of relevant QoS parameters for each service type and SLS utilization. This allows self-adaptive service and resource management, while abstracting from network core complexity and heterogeneity. In this paper, introducing an expressive notation, we specify the high-level entities for multiservice provisioning in a domain and formalize service-dependent AC equations to assure both intra and interdomain model operation. A proof-of-concept of the AC criteria effectiveness in satisfying each service class commitments while achieving high network utilization is provided through simulation.
Introduction
The support of multiconstrained applications and services in the Internet is a multilevel problem involving enhanced protocols, devices and media, contributing ideally for a seamless end-to-end quality-of-service (QoS) solution. From the network perspective, providing QoS brings an additional burden to the IP level. As new policies, rules and traffic control mechanisms have to be deployed, a major principle to preserve should be keep it simple. The design of service-oriented networks based on the class-of-service (CoS) paradigm [3] , where traffic is aggregated in a limited number of classes according to its QoS requirements, pursuits this principle. To allow efficient management of each class resources and fulfill service level specification (SLS) commitments, admission control (AC) mechanisms are convenient to keep classes under controlled load and assure the required QoS levels. In this way, taking simplicity, flexibility and easy deployment as initial goals, in [15, 13] we propose a distributed AC model based on edge-to-edge on-line QoS and SLS monitoring for managing the quality of multiple services in CoS IP networks.
In this paper, we extend and fully specify both the components and the operation of the proposed model for a multiclass and multidomain environment. Although AC has been
Multiservice AC
Defining an AC strategy for a multiservice network constitutes a particular challenge as service classes have distinct characteristics and require different QoS assurance levels. As the service predictability required is closely interrelated to the complexity and overhead of the AC strategy, finding an encompassing and light service-oriented AC model assumes a relevant role in controlling network resources and service levels efficiently. Some proposals suggest the use of central entities for AC and resource management [7, 11, 21] , however, the well-known problems of centralization led to several decentralized AC approaches. In this context, measurement-based AC solutions involving only edges nodes (EMBAC), using either active or passive measurement strategies of network load and/or QoS parameters [4, 5, 8] , have deserved special attention. These strategies are suitable for the provisioning of soft service guarantees, leading to reduced control information and overhead, but eventually to QoS degradation. Despite not requiring changes in the network, active EMBAC increases the initial latency and network load as probing is carried out on a per application basis. To provide hard service guarantees current AC proposals need to control the state and the load of traffic aggregates in the core nodes [7, 20] , or even perform AC in these nodes. These solutions tend to require significant network state information and, in many cases, changes in all network nodes. The need to control elastic traffic, for more efficient network utilization, has also been discussed and implicit AC strategies have been defined [17, 2] .
In our view, to achieve a simple and manageable multiservice AC solution a certain degree of overprovisioning is recommended in order to simplify AC while improving QoS guarantees. Attending to this aspect and to the related work mentioned earlier, the AC strategy described in the following sections is a step forward in performing distributed and lightweight AC in multiservice environments. Our approach avoids the use of per application intrusive traffic and the initial latency of edge-to-edge measurement-based solutions, while benefiting from their inherent simplicity for managing SLS and QoS both intra and interdomain. A brief overview of the model operation principles [15, 13] is provided next so that the model formalization is better understood and sustained.
AC Model Overview
The proposed AC model resorts to edge-to-edge on-line monitoring to obtain feedback of each class performance so that proper AC decisions can be made. To dynamically control traffic entering a network domain, the model underlying AC rules control both QoS levels in the domain and the sharing of active SLS between domains. While ingress routers perform explicit or implicit AC depending on the application type and corresponding service class, egress routers perform on-line QoS monitoring and SLS control. On-line QoS Monitoring, carried out on an ingress-egress basis, measures specific metrics for each service type. These measures reflect a quantitative view of the service level available from each ingress node. SLS Control monitors the usage of downstream SLSs at each egress, to ensure that traffic to other domains does not exceed the negotiated profiles. The obtained measures are periodically sent to the corresponding ingress routers to update an Ingress-Egress service matrix used for distributed AC and active service management.
The end-to-end case is viewed as a repetitive and cumulative process of AC and available service computation, performed at ingress nodes. At each domain, an ingress node decides if a flow can be accepted, and if so the domain service metric values are added to the flow request to inform the downstream domain of the service available so far. Using the incoming and its own measures each domain performs AC. When a rejection occurs, the source is notified directly from the rejection point. This solution leads to a generic AC model, which can be applied both to source and transit domains.
Multiservice Domain Specification
Taking into account the overview of the AC model operation described above, in this section, we specify the main components of a generic network domain comprising multiple ingress and egress routers, as regards the provision of multiservices to customers (individuals or other domains). In a domain, we consider and specify the following entities: (i) service classes; (ii) upstream SLSs; (iii) downstream SLSs and (iv) traffic flows. Network resources are implicitly considered and controlled by the edge-to-edge monitoring process. When possible, the entities under specification use indexes based on the corresponding service class and involved ingress and egress nodes. As the AC model is class-based and operates edge-to-edge, this approach enriches semantically the notation, while keeping it intuitive. and provisioning point-of-view, the definition of a service class includes identifying a set of QoS parameters under control and corresponding safety margins. Each parameter target value affected by this safety margin will allow to establish a threshold for the parameter inside the domain. These QoS thresholds are used for triggering traffic control mechanisms such as AC, reducing the change of QoS violation in the service class. Thus, for each class SC i ∈ SC Dx , the set of QoS parameters under control is defined as P SCi = {(P i,1 , β i,1 ), ..., (P i,P , β i,P )}, where each P i,p ∈ P SCi is the class parameter target value and 0 ≤ β i,p ≤ 1 is the parameter safety margin. Then, the parameter upper bound or threshold is given by
Service Classes Specification
In practice, the service classes to be supported in domain D x are closely related to the service levels negotiated with both upstream and downstream customers. In this way, for class SC i , we define the set of SLSs accepted in D x coming from any upstream do- Fig. 1 ).
The case of flows entering the domain D x without pre-negotiated SLSs (usually dialup users) is also covered, and the notation ∈ SLS is introduced for this purpose. The global rate share of these users is controlled by
is a rate-based parameter defined to limit traffic not sustained by a specific SLS, i.e. for flows F j ∈ SLS i,In . This allows a better control of the rate share in D x and of SLS + i,Em utilization, while avoiding possible denial-of-service to flows F j ∈ SLS i,In .
Upstream SLSs Specification
The definition of SLSs, apart from being a key aspect for QoS provisioning, provides a valuable input for AC, in special, when admission spans multiple domains. Therefore, defining a standard set of SLS parameters and semantics is crucial for ensuring end-toend QoS delivery and for simplifying interdomain negotiations. Several working groups have been committed to SLS definition [16, 9, 19, 18] and management [16, 10, 6, 22] .
Taking these inputs into account, an SLS template including relevant parameters and their typical contents was defined in [15] . Following that template, from an AC perspective, an upstream SLS for service class SC i , SLS i,In , should consider elements such as:
1. SLS i,In → Scope is specified as a pair (I n , E ) where the ingress node I n is the access point of the upstream domain D (In,Em) > depending on the scope of the SLS, i.e. taking all E m ∈ E . Handling a vector of rates may be useful for transit domains which want to pre-allocate resources for more demanding or high priority services. When the traffic profile is a vector of rates R i,In , an upstream SLS for SC i can be defined as a matrix, SCi , an Ingress-to-Egress Matrix of accepted and active SLS for a generic service class SC i can be defined as [19] , this interval is recommended to be month-range.
Downstream SLSs Specification
In a domain D x , when defining and negotiating an SLS with a downstream domain D SCi information, an egress-based matrix can be defined, 
SCi is given by SLS 
Flow Specification
Depending on each application ability for signalling its service requirements, traffic flows may undergo either implicit or explicit AC. For implicit AC, the relevant fields to consider are the source, destination and service class identifiers, i.e. Src id , Dst id , SC id . For explicit AC, apart from these fields, specifying a flow F j includes defining the T rafficP rofile, the required QoS parameters ReqQoS and an optional QoST olerance factor. In addition, a specific field required for end-to-end AC operation is AccQoS; other optional fields, explained below, are I src , SLS id and D id . In more detail, as for the SLS i,In definition, 1. F j → T rafficP rofile can be described by a token bucket policer T B(r j , b j ); 2. F j → ReqQoS, identifying the flow's QoS requirements (if any), can be defined associating a tolerance to each flow's parameter, i.e. defining a set of parameters P Fj = { (P j,1 , γ j,1 ) , ..., (P j,P , γ j,P )}, with P ⊆ P ⊆ P . This subset inclusion also means that, each P j,p value must be bounded by the corresponding P i,In,p value which, in turn, must be bounded by the corresponding class target value P i,p . The tolerance to P j,p degradation, expressed by γ j,p , may be considered by the AC criteria; 3. F j → AccQoS is used to accumulate QoS metric values in a multidomain end-toend AC operation (see Sec. 4.3); 4. F j → I src is an optional field which allows to identify the source domain ingress node I src . This is the only ingress node that may need to be self-identified when receiving AC response notification messages for traffic conditioning (TC) configuration; F j → SLS id and F j → D id are also optional fields used for interdomain authentication. 
Monitoring and Controlling per-Class QoS Metrics
For service class SC i and ingress node I n , a dynamic Ingress-Egress Service matrix used to control QoS levels and support AC decisions is defined as
Service data in the matrix Ψ Examples of relevant edge-to-edge QoS parameters to be measured and the respective equations are defined in Table 1 .
AC Criteria Specification
Following the generic AC model description provided in Sec. 2.1, the AC criterion resorts to (i) rate-based SLS control rules and (ii) QoS parameters control rules. These rules follow the notation introduced in Sec. 3. Implicit AC -The equations above, which take into account both the rate estimates and the flow traffic profile, can be easily applied to implicit AC. For a service class SC i under implicit AC, as flows are unable to describe r j , SLS control equations become similar to the QoS control equation (Eq. (9)), considering P i,p as a rate-based parameter. Therefore, traffic flows are accepted or rejected implicitly according to the variable AC Status computed once for ∆t i (AC Status ∆ti ). Additionally, the variable Adm F lows ∆ti may constrain the number of flows which can be implicitly accepted in ∆t i .
Rate-based SLS Control Rules

QoS Parameters Control Rules
When controlling the QoS levels in a domain, the QoS parameters and corresponding thresholds may vary depending on each service class SC i commitments, the statistical properties of the traffic and degree of overprovisioning.
At each ingress node I n , the AC Status ∆ti variable used to control the admission of new flows in the monitoring interval ∆t i is updated after checking the controlled parameters P i,p of SC i against the corresponding pre-defined threshold T i,p , i.e.
∀(P
where 
End-to-End Admission Control
Assuming a consistent mapping between the service classes in domains D 
where each flow requested QoS parameter P j,p , allowing a tolerance factor γ j,p , is checked against the cumulative value computed for the parameter when crossing previous domains, P 
In order to clarify the use of Eq. (10) and Eq. (11), lets consider the following examples: (i) when P j,p is a delay parameter, a positive AC decision occurs when add(P
(ii) when P j,p is a loss ratio parameter, op 1 = f spec , i.e. the cumulative computation of the loss in domain D x is given by P
and P i,p , op 1 = f spec can be changed to an additive function (op 1 = add); (iii) when P j,p is a rate parameter, op 1 = min may be used to carry the minimum available rate for SC i across all the involved domains up to the destination.
Self-adaptive QoS and SLS Management
Before providing a proof-of-concept of the proposed AC model regarding its ability to self-adapt and manage QoS and SLS parameters in multiservice IP networks, we first describe the simulation test platform and the configuration of its main entities.
Implementing and configuring the test platform
A diffserv domain with AC based on the model described above was developed and implemented in the Network Simulator (NS-2) according to the topology illustrated in Fig. 2 . In * During ∆t i , only the rate measures R , three fundamental service classes were defined. SC1, oriented to conversational services, provides a high quality service guarantee and is supported by EF PHB. This class may comprise traffic with hard real-time constraints such as VoIP, circuit emulation over IP or conversational UMTS traffic. SC2, oriented to a range of streaming applications with soft real-time constraints, provides a predictive service with low delay, low loss and minimum bandwidth guarantee and is supported by AF PHB. This class may comprise broadcast TV, audio and video streaming, webcasting or UMTS streaming traffic. SC3, oriented to elastic applications, generically, supports TCP adaptive traffic. Depending on the nature of TCP flows (e.g. high throughput vs. undifferentiated traffic), this class can be implemented using a AF or DF PHB. There is also the possibility of injecting concurrent traffic (CT-I2) of any of the above classes, allowing to test the effect of cross-traffic on probing. SC1 and SC2 traffic is generated resorting to exponential on-off sources: SC1 comprises low rate UDP traffic sources (64kbps) with on/off periods of 0.96ms/1.69ms and small packet sizes (120bytes), reflecting voice-like traffic; SC2 also comprises UDP traffic with higher peak rates (256kbps), on/off periods of 500ms/500ms and larger packet sizes (512bytes). SC3 comprises long-lived high throughput TCP traffic, resulting from an FTP application generating packets of 512bytes. The flow arrival process is Poisson with exponentially distributed interarrival (0.4-2s) and holding times (90, 120, 180s for SC1, SC2 and SC3, respectively). The type of concurrent traffic injected at Ingress I2 is mapped to SC2. For each (I n , E m ) pair, a single probing source is embedded in each service class. Depending on each class characteristics and QoS measuring requirements, probing sources should be selected and parameterized following the findings in [14] .
The domain routers implement the three service classes according to a hybrid Priority Queuing -Weighted Round Robin (PQ-WRR(2,1)) scheduling discipline, with RIO-C for AQM. Each class queue is 150 packets long. The domain internodal link capacity is 34Mbps, with a 15ms propagation delay. At network entrance, SC1 is policed and marked using a token bucket which controls both rate and burst size, whereas SC2 and SC3 are policed and marked using a single-rate Three Color Market (srTCM). The access links to domain boundaries are configured so that intradomain measurements are not affected. The service-dependent AC rules are parameterized as specified in Table 2 . We have considered three downstream SLS, one per service class. The choice of SLS rate shares, safety margins and QoS parameters thresholds are defined in the right hand side of Table 2 . As shown, larger safety margins and tighter thresholds are defined for more demanding classes. The AC thresholds are set taking into account the domain topology dimensioning, queuing and propagation delays and perceived QoS upper bounds for common applications and services [12] . As shown in Table 2 , SC1 traffic is blocked when the sum of the rate estimateR + i,( * ,Em) and the flow's peak rate r j is above 85% of the class rate share defined in SLS + i,Em , i.e. R + i,Em , or any of the controlled QoS parameters exceeds the predefined thresholds. For SC2, a safety margin of 90% was defined and the flow mean rate is now used. SC3 does not include any safety margin and the controlled parameter is IPLR.
Evaluation Results
Generically, the obtained results show that the self-adaptive behavior inherent to on-line measurement-based service management, combined with the established AC rules, is effective in controlling each class QoS and SLS commitments, even for high network utilization levels. Fig. 3 illustrates the obtained mean IPTD, ipdv and IPLR of the service classes defined above for a measuring interval ∆t i of 5s. As shown, SC1, SC2 and SC3 exhibit a very stable behavior regarding the pre-defined QoS levels, in special, for delay related parameters. IPLR is more difficult to keep tightly controlled, however, IPLR deviations still stay well-bounded around the threshold defined. Note that, these results are particularly encouraging attending to the high overall network utilization obtained (see Fig. 4(b) ). This Figure also illustrates that each class share is accomplished, with SC3 exceeding its share slightly. This occurs due to the adaptive nature of TCP traffic, combined with the traffic fluctuations of SC2. This aspect along with the inherent properties of the scheduling mechanism in use are responsible for most of QoS violations in SC2.
Although, the AC rules are effective in blocking new flows when QoS degradation or an excessive rate is sensed, the effect of previously accepted flows may persist over several measurement time intervals, while those flows last. To minimize this, more conservative estimates or larger safety margins might be required. We have explored the latter option, where new safety margins aiming at a service provisioning without QoS violations were established. In this way, Table 3 summarizes the results initially obtained for each class, extending them for the new defined safety margins. As shown, it includes: (i) the average number of concurrent active flows (# a.f); (ii) the corresponding utilization (U); (iii) the percentage of packets exceeding the pre-defined IPTD and ipdv delay bounds; (iv) the total loss ratio; (v) a new safety margin for which no QoS violations occur; (vi) the corresponding new number of active flows (# a.f.') and utilization (U'). In addition to the comments above, Table 3 results show that the percentage of QoS violations at packet level is very small, specially for class SC1, and the total IPLR is below the pre-defined thresholds. Under the new defined safety margins, the AC criteria, despite being more conservative, still achieve good network utilization.
In this evaluation process, we have also noticed that for implicit AC, the control of rate variables bring negative effects to SC3 stability and should be avoided. In fact, a criterion resorting to a rate-based AC status ∆ti and to Adm flows ∆ti , which limits the number of active flows, lead to long AC blocking periods and to a resource take over by long-lived flows. Conversely, considering an AC status ∆ti determined by QoS control in addition to Adm flows ∆ti have proved to be mandatory in order to keep a "lively" number of active flows (see Fig. 4(a) ), while satisfying the classes' QoS requirements. 
Conclusions and Future Work
In this paper, we have specified a service-oriented distributed AC model for managing QoS and SLSs in multiclass and multidomain environments. Explicit or implicit AC decisions are made based on feedback from edge-to-edge on-line measurements of servicespecific QoS parameters and SLS utilization. This allows a dynamic control of services and resources, while abstracting from network inherent complexity and heterogeneity.
Resorting to an intuitive and expressive notation, we have specified multiservice domain entities such as service classes, upstream and downstream SLSs, and traffic flows in order to formalize generic service-dependent AC rules. These rules allow a flexible and selfadaptive control of QoS levels and SLS usage both intra and interdomain domain. The results have shown that the proposed multiservice management scheme establishes a good compromise between simplicity and efficiency, allowing to satisfy effectively distinct service level commitments, while achieving a high network utilization. Despite properties of the AC model such as edge-to-edge QoS control, SLSs control embedded in the corresponding service class and reduced state information and signalling tend to increase the model resilience to scalability problems, future work intends to sustain an extend the obtained results to more complex scenarios involving multiple domains.
