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ABSTRACT

The Effects of Quality and Magnitude of Reinforcement
on Choice Responding

by

Jessica E. Frieder, Doctor of Philosophy
Utah State University, 2009

Major Professor: Dr. Stephanie M. Peterson
Department: Special Education and Rehabilitation Counseling

The present study investigated the effects of a concurrent schedules arrangement,
in which three dimensions of reinforcement (duration, attention, and stimuli) were
manipulated, on choice responding, appropriate behavior, and problem behavior for three
participants with disabilities who had escape-maintained problem behavior. Three
experiments were conducted in which participants could choose between work, break, or
problem behavior. In the first experiment, the choice analysis, three reinforcement
dimensions were varied simultaneously for choice responses. In the second experiment,
the component choice analysis, reinforcement dimensions were evaluated in isolation. In
the third experiment, the effort analysis, increasing task demand requirements and how
they affected response allocation were investigated.
Results of the first experiment were consistent across all participants, and
suggested that participants allocated their choices in favor of reinforcement contingencies
that resulted in breaks with the longest duration, high preference stimuli, and high quality
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attention. Results of the second and third experiments, however, were idiosyncratic
across participants. Component choice analysis results suggested that only specific
reinforcement dimensions maintained responding for some participants, whereas all
reinforcement dimensions maintained response allocation for others. Results of the third
experiment suggested that as task demands increased, reinforcement contingencies that
previously maintained responding in the second experiment did not always continue to
maintain responding for all participants.
This study contributes to and extends the literature on choice making in several
ways. The majority of previously published investigations evaluated different
dimensions of reinforcement when only two response options were concurrently
available, and many of these studies only examined one or two reinforcement
dimensions. The present study used a concurrent schedules arrangement in which three
concurrently available response options existed. Like previous research the present study
suggests that quality of reinforcement can be manipulated to effectively bias individuals’
responding in favor of adaptive responses, and the quality variables that impact choice
responding may or may not be related to the function of problem behavior. However,
further research is needed to understand how choice responding is impacted by increasing
demand requirements, as this study demonstrated that choice responding was
idiosyncratically affected by changing task demands.
(244 pages)
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CHAPTER I
INTRODUCTION

All behaviors, both appropriate and inappropriate, can serve a variety of
functions. The social negative reinforcement function, or the removal of some type of
social event or situation contingent upon the occurrence of a particular behavior and that
maintains or increases the occurrence of the behavior, is just one of the functions that
behaviors can serve. Results of epidemiological studies have indicated that a social
negative function amongst individuals who engage in problem behavior is the most
common function (Derby et al., 1992; Hanley, Iwata, & McCord, 2003; Iwata et al.,
1994). Working with an individual who engages in problem behavior(s) that serves a
social negative reinforcement function (or escape function) can be particularly
problematic because the teaching interaction between the student and the teacher is likely
to be influenced by the occurrence of problem behavior(s) often resulting in shortened
instruction or lowering the demands of the instructional task to avoid problem behavior
(Carr, Taylor, & Robinson, 1992). Given that the occurrence of escape-maintained
problem behavior is so prevalent among children and that it can impact children’s
learning, designing and implementing effective interventions for this type of behavior is
particularly crucial for children’s growth and progress.
Interventions that weaken the maintaining contingency and strengthen
concurrently available response options can be designed for problem behavior that is
maintained by escape (Mace & Roberts, 1993). One example of an intervention is
differential reinforcement of alternate behavior (DRA). In DRA, an alternate response is
followed by the reinforcer that formerly followed the problem behavior (Cooper, Heron,
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& Heward, 2007). For example, an individual may be taught to comply with a task
request in order to briefly escape task demands. Another DRA intervention is functional
communication training (FCT; Carr & Durand, 1985). In this intervention, the individual
is taught a mand as a replacement response for problem behavior. For example, in the
case of escape-motivated problem behavior, FCT involves teaching an individual to
request a break from the task demand as an alternative response to engaging in problem
behavior. Thus, the consequence that reinforced problem behavior (i.e., escaping the
task) is used to reinforce the learner’s appropriate request.
When individuals have multiple responses that serve the same function in their
repertoires (e.g., compliance, mands, and problem behavior), they have a choice as to
which behavior to display at any given point in time. Matching theory (De Villiers,
1977; Herrnstein, 1961, 1970) provides a framework for understanding which responses
will be selected and allows prediction of how individuals will allocate their responding
based on the reinforcement contingencies tied to each response option. Which response
is selected at any one given point in time depends on the independent reinforcement
contingencies in place for each response. Dimensions of reinforcement that can affect
responding include: rate of reinforcement, delay to receive reinforcement, effort required
to obtain reinforcement, duration of the reinforcement, and quality of reinforcement.
While there is a great deal of research on these dimensions of reinforcement and how
they affect responding in nonhuman animals, fewer studies address how dimensions of
reinforcement pertain to response allocation among humans, especially in the context of
treatment for problem behavior.
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Researchers have found that problem and adaptive behaviors are sensitive to
concurrent schedules of reinforcement (Fisher & Mazur, 1997). These researchers have
shown that responding can be biased in favor of adaptive behaviors by manipulating
concurrently available reinforcement contingencies. Researchers have evaluated the
effects of rate of reinforcement (e.g., Horner & Day, 1991), delay to reinforcement (e.g.,
Horner & Day), and effort to obtain reinforcement (e.g., Horner & Day; Richman,
Wacker, & Winborn, 2001). These studies provide clear evidence that when adaptive
responding produces the most frequent reinforcement, produces the most immediate
reinforcement, or requires less effort than problem behavior, adaptive responding is more
likely to occur than problem behavior. There are fewer studies evaluating the effects of
duration (also referred to as magnitude of reinforcement in previous research) and quality
of reinforcement on choices. Researchers who have evaluated the effects of altering the
quality of reinforcement (e.g., Golonka et al., 2000; Harding et al., 1999; Lalli & Casey,
1996; McComas, Goddard, & Hoch, 2002; Zarcone, Fisher, & Piazza, 1996) and the
magnitude of reinforcement (e.g., Fisher, Piazza, & Chiang, 1996; Volkert, Lerman, &
Vordran, 2005) suggest that the quality or magnitude of reinforcement may also be
important dimensions to consider when treating escape-maintained problem behavior.
Some of these researchers have provided access to preferred tangible stimuli and/or
attention during task breaks during analyses of problem behavior maintained by negative
reinforcement (e.g., Golonka et al., 2000). Further, while some researchers have
maintained negative reinforcement contingencies for problem behavior (e.g., Lalli &
Casey, 1996) during the analyses, many (e.g., Golonka et al.) implement extinction for
problem behavior. Some researchers analyze the effects of the reinforcement dimension

4
during the asessment of problem behavior (e.g., Fisher et al.; Volkert et al.), while others
analyze the effects of reinforcement dimensions during the treatment of problem
behavior. The wide variety of analysis strategies significantly limits conclusions that
may be drawn about the effects of different qualities and magnitudes of reinforcement,
especially when problem behavior continues to receive reinforcement.
In addition to our limited understanding of quality and magnitude of
reinforcement for treating problem behaviors, almost all of the current applied literature
on concurrent schedules of reinforcement in the treatment of problem behavior has
examined response allocation across only two concurrently available response options. It
may be important to study response allocation when more than two response options and
schedules of reinforcement are concurrently available because this may closely resemble
choices in naturalistic settings and may be effective in maintaining responding over time.
Whether individuals with disabilities and problem behavior can discriminate among more
than two concurrently available response options is unclear, as is how responding would
be allocated.
It is also important to address how “quality” of negative reinforcement may be
manipulated. During treatment of problem behavior most researchers (e.g., Golonka et
al., 2000; Lalli & Casey, 1996; Piazza et al., 1997) who have manipulated quality of
negative reinforcement include preferred stimuli and/or attention along with the negative
reinforcer—or break from task demands. While other conceptualizations of quality of
negative reinforcement could be proposed, this conceptualization appears to be the most
prevalent in the research literature. It is hypothesized that the provision of preferred
stimuli and/or attention during a task break constitutes a “higher quality” task break than
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simply removing the task stimuli and allowing the participant to sit alone with nothing to
do.
The purpose of the present study was to investigate the effects of varying
qualities and durations of reinforcement for two adaptive behaviors (touching either a
work or break card) and escape-maintained problem behavior. Specifically, response
allocation between touching work, break mands, and problem behavior will be evaluated
when three different schedules of reinforcement are concurrently available. The study
consisted of three experiments. In the first experiment, the effects of combining high
quality and long duration of reinforcement (i.e., 30-s to1-min breaks with either neutral to
preferred stimuli and occasional to continuous attention) for break mands and touching
work versus low quality and short duration of reinforcement (i.e., 10-s breaks with no
stimuli or attention) for problem behavior were examined. In the second experiment, the
effects of the quality and duration of reinforcement were examined in isolation. That is,
the effects of providing varying levels of stimuli (i.e., highly preferred, moderately
preferred, and no stimuli), quality of attention (i.e., continuous enthusiastic attention,
moderate attention, and no attention), and duration of reinforcement (1 min, 30 s, and
10s) on break mands, touching work, and problem behavior were manipulated
independent of each other. In the third experiment the effects of providing varying levels
of stimuli, quality of attention, and duration of reinforcement were examined in the
context of increasing levels of effort required to complete the work task. The results of
the proposed study adds to the existing literature base on concurrent schedules of
reinforcement and treatment of problem behavior by systematically examining the
dimensions of reinforcement quality (attention and tangible stimuli) and duration with
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three concurrently available response options (compliance, mands, and problem
behavior).
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CHAPTER II
REVIEW OF LITERATURE

Functions of Behavior

All behaviors serve a function (Cooper et al., 2007). Behaviors that are
considered desirable and/or undesirable can serve one or multiple functions.
Traditionally, functions of behavior have been conceptualized into two broad categories:
positive reinforcement and negative reinforcement. Behaviors that are strengthened or
maintained by a positive reinforcement function result in the individual gaining
something as a consequence of the behavior occurring. Positive reinforcement can be
subdivided into three subcategories: social reinforcement, tangible reinforcement, and
automatic reinforcement (Cooper et al.). Social positive reinforcement involves attention
from others, such as praise, facial expressions, reprimands, and physical contact.
Reinforcing materials or stimuli are grouped under the category of tangible
reinforcement. The final category, automatic positive reinforcement (Cooper et al.),
refers to reinforcement an individual receives from engaging in the behavior itself.
Typically, automatic positive reinforcement is identified as the function of a behavior
after social and tangible reinforcers are excluded as stimuli maintaining the behavior. If a
behavior serves a positive automatic reinforcement function, the behavior itself produces
consequences that are considered pleasurable or desirable. For example, an individual
who engages in thumb sucking may do so in order to produce a tingly sensation in his/her
thumb, produce more saliva in the mouth, or engage the mouth area, all of which may
serve to be pleasurable and desirable for the individual.
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Conversely, responses that are strengthened by negative reinforcement allow
individuals to get out of or avoid something as a consequence of the response. Social
negative reinforcement and automatic negative reinforcement are the two types of
negative reinforcement functions. Social negative reinforcement is the removal of some
type of social event or situation contingent upon the occurrence of a particular behavior.
For example, every time a child is instructed to pick up his toys he tantrums. When he
does this, he is sent to time out and does not have to pick up his toys. In the future he is
more likely to tantrum again because an undesirable activity (i.e., picking up toys) is
removed. Automatic negative reinforcement is similar to that of automatic positive
reinforcement in that it is reinforcement received by the individual engaging in a
particular behavior itself. However, in the case of automatic negative reinforcement the
individual engages in the behavior to relieve, “get out of,” or take away an uncomfortable
or painful event. For example, an individual who engages in scratching his/her skin may
be engaging in the behavior to relieve an itch (Cooper et al., 2007).
Behavior or classes of behaviors can be maintained by multiple functions. For
example, a single behavior, such as an individual hitting his or her teacher, may serve to
get attention in the form of reprimands from the teacher or to escape task demands. That
single behavior may also serve both functions simultaneously. Similarly, it is important
to bear in mind that a single topography of behavior may serve different functions for
different people. For example, one individual may use hitting to get removed from a
social situation (e.g., kicked out of class and sent to the office), while another individual
may use the same obscenities to get attention (in the form of alarming reactions, joking,
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or laughter) from those around him. While the behavior itself has the same topography
for both individuals, it may serve very different functions.
Researchers have conducted epidemiological studies to evaluate how common
each of the functions of problem behavior are for individuals with disabilities. Derby et
al. (1992) discovered that the aberrant behavior (e.g., self-injurious behavior and
aggression) of 48% of clients (N = 79) who were seen in an outpatient treatment setting
was maintained by social negative reinforcement. For 24% of the clients, problem
behavior appeared to be maintained by social positive reinforcement in the form of
attention; for 12% of the clients, problem behavior appeared to be maintained by social
positive reinforcement function in the form of access to tangibles; and for 34% of the
clients, problem behavior was maintained by sensory or automatic reinforcement.
Iwata et al. (1994) conducted a larger epidemiological study. In this study, the
sample size was 152 individuals with developmental disabilities. The researchers
determined that 38.1% of individuals’ self-injurious behavior was maintained by a social
negative reinforcement function in the form of escape from task demands or other
“aversive” stimuli. This number represented the largest proportion of the total sample
size. A social positive reinforcement function (either attention or access to preferred
stimuli) accounted for 26.3% of the total sample, automatic or sensory function was
apparent for 25.7% of the sample, and multiple functions accounted for 5.3% of the 152
individuals. Of the 5.3% who exhibited multiply maintained problem behavior, 4%
accounted for multiple functions of which one was a social negative reinforcement
function. A small number of data sets (4.6%) were uninterpretable due to inconsistent or
cyclical results.
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In a review of studies that included the use of functional analysis through 2000,
Hanley, et al. (2003) found that 34.2% of 536 individually graphed data sets suggested a
sole function of social-negative reinforcement for problem behavior. This was only
slightly below the 35.4% of cases that demonstrated a sole positive reinforcement
function. An additional 14.6% of the 536 cases also had multiple reinforcement
functions, including a social-negative reinforcement function in addition to another
function(s).
Accordingly, a large proportion of individuals who are being assessed for problem
behavior are exhibiting, in part or isolation, a social negative reinforcement function for
the behavior under investigation. In the Derby et al. (1992) study, 48% of clients
demonstrated problem behavior that was maintained by an escape function, and in the
Iwata et al. (1994) investigation 38.1% of the sample exhibited problem behavior
maintained solely by an escape function, and an additional 4% demonstrated problem
behavior maintained in part by a social negative reinforcement function. Finally, Hanley
and colleagues’ (2003) comprehensive review of the use and practices surrounding
functional analysis, revealed that approximately 183 out of a total of 536 cases
demonstrated problem behavior that was maintained solely by a social negative
reinforcement function with an additional 14.6% percent of the total number of cases
with multiple reinforcement functions. Both the Derby et al. and Iwata et al. studies
indicated that the highest percentage of individuals exhibited problem behavior
maintained solely or in part by a social negative reinforcement function. In addition, the
Hanley et al. investigation supports these findings. These results indicate a need to
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develop and implement interventions to specifically target the reduction of problem
behaviors that serve a social negative reinforcement function.
Treatment of Problem Behavior

Problem behaviors that interfere with task completion can limit an individual’s
participation in learning activities. For example, Carr et al. (1991) conducted a study on
the influence of children’s problem behaviors on their adult teachers. The researchers
determined that teaching interactions with children who demonstrated problem behaviors
were distinctly different from the teaching interactions that occurred with children who
did not demonstrate problem behaviors. For example, teaching interactions with children
who displayed problem behavior tended to occur less often, were shorter in duration,
covered topics in less breadth, and concentrated on tasks that tended to elicit minimal
amounts of problem behavior. These findings suggest that the educational opportunities
that children with problem behavior receive are drastically reduced. Therefore, it is
important to develop interventions that will decrease problem behavior that interferes
with task completion.
Interventions that weaken the maintaining contingency and strengthen
concurrently available response options can be designed for problem behavior that is
maintained by escape (Mace & Roberts, 1993). One example of an intervention is
differential reinforcement of alternate behavior (DRA). In DRA, an alternate response is
followed by the reinforcer that formerly followed the problem behavior (Cooper et al.,
2007). For example, an individual may be taught to comply with a task request in order
to briefly escape task demands. Another DRA intervention is FCT (Carr & Durand,
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1985). In this intervention, the individual is taught a mand as a replacement response for
problem behavior. For example, in the case of escape-motivated problem behavior, FCT
involves teaching an individual to request a break from the task demand as an alternative
response to engaging in problem behavior. Thus, the consequence that reinforced
problem behavior (i.e., escaping the task) is used to reinforce the learner’s appropriate
request.
In addition to reinforcing adaptive responding, DRA interventions also typically
involve withholding reinforcement for problem behavior (i.e., placing problem behavior
on extinction; Cooper et al., 2007). However, at times, extinction may be either
impractical or impossible to implement.
If, during intervention, problem behavior continues to produce task breaks, the
individual may have multiple response options to the presentation of task requests—
problem behavior, requests for breaks, and work selection. If each of these response
options is paired with its own discriminative stimuli and independent schedule of
reinforcement, a concurrent schedule of reinforcement exists. How responding will be
allocated across these different response options can be determined using matching
theory.

Matching Theory

Matching theory (De Villiers, 1977; Herrnstein, 1961, 1970) is a theory derived
from basic behavioral research that allows us to predict the allocation of responding
across these different response alternatives based on the reinforcement schedules that are
in place for each response alternative. In matching theory (De Villiers; Herrnstein), two
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or more independent response options are available at the same time and produce their
own independent schedules of reinforcement (i.e., a concurrent schedule of
reinforcement). The rate of each response is directly impacted by the reinforcement
schedule in place for that response. Thus, the behavior that is emitted is functionally
related to the reinforcement outcome. A variety of dimensions of reinforcement affect
individual responding.
These dimensions of reinforcement are rate, delay, effort required to obtain
reinforcement, duration (magnitude/quantity), and quality. Basic research is replete with
examples of how these dimensions of reinforcement can affect the responding of
nonhuman animals (e.g., Dunn, 1982; Fantino, 1969). Fewer examples are available in
the applied literature (c.f. Fisher & Mazur, 1997). Examples of how each of these
dimensions of reinforcement impacts behavior is described below. Most examples are
with nonhuman animals, but when an example of the application of a reinforcement
dimension to human animals could be found, without concentrating on the assessment or
treatment of problem behavior, a human example is provided.

Rate of Reinforcement
Rate of reinforcement refers to the frequency of reinforcement delivered within a
given time period. For example, Mace et al. (1990) examined the effects of two different
ratio schedules (i.e., fixed ratio 1[FR1] and variable ratio 2 [VR2]) in which food
reinforcement was provided contingent upon the completion of two different vocational
tasks for an individual with mental retardation. The participants in this study allocated
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responding exclusively in favor of the FR1 schedule, signifying that the rate of
reinforcement received impacted response allocation to the vocational tasks available.

Delay to Reinforcement
Delay to reinforcement pertains to the amount of time that elapses between a
response and when the individual comes into contact with the reinforcer. For example,
there may be relatively immediate access to reinforcement, or access to reinforcement
may be delayed several minutes, hours, or days after a behavior occurs. For example,
Chung and Herrnstein (1967) trained six pigeons to peck response keys to access food
and initially both keys produced reinforcement on a variable-interval schedule of 1 min.
Subsequent to training the pecking response on the two keys under the same schedule,
delays to access reinforcement (i.e., the food) were systematically programmed on one of
the two response keys. The researchers found that response allocation on both keys was
affected by the change in delay to reinforcement on one response key. Specifically,
pecking behavior decreased for the delayed response key, whereas pecking increased for
the key where no delay was present. This clearly suggests that delay to reinforcement is
another dimension of reinforcement that impacts response allocation.

Effort to Obtain Reinforcement
The effort required to obtain reinforcement refers to the type and/or amount of the
response that an individual must emit prior to receiving access to reinforcement. One
way to conceptualize effort is the instructional level of a task. Reed and Martens (2008)
examined relative problem completion rates for equal and unequal math problem
difficulty levels at two workstations with three children. When problem difficulty was
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equal, two of the participants’ responding was closely matched to the schedules of
reinforcement in place (i.e., responding was more heavily allocated to the schedule which
yielded more reinforcement opportunities), while one participant’s responding was not
sensitive to the reinforcement schedules in operation. When problem difficulty was
unequal, responding was biased toward the workstation with easier math problems.
Response allocation to the workstation that had more difficult math problems was
typically evidenced only when greater reinforcement for this response was signaled. This
study suggested that the amount of effort to receive reinforcement is yet another critical
dimension of reinforcement that impacts choice responding.
Another way to conceptualize effort is the physical exertion required to complete
a task. For example, Bradshaw, Ruddle, and Szabadi (1981) found that the physical force
or effort that was required of typically developing human adults to pull two different
levers overrode the reinforcement contingencies that were in place for each of the lever
pulls. In other words, the participants demonstrated a preference for the lever pull that
required less physical exertion regardless of the relative reinforcement.

Duration of Reinforcement
The duration of reinforcement refers to the amount of time for which an
individual has access to the reinforcer. Frequently, the term “magnitude of
reinforcement” is used for duration. To illustrate, Shettleworth and Nevin (1965) taught
two pigeons to press two keys, red and green, in a chamber. Initially both keys produced
the same duration of access to reinforcement (i.e., access to the grain hopper).
Systematic manipulations of the duration of reinforcement were then implemented for
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each of the keys for the pigeons. The researchers reported that response allocation varied
as a function of the change in duration of access to the grain hopper. As the duration of
reinforcement increased for the green key, responding on the green key increased, and
responding on the red key decreased. Similarly, when the duration of reinforcement
increased for the red key, increased response allocation to the red key over the green key
was observed. This study illustrates how the duration of reinforcement can impact
response allocation.

Quality of Reinforcement
Quality of reinforcement refers to the relative preference for the reinforcing
stimulus. For example, Miller (1976) tested pigeons’ preference for various qualities of
reinforcers in three conditions where different grains were pitted against one another.
During the first condition the pigeons could choose between hemp and buckwheat on a
series of concurrent variable-interval variable-interval (VI VI) schedules. During the
second condition, the same concurrent VI VI schedules remained in place, but the choice
was between wheat and buckwheat. Results of the pigeons’ response allocation between
the schedules in the first two conditions were used to estimate choice responding for the
third condition in which the animals could choose between hemp and wheat. Predicted
outcomes were similar to actual obtained results for the third condition, indicating that
quality of reinforcement is yet another crucial dimension of reinforcement that affects
responding, and can serve as a predicting variable for future response allocation.
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Concurrent Schedules of Reinforcement as Treatment for Problem Behavior

Matching theory, which consists of precise mathematical equations to predict
responding given specific reinforcement contingencies, has been translated into a more
conceptual paradigm for the lawful relationships between reinforcement and responding.
McDowell (1988) noted how lawful relationships between response rate and
reinforcement withstand laboratory tests with non-human animals and is applicable to
humans and everyday problems. Matching law has practical application to situations in
which a treatment for problem behavior involves several response options and
concurrently available schedules of reinforcement for those response options.
One of the most significant applications of the matching law to humans is its
potential for decreasing problem behavior. Matching law provides a framework for
better understanding why a problem behavior continues to occur and for planning
interventions that produce response allocation in favor of adaptive response alternatives.
The application of the matching law in applied settings requires careful consideration of
the effects a treatment has on all behaviors concurrently available to the individual. A
number of applied studies are available based on matching law. Researchers used a
concurrent schedules of reinforcement arrangement to investigate responding to academic
tasks (e.g., Mace, Neef, Shade, & Mauro, 1994; Neef, Mace, & Shade, 1993; Neef, Mace,
Shea, & Shade, 1992) and to examine the utility of concurrent schedule of reinforcement
assessment as a potential diagnostic instrument for attention deficit hyperactivity disorder
(e.g., Neef et al., 2005; Neef, Bicard, & Endo, 2001). However, while these and other
researchers (e.g., Alavosius & Sulzer-Azaroff, 1990; Conger & Killeen, 1974) added
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significantly to the understanding of the matching theory as it applies to humans, they do
not address how it may be applied to the treatment of problem behavior. Fewer examples
are available of how matching theory might apply to examining the effects of
intervention for problem behavior. The research on concurrent schedules of
reinforcement as part of assessment and/or treatment for problem behavior is described
and critically analyzed in the following section.

Rate of Reinforcement
Horner and Day (1991) conducted a series of experiments that examined the
effects of different dimensions of reinforcement when multiple behaviors produced
reinforcement (i.e., escape). The study was conducted with three participants (one for
each experiment) living in a community residential support program. Four classes of
behaviors were measured: (a) problem behaviors, (b) mand responses (i.e., signs or
manual communicative responses), (c) attempts to perform a task, and (d) independent
variable controls (i.e., the overall efficiency of the new manding responses relative to the
problem behaviors for each participant). The reinforcer dimensions evaluated were
physical effort, schedule (or rate) of reinforcement, and delay between presentation of the
discriminative stimulus and delivery of reinforcement. In one of the experiments, the
schedule of reinforcement for mand and problem behavior responses was systematically
manipulated. Horner and Day provided reinforcement in the form of experimenter
assistance after the participant selected a work task or if he engaged in self-injurious
behavior. When assistance was provided for each step of the work task and for each
occurrence of self-injurious behavior, self-injurious behavior occurred 4% of the time on
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average. However, when assistance was provided only following each occurrence of
self-injurious behavior, self-injurious behavior increased to an average of 87% of the
time. These findings suggested that the participant’s self-injurious behavior was
maintained by gaining access to assistance from the experimenter.
Subsequent to this, the participant was taught to sign “help” (i.e., the mand
response). Response allocation between the mand response and self-injurious behavior
was evaluated when both were reinforced on a fixed-ratio 1 (FR1) schedule of
reinforcement. In this condition, response allocation was almost exclusively in favor of
signing “help.” Next, mands were reinforced on a fixed-ratio 3 (FR3) schedule while
self-injurious behavior was reinforced on an FR1 schedule. When the FR3 schedule was
implemented for the mand response, the participant engaged in much higher rates of selfinjurious behavior. In sum, the participant’s responding was influenced by the change in
rate of reinforcement for the schedule that was implemented. This particular experiment
highlights the importance of the schedule of reinforcement and illustrates that the rate at
which a response receives reinforcement for a given behavior can affect response
allocation.

Delay to Reinforcement
In another experiment, Horner and Day (1991) examined delay to reinforcement
in the context of a concurrent schedule arrangement. Initially the participant was taught
to perform different work tasks. In the first phase, she was provided a break after the
completion of one trial of the work task or upon engagement in aggression. When these
contingencies were implemented, the participant displayed aggression during an average
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of 6% of trials. In the second phase, she was provided a break subsequent to 20 trials of
the work task or if she exhibited a single instance of aggression. Results indicated that
the participant engaged in aggression an average of 63% of the trials under these
conditions. These conditions were repeated in a reversal design. Overall, higher levels
of aggression occurred when breaks were provided after 20 trials of the task versus when
breaks were provided after one trial of the task. Subsequently, the participant was taught
a mand response (i.e., handing a “break” card to the experimenter). To analyze the
effects of delay to reinforcement on response allocation, two conditions were
implemented within a reversal design. In one condition, the participant was provided
with a break immediately after she engaged in the mand response (i.e., 1-s delay) and in
the other condition, the participant was provided a break 20 s after she engaged in the
mand response. In both conditions, aggression produced an immediate break. High
levels of aggression were demonstrated when mands produced a 20-s delay prior to
break. Also, it is important to note that there was little use of the mand response in this
condition. In contrast, during the 1-s delay condition (when the delay to reinforcement
was equal for the mand and aggressive responses), the participant’s aggression was low
or at zero occurrence, and use of the mand response was high. This experiment
demonstrates the influential role that delay to reinforcement has on response allocation in
a concurrent schedule arrangement. In addition, this research illustrates the importance
of considering delay to reinforcement when designing an intervention for problem.

21
Effort to Obtain Reinforcement
The amount of effort that a given behavior requires in order to come into contact
with reinforcement may determine whether or not an individual selects the behavior or
not. For example, Richman et al. (2001) conducted an investigation with an individual
with developmental delays and problem behavior. The primary dependent variables in
this study were problem behavior and mands. A mand analysis was completed to
evaluate the effects of response effort on two different mand responses, signing “please”
and exchanging a communication card with a communicative partner. Task analyses of
the mand responses suggested that exchanging the communication card required more
physical effort than signing. During the first phase of the mand analysis, the participant
was provided 30 s of access to reinforcement (i.e., toys) contingent on handing his
mother the communication card or engaging in aggression. This was followed by a
condition in which only aggression produced reinforcement. Subsequently, conditions
were reversed again such that aggression or use of the communication card produced
reinforcement. In this phase the participant selected the card when reinforcement was
provided for both the card’s use or for aggression. However, a small amount of
aggression continued to occur in some sessions, and aggression continued to show
sensitivity to the reinforcement contingencies when the communication card was
removed. In the second phase of the mand analysis, three conditions were implemented
to determine response efficiency between two different mand responses. In the first
condition, the participant was provided 30 s of reinforcement contingent on use of the
communication card or for signing “please.” Aggression was placed on extinction during
this condition. During this condition, the participant’s use of the sign “please” increased
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and the use of the communication card decreased while aggression was at zero levels of
occurrence (in contrast to the first phase, when the mand consisted only of the use of a
communication card and aggression continued to occur). During the second condition,
only one mand option was provided. Access to reinforcement was contingent on signing
“please” or engaging in aggression. The participant continued to allocate responses in
favor of signing “please” exclusive to engaging in aggression. Finally, the third
condition replicated the setup of the first condition. Occurrences of aggression remained
at zero, and the participant continued to allocate responses in favor of signing “please”
over use of the communication card. Overall, throughout this phase responses were
allocated almost exclusively to signing “please” over the use of the communication card
or aggression. Even when aggression received reinforcement (in the second condition
this phase), no aggression occurred and responding was strictly allocated in favor of
signing “please.” The mand analysis in this study illustrates how the amount of effort
required to engage in a mand response can affect choice of mand responses and the
occurrence of problem behavior. Given these results, the sign “please” was deemed to be
the most efficient response; that is, it required the least amount of effort to obtain access
to reinforcement.
Horner and Day (1991) also conducted a study that examined the effect of
response effort on choices. In the first part of the study, the participant was taught a work
task. In the first condition, he was provided a break subsequent to completion of one trial
of the task or if he engaged in aggression. In the second condition he was provided a
break only after 15 trials of the task or if he engaged in one instance of aggression (these
initial procedures were similar to the procedures that were used in their study on delay to
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reinforcement). Higher levels of aggression were observed when a break was contingent
upon completion of 15 trials or a single instance of aggression. To further examine the
effects of response effort on choice allocation, the participant was then taught to sign in a
full sentence (i.e., “I want to go, please.”) and simple word (i.e., “break”) to request a
break from the work task. The full sentence was considered more effort than the simple
word. Two different conditions were then implemented in a reversal design. In the first
condition, the participant was required to sign a full sentence or engage in a single
instance of aggression to obtain access to a break. In the second condition, the
participant was required to sign the simple word or engage in a single instance of
aggression to access reinforcement. Levels of aggression were much higher during the
phases in which the participant was required to sign a full sentence than during phases in
which the participant was required to sign the simple word. Aggression was near or at
zero levels during the conditions in which only a simple word sign was required to access
reinforcement break and between 30% and 90% of trials during the whole sentence
conditions. This study also provides evidence that response effort plays a large role in
how responding will be allocated during intervention for problem behavior.

Quality of Reinforcement
When dealing with positive reinforcement, quality of reinforcement appears to be
fairly straightforward to define. A higher quality reinforcer is typically a stimulus that is
judged as “more preferred” by the individual than another stimulus. When this “more
preferred” stimulus is provided for one response, and a less preferred stimulus is provided
for another response, an individual will typically select the response that produces the
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more preferred stimulus, suggesting its quality is greater. Neef (1992, 1993, 2001, 2005)
demonstrated the effects of qualitatively different positive reinforcers on choice
responding.
However, quality of negative reinforcement is somewhat more difficult to define,
because the reinforcing event is the removal of an aversive stimulus rather than the
presentation of a desired stimulus. Thus, the question becomes, how can the quality of
removing a stimulus be enhanced? While there may be other ways to define quality of
negative reinforcement, most researchers who have studied quality of negative
reinforcement to date (e.g., Golonka et al., 2000; Lalli & Casey, 1996; McComas et al.,
2002) have conceptualized increased “quality” of negative reinforcement to include
preferred stimuli during task breaks. This may seem counterintuitive, because negative
and positive reinforcement are viewed as distinctly different principles of reinforcement
(Skinner, 1953). However, it is important to note that both are principles of
reinforcement, and the distinction between “positive” and “negative” reinforcement may
not be important (Michael, 1975). Michael stated that “…from the point of view of the
behaving organism presentation and removals are both simply types of environmental
changes” (p. 40). What is important is that the conditions changed from the antecedent
conditions for the target response and the consequence conditions following the response.
This change can simultaneously produce both presentation and removal of a stimulus.
For example, when an individual is required to complete a demanding work task, access
to more preferred activities is typically restricted. Therefore, removing task demands
may also produce access to more preferred activities. Thus, both negative and positive
reinforcement may be operating simultaneously. A primary issue is whether a
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determination on the presentation or removal of a stimulus can ever really be made. As a
result of this conundrum, some (Baron & Galizio, 2005; Michael) have suggested that the
terms “positive” and “negative” reinforcement should be abandoned. Instead, these
individuals suggest that the field should focus on the functional outcome (i.e., an increase
in the future probability of responding) of reinforcement.
Based on the facts that (a) the majority of research conducted on quality of
negative reinforcement involves the addition of preferred stimuli during task breaks and
(b) that both positive and negative reinforcement produce an environmental pre- and
post-condition change that has a strengthening effect on responding, it seems reasonable
to view quality of reinforcement for what we traditionally think of as “negative
reinforcement” in the same manner as we view quality of reinforcement for what we
traditionally think of as “positive reinforcement.” The following researchers examined
the effects of various qualities of reinforcement for problem behavior maintained by
negative reinforcement.
Harding et al. (1999) evaluated the influence of both positive and negative
reinforcement on the choice making for two children with problem behavior maintained
by escape from task demands (one participant also had problem behavior maintained by
adult attention) within a concurrent operant arrangement. During the choice assessment,
the researchers pitted two concurrently available choices against one another by dividing
a room in half and allowing participants to choose how they wished to allocate their time
among the two designated areas. The researchers included five different conditions in the
choice assessment that compared a combination of the presence or absence of parent
attention with and without instructions, and preferred toys or neutral items. Both
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participants allocated responses in favor of the side of the room where parent attention
was available regardless of the presence of highly preferred toys or neutral items. When
parent attention included instructions and was paired with access to highly preferred toys,
both participants allocated their responses in favor of this side of the room. However,
one participant engaged in much higher levels of problem behavior and variable levels of
task engagement during this condition. When parent attention with instructions was
paired with neutral items, participants allocated the majority of their responding in favor
of the side of the room that provided access to highly preferred toys. These results
suggest that while participants had problem behavior maintained by escape from task
demands, the influence of gaining access to preferred toys played an important role in
response allocation and the occurrence of problem behavior. While Harding et al.’s
research provided findings on the utility of a choice assessment to examine the influence
of both positive and negative reinforcement on individuals’ response allocation, one
limitation of their investigation was their study did not examine multiple dimensions of
positive reinforcement and their interaction with varying degrees of negative
reinforcement.
McComas et al. (2002) examined the effects of the availability of preferred
activities during breaks from task demands on the task engagement and destructive
behavior of a participant with learning disabilities whose functional analysis indicated
that his destructive behavior was maintained by escape from task demands. During
sessions in which task engagement and assignment completion resulted in a break (i.e.,
the participant could sit for 5 min at his desk), task engagement remained relatively low,
and destructive behavior continued to occur in approximately 25% of the intervals during
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the 10-min sessions. However, when task engagement and work completion resulted in a
break with access to preferred stimuli, the participant’s task engagement increased to
nearly 100% of the intervals, and his destructive behavior remained low or did not occur.
This study also supports the hypothesis that providing preferred stimuli during task
breaks increases the quality of breaks. However, McComas et al. did not analyze choice
responding per se (since a concurrent schedule arrangement was not utilized).
Golonka et al. (2000) examined the effects of various qualities of reinforcement
on the appropriate behavior and problem behavior of two participants. In the first phase
of the study, participants were presented with a work task. Participants then made a
choice between engaging in the work task and requesting a break. During the first
condition of this phase, if a participant requested a break, she was told to sit at a table and
could remain there without any social or tangible stimuli for up to 24 s. During the
second condition of the first phase, participants also requested a break, but the break
provided access to social and leisure activities. For one participant, the first condition was
implemented again to form a reversal design, and for the other participant the two
different conditions were alternated to form a multielement design. For both participants,
when the break with stimuli was available for mands, problem behavior occurred in fewer
intervals as compared to the condition in which the break alone condition was
implemented. In a follow-up phase, three different options were concurrently available:
(a) remaining at the work task, (b) taking a break alone, or (c) taking a break with
preferred activities. In this phase, both participants had low levels of problem behavior
and chose the break with preferred activities more often than the other two reinforcement
options. The results of Golonka et al. suggest that reinforcement quality may be a
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pertinent consideration in the treatment of escape-maintained problem behavior. That is,
simply providing a functionally-equivalent reinforcer (i.e., a break from task demands)
may not provide the most effective intervention, and additional reinforcement
contingencies (i.e., access to social and leisure activities) may enhance the quality of the
break, making it a more potent reinforcement contingency.
Lalli and Casey (1996) investigated the effects of varying qualities of
reinforcement within a choice-making context. The participant was a 6-year-old male
diagnosed with mild developmental delays. First, a functional analysis was conducted,
and the results suggested that the participant’s aggression was sensitive to escape from
task demands, access to attention, and to a lesser extent access to tangibles.
Subsequently, the effects of different qualities of breaks on compliance and problem
behavior were analyzed. During baseline, aggression received a 30-s break on a variableratio 5 (VR5) schedule, while compliance received praise on a fixed-ratio 1 (FR1)
schedule and a 30-s break on a VR5 schedule. During baseline, aggression continued to
occur and compliance never occurred. The first treatment condition was similar to the
setup in baseline, except compliance was placed on first on a FR1 and then on a FR2
schedule for breaks instead of a VR5 schedule. Aggression continued to receive breaks
on a VR5 schedule. When the FR1 schedule was implemented, compliance increased
and destructive behavior decreased. However, when the FR2 schedule was implemented,
the participant’s compliance decreased and aggressive behavior again increased. Thus,
when the density of reinforcement for appropriate behavior decreased, problem behavior
was selected rather than appropriate behavior. To address this, the authors included
preferred stimuli on the break in an attempt to bias responding in favor of appropriate
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behavior as the reinforcement schedule for appropriate behavior was thinned.
Specifically, adult attention was added to the negative reinforcement contingency for
compliance (i.e., adult attention was provided during breaks from task demands).
Attention from the experimenter during the breaks consisted of the experimenter
modeling appropriate toy play and providing physical contact to the participant (e.g., high
five). The combination of attention and negative reinforcement—or, as these authors
conceptualized it, increased quality of reinforcement—resulted in increased levels of
compliance and decreased levels of aggression, even while the schedule of reinforcement
for compliance was thinned. It is important to note that throughout this study, problem
behavior was never placed on extinction—it continued to be reinforced. Importantly, this
study demonstrated that if schedules of reinforcement for multiple, concurrently-available
response options are carefully arranged, interventions for problem behavior may not
always require the use of extinction. Furthermore, for the participant whose problem
behavior was maintained by multiple reinforcers, combining positive and negative
reinforcers produced increases in adaptive behavior during reinforcement thinning, even
when the problem behavior continued to receive reinforcement (albeit, only negative
reinforcement).
Piazza et al. (1997) examined the effects of providing both negative and positive
reinforcement contingencies for three participants between seven and nine years of age
who displayed aggressive and disruptive behaviors. Based on the functional analysis it
appeared that the participants’ problem behavior was maintained by multiple reinforcers.
However, all three participants’ problem behavior was maintained primarily by escape
from task demands. Subsequent demand analyses were conducted in which praise from
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the experimenter and/or access to preferred stimuli, task breaks, or a combination of task
breaks and preferred stimuli were provided contingent on compliance. In some sessions,
aggressive and disruptive behaviors were placed on extinction, while in others they
continued to produce task breaks. For two of the three participants, providing preferred
stimuli for task compliance produced task compliance even when aggressive and
destructive behavior continued to produce escape from task demands. Also, when task
breaks with preferred stimuli were provided contingent on task compliance, the schedule
of reinforcement could be thinned more quickly, and fewer resurgences of aggressive and
destructive behavior occurred.
Taken together, these studies demonstrate that the inclusion of preferred stimuli
during task breaks appears to increase the quality and effectiveness of task breaks as a
reinforcer for appropriate behavior. When preferred stimuli are added to breaks, the
quality of the reinforcer appears to effectively compete with negative reinforcement
alone, as demonstrated by participants allocating responding in favor of appropriate
behavior even when problem behavior continues to produce task breaks.

Duration of Reinforcement
Again, the term “magnitude of reinforcement” is often used synonymously with
duration of reinforcement. In addition, the term “magnitude of reinforcement” also
sometimes used to refer to the quality of reinforcement in combination with the duration
of reinforcement. Since past research has used the terms interchangeably and is not
always clear on what constitutes magnitude, the term magnitude will be conceptualized
as duration only within the context of the present review and study.
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Few, if any researchers, have examined the effects of duration of reinforcement
alone on problem behavior during intervention and within a concurrent schedules design.
However, some researchers have evaluated the effects of different durations of
reinforcement on problem behavior during a functional analysis. For example, Fisher et
al. (1996) assessed the effects of reinforcer durations on the occurrence of aggression and
destruction by comparing equal and unequal reinforcement durations during a functional
analysis of problem behavior. The participant was 11 years old and diagnosed with
moderate retardation. He was hospitalized for severe aggression and destructive
behaviors. A reversal design with an embedded multielement design was used to
determine if varying reinforcement durations (i.e., 3 s and 30 s) impacted the rates of the
problem behaviors. The first and third phases of the study involved shorter reinforcement
duration intervals (i.e., 3 s) for the attention and play conditions while the reinforcement
duration interval was 30 s for the demand and tangible conditions. The reinforcement
duration intervals were held constant at 30 s for all conditions in the second and fourth
phases of the study. Fisher et al., found that during the reinforcement interval the
participant was less likely to engage in problem behavior. They suggested that the
absence of problem behavior during the reinforcement interval was possibly due in part
to the fact that the participant was consuming the reinforcer, and the establishing
operation for the behavior was no longer present (i.e., the motivation to engage in the
problem behavior was removed due to the fact that the reinforcement was in place). The
researchers found that the longer periods of reinforcement were associated with less
problem behavior overall than the brief intervals and concluded that it is important to
consider the duration of the reinforcement interval and the duration of exposure to the
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establishing operation (before the reinforcement interval is in place) for the functional
analysis. These factors have important implications on the results of the analysis itself,
lending credence to the fact that altering the duration of reinforcement may artificially
inflate or deflate the occurrence of the problem behavior under investigation. Although
Fisher and colleagues assessed two varying durations of reinforcement, two of the
functional analysis conditions (i.e., demand and tangible) consisted of only 30-s duration
and did not vary. It is possible that results may be different if reinforcement durations
were systematically altered for all phase conditions.
In a subsequent study, Volkert et al. (2005) examined the impact of reinforcer
duration within the context of the functional analysis. Specifically, the authors
manipulated the duration of time for the consequences that were delivered in each of the
functional analysis conditions for six participants who were diagnosed with autism or
moderate to severe developmental disabilities. Participants were between the ages of 4
and 9 years. Five of them were blind or visually impaired, and all participants were
referred for the assessment and treatment of problem behavior. The investigators
selected three reinforcement durations (i.e., 3 s, 20 s, and 120 s) that were representative
of durations used in past investigations. Using a multi-element design and
counterbalancing across participants to control for sequence effects, these durations of
reinforcement were evaluated with each of the reinforcement contingencies. The
researchers found the same function of problem behavior regardless of the reinforcer
duration for all six participants. They concluded that reinforcer duration was not a
critical determining factor in the outcomes of the functional analysis, but noted that the
investigation used a single-operant arrangement and that results might be different in the
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context of a concurrent schedule arrangement. In addition, their study concentrated on
the maintaining consequences for problem behavior for participants. It is possible that
results may vary when reinforcement duration is systematically manipulated for
alternative behaviors during treatment for problem behavior. These results and the fact
that neither of these studies was conducted within a concurrent schedule of reinforcement
paradigm leave many questions as to the effects of reinforcer duration on response
allocation.

Reinforcement Duration and Quality
Although there are limited data on the effects of reinforcement duration alone on
response allocation, some researchers have evaluated the combined effects of
reinforcement duration and quality. For example, Peck et al. (1996) combined variations
in reinforcer quality and duration to bias responding for 5 children (between the ages of
16 months and 4 years of age) with developmental disabilities who displayed aberrant
behavior. The investigators measured inappropriate behaviors, choice responding, and
appropriate behavior in the context of three experimental phases that included
experimental analysis, choice analysis, and follow-up probes. The researchers’ findings
replicated and extended prior research (Horner & Day, 1991) on FCT. When a choice
making/FCT package was implemented, participants engaged in mand rather than
aberrant behaviors. That is, the systematic manipulation of increased reinforcer duration
and quality of reinforcement for mands as compared to problem behavior resulted in
response allocation in favor of appropriate alternative behaviors for all participants. For
example, for one participant, when a long duration and high quality of attention was
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provided for mands and a short duration and low quality reinforcement was provided for
problem behavior, the participant selected the mand response almost exclusively. Peck et
al. also examined manipulations in the quality and duration for concurrent schedules of
both positive and negative reinforcement. For example, for another participant, when a
long duration break that included preferred toys was provided for mands and a short
duration break that did not include toys were pitted against one another, the participant
still selected the mand response almost exclusively. Thus, findings were similar for both
positive and negative concurrent schedules, adding to the research on interactions of
dimensions of reinforcement (i.e., duration and quality) as well as the effects of positive
and negative concurrent schedules of reinforcement. Like the Lalli and Casey (1996)
study, Peck et al. also demonstrated that extinction may not be necessary for the effective
treatment of problem behavior if reinforcement schedules can be arranged appropriately.
One limitation of this study, however, was that both quality of reinforcement and
duration of reinforcement varied simultaneously, and thus the significance of either
component in maintaining the appropriate responding for participants is unknown.
Peck Peterson et al. (2005) utilized a choice-making intervention following FCT
for two participants to increase the participants’ task compliance. The choice-making
intervention was implemented because in FCT both participants continuously manded for
break and did not complete any task demands, a common problem with FCT
interventions (Marcus & Vollmer, 1995). In the choice intervention, participants were
provided two response options: to work or to take a break. Reinforcement contingencies
associated with both break and work choices were systematically manipulated in a
reversal design. During the first phase (i.e., “work versus break”) of the choice
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intervention, work choices (and compliance with 15-30 s of task demands) resulted in a
2-min break during which toys and attention from the experimenter were continuously
available. Meanwhile, break choices resulted in a 15-s break in which no toys or adult
attention was available. Both participants manded for work and task compliance
increased during the “work versus break” condition. During the second phase (“break
versus work”), contingencies for break and work choices were reversed. Break choices
received a 2-min break with access to toys and attention, while work choices (and
compliance with 15-30 s of task demands) resulted in a 15-s break with no access to toys
or attention. Results of this phase indicated that participants’ work mands and task
compliance decreased in comparison to the previous condition. A reversal back to the
“work versus break” phase was then implemented, and results similar to the first “work
versus break” phase were observed. Results of this study demonstrated that when longer
breaks with high quality stimuli were made contingent on choosing work and completing
it, participants manded for work and complied with task requests more often than
requesting a break. Again, this study demonstrated that choice allocation could be altered
when higher quality and longer breaks were available for task compliance than for
problem behavior. However, like the previous Peck et al. (1996) study, both quality of
reinforcement and duration of reinforcement varied simultaneously in the concurrent
schedules of reinforcement. Therefore, it is difficult to parcel out the significance of
either component in maintaining the choice behavior of the participants.
In an attempt to parcel out the reinforcing effectiveness of duration and quality of
reinforcement for responding, Hoch, McComas, Johnson, Feranda, and Guenther (2002)
conducted a study that examined the relative effects of these two dimensions of
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reinforcement for three participants diagnosed with autism. In this study, choice
responding in the context of two play conditions (play alone or play with a peer) was
analyzed. All three participants had histories of limited social interactions with others.
Three separate experiments were conducted with three different participants. The first
experiment examined duration of reinforcement, in which equal and unequal durations of
reinforcement served as conditions of evaluation. Two play areas were established with
identical highly preferred toys in each, and a peer was located in one of the play areas. In
the equal duration of reinforcement condition, the participant’s choice resulted in 50 s of
access to the selected toy area. During the unequal duration of reinforcement condition,
the play area containing the peer resulted in 90 s of reinforcer access, whereas the play
area with toys only resulted in 10 s of reinforcer access. The participant selected the play
area with the peer more often when the duration of reinforcement was unequal (i.e., the
play area with the peer resulted in 90 s access) versus when the two play areas resulted in
equal reinforcement magnitude.
Hoch et al. (2002) also manipulated the quality of reinforcement for another
participant. Two play areas were again established, with the participant’s brother located
in one of the play areas. During the first unequal quality condition (low versus high
quality stimuli), the participant chose between the two areas in which high and low
quality toys were located, and the location of the participant’s brother was
counterbalanced across sessions. Access to reinforcement was held constant at 50 s. The
setup during the second unequal quality condition was the same as the first, but the
brother was always paired with the high quality stimuli. Two equal quality conditions
were also implemented, one for high quality stimuli and one for low quality stimuli. The
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location of the participant’s brother was counterbalanced across these sessions. The
participant most frequently selected the choice in which the higher quality stimuli were
located. However, as the brother was systematically paired with the high quality stimuli
choice, the participant began choosing the play area in which the brother was present
almost exclusively to that of the other play area. Thus, the role of quality of
reinforcement was unclear.
In a third experiment, Hoch et al. (2002) examined the interaction between both
duration and quality in which one toy was located in each play area and a peer was
located in one of the play areas. The presence of the peer was counterbalanced across
sessions. During the equal quality and duration condition, 50 s of identical reinforcer
access was provided regardless of the play area. In this phase, the participant never
selected the play area where the peer was present. During the unequal duration condition,
choice of the area in which the peer was located resulted in a longer duration of access to
reinforcement than the play area in which the peer was not present. Again, the
participant never selected the play area with the peer present. Finally, an unequal quality
phase was implemented in which choice of the play area with the peer resulted in 50 s of
reinforcer access to high quality stimuli while the play area without the peer resulted in
50 s of reinforcer access to low quality stimuli. During this condition, the participant
almost exclusively selected the play area in which the peer was located, suggesting that
both quality and duration of reinforcement together affected this participant’s choice
allocation.
Taken together, the results of these three experiments suggest that alterations in
the two dimensions of reinforcement (i.e., duration and quality) altered the choice
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responding of all three participants. For one participant, duration of reinforcement alone
affected choice responding, but for another participant both duration and quality of
reinforcement combined affected response allocation. For the third participant, quality of
reinforcement alone was not sufficient to control response allocation. One problem with
this series of experiments, however, is that the researchers always paired the peers with
the presence of other stimuli (i.e., toys), limiting conclusions about the role of the peer in
the choice situation. It is unknown whether any of the participants would have
approached the peer without the presence of the toys. Further analyses of the role of
reinforcement dimensions of quality and duration should be evaluated without the
potential confounding variable of peer presence (i.e., attention).

Summary
It is clear, based on the available research on choice within the treatment of
problem behavior that behaviors, both appropriate and inappropriate, are sensitive to
quality and duration of various reinforcement contingencies. Different dimensions of
reinforcement have been altered in a concurrent schedule arrangement to alter choice
allocation in favor of one response or another. However, the dimensions of both quality
and duration of reinforcement remain understudied in the context of concurrent
schedules. In 1993, Mace and Roberts noted that reinforcement quality is one of the least
studied dimensions in applied research. This still appears to be true today. Similarly,
there is little research on duration of reinforcement in the context of concurrent schedules
for treatments of problem behavior and alternative response options. Reinforcer duration
is examined most frequently in the context of assessing problem behavior rather than the
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treatment of problem behavior. When reinforcer duration was examined in the context of
treatment of problem behavior, magnitude was combined with quality of reinforcement,
making it difficult to parcel out the independent effects of each dimension of
reinforcement. Much remains to be explored about the varying dimensions of
reinforcement in the context of functional-based treatments for problem behavior. In
particular, various dimensions of reinforcement—including both positive and negative
reinforcement—may play an integral role in designing and maintaining effective
treatment protocols for individuals who have problem behavior maintained completely or
in part by a social negative reinforcement function.
In addition, the majority of researchers who have conducted research on
concurrent schedules of reinforcement used extinction for problem behavior (e.g., Lalli &
Casey, 1996; Peck Peterson et al., 2005; Richman et al., 2001). Further, in almost all of
these studies, the researchers have evaluated choices across only two concurrently
available schedules of reinforcement. It is unclear how responding would be affected
under a concurrent arrangement in which additional response options are available, while
problem behavior remains as a choice with reinforcement contingencies. Additional
research in these areas is certainly warranted to better understand both choice allocation
sensitivity to specific dimensions of reinforcement, in particular duration and quality.
Thus, further examination of the effects of reinforcer duration and quality for the
purpose of developing effective treatment for escape-maintained problem behavior is
certainly of interest. The majority of researchers who studied quality of negative
reinforcement (Golonka et al., 2000; Harding et al., 1999; Lalli & Casey, 1996;
McComas et al., 2002; Piazza et al., 1997) provide additional stimuli, such as attention
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and tangible items, during breaks to increase the “quality” of breaks. If preferred stimuli
are used as an element of increase quality of reinforcement, then a brief discussion on
assessing stimulus preference seems warranted.
Assessing Preference for Stimuli

Cooper et al. (2007) stated that reinforcers can be classified based on their
physical properties. In this classification system, five different categories of stimuli
emerge: edible, sensory, tangible, activity, and social. To obtain an understanding of an
individual’s preference for stimuli that may act as reinforcers, formal assessment of
stimulus preference is necessary. Methods of assessing preferences are varied in the
research literature and include a variety of strategies. One technique is to interview
caregivers of the individual (Green et al., 1988). This method may provide an array of
preferred stimuli, but relies on indirect measures (i.e., interviewing others) about what an
individual prefers or does not prefer. More direct measures include systematic preference
assessments, in which actual stimuli are presented to an individual, and the individual
makes a selection for a preferred stimulus.
Fisher et al. (1992) developed one of the most frequently used preference
assessments. This technique differentiates between highly preferred and less-preferred
stimuli by pairing potential reinforcers and pitting them against each another while the
individual is forced to choose between them. This procedure is referred to as a paired
stimulus (PS) preference assessment, and provides a rank-order of preferred items for the
individual (from those that are presented). Those items selected most frequently are
considered highly preferred and potential reinforcers.
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Windsor, Piche, and Locke (1994) tested the paired stimulus preference
assessment (Fisher et al., 1992) against a technique that involved presenting multiple
stimuli during each trial (termed a multiple stimulus [MS] procedure) to determine
whether the two procedures would identify the same rank order of preferences. Their
results indicated that both procedures identified the same stimuli as preferred, but that the
MS procedure required less time to complete. DeLeon and Iwata (1996) developed a
multiple stimulus presentation format in which multiple stimuli were presented from trial
to trial, but each time an item was selected by an individual, it was not replaced in the
subsequent trial. The multiple-stimulus without replacement (MSWO) sought to
capitalize on the strengths of both the paired-stimulus (PS) preference assessment (Fisher
et al.) and the MS preference assessment (Windsor et al.). DeLeon and Iwata found that
the MSWO resulted in identifying more potential reinforcers than the MS procedure.
Moreover, they rank-ordered preferences in less time than if required to rand order
preferences through the use of the PS preference assessment.
In summary, there are several methods for identifying preferred stimuli. All of
the procedures described above provide a means for identifying preferred stimuli, which
can then be used to increase the quality of reinforcement. Increasing the quality of
reinforcement may be an essential component of any treatment. Systematically
evaluating the preference for stimuli may provide researchers with a method for
manipulating quality of reinforcement when these stimuli are available during task
breaks.
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Summary and Purpose Statement

Given that problem behavior maintained by escape is the most common function
of problem behavior and that compliance is necessary for academic learning to occur,
developing effective treatments for individuals who engage in problem behavior
motivated by escape is critical. The matching law provides a framework and a context
for designing effective interventions for individuals with escape-maintained problem
behavior that increase adaptive response, including task compliance. These alternative
responses, such as compliance and task completion, may serve as the foundational skills
that allow individuals to learn both academic and social skills. In examination of the past
research on treatment for problem behavior using a concurrent schedules arrangement,
most of the research has evaluated two concurrently available choices, most typically task
compliance versus mands for breaks, problem behavior versus mands, or problem
behavior versus task compliance. Rarely, if ever, have all three response options been
pitted against each other. Also, in these studies researchers frequently implement
extinction for the occurrence of problem behavior, and consequently problem behavior no
longer receives any form of reinforcement. In contexts where treatments for children
with problem behavior maintained by escape may need to be effectively implemented
(e.g., a classroom), the implementation of extinction may be cumbersome, dangerous to
the child and/or others, or inconsistently applied. Therefore, additional research is
needed on concurrent schedule arrangements in which problem behavior remains a
choice. In addition, there is still much that is unknown about the effects of specific
reinforcement dimensions: quality and duration. Further study of these reinforcement
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dimensions, in isolation and in combination with one another, may provide better
treatment protocols for use in naturalistic settings such as the classroom. Thus, the
present study aimed to investigate the role of duration and quality on choice allocation in
the context of a concurrent-schedule arrangement for individuals with escape-maintained
problem behavior.
The study was conducted in three experiments. During Experiment 1, choice
allocation between touching a work task, touching a break card, and engaging in problem
behavior was examined when duration and quality of reinforcement varied together to
determine if the responses are sensitive to the varying reinforcement contingences as a
package. During Experiment 2, choice allocation between touching a work task,
touching a break card, and engaging in problem behavior was examined when the
magnitude and quality of reinforcement varied separately to determine the independent
effects of each dimension of reinforcement on response allocation. Finally, during
Experiment 3, choice allocation between touching a task and completing all or a portion
of the task, touching a break card, and problem behavior was examined under varying
reinforcement contingencies to determine how increased effort (i.e., being required to
complete the work) affects response allocation.
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Research Questions

1. To what extent does altering the quality and magnitude of breaks (i.e.,
combination of adding preferred stimuli, adult attention, and increasing the
duration of break time) change the relative percentage of work choices, break
choices, and problem behavior choices, and affect the percentage of intervals of
within-session problem behavior?
2. To what extent does altering each of the individual quality and magnitude
variables (i.e., adding preferred stimuli, adult attention, and increasing the
duration of break time), change the relative percentage of work choices, break
choices, and problem behavior choices, and affect the percentage of intervals of
within-session problem behavior?
3. To what extent does a combination of increasing the effort required for the work
task and the individual quality and magnitude variables of the break (i.e., adding
preferred stimuli, adult attention, and increasing the duration of break time),
change the relative percentage of work choices, break choices, and problem
behavior choices and affect the percentage of intervals of within-session problem
behavior?
4. What is the percent of time that participants interact with high and medium
preferred stimuli when they are made available on breaks?
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CHAPTER III
METHOD

Participants

Three children with disabilities ranging in age from 5 through 12 years and who
engaged in severe problem behavior (e.g., aggression, self-injurious behavior, property
destruction, etc.) participated in the study. All participants completed the referral and
informed consent process (see Appendix B and C for informed consent documents), a
formal functional analysis, FCT, and differential reinforcement of alternate behavior (see
Appendix F, G, and H for results of these analyses). For each participant, at least one of
the functions of the problem behavior was negative reinforcement (i.e., escape). One
participant also exhibited other functions of problem behavior (e.g., attention function or
tangible function), as assessed during the formal functional analysis prior to commencing
the current project.

Max
Max was a 9-year-old, Caucasian male in the first grade. He was diagnosed with
global developmental delays. He attended public elementary school and was receiving
educational services in the general education classroom setting with the assistance of a
one-on-one instructional aide. Max was also receiving physical therapy and occupational
therapy through school-based services. Max was verbal and spoke in whole sentences.
Max’s full-scale IQ score was 71 as measured by the Wechsler Preschool and Primary
Scale of Intelligence™-Third Edition (WPPSI™-III). Max had a verbal score of 81, a
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performance score of 70, a processing speed of 75, and a global language score of 91 as
assessed by the WPPSI™-III. Max was referred for participation in this project by the
special education teacher at his school for exhibiting problem behaviors (i.e., whining,
aggression, and self-injurious behavior), which occurred multiple times per day and were
interfering with Max’s instructional time. As a result of these problem behaviors, he was
having difficulty completing assigned schoolwork and making academic progress.
Edwin
Edwin was a 9-year-old, Caucasian male in the fourth grade. Edwin was
diagnosed with Panhypopituitarism and attention deficit hyperactivity disorder (ADHD)
and received educational services in a separate school for children with severe problem
behaviors. Panhypopituitarism is a medical condition in which inadequate or absent
production of the anterior pituitary hormones occurs. Signs and symptoms of the
condition are diverse, but can often manifest itself in a variety of conditions depending on
the affected hormones. Edwin was prescribed a biosynthetic growth hormone for his
Panhypopituitarism, due to his deficiency in the human growth hormone that caused him
to have a very short stature. Edwin was also prescribed 5 mg of Methylphenidate twice a
day for ADHD. Edwin was considered to be at borderline intellectual functioning level.
His full scale IQ was 84, as measured by the Wechsler Preschool and Primary Scale of
Intelligence™-Third Edition (WPPSI™-III). He had a verbal IQ of 83 and a
performance IQ of 96. Edwin was performing below grade level in all major subject
areas (i.e., math, reading, writing). Edwin’s strengths in his classroom setting included
strong verbal communication skills and his ability to advocate for himself. Edwin was
referred for participation in this project by the school social worker for leaving the task
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area and tantrums (falling to the floor, shouting, and refusing to comply with directions),
which often precluded him from completing school instructional tasks on a consistent
basis.
Xander
Xander was a 6-year-old, Hispanic male in the first grade. Xander did not have a
medical diagnosis of a disability, but he received educational services in a self-contained
classroom for individuals with severe disabilities under the category of mental
retardation. Xander also received speech/language therapy, developmental therapy, and
occupational therapy through school based services. Nonverbal cognitive assessments
were administered to Xander in 2007, but he did not attempt to answer or perform any of
the tasks. Therefore an IQ score was not obtained for him. In 2007, the Scales of
Independent Behavior-Revised™ (SIB-R™) was administered and showed that Xander’s
performance was far below average in all areas. This was again administered in January
2009, and he scored in the 0.4 percentile rank overall, with a standard score of 61. This
score is the broad independence measure of overall adaptive behavior based on four
different areas, motor skills, social interaction and communication skills, personal living
skills, and community living skills and indicates significant deficits in all areas of
adaptive behavior. In addition, Xander scored in the 4-8 age level for motor skills on the
SIB-R™. English was Xander’s first language, and he typically spoke in one-word or
short phrase utterances (1-3 words). His family also spoke Spanish at home, and Xander
sometimes used Spanish to communicate, but again in one-word or short phrases.
Xander was referred for participation in this project by his classroom teacher for problem
behaviors in the classroom setting that prevented work task completion. These problem
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behaviors included leaving the task area, property destruction, self-injurious behavior,
screaming and yelling, refusals, and aggression.

Setting

The study was conducted in the participants’ respective school settings. Sessions
for all participants were conducted at tables, and all settings included typical classroom
features (e.g., chairs, books, chalkboards, instructional materials, etc.). For Max, session
settings varied between a table in semi-private area of the library (i.e., the physical space
was blocked off from the rest of the library by bookshelves), an empty classroom, or the
school psychologist’s office, whichever was available on the day sessions were
conducted. For Edwin, all sessions were conducted in a classroom where a few (i.e., 1-2
students) or no students were present. This classroom setting was next door to Edwin’s
classroom or in an empty classroom on the floor below Edwin’s classroom. All sessions
for Xander were conducted in his classroom in a separate area. The area in which project
sessions were conducted for Xander was partitioned off from the rest of the classroom
facilities and activities by two folding cardboard structures.
Materials
Participant Materials
Materials that were used for participants included a variety of work tasks,
preferred stimuli, communication cards (i.e., break and work), and signal cards. Work
tasks were individualized for each participant and were based on instructional-level tasks
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that the participant was expected to be working on in his typical classroom setting or as
part of his individualized education program (IEP).
The work task for Max was 180 sight word flash cards. Each word was manually
printed in black on one side of the index card, and each card measured 10.2 cm by
15.2 cm. The task demand required Max to state the sight word printed on each card
within a specified period of time. The work task for Edwin was writing sentences in a
notebook. Edwin was provided a prompt (e.g., “Discuss four things you did this
weekend.”) and was then required to print his name and the date at the top of the
designated page in his notebook and write four sentences that answered the prompt (e.g.,
“I watched a movie with my sister on Saturday. I also played videogames with my
friend. I ate dinner with my family. We wanted to go to the zoo, but it was too cold.”)
The work task for Xander included tracing an outline of his name with a crayon.
Preferred stimuli were selected on an individual basis for each participant based
on systematic preference assessments that included stimuli, such as handheld
videogames, puzzles, books, movies/cartoons, arts/crafts activities, and toy action figures.
Forced choice preference assessments (Fisher et al., 1992) were conducted intermittently
throughout the study (see Procedures) to identify preferred stimuli. High preferred
stimuli for Max included a Nintendo DS® with the games Disney Princess Magical
Jewels®, Mario Kart DS®, Avatar: The Last Airbender®, Spongebob's Atlantis
Squarepants®, and Drawn to Life Spongebob Squarepants®, and a plug-and-play
television videogame, Marvel Superheroes®. Medium quality stimuli for Max were
dominoes. High preferred stimuli for Edwin included toy Matchbox® cars. Medium
preferred stimuli for Edwin were Marvel® superhero action figures. High preferred
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stimuli for Xander included: a Nintendo DS® with the games Disney Princess Magical
Jewels®, Mario Kart DS MX vs. ATV®, Welcome to Animal Crossing Wild World®,
Spongebob's Atlantis Squarepants®, Drawn to Life Spongebob Squarepants®, Juiced 2:
Hot Import Nights®, Brain Age 2®, Avatar: The Last Airbender®; a plug-and-play
television videogame, Marvel Superheroes®; watching the movies Cars®, Monsters
Inc.®, Disney’s Sleeping Beauty®, Disney’s The Jungle Book®, Go Diego Go: Safari
Rescue®, Go Diego Go The great Jaguar Rescue®, Dora the Explorer: Dora's First
Trip®, Dora the Explorer: World Adventure®, Toy Story®, and Toy Story II®; playing
with Mr. Potato Head®, a LeapFrog Baby® toy guitar, a VTech Baby’s Learning
Laptop®, a toy train, and toy Matchbox® cars. Medium preferred stimuli for Xander
were Marvel® superhero action figures.
Participants used two communication cards in the present study. Both
communication cards were printed on pieces of 15 cm-by-10 cm cardstock. The words
“work then play” were printed on red cardstock for the work communication card (see
Figure 1) and the word “break” was printed on green cardstock for the break
communication card (see Figure 2). Both communication cards were laminated.
Signal cards were used to signal the duration, attention and stimuli contingencies
in place during the various conditions of the study. All signal cards were laminated and
had Velcro™ on the reverse side. Signal cards were mounted from left to right in the
order of duration, attention, and stimuli on a small box structure that measured 23.5 cm
wide-by-10.5 cm high-by-11.5 cm in depth (see Figure 3). This left to right arrangement
of the signal cards remained consistent through all sessions and phases.
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Figure 1. Sample “work” communication card.

Figure 2. Sample “break” communication card.

Figure 3. Photograph of mounted duration, attention, and stimuli signal cards on box.
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Figure 4. Duration signal cards to 10 s (left), 30 s (center), and 60 s (right).
Duration signal cards featured a picture of a clock face with red shading
indicating the duration of time (i.e., 10 s, 30 s, or 60 s) that corresponded to the respective
choice response option. Duration signal cards had diameter of 13 cm and a
circumference of 40.82 cm (see Figure 4).
Each attention signal card was 10.5 cm-by-11.5 cm. The attention signal card for
high amount and quality of attention was a computer-generated image of a cartoon-like
person who appeared to look happy and excited (see Figure 5). The attention signal card
for moderate amount and quality of attention was a computer-generated image of a
cartoon-like person who was standing with a neutral look on his face (see Figure 6). The
attention signal card for the low amount and quality of attention was the same image as
used of the moderate amount and quality of attention, with an added red circle and
diagonal line (see Figure 7).
Stimuli signal cards were photographs of stimuli individually identified for each
participant. Each stimuli signal card was 10.5 cm-by-11.5 cm. Photographs of the actual
items on a tabletop surface of high quality stimuli and medium quality stimuli
represented high and medium quality stimuli conditions (see Figure 8 for examples).
Any condition that required the presence of no stimuli was represented by a photograph
of a bare table surface (see Figure 8).
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Figure 5. Attention signal card for high amount and quality of attention.

Figure 6. Attention signal card for moderate amount and quality of attention.
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Figure 7. Attention signal card for low amount and quality of attention.

Figure 8. Sample stimuli signal cards for high (left), medium (center), and low (right)
quality stimuli.
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Figure 9. Photograph of front face of MotivAiders®.
Data Collection Materials
Data collection materials included data collection sheets (shown in Appendix D),
clipboards, MotivAiders®, and stopwatches. The MotivAider® (see Figure 9) was a
small electronic device that weighed 82.21 grams and was 6.35 cm high by 5.84 cm wide
with a depth of 1.52 cm. The MotivAider® was held by data collectors, attached to a
waistband via the clip located on the back of the device, or positioned on a flat surface,
and emitted a small electronic vibration that signaled the end of a scoring interval and the
beginning of the next scoring interval for observers. Stopwatches were used to keep
track of total session time and various durations of choice selections (as needed) during
sessions. In addition, stopwatches were used by observers to score participants’
interaction with tangible stimuli. Because all sessions were videotaped, materials also
included digital video camcorders, microphones, and digital videotapes for recording
purposes.
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Dependent Variables and Measurement
There were four dependent variables for each participant. Dependent variables
included problem behavior, appropriate behavior, choices, and interaction with tangible
items.
Within-Session Problem Behavior
All occurrences of problem behavior were defined as within-session
problem behavior. Within-session problem behavior was individually defined for each
participant. Within-session problem behavior for Max included all occurrences of
whining, self-injurious behavior, and property destruction. Whining was operationally
defined as talking in a squeaky, high pitched, sing-song tone, or making squeaky sounds
and high pitched noises. Max’s whining was often related to talking about going home,
needing his mom, being tired, or his dislike of the work tasks. Max’s self-injurious
behavior was operationally defined as an open hand (palm or back of hand) or closed
hand (fist) making contact with any part of his head accompanied by an audible contact
sound. Max’s property destruction was operationally defined as pounding the work
surface or task materials with an open or closed hard accompanied by an audible contact
sound.
Within-session problem behavior for Edwin consisted of leaving the task area.
Leaving the task area was operationally defined as being more than 0.914 meters away
from the work area (table or desk) without permission from the experimenter. Leaving
the task area also included lying on the floor.
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Within-session problem behavior for Xander included leaving the task or play
area, property destruction, self-injurious behavior, screaming and yelling, refusals to
complete work, and aggression. Leaving the task or play area was operationally defined
as being more than .914 meters away from the designated work or play area without
permission from the experimenter. Property destruction was operationally defined as
ripping, tearing, throwing, or pushing stimuli (of both task materials and toys). Selfinjurious behavior for Xander was operationally defined as Xander making forceful
contact to any part of his head or body with an open or closed hand (forceful was defined
as any contact that made an audible sound). Screaming and yelling were operationally
defined as Xander talking in a voice above conversational level. Refusals to complete
work was operationally defined as moving his body away from the experimenter at any
time or taking longer than 5 s to begin following an instruction given by the
experimenter. Aggression was operationally defined as hitting others with an open or
closed hand or pushing others by touching his palm against another person and pressing
into his arm or hand to create force on the other person. All topographies of Xander’s
problem behavior occurred in both the escape and tangible conditions of his functional
analysis (see Appendix H).
Within-session problem behavior was scored using a 10-s partial interval
recording procedure. If problem behavior occurred at any point during the 10-s recording
interval, within-session problem behavior was recorded. These data were summarized as
the percentage of intervals in which problem behavior occurred and were calculated by
dividing the number of intervals containing within-session problem behavior by the total
number of intervals scored.
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Appropriate Behavior
Appropriate behavior was coded as either task engagement or other appropriate
behavior.
Task engagement. Task engagement was defined as the participant engaging in
an assigned work task. Generally speaking, task engagement was defined as the
participant completing activities consistent with those required in the work task.
Nonexamples of task engagement included looking away from task materials for longer
than 3 s while sitting quietly at a desk or table. If a participant engaged in both task
completion and within-session problem behavior simultaneously, within-session problem
behavior was scored and the contingencies associated with within-session problem
behavior were implemented.
For Max, task engagement was operationally defined looking at the index card
and verbally stating the word (correct or incorrect) within 3 s of the presentation of the
index card. Correct task completion was operationally defined as Max verbally stating the
word that corresponded to the word written on the card within 3 s of its presentation.
When Max stated the correct word, the next sight word was presented. If Max did not
verbally state the sight word within 3 s of presentation or he said the wrong word or
mispronounced the word, the experimenter stated the word (e.g., “This word is ‘no.’),
then asked Max to state the word (e.g., “What word?”). This process was repeated until
Max verbally stated the correct sight word.
For Edwin, task engagement was operationally defined as looking at his
notebook, appropriate manipulation of his pencil (i.e., writing and erasing), or looking at
the experimenter when instructions or feedback was being delivered. Correct task
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completion was operationally defined as Edwin writing a complete sentence containing
proper capitalization, spelling, and punctuation that corresponded to the written prompt.
If Edwin made a mistake, he was told what the mistake was by the experimenter and then
given a directive to complete the mistake.
For Xander, task engagement was operationally defined as looking at his
worksheet and appropriate manipulation of his crayon (i.e., writing). Correct task
completion was operationally defined as Xander tracing his entire name twice in an
outline that was 120-size font (AbcHeadlines) on a piece of paper that measured that
measured 21.6 cm by 27.9 cm. If at any point Xander went off the line or did not trace a
part of his name, a least-to-most prompting sequence was implemented. For example, if
Xander did not trace part of a letter, the experimenter first provided him with a verbal
prompt (e.g., “You missed a part on the first letter.”) to correct the error. If the error was
not corrected by Xander, the experimenter then provided a gestural prompt (e.g., the
experimenter points to the part he made an error on). If Xander still did not correct the
error, the experimenter then provided a physical prompt (e.g., the experimenter provided
hand-over-hand assistance).
Task engagement was scored using a 10-s whole interval recording procedure. In
order for task engagement to be scored, the participant must have been engaged in the
particular task demand for the entire 10-s interval. These data were summarized as the
percentage of intervals in which task engagement occurred and were calculated by
dividing the number of intervals with task engagement by the total number of intervals
scored.
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Other appropriate behavior. Any behavior other than within-session problem
behavior or task engagement was scored as other appropriate behavior. Other
appropriate behavior included such behaviors as playing with a toy, eating or drinking,
sitting at the table, or conversing with experimenter. A 10-s whole interval recording
procedure was used to record other appropriate behavior. In order for other appropriate
behavior to be scored, the participant must have been engaged in anything other than
problem behavior or task engagement for the entire 10-s interval. These data were
summarized as the percentage of intervals in which appropriate behavior occurred and
were calculated as the number of intervals with appropriate behavior divided by the total
number of intervals scored. Data on other appropriate behavior are not reported in the
results, but were still collected to assure that a behavior was being scored by data
collectors rather than scoring nothing during a given interval.
Choices
There were three different choices available throughout all phases of the study.
These included work, break, and problem behavior choices. A choice was defined as the
first behavior that was exhibited by a participant after the experimenter provided a choice
opportunity. A choice opportunity was defined as the experimenter visually and verbally
presenting a choice to the participant (i.e., all task materials as well as communication
and signal cards were present on the work surface, and the experimenter stated, “It’s time
to make a choice.”). A work choice was defined as a participant touching the work card
or the actual work task, signing work, and/or verbally stating “work” (or another
functionally equivalent verbal response, e.g., “time to do my job”). A break choice was
defined as a participant touching the break card, signing break, and/or verbally stating
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“break” (or a functionally equivalent verbal response, e.g., “Relax time”). Problem
behavior choice was defined as the participant engaging in any problem behavior (i.e.,
one of the participant’s individually-defined problem behaviors) following the choice
presentation. Problem behavior choices were individually defined for each participant
(above). If problem behavior co-occurred with a work or break choice response, only
problem behavior choice was recorded.
Only choices that were made independently by the participant (i.e., without any
verbal or physical prompting by the experimenter) were recorded as choices. All choices
were discrete opportunities and were recorded using event recording within 10-s
intervals. Each time a choice was presented, a choice opportunity was recorded within the
interval it occurred. Subsequent choices made by the participants were also recorded
within the intervals they occurred. Participants’ choices were summarized as a
percentage of each choice (work, break, or problem behavior), calculated by dividing the
number of times each choice response was displayed by the total number of choices
made. If a choice opportunity was presented and the participant did not make a choice
within 5 s of the opportunity, the experimenter represented the choice opportunity (see
Procedures), and continued to present the choice opportunity every 5 s until a choice
response was made by the participant or the session ended.
Interaction with Tangible Items
Duration recording was used to measure interaction with high and medium quality
tangible items, or stimuli, during breaks. First, the duration of time that the tangible
items were available for interaction was recorded. Access to tangible items was defined
as the tangible item(s) being available to the participant (i.e., within arm’s reach of the

62
participant). Then, duration of participant interaction with the tangible item was
recorded. Interaction with tangible items was defined as the participant looking at or
manipulating (e.g., playing a video game that is presented to him/her and/or chewing on,
swallowing, or putting any edible items presented in his/her mouth) the tangible items
present. These data were then summarized as the percentage of available time that the
participants interacted with the tangible items, calculated by dividing the total duration of
interaction with tangible items by the total duration of access time to the tangible items.
Observers and Interobserver Agreement
The experimenter served as the primary observer. In addition, other observers,
such as graduate and undergraduate students in psychology and special education from a
local university served as data collectors. All data collectors received training in the use
of the recording instrument through direct instruction from the experimenter. Training
sessions commenced with a discussion of examples and nonexamples of the dependent
measures to be recorded. Examples and nonexamples were also modeled by the
experimenter for the other data collectors. Data collectors practiced scoring sessions with
the experimenter from actual sessions that were conducted with participants prior to the
study (e.g., during the functional analysis, FCT). Data collectors first practiced scoring
with another person (i.e, the experimenter) and then scored independently of one another,
but simultaneously with the experimenter. Data collectors then compared their scores to
that of the experimenter and discussed any discrepancies. Training continued in this
manner until data collectors being trained matched with the experimenter a minimum of
90% of the time on all dependent measures.
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After training, interobserver agreement data were collected by having two
observers simultaneously, but independently, view videotapes (different sessions than
were used for training) and record data for a minimum of 33% of all sessions, equally
distributed across all experimental phases. If data collectors were not able to
simultaneously score sessions for interobserver agreement, the counter start and stop
indications on the videotape (which were recorded on the data sheets at the start and end
of each sessions) allowed for independent scoring at different times.
The data sheets were compared at the end of each session for percentage of
agreement. For problem behavior, appropriate behavior, and choices the data sheets from
each observer were compared on an interval-by-interval basis. An agreement was
counted when both observers mark the same dependent variable(s) in the same interval.
A disagreement was counted when one observer marked a dependent variable that the
other observer did not record. The number of agreements were divided by the sum of
agreements and disagreements and multiplied by 100% to obtain the percentage of
agreement for each session. For Max, the mean overall agreement for the choice
analysis, component choice analysis, and effort analysis was 99.52% (range, 98.13% 100.00%), 99.13% (range, 96.92% - 100.00%), and 98.98% (range, 98.11% - 100.00%),
respectively. For Edwin, the mean overall agreement for the choice analysis, component
choice analysis, and effort analysis was 100.00%, 98.16% (range, 96.12% - 100.00%),
and 98.18% (range, 98.08% - 100.00%), respectively. For Xander, the mean overall
agreement for the choice analysis, component choice analysis, and effort analysis was
98.14% (range, 94.74% to 100.00%), 98.18% (range, 96.58% - 100.00%), and 98.09%
(range, 96.33% - 100.00%), respectively.
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For interaction with tangible items, interobserver agreement was calculated for
each trial (i.e., each time a choice was made that resulted in access to a tangible item).
Interobserver agreement data were collected both on the duration of access time and
duration of participant interaction with the tangible stimuli. For the each of these, the
shorter duration recorded by one observer was divided by the longer duration recorded by
the other observer and multiplied by 100%. For Max, the mean agreement for access
time for the choice analysis, component choice analysis, and effort analysis was 99.61%
(range, 99.22% - 99.84%), 99.03% (range, 95.16% - 99.97%), and 97.37% (range,
91.66% - 99.69%), respectively; the mean agreement for interaction duration for the
choice analysis, component choice analysis and effort analysis was 99.56% (range,
98.78% - 99.92%), 99.19% (range, 95.44% - 99.99%), and 97.07% (range, 88.70% 99.93%), respectively. For Edwin, the mean agreement for access time for the choice
analysis for high and medium tangible stimuli was 99.16% (range, 99.15% - 99.72%) and
98.86% (range, 97.41% - 99.78%), respectively; mean agreement for access time for the
component choice analysis, and effort analysis was 99.75% (range, 99.43% - 99.94%)
and 99.02% (range, 95.87% - 99.94%), respectively; the mean agreement for interaction
duration for the choice analysis for high and medium tangible stimuli was 99.49% (range,
99.07% - 99.98%) and 98.57% (range, 98.21% - 98.93%), respectively and mean
agreement for interaction duration for the component choice analysis and effort analysis
was 99.65% (range, 99.45% - 99.88%) and 99.72% (range, 99.49% - 99.90%),
respectively. For Xander, the mean agreement for access time for the choice analysis
(high quality stimuli), component choice analysis, and effort analysis was 98.43% (range,
97.05% - 99.19%), 97.77% (range, 93.31% - 99.68%), and 99.75% (range, 99.51% -
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99.99%), respectively; the mean agreement for interaction duration for the choice
analysis (high quality stimuli), component choice analysis and effort analysis was
99.07% (range, 97.77% - 99.89%), 98.15% (range, 95.43% - 99.53%), and 99.81%
(range, 99.61% - 99.94%), respectively. There was one session in the choice analysis in
which interaction with medium quality tangible stimuli occurred. The mean agreement
for access time and interaction duration for this session was 99.95% and 99.51%,
respectively.
Sessions in which interobserver agreement data were scored for overall agreement
(i.e., problem behavior, appropriate behavior, and choices) and interaction with tangible
items are displayed in Appendix I.
Independent Variables
The study examined the effects of three different qualities and magnitudes of
reinforcement on choices, problem behavior, and task engagement. The three primary
independent variables were (1) duration of breaks, (2) amount and quality of attention
delivered to the participant during breaks, and (3) quality of stimuli (i.e., tangible and/or
edible items that are of high or medium preference) available to the participant during
breaks. Only one independent variable was systematically manipulated at a time. When
one variable was being manipulated, the other two remained constant at their “highest”
level of quality. For example, when duration of breaks was being manipulated, quality of
attention and stimuli was held constant and was high quality (i.e., continuous attention
with highly preferred stimuli). In addition, the effects of three levels of the task demand
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(i.e., 0%, 50%, and 100% of the total task requirement) were evaluated on the choice
allocation of participants during the final portion of the present study.
Duration of Breaks
During the choice analysis (Experiment 1) three different time intervals were
manipulated: 10 s, 30 s, and 1 min. During the component choice analysis (Experiment
2) and effort analysis (Experiment 3) two different time intervals were manipulated: 10 s
and 1 min. Different durations of breaks were paired with each choice response (work,
break, and problem behavior) to examine whether duration alone impacted choice
responding in the context of a concurrent schedules arrangement. Duration of breaks was
indicated by the duration signal cards described above.
Attention
During the choice analysis (Experiment 1) three different levels of attention were
manipulated: high, medium, and low. During the component choice analysis
(Experiment 2) and the effort analysis (Experiment 3) two different levels of attention
were manipulated: high and low. During the high attention condition, attention was
delivered on a continuous basis, in an enthusiastic tone of voice (e.g., “Wow! You are
playing so nicely with that toy! I like how you’re zooming that truck around. What are
you going to do next?”). During the medium attention condition, attention was delivered
approximately every 10-15 s, in a monotone voice (e.g., “That ball is white.”) During the
low attention condition, the experimenter was in the room with the participant, but the
experimenter did not talk to the participant and avoided eye and physical contact with the
participant (except in the instance that neutral blocking was required to protect the
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participant). The level of attention available for the respective choice option was
indicated by attention signal cards picturing no attention and high levels of attention.
Quality of Stimuli
During the choice analysis (Experiment 1) three different levels of stimuli were
manipulated: present high preference stimuli, present medium preference stimuli, and
absent stimuli. During the component choice analysis (Experiment 2) and the effort
analysis (Experiment 3) two different levels of stimuli were manipulated: present (high
preference stimuli) and absent. A forced choice preference assessment (Fisher et al.,
1992) was conducted to identify high and medium preference stimuli. High preference
stimuli were defined as those that the participant selected on 80% or more opportunities
during the forced choice preference assessment. Medium preference stimuli were defined
as those that the participant selected on 40% to 50% of opportunities during the forced
choice preference assessment. During stimulus present conditions, high preference
stimuli were provided. During the stimulus absent condition, no stimuli were provided.
Whether stimuli were present or absent was indicated by the stimuli signal cards
described above. The actual stimuli for the corresponding choice response were placed
on the table within the participant’s visual field and physical reach after the participant
indicated his choice.
Task Requirement
The task was held constant during both the choice analysis and component choice
analysis phases (see Procedures) in order to determine choice responding when effort was
equivalent (low or 0% of the task was required) for touching the break and work cards.
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Subsequently, the task was increased to 50% and 100% of the total task requirement.
When 0% of the task was required, participants were not required to complete any steps
of the task to gain access to reinforcement. When 50% of the task was required,
participants were required to complete 50% of the steps of the task to gain access to
reinforcement. When 100% of the task demand was required, participants were required
to complete all of the steps of the task to gain access to reinforcement.
Procedures and Experimental Design
Initial Analyses
Prior to the start of the study informed consent was obtained for each participant
to participate in the project. (See Appendices A, B, & C for the Institutional Review
Board Authorization Agreement, consent form, and scripts for obtaining consent,
respectively). In addition, all participants completed a series of initial analyses. Initial
analyses included a preference assessment, a functional behavior assessment, FCT, and
differential reinforcement of an alternative behavior. A forced choice preference
assessment (Fisher et al., 1992) was conducted for participants to determine a rank order
of preferred stimuli. The functional behavior assessment was conducted to determine the
function of the participants’ problem behavior and consisted of an interview with
caregivers (Functional Assessment Interview; O’Neill et al., 1997), observations of
problem behavior in the natural routine (ABC observations; O’Neill et al., 1990), and an
experimental functional analysis (Iwata, Dorsey, Slifer, Bauman, Richman, et al.,
1994/1982). Functional communication training (Carr & Durand, 1985) was conducted
to train an alternative response (i.e., the mand response of “break”) and consisted of
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requiring participants to engage in the communicative response to gain access to break
time with stimuli and attention from the experimenter. Differential reinforcement of an
alternative behavior (i.e., DRA; e.g., Carr, Newsom, & Binkhoff, 1980) was conducted to
observe the effects of requiring the participants to complete one step of the task demand.
The data collected during these analyses are not presented as part of this research project,
but they are available in Appendices F through H for review.
Following these initial analyses, the study consisted of three experiments. The
first experiment, Choice Analysis, was conducted to address the first research question:
To what extent does altering the quality and magnitude of breaks change the relative
percentage of work choices, break choices, and problem behavior choices, and affect the
percentage of intervals of within-session problem behavior? The second experiment,
Component Choice Analysis, was conducted to address the second research question: To
what extent does altering each of the individual quality and magnitude variables change
the relative percentage of work choices, break choices, and problem behavior choices,
and affect the percentage of intervals of within-session problem behavior? The third
experiment, Effort Analysis, was conducted to address the third research question: To
what extent does a combination of increasing the effort required for the work task and the
individual quality and magnitude variables of the break change the relative percentage of
work choices, break choices, and problem behavior choices and affect the percentage of
intervals of within-session problem behavior?
Experiment 1: Choice Analysis
This experiment was conducted to determine whether the participants’ choices
were sensitive to varying qualities and durations of reinforcement when they were
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combined (e.g., long duration/high attention/high quality stimuli vs. medium
duration/moderate attention/moderate quality stimuli vs. short duration/low attention/low
quality stimuli) and effort was relatively equal across response options. Specifically, the
Choice Analysis was conducted to examine whether participants would demonstrate
sensitivity to contingencies that were implemented for “work” and “break” choices rather
than choosing problem behavior, which was an established response option in each
participant’s repertoire (as suggested by the preliminary analyses that were conducted).
This phase also served as a baseline for subsequent choice analyses in which the
independent variables were systematically manipulated one at a time while the others
were held constant (e.g., long duration/high attention/high quality stimuli vs. medium
duration,/high attention/high quality stimuli vs. short duration/high attention/high quality
stimuli). Abbreviated preference assessments (Fisher et al., 1992) were conducted each
day prior to choice analysis sessions to determine high and moderate preferred stimuli.
Since it was hypothesized that preference for stimuli could change over time, conducting
abbreviated preference assessment prior to sessions better ensured that the actual stimuli
being used rank accordingly.
The choice analysis consisted of three phases, each of which consisted of
concurrent reinforcement schedules, which were arranged to form a reversal design
(Kazdin, 1982). In all three phases, participants had three concurrently available choice
responses: work choice, break choice, or problem behavior choice. An experimenter
presented the choices to the participant by having the work and break communication
cards and the signal cards (i.e., duration, attention, and stimuli cards) on a work surface.
Prior to starting the session, the experimenter verbally reviewed the choices and the
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contingencies that were paired with each choice. Then, the experimenter asked the
participant to restate the contingencies. If the participant could do so, the session began.
If the participant did not verbally restate the contingencies, the experimenter modeled,
verbally and/or physically prompted the participant to engage in each choice behavior,
and implemented the corresponding contingencies for each choice selection for the
participant.
After the choice materials were arranged, the session commenced with the
experimenter saying, “Okay. It is time to make a choice. What do you want to do?” The
participant was permitted 5 s in which to make a choice, as indicated by touching the
work or break card, touching the task materials, stating the choice verbally (e.g., “Work,”
“I want to take a break”), and/or by engaging in problem behavior. If no choice was
made within 5 s, the experimenter represented the choice opportunity by verbally stating
that it was time to make a choice. This continued until the participant made a choice or
the session ended. All sessions in the choice analysis were 15 min in duration, and
throughout this phase 0% work was required for work choices.
Work = HQR. During the first phase, work choices resulted in the highest
quality reinforcement. Breaks following work choices consisted of the longest duration
of break (i.e., 1 min), highest quality stimuli (as determined by the preference
assessment), and continuous adult attention. Break choices resulted in medium quality
reinforcement (MQR), consisting of medium break duration (i.e., 30 s), medium quality
stimuli, and intermittent adult attention (totaling 10 s throughout the break). Finally,
problem behavior choices resulted in the lowest quality of reinforcement (LQR), which
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consisted of the shortest break (i.e., 10 s) with no access to preferred stimuli and no adult
attention.
The setup for this condition was as follows: On one area of the table, the work
materials for the assigned task were placed on the table with the work card on top.
Behind the work materials, a box was located with the duration signal card for 1 min (to
signal the availability of a 1-min break if this choice was selected), a high attention signal
card (to signal the availability of continuous attention during the 1-min break), and the
stimuli signal card with highly preferred stimuli (to signal the availability of the preferred
stimuli during the break). On another area of the table, the break card was present, along
with the duration signal card for 30 s (to signal the availability of a 30-s break if this
choice was selected), a moderate attention signal card (to signal the availability of
intermittent attention during the 30-s break), and the stimuli signal card with moderately
preferred stimuli (to signal the availability of the moderately preferred stimuli during the
break). On another area of the table, the 10-s duration signal card (to signal the
availability of a 10-s break if problem behavior was selected), a no attention signal card
(to signal that no attention will be provided during the break), and the stimuli signal card
with no stimuli (to signal that no stimuli will be available during the break). The leftright orientation of these materials was counterbalanced within each session. To
illustrate these procedures, a photo of a typical setup is shown in Figure 10.
Each time the participant made a response to a choice opportunity, the
contingencies for that choice were implemented. After the contingencies for the choice
were implemented, the experimenter presented the choice again (i.e., “It is time to make a
choice. What do you want to do?”), and the procedures described above were repeated.
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Figure 10. Photograph of typical experimental session setup for Work = HQR.
If problem behavior occurred after a work or break choice or while the participant
was on break, the experimenter implemented the contingencies that were consistent with
the within-session problem behavior (i.e., 10-s break with no access to preferred stimuli
or adult attention), and within-session problem behavior was scored. The presentation of
a new choice opportunity only occurred after 10 s of no occurrence of any problem
behavior. If problem behavior continued to occur, the contingencies for within-session
problem behavior (i.e., 10-s break with no access to preferred stimuli or adult attention)
continued to be implemented.
Break = HQR. This condition was identical to the Work = HQR phase of the
choice analysis, except that the contingencies of reinforcement for the break and work
choices were reversed. In other words, break choices consisted of access to the longest
duration of break (i.e., 1 min), highest quality stimuli (as determined by the preference
assessment), and continuous adult attention. Work choices resulted in MQR which
consisted of medium break duration (i.e., 30 s), medium quality stimuli, and intermittent
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adult attention (totaling 10 s throughout the break). Problem behavior choices continued
to result in LQR, which consisted of the shortest break (i.e., 10 s) with no access to
preferred stimuli and no adult attention.
The setup and procedures for this condition were identical to the setup for the
Work = HQR phase, except that the signal cards were changed to reflect the new
contingencies. To illustrate these procedures, a photo of a typical setup is shown in
Figure 11.
Each time the participant made a response to a choice opportunity, the
contingencies for that choice (as described above) were implemented. After the
contingencies for the choice were implemented, the experimenter presented the choice
again (i.e., “It is time to make a choice. What do you want to do?”), and the procedures
described above were repeated.
Again, if problem behavior occurred after a work or break choice or while the
participant was on break, the experimenter implemented the contingencies that were

Figure 11. Photograph of typical experimental session setup for Break = HQR.
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consistent with the within-session problem behavior (i.e., 10 s break with no
access to preferred stimuli or adult attention), and within-session problem behavior was
scored.
Return to work = HQR. Finally, Work = HQR was implemented again using
procedures described in the initial Work = HQR phase to form a reversal design
embedded within a concurrent schedules design (Kennedy, 2005). If participants
demonstrated sensitivity to the reinforcement contingencies (as demonstrated by choices
that corresponded to the reinforcement contingencies in place for each response option),
then, the component choice analysis was conducted. If a participant did not demonstrate
sensitivity to the reinforcement contingencies during the choice analysis, he would have
been excluded from the component choice analysis.
Experiment 2: Component Choice Analysis
The purpose of the component choice analysis was to examine the role each of the
independent reinforcement variables (i.e., duration, attention, and quality of stimuli) in
choice allocation across the three choice options: work, break, and problem behavior. The
general procedures of the component choice analysis resembled those in Experiment 1.
Also, as in Experiment 1, abbreviated preference assessments (Fisher et al., 1992) were
conducted each day prior to component choice analysis sessions to determine high
preference stimuli. Work choices resulted in 0% work requirement, again to keep effort
for touching the work and break cards equivalent. All sessions in the component choice
analysis were 15 min in duration.
Phases of the component choice analysis (described below) were implemented
within in a multi-element design (Kennedy, 2005). Specifically, concurrent schedules of
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reinforcement remained in place for the three choice options (work, break, problem
behavior). Only one of the dimensions of reinforcement (e.g., duration of reinforcement)
was manipulated at a time, while the other reinforcement schedules (e.g., attention and
quality of stimuli available) were held constant. Thus, a “component analysis” of the
reinforcement schedules was conducted to evaluate the effects of different independent
variables in the treatment package (Cooper et al., 2007), and provided the means for
systematically determining which independent variable or combination of independent
variables was needed to maintain ongoing desired behavior change.
The order of phase implementation was counterbalanced across participants to
analyze possible sequence effects (see Figures 12, 13, & 14 for sequences for
implementation across participants).
Component choice analysis: Duration. During this phase, both quality of
attention and stimuli were held constant (high), while duration of breaks varied (1 min
and 10 s). During some sessions, work choices produced a 1-min break, break choices
produced a 10-s break, and problem behavior produced a 10-s break; all of these breaks
contained continuous attention and highly preferred stimuli. During other sessions, either
break choices produced a 1-min break, while work and problem behavior choice
produced a 10-s break, or problem behavior choices produced a 1-min break, while work
and break choices produced a 10-s break. The response that produced a 1-min break was
counterbalanced across sessions. Figure 15 illustrates this setup when the duration of
break was being systematically manipulated and all other reinforcement dimensions
remained constant.

Figure 12. Sequence of the component choice analysis for Max.
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Figure 13. Sequence of the component choice analysis for Edwin.
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Figure 14. Sequence of the component choice analysis for Xander.
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Figure 15. Photograph of typical experimental setup during component choice analysis
for duration.
Component choice analysis: Attention. During this phase, both
duration of break and quality of stimuli were held constant (high), while amount and
quality of attention were systematically varied. First, work choices produced high
amount and quality of attention, while break choices and problem behavior choices
produced no attention; all of these breaks were 1 min in duration and contained highly
preferred stimuli. During subsequent sessions, either break choices produced high
amount and quality of attention, while work and problem behavior choice produced no
attention, or problem behavior choices produced high amount and quality of attention,
while work and break choices produced no attention. The response that produced high
amounts and quality of attention was counterbalanced across sessions. Figure 16
illustrates an example of a session in which attention was systematically manipulated
while all other reinforcement dimensions remained constant.
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Figure 16. Photograph of typical experimental setup during component choice analysis
for attention.
Component choice analysis: Quality of stimuli. During this phase, quality of
stimuli was systematically manipulated while both duration of break and amount and
quality of attention provided were held constant. First, work choices produced access to
high quality stimuli and break choices and problem behavior choices produced no
stimuli; all of these breaks were 1 min in duration and produced access to high amount
and quality of attention. During subsequent sessions, either break choices produced
access to high quality stimuli, while work and problem behavior choices produced no
stimuli, or problem behavior choices produced access to high quality stimuli, while work
and break choices produced no stimuli. The response that produced access to high
quality stimuli was counterbalanced across sessions.
Figure 17 illustrates an example of a session in the component phase analysis in
which the quality of stimuli was systematically manipulated while all other reinforcement
dimensions remained constant.
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Figure 17. Photograph of typical experimental setup during component choice analysis
for quality of stimuli.
Experiment 3: Effort Analysis
The purpose of this experiment was to analyze the effects of increasing the task
requirements on choice allocation. Varying levels of the task were implemented within a
multielement design (Kennedy, 2005) under the conditions that affected responding
during the component choice analysis. For example, if a participant’s choices were
sensitive to the presence/absence of preferred stimuli during the component choice
analysis, then the effects of providing a break with preferred stimuli for the work choice
and for work completion (i.e., no attention and equal durations of breaks for all response
options) were analyzed across varying levels of the task.
During all effort analysis sessions, participants continued to have three
concurrently available choices: work choice, break choice, and problem behavior choice.
In this analysis, the conditions of the component choice analysis to which the
participants’ responding was sensitive were repeated, but the level of the task required
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was either 0%, 50%, or 100%. For example, if a participant demonstrated sensitivity to
the presence of stimuli during the component choice analysis, then the presence of stimuli
was held constant while the level of the task varied. Specifically, work choices produced
access to high quality stimuli, and break choices and problem behavior choices produced
no stimuli; all of these breaks were 1 min in duration and produced access to attention.
Sessions were conducted in a similar manner as described above in the component
choice analysis. The experimenter presented the choices to the participant by having the
work and break communication cards and the signal cards (i.e., duration, attention, and
stimuli cards) on a work surface and verbally stating to the participant that it is time to
make a choice. In addition, the experimenter stated the task requirement (e.g., “You do
not have to do any of the work task.”). The communication cards were placed closest to
the participant with the corresponding stimuli and signal cards placed behind each of the
concurrently available choices. For problem behavior choice, the corresponding stimuli
and signal cards were located behind an empty space since no communication card was
being used for this choice response. Prior to the start of the session, the experimenter
verbally stated how much work the participant had to complete if he chose work. The
experimenter also indicated the required amount of work completion with the work task
materials (e.g., by counting aloud the number of math problems that need to be
completed on a worksheet for the work choice).
After the choice materials were arranged, the session commenced with the
experimenter saying, “Okay. It is time to make a choice. What do you want to do?” The
participant was permitted 5 s in which to make a choice, as indicated by touching the
work or break card, touching the task demand materials, stating the choice verbally (e.g.,
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“Work,” “I want to take a break”), and/or by engaging in problem behavior. If no choice
was made within 5 s, the experimenter represented the choice opportunity by again
verbally stating that it is time to make a choice. This continued until the participant made
a choice. When a participant made a choice, the experimenter implemented the
corresponding contingencies for that choice. If the participant chose work, the
experimenter prompted the participant to complete the designated amount of the task
requirement (0%, 50%, or 100%). If problem behavior occurred after a work or break
choice or while the participant was on break, the experimenter implemented a 10-s break
with no access to preferred stimuli or adult attention, and within-session problem
behavior was scored. The presentation of a new choice opportunity only occurred after
10 s of no occurrence of any problem behavior. If problem behavior continued to occur,
the contingencies for within-session problem behavior (i.e., 10-s break with no access to
preferred stimuli or adult attention) continued to be implemented. All sessions in the
effort analysis were 15 min in duration. Sessions continued until stable responding was
observed.
During the 0% task condition, participants were required to complete none of the
designated task requirement (except to touch the task materials). This was the same level
of the task requirement that was implemented during the component choice analysis in
Experiment 2, and served as a basis for comparison for the two other levels of the task.
During the 50% task condition, participants were required to complete half of the
designated task. For Max, 50% of the designated work task was verbally stating 90 of the
180 sight words. For Edwin, 50% of the designated work task was writing his name and
the date at the top of the page and two complete sentences (with correct spelling and
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punctuation) in response to the provided prompt. For Xander, 50% of the designated
work task was tracing half the letters (i.e., the first half) of his first name.
During the 100% task condition, participants were required to complete all of the
designated task. If Max chose work in this condition, he had to complete all 180 sight
words by stating each one out loud. If Edwin chose work in this condition, he was
required to write his name and the date at the top of the page, and four sentences (with
correct spelling and punctuation) in response to the provided prompt. Finally, if Xander
chose work in this condition, he had to trace all the letters in his name.
Max. For Max, three phases were conducted in the effort analysis. In the first
phase, the level of task varied. Sessions were conducted in which break choices and
problem behavior choices resulted in HQR. Sessions were also conducted in which work
choices and subsequently work completion of both the 100% task level and the 50% task
level resulted in HQR. After the effort analysis with stimuli, an effort analysis was
conducted for attention. During this phase, sessions in which work choices only resulted
in HQR reinforcement were conducted. This was completed at the 0% and the 50% task
level. Last, the effort analysis for duration was conducted. Throughout this phase,
alterations between the 0%, 50%, and the 100% task level were conducted for Max.
Edwin. Three phases were also conducted for Edwin in the effort analysis. The
order in which these phases were conducted was also counterbalanced for Edwin. First,
the effort analysis for attention was conducted, followed by the effort analysis for
duration, and last by the effort analysis for stimuli. During all three effort analysis
phases, sessions were conducted in which work choices, break choices, and problem
behavior choices all at the 100% task level resulted in HQR. Work choices that required
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completion of 50% of the task were only conducted during the effort analysis for
attention.
Xander. The stimuli analysis was the only phase that was conducted for Xander
for the effort analysis. During this phase sessions in which work choices, break choices,
and problem behavior choices all at the 100% task level resulted in HQR were conducted.
In addition, sessions in which work choices at the 50% and 0% task levels were also
conducted.
Data Analysis
All data were analyzed using visual inspection of the graphs for each session and
phase (Kazdin, 1982). Data were analyzed for trends and stability to make decisions
about when to move from one phase to another. All analyses were conducted on an
individual participant basis.
Treatment Integrity
To ensure each of the independent variables was systematically manipulated in
the prescribed manner and all other procedures were being implemented as described,
measures of treatment integrity were conducted. Treatment integrity was assessed using
integrity checklists (see Appendix E) that were completed by observers trained in
completing them during various phases of the current study. Treatment integrity was
scored for 35.85% of all sessions for Max, 35.19% of all sessions for Edwin, and 34.04%
of all sessions for Xander. Interobserver agreement of treatment integrity was scored for
15.09% of Max’s sessions, 18.52% of Edwin’s sessions, and 17.02% of Xander’s
sessions. Treatment integrity scores resulted in percentages of steps correctly completed
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by the experimenter. Results of the treatment integrity and interobserver agreement of
treatment integrity are in Appendix J.
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CHAPTER IV
RESULTS

Experiment 1: Choice Analysis

The purpose of this analysis was to answer the first research question: To what
extent does altering the quality and magnitude of breaks (i.e., combination of adding
preferred stimuli, adult attention, and increasing the duration of break time) change the
relative percentage of work choices, break choices, and problem behavior choices, and
affect the percentage of intervals of within-session problem behavior?
Results of this analysis for choices are displayed in Figure 18. Max’s choices are
displayed in the top panel, Edwin’s choices are displayed in the middle panel, and
Xander’s choices are displayed in the bottom panel. Work choices are depicted by the
open circles, break choices are depicted by the gray circles, and problem behavior
choices are depicted by the closed circles. Results for within-session problem behavior
exhibited by participants during the choice analysis are displayed in Figure 19. Max’s
within-session problem behavior is displayed in the top panel, Edwin’s within-session
problem behavior is displayed in the middle panel, and Xander’s within-session problem
behavior is displayed in the bottom panel. Results for choices and within-session
problem behavior are described for each participant below.
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Figure 18. Percent of choices made during the choice analysis for Max (top panel),
Edwin (middle panel), and Xander (bottom panel).
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Figure 19. Within-session problem behavior during the choice analysis for Max (top
panel), Edwin (middle panel), and Xander (bottom panel).
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Max
Results of Max’s choice analysis are displayed in the top panel of Figure 18.
During the first Work = HQR phase Max chose work 100%, 100%, and 92% of the times
he made choices. During the Break = HQR phase, Max chose break 100% of the time.
During the final Work = HQR phase, Max chose work between 92% and 100% of the
time. Throughout the entire choice analysis, Max never chose problem behavior and
never engaged in within-session problem behavior (see Figure 19, top panel).

Edwin
Results of Edwin’s choice analysis are displayed in the middle panel of Figure 18.
In the first Work = HQR phase, Edwin chose work 90% and 100% of the times he made
choices. During Session 1, when Edwin chose work only 90% of the time, he chose
break the remaining 10% of the time. During Break = HQR, Edwin chose break 83% to
100% of the time choices were made. During the reversal back to Work = HQR, Edwin
chose work 100% of the time. Edwin never chose problem behavior and never engaged
in within-session problem behavior during this analysis (see Figure 19, middle panel).

Xander
Results of Xander’s choice analysis are displayed in the bottom panel of Figure
18. During the first Work = HQR phase, Xander chose work 92% to 100% of the time.
During Break = HQR phase, Xander chose break 83%, 100%, and 91% of the time,
respectively. In the final Work = HQR phase, Xander chose work 41% of the time during
the first session and100% of the time during the last two sessions. Xander never chose
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problem behavior and rarely engaged in within-session problem behavior during the
choice analysis (bottom panel of Figure 19).

Experiment 2: Component Choice Analysis

This experiment was designed to answer the second research question: To what
extent does altering each of the individual quality and magnitude variables (i.e., adding
preferred stimuli, adult attention, and increasing the duration of break time), change the
relative percentage of work choices, break choices, and problem behavior choices, and
affect the percentage of intervals of within-session problem behavior?
Results for each participant’s choices (Figures 20, 22, and 24) and within-session
problem behavior (Figures 21, 23, and 25) are presented separately. In the figures that
illustrate participants’ choices, closed circles indicate choices that resulted in low quality
reinforcement (LQR), and open circles indicate choices that resulted in high quality
reinforcement (HQR). Work choices are depicted in the top panel, break choices in the
middle panel, and problem behavior choices are illustrated in the bottom panel. In the
figures that illustrate participants’ within-session problem behavior, closed circles
indicate sessions in which problem behavior choices resulted in LQR, and open circles
indicate sessions in which problem behavior choices resulted in HQR.

Max
Results of Max’s choices during the component choice analysis are depicted in
Figure 20. The duration analysis was conducted first, followed by the stimuli analysis,
and then the attention analysis. During the duration and attention analyses, when work
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choices resulted in HQR, Max chose work almost exclusively. When break choices
resulted in HQR, Max chose break the majority of the time. When problem behavior
choices resulted in HQR, Max never chose problem behavior. Instead, his choices
alternated between work and break. The only time Max ever chose work or break when
these choices resulted in LQR was when problem behavior choices resulted in HQR.
During the stimuli analysis, when work and break choices resulted in HQR, Max
chose work and break, respectively. When problem behavior choices resulted in HQR,
Max’s responding was variable. During session 10, he alternated between work (45%)
and break (55%) choices. During session 11, Max chose problem behavior 100% of the
time he made choices. However, during this session Max only made six choices total (as
compared to 12-14 choices typically made in other sessions) and often did not make a
choice when an opportunity was presented. During the final session in the stimuli
analysis in which problem behavior choice resulted in HQR (i.e., Session 15), Max also
chose problem behavior 100% of the time. However, Max only made one choice during
the entire session. The remainder of the time, he did not make a choice following a
choice presentation.
Results of Max’s within-session problem behavior are shown in Figure 21.
Within-session problem never occurred during sessions in the duration and the attention
analyses. Small increases in within-session problem behavior occurred during two
sessions in the attention analysis. These occurrences of within-session problem behavior
were during sessions in which problem behavior choices resulted in HQR, and also
occurred during the same 10-s interval in which Max chose problem behavior.
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Figure 20. Max’s work choices (top panel), break choices (middle panel), and problem
behavior choices (bottom panel) during the component choice analysis.
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Figure 21. Max’s within-session problem behavior during the component choice
analysis.
Edwin
Results of Edwin’s choices during the component choice analysis are presented in
Figure 22. The duration analysis was conducted first, followed by the attention analysis,
and finally the stimuli analysis. During all three analyses, Edwin selected the response
(i.e., work, break, or problem behavior) that resulted in HQR almost exclusively to that of
the other available choices. Results of Edwin’s within-session problem behavior are
depicted in Figure 23. Occurrences of within-session problem behavior only occurred
for Edwin during sessions in which problem behavior choice resulted in HQR. Every
occurrence of within-session problem behavior throughout the entire component choice
analysis occurred in the corresponding 10-s interval in which Edwin also made a problem
behavior choice.
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Figure 22. Edwin’s work choices (top panel), break choices (middle panel), and problem
behavior choices (bottom panel) during the component choice analysis.
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Figure 23. Edwin’s within-session problem behavior during the component choice
analysis.
Xander
Results of Xander’s choices during the component choice analysis are illustrated
in Figure 24. The stimuli analysis was conducted first, followed by the attention and then
the duration analysis for Xander. During the stimuli analysis, when work choices
resulted in HQR, Xander chose work more often than break and problem behavior.
When break choices resulted in HQR during the stimuli analysis, Xander chose break
more often than work or problem behavior. During one out of the three sessions in which
problem behavior choice resulted in HQR, Xander chose problem behavior more often
than work and break. During both the attention and duration analyses, Xander’s choices
alternated between work and break, and he never chose problem behavior.
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Figure 24. Xander’s work choices (top panel), break choices (middle panel), and
problem behavior choices (bottom panel) during the component choice analysis.
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The results of Xander’s within-session problem behavior during the component
choice analysis are depicted in Figure 25. Xander engaged in within-session problem
behavior almost solely during the stimuli analysis. These occurrences of within-session
problem behavior were during both intervals in which problem behavior choices resulted
in HQR and other session intervals. Within-session problem behavior remained low
throughout both the attention and duration analysis.

Experiment 3: Effort Analysis
This experiment was designed to answer the third research question: To what
extent does a combination of increasing the effort required for the work task and the
individual quality and magnitude variables of the break (i.e., adding preferred stimuli,
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Figure 25. Xander’s within-session problem behavior during the component choice
analysis.
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adult attention, and increasing the duration of break time), change the relative percentage
of work choices, break choices, and problem behavior choices and affect the percentage
of intervals of within-session problem behavior?
Results for each participant’s choices (Figures 26, 29, and 32), within-session
problem behavior (Figures 27, 30, and 33), and task engagement (Figures 28, 31, and 34)
are presented separately. In the figures that illustrate participants’ choices, closed data
points indicate choices that resulted in low quality reinforcement (LQR) and open data
points indicate choices that resulted in high quality reinforcement (HQR). All squares
(open and closed) indicate sessions in which the work task requirement was 100%, all
triangles (open and closed) represent sessions in which the work task requirement was
50%, and all circles (open and closed) represent sessions in which the work task
requirement was 0%. Work choices are depicted in the top panel, break choices in the
middle panel, and problem behavior choices in the bottom panel. In the figures that
illustrate participants’ within-session problem behavior and task engagement, circles
indicate within-session problem behavior and triangles indicate task engagement. For
within-session problem behavior, closed circles indicate sessions in which problem
behavior choices resulted in LQR, open circles indicate sessions in which problem
behavior choices resulted in HQR. For graphs illustrating the percent of task engagement
during the effort analysis, closed circles represent the percent of task engagement in
which work choices resulted in LQR (the work requirement was always 100% during
these sessions). Open circles represent the percent of task engagement in sessions in
which the work requirement was 0% and resulted in access to HQR. Open triangles
indicate the percent of task engagement during sessions in which the work requirement
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was 50% and work completion resulted in access to HQR. Open squares represent the
percent of task engagement during sessions in which the work requirement was 100%
and work completion resulted in access to HQR.

Max
Results of Max’s choices during the effort analysis are presented in Figure 26.
The effects of different levels of work effort were analyzed across stimuli, attention, and
duration reinforcement dimensions for Max, because his choices in the component choice
analysis were sensitive to all three of these variables when task demands were 0%. The
effort analysis for stimuli was conducted first, followed by the effort analysis for
attention, and then duration. During the stimuli effort analysis, when task demands were
at 50% of the total task requirement, Max continued to choose work when it produced
HQR (Sessions 4 and 7). However, when task demands increased to 100% of the total
task requirement, Max did not reliably choose work when it produced HQR (Sessions 5
and 6). Instead, he began to choose break, which resulted in LQR.
During the attention effort analysis, Max only chose work when it was associated with
0% task demands (Session 9). When the task demands increased to 50% (Sessions 8 and
10), Max no longer chose work, even though it was associated with HQR, and instead
chose break, which was associated with LQR. Because Max never chose work when it
was associated with HQR and when task demands were 50% of the task requirement
during attention effort analysis, the effort required to complete the task demand was
never increased to 100%.
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Figure 26. Max’s work choices (top panel), break choices (middle panel), and problem
behavior choices (bottom panel) during the effort analysis. All open data points represent
choices that were paired with HQR; all closed data points represent choices that were
paired with LQR. Squares represent sessions in which the work task requirement was
100%, triangles represent sessions in which the work task requirement was 50%, and
circles represent sessions in which the work task requirement was 0%.
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During the duration effort analysis, Max never chose work when it was associated
with completing 100% of the task (Sessions 12 and 16), even though it produced HQR.
Instead, he chose break, which was associated with LQR. When work was associated
with completing 50% of the task (Sessions 11, 13, and 15), Max’s work choices were
variable. When work was associated with 0% of the task, Max (Session 14) selected
work 100% of the time.
Throughout the analysis, Max never chose problem behavior, even when it
resulted in HQR. Notably, when problem behavior choices resulted in HQR, Max did not
make any choices. Choice opportunities were represented to Max throughout the entire
session, but rather than displaying one of the target behaviors, he remained seated in his
chair, shrugged his shoulders, put his hands in his mouth, made comments (“This is just
really hard for me.” “I need to figure out this problem.”). In addition, Max never
engaged in within-session problem behavior during this analysis (Figure 27).
Results of Max’s task engagement are presented in Figure 28. When Max chose
work and the work choice required completion of some portion of the task (both 50% and
100% of the task requirement), Max exhibited task engagement. Each time Max selected
the work choice with a work requirement, Max engaged in the task demand. However, if
Max did not choose to work or if work choices did not result in high quality
reinforcement, Max did not demonstrate task engagement.
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Figure 27. Max’s within-session problem behavior and task engagement during the
effort analysis.
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Figure 28. Max’s task engagement during the effort analysis.
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Edwin
Results of Edwin’s choices during the effort analysis are depicted in Figure 29.
The effects of different levels of work effort were analyzed across stimuli, attention, and
duration reinforcement dimensions for Edwin, because his choices in the component
choice analysis were sensitive to all three of these variables when task demands were 0%.
The effort analysis was conducted first for attention, then for duration, and finally for
stimuli. During the attention effort analysis, when the work task requirement was 100%,
Edwin never chose work, even when it produced HQR (Sessions 2, 6, and 7). When the
work task requirement was 50%, Edwin chose work some of the time (between 22% and
67%) when it produced HQR, and he chose break when he did not choose work, even
though break produced LQR (Sessions 4, 5, and 8).
During the duration effort analysis, when the task demands were 100% and work
choices produced HQR, Edwin initially chose break, even though it produced LQR
(Session 9). However, over time, he chose work more often, and by Session 13, chose
work exclusively over break or problem behavior. When the work task requirement was
100% and break or problem behavior produced HQR (Sessions 10 and 12, respectively),
Edwin chose break and problem behavior 100% of the time, respectively, when these
choices resulted in HQR.
During the stimuli effort analysis, when the work requirement was 100%, Edwin
allocated his choices exclusively in favor of the choice that resulted in HQR.
Results of Edwin’s within-session problem behavior and task engagement are
presented in Figures 30 and 31, respectively. Edwin only engaged in within-session
problem behavior during sessions in which problem behavior choices resulted in HQR.
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Figure 29. Edwin’s work choices (top panel), break choices (middle panel), and problem
behavior choices (bottom panel) during the effort analysis. All open data points represent
choices that were paired with HQR; all closed data points represent choices that were
paired with LQR. Squares represent sessions in which the work task requirement was
100%, triangles represent sessions in which the work task requirement was 50%, and
circles represent sessions in which the work task requirement was 0%.
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Figure 30. Edwin’s within-session problem behavior during the effort analysis.
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Figure 31. Edwin’s task engagement during the effort analysis.

Occurrences of within-session problem behavior were in the same 10-s interval in which
problem behavior choices were made. Task engagement throughout the effort analysis
was variable; however, when Edwin chose work (Sessions 4, 5, 8, 9, 11, 13, and 16) he
engaged in the task with little to no problem behavior occurring.
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Figure 32. Xander’s work choices (top panel), break choices (middle panel), and
problem behavior choices (bottom panel) during the effort analysis. All open data points
represent choices that were paired with HQR; all closed data points represent choices that
were paired with LQR. Squares represent sessions in which the work task requirement
was 100%, triangles represent sessions in which the work task requirement was 50%, and
circles represent sessions in which the work task requirement was 0%.
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Xander
Results of Xander’s choices during the effort analysis are presented in Figure 32.
The effort analysis for stimuli was the only analysis conducted for Xander because he
only demonstrated sensitivity to stimuli during the component choice analysis when task
demands were 0%. When task demands were at 100% of the task demand and work
choices resulted in HQR, Xander chose work between 44% and 58% (Sessions 1, 6, 7,
and 11). During these sessions, Xander chose break the other part of the time initially
(Session 1), but then he began choosing problem behavior more often (Sessions 6, 7, and
11) as sessions progressed. When the work task requirement was changed to 50% of the
task demand Xander chose work 18% of the time (Session 8) initially, then he chose
work 100% of the time (Session 10). When the task demand requirement was 0% of the
task demand (Session 9), Xander chose work 87% and break 13% of the time he made
choices.
Results of Xander’s within-session problem behavior are presented in Figure 33.
Xander’s within-session problem behavior was variable throughout the effort analysis.
When the task demand was 100% and work choices and task completion resulted in
HQR, Xander’s within-session problem behavior was between 3% and 24% of intervals
(Sessions 1, 6, 7, and 11). When the task demand was 50% and work choices and task
completion resulted in HQR, Xander’s within-session problem behavior peaked at the
highest percent throughout the entire effort analysis at 47% of intervals (Session 8), but
then decreased to 3% of intervals (Session 10). When the task demand was decreased to
0% and work choices resulted in HQR (Session 9), Xander engaged in within-session
problem behavior 4% of intervals.
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Figure 33. Xander’s within-session problem behavior during the effort analysis.

Percent of 10-s Intervals
with Task Engagement

100

Stimuli Analysis

90

80

70

60

50

HQR
100%
Work

LQR
100%
Work

40

30

20

LQR
50%
Work

10

0

LQR
0%
Work

-10
1

2

3

4

5

6

7

8

9

10

11

Sessions

Figure 34. Xander’s task engagement during the effort analysis.
Xander’s task engagement is presented in Figure 34. Results of Xander’s
percentage of task engagement indicate that the highest percentage of task engagement
was exhibited during most of the sessions in which the work task requirement was 100%
of the task demand. During Session 6, Xander’s percent of task engagement was lower
than the other sessions in which the work task requirement was 100% and work choices
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and work completion resulted in access to HQR. This is directly related to the fact that
Xander was engaged in higher percentages of within-session problem behavior during
this session than other sessions with the same contingencies in place. Xander’s percent
of task engagement was also low during Session 8. This is partly related to the fact that
the work requirement was only 50% of the task demand, but also directly related to the
fact that Xander chose problem behavior and was engaged in within-session problem
behavior almost half of the total session time.
Interaction with Tangibles

The fourth research question was descriptive in nature and was evaluated in all
three experiments: What is the percent of time that participants interact with high and
medium preferred stimuli when they are made available on breaks? Session-by-session
data for participants’ interaction with tangible stimuli are presented in Appendix K. Data
are presented on interaction for both medium and high quality tangibles for the choice
analysis. Data on interaction for only high quality tangibles are presented for the
component choice and effort analyses, because only high quality stimuli were used in
these analyses (i.e., “low quality” was associated with the absence of stimuli).

Max
During the choice analysis Max made choices that resulted in access to both high
and medium quality stimuli. The mean percentage of Max’s interaction with high quality
stimuli was 97.98% (range, 97.00 - 98.86%). The mean percentage of Max’s interaction
with medium quality stimuli was 36.15% (range, 5.55 - 65.80%). The mean percentage
of Max’s interaction with high quality stimuli during the component choice analysis was
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97.88% (range, 92.87 - 98.95%). The mean percentage of Max’s interaction with high
quality stimuli during the effort analysis was 99.09% (range, 92.62 - 99.16%).

Edwin
During the choice analysis Edwin also made choices that resulted in access to
both high quality and medium quality stimuli. The mean percentage of interaction for
high quality stimuli was 96.09% (range, 94.00% - 97.76%) and the mean percentage of
interaction for medium quality stimuli was 92.08% (range, 93.53% - 96.14%). The mean
percentage of interaction during the component choice analysis was 98.07% (range,
87.52% - 99.29%). The mean percentage of interaction during the effort analysis was
97.23% (range, 94.16% - 99.16%).

Xander
Xander also made choices during the choice analysis that resulted in access to
both high and medium quality stimuli. The mean percentage of interaction for high
quality stimuli was 98.26% (range, 95.89% - 99.21%) and the mean percentage of
interaction for medium quality stimuli was 62.49% (range, 33.53% - 85.77%). The mean
percentage of interaction during the component choice analysis was 98.10% (range,
93.65% - 99.32%). The mean percentage of interaction during the effort analysis was
98.72% (range, 97.64% - 99.54%).
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CHAPTER V
DISCUSSION

Results of the present study are discussed in terms of each research question that
was initially posed. Results of the findings from the three experiments suggest a variety
of implications for participants and offer avenues for future research investigations.
Limitations of the present study are also discussed and future directions for research are
discussed.

Experiment 1: Choice Analysis

To what extent does altering the quality and magnitude of breaks (i.e.,
combination of adding preferred stimuli, adult attention, and increasing the duration of
break time) change the relative percentage of work choices, break choices, and problem
behavior choices, and affect the percentage of intervals of within-session problem
behavior?
Response allocation during the choice analysis was consistent across all three
participants. During the first phase of the choice analysis, in which work choices resulted
in high quality reinforcement (HQR), break choices resulted in medium quality
reinforcement (MQR), and problem behavior choices resulted in low quality
reinforcement (LQR), all participants allocated their choices in favor of work. In fact,
participants chose work almost exclusively. During the second phase, reinforcement
contingencies between work and break choices were reversed while reinforcement
contingencies were maintained for all problem behavior choices. All three participants
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allocated choices in favor of break as opposed to work choices or problem behavior
choices. In the final phase when the reinforcement contingencies were reversed back and
work choices again resulted in access to HQR and break choices resulted in access to
MQR, all three participants again allocated the majority of their choices in favor of work.
Results of the choice analysis suggested that altering the quality of breaks reliably and
consistently affected choice allocation for all participants. Specifically, participants
allocated their choices in favor of the response that resulted in HQR. There was no effect
on within-session problem behavior, as it remained low or at zero occurrence across all
phases for all participants.
Quality of reinforcement refers to the relative preference for the reinforcing
stimulus. Throughout the choice analysis, reinforcement dimensions (i.e., duration,
stimuli, and attention) were varied simultaneously amongst choice options. Participants’
responding during the choice analysis suggested that their choices were sensitive to
changes in reinforcement dimensions when they varied together. In other words, when
HQR was in place for a response option, participants received access to the longest
duration of break (i.e, 1 min), most highly preferred stimuli, and high quality attention
from the experimenter as compared to the other responses, which received medium or
low quality reinforcement for each dimension (duration, stimuli, and attention). The
results showed that changes in the combination of reinforcement contingencies produced
reliable changes in responding and that all participants appeared to prefer the
reinforcement contingency that included longer breaks and access to stimuli and
attention. This replicates other research on quality of negative reinforcement (Golonka et
al., 2000; Harding et al., 1999; Lalli & Casey, 1996; McComas et al., 2002; Peck et al.,
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1996; Peck Peterson et al.; Piazza et al.) demonstrating that the “quality” of breaks can be
increased by including positive reinforcers during breaks. However, like in many of the
previous studies (e.g., Peck et al.; Peck Peterson et al.), the Experiment 1 varied all three
aspects of quality (duration, stimuli, and attention) simultaneously. Thus, it was still
unclear which dimension(s) of the reinforcement contingency were responsible for
participants’ choices. Therefore, the purpose of Experiment 2 was to evaluate the
independent effects of each dimension of the reinforcement contingency.

Experiment 2: Component Choice Analysis

To what extent does altering each of the individual quality and magnitude
variables (i.e., adding preferred stimuli, adult attention, and increasing the duration of
break time), change the relative percentage of work choices, break choices, and problem
behavior choices, and affect the percentage of intervals of within-session problem
behavior?
Results of this analysis were highly idiosyncratic across participants. During the
component choice analysis, Max allocated his work and break choices in favor of the
response that resulted in access to HQR across the duration, attention, and stimuli
analysis phases. These results suggest that Max’s responding was sensitive to each
dimension of reinforcement in isolation. Interestingly, it is important to note that Max’s
problem behavior appeared to be sensitive only to the presence of highly preferred
stimuli. That is, he engaged in problem behavior to gain HQR only for highly preferred
stimuli. He never engaged in problem behavior to gain HQR for duration or attention.
These results suggest that the presence of highly preferred stimuli may be the most
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powerful reinforcement dimension of reinforcement for Max. Within-session problem
behavior was unaffected by altering the individual quality variables. However, during
the component choice analysis for stimuli when problem behavior choice resulted in
access to HQR, Max appeared to almost shut down in all of his responding as exhibited
by fewer overall choices and no choices at all in some sessions.
During the component choice analysis, Edwin’s responding was almost
exclusively allocated in favor of the response that resulted in HQR across duration,
attention, and stimuli variables. Like Max, he engaged in work or break choices when
work and break choices resulted in HQR across all three variables. Unlike Max, he also
engaged in problem behavior most often when problem behavior resulted in HQR across
all three variables. In sum, his responding was sensitive to each dimension of
reinforcement in isolation. Within-session problem behavior was unaffected by altering
the individual quality variables.
Results of Xander’s component choice analysis showed that his choice responding
was differentiated only during the stimuli analysis. This was also the only phase of the
component choice analysis in which Xander actually chose problem behavior. During the
other two phases of the component choice analysis (i.e., attention and duration), Xander’s
choices between work and break responses were undifferentiated, and he never chose
problem behavior, even when it resulted in HQR. These results suggest that the only
dimension of reinforcement that was likely responsible for his choice responding during
the choice analysis was the presence of preferred stimuli. Within-session problem
behavior was unaffected by altering the individual quality variables.
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Results of Xander’s functional analysis (see Appendix H) suggested that his
problem behavior was maintained by both escape from task demands and also by access
to preferred stimuli. Results of Xander’s component choice analysis were consistent with
a tangible function, in that his responding showed sensitivity to the presence of tangible
stimuli during his breaks. Interesting, he did not show sensitivity to duration of breaks,
despite the negative reinforcement function demonstrated in the functional analysis.
Results of both Max’s and Edwin’s functional analyses (see Appendix F and G,
respectively) suggested that their problem behavior was maintained solely by escape
from task demands. However, results of their component choice analyses demonstrated
that both access to preferred stimuli and attention controlled their responding. It is
interesting that while their functional analyses did not suggest that their problem behavior
was maintained by positive reinforcement, the results of their component choice analyses
suggested that positive reinforcement (both in the form of tangible items and attention)
are critical components maintaining their choices between adaptive and problem behavior
responding. These findings support the findings of other researchers who suggest that the
inclusion of positive reinforcement on breaks for children with escape-maintained
problem behavior serves to be a more effective intervention than simply providing an
opportunity to escape a work task (e.g., Golonka et al., 2000; Lalli & Casey, 1996;
McComas et al., 2002).
Results of the component choice analyses extend previous research by evaluating
the independent effects of the three dimensions of quality of reinforcement on
participants’ choice responding, problem behavior and appropriate behavior. While other
researchers (e.g., Peck et al., 1996; Peck Peterson et al., 2005) utilized a concurrent
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schedules arrangement to examine choice responding and problem behavior, these three
reinforcement dimensions for available choices have always varied simultaneously, and it
was unclear which dimension(s) were responsible for maintaining participants’
responding. Thus, it was unclear what role each of these variables played in participants’
choice making. The results of the component choice analysis suggest that the quality
variables contributing to choice allocation in favor of adaptive responding are likely to be
idiosyncratic and not necessarily related to function of problem behavior. Thus, it may
be important to carefully analyze these variables when developing effective interventions.
While results of the component choice analysis are of interest for each participant
and provide additional implications for the design of effective interventions for the
treatment of problem behavior, it should be noted that participants were not actually
required to complete any work throughout this analysis. The purpose of not requiring
any work completion for this analysis was to keep effort consistent across all of the
response options. Thus, work and break required the same effort and were equivalent
except for the reinforcement contingencies associated with one or the other. Increased
effort for one of the response option (i.e., the work choice) could affect choice allocation
(e.g., Hursh, 1984; Tustin, 1994), and it was important to first understand the variables
responsible for choice allocation when effort was equivalent for all options. Moreover, it
is important to understand how increasing effort for the work choice would affect choice
responding, given that work completion is the ultimate goal of intervention for escapemotivated problem behavior. Therefore, the purpose of Experiment 3 was to examine
how choice responding might change when task demands increased for the work choice.
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Experiment 3: Effort Analysis

To what extent does a combination of increasing the effort required for the work
task and the individual quality and magnitude variables of the break (i.e., adding
preferred stimuli, adult attention, and increasing the duration of break time), change the
relative percentage of work choices, break choices, and problem behavior choices and
affect the percentage of intervals of within-session problem behavior?
The results of these analyses were also idiosyncratic across participants. Thus,
results are discussed separately for participants.

Max
Results of Max’s effort analysis showed that increasing the task demands altered
the findings of his component choice analysis. The component choice analysis, when no
task effort was required for work choices, indicated that the presence of preferred stimuli
was likely the most important variable affecting Max’s choices. The effort analysis
demonstrated that when Max was required to complete 100% of the task to gain access to
the preferred stimuli, Max’s response allocation shifted to favor the break response rather
than the work response. However, when Max was only required to complete 50% of the
task he chose and completed the work task to earn access to preferred stimuli on breaks.
These results suggest that access to preferred stimuli still maintained Max’s work
choices, but only up to the point where effort was at 50% of the task requirement. When
the task effort required was increased to 100%, Max no longer chose work and instead
allocated choices in favor of break. In other words, for Max, as the task increased to
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100%, his response allocation shifted in favor of other responses that did not gain him
access to preferred stimuli.
During the component choice analysis, access to adult attention controlled Max’s
choices, at least with respect to work and break choices, when he was not required to
complete any work. When Max was required to complete 50% of the task demand in
order to earn access to adult attention during his task breaks, Max never selected work
and allocated all choices in favor of breaks, even though breaks produced lower quality
reinforcement. Only when the effort requirement was at 0% of the task demand, did Max
choose work to gain attention during his breaks. These results support the conclusion
that preferred stimuli may have been more reinforcing than adult attention since Max did
not continue to allocate his responses to work choices when he was required to complete
a port of the task.
During the component choice analysis for duration, length of time of the break
controlled Max’s choices, at least with respect to work and break choices, when he was
not required to complete any work. However, when Max was required to complete 50%
to 100% of the task to earn a longer break, Max rarely selected work and allocated all
choices in favor of break, despite the fact that he received a shorter break. These results
suggest that the duration of break time did not maintain Max’s choice responding when
the task was increased. Again, results of the effort analysis suggest that the most Max’s
response allocation was maintained with the inclusion of preferred stimuli during his task
break.
When Max chose work, in either 100% or 50% task demand conditions, he
always engaged in the task demand and completed the task requirement. These results
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indicate that the contingencies maintaining Max’s work choices also maintained his task
engagement following the choice. Throughout the entire effort analysis, Max never
exhibited within-session problem behavior. While engaging in within-session problem
behavior would have provided Max with a 10-s break (with no attention and toys), Max
allocated responses in favor of other response options in which he could maximize access
to other reinforcement dimensions (e.g., gaining access to high preference stimuli).

Edwin
Results of Edwin’s effort analysis also provide very important implications for the
design of an effective intervention for him and illustrate how responding can shift when
the task increases. During the component choice analysis for attention, Edwin allocated
responding in favor of the choice that resulted in HQR. However, during the effort
analysis for attention when the task was increased to 100%, Edwin never chose work and
allocated all of his choices to break, and when the task effort was at 50% of the task
demand, Edwin chose work some of the time and chose break the remaining time.
Simply put, as task demands increased in the effort analysis, Edwin’s response allocation
shifted away from work choices and he began allocating responses to the alternative
break response. On a few occasions during this experiment Edwin made choices that
resulted in no attention from the experimenter. In several of these sessions Edwin made
statements to recruit attention from the experimenter. For example, he said, “You can
still watch me,” “Did you see that?,” and “Wasn’t that cool?” In addition, Edwin
sometimes asked who was conducting the session for the day. While two different
experimenters conducted sessions throughout all experiments, no difference was noted in
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Edwin’s choice allocation relative to which experimenter was conducting the session.
Still, these comments indicate that adult attention may serve to be a reinforcing
component of the break contingency for Edwin. While attention in itself may not be the
most potent dimension of reinforcement as task demands increase, attention may still be
influential for Edwin’s choice allocation.
During the component choice analysis for duration, Edwin allocated his choices in
favor of the choice that resulted in a longer break. As the task increased to 100%,
Edwin’s work choices increased from 4% (Session 9) to 57% (Session 11) to 100%
(Session 13) across the phase. These results suggest that at first Edwin allocated his
responding to choices other than work, but over time, his response allocated shifted in
favor of work, suggesting that duration of break served as a critical reinforcement
dimension to maintain response allocation to work. It is possible that as Edwin
experienced the contingencies of reinforcement during this phase, his responding was
affected. Anecdotally, Edwin also made comments throughout this phase about the
amount of time he received for his breaks. These comments included statements, such as
“I really like it when it’s one minute,” and “10 seconds is so short!”
During the stimuli phase of the effort analysis, Edwin allocated all of his choices
in favor of the choice that resulted in preferred stimuli even when the task increased to
100%. These results were consistent with his choices in the component choice analysis
and suggest the presence of stimuli on break was an important dimension of
reinforcement for Edwin since his work choices were 100% despite the increased task
effort required to earn reinforcement. During the stimuli phase, the 50% task effort
condition was not conducted, because Edwin chose and completed work during the 100%

123
effort condition. It was predicted that he would make similar choices in the 50% effort
condition. Taken together, the results of the effort analysis suggest that Edwin’s response
allocation could be maintained with the inclusion of preferred stimuli during his task
break, and the duration of the break time.
When Edwin chose work, in either 100% or 50% task demand conditions, he
always engaged in the task and completed the task requirement. These results indicate
that the contingencies maintaining Edwin’s work choices also maintained his task
engagement following the choice. Within-session problem behavior only occurred in the
effort analysis in conditions in which problem behavior choices resulted in HQR
(Sessions 3, 12, and 14). These instances of within-session problem behavior occurred
exclusively in 10-s intervals in which Edwin made a problem behavior choice. These
results indicate that Edwin did not exhibit within-session problem behavior at high
occurrences even though it continued to receive reinforcement. Instead, results suggest
that Edwin allocated responses in favor of more adaptive responses that allowed him to
maximize reinforcement received.

Xander
Because Xander showed differential choice responding only in the stimuli phase
of the component choice analysis, this was the only condition for which the effort
analysis was conducted. During the component choice analysis, Xander selected the
response (work, break, or problem behavior) that received the preferred stimuli.
However, when task increased to 100%, Xander’s work choices decreased, and problem
behavior choices increased. When task effort was 50% of the task, Xander initially chose
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problem behavior the majority of the time he made choices (Session 8), but subsequently
chose work 100% of the time (Session 10). It is possible that as Xander experienced the
contingencies of reinforcement during this phase, his responding was affected. These
results suggest that as the task increased, especially to 100% of the task, access to stimuli
did not reliably maintain Xander’s work choices. Rather, his choices alternated between
work and problem behavior. It is interesting to note that break remained a response
option throughout the effort analysis, but rather than choosing break Xander continued to
choose problem behavior. In summary, as the task increased during the effort analysis,
Xander’s response allocation shifted and problem behavior choice became a more likely
response for Xander.
When Xander chose work during these sessions, he typically engaged in the task.
However, all of these sessions (Sessions 1, 6, 7, and 11) also included within-session
problem behavior while the work task was being completed. When the task was at 50%
of the task, task engagement was between 7% and 18% of intervals (Session 8 and 10,
respectively). Xander’s within-session problem behavior during Session 8 was highest
(47% of intervals) during this session during the entire effort analysis. So while results of
the effort analysis indicated that Xander chose work in 100%, 50%, and 0% task
conditions, task engagement and within-session problem behavior fluctuated throughout
these conditions.

Summary
The results of this experiment suggest that there is an interaction between the
quality of reinforcement received and the effort required to earn reinforcement. This
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interaction has been conceputalized in the “behavioral economics” literature. Hursh
(1980) asserted that no single rule, such as the matching law/theory, can explain all
choice behavior. The relation between task demand/effort and reinforcement value may
be more dynamic and complex than one single rule can account for. A careful
examination of the relationship between the demand itself and the relative reinforcement
received must be considered. In the present study, results of the effort analysis suggested
that as the task increased for participants, the reinforcement was not always enough to
maintain choice responding that was previously exhibited when demand requirements
were lower (i.e., as in the component choice analysis). These effects of increased effort
associated with increasing the task were highly idiosyncratic across participants and
results suggest that the interaction between the demand and the reinforcement may be a
crucial consideration when designing an intervention for participants with escapemaintained problem behavior. This is consistent with previous research (e.g., DeLeon,
Iwata, Goh, & Worsdell, 1997; Tustin, 1994) in which participant responding changed as
increasing effort was required to earn reinforcement. Similar to the present experiment,
results of those studies suggest that the efficacy of reinforcers may need to be evaluated
as effort requirements increase. It is possible that as the task increases, it may be
necessary to increase one of more dimensions of reinforcement further than what was
evaluated in this study. Future research should address these interactions in more detail.

Interaction with Tangibles

What is the percent of time that participants interact with high and medium
preferred stimuli when they are made available on breaks?
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The primary reason for examining the interaction with tangible items during all
three analyses was to provide some evidence that “high quality” stimuli were, indeed,
high quality and that “medium quality” stimuli were less “valuable” for the participants.
It was hypothesized that participants would demonstrate more interaction with high
preference stimuli, which might suggest they were more valued and would function as a
higher quality reinforcer, as compared to medium preference stimuli. For both Max and
Xander there was a clear difference in the percentage of available time that they
interacted with high preference tangible items as compared to the medium preference
tangible items. These results suggested that when high preference tangible items were
made available to Max and Xander, they interacted with these items for the majority of
the time, and that the forced choice preference assessments conducted throughout the
analyses may have provided a valid method for assessing preference for specific tangible
items and, therefore, “value” of these items as reinforcers.
In contrast, Edwin did not demonstrate a clear distinction in percentage of
interaction with highly preferred and medium preference tangible stimuli during the
choice analysis. He interacted with both types of stimuli at high levels. These results
may have a few implications. First, the medium preference tangible stimuli that were
used for Edwin in the component choice analysis may have been more highly preferred
by him than originally conceived to be from the forced choice preference assessments. A
forced choice preference assessment forces a ranked order of preference amongst the
stimuli that are used, and this order is relative to the stimuli that are presented in the
context of the assessment (Fisher et al., 1992). For Edwin, it is possible that the stimuli
ranked at a “medium quality” during these assessments may have still been highly
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preferred for him. This could explain why Edwin’s interaction with both medium and
high quality stimuli was fairly equivalent. Second, the presence of any stimuli during his
task breaks might have resulted in high percentages of interaction for Edwin because
interacting or playing with something may have been better than doing nothing for him.
While abbreviated forced choice preference assessments were conducted on a
continual basis throughout the study to assess ongoing preference for various stimuli,
formal data were not collected on these ongoing preference assessments. Instead, the
abbreviated preference assessments were used to select “high preference” stimuli for that
particular session. In the future, researchers analyzing quality of reinforcement with
respect to the presence of preferred stimuli may want to consider collecting formal data
on preference assessments and use them to compare with the interaction with tangibles
for participants.

Limitations

For purpose of this study, we conceptualized “quality” of negative reinforcement
as duration of task breaks and the inclusion of preferred stimuli and adult attention during
task breaks. This is consistent with the majority of the current research on “quality” of
negative reinforcement. For example studies completed by Golonka et al. (2000), Lalli
and Casey, (1996), and McComas et al. (2002) have all conceptualized increased
“quality” of negative reinforcement to include preferred stimuli during task breaks, and
thus have included preferred stimuli on breaks for participants with escape-motivated
problem behavior. These researchers all suggest that providing preferred stimuli and/or
adult attention can function to increase the quality of reinforcement for adaptive behavior
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when combined with task breaks. While these researchers examined the addition of
positive reinforcement to negative reinforcement contingencies (i.e., break from task
demands) for problem behaviors maintained by negative reinforcement, they did not
analyze the quality components of the negative reinforcement (i.e., the break) itself.
If a target behavior is maintained by negative reinforcement (i.e., escape from
tasks), it seems reasonable to assume that the duration of break time may be a quality
variable that could make the negative reinforcement contingency more potent or
reinforcing for some individuals. That is, a longer break may be more desirable than a
shorter break. The present study attempted to evaluate whether the duration of break
time was a reinforcement dimension or possible “quality” variable that would affect
participants’ responding. Max and Edwin both selected responses that resulted in longer
task breaks during Experiment 2 (Component Choice Analysis). These results suggested
that break duration was a reinforcement dimension that was functionally related to their
choice responding. For one participant (Max), this dimension of reinforcement was not
powerful enough to maintain choice allocation in favor of work when task demands
increased. However, for another participant (Edwin), a longer break contingent on work
choices and task completion (as compared to a shorter break for break mands or problem
behavior) was powerful enough to maintain choice allocation in favor of work. A third
participant (Xander) showed no sensitivity to break duration. It is possible that the
durations (i.e., 10 s, 30 s, and 1 min in the choice analysis; 10 s and 1 min in the
component choice analysis and effort analysis) utilized in the present study were not
distinct enough for some participants to differentiate between them. Also, a 1-min break
may not have been long enough to maintain work choices when effort increased, and the
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work task took the participant 10 to 15 min to complete. In future studies researchers
might examine additional durations of break, especially as task demands increase. For
example, it is possible that as the task increases, longer break durations could continue to
maintain choice allocation in favor of work. It seems clear that, at least for some
individuals, break duration does appear to be a variable that can influence choice
allocation.
It is important to note that including positive reinforcers during break or
increasing the duration of break may not be the only way to conceptualize “quality” of
negative reinforcement. Another way to conceptualize the quality of negative
reinforcement may be to examine the establishing operation (Laraway, Snycerski,
Michael, & Poling, 2003; Michael, 1982) of the task itself. An establishing operation is
any environmental event that alters the value of a stimulus as a reinforcer. In the case of
a negative reinforcement contingency, a break from a task is only reinforcing if the task
demand is aversive (or undesirable). The question arises as to whether negative
reinforcement is of higher quality if the task requirement is considered to be more
aversive than another task. That is, quality of reinforcement for task breaks may be
affected more by antecedent variables, such as the type of task required or the nature of
the required response, than by consequence variables, such as duration of break or
presence of other stimuli during the break. Currently, an assessment procedure that
allows for one to empirically evaluate “task aversiveness” does not exist. Future research
should address how hierarchies of task aversiveness can be developed so that the effects
of task aversiveness, in combination with reinforcement contingencies associated with
task completion, can be effectively evaluated.
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While the relative aversiveness of the task for each participant was assessed
within this study, the task were those were typically used in the participants’ school
settings, were reported to occasion problem behaviors, and were the tasks that occasioned
problem behavior in the contingent escape conditions of the functional analysis. Also, in
this study various levels of task requirements were examined within the context of the
effort analysis. Increasing the task requirements during the effort analysis changed the
schedules of reinforcement for the participants in that more responses were required to
earn reinforcement, thus the task demand increased. Increasing the overall amount of
work required to earn reinforcement (i.e., a leaner schedule of reinforcement) may also be
a way to conceptualize “aversiveness” or the task demand for an individual. While there
are other ways of conceptualizing the task demand (e.g., varying the response
requirement, increasing the responses required, increasing the effort of a response),
increasing the overall amount of work required to completed within the task is a critical
component for the task demand. Anecdotally, both Max and Edwin made verbal
comments throughout the effort analysis about the task level. On several occasions,
Edwin remarked that he liked doing only 2 sentences (i.e., 50% of the task) better. Prior
to commencing sessions, Max often asked whether he had to do 100%, 50%, or 0% of the
task, and he complained when he was told he would have to complete 100% of the task.
While Xander did not make verbal comments with respect to the task level, it was noted
during the final session of the effort analysis (Session 11), when he was required to
complete 100% of the task he stopped working after only 50% of the task. Moreover, he
attempted to fold his paper in half to display only 50% of the task. Increasing the task
not only increases the amount of the task that had to be completed to access reinforcers,
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but it also increases the delay to reinforcement. Delay to reinforcement thus becomes a
confounding variable that may have affected how participants allocated responding
during the effort analysis. These observations suggest that the participants considered
increased work to be more demanding and perhaps more aversive, which may establish a
higher “quality” of negative reinforcement. In future studies researchers might examine
the level of task demand for individuals as a way of conceptualizing the “quality” of
negative reinforcement, and examine how delay to reinforcement may also impact
responding across time and as tasks increase.
Another potential limitation of the study is the fact that the same task was used for
each participant throughout the study. It may be possible that over time the task itself
became less aversive to participants. This may be attributed to engaging in the task on a
repeated basis, having success with completing the task, practicing skills outside of
experimental sessions that assisted in the performance of the task demand within the
context of experimental sessions, and prompting and correction procedures used during
the experimental sessions. Jones, Lignugaris/Kraft, and Peterson (2007) suggested that
task demands “may not be an absolute or static concept” (p. 25). Variables, such as error
corrections, may also contribute to task demand. Data were collected on task
engagement within the context of the current study and not on other variables that may
have been related to task demand. Future research might examine other variables (e.g.,
prompting and error correction procedures; fluency and correctness on skill; practice
outside of experimental sessions) to determine if the task demand becomes less aversive
over time for any reason.
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Another limitation of the present study is the limited task levels examined in
Experiment 3 (Effort Analysis). Only three levels of the task (i.e., 0%, 50%, and 100%)
were implemented. This was done to help insure discriminability of the conditions for
the participants. However, these three levels of the task represent only a small sample of
the broad of a spectrum of the task. Perhaps changing the task in smaller increments
would have been useful. For example, perhaps it would have been beneficial to evaluate
participants’ choices, problem behavior, and appropriate behavior when additional levels
of the task were implemented (e.g., 25% or 75%). Furthermore, a progressive-ratio
schedule could have been implemented by increasing response requirements one at a time
either within or across sessions to identify the point at which the dimensions of
reinforcement being evaluated no longer had enough value or potency to maintain work
choices. Roane (2008) suggested that these “break points” can be used to evaluate
reinforcer potency (Roane). This type of assessment could be used to establish a formal
hierarchy of break points, which could be informative regarding the value of the various
dimensions of reinforcement evaluated in this study. Understanding how effort interacts
with the dimensions of reinforcement studied here may be critical for success in
interventions that involve increasing effort over time (e.g., stimulus fading). In future
experiments, researchers should address varying levels of the task demand within the
context of a concurrent schedules arrangement on the choice responding, problem
behavior, and appropriate behavior of participants. Other researchers (e.g., Perry &
Fisher, 2001; Roane, Falcomata, & Fisher, 2007; Roane, Lerman, & Vordran, 2001) have
investigated how increasing response requirements (or the effort required to perform a
task) relates to the reinforcement. While these investigations add to our understanding of
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the relationship of response allocation and reinforcement within a behavior economics
framework, the focus of these investigations is on the examination of tangible stimuli for
reinforcement contingencies (Perry & Fisher, 2001; Roane et al., 2001) and on the
occurrence of automatically reinforced problem behavior (Roane et al., 2007). In future
investigations, researchers could examine the effects of multiple levels of task effort on
choice allocation, appropriate behavior, and problem behavior when multiple dimensions
of reinforcement are considered (e.g., duration, stimuli, attention) for individuals with
escape-motivated problem behavior.
In Experiment 2 (component choice analysis) and Experiment 3 (effort analysis),
participants’ behavior was evaluated when the reinforcement dimensions of attention and
stimuli were either present or absent. It may be valuable to examine individuals’
behavior when there are varying levels of these reinforcement dimensions. An analysis
of these reinforcement dimensions may involve studying “medium” quality as well-similar to that the choice analysis (Experiment 1). Evaluating other levels of quality for
attention and stimuli in the component choice analysis and the effort analysis, may
provide more refined measures of individuals’ responding and provide suggestions for
enhanced interventions.
The present study did not implement treatment for problem behavior for
participants over a long period of time. While choice responding, appropriate behavior,
and problem behavior were examined within the context of three different experiments,
no long-term intervention was implemented for these participants in the study. Although
intervention recommendations were provided to the participants’ teachers based on the
findings of the study, it was not possible to formally study the effects of these
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interventions over a long period of time. Future studies might examine the long-term
effects of interventions based on the analyses conducted here and how these interventions
endure in naturalistic settings over time.
The present study only had three participants. Replication with other participants
may strengthen results and the generalization of findings to other individuals with similar
functions of problem behavior and similar presenting strengths and weaknesses.
Replication among individuals with other diagnoses or with children not being served
under the special education continuum may provide additional implications for how this
intervention may be applicable to other types of individuals. Similarly, the present study
evaluated the use of a concurrent schedules arrangement on choice responding, problem
behavior, and appropriate behavior for two participants with escape-maintained problem
behavior and one participant with problem behavior that was maintained by negative
reinforcement (escape from task demands) and positive reinforcement (access to
tangibles). Evaluating this intervention for other participants who may have multiply
maintained functions of problem behavior (i.e., escape, tangible, and attention) may
provide additional suggestions for the application of this intervention for individuals with
multiply maintained problem behavior.

Summary

This study was conducted across three experiments. Experiment 1: Choice
Analysis was conducted to examine choice responding, appropriate behavior, and
problem behavior when three reinforcement dimensions (i.e., duration, attention, and
stimuli) were varied simultaneously for three different response options and task demand
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levels remained at zero. Experiment 2: Component Choice Analysis was conducted to
examine choice responding, appropriate behavior, and problem behavior when three
reinforcement dimensions (i.e., duration, attention, and stimuli) were manipulated in
isolation for three different response options and task demand levels remained at zero.
Experiment 3: Effort Analysis was conducted to examine choice responding, appropriate
behavior, and problem behavior when three reinforcement dimensions (i.e., duration,
attention, and stimuli) were manipulated in isolation and task demand levels were
systematically increased (i.e., 0%, 50%, and 100%).
Three participants with varying disabilities and escape-motivated problem
behavior participated in the study. During the choice analysis, all three participants
demonstrated sensitivity in response allocation during the choice analysis. For all three
participants, results of the choice analysis demonstrated that differing qualities of stimuli,
attention, and duration can alter participants’ choices in favor of work or break choices
over problem behavior choices. While all three participants demonstrated sensitivity to
the reinforcement contingencies in the choice analysis, which reinforcement dimension
(i.e., stimuli, attention, or duration) was maintaining this responding was still unclear.
A multi-element design was implemented in the component choice analysis to
evaluate the effects of different quality stimuli (i.e., high preference and no stimuli),
quality attention (i.e., high quality/amount and no attention), and durations (i.e., 1-min
and 10-s breaks) of reinforcement in isolation on choice responding (between work,
break, and problem behavior), within-session problem behavior, and appropriate
behavior. Two participants demonstrated sensitivity in response allocation during all
phases (i.e., stimuli, attention, and duration) of the component choice analysis. One
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participant only demonstrated sensitivity to response allocation during the stimuli phase
of the component choice analysis. Results of the component choice analysis extended
findings of the choice analysis by examining the effects of the reinforcement dimensions
in isolation on choice responding, appropriate behavior, and problem behavior. In
addition, results of the component choice analysis suggested that manipulating
reinforcement dimensions in isolation may provide a clearer understanding of which
reinforcement dimension(s) maintains response allocation. While the component choice
analysis may have provided additional results on participants’ responding when
reinforcement dimensions were examined in isolation, work task demands still remained
at zero.
A multi-element design was implemented in the effort analysis to evaluate the
effects of different quality stimuli (i.e., high preference and no stimuli), quality attention
(i.e., high quality/amount and no attention), and durations (i.e., 1-min and 10-s breaks) of
reinforcement in isolation on choice responding (between work, break, and problem
behavior), within-session problem behavior, and appropriate behavior when task demand
requirements were increased (i.e., 0%, 50%, and 100%). Phases in which participants
demonstrated sensitivity to reinforcement contingencies in the component choice analysis
were implemented in the effort analysis. Results of the effort analysis for all participants
suggested that as task demands increased, some reinforcement dimensions did not
maintain their value as previously suggested by the component choice analysis when task
demands remained at 0%.
The results of the present study contribute to the literature on both choice making
and interventions for escape-maintained problem behavior by examining the use of a
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concurrent schedules arrangement in which three response options were available to
participants: work choice, break choice, and problem behavior choice. The first
experiment examined choice responding in the context of a concurrent schedules
arrangement when three reinforcement dimensions were varied together. The second
experiment examined choice responding in the context of a concurrent schedules
arrangement when three reinforcement dimensions were varied in isolation. The third
experiment examined choice responding in the context of a concurrent schedules
arrangement when three reinforcement dimensions were varied in isolation and task
demands were systematically increased. The present study suggests that quality of
reinforcement can be manipulated to effectively bias individuals’ responding in favor of
adaptive responses, and that the quality variables that impact choice responding may or
may not be related to the function of problem behavior. That is, positive reinforcers often
controlled choice responding when the sole function of problem behavior was escape.
However, further research is needed to understand how choice responding is impacted by
increasing demand requirements, as this study demonstrated that choice responding was
idiosyncratically affected by changing task demands. Further research is also needed on
other variables related to task aversiveness, such as type of task, difficulty of task, error
corrections used, to better understand the relation between task aversiveness/effort and
reinforcement available for response alternatives.
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Idaho State University
Human Subjects Committee
Informed Consent Form for Non-Medical Research
CONSENT TO PARTICIPATE IN RESEARCH
Choice Making for Children
Your child is asked to participate in a research study conducted by Stephanie M.
Peterson, Ph.D., Associate Professor (Campus Box 8059, Idaho State University,
Pocatello, ID, 83271, 208-282-3552, peteste4@isu.edu) from the Special Education
Program in the Department of Educational Learning and Development at Idaho State
University. Your child has been asked to participate in this research because he/she has a
documented disability and displays problem behavior when he/she is asked to complete
difficult tasks. This is a 3-year study, and a minimum of 12 to 18 children will
participate in the study over the course of 3 years. Your consent for your child’s
participation in this research project is voluntary. You should read the information below,
and ask questions about anything you do not understand, before deciding whether or not
to participate.
1. PURPOSE OF THE STUDY
The purpose of this project is to work with children who have disabilities and problem
behavior. The goal is to help these students display less problem behavior, better
communication skills, complete more classroom tasks, and make better choices by
providing higher quality rewards for choosing to complete work than to communicate
that a break is desired or to engage in problem behavior.
2. PROCEDURES
If you agree to allow your child to participate in this study, we would ask him/her to do
the following things:
Initial Assessments
We would first conduct what is called a “functional behavior assessment.” This is an
assessment that identifies the purpose of problem behavior. We are looking for children
who engage in problem behavior to get out of doing challenging tasks. If we find this is
at least one purpose of your child’s problem behavior, he/she can then progress to the
next step of the study. If your child does not engage in problem behavior to get out of
doing challenging tasks, then he/she will not be able to continue participating in the
study. However, we will try to provide you and your child’s teacher with suggestions for
alternative interventions if you would like us to.
After the functional behavior assessment, we will conduct another assessment, called a
“preference assessment,” to identify your child’s favorite things—things he/she might
like to work for in additional parts of the study.
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Neither of these assessments is considered to be experimental in nature. They are
considered best practice in special education and are important steps to developing good
interventions for problem behavior.
Communication Instruction
Then, we will teach your child how to communicate that he/she would like to take a
break from his/her work. Even if your child can already talk, it is important to do this
step so that we know your child knows what to say if he/she wants a break from a
classroom task.
This procedure is not experimental either. It is a standard intervention for children who
have problem behavior. However, what typically happens at this point is that children
begin asking for breaks frequently and don’t get a whole lot of work done. Even though
the intervention is effective at decreasing problem behavior, children sometimes don’t
learn new skills because they are on “break” all the time. This can be frustrating to
teachers, who want to teach children new skills. That is where this research project
comes in.
After we teach your child a communication response, we will then see what happens
when the communication response is no longer available to him/her and see if he/she will
comply with one step of a task demand. This is to see if your child’s problem behavior
will persist if they are now receiving reinforcement for task compliance.
This procedure is not experimental either. It is a standard intervention for children who
have problem behavior. It is possible that your child’s problem behavior may decrease or
it is possible that your child may exhibit similar behavior to the initial assessments we
conducted prior to this phase.
Choice-Making Instruction
Next, we would like to teach your child to make good choices. When we present your
child with a task to complete, he/she will have three choices: to engage in problem
behavior (which he/she is already doing), to ask for a break, or to complete the task. We
will try to make the choice of task completion the most rewarding. We will do this by
providing longer, more desirable breaks for this choice. Your child will get a break as
well as access to highly preferred items if he/she decides to do a little bit of the task. If
your child asks for a break instead of completing work, we will still provide a break, but
the break will be shorter and the items we provide will not be very highly preferred. If
your child engages in problem behavior, he/she will also receive a break, but it will be
really short, and there will be no preferred items available. Over time, we will slowly
increase the amount of work your child must do in order to get the bigger, better reward.
We will observe what happens as the work increases.
This is the experimental portion of our project. We are not sure what exactly your child
will choose. In our pilot research, children have typically chosen to do their work, take
very few breaks, and engage in little problem behavior. However, we aren’t sure if this
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will continue. That is part of the purpose of this research…to see if we will obtain these
results again.
At some time, we may also change things up a little. For example, sometimes we might
provide a longer break with preferred items for choosing “break” instead of “work.” We
would do this to see if your child was, indeed, choosing to do his/her work because of the
breaks we associated with it. If that is the case, we would go back to providing longer
and better breaks for choosing work rather than break. Also, we may remove choices all
together at some point and simply ask your child to do some work in order to earn a break
with preferred activities, just to see if the act of making a choice is important.
Follow Up
After we complete the choice-making assessment with your child, we will provide
recommendations for your child’s teacher as to how he/she can use this information in
his/her classroom to help your child do better. If you like, we can also provide
suggestions for you to use at home. We will continue to follow your child’s progress
throughout the remainder of the project to see if there are any adjustments we need to
make to the recommended intervention.
Assignment to Study Groups
There are two groups of participants in this study, both of which receive two different
interventions. The only difference between the groups is which intervention the children
receive first. Children are assigned to groups in a semi-random fashion (i.e., by a coin
flip; there must be an even number in each group, so if half of the children have already
been assigned to one group, the remaining children enrolled will be placed in the other
group). Children in one group will receive an intervention where choices are available
first, while children in the other group will receive an intervention where choices are not
available first. This is done to find out if choice is an important part of the intervention.
Assuming it is, intervention that includes choices will be implemented at the end of the
study.
Length of Time for Participation and Location of Research
Your child will participate in this project for up to 3 years (depending on when you enroll
the child in the project). During the initial parts of the study, when we do our
assessments and experimental analyses, a member of the project staff will work directly
with your child one to three times per week. Each session will last approximately one
hour. The project staff will work with your child’s teacher to determine a time during
which we can work with your child that does not interfere with his/her school day.
The assessments and experimental sessions will be conducted in your child’s school. We
will conduct sessions either in a quiet corner of your child’s classroom or in an empty
classroom in the school.
As your child completes the experimental portions of the study and we do follow-up
sessions, we will work with your child and his/her teacher less frequently. At first, we
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will follow your child once a week, then every other week, then monthly, and so on until
the project is completed. These sessions will also be conducted in your child’s classroom
at school.
3. POTENTIAL RISKS AND DISCOMFORTS
The risks to your child for participating in this project are minimal. All of the
intervention procedures to be used as part of this study are commonly implemented in
schools. What is unique is the combination of interventions used in this study.
Assessment and Intervention Risks
During the functional behavior assessment, your child will be asked to complete some
difficult classroom tasks. Problem behavior is expected during this assessment, so there
is some risk that your child might hurt himself or someone else, depending on the type of
problem behavior he/she has. For example, if your child typically bangs his/her head on
the table when he/she is asked to perform an academic task, then he might bang his head
on the desk during our assessment. We will do our best to block these behaviors to
prevent any injury to your child or others during the assessment. If your child displays
problem behavior that is so severe that we are concerned for his/her safety, we will
immediately terminate the session.
We do not expect much problem behavior when we begin the intervention phase of the
study; however, it is possible that your child may engage in problem behavior at this time
as well. Again, we will do our best to block serious and/or dangerous behaviors, and we
will terminate any sessions if we are concerned for your child’s safety.
Another inconvenience your child might experience is a loss of instructional time in the
classroom when he/she is removed to participate in research sessions. We will work
closely with your child’s teacher so that he/she is removed from the classroom during a
time when loss of instruction will be minimized.
Also, during both the assessment and intervention phases of the study, we will ask your
child to complete classroom tasks. Your child may not like these tasks. This is to be
expected, given that children who participate in this project engage in problem behavior
to get out of doing classroom tasks. Therefore, your child may not like all of the tasks
he/she is asked to complete during our sessions.
Financial Risks
In the unlikely event that your child should be injured during an experimental session, we
will notify you of the injury and you will be responsible for any financial expenses
incurred by the need for medical care. You may choose to seek financial compensation
for such injuries through the court system. If your child injures a project staff member
(for example, because your child is aggressive), Idaho State University will cover
financial expenses incurred by the need for medical care.
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Other Risks
The research procedures may involve risks that are currently unforeseeable.
4. ANTICIPATED BENEFITS TO SUBJECTS
We hope that this project will benefit your child because it will result in effective
treatment of your child’s problem behavior. However, given that some of the procedures
used in this study are experimental in nature, we don’t know for sure if this will occur.
All of the procedures being used in this study are well researched and have been shown to
be very effective for treating problem behavior. We will combine some of these highly
effective procedures in new ways to hopefully maximize the benefits of each procedure.
We hope that your child will show improved communication skills and more time ontask. Another benefit that your child will receive as a result of his/her participation will
be—at no cost to you or the school—an in-depth functional behavior assessment for
his/her problem behavior. An in-depth functional behavior assessment is an important
step in finding an effective intervention for problem behavior.
5. ANTICIPATED BENEFITS TO SOCIETY
This study is important to society because it may show the effectiveness of combining
and modifying two commonly used interventions (functional communication training and
reinforcing compliance to slowly increasing task demands). When used separately, these
interventions typically involve the use of extinction, which is the withholding of
reinforcement when problem behavior occurs. For example, if a child engages in
problem behavior to get out of doing his work, extinction would mean making sure the
child does not get to leave the work until it is finished. Extinction can produce
undesirable effects. For example, sometimes the problem behaviors actually get worse
initially with extinction. This project will attempt to combine functional communication
training and reinforcing compliance without using extinction. Thus, the intervention
should produce an increase in good behaviors (communication and compliance) and a
decrease in problem behavior, without the undesirable side effects of extinction. On a
scientific level, this study may add to our understanding of how different rewards affect
choices between task compliance, communication, and problem behavior when
instructional demands are placed on children. On a practical level, this study may
produce a new intervention strategy that is very beneficial for children.
6. ALTERNATIVES TO PARTICIPATION
If you do not wish to enroll your child in this project, there are other alternative
interventions that may be useful for them. You should consider asking your child’s
teacher to hold a multidisciplinary team meeting to discuss your child’s behavior
problems. This team consists of professionals from a number of different areas who can
conduct similar assessments and make intervention recommendations. This team can
also discuss changes in educational placement and/or programming that may be useful for
you.
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You could also discuss your child’s behavioral problems with your pediatrician. Your
pediatrician might be able to refer you to another doctor who may be able to provide
medications that could be helpful to your child.
7. PAYMENT FOR PARTICIPATION
There is no payment for your child’s participation in this project.
8. FINANCIAL OBLIGATIONS
There are no financial obligations that you will incur as a result of enrolling your child in
this project.
9. PRIVACY AND CONFIDENTIALITY
The only people who will know that your child is a research participant are members of
the research team and your child’s teacher. No information about your child, or
information learned about your child during the research, will be disclosed to others
without your written permission, except (a) if necessary to protect our rights or welfare
(for example, if you are injured), or (b) if required by law.
It is important to note that all data collected during this project will be done so via
videotapes. All of our research sessions will be videotaped. These videos will be viewed
later by research staff and coded for data collection. These videotapes will be stored on
the project’s computers for short-term use. For long-term storage, the videotapes and any
data files will be transferred to CD-ROMs. All videos, CD-ROMs, and data collected as
part of the project will be stored in a locked cabinet in a locked office that only project
staff members have keys to. At the end of the project, all CD-ROMs and data will be
shredded, unless the data are submitted for publication to a scholarly journal. If data are
published in a journal, we will maintain the records for 7 years after publication for
verification purposes. After 7 years, the data and CD-ROMs will be shredded.
When the results of the research are published or discussed in conferences, no
information will be included that would reveal your child’s identity. We also plan to
develop some educational materials from this project to teach other teachers how to use
the procedures we are studying. If photographs, videos, or audiotape recordings of your
child will be used for educational purposes, we will seek your written permission to do
so. You are free to withhold consent for such activities without jeopardizing your child’s
participation in the project. Prior to releasing such photographs, videos, or audiotapes,
we will be happy to show them to you so that you may see/listen to them prior to
providing your permission for us to use them for educational purposes. We will not
disclose any personally identifiable information on these tapes (such as the name of the
school, the town that the school is in, etc.). After you have viewed the videotapes, we
will ask you to sign a form that indicates you give permission for us to use them.
10. PARTICIPATION AND WITHDRAWAL
Your consent for your child’s participation in this research is VOLUNTARY. If you
choose not to have your child participate, that will not affect your relationship with Idaho
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State University, or your right to receive services at Idaho State University to which you
are otherwise entitled. If you decide to participate, you are free to withdraw your consent
and discontinue participation at any time without prejudice to your future at Idaho State
University.
11. IDENTIFICATION OF INVESTIGATORS
In the event of a research related injury or if you experience an adverse reaction, please
immediately contact one of the investigators listed below. If you have any questions
about the research, please feel free to contact Dr. Stephanie M. Peterson, Campus Box
8059, Idaho State University, Pocatello, ID, 83271, 208-282-3552 or 208-282-4149, or
peteste4@isu.edu.
12. RIGHTS OF RESEARCH SUBJECTS
You may withdraw your consent for your child’s participation at any time and
discontinue participation without penalty. You are not waiving any legal claims, rights or
remedies because of your child’s participation in this research study. If you have any
questions regarding your child’s rights as a research participant, you may contact the
Human Subjects Committee office at 282- 3811 or by writing to the Human Subjects
Committee at Idaho State University, Campus Box 8056.
SIGNATURE OF PARENT OF RESEARCH PARTICIPANT OR LEGAL
REPRESENTATIVE
I have read (or someone has read to me) the information provided above. I have been
given an opportunity to ask questions, and all of my questions have been answered to my
satisfaction. I have been given a copy of the informed consent form.
BY SIGNING THIS FORM, I WILLINGLY AGREE TO MY CHILD’S
PARTICIPATION IN THE RESEARCH IT DESCRIBES.
___________________________________________________
Name of Research Participant
___________________________________________________
Name of Parent/Guardian
___________________________________________________
Signature of Parent/Guardian
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Appendix C
Script for Obtaining Informed Consent

159

Idaho State University
Human Subjects Committee
Script for Obtaining Informed Consent
“Hello (name). I am (name) and I am a member of the project staff for a grant project at
Idaho State University. I believe (name) talked to you about this project and that you
stated you were interested in the project. I am calling to give you more information about
the project. Would you like to discuss the project on the telephone, or would you like to
meet in person to discuss the project further?
The purpose of this project is to work with children who have disabilities and problem
behavior. The goal is to help these students display less problem behavior, better
communication skills, complete more classroom tasks, and make better choices. The
steps of the project are to first gain parental permission for children to participate. If you
would like your child to participate, we would first conduct what is called a “functional
behavior assessment.” This is an assessment that identifies the purpose of problem
behavior. We are looking for children who engage in problem behavior to get out of
doing challenging tasks. If this is at least one purpose of your child’s problem behavior,
he/she can then progress to the next step of the study. If your child does not engage in
problem behavior to get out of doing challenging tasks, then he/she will not be able to
continue participating in the study. However, we will try to provide you and your child’s
teacher with suggestions for alternative interventions if you would like us to. Do you
have any questions so far?
After the functional behavior assessment, we will conduct another assessment to identify
your child’s favorite things—things he/she might like to work for in additional parts of
the study. Then, we will teach your child how to communicate that he/she would like to
take a break from his/her work. What typically happens at this point is that children
begin asking for breaks frequently and don’t get a whole lot of work done. That is where
the research project comes in.
We would then like to teach your child to make choices. When we present your child
with a task to complete, he/she will have three choices: to engage in problem behavior
(which he/she is already doing), to ask for a break, or to complete the task. We will try to
make the choice of task completion the most rewarding. We will do this by providing
longer, more desirable breaks for this choice. Your child will get a break as well as
access to highly preferred items if he/she decides to do a little bit of the task. If your
child asks for a break instead of completing work, we will still provide a break, but the
break will be shorter and the items we provide will not be very highly preferred. If your
child engages in problem behavior, he/she will also receive a break, but it will be really
short, and there will be no preferred items available. In our pilot research, this has
typically resulted in children choosing to do their work, taking few breaks, and engaging
in little problem behavior. However, we aren’t sure if this will continue. That is part of
the purpose of this research…to see if we will obtain these results again. Do you have
any questions so far?
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At some time, we may also change things up a little. For example, sometimes we might
provide a longer break with preferred items for choosing “break” instead of “work.” We
would do this to see if your child was, indeed, choosing to do his/her work because of the
breaks we associated with it. If that is the case, we would go back to providing longer
and better breaks for choosing work rather than break. Also, we may remove choices all
together at some point and simply ask your child to do some work in order to earn a break
with preferred activities, just to see if the act of making a choice is important. Do you
have any questions or concerns about the project that I can address?
Do you think you are interested in having your child participate in the project?”
When seeking parental consent for participation in the project, the PI and/or the project
coordinator will follow this script and will address any questions that arise. The project
coordinator will be competent to answer questions regarding the project as she will be in
charge of coordinating all activities of the project. Thus, she will be knowledgeable
about all aspects of the project.
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Appendix F
Max’s Initial Analyses
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Appendix G
Edwin’s Initial Analyses
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Appendix H
Xander’s Initial Analyses
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Appendix I
Interobserver Agreement for all Participants
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Interobserver Agreement for Max
________________________________________________________________________
Phase
Session
+/-/0
Choice
Overall
Access
Interaction
IOA
IOA
IOA
Time
Duration
IOA
IOA
________________________________________________________________________
Choice
Analysis

1
2
4
8

100.00
100.00
100.00
100.00
100.00
100.00
100.00
85.71
M=100.00 M=95.83

100.00
100.00
100.00
98.13
M=99.52

99.61
99.76
99.84
99.22
M=99.61

99.89
99.66
99.92
98.78
M=99.56

Component
Choice
Analysis

1
2
8
9
10
15
16
19
20
24
26

100.00
100.00
100.00
84.62
100.00
100.00
100.00
89.47
100.00
83.33
100.00
100.00
100.00
85.71
100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00
M=100.00 M=93.38

100.00
98.10
100.00
96.92
98.04
100.00
98.13
100.00
100.00
100.00
100.00
M=99.13

99.30
99.65
99.64
98.02
**
99.97
99.79
99.45
99.64
95.16
99.65
M=99.03

99.80
99.41
99.33
99.50
**
99.89
99.92
99.49
99.13
95.44
99.99
M=99.19

Effort
Analysis

1
2
3
6
7
11

100.00
100.00
100.00
99.22
99.93
100.00
--100.00
----100.00
100.00
100.00
91.66
88.70
100.00
86.67
98.11
**
**
96.67
100.00
100.00
99.69
99.93
98.89
100.00
99.04
98.90
99.70
M=99.26 M=94.87
M=98.98
M=97.37
M=97.07
________________________________________________________________________
Note: Overall IOA is for +/-/0 and choices.
--- Indicates no opportunity because a choice was never made.
** Indicates no opportunity because the choice made did not result in access to tangible
stimuli.
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Interobserver Agreement for Edwin
________________________________________________________________________
Phase
Session
+/-/0
Choice
Overall
Access
Interaction
IOA
IOA
IOA
Time
Duration
IOA
IOA
________________________________________________________________________
Choice
Analysis

1

100.00

100.00

100.00

4

100.00

100.00

100.00

7
10

100.00
100.00
100.00
100.00
M=100.00 M=100.00

100.00
100.00
M=100.00

Component
Choice
Analysis

3
7
8
13
14
17
21
22
23

100.00
100.00
98.86
83.33
100.00
100.00
100.00
85.71
97.78
85.71
100.00
85.71
97.78
84.62
100.00
85.71
100.00
100.00
M=99.38 M=89.83

100.00
97.00
100.00
98.08
96.15
98.08
96.12
98.08
100.00
M=98.16

Effort
Analysis

2
3
8
10
15
16

99.41
99.98
98.21*
97.41*
99.72
99.39
99.78*
98.93*
99.15
99.52
98.36
99.07
M=99.16
M=99.49
M=98.86* M=98.57*
99.77
99.69
99.77
99.97
99.87
99.94
99.76
99.52
99.43
M=99.75

99.52
99.52
99.86
99.67
99.67
99.88
99.45
99.67
99.59
M=99.65

100.00
85.71
98.08
99.51
99.78
100.00
100.00
100.00
99.77
99.63
98.89
100.00
98.99
99.94
99.49
100.00
100.00
100.00
99.55
99.90
100.00
85.71
98.08
95.87
99.63
100.00
100.00
100.00
99.48
99.87
M=99.81 M=94.03 M=99.18
M=99.02
M=99.72
________________________________________________________________________
Note: Overall IOA is for +/-/0 and choices.
* Indicates percentages for IOA sessions in which interaction with medium quality
tangible stimuli occurred.
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Interobserver Agreement for Xander
________________________________________________________________________
Phase
Session
+/-/0
Choice
Overall
Access
Interaction
IOA
IOA
IOA
Time
Duration
IOA
IOA
________________________________________________________________________
Choice
Analysis

3
5
7

Component
Choice
Analysis

1
3
8
10
12
13
20
21
25

Effort
Analysis

4
5
9
10

100.00
100.00
96.88

100.00
100.00
83.33

100.00
100.00
94.74

M=98.93

M=92.86

M=98.14

99.54
99.07
97.05
97.77
99.19
99.89
99.95*
99.51*
M=98.43
M= 99.07

100.00
100.00
100.00
100.00
98.89
93.33
100.00
100.00
100.00
86.67
100.00
84.62
100.00
92.98
100.00
85.19
100.00
82.61
M=99.88 M=90.96

100.00
100.00
98.10
100.00
98.10
97.80
97.28
96.58
96.46
M=98.18

98.83
97.63
99.68
97.23
97.92
97.25
99.19
93.31
98.91
M=97.77

98.28
99.25
99.53
98.45
98.08
96.69
99.15
95.43
98.47
M=98.15

100.00
100.00
100.00
99.99
99.80
96.67
88.24
96.33
99.51
99.61
98.89
100.00
99.05
99.81
99.88
97.78
100.00
98.04
99.67
99.94
M=98.33 M=96.55
M=98.09
M=99.75
M=99.81
________________________________________________________________________
Note: Overall IOA is for +/-/0 and choices.
* Indicates percentages for IOA sessions in which interaction with medium quality
tangible stimuli occurred.

Appendix J
Treatment Integrity for All Participants

Treatment Integrity for Max
________________________________________________________________________
Phase
Session
Treatment Integrity
Treatment Integrity
Score
IOA Score
________________________________________________________________________
Choice
Analysis

3
4
8

80.00
100.00
100.00
M= 92.31

100.00
----M=100.00

Component
Choice
Analysis

4
6
12
16
17
21
22
25
26
28

100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00
M=100.00

100.00
------100.00
100.00
------100.00
M=100.00

Effort
Analysis

6
8
9
10
11

100.00
--100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00
M=100.00
M=100.00
________________________________________________________________________
--- Indicates sessions in which IOA was not scored.
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Treatment Integrity for Edwin
________________________________________________________________________
Phase
Session
Treatment Integrity
Treatment Integrity
Score
IOA Score
________________________________________________________________________
Choice
Analysis

3
4
9
11

100.00
100.00
100.00
100.00
M= 100.00

--100.00
--85.71
M= 91.67

Component
Choice
Analysis

2
5
6
10
11
15
16
19
24

100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00
M=100.00

--100.00
----100.00
------100.00
M= 100.00

Effort
Analysis

1
5
6
7
11
12

100.00
--80.00
100.00
100.00
100.00
100.00
100.00
80.00
100.00
100.00
100.00
M= 92.31
M=100.00
________________________________________________________________________
--- Indicates sessions in which IOA was not scored.

Treatment Integrity for Xander
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________________________________________________________________________
Phase
Session
Treatment Integrity
Treatment Integrity
Score
IOA Score
________________________________________________________________________
Choice
Analysis

1
3
5

100.00
100.00
100.00
M= 100.00

100.00
----M=100.00

Component
Choice

5
6
7
11
14
15
17
18
23

80.00
80.00
83.33
100.00
100.00
80.00
100.00
100.00
80.00
M=89.13

--100.00
------100.00
--100.00
--M=100.00

Effort
Analysis

1
3
4
5

83.33
100.00
83.33
100.00
100.00
100.00
85.71
100.00
M=86.96
M=100.00
________________________________________________________________________
--- Indicates sessions in which IOA was not scored.

Appendix K
Interaction with Tangible Stimuli for all Participants

Interaction with Tangible Items for Max During Choice Analysis
_______________________________________________________________________
Quality
Session
Access
Interaction
% of Interaction
Time
Duration
________________________________________________________________________
High

1*
2*
3
4*
5
6
7
8*
9

Medium

1*
2*
3
4*
5
6
7
8*
9

750.25
792.53
758.44
768.38
677.19
821.71
797.43
843.84
826.80
M=781.84

727.78
777.51
742.24
756.98
666.58
807.54
780.83
826.54
808.07
M= 766.01

97.00
98.10
98.86
98.52
98.43
98.28
97.92
97.95
97.73
M=97.98

------------36.57
2.03
5.55
------------------37.72
24.82
65.80
------------M=37.15
M=13.43
M=36.15
________________________________________________________________________
* Indicates sessions in which interobserver agreement was conducted.
--- Indicates no opportunity because choice associated with medium quality tangible
stimuli never occurred.
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Interaction with Tangible Items for Max During Component Choice Analysis
______________________________________________________________________
Session
Access
Interaction
% of Interaction with
Time
Duration
High Quality Stimuli
________________________________________________________________________
1*
2*
3
4
5
6
7
8*
9*
10*
11
12
13
14
15*
16*
17
18
19*
20*
21
22
23
24*
25
26*
27
28

802.59
784.86
97.79
788.45
775.02
98.30
550.65
519.29
94.30
786.74
778.50
98.95
685.35
636.50
92.87
848.29
833.92
98.31
817.43
804.40
98.41
794.69
782.39
98.45
683.06
663.33
97.11
------426.00
417.97
98.12
719.19
700.02
97.33
789.05
776.89
98.46
881.33
860.99
97.70
68.44
67.28
98.31
838.26
807.48
96.33
862.87
850.19
98.53
861.90
851.29
98.77
816.27
808.17
99.01
822.78
810.23
98.47
826.65
812.64
98.31
822.50
798.51
97.08
793.50
785.17
98.95
784.49
766.63
97.72
837.00
823.87
98.43
864.13
849.30
98.28
844.05
827.57
98.05
861.05
849.94
98.71
M=758.40
M=742.31
M=97.88
________________________________________________________________________
Note: Only high quality stimuli were presented during this analysis.
* Indicates sessions in which interobserver agreement was conducted.
--- Indicates no opportunity because choice associated with high quality tangible stimuli
never occurred.
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Interaction with Tangible Items for Max During Effort Analysis
______________________________________________________________________
Session
Access
Interaction
% of Interaction with
Time
Duration
High Quality Stimuli
________________________________________________________________________
1*
2*
3*
4
5
6*
7*
8
9
10
11*
12
13
14
15
16

862.97
855.68
99.16
------169.35
164.57
97.18
233.50
226.06
96.81
------------213.91
205.26
95.96
864.14
853.16
98.73
859.76
848.39
98.68
861.08
852.40
98.99
212.98
210.87
99.04
768.92
744.49
96.82
771.48
749.67
97.17
888.48
867.97
97.69
602.66
579.17
92.62
651.87
644.52
98.87
M= 612.39
M=606.80
M=99.09
________________________________________________________________________

Note: Only high quality stimuli were presented during this analysis.
* Indicates sessions in which interobserver agreement was conducted.
--- Indicates no opportunity because choice associated with high quality tangible stimuli
never occurred.
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Interaction with Tangible Items for Edwin During Choice Analysis
_______________________________________________________________________
Quality
Session
Access
Interaction
% of Interaction
Time
Duration
________________________________________________________________________
High

1*
2
3
4*
5
6
7*
8
9
10*
11

Medium

1*
2
3
4*
5
6
7*
8
9
10*
11

693.78
778.35
780.41
685.19
767.52
761.68
752.07
745.90
755.87
764.94
793.83
M=752.69

650.47
748.28
744.24
660.47
734.37
730.03
734.27
723.48
735.58
719.01
775.56
M=723.25

97.76
96.14
95.37
96.39
95.68
95.84
97.63
96.99
97.32
94.00
97.70
M=96.09

41.28
36.85
96.14
------------79.86
74.69
93.53
------------------------------------------M=60.57
M=55.77
M=92.08
________________________________________________________________________

* Indicates sessions in which interobserver agreement was conducted.
--- Indicates no opportunity because choice associated with medium quality tangible
stimuli never occurred.
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Interaction with Tangible Items for Edwin During Component Choice Analysis
______________________________________________________________________
Session
Access
Interaction
% of Interaction with
Time
Duration
High Quality Stimuli
________________________________________________________________________
1
2
3*
4
5
6
7*
8*
9
10
11
12
13*
14*
15
16
17*
18
19*
20
21*
22*
23*
24
25
26
27

79.02
69.16
87.52
764.26
750.78
98.24
778.41
752.71
96.70
757.18
745.23
98.42
774.08
755.30
97.57
770.59
760.53
98.69
766.15
745.85
97.35
782.05
754.49
96.48
859.81
849.89
98.85
864.50
857.61
99.20
863.71
835.52
96.74
776.12
762.94
98.30
868.59
838.10
96.49
790.04
767.48
97.14
861.85
849.49
98.57
855.90
845.81
98.82
872.82
857.10
98.20
802.75
797.03
99.29
861.01
849.91
98.71
869.32
860.95
99.04
828.86
813.19
98.11
867.12
843.30
97.25
811.66
791.80
97.55
857.44
846.85
98.76
771.73
759.05
98.36
856.34
846.35
98.83
866.98
857.20
98.87
M=795.49
M= 780.13
M=98.07
________________________________________________________________________
Note: Only high quality stimuli were presented during this analysis.
* Indicates sessions in which interobserver agreement was conducted.
--- Indicates no opportunity because choice associated with high quality tangible stimuli
never occurred.
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Interaction with Tangible Items for Edwin During Effort Analysis
______________________________________________________________________
Session
Access
Interaction
% of Interaction with
Time
Duration
High Quality Stimuli
________________________________________________________________________
1
2*
3*
4
5
6
7
8*
9
10*
11
12
13
14
15*
16*

877.28
863.64
98.45
854.81
827.37
96.79
805.26
769.42
95.55
176.97
170.10
96.12
558.50
535.05
95.80
859.08
845.43
98.41
859.65
842.91
98.05
590.87
576.77
97.61
515.56
491.32
95.30
869.15
848.92
97.67
237.96
232.69
97.79
817.48
808.53
98.91
204.73
195.98
95.73
810.75
803.91
99.16
884.01
832.67
94.19
135.01
133.29
98.73
M=628.57
M=611.13
M=97.23
________________________________________________________________________

Note: Only high quality stimuli were presented during this analysis.
* Indicates sessions in which interobserver agreement was conducted.
--- Indicates no opportunity because choice associated with high quality tangible stimuli
never occurred.
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Interaction with Tangible Items for Xander During Choice Analysis
_______________________________________________________________________
Quality
Session
Access
Interaction
% of Interaction
Time
Duration
________________________________________________________________________
High

1
2
3*
4
5*
6
7*
8
9

Medium

1
2
3*
4
5*
6
7*
8
9

715.68
766.67
827.84
746.40
743.24
665.53
423.75
832.84
811.80
M=725.97

686.30
754.67
816.95
740.47
732.60
652.51
416.23
820.52
799.76
M=713.33

95.89
98.43
98.68
99.21
98.57
98.04
98.23
98.52
98.54
M=98.26

33.28
11.16
33.53
------------42.81
36.72
85.77
------40.15
22.53
56.11
310.62
196.35
63.21
------------M=106.72
M=66.69
M=62.49
________________________________________________________________________

* Indicates sessions in which interobserver agreement was conducted.
--- Indicates no opportunity because choice associated with medium quality tangible
stimuli never occurred.

218

Interaction with Tangible Items for Xander During Component Choice Analysis
______________________________________________________________________
Session
Access
Interaction
% of Interaction with
Time
Duration
High Quality Stimuli
________________________________________________________________________
1*
2
3*
4
5
6
7
8*
9
10*
11
12*
13*
14
15
16
17
18
19
20*
21*
22
23
24
25*
26
27

778.22
768.68
98.77
------722.71
709.42
98.16
258.82
254.10
98.18
225.69
222.85
98.74
775.57
768.41
99.08
644.67
618.73
95.98
833.00
822.67
98.76
517.69
510.79
98.67
872.42
863.45
98.97
874.23
868.26
99.32
812.94
802.93
98.83
762.26
750.54
98.46
879.18
871.29
99.10
781.62
775.95
99.27
884.21
877.51
99.24
880.58
873.67
99.22
884.69
876.92
98.56
844.01
834.55
98.88
828.88
803.19
96.90
884.03
859.99
97.28
830.42
807.92
97.29
884.59
875.41
98.96
874.42
863.55
98.76
929.81
914.77
98.38
835.89
813.32
97.30
781.64
731.97
93.65
M=773.93
M=759.26
M=98.10
________________________________________________________________________
Note: Only high quality stimuli were presented during this analysis.
* Indicates sessions in which interobserver agreement was conducted.
--- Indicates no opportunity because choice associated with high quality tangible stimuli
never occurred.
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Interaction with Tangible Items for Xander During Effort Analysis
______________________________________________________________________
Session
Access
Interaction
% of Interaction with
Time
Duration
High Quality Stimuli
______________________________________________________________________
1
2
3
4*
5*
6
7
8
9*
10*
11

402.46
396.59
98.54
------840.77
820.95
97.64
865.66
852.45
98.47
751.33
743.18
98.92
142.79
139.84
97.93
282.88
280.99
99.33
191.68
189.81
99.02
805.87
800.81
99.37
596.47
590.20
98.95
333.37
331.83
99.54
M= 521.33
M=514.67
M=98.72
________________________________________________________________________

Note: Only high quality stimuli were presented during this analysis.
* Indicates sessions in which interobserver agreement was conducted.
--- Indicates no opportunity because choice associated with high quality tangible stimuli
never occurred.
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