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1. INTRODUCTION 
Many important problems in time-dependent partial differential equations (PDEs), such as 
combustion problems, possess solutions with sharp transitions in time and space. Finite difference 
and finite element methods involving grids in space which are static, for intervals of time, often 
perform badly when applied to such problems. On the other hand, moving grid methods which at 
each time step adjust the space grid to high spatial activity normally perform more effectively, in 
that they avoid the need of excessive numbers of space points, while often they also can take 
significantly larger time steps than static methods. 
This paper deals with a moving grid method for problems in one space variable. The method is 
based on a Crank-Nicolson type difference scheme and belongs to the important class of methods 
which is somewhat "intermediate " to the static regridding methods, where nodes remain fixed for 
intervals of time [9,10], and continuously moving grid methods, where the space node movement 
and the PDE integration are fully coupled (like in Miller's finite element and White's finite 
difference method [7,8,11 ]). Advancing from an initial space grid with m nodes, each time step of 
our "intermediate" method involves two stages: The grid prediction stage. Here a numerical 
integration step is performed on the strip of m rectangular space-time elements like in a static 
method, followed by a redistribution of the m nodes at the forward time level with a de Boor type 
regridding algorithm, which equidistributes a chosen monitor function. Hereby the static solution is 
used as input.The integration stage. The PDE is integrated by applying the moving grid 
Crank-Nicolson scheme over the strip of m trapezoidal space-time elements found after the 
regridding. Thus, the Crank-Nicolson scheme underlies a co-ordinate transformation governed by 
the equidistribution relation. 
The work presented here is a continuation of our earlier work [l]. There we have compared 
various methods and presented some first, preliminary results of the Crank-Nicolson difference 
scheme. We have shown that this scheme is closely related to a finite element Galerkin scheme 
using piecewise linear approximations over trapezoidal space-time elements first suggested by 
•· 
Bonnerot & Jamet [2] in the context of Stefan problems (see also Davis & Flaherty [5] for more 
references). Unfortunately, the Bonnerot-Jamet scheme may suffer in practice from an annoying 
form of instability, which can also be analytically forecast [l]. The Crank-Nicolson scheme 
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overcomes this limitation. 
The above mentioned "intermediate" approach has two clear advantages. The space node 
movement is easier to deal with than in a continuously moving grid method where mesh tangling 
and ill-conditioning of the systems of algebraic equations to be solved are well-known threats. 
With de Boor's technique, employed at the grid prediction stage, points cannot cross or leave the 
domain. When compared with static regridding methods, larger time steps can be taken as the 
method employed at the integration stage also underlies a co-ordinate transformation as, for 
example, in White's technique. 
A potential drawback of the "intermediate" approach is that to some extent it prohibits us to take 
full advantage of the moving grid difference formula, due to the fact that the solution on the 
rectangular space-time grid is used for regridding. For sharp transitions in time the errors of static, 
rectangular grid solutions are normally significantly larger than those of moving grid solutions. A 
too large time step then may result in too large errors in the static solution, which of course can lead 
to a less favourable grid positioning at the forward time level. This, in turn, will result in 
non-smooth trajectories for the grid points, which can be detrimental to the accuracy of our 
Crank-Nicolson scheme. However, our experiments clearly indicate that in practice our 
intermediate approach allows the use of sufficiently large stepsizes. 
The contents of the paper read as follows. In Section 2 we describe the Crank-Nicolson scheme 
applied at the afore mentioned "integration stage". Section 3 is devoted to the "grid prediction 
stage". Here we give the governing equidistribution transformation and outline our version of the 
de Boor regridding algorithm. In Section 4 some implementation details concerning the numerical 
solution of the arising systems of nonlinear algebraic equations and the determination of the start 
grid are discussed. In Section 5 we list three different types of solutions of the nonlinear Burgers' 
equation, which we have used in our numerical experiments. In this fifth section we also illustrate 
the attractive "slowing down property" of the chosen transformation. Then, in Section 6, numerical 
results are~presented. Here our Lagrangian moving grid method is shown to compare favourably 
with a representative from the class of static regridding methods. The final Section 7 is devoted to 
some conclusions. 
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2. THE CRANK-NICOLSON SCHEME APPLIED AT THE INTEGRATION STAGE 
We first describe the Crank-Nicolson scheme applied at the integration stage and postpone to the 
next section the description of the grid prediction stage. The scheme is applied to the PDE problem 
(2.1) ut = L (u), u = u (x,t), xL < x < xR, t > 0, 
subject to initial and boundary conditions. L represents a linear or nonlinear operator involving 
only spatial derivatives. Here we suppose that Lis such that truly discontinuous solutions (shocks) 
are excluded. L may depend explicitely on the variables x and t. This dependence, however, is 
suppressed in the general notation (2.1). The boundary points are supposed to be fixed. The 
dependent variable u may be vector-valued for the method we discuss, although in the present 
paper attention shall be confined to the scalar case. 
The most natural way to set up a moving grid is to do it via a co-ordinate transformation. We 
make the hypothesis that the grid selection is governed by such a transformation to the new pair of 
independent variables (s,t) = (s(x,t),t) with s(xL,t) = 0, s(xR,t) = 1 for all t in the domain of 
computation. So the space interval is mapped onto the unit interval in the new co-ordinate system. 
Observe that we only introduce a new space variable. 
The transformation should be chosen such that in the variables (s,t) the problem is easier to 
handle numerically than in the original pair (x,t). Ideally, in the new variables any rapid transition 
should be absent because we then can take acceptable stepsizes in the temporal direction while 
using a coarse uniforms-grid in space. A suitable nonuniform x-grid then exists according to the 
inverse change of variables x = x(s,t). As noted above, we discuss the actual transformation in the 
next section. 
We write v(s,t) = u(x(s,t), t). Problem (2.1) can then be written in the Lagrangian form 
(2.2) xsvt - vsxt = xsL(u), 0 < s < 1, t > 0. 
Note that we have transformed only ut to v t· Also note that although the time variable t has not 
been transformed, these derivatives are different. The former measures the change of u as a 
function of t at a fixed value of x (Eulerian description), and the latter at a fixed s-value 
(Lagrangian description). The following notation will be used for the grids. The grid 
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denotes a grid at t = tn. The x-grids are obtained from the inverse change of variables xi = x(si,t), 
where it is supposed that si is a point belonging to an equidistant s-grid (si = ih, h = 1/m, 0::::;; i::::;; 
m). In the description of the scheme we shall use the notation Uni for representing the discrete 
approximation to u( xf, tn). 
Our Crank-Nicolson scheme is obtained by standard second order central differencing on the 
s-grid the expressions xsvt -vsxt and xs occurring in the Lagrangian form (2.2). Collecting 
terms yields (formula (4.10) of [l]) 
n+l n 
( 2. 3) ( ( n+l xi +1 
n+l n n u. - u. 
- x. 1) + (x. 1 - x. 1)) (-1 ---1) -1- l+ 1-
't 
~ i represents an appropriate finite difference discretization of the spatial differential operator L at 
' 
the gridpoint xi and the index i varies between 1 and m-1. The scheme must be supplemented 
with the boundary conditions at x0 and xm and with the initial condition at t = 0. We shall 
introduce these conditions into the scheme not before we really need them. 
3. THE GRID PREDICTION STAGE 
Suppose that the integration has reached the n-th time level and that with scheme (2.3) 
approximations u~ to u (x~, ti) have been computed on the grid x~, 1 ::::;; i ::::;; m-1. Before 
(2.3) can be used to compute the new approximations uri-1 at the next time level, the new grid 
points x~+t must be chosen. We perform this task in what in the introduction is called the grid 
prediction stage. This stage itself is composed of two procedures : a static integration step (in [ 1] 
called the prediction step), and a regridding step . The static step delivers input for the regridding 
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step in the form of approximations to u ( x f, tnt1 ), 1 ~ i ~ m-1. The static solutions play no 
further role in proceeding from time level n to time level n+ 1, as the final approximations ut*1 
are computed by the moving grid scheme (2.3) only in terms of uf, xf, xf+1 and 'C. 
3.1 The regridding step 
We shall first describe the computations carried out in the regridding step. Apart from a few 
changes our present regridding works similarly as in [1] and on the same theoretical basis. To save 
space we therefore will be very brief here and confine ourselves to the main computational aspects. 
The regridding algorithm is based on the following equidistribution transformation which we 
hypothesized in the previous section: 
x ~ 
( 3. 1) s < x, t > = J M<s. t > ds, 11< t >. 11< t > = J M<s. t > ds. 
For the monitor function M we take the second space derivative expression 
M(x,t) = (a+ I u (x, t) I )112 , a = 1. 
xx 
If the x-grids arise from an equidistant s-grid, via the inverse transformation x = x(s,t), then 
":i +1 
( 3. 2) J M(s, t) ds = 11( t )[s ( x. 1, t) - s ( x., t)] = 11( t) Im l+ 1 
":i 
for 0 ~ i ::; m-1. Hence the x-grid has the property that on each of its subintervals the average of 
the monitor function has the same value (equidistribution of Mover [xL'xR]). Regions with large 
values of M thus receive more grid points than regions with smaller values. 
The parameter a has been introduced in order to regularize the transformation in regions where 
the solution u is very flat, i.e., where uxx is nearly zero or truly zero. Hence its magnitude 
determines the number of points in regions where, relative to the regions of high spatial activity, the 
solution is flat. In all our experiments we have taken a= 1, for reasons of simplicity. A more 
. 
careful tuning of this parameter may improve the results somewhat. We also note that fl(t) may 
provide the basis for an heuristic spatial error monitor, which would suggest when to increase or 
decrease m. We have not explored this possibility in our present investigation. 
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The new pair of variables (s,t) is central in the theoretical development of our moving grid 
method. It should be stressed, however, that in the actual application the computation of the 
equidistributing x-grids is completely achieved in terms of the old variable pair (x,t). This is 
easily done by means of a well-known explicit procedure due to de Boor [3]. Our version of this 
regridding algorithm is composed of the following four computations. (I) Approximate, for 0 :$; i :$; 
m-1, the monitor function values Mi+l/2 at all the midpoints xi+l/2 = (xi + xi+l) I 2 using finite 
difference approximations (cf. (3.6) in [l]). (II) Construct an approximate monitor function Ma(x, 
tn+l) by linearly interpolating Mi+l/2 (0 Si :$; m-1) in (x112,xm-l/2). In [x0,x112], respectively 
[xm_112,xml' Ma(x,tn+l) takes the constant value M112, respectively Mm_112• (III) Form the 
approximating function, sa(x,tn+l) say, to s(x,tn+l) by exact integration. Note that the function 
sa is piecewise quadratic and that sa(xR,tn+l) is an approximation to rt(t0 +1). Normalize as in 
equation (3.1). (IV) Carry out the inverse transformation on sa to obtain the grid at tn+i· This 
involves the solution of the quadratic equations sa(x,tn+l) = i/m for 1 :$; i :$; m-1. 
Observe that the computational cost of the above algorithm is negligible when compared with the 
cost of an integration step with an implicit method. Further it is of interest to note that, due to the 
construction, the knot ordering is maintained so that no two gridpoints can cross or leave the 
domain. It may be advisable to check whether the grids on two consecutive time levels do not show 
excessive distortion (the angles of their connecting lines should not depart significantly from each 
other). A simple algorithm can be employed to monitor this distortion and, when decided 
necessary, to suppress it. The experiments reported by us were carried out without such a control 
as severe distortion was not perceived. 
3.2 The static integration step 
The regridding algorithm computes new grid points from a numerical prediction to the true 
solution at t = t 1. It is obvious that if the regridding is to work satisfactorily, the prediction " n+ 
should approximate, within reasonable bounds, the true profile at the new time level. In particular 
this is important for problems with very sharp transitions in time and space. Here the grid should 
move such that it is sufficiently dense in regions with large spatial gradients. Specifically, the center 
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of a sharp layer should remain in the center of the finely meshed zone within one time step. 
In [1] we have successfully employed the implicit Crank-Nicolson scheme (2.3) in its static step 
mode, that is, (2.3) with x~+i = x~. In this contribution we use the static implicit Euler scheme, 
as experimentation has revealed that with few gridpoints it generates smoother x-trajectories due to 
its better stability properties [ 6]. 
By using an implicit integration scheme, the computational effort put into implementing the 
co-ordinate transformation is considerable. Our philosophy is that the determination of the grids is 
as important as the computation of the solution on the grids. If the grid location does not accurately 
enough correspond to the true solution profile, the final application of any moving grid scheme will 
result in too large errors (see [l] for more comments). 
4. IMPLEMENTATION DETAILS 
Given for n ~ 0 the grid vector u 0 , any complete step to the next time level (n+ 1) involves the 
application of two implicit integration formulas, plus one application of the regridding algorithm. 
The costs of our algorithm are mainly the costs involved in solving the arising systems of nonlinear 
algebraic equations. 
4.1 Solution of the nonlinear algebraic equations 
For this purpose we employ the true Newton process using, both in the static and moving step, 
the vector un as start vector. In the experiments reported in the next section we terminate the 
Newton iteration if 
(4.1) II difference of two successive iterates II < 1 o-8. 
00 
This is sufficiently safe with regard to the discretization errors we make. In fact, one can say we 
solve the implicit relations exactly. The prediction generated by the static step schemes is not used 
in the integration stage. We use it only as input vector for the regridding scheme. We have decided 
to do so since for problems with rapid temporal transitions, errors in the static step normally are 
significanfly larger than in the moving grid step. In our tests we have experienced that for this 
reason there will in general be hardly any advantage in interpolating the static step result onto the 
new grid to generate the start vector in the Newton process of the moving step. 
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Likewise we have experienced that for difficult problems (steep gradients in time) the Newton 
convergence substantially slows down if we iterate with an old Jacobian (modified Newton). Even 
one Jacobian per integration step then may readily turn out to be more costly. For this reason we 
have decided to implement the genuine Newton process in the computer program used for the 
experiments below. Hence, the total costs of one Newton iteration amounts to 
(4.2) a Jacobian evaluation, an LU-decomposition 
an evaluation of Lh, a forward backward substitution. 
In our tables of result we shall list the number of Newton iterations, thus considering ( 4.2) as a unit 
of costs. One may consider these numbers, in a loose way, as a measure of nonlinearity. We have 
computed the Jacobian matrices by standard numerical differencing. Finally, the possibility of 
using to advantage a more sophisticated Newton process does exist of course. We plan to pay more 
attention to this aspect in our future investigations. 
4.2 Computation of the start grid 
So far our discussion concerning the grid selection for the step n to n+ l, assumes that the 
integration is underway. Also at the initial line (t = 0) we need grid points x~, which . l 
(approximately) equidistribute the chosen monitor function. For this we have the exact initial 
function u(x,0) at our disposal. For the actual practice the following procedure is advocated 
(different from what we used in [l]). (i) Select a trial start grid {xL = x0 < x1 < ... < xm-I < xm = 
xR} with m = mtriar (ii) Carry out step (I) - (III) from the de Boor algorithm using utriaI(\), 0 
:::; i :::; mtrial , as input function. Here utrial(x) is the given initial function or an appropriate 
modification thereof. Reset m and carry out step (IV) of the de Boor algorithm. (iii) Carry out again 
(I)-(IV) to obtain the final start grid .. 
The introduction of the auxiliary function u ·a1 and the trial start grid is based on the following Ill 
considerations: 
(a) A general rule of thumb is that in the construction of the start grid one should reckon with 
the solution behaviour for small times. For example, if u is constant for t = 0, yet a layer evolves 
fort just greater than zero, then it is desirable that utrial contains this layer, rather than that utrial(x) 
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= u(x,0) for all x. Otherwise it may turn out to be necessary to start the integration process with 
very small time steps to avoid distortion. 
(b) Loosely speaking, the optimal start grid is that grid which best resembles the numerical grids 
generated by the method itself during the first few steps. If the first few grids deviate too much 
from the start grid, then we have grid distortion which usually gives rise to larger errors. It is our 
experience that the optimal start grid (in the above sense) is difficult to find and that in the initial 
phase of the integration always some distortion will occur, unless the solution for times near the 
initial time is free from large gradients. If from start on we have large gradients, the monitor values 
derived from the numerical solutions in the first few steps may differ substantially from those taken 
from the exact solution (the effect of numerical differentiation). This, of course, influences the 
distribution of the grid points. At later steps, this influence usually rapidly diminishes. 
(c) For the reason just given, even when the exact equidistributing function x(s,O) is 
availabletogether with u(x,0), it is usually advantageous to carry out step (iii) of the above 
procedure. In doing so the actual start grid thus is generated by the regridding algorithm which is 
also used at later steps. The effect of this recipe is that the start grid is better adjusted to the grids 
generated at these later steps. 
In our experiments reported below we have used this recipe too. More precisely, using utrial(x) = 
u(x,0), we have carried out steps (i),(ii) above on a fine, uniform trial start grid, thus 
approximating x(s,0) accurately. Next we have carried out step (iii) with the desired number of 
points m. It should be emphasized that in practice we do not advocate to approximate the exact 
function s(x,O) up to a very high accuracy, because this may require too much computational effort 
and is entirely redundant. The procedure given above works satisfactorily if a modest accuracy in 
the approximating curve sa (x,O) is provided. 
5. ILLUSTRATION OF THE EQUIDISTRIBUTION TRANSFORMATION 
5.1 The test set 
Follow~g [1] we have done experiments using three different solutions of the Burgers' equation 
(5.1) u1 = -f(u)x + euxx' 0 < x < 1, t > 0, f(u) = u
2 / 2, e = 0.001. 
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In all three cases we have used Dirichlet boundary conditions. The boundary values and the initial 
function are derived from the solutions specified below. 
Problem 1. The first solution we examine is given by u(x,t) = c - d tanh(d(x - et - x0)/(2E)) 
where c = (u_ + u)/2, d = (u_ - u+)/2 and u_ > u+. It describes a travelling front joining the 
upstream state u _ and the downstream state u +. The smaller the diffusion parameter, the steeper the 
front. The front travels with velocity c and its initial position is x0. We select u_ = 1, u+ = 0, x0 = 
0.25 and let 0 s; x,t s; 1. A plot is given in Fig. 5.1. 
Problem 2. The second solution is u(x,t) = 1 - (0.9r 1 + 0.5r2) I (r 1 + r2 + r3) where r 1 = 
exp(-(20x + 99t - 10)/400e), r2 = exp(-(4x + 3t - 2)/16E) and r3 = exp(-(x - 3/8)/2E). This 
solution is also a travelling wave front, except that here initially two thin layers exist which merge 
in the subsequent evolution. For moving grid schemes this is an additional difficulty. A precise 
investigation reveals that at t = 0 the position of the layers is x = 0.25 and x = 0.5, while the speed 
of the slowest is 3/10 and of the fastest 3/4. Hence they merge at t = 5/9. Beyond this time the 
speed is 11/20. From here the solution is similar to that of problem 1. We again let 0 s; x,t s; 1. A 
plot is given in Fig. 5.1. 
Problem 3. The third solution has the smooth initial function u(x,O) = sin(nx) and homogeneous 
Dirichlet conditions at x = 0,1. This is a wave that first steepens and moves to the right until a layer 
is formed at the right end point x = 1. This takes place for t ,.. 0.6. Then the solution slowly decays 
to zero while the layer remains in the same position near x = 1. This behaviour makes the problem 
different in nature from the two previous ones. The exact solution is available in the form of an 
infinite series [4]. However, for small values of e, the evaluation of this series is not practical. An 
accurate numerical approximation is given in Fig. 5.1. The instability of the Bonnerot-Jamet 
scheme, which we mentioned in the introduction, is clearly observed for this problem [1]. 
We emphasize that for our testing purposes the choice of the governing PDE is of secondary 
importance. The form of the solution is the important factor here. In this connection we note that 
' 
our three problems are different in nature. Each of it encompasses its own difficulty when moving 
grid methods are applied. 
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5.2 Illustration of the equidistribution transformation 
The advantage of the equidistribution transformation is that it is generally applicable and easy to 
implement in a very cheap algorithm. As stipulated before, the rationale behind the co-ordinate 
transformation is that in the new variables the problem is easier to handle numerically than in its 
original physical variables. Hence it is necessary that the exact solution v(s,t) = u(x(s,t),t) is 
significantly smoother in the (s,t)-plane than in the (x,t)-plane. To illustrate that the 
equidistribution transformation is suitable in this respect, we present plots of the exact v(s,t) of 
Problem 1 (in Fig. 5.2) and Problem 2 (in Fig. 5.3). 
!'l<llHl.f'M I rnmi1.u1 11 
Fig. 5.1 Solutions of Problems 1-3. In the plot of Problem 3 the time has been reversed 
Inspection of Fig.5.2 reveals that the equidistribution transformation has successfully removed 
the steep gradients of the travelling wave front u. In the spatial direction the very thin layer has 
been stretched considerably and in the temporal direction v is nearly constant. This means that the 
speed of propagation has been reduced to nearly zero. There is no doubt that the transformed 
equation can be solved up to normal accuracy on a standard equidistant space-time grid. To 
achieve this, it is of course a prerequisite that in the numerical algorithm the co-ordinate 
transformation is properly simulated. 
For Problem 2 the following remarks are in order (see Fig. 5.3). The fact that here two thin 
layers exist on the initial line t = 0 and especially their subsequent merging into one makes the 
present problem more difficult to transform. The plots of v(s,t) show this nicely. In the spatial 
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direction vis about as smooth as in the previous example. However, the merging of the two layers 
causes v(s,t) to be less smooth in the temporal direction. There is still a weak layer near t = 5/9. 
Despite this layer, if we are successful in computing the transformation it is still true that the 
transformed problem shall be much easier to solve than its original, the passing of the line t = 5/9 
being the only difficult task left. 
L 
Fig. 5.2. (Problem 1) (a) shows the exact trajectories x(s, .) for s = 0(1/20)1. (b) contains the 
transformed, true solution curves v(.,t) fort= 0(1/20)1 and (c) the curves v(s, .) for s = 0(1/20)1. 
, 
: ------ :L 
~-
' 
... 
Fig 5.3. (Problem 2) (a) shows the exact trajectories x(s,.) for s = 0(1/20)1. (b) contains the 
transformed, true solution curves v(.,t) fort= 0(1/20)1 and (c) the curves v(s, .) for s=O(l/20)1. 
It is instructive to examine the exact trajectories of x(s, .) for some values of s. Observe that for 
problem 2 the three different speeds of propagation are reproduced exactly in the movement of the 
dense grid regions. This shows that the equidistribution transformation works satisfactorily. We 
emphasize that the cusps are genuine and correspond to the weak layer behaviour at t = 5/9. 
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6. NUMERICAL EXPERIMENTS 
In our tests all the computations were carried out with a constant stepsize 'C in time and a number 
of space points m = 1/h fixed in time, to be specified later. Further, we have employed the 
standard 3-point replacement for the spatial operator 
ui - ui -1 
xi +1 - xi xi - xi -1 
+ e ~~~~~~~~~~ 
(xi+l - xi-1)/ 2 
This operator naturally arises by central differencing on the equidistant s-grid the right hand side of 
the transformed equation (2.2) if we bring it in the form x8vt - v8xt = -f(v)8 + e(v/x8) 8• 
For comparison, we have also implemented a second method based on static regridding (similar 
to those in [9,10] and to method FDI of [l]). This reference method differs from the Lagrangian 
method suggested in this paper only in that the final approximations ut"1 at the forward time level 
are obtained by linearly interpolating the static step values, rather than by applying formula (2.3). 
In the remainder we shall use the abbreviations BE/CN (Backward Euler/Crank-Nicolson) and 
BE/IP (Backward Euler/Interpolation) for our Lagrangian method and for the static regridding 
method, respectively. 
In the tables of result we have listed maximum errors on the computed grids at the specified 
times. Hence these values include pointwise errors within or near the fronts. The integer numbers 
in italic are the rounded, averaged numbers of Newton iterations per step. For BE/CN the numbers 
before the slash symbol are those of the static step, and the numbers after the slash belong to the 
moving step (see Section 4.1). We note that for given 'C and m, BE/CN is expected to be 
approximately twice as expensive as BE/IP, as the application of the latter involves per step one 
implicit computation instead of two. 
Problem 1. Table 6.1 shows maximum errors for the specified values of 'C and m. Two plots are 
given in Fig. 6.1. The results for BE/CN are excellent. For BE/IP the errors are significantly larger 
due to smearing, a behaviour typical for static regridding schemes and due to the interpolation 
(Cubic interpolation yields less smearing, but may readily introduce oscillations [9]). 
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m 20 40 80 160 320 
BE/CN;'t- 1=2m I .0613 .0071 .00083 .00016 .000046 
615 514 513 413 413 
BE/CN; 't- 1=4m I .0307 .0032 .00057 .00014 .000041 
513 513 413 413 313 
BE/IP; 't- 1=2m I .3293 .2348 .1346 .0754 .0407 
5 5 4 4 4 
BE/IP; 't- 1=4m I .4866 .2340 .1005 .0478 .0231 
5 4 4 4 3 
Table 6.1. Maximum errors for the single wave front problem at t = 1.0. 
m 20 40 80 160 320 
BE/CN; 't- 1=2m I .0624 .0064 .0015 .00023 .000047 
514 514 513 413 413 
BE/CN; 't- 1=4m .0246 .0092 .0011 .00020 .000042 
514 513 413 413 313 
BE/IP; 't- 1=2m .3243 .2431 .1499 .0835 .0443 
4 4 4 4 3 
BE/IP; 't- 1=4m I .3725 .2736 .1344 .0583 .0267 
4 4 4 3 3 
Table 6.2. Maximum errors for the double wave front problem at t = 1.0. 
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From the table one also observes that both methods converge with increasing m, but in a 
somewhat odd way. The static scheme BE/IP should converge with order one, while in the 
(s,t)-reference frame the Crank-Nicolson scheme is of order two. However, the respective factors 
of 2 and 4 associated to simultaneous grid halving in space and time will show up only on 
unrealistically fine grids. This is due to the numerical determination of the grids and, of course, to 
the nature of the problem. Because the front is very steep, a small change in a gridpoint may result 
in quite a large change in the computed solution, not necessarily in a larger error. This 
"ill-conditionedness" affects the convergence behaviour of any type of moving grid scheme. 
Despite this situation, BE/CN is very successful in generating a very sharp front at the right 
location using few gridpoints in space and time. 
Finally, the required number of Newton iterations to meet criterion (4.1) is acceptable when 
realizing that the accuracy requirement of 10-8 is rather stringent (and certainly redundant in 
practice). Some additional tests have shown that the number of iterations reduces considerably if 
the criterion is relaxed. 
Problem 2. For this problem the results are shown in Table 6.2 and Fig. 6.2. The figure shows 
two plots at t = 0.25, where two layers must be resolved, and two plots at t = 1.0 where only one 
layer remains. The table contains maximum errors only fort= 1.0. We emphasize that in all runs 
the errors near the difficult point of merging of the two waves are only marginally larger than at t = 
1.0. The results are similar to those of the previous problem. BE/CN is very accurate and positions 
the sharp front very nicely. BE/IP is again significantly less accurate due to smearing. 
Problem 3. The third problem differs from the two previous ones in that its initial solution is very 
smooth. Hence, initially the grid is almost uniform. At later times the method must refine the grid 
near the right boundary and keep it there (see the description given in Section 5). We here only 
show plots of numerical solutions at t = 0.6 and t = 2.0 (see Fig. 6.3). Again the Lagrangian 
method performs very satisfactorily and is to be preferred to the static regridding scheme BE/IP. 
However, when taking into account that per step BE/IP is approximately twice as cheap as BE/CN, 
the difference in performance is not as large as in the two previous cases. 
LJ ( X ,tJ I .o,-t--:::-1'--n--<!I---<>--_..,.+ ... 
o.e 
o.s 
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Figure 6.1. Problem 1. Comparison of exact solution (solid line) 
and numerical solutions. BE/CN(o), BE/IP(+). 
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Figure 6.2. Problem 2. Comparison of exact solution (solid line) 
and numerical solutions. BE/CN(o), BE/IP(+). 
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Figure 6.3. Problem 3. Comparison of exact solution (solid line) 
and numerical solutions. BE/CN(o), BE/IP(+). 
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7. CONCLUSIONS 
1.00 
1.00 
We have described a Lagrangian type moving grid algorithm which is intermediate between the 
continuous moving grid and static regridding/interpolation approaches. Our algorithm incorporates 
a Crank-Nicolson discretization which is related to a discretization proposed by Bonnerot and 
Jamet [2]. Using three solutions of the nonlinear Burgers' equation, each of a different type, we 
have shown that our algorithm is successful in following and resolving very sharp profiles without 
coupling the grid selection and the computation of the solution, performing better in this respect 
than a scheme of the static regridding/interpolatory kind. 
Our computational experience with the Lagrangian moving grid scheme, laid down in the present 
paper, looks promising, in our opinion. In the near future we therefore plan to continue 
investigating methods based on the present "intermediate" approach. Points which deserve further 
attention are automatic stepsize control in space and time and optimization of the solution of the 
nonlinear systems of algebraic equations arising in the application of the implicit integration 
formulas. Further, testing on a greater variety of problems, including systems, is necessary, and no 
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doubt it would certainly be valuable to carry out a comparison with a well developed representative 
from the class of continuously moving grid methods and static regridding methods, and perhaps 
with a mixture of both. 
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