An iterative procedure perturbatively solving the quantum spectral curve of planar N = 4 SYM for any operator in the sl(2) sector is presented. A Mathematica notebook executing this procedure is enclosed. The obtained results include 10-loop computations of the conformal dimensions of more than ten different operators.
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Introduction and historical overview
A distinct benchmark of our understanding is the ability to perform computations, explicitly and efficiently. Computations of conformal dimensions in planar N =4 supersymmetric Yang-Mills theory (SYM) both traced and advanced the progress in the long-standing study of the AdS/CFT spectrum [1] . Since the discovery of integrable structures at weak [2] and strong [3] 't Hooft coupling, λ, about a decade ago, the understanding of the conjectured [4] AdS/CFT integrability has been steadily advancing towards arbitrary values of the coupling. The computational capability was not only improving in parallel, but explicit results were a source of insights that promoted the overall progress.
Study of the conformal dimensions of the so-called twist L spin S operators played a particularly important role. These operators form a closed sl(2) sector in the spectrum, and they can be represented as linear combinations of the basis states
where s 1 +s 2 +. . .+s L = S, ∇ + is a light-cone covariant derivative, and Z is a complex scalar field of N =4 SYM. Early approach of factorised scattering [5, 6] resulted in the Beisert-Staudacher asymptotic Bethe Ansatz equations [7] to describe the spectrum of very long operators, with L → ∞. It turned out that the equations were also suited for the large S case as the conformal dimensions of the sl(2) sector exhibit the universal scaling ∆ → 2Γ cusp (λ) log S + O(1) [8] with S → ∞ and L arbitrary. Precisely computation of Γ cusp was considered when an integral equation [9] was proposed fixing the last missing piece of the Bethe Ansatz -the dressing phase [10, 11] . Solving this integral equation had allowed computing Γ cusp at any value of λ [9, 12, 13] . It was the first explicit example of a non-trivial function interpolating between perturbative results of the gauge theory at weak coupling [14] and the string theory at strong coupling [15] thus strongly supporting the integrability conjecture, as well as the conjecture of the AdS/CFT correspondence.
The Bethe Ansatz equations are insufficient at finite L, and this was first explicitly demonstrated in the example of the twist 2 operators. For these, several orders of the weak coupling expansion can be found as an analytic function of S. Its analytic continuation to S = −1 should have a particular pole structure that can be determined from the Balitsky-Fadin-Kuraev-Lipatov (BFKL) equation; however, starting from the fourth loop order, this structure is not reproduced from the Bethe Ansatz [16] . This clearly indicated the relevance of finite-size effects and the necessity to correct the Bethe Ansatz. It was found in [17] that the Lüscher wrapping corrections do the job, in the example of the four loop conformal dimension of the Konishi operator compared against an explicit field theory computation [18, 19] . Later Lüscher corrections were also computed for four [20] and five [21] loops and arbitrary S, as well as up to six loops for L = 3 operators associated to a rational Baxter polynomial [22] . In all these cases, the prediction from the BFKL equation was reproduced. With the realization that finite size effects are important, the focus on what is considered as difficult shifted. Indeed, originally integrability was perceived as a tool to diagonalise the dilatation operator which is a large complicated matrix for the case of long operators. This problem, more precisely the part about finding eigenvalues, was solved by the Bethe Ansatz. Therefore, it were the small matrices which became difficult to treat as no Bethe Ansatz exist for short operators. One of the best cases for study is the Konishi operator, Tr Z∇ 2 + Z. It is the smallest operator with nonprotected anomalous dimension. It actually does not mix with other operators, hence the question is to find its multiplicative renormalization, yet this question was notoriously difficult. For instance, from the point of view of the dual string theory, the Konishi operator is a highly quantum state. Application of quasi-classical approaches is questionable, it even gave rise to contradicting results originally [23, 24] , though currently there is agreement about the two leading terms [25, 26, 27] and two more terms were suggested [28, 29] .
On the weak coupling side, computing the Konishi anomalous dimension is a very good indicator of the available ideas and computation techniques, as shown in Fig. 1 . Asymptotic Bethe Ansatz is applicable only up to three loops, after that the wrapping corrections start to be important. The single-wrapping orders can be captured by an adoption of Lüscher formulae to the AdS/CFT case and it was done up to the maximal possible order -seven loops [30] . The double Lüscher formulae that cover higher loops were suggested in [31] , however they seem to be very complicated technically and no explicit computation has been achieved so far.
Instead of computing corrections in wrappings, the thermodynamic Bethe Ansatz (TBA) approach [32] was adopted to the AdS/CFT case and the TBA equations which are expected to be exact at any λ were derived [33, 34, 35, 36] . Alongside the original success of TBA that allowed numerical computation of the conformal dimension of the Konishi operator [23, 37] and a handful of other states from the sl(2) sector [38] at reasonable values of λ, the attempt to analytically solve these equations was much less encouraging: Konishi anomalous dimension was computed only up to five loops [39, 40] , after a considerable effort. In comparison, the recent quantum field theory based computation reached the same order [41] . We therefore faced a situation where the advantage of the integrability techniques was questionable.
Fortunately, the TBA equations appeared to be not the simplest way to encode the spectrum. Using integrability of the underlying Hirota dynamics [42] in conjunction with analytic properties of the system, the TBA equations were reduced to FiNLIEa finite set of non-linear integral equations [43] , see also [44] . These equations allowed for an 8-loop computation [45] which was interesting in several ways. First, the double wrapping order was reached for the first time. Second, this was a first example of a "physical" QFT quantity (not a separate Feynman diagram) which contains a special combination of non-reducible multiple zeta-values (MZV's), predicted in 1995 [46] , based on general analysis of possible graphs. Finally, this computation allowed the identification of the full basis of functions of the spectral parameter which appear in the perturbative expansion and hence allowed to automatize perturbative computations in terms of algebraic manipulations in this basis. We rely on this algebraic structure and further develop it in the current work.
Finally, the FiNLIE was further significantly simplified, after a deep analysis of the interplay between algebra and analyticity, to a concise set of Riemann-Hilbert equations -the quantum spectral curve (QSC) [47, 48] . QSC already demonstrated its power in computations of near-BPS quantities [47, 49, 29] (which for the case of sl(2) operators correspond to analytic continuation to S = 0 and various expansions around this point) and deriving the Pomeron pole contribution exactly [50] , in contradistinction to only few perturbative orders reproduced previously.
In this work we present another application of QSC -an efficient perturbative weak coupling expansion of conformal dimensions in the sl(2) sector of the theory. In comparison, in the previous developments, almost any new loop order was a subject of a new publication. At highest loops, the computations were specially tailored for one chosen operator (Konishi), and although the conceptual possibility existed to repeat analogous computations for other states, this was unthinkable without applying a significant human effort. The approach we propose works for any operator from the sector, and the recursive algorithm implemented in Mathematica is universal and can be run to any order of the perturbative expansion provided the computer memory is sufficient. For instance, we computed the conformal dimension of the Konishi operator and more than ten other operators up to ten loops 1 .
The computation times for the Konishi case, achieved on a single 3.2 GHZ core of an iMac desktop, are given in the table:   # of loops time  5  4 sec  6  15 sec  7  1 min  8  5 min  9 27 min 10 3.1 hours
About 3 GB of memory was used for the 10-loop computation.
In general, an operator is specified by L, S and a Baxter polynomial Q(u) -a degree S polynomial solution of the Baxter equation
where T is requested to be a polynomial as well. Only a discrete set of solutions is possible. For not too large L and S, it is easy to produce all possible solutions on a computer, see Appendix B. There is a one-to-one correspondence between the solutions and the states in the spectrum. For instance, the Konishi operator is associated to the Baxter polynomial Q(u) = u 2 − 1 12 . The Mathematica program receives L, S and Q(u) as an input and is then able to compute the corresponding anomalous dimension. The limitations for the computation efficiency are purely of combinatorial nature: one would not want Q to be a polynomial of too high degree, neither should the coefficients in this polynomial be too complicated algebraic numbers. We successfully performed the computation for more than 100 different states with L + S 20, computing at least seven and up to ten loops, depending on the complexity of the input. Therefore one can state that finally a part of the finite-volume AdS/CFT spectral problem is perturbatively solved in the practical sense: there is a working black box machine which explicitly computes anomalous dimensions.
The presented results should not be perceived only as a technical report. In fact, an early version of this computation was being developed alongside the development of QSC itself, and it was one of the sources for cross-checks and conceptual ideas that helped to formulate QSC. This perturbative computation give an explicit demonstration of how QSC is used to encode the spectrum. It also has an interesting interconnection with perturbative QFT since we can prove the following generic statement: at any order of perturbation theory, the result is given solely in terms of MZV's, and algebraic numbers from a field where the coefficients of Q(u) live. This is only a subclass of what is expected from the generic perturbative QFT analysis [52] . In fact, one should be able to build up a Hopf algebra structure behind the presented perturbative computation and question how it can be compared with the algebra of Feynman diagrams.
The article is organised as follows. In section 2 we define the algebra of functions encountered in the computations and formulate the necessary properties of the quantum spectral curve equations. In section 3 we explain the perturbative algorithm which has two important parts: the leading order solution, which is somewhat specific and requires an ansatz that singles out the sl(2) sector, and the iterative cycle. Each period of the cycle increases the precision by one loop. We end this section by explaining the possible verifications of the algorithm's implementation. Finally, section 4 is devoted to a summary of the obtained results and discussion, whereas appendices are devoted to technical clarifications. Keeping in mind a weak coupling expansion, we always consider the functions in the socalled physical kinematics, that is we choose a Riemann sheet with short cuts as in Fig. 2 .
One focuses on the branch points ±2g only as all other analytic properties follow, see [47] and discussion below. For any function f (u) appearing in AdS/CFT integrability, it is always assumed that an analytic continuation around either 2g or −2g gives the same result which is denoted asf (u). Another standard assumption is that the branch points are of second order:f = f .
Shift operators
The quantum spectral curve leads in particular to finite-difference equations. To account for these, a short-hand notation for shifted functions of the spectral parameter is introduced:
. The shifts are performed along a contour which avoids short cuts.
Furthermore, we introduce the operator ∇,
and the operator Ψ satisfying
In principle, (5) does not define Ψ uniquely. Indeed, one can have Ψ · ∇(f ) = f + P, where P is an arbitrary i-periodic function, i.e. ∇(P) = 0. However, it will be convenient for us to choose some unambiguous prescription for Ψ. This choice is summarized
when the sum is convergent. Hence, we will not view the periodic functions as an ambiguity in Ψ. Instead, they will reappear in solutions of homogeneous parts of the encountered finite-difference equations.
Algebra of functions for perturbative expansion
In the weak coupling limit, the branch points collide at u = i Z. Hence they are not encountered in the perturbative expansion, and instead poles arise at the collision points. Straightforwardly from the below-presented procedure, we can prove that at any order of weak coupling expansion only the following functions are encountered
• polynomials, u a , and shifted inverse powers,
a , and products thereof.
Note that η-functions form a ring, and the same is true for the i-periodic functions, and for polynomials and inverse powers. Hence, any function appearing in QSC can be represented as at most a trilinear expression in this basis, which is practically used in the computer implementation. Linearity in η A is particularly important because it allows a systematic definition of the action of Ψ on this algebra of functions, with the result still belonging to the same algebra, see Appendix A and [45] . This is the essential property allowing the computer algorithm to run to arbitrary loop orders.
At u = i, η-functions evaluate to multiple zeta-values (MZV's):
This is how MZV's enter in the computations and ultimately in the perturbative corrections to the conformal dimensions.
Quantum Spectral Curve
Riemann-Hilbert equations
For left/right-symmetric states, which is the case for the considered sl(2) sector, QSC can be defined by the following relations of the Riemann-Hilbert type [47, 48] :
referred to as the Pµ-system. Here µ ab = −µ ba and P a are functions of the spectral parameter, whereas χ denotes the constant matrix
In the left/right-symmetric case, one can always identify
For the sake of simplicity, the following notation is interchangeably used:
The equations (7) are defined in the strip 0 < Im u < 1, and elsewhere by their analytic continuation. If this analytic continuation never crosses short cuts, P a and µ ab are said to be on the physical Riemann sheet.
P a have only one Zhukovsky cut (u ∈ [−2g, 2g]) on the physical sheet 2 . µ ab have infinitely many branch points, at positions u = ±2g +i Z, but the monodromies around these points are under control. Indeed, one can derive the following functional relation from (7) [47] :
Furthermore, since (7) also implies
equation (11) is equivalent to
Hence µ
ab can be expressed as a linear combination of µ
ab for any n ∈ Z, while the analytical continuation of µ ab around u = ±2g is known due to (7c).
Equations (11) and (12) will be heavily used alongside (7) during the computations. As an illustration of their possible usage, the relation Pf(µ) ≡ µ 12 µ 34 − µ 13 µ 24 + µ 14 µ 23 = 1 (14) can be derived by noticing that the relation P a = (µχ) a b (µχ) b c P c is yet another consequence of (12), (7b), and (7c), while, on the other hand, one has the purely algebraic property (µχ) a c (µχ) c b = Pf(µ)δ a b . While all the equations are linear in µ ab , the property Pf(µ) = 1 is bilinear. It will be used as a check of the correctness of the computations.
Asymptotics
The large u asymptotic behaviour of P a and µ ab is fixed to 3
with
where L and S are, correspondingly, the twist and the spin of the sl(2) operator and ∆ is its conformal dimension. L and S are integers while ∆ is not, and the main aim of the presented work is to determine this quantity as a power series in g 2 . Though the asymptotics of P a contain half-integer powers for odd L, the potential sign ambiguity is non-physical. This can be seen by introducing
where x is the Zhukovsky variable satisfying
with |x(u)| > 1 on the physical sheet. Sincex = 1 x , the rescaling (17) modifies (7) to
where the sign ambiguity is no longer present. Moreover, p a appear to be suitably normalized quantities, and they will be used alongside P a in the computations.
Regularity
Finally, we require that P a and µ ab have no poles and that their absolute value is bounded at the branch points (e.g. P a −P a should behave as √ u − 2g near u = 2g, not as
.) As typical for integrable models, the regularity condition is used to single out the discrete spectrum of physically-relevant solutions as it will become clear in section 3.2.1.
Symmetries
The Pµ-system (7) is invariant under the transformations (dubbed H-symmetry [43] ):
where H is a constant 4 matrix with det H = 1 . In principle, an arbitrary linear combination of P a can be chosen, however this freedom is significantly constrained by requiring that no two P a have the same exponent of u as their leading asymptotics at u → ∞. This choice is reflected in (15) . In addition, by keeping (9) and the explicit form of χ (8), only six parameters of the original 15 remain unfixed in the H-symmetry. Two of them amount to constant rescalings,
µ ab are rescaled accordingly. This symmetry explains why only the products A 1 A 4 and A 2 A 3 are fixed in (16) . The remaining four parameters represent the possibility of adding P a with weaker large u asymptotics to P b with stronger asymptotics 5 :
Note that for some operators (e.g. Konishi) the solution has an additional parity symmetry (u ↔ −u). In this case δ i = 0 automatically. In the following, H-symmetry will be fixed completely by the requirements
leading to the large u asymptotics
The parameters γ and δ i are fixed by requiring that p 2 includes no term proportional to u −1 , that p 3 has no term proportional to u 0 , and that p 4 has no terms proportional to u 0 and u −1 in their large u expansions. Except for the g 2 scaling of A 1 , which is chosen for the transparency of the perturbative algorithm, our prescription to fix H-symmetry is rather arbitrary.
Formula for ∆
The solution of (16) with respect to ∆ and S reads
i.e. either (S − 1) 2 or ∆ 2 is obtained depending on the choice of square root branch. The proper branch is chosen by requiring that at weak coupling
In the below-presented computation scheme, A 3 and A 4 are fixed as a part of the iterative algorithm. Hence (25) can be used as an efficient way to find ∆.
Additionally, two useful checks are gained. First, a different choice of the square root sign should lead to integer (S − 1) 2 , hence we get an all-loop condition to verify. Second, ∆ can also be read off from the asymptotics of µ ab (15) so we can verify the consistency of the solution.
Procedure
The algorithm presented in this section determines all the coupling-dependent quantities (i.e. µ ab , P a ,P a and ∆) perturbatively in g 2 through an iterative procedure which, in principle, can be repeated an arbitrary number of times, increasing the expansion order by one with each iteration. The leading order of the quantities, which encodes the first correction to ∆ and is thus referred to as the first loop, is handled separately. All higher-order corrections (the higher loops) are found from exactly the same algorithm.
Scaling of P a at weak coupling
A systematic knowledge of the structure of the quantities p a is crucial to the algorithm. Since P a have only one cut on the physical sheet, p a can be represented in terms of a convergent 1 x expansion, which for p 1 and p 2 has the structure
where the above-chosen normalization (24) of the leading terms and the convention of how to fix H-symmetry have been taken into account. Equivalently, p 3 and p 4 can be represented as
where
and the coefficients of the polynomials are functions of g. The expansions converge at least for |x| > 1 since P a have no singularities on the physical sheet. As P a have no poles on other sheets and the Zhukovsky variable, x, resolves the branch points u = ±2g, the actual radius of convergence is much larger. Indeed, the first branch point in the x-plane appears at x 0 = ± 1 x(2g±i) . At weak coupling x 0 ≃ ±i g and hence the series above converge for |x| > Λ g with Λ → 1 when g → 0. Therefore, at weak coupling, c a,k (g) ∼ O(g 0 ) for sufficiently large k.
We put as an ansatz that
is satisfied for all k, and the same non-singular scaling in g is requested for the coefficients in the polynomials M and N 6 . As it will become clear below, the whole sl(2) spectrum can be reproduced within this ansatz. Quite interestingly, our preliminary studies show that relaxing this ansatz leads, after a proper adjustment of (15), to states outside the sl(2) sector, in particular from the su(2) sector. We postpone further study of this observation to future publications.
Loop one
One important property which we exploit is the particular scaling of A a at weak coupling. Using the physical requirement that ∆ = L + S + O(g 2 ), one finds
In the chosen normalization (23), A a =1 ∼ O(g 0 ) and
Moreover, according to the scaling ansatz (29) , the leading order of p 1 in the weak coupling expansion is uniquely fixed by the value of A 1 :
Hence P 1 vanishes at the leading order in contradistinction to the remaining P a . This significantly simplifies the Pµ-system such that it can be solved explicitly 7 . Subleading orders are computed as a perturbation around this solution.
The effect A 1 A 4 = 0 can be properly understood in representation theory language. A 1 A 4 = 0 is the point where the value of the conformal dimension hits the unitary bound, see appendix C of [48] . As we can deduce from (30) , all operators from the sl(2) sector reach this bound, therefore precisely at zero coupling all sl(2) multiplets are "short" while they recombine with other single-trace operators to form long multiplets at finite coupling, precisely like it happens for the Konishi state. 6 Instead of introducing M and N , one could equivalently consider the parameterizations
, and then require c a,k ∼ O(g 0 ). 7 We will show below that µ ab scale in the same way precisely for the chosen normalisation of Aa and hence do not spoil the P1 → 0 simplification.
Outside the sl(2) sector, the same effect occurs for quite a big class of operators, in particular for those from rank-1 sectors, however there are also states for which neither of the functions P a are small at weak coupling.
The combinations µ ab +μ ab and
are analytic in the vicinity of the origin.
Therefore they do not have poles at u = 0 in their perturbative expansion, despite that the individual µ ab may be singular there due to the collision of branch points. Now recall thatμ ab = µ [2] ab . Since µ ab and µ [2] ab are just shifted copies of the same function, we expect them to scale with g in the same way. Then analyticity of µ ab + µ [2] ab and
implies that µ ab does not have poles at u = 0 and u = i at the leading order of the perturbative expansion.
By recursively applying (11) or (13) and using that P a are analytic outside the origin, we prove that the leading order of µ ab is free from poles for any u ∈ i Z. Since µ ab have no singularities elsewhere, by the regularity property of QSC, we conclude that µ ab , at the leading order, are entire functions with power-like asymptotics, i.e. polynomials.
Consider now the functional equation (11) which is written explicitly as
For P 1 = 0 the above matrix becomes reducible. More precisely, the equations for µ 1 and µ 2 decouple from the rest:
By eliminating µ 2 and denoting
where α is a normalization constant, one gets [47]
Recall that at the leading order
as follows from (27) and (28) . Hence the prefactors of Q [n] in (34) are polynomials and the equation has precisely the form of the Baxter equation for the sl(2) XXX spin chain of length L. It is well known that physical solutions correspond to polynomial Q-functions, in a perfect agreement with our conclusion about polynomiality of µ ab at the leading order.
Following the standard logic, the zeros of Q-functions, u k , are fixed by the Bethe equations,
and each solution corresponds to a state in the sl(2) spin chain of length L. Equivalently, one can directly work on the level of the Baxter equation (34) and search for polynomial solutions there. The latter approach is more efficient in many cases. Furthermore, QSC imposes [47] the zero-momentum condition,
Indeed, µ 1 should have the following analytic structure:
where f i have no branch points in the vicinity of the real axis. Using (7c),
Note that f 2 (u) cannot be singular, since it would contradict the QSC regularity. Therefore, unless f 1 (0) = 0, one has
µ 1 (i) = 1 at the leading order of the weak coupling expansion, which is nothing but (37) . But f 1 (0) = Q(− i 2 ) cannot be zero because all solutions of the sl(2) Baxter equation are real.
The zero-momentum condition is a strict requirement in AdS/CFT integrability due to the cyclicity of the trace, e.g. in (1) . In contradistinction to the Bethe Ansatz equations where the zero-momentum condition is an extra requirement to be imposed, the QSC formalism naturally implies it.
We discuss how to find explicit Q's for various L and S in Appendix B. Many interesting solutions are even functions of u, for instance Q Konishi = u 2 − 1 12 . However, there are examples which do not have a particular u-parity, the simplest being the two solutions with L = 4 and S = 3:
. Solutions with odd u-parity are impossible since they are incompatible with (37) .
Once the Q-function is chosen, the polynomial T (u) and then p 3 , which is also a polynomial at the leading order, can be computed. Note that A 3 is also fixed by the Baxter equation and it is consistent with (30) .
We choose to normalise Q to Q(u) = u S + O(u S−1 ). The Baxter equation does not define the normalization α in (33) . To fix it, consider (7a) for µ 12 ≡ µ 1 with P 1 = 0:
Though determiningp 1 requires the full resummation of (27) , its leading order small u expansion can be fixed,
. Consequently,
We therefore perform the small u expansion of the l.h.s. of (40):
where the zero-momentum property was used. Now α can be determined:
With µ 1 known, µ 2 can be found from (32) andP 1 from (40) as p 2 = 1 at the leading order.
Determining ∆ and {P
Consider (7b) forP 2 with P 1 = 0:
where the second equality follows from (12) . Eliminating µ 3 yields
The r.h.s. is a polynomial, soP 2 /P 2 is a polynomial as well, which means that the infinite sum in (27) 
, is truncated to a finite number of terms at the leading order. The structure of the polynomial can be precised tõ
By plugging (46) into (45) , N L−1 , a j , and A 4 can be fixed by matching all orders of u.
In fact, using that Q solves the Baxter equation, the solution can be written explicitly:
where δ is adjusted such that a S−1 = 0 in (46). WithP 2 and P 4 being fixed, µ 3 can be found from (44) .
an explicit expression for A 4 can be written:
In consequence, the one-loop ∆, using (16) , is the well-known expression
Inhomogeneous Baxter equation {µ
The next nontrivial step is to fix µ 4 . Again, we should consider the functional equations (31) and notice that with P 1 = 0 the equations for µ 4 and µ 5 are
where the source terms, U i , are functions of P a , µ 1 , µ 2 and µ 3 . By eliminating µ 5 , an inhomogeneous version of the Baxter equation is obtained for µ 4 ,
where U is a source term as above. As we will see below, exactly this type of equation will be encountered twice, for µ 1 and µ 4 , in each perturbative loop. The source term, U , will be of gradually increasing complexity. The following discussion of how to solve (52) is general and the exact same procedure is applied at higher loops.
As the homogeneous part of the equation is the same as in (34), we know that one of the homogeneous solutions is the polynomial Q − .
To find an inhomogeneous solution, consider the ansatz
After simple manipulations (52) reduces to
which is solved using the Ψ-operator (5):
Note that by putting U = 0 and choosing 8 Ψ(0) = 1, the second homogeneous solution is obtained:
Hence, the full solution of the inhomogeneous Baxter equation reads
where Φ 1 and Φ 2 are i-perodic functions. An important feature of (57) is that it does not generate poles at the (shifted) positions of the Bethe roots despite the Q − and Q + in the denominators. This can be understood explicitly from the action of Ψ(f ) = ∞ n=0 f [2n] , by observing that the poles from 1 Q − are cancelled by the overall prefactor, and that the poles from
are cancelled by poles from
because Q satisfies the Bethe equations. This feature of Bethe root cancellation is essential in proving that the Pµ-system is consistent with the requirement of regularity.
For computational purposes we will rewrite (57) in a form that is explicitly free of Q's in the denominator. Commence by rewriting (56) as
where A and B are polynomials of degree S − 1 uniquely defined by
From this definition and the Baxter equation (34),
it follows that
where R is a polynomial (of degree at most L − 2). Therefore one has
where r k,± are constants. Finally, notice that
where C(u) is a polynomial. Therefore one gets
By repeating a similar logic, the inhomogeneous solution can be written as 9
Note that it is not necessary to know the Bethe roots explicitly, but only the Baxter polynomial, Q, whose coefficients are symmetric combinations of the Bethe roots.
We therefore conclude that solving the (inhomogeneous) Baxter equation can produce poles only at u = i Z where, as discussed, the branch points collide. Hence only these singularities are allowed in the periodic functions Φ i which, therefore, can always be written as
The cut-off Λ linearly depends on the order of iteration. The coefficients φ i,k , except for φ 1,0 , are fixed by the requirement that µ ab + µ [2] ab and
have no poles on the real axis. For µ 4 , the coefficient φ 1,0 is determined from the requirement that at the next order p 4 has no term of order u −1 , as prescribed by the way H-symmetry is fixed. As described in section 3.3.3, the singular part of p 4 at order n + 1 can be found immediately when µ 4 is known at order n. For µ 1 , the coefficient φ 1,0 is fixed differently, as it will be explained later. At the leading order, all poles should cancel producing a polynomial answer for µ 4 . µ 5 is then found from e.g. the first equation in (51) , and thus all µ ab have been fixed at the leading order. They all scale as g −L when g → 0, as it follows from (43).
Higher loops
Having determined all quantities of the Pµ-system at the leading order, including the one-loop correction to ∆, the next step is to look at perturbations around this solution. Each order in the perturbative expansion is determined through precisely the same iterative algorithm. 9 The sum of r k,+ and r k,− can be computed in a faster way, using
. However, one still needs to determine A to compute C.
3.3.1. Double scaling {p 1 , p 2 ; singular part ofp 1 /u 2 ,p 2 /u 2 }
The limit g → 0 with u fixed is referred to as normal scaling. Unless otherwise specified, this is the scaling considered. In this regime, the quantities of the Pµ-system can be parametrized as a series in g 2 with u-dependent coefficients, e.g.
Though appropriate in most of the computations, the normal scaling cannot be used when computing the analytic continuation of P a around one of its branch points, because the branch points collide in this scaling 10 . To keep the cut non-vanishing at weak coupling, one considers the double scaling: g → 0, u → 0 with x held constant. Obviously, the expansion (27) is well-suited for the double scaling and, even more, it suggests the introduction of another useful parameter: y = g x . Using a slightly imprecise terminology, we refer to the expansion
as double scaling. For our purposes, it is enough to consider a = 1, 2.
The leading terms p a,ds,0 are universal and can be read off from (27) :
Subleading terms are given by the infinite series
where we used the notation
The expansion (67) allows linking the quantities on the physical and the next-tophysical Riemann sheets. Indeed, by substituting y = g x and re-expanding (67) at constant u, the normal scaling expansion of p a is generated. If one instead substitutes y = g x = gx and re-expands (67), one generates the normal-scaling expansion ofp a . Note that y = g 2 u + O(g 4 ) on the physical sheet, so only a finite number of the terms in the sum (69) is needed for computing a given order of the normal scaling expansion. On the contrary, the whole infinite sum should be known to computep a,ns,n .
Denote byp ′ a,ns,n the n-th term in the normal scaling re-expansion of the truncated sum n−1 k=0 p a,ds,k (g x)g 2k . It is a useful object since on one hand, computingp ′ a,ns,n requires one term less in the double scaling series compared to computingp a,ns,n , 10 The issue is not an obstacle for µ ab due to the propertyμ ab = µ [2] ab .
while on the other hand,p ′ a,ns,n andp a,ns,n have the same singular, constant, and linear parts in their small u expansion. Indeed, the sum (69) starts from the y 2 -term whereas on the next-to-physical sheet one has y = g x = u −
Hence all singularities in p a /u 2 at small u are delayed by at least one loop.
In the algorithm,p a,ns,n−1 is taken as an input known from the previous orders of the recursion. First, we produce p a,ds,n−1 by 11 p a,ds,n−1 (y) =p a,ns,n−1 (u → y) −p ′ a,ns,n−1 (u → y) .
The leading order is slightly different: p a,ds,0 (y) =p a,ns,0 (u → y) is given by (68) . Then, from the knowledge of p a,ds,k up to k = n−1, we computep ′ a,ns,n and expand it at small u, thus determining the singular, linear, and constant parts ofp a,ns,n .
Finally, we substitute y = g x and re-expand the double scaling series (67) at fixed u producing p a,ns,k on the physical sheet. Since y = g 2 u + O(g 4 ) in this expansion, and the sum (69) starts from the y 2 -term, we can produce p a,ns,k up to k = n + 1, though k = n is already sufficient to proceed in the algorithm.
{p
In (28) p 3 is explicitly separated into the regular polynomial part A 3 u M L−2 , and the singular (near u = 0) part obtained from the normal scaling expansion of
To find the singular part, consider (7b) forP 1 in the form
where ( Finally all p a are regular at the leading order. Hence, to find the order n singular part of p 3 , only knowledge about µ ab at order n − 1 is needed. p 1 , p 2 andp 1 , more precisely their singular parts, are required at order n, and these quantities were found in the previous step.
In the case of L = 2, knowing the singular part is in principle enough to fully fix p 3 . Indeed, the regular part is explicitly known: p 3,reg = A 3 u, where A 3 is fixed from (16) by using ∆ from the previous loop order and requiring that the spin S is integer and hence known at all orders. This simplification reflects the fact that a twist 2 state is fully determined by its spin. For instance, there is only one solution to the one-loop Bethe equation.
For generic L, or to avoid the assumption that S is integer but rather derive this fact perturbatively, one should fix A 3 and the polynomial M L−2 from the QSC equations.
First, we will determine µ 1 with A 3 and M L−2 kept arbitrary, by considering the all-loop version of the Baxter equation (34):
It is most easily derived from (7b) forP 1 written in two forms, with µ ab and with µ [2] ab , and from (7a) for µ 12 . One should eliminateP 1 and µ 2 from these equations to get (73).
The normal scaling expansion is considered for µ ab ,
Expand (73) to order n and consider it as an equation for µ 1,ns,n . The result is precisely the inhomogeneous Baxter equation (52) with a source term, which is solved by (57) . The r.h.s. of (73) is proportional to P 1 which is zero at the leading order, soP 2 and µ 3 should be known only up to order n − 1. P 1 , P 2 and the singular part of P 3 are already known at order n, so only M L−2 and A 3 are yet unfixed, and thus µ 1,ns,n can be found in terms of these coefficients. The constants φ i,k are fixed as explained after (65) , with the exception of φ 1,0 which is fixed differently for µ 1 (compared to the prescription for µ 4 ).
To fix φ 1,0 and M L−2 , return to (7a) for µ 12 :
On the l.h.s., the singular and constant terms depend on A 3 and M L−2 , while the linear term depends on φ 1,0 . On the other hand, the necessary information to compute these terms on the r.h.s. was already found in section 3.3.1. Hence we can fully determine φ 1,0 , A 3 , and M L−2 . In addition, the regular part ofp 1 is found by matching to the regular part of the l.h.s. Having fully determined µ 1 , p 3 andp 1 at order n, it is now straightforward to fix µ 2 from e.g. the following version of (7b):
The way to fix p 4 andp 2 is very similar to how p 3 andp 1 was fixed in the previous section. The departing point is the equation (7b) forp 2 written in two ways:
In analogy to (72), taking the sum of these equations produces a relation that includes PV[µ], which can be used to fix the singular part of p 4 . To fix the regular part, A 4 u N L−1 (u), µ 3 is eliminated from (77):
Applying the Ψ-operator to this equation yields
Notice that an i-periodic function has to be included. Λ is some finite number. The only unknown part of the l.h.s. is the regular part (excluding the constant and linear part) ofp 2 at u = 0, while the regular part of p 4 and the coefficients φ k need to be fixed on the r.h.s. Considering the equation at order n,p 2,ns,n is simply multiplied by a factor of u g L . Dividing by this factor and matching the poles at u = 0 on both sides fixes φ k (from the poles of degree L and higher) and the undetermined coefficients of p 4 (from the poles of degree less than L and the constant term). Furthermore, the equivalence of the regular terms fixesp 2 .
Having fixed p 4 ,p 2 and µ 1 , it is straightforward to fix µ 3 from e.g. the first equation in (77). Finally, ∆ is fixed by using the found A 4 in (25).
{µ 4 , µ 5 }
With all P a and µ 1 , µ 2 , and µ 3 fixed, only µ 4 and µ 5 remain. From the second and fifth equation in (31) , the all-loop version of (52) is derived by eliminating µ 5 and using (7b) to simplify:
Again, this is exactly the inhomogeneous Baxter equation for µ 4,ns,n . Following the procedure described above, the solution is completely fixed, except for the constant φ 1,0 . As explained, this constant is fixed when the singular part of p 4 is determined at the next order by requiring that the term of order u −1 vanishes, as it should due to the way H-symmetry is imposed. Finally, µ 5 is straightforwardly derived from one of the equations leading to (80).
Cross-checks
There are several robust possibilities to cross-check the presented computation:
• The following equations from (7b) were never explicitly used:
Using them,P 3 andP 4 can be computed and compared against P 3 and P 4 through the re-expansion in the double scaling regime.
• The fact that µ ab + µ [2] ab and
have a regular expansion at u = 0 was only used to fix µ 1 and µ 4 . However, it should also apply for µ 2 , µ 3 and µ 5 .
• The large u behaviour of µ ab (15) is governed by ∆, and this provides another way to compute the conformal dimension.
• In the u-symmetric cases all µ ab have certain parity properties: µ • All µ ab satisfy the bilinear identity (14)
Though all the mentioned properties can be derived from the equations that were actually used, their explicit check is very nontrivial. It requires the use of the shuffle and stuffle algebraic relations, and, in the case of parity checks, a possibility to express η
by means of the periodicity relations introduced in [45] . Hence, these properties provide a very solid verification for the correctness of the implemented algorithm. In comparison, the cross-checks in the FiNLIE approach were significantly less transparent. Almost no means were available to verify the 8-loop computation in [45] beyond highest-transcendentality terms.
Apart from self-consistency, there are physical checks. Indeed, the computation produces S and ∆ as an output, see equation (25) . S should be a fixed integer, hence it provides an all-loop check of the computation 12 .
The approximation to the conformal dimension can be computed from the solution of the asymptotic Bethe Ansatz [7, 9] 
2 ), using the formula
Naively, Feynman graphs which invalidate the assumption of infinite length appear at L loops, so the asymptotic Bethe Ansatz gives the correct result for ∆ up to L − 1 loops only. However, in practice the Bethe Ansatz is still valid up to L + 1 loops. We discuss this bonus effect in Appendix C. Note that the asymptotic Bethe Ansatz (83), the expression (84) for ∆, and the integer constraint on the value of S can be analytically derived from QSC [48] . However, the only known way of derivation is to consider the curve in its full generality, i.e. to supplement the Pµ-system with the Qω-system (which is a consequence of the former) and with the intertwining QQ-relations between P a and Q i . The fact that this information about ∆ and S follow from the Pµ-system is definitely a nontrivial check for the explicit computations.
There are also several results within single-wrapping orders [20, 21, 22] , which are consistent by themselves with the reciprocity property, BFKL, and double-logarithmic equations (see e.g. [53] ). We checked our computation against these results.
Apart from perturbative comparison, we can do further checks on the generic structure of the answer. In [45] , the leading transcendentality terms were computed to all loops for the anomalous dimension of the Konishi operator. Also, one can consider a plausible suggestion [54] that the answer is given, at least to a high enough order, in terms of single-valued MZV's [55, 56] . When an answer satisfies this conjecture (and so far all answers do), one gets a solid verification of the result since the single-valued MZV's are very special combinations of generic MZV's which we cannot predict in advance from our algorithm.
Finally, let us note that the equations in the algorithm are universal at any loop order, hence their implementation is. This universal implementation can be thoroughly verified as described above, which gives us an additional certitude about the correctness of the computation.
Summary of results and discussion
Results
As an example of the structure of the obtained results, the 10-loop conformal dimension of the Konishi operator is: 
15 + 11943936 ζ3 Z
where Z = −ζ3,7,3 + ζ3 ζ3,7 + 12 ζ5 ζ3,5 + 6 ζ5 ζ8 ,
= ζ3,7,5 − ζ5 ζ3,7 − 3 ζ5 ζ10 + 21 ζ9 ζ6 + 175 2 ζ11 ζ4 + 637 2 ζ13 ζ2 ,
= −ζ3,9,3 + ζ3 ζ3,9 + 12 ζ5 ζ3,7 + 30 ζ7 ζ3,5 + 6 ζ5 ζ10 + 15 ζ7 ζ8 .
Selected examples of 10-loop results are given in table 1. The corresponding operators all have Baxter polynomials with rational coefficients. Operators associated to Baxter polynomials with square roots of a prime in the coefficients have also been calculated analytically, up to nine loop orders for the simplest cases. Examples are given in table 2. In the case of more complicated algebraic numbers the analytic solution is also possible. However, our attempts of an implementation are slow and maximally five-loop results have been reached. Therefore, the coefficients of Q(u) have been handled numerically while MZV's were kept analytic. Nine loops were reached in the simplest cases of such operators. Examples are given in table 3.
The Mathematica notebook Results.m includes results for all 91 operators with L+S ≤ 10 to at least eight loop orders as well as some additional results for L+S > 10 where the loop order exceeds L + 1 such that the asymptotic Bethe Ansatz is no longer valid. The notebook Solution of QSC.nb contains our implementation of the algorithm and the reader can use it to attempt calculations of the operators and loop orders that we did not cover. The code works efficiently for operators with L + S 15 and also beyond this range if S or L is small. The published version works analytically for operators with rational coefficients in the Baxter polynomial and semi-numerically when the coefficients are irrational. The modification which works analytically with some irrational expressions is not published but available upon request. The notebooks and the required files containing relations between MZV's can be downloaded from www.maths.tcd.ie/∼dvolin/QSC/loop10sl2.zip.
Observations
Series converge up to g = 
This radius of convergency is the same as for the asymptotic Bethe Ansatz answers and is well expected. Indeed, one can envisage such a bound already from the magnon dispersion relation [58] which becomes singular at g = ± Padé approximation works at least up to g ≃ 0.7. One can attempt to resolve the singularities at g = ± i 4 by introducing the new variable w = (1 + 16g 2 ) α , where the value of α should account for the type of singularity (we assumed it is of branch point type). We introduced w and constructed diagonal Padé approximations, around w = 1, to the perturbative answers. We observe empirically that the obtained Padé approximants converge up to g ≃ 0.7 independently of α, and for α = 1/4 we get Table 1 : Results for operators with L + S ≤ 8 associated to Baxter polynomials with rational coefficients. Table 2 : Examples of results for operators associated to Baxter polynomials with a square root of a prime in the coefficients. Table 3 : Examples of results for operators associated to Baxter polynomials with more complicated algebraic numbers as coefficients.
the best matching against the known numerical results from TBA [23, 37, 38] : In the described way, a three-digit accuracy was achieved at g = 0.7. For g < 0.4, the accuracy from the Padé approximants is empirically estimated to be more than 5 digits and is hence better than that of the known numerical results. Although α = Bethe Ansatz works up to L + 1 loops, although naive expectation would be L − 1 loops. This is a well-known fact for the Konishi operator. We observe this phenomenon for any state from the sl(2) sector. It has an explanation, see Appendix C.
Only MZV's at any loop order (theorem). It is a straightforward consequence of the algorithm that the answer at any loop order is expressible only in terms algebraic numbers (originating from coefficients of Baxter polynomials) times MZV's. Indeed, the algebra of functions used is closed under all operations performed, see Appendix A. MZV's appear when we Taylor-expand η-functions at zero. Nothing else can be generated by this expansion.
Only single-valued MZV's (observation). We observe that in all computations that were done, the answer is expressible using only the subclass of possible MZV's -the so-called single-valued MZV's [55, 56] . This subclass consists of single-indexed zeta-values of odd argument and particular combinations of multi-indexed zeta-values listed, for transcendentally up to 15, in (86). We do not have an analytic explanation of this fact.
For twist-two states, the complexity of the answer seems to follow the number of wrappings: single-indexed zeta-values appear for the first time at loop four, and the first multiple-index (but single-valued) zeta-value appears at loop eight 13 . It is therefore reasonable to ask whether "single-valuedness" will be preserved at triple wrapping, i.e. at twelve loops.
Outlook
The results presented in this work seem to put us on the eve of the practical systematic computation of the perturbative conformal spectrum of planar N = 4 SYM. Let us discuss how the proposed approach can be extended beyond the sl(2) sector. One relies on the P 1 → 0 property to find the leading order solution, see section 3.2. It is satisfied for all the multiplets that reach the unitary bound at zero coupling. For instance, it is satisfied for the most interesting case of rank-one sectors, including the su(2) sector. If the P 1 → 0 property is fulfilled, we expect that relaxing the ansatz (29) would be sufficient to generalise the algorithm, however some practical issues may arise, such as µ 1 being zero at u = 0 which indeed happens for exceptional operators [60] and which will require extra care when defining the small u expansions.
For the operators that do not reach the unitary bound, the iterative scheme is not directly applicable. However, we know [48] how the quantum spectral curve is related to the asymptotic Bethe Ansatz when the latter one is applicable, hence one can compute the leading order and certain sub-leading orders of the QSC quantities by solving the Bethe Ansatz and use this information as a departing point. Most importantly, it is very likely that algebraic manipulations would not be more complicated than those described in this work and all the functions will belong to the algebra from section 2.1.3, hence one has all technical tools ready.
The presented number of loop orders, ten, is not a conceptual limit of the procedure. The algorithm works to any order, and restrictions are of purely combinatorial nature. The basis of η-functions is of dimension 2 2·#loops−3 , and hence the required memory and time for computation are growing (at least) exponentially. Even with this exponential growth, the computation is very fast, allowing to compute ten loops for simple operators in a matter of hours. The algorithm is implemented in Mathematica, with the aim to rather be comprehensible than fast, and it can, without doubt, be made several orders of magnitude faster and less memory-consuming with a proper low-level implementation. Also, a single core was used, however all the time-consuming operations are linear or bi-linear and can hence be efficiently parallelized. Thus, we expect several loops more to be computable by improving the code, using more advanced hardware, and allowing longer runtimes.
One should keep in mind that most of the advancements in the study of the N = 4 SYM spectrum, including the presented one, rely on the conjecture of integrability which was not proven and which still appears as a miracle. As a step towards a proof, one should devise a better way of deriving the QSC equations than the historical approach through TBA. Hoping for an analogy with the algebraic Bethe Ansatz [61] , one expects that P a and µ ab arise as commuting operators acting on the basis (1) (or a more generic one, if outside the sl(2) sector). The eigenvalues of these operators should be the ones found in this paper. Furthermore, stronger constraints follow from our results. One should expect that P a and µ ab as operators arise from QFT renormalization and hence their matrix elements are likely to be from the algebra of MZV's over the field of rational numbers, whereas any algebraic number appears only as a result of diagonalization. It is not trivial to construct a matrix with rational coefficients so as to reproduce given algebraic numbers. Hence the explicit analytic knowledge of the eigenvalues gained in this paper should help in finding the operatorial version of QSC and hence in the proper formulation of AdS/CFT integrability.
following, small letters denote single indices, e.g. in η a , while capital letters denote multiple indices, e.g. in η A . In practice, we compute only Ψ(u a ) and then extend the result by linearity. However we need to assure linearity, and we therefore require that Ψ(r)(0) = 0 which removes the constant term ambiguity in the solution of (A.1). For instance, Ψ(1) = i u .
A.1. Rational functions
The action of Ψ on a shifted inverse power is prescribed to be the following sum:
For a ≥ 2 the sum is convergent and equals an η-function by definition. For a = 1 we regularize the logarithmically divergent sum by postulating that it is equal to η
1 , which is defined as η 1 (u) ≡ iψ(−iu) [45] , where ψ is the digamma function.
A.2. Expressions involving η-functions
First note that i-periodic functions P a are treated as constants by Ψ:
In particular, Ψ(P a ) = P a Ψ(1) = i u P a . In contrast to the previous work [45] where both η A and complex-conjugatedη A were used, we systematically remove all theη A from the expressions using the defining property η a +η
= P a in order to explicitly simplify the computations using (A.3).
To handle products of η-functions and shifted inverse powers, we use our general
when the sum is convergent. Therefore
The logarithmically divergent sums are always regularized so as to satisfy (A.4).
When an expression of the kind Ψ
is encountered, the strategy is to shift the η-function using the relation 5) until the produced terms have the form (A.4) or the η-function runs out of indices. Products of polynomial powers and η-functions are handled using the relation
which leads to
The last relation is applied repeatedly until the produced terms are products of shifted inverse powers and η-functions, or the η-function runs out of indices.
Appendix B. Determination of Baxter polynomials
As described, each operator is characterized by L, S and its Baxter polynomial,
The possible choices of Q are a consequence of L and S and are defined as the polynomials satisfying the Bethe equations (36) and the zero-momentum condition (37) . As only symmetric combinations of Bethe roots u k determine Q(u) and hence only these combinations are relevant in the perturbative procedure, one may opt not to solve the Bethe equations, but instead solve the Baxter equation (34) 
from which we can fix Q(u) without knowing u k explicitly. In this appendix, it is discussed how to determine the possible Baxter polynomials first in special cases and then in generality. The reader may also consult [62] devoted to a review of the sl(2) sector of AdS 5 /CFT 4 integrability.
B.1. Spin 2
From the zero-momentum condition it follows that solutions with S = 2 are always u-symmetric:
The Bethe equations then reduce to
with non-singular solutions . . . , (B.4) the explicit form of u 1 increases in complexity with S. Our implementation of the perturbative algorithm is most efficient for Baxter polynomials with rational coefficients. The algebraic number fields generated by square roots of a prime have also been treated analytically, and the L = 4 case in (B.4) is presented in section 4. To get a reasonable speed, we approximate more complicated algebraic numbers numerically while keeping exact expressions for MZV's. As an example of this semi-numerical computation, we considered the L = 6 case in (B.4), and the results are again given in section 4.
B.2. Twist 2
This is the most interesting subclass of operators, in particular because of its relation to Γ cusp [8] and to the BFKL limit [16] . The one-loop solution is known explicitly [63, 64, 65] :
which is a polynomial for integer values of S, with rational coefficients. The zeromomentum condition is satisfied only for even S.
As it was recently understood [66, 29] , (B.5) is not the correct solution at noninteger S, simply because it has poles. However, only integer S corresponds to the states in the spectrum of single-trace operators and this is the only case considered in this work.
B.3. Twist 3, rational Q(u)
There is also a known series of solutions for twist-3 operators given by [67, 16] 
At even S, (B.6) is a polynomial with rational coefficients that satisfies the zeromomentum constraint. Whereas (B.5) exhausts all possible solutions in the twist 2 case, the twist 3 case allows for solutions which are not given by (B.6). The first occur at S = 3: Q(u) = . We checked up to S = 20 that solutions not given by (B.6) all have non-rational coefficients. However, for 3 ≤ S ≤ 8 and S = 10 these solutions contain nothing worse than square roots, and they lead to results containing only rational numbers times MZV's in the perturbative corrections to the conformal dimension.
B.4. Generic state
In practice, it is simplest to solve the Baxter equation (B.1). This is done by looking for polynomial Q and T . Hence, we plug in the ansatz T ≡ 2u L − L j=1 d j u L−j and Q ≡ u S + S j=1 c j u S−j , and additionally impose the zero-momentum condition that allows to express the constant c 1 by a linear combination of the remaining c j with j odd. Requiring that all powers vanish in (B.1) yields enough conditions on d i and c i . In particular, one finds that d 1 and d 2 are universal
In all cases we have considered, the Baxter polynomial has indeed been obtained in this way. Finally, let us comment on a different approach, going back to [68] , that allows to control the completeness of the set of solutions and to prove the reality of the Bethe roots. Consider the logarithmic form of the Bethe equations and introduce an extra real parameter c:
The mode numbers, n k , should all be distinct. They are integers if L + S − 1 is even and half-integers if L + S − 1 is odd. It is easy to see that |n k | ≤ L+S−3 2 . If c = +0, solving (B.8) is straightforward and unambiguous for a given set of mode numbers, given that u k > u j if n k > n j . Then one only needs to perform the continuous deformation of the solution up to c = 1. Reality of the solutions is concluded using the continuity argument. The continuity argument also allows one to compute the total momentum defined by k
= e iptot in terms of mode numbers:
and hence we can easily constrain the possible n k to zero-momentum states only. The approach of continuation in c gives us a systematic and well-controlled way to produce numerical solutions to the Bethe equations and hence to confirm the findings by analytic methods.
conformal dimension. For length-4 operators the asymptotic Bethe Ansatz is valid up to three loops, hence it should also be valid up to three loops for the length-2 representative, Tr Z∇ 2 + Z. It is demonstrated below that this phenomenon is common for all states from the sl(2) sector. Any state of type (1) and length L belongs, at finite coupling, to a multiplet which also contains a state, outside the sl(2) sector, of length L + 2. Hence the Bethe Ansatz should be valid up to L+1 loops which we indeed observe in practice.
It is not known to us how to explicitly write down the corresponding operator of length L + 2, except for the Konishi example. Instead, we provide an argument on the level of Bethe Ansatz equations. There, duality transformations affect the length. This phenomenon was one of the first tests to support the Beisert-Staudacher equations [7] .
The discussion below is an adaptation of the results of [7] .
To define the duality transformation, one should not restrict to the sl(2) sector but consider the full set of asymptotic Bethe equations. This set determines five types of Bethe roots: three types of "bosonic" Bethe roots including the momentum-carrying roots u j and two auxiliary sets with the elements denoted below as u b± ; and two types of auxiliary "fermionic" Bethe roots parameterised by the Zhukovsky-type variable y α± 14 , not restricted to the domain |y| > 1.
The main Bethe equation is written as
(C.1)
The Bethe equations for the auxiliary bosonic roots are ) . Instead of writing Bethe equations for the fermionic roots, it will be handy to encode these roots by relations between the following Zhukovsky-Baxter polynomials:
Introduce the notation f 1 ∝ f 2 to denote that f 1 = Λf 2 for some constant Λ.
14 Not related to y from the main text.
The relations determining the fermionic roots are R (+) (y)Q ± (w − i/2) − R (−) (y)Q ± (w + i/2) ∝ R ± (y)R ± (y) , (C. 4) with the demand thatR ± (y) is a polynomial in y. We will parameterise it asR ± ≡ ᾱ± (y −ȳᾱ ± ).
Using (C.4), we can make (C.1) and (C.2) to depend onȳᾱ ± instead of y α± . This is precisely the above-mentioned duality transformation. We are only interested in its effect on (C.1). The result is:
(C.5)
Now note that for the sl(2) sector there is no auxiliary Bethe roots (prior to the duality transformation). Therefore (C.4) is simplified to R (+) − R (−) ∝R ± . But 
as requested.
Appendix D. Results
In this appendix, we provide selected results in a format that is meant to be easy to parse by a programming language. 
