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Abstract
Composition operators have been extensively studied in complex anal-
ysis, and recently, they have been utilized in engineering and machine
learning. Here, we focus on composition operators associated with maps
in Euclidean spaces that are on reproducing kernel Hilbert spaces with
respect to analytic positive definite functions, and prove the maps are
affine if the composition operators are bounded. Our result covers com-
position operators on Paley-Wiener spaces and reproducing kernel spaces
with respect to the Gaussian kernel on Rd, widely used in the context of
engineering.
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1 Introduction
We will establish that the composition operator generated by a map in the
Euclidean space Rd enjoys the boundedness property in a reproducing kernel
Hilbert space (RKHS for short) if and only if the map is affine when the repro-
ducing kernel is an analytic positive definite function subject to a mild decay
condition. We are interested in the boundedness property in itself. Recently,
composition operators have been used in many branches of science, such as
engineering and machine learning, and their properties, like bounded-ness is
sometimes crucial to give theoretical guarantee for applications. However, it
seems that some of the important propositions are missing rigorous mathemat-
ical proofs.
Recall the definition of composition operators, which are also called Koop-
man operators in the context of physics. Let f : E → E′ be a map, and
let V and W be function spaces on E and E′, respectively. The composi-
tion operator Cf is the linear operator from W to V such that its domain is
D(Cf ) = {h ∈ W : h ◦ f ∈ V }, and Cf (h) = h ◦ f for h ∈ D(Cf ).
Moreover, recall that a function k defined on the cross product of E × E,
where E is a set, is said to be positive definite if for any arbitrary function
X : E → C and for any finite subset F of E, ∑
p,q∈F
X(p)X(q)k(p, q) ≥ 0. A
fundamental theorem in the theory of RKHSs is that such a function k generates
a unique reproducing kernel Hilbert space Hk. See [11], for example.
Now, let us state our main result. We will adopt the definition of the Fourier
transform and its inverse Fourier transform:
ĥ(ξ) = F [h](ξ) :=
∫
Rd
h(x)e−2πix·ξdx, F−1[h](x) :=
∫
Rd
h(ξ)e2πix·ξdξ.
Let u ∈ C∩L2\{0} be such that û ∈ L1∩L∞ and that û is non-negative almost
everywhere. By Bochner’s theorem, k(x, y) = u(x − y) is a positive definite
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kernel. Thus, k generates an RKHS. Recall the definition and its properties
from Section 2. Observe that Hk ⊂ L2 and that the norm is given by
‖f‖Hk =
√∫
Rd
|f̂(ξ)|2û(ξ)−1dξ (f ∈ Hk).
We define ‖h‖L2(û) :=
(∫
Rd
|h(ξ)|2û(ξ)dξ
) 1
2
. Here, the space L2(û) denotes the
set of all measurable functions h vanishing almost everywhere on {û =∞} and
‖h‖L2(û) <∞.
We denote bymz the pointwise multiplication operator on L
2(û): mz(h)(ξ) :=
e−2πiz
⊤ξh(ξ). For each n ∈ N, the space Pn ⊂ C[ξ1, ξ2, . . . , ξd] stands for the
linear space of all polynomials having (total) degree at most n. We define
G(u) := {A ∈ GLd(R) : û(A⊤ξ) ≥ λû(ξ) a.e. ξ for some λ > 0}.
If the decay of û is strong enough, the boundedness of the composition mapping
forces f to be affine, as our main result below shows.
Theorem 1.1. Let u ∈ C ∩ L2 \ {0} be such that û ∈ L1 ∩ L∞ and that û is
non-negative almost everywhere, and let k(x, y) := u(x − y). We impose the
following three conditions on u:
(A) for any a > 0, there exists ca > 0 such that |û(ξ)| ≤ cae−a|ξ|,
(B) sup
z∈Cd
(
lim sup
n→∞
n
√
sup
P∈Pn\{0}
‖mzP‖L2(û)
‖P‖L2(û)
)
<∞,
(C) G(u) spans Md(R), that is, 〈G(u)〉R = Md(R).
Notice that the function k(x, y) = u(x− y) is analytic positive definite thanks to
condition (A). Then, for any open set U ⊂ Rd and any map f : U → Rd, the
map f is a restriction of an affine map of the form,
f(x) = Ax+ b
with A ∈ G(u) and b ∈ Rd if and only if D(Cf ) = Hk and the composition
operator Cf : Hk → Hk|
U2
is a bounded linear operator.
We will prove Theorem 1.1 as a corollary of Theorems 3.3 and 3.9.
Now let us explain the role of the three conditions in this theorem. Condition
(A) is almost the same as the entireness of u. Actually, we will prove that if
u is entire and satisfies some additional conditions, u fulfills condition (A).
Condition (B) is the most technical one, which concerns the growth rate of the
operator norm of the restriction of mz to the space of polynomials of degree
at most n. If the support of û is compact, the operator mz becomes bounded,
and thus, condition (B) obviously holds. In general, it is not so easy to check
this condition. We confirm this condition in Section 4 when u is a Gaussian
3
function, namely, u(x) = e−|x|
2
. Condition (C) implies that sufficiently many
affine maps induce bounded composition operators. For example, this holds if
û is radial symmetric or if it has compact support whose interior contains 0.
Typical examples of functions which satisfy conditions (A), (B) and (C) are the
Gaussian function u(x) = e−|x|
2
and the sinc function sin(x)/x.
A corollary of Theorem 1.1 is as follows.
Corollary 1.2. Using the same notation as Theorem 1.1, let u satisfy condi-
tions (A)–(C). Then, no composition operators Cf can be compact.
We can rephrase Corollary 1.2 in Proposition 3.2 on the basis of Theorem
1.1; i.e., thanks to Theorem 1.1, it suffices to prove that affine maps cannot
induce compact composition operators. See Section 3.1 for the details.
We should remark that there are several studies which show that only affine
maps induce bounded composition operators, but, as for compactness, there is
a striking difference as follows:
Proposition 1.3. [2] Let A ∈ GLd(R), and let f : Cd → Cd be a holomorphic
function.
1. Cf is a bounded linear operator on the Fock space if and only if f can be
expressed as f(z) = Az + b for some ‖A‖ ≤ 1 and b ∈ Cd.
2. Cf is a compact operator on the Fock space if and only if f can be expressed
as f(z) = Az + b for some ‖A‖ < 1 and b ∈ Cd.
We should also remark that Chacon–Chacon–Gimenez [1] proved the same
results as ours in the case d = 1 and u(x) = sin(x)/x by another method. Much
more has been investigated for the case of the complex plane; see [3, 12, 13].
Let us explain the outline of the proof of Theorem 1.1. The ”if” part is
not so hard, and we prove it in Section 3.1. The hard part of the proof is
the ”only if” part, and is obtained as a corollary of Theorems 3.3 and 3.9 in
Section 3. Theorem 3.3 states that the ”only if” part of Theorem 1.1 holds under
Assumptions (A), (B), and (C), and assuming the existence of the holomorphic
map F : Cd → Cd with F |U = f . The proof of Theorem 3.3 hinges on the
Liouville theorem in complex analysis of several variables. We consider the
derivatives of F and apply the Liouville theorem to them. By considering spaces
of polynomials of various degrees, the boundedness of the composition operators
is enable us to control the derivative of the holomorphic map F . Theorem
3.9 deduces that under Assumption (A), D(Cf ) = Hk, and the composition
operator, Cf : Hk → Hk|
U2
, is a bounded, there exists a holomorphic map
F : Cd → Cd with F |U = f . The proof involves an explicit construction of
the analytic continuation of f in terms of the boundedness of Cf . Here, we
emphasize that f is originally a mere map defined on an open subset U ⊂ Rd,
not the whole space, but we prove that the boundedness of Cf shows the map
f is a restriction of holomorphic map F defined on Cd.
Acknowledgement. We would like thank Professor Takeshi Katsura and Dr.
Fuyuta Komura for the valuable discussion and comments. Thanks to their
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remarks, we could show that φ−1k is continuous in Proposition 2.5. This work
was supported by a JST CREST Grant, Number JPMJCR1913, Japan.
2 Preliminaries
In this section, we review the notion of reproducing kernel Hilbert spaces asso-
ciated with positive definite functions and composition operators and then show
some of their basic properties.
2.1 Reproducing kernel Hilbert spaces with positive defi-
nite functions
Let E be an arbitrary abstract (non-void) set and k : E × E → C be a map.
Denote by CE the linear space of all maps from E to C. A reproducing kernel
Hilbert space (RKHS for short) with respect to k is a Hilbert space Hk ⊂ CE
satisfying the following two conditions:
1. For any x ∈ E, the map kx := k(·, x) is an element of Hk,
2. For any x ∈ E and h ∈ Hk, we have 〈kx, h〉Hk = h(x).
We call k a positive definite kernel. We note that if RKHS Hk with respect to k
exists, Hk is unique as a set. The second condition is known as the reproducing
property of RKHS. Here, we define the feature map by
φk : E → Hk; x 7→ kx.
For any subset F ⊂ E, Hk,F is a closed subspace of Hk defined by the closure
of spanφk(F ). Accordingly, we see that Hk,F is isomorphic to Hk|
F2
:
Proposition 2.1. Let k be a positive definite kernel on E, and let F ⊂ E.
Then, the restriction mapping CE → CF induces an isomorphism rk,F : Hk,F →
Hk|
F2
.
Proof. For any x ∈ F , the restriction mapping allocates φk|
F2
(x) to φk(x); thus,
it induces the isomorphism rk,F between the Hilbert spaces.
Definition 2.2. Let u : Rd → C be a map, and let k(x, y) := u(x−y). Suppose
that k is a positive definite kernel, and hence, the function u is a positive definite
function. We call the RKHS Hk, the RKHS associated with u.
Thanks to Bochner’s theorem [8, p. 148], a positive definite function on Rd
can be realized as a Fourier transform of finite Borel measure; namely, we have
the following proposition.
Proposition 2.3. Let u be a non-zero C-valued continuous function on Rd.
Then, u is a positive definite function if and only if there exists a finite Borel
measure µ on Rd such that
u(x) = µ̂(x) :=
∫
Rd
e2πix·ξ dµ(ξ).
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In particular, we have
Corollary 2.4. Let u ∈ C ∩ L2 \ {0} with û ∈ L1 ∩ L∞. Then u is a positive
definite function if and only if û(ξ) ≥ 0 for almost all ξ ∈ Rd.
We shall now prove a proposition for the feature map for an RKHS associated
with a positive definite function u:
Proposition 2.5. Let u be a non-zero positive definite function. Assume that
u is continuous and u(x)→ 0 as |x| → ∞. Write k(x, y) := u(x− y) as above.
Then the feature map φk : R
d → Hk is injective and continuous. Moreover, the
inverse φ−1k : φk
(
Rd
)→ Rd is also continuous.
Proof. Since ||φk(x)−φk(y)||2Hk = 2− 2Re(u(x− y)), the continuity of u implies
that of φk. We will prove the injectivity of φk. Suppose that there exist a, b ∈ Rd
with a 6= b such that φk(a) = φk(b). Then, for any x ∈ Rd,
u(x) = 〈φk(a+ x), φk(a)〉Hk = 〈φk(a+ x), φk(b)〉Hk = u(x+ (a− b)),
which contradicts the assumption that u vanishes at infinity. Thus, the feature
map is injective. Now we prove the continuity of φ−1k : φk(R
d)→ Rd. Suppose
that there exists a sequence {φk(xn)}n≥1 such that φk(xn) → φk(a) for some
a ∈ Rd but that {xn}n≥0 does not converge to a. Since φk is injective and
continuous, any convergent subsequence of {xn}n≥0 converges to a; thus, we
may assume |xn| → ∞ as n→∞. For any x ∈ Rd,
u(x) = 〈φk(x+ a), lim
n→∞
φk(xn)〉Hk
= lim
n→∞
〈φk(x+ a), φk(xn)〉Hk
= u(x+ a− xn)
= 0.
Since u is not a constant function, this is contradiction. Thus, φ−1k is continuous.
In this paper, we will only consider RKHSs associated with a positive definite
function u such that u ∈ C∩L2\{0} with û ∈ L1∩L∞. Thanks to the Riemann–
Lesbegue theorem and Proposition 2.5, the feature map is a continuous map.
For a non-negative measurable function w on Rd, we define the Hilbert space
L2(w) to be the space of functions composed of measurable functions h vanishing
on {w =∞} such that ∫
Rd
|h(x)|2w(x) <∞.
The inner product is defined in an obvious way. We have an explicit description
of RKHS:
6
Proposition 2.6. Let u ∈ C ∩L2 \ {0} be a positive definite function such that
û ∈ L1 ∩ L∞, and let k(x, y) = u(x− y). Then,
Hk =
{
h ∈ C ∩ L2 : ĥ ∈ L2(û−1)
}
and its inner product is given by 〈g, h〉Hk =
∫
Rd
ĝ(ξ)ĥ(ξ)û(ξ)−1 dξ. In particular,
the Fourier transform of any element in Hk is integrable.
Proof. Let V := F−1 (L2(û−1)) be a Hilbert space with inner product 〈g, h〉V :=〈
ĝ, ĥ
〉
L2(û−1)
. Note that V is a subset of L2 and the embedding map V → L2
is continuous; namely, there exists C > 0 such that ‖h‖L2 ≤ C‖h‖V . We will
establish V ⊂ C; namely, any element h ∈ V has a continuous representative.
For x ∈ Rd, let h˜(x) := 〈kx, h〉V . Since ĥ(x) = h(x) for almost all x ∈ Rd,
it suffices to show that the map h˜ is continuous. In fact, it follows from the
following inequality:
|h˜(x)− h˜(y)| ≤ ‖h‖V · ‖kx − ky‖L2 (x, y ∈ Rd).
This inequality can be deduced from Schwartz’s inequality and the continuity
of the embedding V →֒ L2.
We immediately obtain the following corollary:
Corollary 2.7. Let u ∈ C ∩ L2 \ {0} be a positive definite function with û ∈
L1∩L∞. Write k(x, y) = u(x−y) as usual. Set Ψu(h)(ξ) := û(ξ)−1ĥ(ξ). Then,
Ψu is an isomorphism from HK to L
2(û).
2.2 Properties of RKHS for definite functions with a cer-
tain decay condition
Let u ∈ C ∩ L2 \ {0} be a positive definite function with û ∈ L1 ∩ L∞. We
define the following decay condition: For a positive integer n > 0 and positive
real number a ≥ 0, we define a function u that satisfies (DC)dn,a if for any ε > 0,
there exists Lε > 0 such that
(DC)dn,a |û(ξ)| ≤ Lε(1 + |ξ|2n+d+ε)−1e−4πa|ξ| a.e. ξ.
For a > 0, we define
X
d
a :=
{
z = (zi)
d
i=1 ∈ Cd : |Im(z)| < a
}
.
We also define
X
d
0 :=
{
z = (zi)
d
i=1 ∈ Cd : Im(z) = 0
}
= Rd.
By virtue of Proposition 2.6, if u satisfies (DC)dn,a for some a > 0 (resp. a = 0),
then any element of Hk is holomorphic on X
d
a (resp. C
n on Xd0). As a result,
we have the following proposition:
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Proposition 2.8. Let u be a non-zero positive definite function satisfying the
condition (DC)dn,a for some a > 0, and let k(x, y) = u(x− y). Then, we have
Hk,U = Hk
for any open subset U ⊂ Rd.
Proof. It suffices to prove that H⊥k,U = {0}. Take an arbitrary g ∈ H⊥k,U . Then,
we see that for any x ∈ U ,
g(x) = 〈φk(x), g〉Hk = 0.
Since g is an analytic function on Rd, we have g = 0. Therefore,H⊥k,U = {0}.
Under the condition (DC)dn,a, for each z ∈ Xda, we define ez ∈ L2(û) by
ez(ξ) := e
−2πiz⊤ξ,
and we define the map,
ϕ : Xda → L2(û); z 7→ ez.
We should remark that in the case of a > 0, for any z ∈ Xda, ϕ(z) = Ψu(φk(z)),
where φk(z)(x) is defined as the evaluation of the analytic continuation of u at
x− z. Accordingly, we have the following Proposition:
Proposition 2.9. Let u be a positive definite function satisfying the condition
(DC)dn,a for some integer n > 0 and a > 0 (resp. a = 0), and let k(x, y) =
u(x − y). Then the map ϕ is holomorphic (resp. differentiable) in Xda in the
sense that for any z = (zj)
d
j=1 ∈ Xda, the limit
∂zjϕ(z) := lim
ε→0
ε−1 (ϕ(z + εej)− ϕ(z))
exists. Here, ej := (0
1
, . . . , 0, 1
j
, 0, . . . , 0
d
) ∈ Cd denotes the j-th elementary vector.
Moreover, for any d-variable polynomial (resp. d-variable polynomial of degree
smaller than or equal to n) q ∈ C[ξ1, . . . , ξd], we have[
q
(
i∂z1
2π
, . . . ,
i∂zd
2π
)
ϕ
]
(z) = qez. (1)
Proof. For any positive number ε > 0, non-negative integer n ≥ 0, j = 1, . . . , d,
and any function ψ : Xda → L2(û), we define(
∆
(n)
j,ε ψ
)
(z) := (εnn!)−1
n∑
r=0
(−1)n−r
(
n
r
)
ψ(z + rεej).
Moreover, for n = (n1, . . . , nd), we define
∆(n)ε = ∆
(n1)
1,ε · · ·∆(nd)d,ε .
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It suffices to show that
lim
ε→0
(
i
2π
)|n| (
∆(n)ε ϕ
)
(z) = ξn11 · · · ξndd ez (2)
for any n if a > 0, or |n| ≤ n if a = 0. Here, we denote |n| :=∑j nj . By direct
computation, we have
‖(left hand side of (2))− (right hand side of (2))‖2L2(û)
=
∫
Rd
∣∣∣∣∣∣
d∏
j=1
(
e−2πiεξj − 1
−2πiε
)
−
d∏
j=1
ξ
nj
j
∣∣∣∣∣∣
2
e2πIm(z)
⊤ξû(ξ) dξ.
Thus, from the definition of (DC)dn,a, we see that the last integral converges to
0.
2.3 Composition operators on RKHS’s
We give a definition of composition operators for our setting:
Definition 2.10. Let k and ℓ be positive definite kernels on sets E and F , re-
spectively. For any map f : E → F , the composition operator Cf : Hℓ → Hk is a
linear operator defined by Cf (h) := h◦f of domainD(Cf ) = {h ∈ Hℓ : h ◦ f ∈ Hk}.
Remark 2.11. We easily see that Cf is a closed operator; thus, if D(Cf ) = Hℓ,
by the closed graph theorem, Cf is a bounded operator.
Accordingly, the adjoint of Cf has the following property:
Proposition 2.12. Let k and ℓ be a positive definite kernel on E and F , re-
spectively, and let f : E → F be a map such that D(Cf ) = Hℓ and that Cf is
bounded. Then, we have
C∗f (φk(x)) = φℓ(f(x)).
Proof. The proof entails a straightforward computation. See [5, Proposition
2.1].
Consequently, we have the following corollary:
Corollary 2.13. Let E ⊂ Rd, and let f : E → Rd be a map. Suppose that we
have a non-zero positive definite function u on Rd. Write k(x, y) := u(x − y)
as above. Assume u is continuous and u(x) → 0 as |x| → ∞. Then, if the
domain D(Cf ) is the whole space Hk and Cf is bounded, the original map f is
continuous.
Proof. From Proposition 2.1 and 2.12, we see that
f = φ−1k ◦ C∗f ◦ rk,E ◦ φk.
Since the right-hand side is continuous, so is f .
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At the end of this section, we define another linear operator Kf under the
condition (DC)dn,a for some a > 0, keeping in mind that Hk = Hk,U due to
Proposition 2.8.
Definition 2.14. Let U ⊂ Rd be an open subset. Denote the restriction oper-
ator by rU : Hk,U → Hk|U2 . For any map f : U → Rd such that D(Cf ) = Hk,
define a linear operator Kf : L
2(uˆ)→ L2(uˆ) by
Kf : L
2(û)
Ψ−1u∼= Hk = Hk,U
rU∼= Hk|
U2
C∗f−→ Hk Ψu−→ L2(û). (3)
Remark 2.15. The above linear operator Kf is essentially the same as the
Perron-Frobenius operator defined in [5].
3 Main results
Here, we prove the main results. First, we prove the criterion of boundedness of
composition operators in the case that the map f is affine. Then, we summarize
some of the properties of RKHS’s with positive definite functions decaying faster
any exponential functions.
3.1 Boundedness and compactness of composition opera-
tors for affine maps
Recall that we defined
G(u) = {A ∈ GLd(R) : uˆ(AT ξ) ≥ λuˆ(ξ) for some λ > 0}.
As the following proposition shows, G(u) is a natural class.
Proposition 3.1. Suppose that u ∈ C0∩L2 \{0} satisfies û ∈ L1∩L∞, and let
U ⊂ Rd be an open set. Write k(x, y) = u(x−y) for x, y ∈ Rd. Let f : Rd → Rd
be an affine map, namely, f(x) = Ax + b such that A ∈ Md(Rd) and b ∈ Rd.
Then, A ∈ G(u) if and only if D(CA) = Hk and CA is bounded on Hk.
Proof. First, we prove the “if” part. Let h be an arbitrary non-negative smooth
function with compact support and vanishing in an open set including {û = 0}.
We define g := Ψ−1u (h
1/2û−1) = F−1(h1/2). Since CA is bounded, there exists
L > 0 such that
L||g||2Hk − ||CAg||2Hk ≥ 0.
By Proposition 2.6, we see that∫
Rd
h(ξ)
(
Lû(ξ)−1 − û(AT ξ)−1) dξ ≥ 0.
Since h is arbitrary, we have
û(AT ξ) ≥ L−1û(ξ),
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namely, A ∈ G(u).
Now we prove the “only if” part. Let A ∈ G(u), and let λ > 0 such that
uˆ(AT ξ) ≥ λuˆ(ξ) for almost all ξ. Then for any g ∈ Hk, we have
λ−1||g||2Hk − ||CAg||2Hk ≥ 0.
Thus, we conclude that D(CA) = Hk and that CA is bounded on Hk.
We also observe that the composition operators induced by affine maps can-
not be compact:
Proposition 3.2. Let u ∈ C0∩L2 be a nonzero function satisfying û ∈ L1∩L∞,
and let U ⊂ Rd be an open set. Write k(x, y) = u(x−y) for x, y ∈ Rd as before.
Let f : Rd → Rd;x 7→ Ax + b be such that A ∈ G(u). Then the composition
operator Cf cannot be a compact operator.
Proof. It suffices to show that the operator Kf (Definition 2.14) cannot be
compact. Assume to the contrary that Kf is compact. Fix a sequence {xn}n≥0
such that inf m 6=n
m,n>R
|xm−xn| → ∞ as R→∞ (for example, xn = (n2, 0, . . . , 0)).
Since Kf is compact, we may assume {Kf(ϕ(xn))} converges to an element h ∈
L2(û). On the other hand, ‖Kfϕ(xm)−Kfϕ(xn)‖L2(û) = 2u(0)−Re(u)(A(xm−
xn)). Since u(x) converges to 0 as |x| → ∞ by the Riemann–Lebesgue theorem,
by taking the limit m,n→ ∞ with m 6= n, we find that u(0) = 0. Since u is a
positive definite function, we have u = 0. This is a contradiction.
3.2 Affineness of holomorphic maps with bounded com-
position operators
In this section, we prove that maps are affine if they admit an analytic contin-
uation and the domains of their composition operators are the whole space Hk,
namely, the following theorem:
Theorem 3.3. Let u ∈ C0 ∩ L2 \ {0} be a positive definite function with û ∈
L1 ∩ L∞, and let k(x, y) = u(x− y). We impose the following three conditions
on u:
(A) the function u satisfies (DC)dn,a for all a > 0,
(B) sup
z∈Cd
(
lim sup
n→∞
n
√
sup
P∈Pn\{0}
‖mzP‖L2(uˆ)
‖P‖L2(uˆ)
)
<∞ ,
(C) 〈G(u)〉R = Mn(R).
Then, for any open set U ⊂ Rd and any map f : U → Rd such that F |U = f for
some holomorphic map F : Cd → Cd, the map f is an affine one in the form,
f(x) = Ax+ b
with A ∈ G(u) and b ∈ Rd if and only if the composition operator Cf : Hk →
Hk|
U2
is defined on the whole space Hk and is bounded. Here, we recall that Pn
is the space of d-variable polynomials of degree smaller than or equal to n.
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We always regard the space of d-variable polynomials C[ξ1, . . . , ξd] as a sub-
space of L2(û) (as functions of (ξ1, . . . , ξs). We also fix an open set U ⊂ Rd and
a map f : U → Rd such that F |U = f for some F = (F1, . . . , Fd) : Cd → Cd.
The following proposition shows that the information of F is included in Kf :
Proposition 3.4. Assume condition (A) in Theorem 3.3. For any z ∈ Cd, we
have
Kf (ϕ(z)) = ϕ(F (z)).
Proof. By Proposition 2.9, both Kf ◦ϕ and ϕ◦F are L2(û)-valued holomorphic
functions on Cd. Since both holomorphic maps are identical on the open set
U ⊂ Rd by definition, their values are the same on Cd.
The following lemma is crucial for controlling the Jacobian matrix of F :
Lemma 3.5. Assume condition (A) in Theorem 3.3, that D(Cf ) = Hk, and
that Cf is bounded. Then for any d-variable homogeneous polynomial q ∈
C[ξ1, . . . , ξd], we have
Kf(qez) = (S JF (z)q + r) eF (z),
where r ∈ C[ξ1, . . . , ξd] is a polynomial of degree smaller than deg(q) without
a constant term, and S JF (z) : C[ξ1, . . . , ξd] → C[ξ1, . . . , ξd] is the symmet-
ric product of the Jacobian of F , namely, the linear mapping defined via the
following correspondence of variables: ξi 7→
d∑
m=1
∂ziFm(z)ξm.
Proof. Put D := q
(
i∂z1
2π , . . . ,
i∂zd
2π
)
. The continuity of Kf implies Kf ◦ (Dϕ) =
D(Kf ◦ ϕ), and the lemma follows from formula (1).
For each n > 0, we denote the space of homogeneous polynomials of degree
n by C[ξ1, . . . , ξd]n. Then, we have the following corollary:
Corollary 3.6. The situation is the same as that in Lemma 3.5. Write
Qn,z = {qϕz : q ∈ Pn} ⊂ L2(uˆ).
Then, the following diagram is commutative:
Qn,z
Kf
//
proj.

Qn,f(z)
proj.

Qn,z/Qn−1,z
[Kf ]
//
[m−z]

Qn,f(z)/Qn−1,f(z)
[m−f(z)]

Pn/Pn−1
∼=

Pn/Pn−1
∼=

C[ξ1, . . . , ξd]n
S
nJF (z)
// C[ξ1, . . . , ξd]n.
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Here, proj. is a natural surjection to the quotient, [·] means the natural mor-
phism induced by (·), and we define S nJF (z) to be the restriction of S JF (z)
to C[ξ1, . . . , ξd]n.
Proof. This is clear from Lemma 3.5.
Regarding Corollary 3.6, we have the following lemma:
Lemma 3.7. The situation is the same as in Corollary 3.6. Thus, we have the
following inequality on the norm of the operators:
‖[Kf ]‖ ≤ ‖Kf ||,
‖[mz]‖ ≤ ‖mz|Pn‖.
Here, the norm of the quotients are induced from L2(û).
Proof. This lemma immediately follows the fact that ‖[Kf ]‖ and ‖[mz]‖ are the
same as the norms of the compositions of the inclusions and projections for
subspaces of L2(û) with Kf and mz.
Next, we have the following key lemma:
Lemma 3.8. Assume that conditions (A) and (B) in Theorem 3.3 hold. Then,
the map z 7→ trJF (z) is a constant function.
Proof. For each n > 0, we denote by ‖ · ‖n the norm on C[ξ1, . . . , ξd]n induced
from Pn/Pn−1 via the isomorphism. Here, the norm of Pn is the restriction
of that of Hk, and the norm of Pn/Pn−1 is the quotient norm. Let αz be
an arbitrary eigenvalue of JF (z) that acts on C[ξ1, . . . , ξd]1. Also, let w ∈
C[ξ1, . . . , ξd]1 be its eigenvector. Then, we have
‖αznwzn‖n = ‖S nJF (z)wzn‖n.
By Corollary 3.6 and Lemma 3.7, we have
|αz|n ≤ ‖Kf‖ · ‖m−z|Pn‖ · ‖mf(z)|Pn‖.
If we take the n-th root and then the limit, by combining this limit and condition
(B), we obtain
sup
z
|αz | <∞.
Thus, any eigenvalue of JF (z) is bounded by a constant independent of z. In
particular, the holomorphic function trJF is bounded on C
d, and hence, trJF is
constant.
Now we prove Theorem 3.3. The “only if” part immediately follows from
Proposition 3.1. The “if” part is proved as follows: If f is such a map, then
trJA◦f (z) = tr(AJF (z)) is constant for any A ∈ G(u). By condition (C) in
Theorem 3.3: 〈G(u)〉R = Md(R), it follows that JF is independent of z. Thus,
f is an affine map.
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3.3 Analytic continuation
In this section, we prove that any map inducing bounded composition operators
in Hk has an analytic continuation:
Theorem 3.9. Let u ∈ C0∩L2\{0} be a positive definite function with û ∈ L1∩
L∞, and let k(x, y) = u(x−y). We require that the function u satisfies (DC)dn,a
for some a > 0. Then, for any open set U ⊂ Rd and any map f : U → Rd,
there exists a holomorphic map F : Xda → Cd such that F |U = f as long as
D(Cf ) = Hk and Cf is bounded.
First, we give a simple lemma to prove analyticity on U , as in Lemma 3.11:
Lemma 3.10. Assume u ∈ C1 and |u(x)| → 0 as |x| → ∞. Then, we have
〈{∇u(a)}a∈Rd〉C = Cd.
Proof. Assume that Span({∇u(a)}a∈Rd) is a proper subset of Rd. Then by a
change of coordinates with a linear transformation, we may assume that
Span({∇u(a)}a∈Rd) ⊂ {xd = 0}
but it contradicts the fact that u ∈ L2.
Lemma 3.11. Let u ∈ C0∩L2\{0} be a positive definite function with û ∈ L1∩
L∞ satisfying the condition (DC)dn,a for some n > 0 and a ≥ 0. If D(Cf ) = Hk
and Cf is bounded, then f is a C
1-function on U .
Proof. By Lemma 3.10, we can find vectors a1, a2, . . . , ad such that {∇u(aj)}dj=1
spans Cd. Fix b ∈ U arbitrarily. Define
fb(x) =
(
[φk(f(b)− a1)](x), . . . , [φk(f(b)− ad)](x)
)
= (u(a1 + x− f(b)), u(a2 + x− f(b)), . . . , u(ad + x− f(b))).
Then,
Jfb(f(b)) = (∇u(a1), . . . ,∇u(ad)),
so that fb induces a bijective C
1-map on the open ball Ub at f(b) into R
d, and
f−1b is also a C
1-map on fb(Ub). Since D(Cf ) = Hk,
[Cffb](x) := {(Cf [φk(f(b)− ai)](x))}di=1
is also a C1-function defined on Rd. Furthermore,
]Cffb](x) = {Cf [φ(f(b)− ai](x)}di=1
= φ(f(b)− ai)(f(x))
= {u(ai + f(x) − f(b))}di=1
= fb ◦ f(x).
Consequently, [Cffb](b) = fb(f(b)) ∈ h(Ub). Since f is continuous by Corollary
2.13, we can find a neighborhood Vb of b such that [Cffb](Vb) ⊂ fb(Ub). Thus,
on x ∈ Vb, we have f(x) = f−1b ◦ [Cffb](x). Therefore, f is a C1-function on
U .
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Now let us prove Theorem 3.9. First, we claim that we may replace u with
v := Re(u). In particular, this allows us to assume that u is a real-valued
function, and thus, −1 ∈ G(u). Put ℓ(x, y) := v(x − y). In fact, it is obvious
that v satisfies (DC)dn,a. We prove that the composition operator from Hℓ to
Hℓ|U2 is defined everywhere and bounded. We define a densely defined linear
map K˜f : L
2(v̂)→ L2(v̂) with domain D(K˜f ) = 〈{ex}x∈U〉C by allocating ef(x)
to ex. Let h =
∑r
j=1 ajexj ∈ D(K˜f ) (aj ∈ Cd and xj ∈ U for j = 1, . . . , r).∥∥∥K˜fh∥∥∥2
L2(v̂)
=
r∑
i,j=1
(aiajv(f(xi)− f(xj))
=
r∑
i,j=1
aiaj + ajai
2
u(f(xi)− f(xj))
= ‖Kf‖2
r∑
i,j=1
aiaj + ajai
2
u(xi − xj)
= ‖Kf‖2 · ‖h‖2.
Thus, we see that K˜f is bounded and we can uniquely extend K˜f as a bounded
linear operator on L2(v̂). We define
C˜f : Hℓ
Ψv∼= L2(v˜) K˜
∗
f→ L2(v˜)
Ψ−1v∼= Hℓ = Hℓ,U
rU∼= Hℓ|
U2
.
For any h ∈ Hℓ, we have [C˜fh](x) = 〈C˜fh, φℓ(x)〉Hk = 〈h, φℓ(f(x))〉Hk =
h(f(x)). Therefore C˜f is simply the composition operator from Hℓ to Hℓ|U2 ,
which is defined everywhere and bounded.
By the above claim, we may assume that u is a real-valued function and
−1 ∈ G(u). Fix y = (y1, . . . , yd) ∈ U , and define the holomorphic map F :
X
d
a → L2(û)⊗ L2(û) by
F(z) =
d∑
j=1
∫ zj
yj
[
∂zjϕ⊗ ϕ](z1, . . . , zj−1, w, yj+1, . . . , yd)
]
dw,
Let m : L2(û) ⊗ L2(û) → L1(û) be the natural multiplication map, and let
ι : Cd →
d∑
i=1
Cξi ⊂ L1(û) be the linear isomorphism defined by allocating ξj to
ej := (0, . . . , 0,
j
1, 0, . . . , 0). Then, we have the following proposition:
Proposition 3.12. Under the above notation, let U0 be the connected com-
ponent of U including y. Then, m ◦ (Kf ⊗ K−f ) ◦ F : Xda → L1(û) is holo-
morphic and its image of U0 is contained in the finite-dimensional vector space
d∑
i=1
Cξi ⊂ L1(û). Moreover, for any y ∈ U0, we have(
ι−1 ◦m ◦ (Kf ⊗K−f) ◦ F
)
(x) + f(x0) = f(x).
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Proof. Since m and (Kf⊗K−f) are bounded linear operators and F is obviously
holomorphic, the composition m◦(Kf⊗K−f)◦F is also holomorphic. Let x ∈ U0.
Thanks to Proposition 2.9 and Lemma 3.5, we see that
(m ◦ (Kf ⊗K−f ) ◦ F) (x) =
d∑
j=1
(fj(x) − fj(x0))ξj ,
where f := (f1, . . . , fd).
Now, we can complete the proof. Since the following lemma implies (m ◦
F)(Xda) ⊂
d∑
i=1
Cξi, therefore,
F := f(x0) + (ι ◦m ◦ (Kf ⊗K−f ) ◦ F) : Xda → Cd
is well defined on Xda and gives the analytic continuation of f .
Lemma 3.13. Let U ⊂ Rd be an open set, and let X ⊂ Cd be a connected
open set containing U . Also, let V be a C-coefficient locally convex space, and
let γ : X → V be a weakly holomorphic map. If γ(U) is contained in a finite-
dimensional subspace V0 ⊂ V, then so is γ(X).
Proof. Suppose that γ(z0) /∈ V0 for some point z0 ∈ X . Then, the Hahn-Banach
theorem guarantees that there is a continuous linear functional λ : V→ C such
that λ(γ(z0)) = 1 and λ(V0) = {0}. Therefore, λ ◦ γ : X → C is a holomorphic
function vanishing at U ; thus, λ◦γ ≡ 0 on X . This contradicts λ◦γ(z0) = 1.
4 Examples
Here, we prove that the Gaussian function u(x) = e−|x|
2
, x ∈ Rd satisfies the
condition (B) in Theorem 1.1.
Case 1: One-dimensional case Let {Hn}∞n=0 be the sequence of the Hermite
polynomials:
Hn(x) = (−1)n exp(x2) d
n
dxn
exp(−x2).
Then, it is known that H ′n(x) = 2nHn−1(x), so that
H(k)n (x) = 2n(2n− 2) · · · (2n− 2k + 2)Hn−k(x).
This implies
Hn(x + a) =
n∑
k=0
1
k!
H(k)n (x)a
k =
n∑
k=0
2n(2n− 2) · · · (2n− 2k + 2)Hn−k(x)
k!
ak.
Since ∫ ∞
−∞
Hn(x)Hm(x)e
−x2dx =
√
π2nn!δm,n,
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we have∫ ∞
−∞
Hn(x+ a)
2e−x
2
dx =
n∑
k=0
(2n(2n− 2) · · · (2n− 2k + 2))2(n− k)!
k!2
a2k.
Thus, ∫∞
−∞
Hn(x+ a)
2e−x
2
dx∫∞
−∞
Hn(x)2e−x
2dx
= ea
2
n∑
k=0
(2n(2n− 2) · · · (2n− 2k + 2))2(n− k)!
k!2n!
a2k
≤ 4nea2
n∑
k=0
n!
k!2(n− k)!a
2k
≤ 4nea2Ca
n∑
k=0
n!
k!(n− k)!
= 8nea
2
Ca.
Since any polynomial P of order n can be written as
P =
n∑
k=0
akHk,
we obtain ∫∞
−∞ P (x+ a)
2e−x
2
dx∫∞
−∞ P (x)
2e−x2dx
≤ n
∑n
k=0 |ak|2
∫∞
−∞
Hn(x + a)
2e−x
2
dx∑n
k=0 |ak|2
∫∞
−∞Hk(x)
2e−x2dx
≤ n · 8nea2Ca
by the use of the Cauchy–Schwartz inequality.
Consequently, u satisfies the requirement of Theorem 1.1.
Case 2: General dimension For a multiindex m = (m1,m2, . . . ,md), we
write
Hm(x) =
d∏
j=1
Hmj (xj) (x = (x1, x2, . . . , xd) ∈ Rd).
Then, any polynomial P of order n satisfies
P =
∑
|m|≤n
amHm.
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Thus, we have ∫
Rd
P (x+ a)2e−|x|
2
dx∫
Rd
P (x)2e−|x|2dx
≤
nd
∑
|m|≤n |am|2
∫∞
−∞
Hm(x+ a)
2e−x
2
dx∑
|m|≤n |am|2
∫∞
−∞
Hm(x)2e−x
2dx
≤ nde|a|2(8nC|a|)d.
Thus, the assumption is satisfied.
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