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Abstract—We present a physically inspired model for the prob-
lem of redshift estimation. Typically, redshift estimation has been
treated as a regression problem that takes as input magnitudes
and maps them to a single target redshift. In this work we
acknowledge the fact that observed magnitudes may actually
admit multiple plausible redshifts, i.e. the distribution of redshifts
explaining the observed magnitudes (or colours) is multimodal.
Hence, employing one of the standard regression models, as is
typically done, is insufficient for this kind of problem, as most
models implement either one-to-one or many-to-one mappings.
The observed multimodality of solutions is a direct consequence
of (a) the variety of physical mechanisms that give rise to the
observations, (b) the limited number of measurements available
and (c) the presence of noise in photometric measurements. Our
proposed solution consists in formulating a model from first
principles capable of generating spectra. The generated spectra
are integrated over filter curves to produce magnitudes which
are then matched to the observed magnitudes. The resulting
model naturally expresses a multimodal posterior over possible
redshifts, includes measurement uncertainty (e.g. missing values)
and is shown to perform favourably on a real dataset.
I. INTRODUCTION
The exploration of the history of the universe has been
mainly driven by the detection and investigation of highly-
redshifted extragalactic sources, such as the quasi-stellar ob-
jects (QSO, [2]). The study of the distribution of these objects
over space and time allows us to draw precise conclusions
about how the universe was initially formed and developed
since then [3]. Additonally, photometric redshifts have been
used in the studies of galaxy clusters [1] and in constraining
the galaxy luminosity function [13].
Due to the extreme luminosity of quasars they are perfect
traces for the early universe. Therefore, a significant time
of research has been spent on estimating their redshifts.
While spectroscopic surveys are extremely precise in doing
so, they are extremely time-intensive and cannot be used to
study a large fraction of the objects known to date. Instead,
photometric surveys are used to infer knowledge about the
nature and redshift of the quasars. Originally, this was done
in a template-based way [6] and it was only rather recently that
the number of data-driven approaches has increased drastically
(e.g. [18], [11], [10] and many more). In these works the
main focus has been the comparison of methodologies. A
popular tool of the community is the random forest [7] due
to its reproducibility, precision and favourable computational
complexity.
In this work, we acknowledge the fact that the redshift esti-
mation is a regression problem that admits multiple solutions,
i.e. there can be more than just one redshift z that explains
the observed magnitudes. If we look at the set of possible
solutions z as a distribution, then we are acknowledging that
this distribution can be multimodal (multiple distinct solutions)
as opposed to unimodal (single distinct solution). This man-
ifestation of multiple distinct solutions is the consequence of
multiple factors:
• Different physical mechanisms. The aforementioned
quasars are actually a preamble for a variety of observed
phenomena that are thought to originate from similar
sources, simply observed under different circumstances,
e.g. viewing angles [16]. The emission of light due to
a loss of gravitational energy is common for all the
sources. However, there are a lot of different effects that
can contribute to the appearance of the spectrum, e.g.
the central electron density or the black hole mass and
spin e.g. [14]. In addition, it has been observed that
the appearence of the quasars changes with redshift [9].
The superposition of only these effects can lead to the
observed multimodality and make a physical modeling
of quasar emission very cumbersome.
• Limited number of photometric measurements. An abun-
dant number of photometric measurements could poten-
tially help us identify a distinct redshift solution. How-
ever, with only a limited number measurements available
(e.g. 11 measurements do not suffice to pinpoint a unique
redshift [17]), ambiguities appear in the guise of multiple
distinct solutions.
• The presence of noise in photometric measurements may
introduce multiple solutions. Typically, the noisier the
measurements, the more difficult it becomes to pinpoint
the correct redshift. However, the presence of noise does
not only introduce uncertainty, but also distinct solutions.
As an example, consider the case of two sets of photomet-
ric measurements g1 and g2 which look very similar in all
but one band in which they differ significantly. Assume
further that, due to this significant difference in one band,
the two measurements correspond to distinct redshifts z1
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and z2. If we were to increasingly add noise to the distinct
band, we should observe that beyond a certain level
of noise, solution z1 starts becoming a likely candidate
solution for measurement set g2; we should also notice
that z2 starts becoming a likely solution for g1. In the
extreme case, that the only distinct band was completely
missing (or equivalently riddled by high uncertainty), the
remaining observed bands would point out that there are
two distinct solutions z1 and z2 for both g1 and g2.
The above factors have a tremendous impact on the uncer-
tainty and the number of distinct redhsift solutions. However,
in most works concerning redshift estimation, some of the
standard regression models are employed which are typically
geared towards optimising an objective that consists in a sum-
of-squares error or some variation thereof:
E =
∫∫
(f(x)− t)2 p(t|x) p(x) dt dx , (1)
where f(·) is a regression model, x are the data inputs and
t the data targets. By rewriting this loss as the bias-variance
decomposition [4], we gain the following insight:
E=
∫∫
(f(x)− t+ E[t|x]− E[t|x])2 p(t|x) p(x) dt dx
+ (t− E[t|x])2 p(t|x) p(x) dt dx
=
∫∫
(f(x)− E[t|x])2 + (t− E[t|x])2 p(x) dx , (2)
where E[t|x] is the conditional expectation ∫ tp(t|x)dt for a
given x. The first term in Eq. (2) tells us that an optimal
regression model f(·) is one that is as close as possible to the
conditional average E[t|x]. The second term is the variance
in t due the presence of noise. Hence, we can interpret the
fitted model as a conditional Gaussian density N (f(x), σ2)
with the variance given by the second term [5]. Hence,
standard regression models f(·) are not appropriate for the
redshift estimation problem where multiple redshift solutions
are possible.
In the machine learning literature, inverse problems with
multiple solutions have been addressed by two prevailing
frameworks, namely the mixture density network architecture
(MDN) [5] and the hierarchical mixture of experts (HME)
[8]. In MDN the target variable is modelled with a mixture
of Gaussians. The parameters of the Gaussian mixture are
parametrised by the outputs of the neural network. Hence,
the parameters of the Gaussian mixture are a function of the
data inputs and this results in a flexible model that adapts its
distribution to the local characteristics of the input space, e.g.
by controlling the mixture weights we can locally adapt the
distribution modality. Similarly, HME also offers local adap-
tation by partitioning the data space and allocating different
experts (i.e. statistical learning model) to each partition. This
allows for building complex models out of simpler models that
specialise on smaller regions of the data space.
As aforementioned, in the case of redshift estimation, the
multimodality of solutions is a consequence of the presence of
noise and the limited number of measurements and thus not
(necessarily) a characteristic of the data space, i.e. multimodal-
ity is not a function of the data space. Instead, in this work,
we formulate a simple model based on first principles. The
model incorporates simple physical considerations and states
in a generative fashion how observed magnitudes arise from
spectra. Observational noise is incorporated in a transparent
way and the multimodality in the distribution of redshift
solutions arises naturally.
II. MODEL FORMULATION
A. Probabilistic PCA for uncertain spectra
For the proposed approach, all spectra are preprocessed and
are shifted to their rest-frames (see Section III-B). Therefore,
not all wavelengths are observed for all spectra. This prevents
us from extracting photometry by integrating the spectra over
the filter curves for any redshift. In order to make this
integration possible, we propose to “fill in” the unobserved
wavelengths which we treat here as missing data. To that
purpose, we employ probabilistic principal component analysis
(PPCA), with a slight modification that allows us to deal with
missing/unobserved data. The idea behind using PPCA is to
treat the observed, “incomplete” high-dimensional spectra as
noise-corrupted versions of low-dimensional coordinates. In
other words, by having at our disposal only “incomplete”
spectra, we try to reconstruct a lower-dimensional space
that explains the behaviour of the observed data. Once we
have identified the lower-dimensional space, we can generate
“complete” spectra by mapping a low-dimensional coordinate
into the high-dimensional space of spectra.
In the following we give a brief overview of how PPCA is
formulated omitting details that can be found in the original
formulation in [15]. Following PPCA, we take the view that
the observed high-dimensional data ξn ∈ RD are the images of
Q-dimensional (Q < D) coordinates θn ∈ RQ under a linear
mapping plus additive Gaussian noise of covariance Sn:
ξn = Wθn + µ+ Sn , (3)
where W ∈ RD×Q and µ ∈ RD define the linear mapping
from the low-dimensional space to the high dimensional data
space, and Sn ∈ RD×D is a diagonal covariance matrix whose
diagonal elements are equal to the variance in the measurement
of ξn, i.e. Sn = diag(σ2n,1, . . . , σ
2
n,D). As aforementioned,
we do not observe a spectrum ξn in its entire wavelength
range, i.e. certain values ξni are unobserved. Our solution for
dealing with unobserved wavelengths is to set the unobserved
ξni equal to a fixed value ξ¯n and set the corresponding variance
to a high value σ2n,i = σ
2
high , thus stating our ignorance for
these unobserved values at wavelengths i.
Still following PPCA, the model is completed by imposing
a Gaussian prior on the latent variables N (θn|0, I). This gives
rise to the following log-likelihood:
logL(W ,µ) = log
N∏
n=1
N (ξn|Wθn+µ,Sn) N (θn|0, ID) .
(4)
Treating the low-dimensional coordinates θn as latent vari-
ables, PPCA formulates an expectation-maximisation algo-
rithm. In the expectation step, one calculates the expected
log-likelihood Eq(θ)[logL] where the expectation is taken over
the posterior of the latent variables q(θn) which due to the
linear-Gaussian structure of the model is a Gaussian density,
q(θn) = N (θn|mn,Cn). Hence in the expectation step we
need the posterior mean and covariance of each latent variable.
These quantities are calculated as:
Cn =
(
I +W TSn
−1W
)−1
(5)
mn = CnW
TS−1n (ξn − µ) (6)
and can be contrasted to the corresponding equations (25) and
(26) of the standard PPCA found in [15]. Armed with these
posteriors, we are in position to calculate Eq(θ)[logL(W ,µ)].
In the maximisation step, we optimise1 W by calculating
the gradient ∂∂WEq(θ)[logL(W ,µ)] and employing it in a
gradient-based optimiser.
Once the expectation-maximisation algorithm has con-
verged, we are able to map previously unseen (out-of-sample)
“incomplete” spectra ξ?, with covariance matrix S?, to the
low-dimensional space by:
θ? =
(
I +W TS−1? W
)−1
W TS−1? (ξ? − µ) . (7)
A reconstruction for ξ? can be obtained by mapping back to
the data space:
ξˆ? = Wθ? + µ . (8)
Figure 1 illustrates how an observed, out-of-sample, spectrum
ξ? is reconstructed as a “complete” spectrum ξˆ?.
B. Physical model
In the previous section, we briefly described how PPCA em-
beds noise-corrupted spectra in a low-dimensional space and
how “complete” reconstructions of spectra can be generated. In
fact, we regard the PPCA as a generative model, parametrised
by the low-dimensional coordinate θ ∈ RQ, that generates
synthetic spectra ξˆ(θ) that closely resemble observed spectra
ξ. In the following, we detail how this generative model can
be exploited in a redshift regression model.
Observed photometric magnitudes are produced by a spec-
trum ξˆ(θ), generated by our PPCA model, of an unknown z
which we want to estimate. Furthermore, photometric mag-
nitudes are modelled as the integration of the spectrum over
filter curves. Thus, the flux I in a band b is computed as:
Ib(θ, z) =
∫∞
0
λξˆ(θ)(λ/(z + 1))fb(λ)dλ∫∞
0
λfb(λ)dλ
.
Since the spectra are discrete the transformation
ξˆ(θ)(λ/(z + 1)) cannot be continuously done. This is
why, we use the replacement
λ˜ = λ/(z + 1)
1Just like in the original PPCA, µ is set equal to the sample mean of the
data.
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Fig. 1: Above: observed “incomplete” spectrum ξ plotted in
red, reconstructed and “complete” spectrum ξˆ obtained by
PPCA plotted in blue. Below: same as before, but we zoom in
the region where observed and reconstructed spectrum overlap.
dλ˜
dλ
= 1/(z + 1)⇒ dλ = (z + 1)dλ˜
and thus
Ib(θ, z) =
∫∞
0
(z + 1)λ˜ξˆ(θ)fb((z + 1)λ˜)(z + 1)dλ˜∫∞
0
(z + 1)λ˜fb((z + 1)λ˜)(z + 1)dλ˜
λ˜→λ
=
∫∞
0
λξˆ(θ)fb((z + 1)λ)dλ∫∞
0
λfb((z + 1)λ)dλ
.
(9)
Effectively, we have now pushed the redshift from the discon-
tinuous spectrum to the continuous filter bands by replacing
λ˜ → λ. However, these can be easily approximated with an
analytical function, here with a linear regression model with
basis functions
f(λ) =
Ncomp∑
c=1
vc exp
(
−0.5
(
µc − λ
σc
)2)
, (10)
with vc, µc, σc being the weights, the means and the widths
of each of the Ncomp RBF basis functions.
In order to compute now the expected flux from our model,
we approximate this integral as a regular Riemann sum, where
the bin width ∆ is given by the distance between two regularly
sampled grid points, as described in the preprocessing (see
Section III-B). Finally, the flux in band b is computed as
Ib(θ, z) ≈ ∆
∑D
d λdξˆ(θ)fb((z + 1)λd)
∆
∑D
d λdfb((z + 1)λd)
=
∑D
d λdξˆ(θ)fb((z + 1)λd)∑D
d λdfb((z + 1)λd)
.
(11)
In summary, we know how the flux in a band b for a
spectrum generated by PPCA coordinates θ and redshift z
can be computed. Now, all we have to do is to convert
the observed magnitudes to equivalent fluxes in the spectra2,
10−0.4(Tb−ZPb), where Mb denotes the magnitude and ZPb is
the zero-point3 for band b. Lastly, we need to multiple the flux
with an arbitrary scaling constant s, in order to accommodate
for the difference in average flux, i.e. sIb.
The free model parameters are s, θ and z. Though in
principle coordinate vector θ is continuous, we found out
in preliminary numerical experiments that it was very easy
to overfit it. The reason of overfitting is because, without
imposing any control on it, coordinate θ can move away
from the region in RQ occupied by the PPCA-projections
of the spectra. This has as a consequence that θ is mapped
to arbitrary (physically implausible) spectra in its attempt
to explain the observed fluxes and hence θ is overfitted.
In order to circumvent this problem4, we choose to model
parameter θ as a discrete parameter that takes values in
the set {θ1, . . . ,θN}, the low-dimensional projections of the
observed spectra ξ1, . . . , ξN . The low-dimensional projections
θn can be interpreted as a discrete set of low-dimensional
coordinates that give rise to a set of spectra ξˆn.
Similarly, we also noticed that gradient optimisation of z
is not practical. The objective function (likelihood in the next
section) is plagued by multiple local optima hence gradient
optimisation gets easily trapped. Hence, we also optimise z
by searching on a regular grid, see Table I.
C. Model likelihood
Assuming Gaussian noise on the observed data, we define
the following likelihood function for our model:
p(M |θ, z, s) =
∏
b
N
(
10−0.4(Mb−ZPb)|sIb (θ, z) , σb2
)
,
(12)
2Note that we prefer to work in flux space, as the PCA might well return
also negative spectra, which are non-physical, but can still occur as part of
the optimization process.
3In our numerical experiments zero-points are arbitrary. In general, for other
data, we need to gauge them correctly.
4An alternative solution would be to impose a penalty term on the
continuous parameters θ that penalises distance from the data populated region
in RQ.
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Fig. 2: The figure illustrates the multimodal posterior distribu-
tion calculated by the proposed model, and how this posterior
changes in the presence of increasing noise σb in the observed
magnitudes. The plotting range of the redshift is limited for
illustration purposes.
where M is the vector of observed magnitudes, and σ2b is
respective variance in band b.
We complete the model by defining priors on the free
parameters. For scaling5, we impose the uninformative prior:
p(s) =
1
log smax − log smin
1
s
, (13)
while for the redshift and coordinates a uniform prior is
assumed respectively. Given observed magnitude data M , we
compute the posterior of z by integrating over the discrete set
of coordinates θn and normalising:
p(zi|M) =
∫ ∑
n p(M |θn, zi, s)p(θn)p(zi)p(s)ds∑
zj
∫ ∑
n p(M |θn, zj , s)p(θn)p(zj)p(s)ds
≈
∑
sj
∑
n p(M |θn, zi, sj)p(θn)p(zi)p(sj)∑
zj
∑
sj
∑
n p(M |θn, zj , sj)p(θn)p(zj)p(sj)
,
(14)
where the integration over the scaling parameter s is approxi-
mated by a sum on a regular grid. We summarise the evaluation
grid of the discretised model parameters in Tab. I.
We note that the posterior in Eq. (14) is a probability mass
function (PMF) defined on a discrete support, while the target
redshifts z in the dataset take their values in a continuous
interval. Hence, we cannot evaluate the posterior in Eq. (14) on
arbitrary values. We therefore convert the PMF posterior into
a piecewise uniform distribution. That is, we define a uniform
distribution for each interval between two grid points and scale
5Note that scaling can be omitted by optimizing colors instead of bands,
then of course the input dimension would decrease by one accordingly.
TABLE I: Evaluation parameters
Parameter Regular grid Grid points
scaling s {0.5, 0.525, . . . , 2.0} 60
coordinate {θ1, . . . ,θN} 5000
redshift z {0.0, 0.025, . . . , 5.5} 220
it by p(zi|M). The new probability density distribution of our
model simply reads:
pspec(z|M) = 1
0.025
p(zi|M)∑
zj
p(zj |M) , (15)
for z ∈ [0.025(i − 1), 0.025i], i.e. z belongs to the i−th
interval of the grid in Table I. The normalisation constant
results from the fact that the distribution pspec consists of
uniform distributions all of interval length 0.025; each uniform
distribution is scaled by p(zi|M) and thus we also need to
normalise by the sum
∑
zj
p(zj |M).
Finally, if a point estimate is required from the proposed
model, we use to that end the highest mode arg maxz pspec(z).
D. Demonstration of model behaviour
The posterior calculated in Eq. (15) has the following
benefits: first, the model expresses a multimodal distribution
over the possible redshifts z that explain the observed magni-
tudes M . Secondly, the posterior changes in response to the
presence of noise in the observations M . This is illustrated
in Fig. 2 on a data item from the dataset described in Section
III-A. Finally, we have control over the prior on z. In this
work, we choose a uniform prior.
In Fig. 3, we pick a test object (from the dataset described
in Section III-A) whose colour admits multiple redshifts as
possible solutions. Though these multiple alternative redshifts
are not directly available, we make the assumption that they
can be approximately recovered as the redshifts that belong to
objects that are closest (in Euclidean sense) to the test object
in terms of colour. These retrieved alternative redshifts are
plotted as grey lines. Hence, the first thing to note is that
the grey lines are clustered around two locations. This tells
us that that objects with very similar colours may correspond
to really different redshifts, i.e. this is evidence that in actual
fact a colour can be associated with multiple distinct redshifts.
Amongst these redshifts, we also plot the true redshift as a red
line, which is known in this case as spectral data are available
for the test object. The posterior distribution pspec(z) obtained
from our model, given in Eq. 15, is plotted as a blue line. It is
very pleasing to see that both dominating modes of the model
posterior overlap with the alternative redshifts (grey lines). The
plot clearly shows that both dominating modes of the model
posterior are justified: the left-most dominating mode is close
to the true redshift (red line), while the right-most dominating
mode explains the presence of an alternative distinct group
of redshifts (grey lines). We also plot the prediction of the
random forest (trained on data described in Section III-A) as
a line in cyan. As previously explained, the random forest
cannot cope with multimodality and hence its prediction is a
compromise of the multiple modes. In this particular case, it
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Fig. 3: For a given data item the actual (spectroscopic) redshift
is shown in red. The redshift obtained by random forest
regression is shown in cyan. In addition, alternative redshifts,
of objects that are very similar in terms of colour, are shown as
grey lines. In blue we plot the density of the proposed model.
leads to a prediction located in a region where the probability
density is low, i.e. in a region where no grey lines are present.
III. NUMERICAL EXPERIMENTS
A. Data
We demonstrate our proposed approach on a small subset
of quasars contained in the BOSS catalogue. First, we extract
7506 randomly selected quasar spectra from BOSS which we
divide into a training (5000) and test set (2506). The redshift
distributions are shown in Fig. 4. The idea is now to extract
the photometry directly from the spectra instead of using
their observed direct photometric counterparts. This way of
approaching the problem has the following advantages:
• no calibration of the zero points needed
• no uncertainties in the observables (spectra are considered
noiseless)
• full control over how data have been generated.
One of the downsides of using the spectra is that only part
of the u band is covered and thus we have only 3 colors at
our disposal for inferring redshift (in the presented case these
will be the three independent colors g− r, g− i, g− z). Note
that in our methodology the fluxes themselves are used instead
of colours and therefore the data presented to our algorithm
are four dimensional. This is not an advantage as our model
contains an additional scaling that has to be optimized.
The data are randomly split into a training and testing set
of N = 5000 and Ntest = 2506 objects respectively. In our
approach, the training set is used to train the PPCA and project
the 5000 spectra ξn to the the low-dimensional space RQ and
in order obtain low-dimensional coordinates θn.
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Fig. 4: Redshift distribution of training and test data.
B. Preprocessing
All the required spectra are downloaded from the SDSS
server. In a first step, all spectra are binned with a binning
factor of 10 according to the following rules:
λjnew =
1
10
10(j+1)∑
i=10j
λiold
f jnew =
∑10(j+1)
i=10j f
i
old(∆f
i
old)
−2∑10(j+1)
i=10j (∆f
i
old)
−2
∆f jnew =
1∑10(j+1)
i=10j (∆f
i
old)
−2
where λ, f and ∆f are the wavelength, the spectral flux and
the error of the spectral flux respectively. Subsequently, the
spectra are shifted into their rest-frame and the flux values are
extracted on a fixed grid (λ ∈ [500, 10400] in 1000 equally
spaced steps) using spline interpolation. As aforementioned,
missing parts are given a value of ξ¯n and a standard deviation
of σhigh.
C. Performance Criteria
We compare the algorithms using the following criteria:
• Root mean squared error, RMSE. A way of measuring
error in redshift regression problems is the normalized
redshift deviation ∆znorm =
zreg−ztrue
1+ztrue
. We employ
the root mean square error (RMSE) as a performance
criterion calculated as:
RMSE =
√√√√ 1
Ntest
Ntest∑
n=1
∆z2norm,n . (16)
• Median absolute deviation, MAD: this frequently used
measure reads:
1
Ntest
Ntest∑
n=1
|∆znorm,n −median(∆znorm)| , (17)
and is less susceptible to highly deviating objects.
• Likelihood, 1N logLTrue. This measure expresses how well
the data are explained under a model, i.e. the model learnt
by each of the three candidate algorithms (see Section
III-D). We compute under each model the likelihood
averaged over all data items in the test set:
1
N
logLTrue =
1
Ntest
Ntest∑
n=1
pmodel (zn; true) , (18)
where pmodel ∈ {pGP , pRF , pspec}.
D. Algorithms
The following algorithms are put to the test:
• Proposed approach. We set the number of embedding di-
mensions for PPCA to Q = 10. Concerning the treatment
of missing values in the observed spectra, we set ξ¯n equal
to the average of observed values of spectrum ξn, and use
a fixed σhigh = 1000 for all spectra.
The RMSE and MAD performance criteria described in
Section III-C, require that models deliver a point predic-
tion. For the proposed model, we take its point prediction
to be the highest mode of the posterior arg maxz pspec(z).
• Random forest. Due to its popularity and success in the
astronomical community, we include the random forest
(RF) [7] as a candidate algorithm. The number of trees
is set to 1000. For comparison purposes, we derive a
likelihood function for the RF. The likelihood is simply
defined as a Gaussian distribution with a mean given by
the prediction zRF of the RF and the standard deviation
calculated by the residuals (here σ = 0.30). Thus we
obtain, pRF (z) = N
(
z|zRF , σ2
)
. Alternatively, we also
optimise σ so that criterion 1N logLTrue is optimized (σ =
0.76), please see Section III-C.
• Gaussian Process. We include Gaussian process (GPs)
[12] in our comparison since it is a flexible model that
enjoys automatic regularisation and outputs a Gaussian
predictive density pGP (z). We employ the standard RBF
kernel.
E. Results
In Table II, we show how the three algorithms fare according
to the performance criteria. For the commonly used RMSE,
we can see that the GP and RF perform very similar and
significantly better than the proposed approach. However, in
the other two criteria the presented algorithm performs much
better than its competitors. We report in detail the results for
each criterion.
In Fig. 5, the regressed redshift is plotted against the true one
and additionally a histogram over ∆znorm is shown for each of
the algorithms. On a first look, we clearly see why the RMSE
is much worse for the proposed model. While for the GP and
RF the points are closer to the diagonal line (left column of
plots in Fig. 5), there are some very drastic deviations apparent
in our algorithm. This behaviour can be explained by the fact
that the GP and RF adapt to the distribution of z in the dataset,
TABLE II: Summary of performance criteria.
Our approach RF RF GP
(σ = 0.30) (σ = 0.76)
RMSE 0.476 0.344 0.344 0.326
MAD 0.078 0.123 0.123 0.111
1
N
logLTrue -0.514 -2.979 -1.138 -77.875
i.e. they learn to a certain degree that most redshifts fall in
the interval. This is reasonable, if the redshift distribution is
similar for training and testing. If this cannot be guaranteed
(as in most realistic settings, since the observational biases
between surveys can be different), this will effectively lead to
an amplification of this bias and thus even worse predictions
will be produced, as shown later on. Our model adopts as
a prior the uniform distribution over redshifts, but of course
we can influence this behaviour by choosing as a prior the
distributions of redshifts in the dataset. If we do so, the
predictions get closer to the diagonal (not shown in figures),
and we obtain an RMSE of 0.400.
The MAD criterion is less sensitive to large deviations.As
a consequence, the MAD measures rather the width of the
central distribution than the width of the full distribution. As
seen in Fig. 5, the predictions obtained from our model are
much more precise than the ones by the RF or GP. This
becomes even clearer if we consider the fraction of objects
that deviate more than a certain value, cf. Fig. 6. For the
vast majority of the objects (≈ 70%) the deviation from the
true value is considerably lower than for the RF and GP
predictions.
However, given that we are dealing with a problem where
every set of magnitudes (or colours) admits multiple solutions,
the use of the RMSE and MAD is not appropriate as they fo-
cus on comparing a point prediction to a single target solution6
z. Hence, 1N logLTrue is better at quantifying performance as
it takes into account the fact that a model can predict multiple
solutions z. We therefore see that the proposed model displays
a considerable higher likelihood than the RF and the GP.
IV. DISCUSSION AND CONCLUSION
The presented approach can be developed further in two
aspects: the methodological one and the astronomical one.
Currently, as aforementioned, the coordinates θ are discretised
in order to prevent overfitting. It would be desirable to provide
some control mechanism in order to constrain the coordinates
θ in regions of the lower dimensional space populated by data.
From an astronomical point of view, there is more work to
be done. So far we have just demonstrated the concept on a
small dataset where the magnitudes were extracted with the
provided filter curves and (known and noise-free) zero points
were added. We chose this setting, as we wanted to have full
control on the model and not to be distracted by erroneous
and noisy calibrations. It is important to notice that a purely
data-driven approach can deal with this quite naturally, while
the presented algorithm depends heavily on the correctness
6Which is fine for regression problems where an input is associated with
a single target.
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Fig. 5: Each row shows the results of the experiment noted
on top of each plot (our model, random forest and Gaussian
process). On the left side the value obtained by the regression
algorithm is plotted against the actual value. On the right one
can see a histogram of ∆znorm =
zreg−ztrue
1+ztrue
. One can clearly
see that for the proposed model the peak is much sharper, but
the left wing is much more pronounced than for the other two
algorithms.
of these calibrations. On the other hand, it is of course also
possible to include a given uncertainty of the zero points into
the model and also this can be cross-validated on a hold-out
set. In summary, a much more detailed understanding of how
photometric measurements relate to the spectra is required.
An advantage of our model is, that we can include uncer-
tainty of the photometric measurements. This includes also
missing values which are a common struggle in astronomy
due to the different coverage and depth of the surveys.
An interesting prospect is to extend the model towards the
infrared. At the moment, our coverage above 1µm is very
shallow and thus it would be desirable to retrieve near-infrared
to mid-infrared spectra of low-redshifted quasars (as otherwise
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Fig. 6: The fraction of objects deviating with more than
|∆znorm| > dev is plotted. Here, we only take a point
prediction for our model arg maxz pspec(z). While the random
forest and the Gaussian process show a very similar behaviour,
the proposed algorithm can predict the redshift for 60% of
the objects significantly more precise but is heavily influenced
from redshifts deviating more than 0.3.
the rest-frame would be in the optical again). This would
allow us to include also infrared data as then the coverage
of the coordinates would reach into the near infrared. It is
important to notice that it does not matter whether the infrared
spectra are the same objects as the optical ones, it only has
to be guaranteed that there is considerable overlap with the
coordinates as they are now.
Another issue is that standard regression models do not
have control on the prior of z and thus are implicitly biased
by how z is distributed in a given dataset. Hence, this bias
automatically propagated from training to future predictions
as well. While this might be of advantage in some cases, it is
a generally an unwanted side-effect of the training procedure.
In contrast, the prior on z is easily controlled in our model.
In conclusion, we have presented an alternative way of
modelling photometric redshifts. A simple model is formulated
based on first principles and is given a probabilistic inter-
pretation which imparts a multimodal posterior distribution
for redshifts. Numerical comparisons to regression models
commonly used in this task, support our line of work. We point
out that by design, in their standard formulation, the RF and
GP cannot fully address the problem of redshift estimation as
they cannot by design predict multiple distinct solutions. One
possibility is perhaps to extend these techniques by taking
inspiration from the mixture density networks [5] or mixture
of experts [8].
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