In this paper, we study a partial differential equation (PDE) framework for option pricing where the underlying factors exhibit stochastic correlation, with an emphasis on computation. We derive a multi-dimensional time-dependent PDE for the corresponding pricing problem, and present a numerical PDE solution. We prove a stability result, and study numerical issues regarding the boundary conditions used. Moreover, we develop and analyze an asymptotic analytical approximation to the solution, leading to a novel computational asymptotic approach based on quadrature with a perturbed transition density. Numerical results are presented to verify second order convergence of the numerical PDE solution and to demonstrate its agreement with the asymptotic approximation and Monte Carlo simulations. The effect of certain problem parameters to the PDE solution, as well as to the asymptotic approximation solution, is also studied.
Introduction
In many areas of financial modeling such as pricing and risk reporting, correlation between random variables is a critical input. A sound modeling of correlation is therefore necessary for capturing the relationship between asset returns, particularly when the quantity of concern is sensitive to correlations. It has been well-documented in the literature that correlation is not a constant variable, but a time-varying one (see, for example, [2, 32, 16] , among many others). In particular, during periods of financial crisis, it is observed that correlations between asset returns increase (e.g. [27, 5, 31]) In the options market, there is considerable empirical evidence of a large correlation risk premium (e.g. [16, 15, 4] ). In particular, in [16] , it is established that correlation risk constitutes the missing link between (empirically) un-priced individual variance premium risk and priced market variance risk. Therefore, proper modelling of correlation is important in estimating correlation risk exposure.
There are several methods in the literature that seek to model the stochasticity of correlations. The dynamic conditional correlation approach (see [19, 38] ) proposes a class of multivariate GARCH models that have time varying correlations. This class of discrete-time model enjoys popularity, especially in econometric analysis. In the continuous-time literature, the Wishart process [3] , sometimes considered a generalization of the Heston model [22] , is often used to capture stochastic variances-covariances. This is studied in the context of derivative pricing in such works as [11, 12, 21] . Being an affine specification, the Wishart model has the advantage of analytical tractability, which is desired in many situations. However, in this model, variances and covariances must be specified, calibrated and evolved jointly, unlike the dynamic conditional correlation approach. This could be an inconvenient feature when a specific model of the volatility is required.
A third approach to modeling stochastic correlation is to directly specify the dynamics of the correlation variable by a stochastic process (see, for example, [37, 15, 39] ). This is also the modeling approach of stochastic correlation that we adopt in this paper. Compared to Wishart processes, this approach has an advantage of possible separate calibration of parameters. However, under this class of models, analytical tractability is no longer preserved in derivative pricing, and numerical approximations become necessary.
In the domain of numerical methods, the Monte-Carlo (MC) simulation is a popular choice. However, depending on the use case, this approach can have disadvantages, such as slow convergence for problems in low-dimensions, i.e. fewer than five dimensions, and the limitation that the price is obtained only at a single point in the domain, as opposed to the global character of the Partial Differential Equation (PDE) approach. In addition, unlike PDE methods, MC simulations usually suffer from difficulty in computing accurate hedging parameters. To our best knowledge, a PDE approach for pricing contingent claims under stochastic correlation has not been investigated in the literature. This forms the motivation for this work.
In this paper, we will explore the computational aspects of pricing contingent claims when the correlation variable is directly modeled by a mean-reverting stochastic process, with focus on the case of two correlated underlying risk factors. The contributions of the paper are:
• We derive a time-dependent PDE in three space dimensions of the pricing problem, and propose a numerical solution. We prove a stability result, and study the boundary conditions and their associated numerical issues, especially those arising from the correlation variable.
• Using singular perturbation theory, we develop and analyze an asymptotic solution of the PDE as the mean reversion rate of the correlation process becomes large. In cases where the price of the contingent claim and its derivatives do not have a known closed-form solution under a constant correlation model, we propose a novel asymptotic solution based on quadrature with a perturbed transition density, which, to our best knowledge, is a new computational approach to the problem.
• Through numerical results, we illustrate the accuracy of the numerical PDE and asymptotic solution. We study the effect of certain problem parameters to the PDE and asymptotic solutions.
The outline of the remainder of the paper is as follows. In Section 2, we present a pricing model with stochastic correlation and its corresponding PDE formulation. The numerical solution to the PDE is discussed in details in Section 3. In Section 4, we discuss an asymptotic solution built-upon on singular perturbation theory, and present an associated numerical algorithm that computes an approximation to the option value with stochastic correlation. Numerical experiments and results are discussed in Section 5. Section 6 concludes the paper and outlines possible future work.
Formulation 2.1 Model problem: contingent claims on two assets
As a model problem, we consider the pricing of a contingent claim on two (non-dividend-paying) risky assets, whose price processes, denoted by S 1 (t) and S 2 (t), under the physical measure evolve as follows: dS 1 (t)/S 1 (t) = µ S 1 dt + σ S 1 dB 1 (t), dS 2 (t)/S 2 (t) = µ S 2 dt + σ S 2 dB 2 (t), dB 1 (t)dB 2 (t) = ρ(t)dt.
(2.1) October 1, 2017 Here, B 1 (t) and B 1 (t) are two correlated Brownian motions, and µ S 1 , µ S 2 , σ S 1 , σ S 2 are positive constants. The correlation variable ρ(t) is unobservable, and is assumed to evolve stochastically as dρ(t) = α(t, ρ(t))dt + β(t, ρ(t))dB 3 (t), (2.2) where α(t, ρ(t)) and β(t, ρ(t)) are functions that ensure a strong solution to the stochastic differential equation (SDE) , and are such that ρ(t) is bounded in [−1, 1] with probability 1. In this specification, the Brownian motion B 3 (t) driving the correlation process is assumed to be independent of B 1 (t) and B 2 (t).
While it is possible to include a second layer of correlation structure between the correlation process and the random shocks in asset prices, we shall restrict ourselves to the independence assumption We remark that a second layer of correlation is considered in [15] . From a computational viewpoint, the effect of this will be extra cross terms in the pricing PDE. While this is seldom a problem in practice with a numerical PDE solver, it is not straightforward to interpret and specify second layer correlations. If one would like to specify an instantaneous correlation between dB 3 (t) and dB i (t), say ψ i , i = 1, 2, then clearly ρ(t) has to be bounded within an interval depending on ψ i in order that the instantaneous correlation matrix is positive semi-definite. We remark that the resulting PDE would involve two more cross derivative terms, each corresponding to the interaction between a price process and the correlation process.
We are interested in pricing a contingent claim with terminal payoff g(S 1 (T ), S 2 (T )), where T is the maturity of the contract. We denote by V = V (t, S 1 (t), S 2 (t), ρ(t)) the time-t value of the contingent claim, 0 ≤ t ≤ T . We assume that the value of the contingent claim is Markovian in (S 1 (t), S 2 (t), ρ(t)). We now derive the PDE that governs the price V .
Following a usual "no-arbitrage" argument, we consider a self-financing portfolio consisting of one long unit position in V , (algebraically) short a 1 (t) shares of S 1 , a 2 (t) shares of S 2 , and ∆(t) units of another derivative W on S 1 , S 2 . We assume also the existence of a money-market account, whose value at time t is denoted by M(t), that pays instantaneous interest with rate r. For convenience, we assume r > 0, however, our arguments are valid with minor modifications even if r is negative. Denote by b(t) the (algebraically short) position in money-market account.
We denote by Π(t) the value of the portfolio. The portfolio value process can be written as
As the portfolio is self-financing, its infinitesimal change is
By Itô's lemma, dΠ(t) can be expanded as
3)
and similarly forLW . In the above and for the rest of the paper, where applicable, the dependence on t of S 1 (t), S 2 (t) and ρ(t) are suppressed for notational convenience. We choose a 1 (t), a 2 (t) and ∆(t) such that the following holds:
These three equations can be solved for a 1 (t), a 2 (t), ∆(t). Using these choices, the terms involving realworld drifts µ S 1 and µ S 2 are cancelled. Also, from the construction of a 1 (t), a 2 (t), ∆(t), the terms involving dB i , i = 1, 2, 3, also disappear from dΠ in (2.3). As a result, the portfolio is instantaneously riskless.
In the presence of the risk-free money-market account paying instantaneous interest r, the following equation has to hold:
Therefore, from (2.3)-(2.5), we have
where
and similarly for LW . Assuming
. As a result, the quantity
is invariant for every financial derivative V that has non-zero sensitivity to ρ. Therefore, there exists
Consequently, we obtain the pricing PDE
Expectedly, the quantity Λ(t, S 1 , S 2 , ρ) is related to a drift adjustment from the physical measure to a risk-neutral measure. This is seen heuristically as follows. For illustration, assume that β(t, ρ) = 0, then
. October 1, 2017 We have from Itô's lemma that
The Brownian motion B 2 can be constructed as dB 2 = ρ(t)dB
2 (t) and B 3 (t) are independent Brownian motions. The market price of risk process γ = [γ i ], i = 1, 2, 3 is given component-wise by the following:
In turn, the function Λ is related to an equivalent local martingale measure, where the third market price of risk process is given by φ (subject to technical conditions that guarantee that the stochastic exponential of the market price of risk processes is a true martingale).
Quanto options
In this section, we present a popular type of contingent claims that decouples equity and FX risk in the terminal payoff, referred to as quanto options. The value of such derivatives depends on the instantaneous correlation between the exchange rate process and the equity price process. The pricing of such instruments in the presence of stochastic correlation is also studied in [37, 28] . In this context, we denote by S(t) the underlying asset priced in the foreign currency, and by R(t) the spot FX rate which is defined as the number of units of domestic currency per one unit of foreign currency. In a quanto option, the payoff depends on S(T ) and a fixed strike, and is paid in the domestic currency. For this kind of options, it is also important to realistically capture the correlation between S(t) and R(t). This is because the currency mismatch in a quanto option gives rise to a "quanto adjustment" that depends heavily on the correlation parameter between S(t) and R(t). Let S(t) and R(t) evolve as
where ρ(t) is as specified before, and µ S , σ S , µ R , and σ R are positive constants. Under the model (2.9), it can be shown that the price V (t, S(t), ρ(t)) of a quanto option satisfies the PDE
where r d and r f are positive constant domestic and foreign risk-free interest rates, respectively, and the quanto terminal condition is given by V (T, S) = g(S), in which the payoff g(S) is independent of the exchange rate R. 
Correlation process
We now discuss the choice for the correlation process ρ(t). The Jacobi process is a popular choice for modeling stochastic correlation ( [15] , [39] , [28] and [29] ). If the correlation is assumed to attain values anywhere in (−1, 1), then the following is a candidate choice of α and β:
Here, λ, η, and σ ρ are positive constants. The parameter restriction λ ≥ , typically referred to as the Feller condition, is needed for the process to remain in (−1, 1) with probability 1 (see [39] ). This is the stochastic correlation model we will focus on in this work. Unlike the Wishart process (see for example [10] ), this class of models is not affine. In general, a closed-form solution to (2.7) or (2.10) for a general payoff function is not known analytically, and numerical methods are needed to approximate the solution.
In the analysis, we will focus on the model PDE (2.7). For pricing purposes and simplicity, for the rest of the paper, we assume that the specification in (2.12) is risk-neutral, i.e. Λ ≡ 0. The following theorem shows that the concept of classical solutions suffices for our purpose. THEOREM 2.1. With α(ρ) and β(ρ) chosen as in (2.12) , the price of a European contingent claim (with bounded payoff g(S 1 (T ), S 2 (T ))), given by the discounted risk-neutral expectation
satisfies (2.7) and is
Proof. See Appendix A.
Numerical solution
Since we solve the PDE (2.7) backward in time, the change of variable τ = T − t is used. Under this change of variable, the PDE (2.7) becomes
and is solved forward in τ . The pricing of the option price is defined in an unbounded domain
subject to the initial condition g(·, ·).
While an implementation of the finite difference scheme may seem straightforward, caution must be taken to ensure proper discretization due to the unique features of this problem. Most of the techniques of this section can be modified to other choices of α(t, ρ) and β(t, ρ).
Localization
Localization estimates are well-studied in the literature. See, for example, [26] (multi-dimensional BlackScholes equation), [8] (exponential Lévy models and jump diffusion processes), and [7] (two-asset jump diffusion models), among many others. Relevant to our work, in [8] and also in [24] , for various models (with constant correlations, though) and different assumption on payoffs, it has been proved that the price of a European option is approximated exponentially well by that of a corresponding barrier option (in log of the barrier). We now extend this result to the context of stochastic correlation.
For the statement of the result, we will switch to log scaling. We denote X t = log(S 1 (t)) and Y t = log(S 2 (t)), and generic variables x = log(S 1 ), y = log(S 2 ). Let also −R log and R log , where R log > 0, respectively denote generic lower and upper barriers for the processes X t and Y t .
Yτ be the option price with the bounded payoff function g in log scaling (||g||
Then, for γ > 0, there exists constant C(γ, σ S 1 , σ S 2 , r, τ ) independent of R log such that, for i = 1, 2,
Proof. By construction
where Q is the pricing measure. Similarly, we have
We can write Xτ = x + Uτ and Yτ = y +Ũτ ,τ ∈ [0, τ ], where Uτ , andŨτ start from 0 and have drifts r − As a result,
A similar bound can be obtained for Q {M
The result follows by noting that
Proposition 3.1 shows that the price of a continuously monitored barrier option approximates that of a European option arbitrarily well by extending the log barrier R log . As only a bounded domain is required to compute the price of a barrier option, in the present case of European options, truncation of the domain is effective when the truncation boundary is far enough from the points of interest.
REMARK 3.1. Proposition 3.1 is formulated in log price scaling. Technically, the equation in log space
, where 
However, if analytic solution is known along the
S i = 0 boundaries, i = 1, 2, such
Boundary conditions
To solve the PDE (3.1) numerically by FD methods, we need to truncate the unbounded domain (3.2) into a finite-sized computational one
where S max 1
and S max 2
are sufficiently large (see Proposition 3.1). Denote
] × [−1, 1]} and similarly for ∂ S 2 Ω, and ∂ ρ Ω. In the same fashion, we can define a localized spatial domain in the log scaling are chosen sufficiently large. In our experiments, we choose a Dirichlet condition for these boundaries. However, there is a difficulty with choosing the boundary conditions on ∂ ρ Ω, as, for an arbitrary option payoff, they are not known as ρ → ±1. Note that, from a computational perspective with a finite difference method, it is necessary to specify the behaviour at ∂ ρ Ω. The focus of the rest of this subsection is how to obtain appropriate ρ-boundary conditions.
We note that, under the choice (2.12) for α(·) and β(·, ·), the correlation process ρ is of the CoxIngersoll-Ross (CIR) type [9] . This type of processes are commonly used in modelling of interest rate and volatility. In particular, it is reported in [23] that there can be multiple solutions to the CIR bond pricing PDE under certain parameter choices. In [18] , it is pointed out that only the stochastic representation of the solution given by the discounted risk neutral expectation is C 1 up to including the boundary. Furthermore, in [17] (resp. [18] ), the authors have studied the problems of boundary behaviors of the discounted risk neutral expectation under stochastic volatility (resp. one factor term structure) models, where at the zero boundary of the variance variable (resp. the short rate variable), a boundary condition is unclear for the specification of the PDE. In their works, they proved that under regularity assumptions such as bounded smooth payoff, linear growth of coefficients, square of volatility of the variance (resp. the short rate) being continuously differentiable with a Hölder continuous derivative, and the vanishing of the volatility of variance (resp. the short rate) as variance (resp. the short rate) goes to zero, the discounted risk neutral expectation is C 1 everywhere in the solution domain up to including the boundary of 0 in volatility (resp. the short rate). Moreover using interior Schauder estimates, it was shown that the solution satisfies a reduced PDE at the boundary, corresponding to the pricing equation with vanishing second derivative term with respect to the variance (resp. the short rate).
From Theorem 2.1, the solution we seek is C 2 in the interior of space and C 1 in time. We do not intend to carry out a similar analysis to [17] or [18] here, but instead, we assume that the C 1 -ness extends to the ρ-boundaries, noting that the coefficients of the correlation process in our case satisfy the assumptions in [17, 18] . Hence, a similar boundary condition holds for our European option pricing problem:
Note that, in log-price variables, this becomes
The choice of finite difference discretization of (3.5) (or (3.6)) is to be further elaborated in Section 3.3, with consideration given to numerical stability. From the viewpoint of the Fichera theory, the Fichera function is given by F (ρ) = λ(η − ρ) + σ 2 ρ ρ and the boundary points relevant to our problem are ρ max = 1 and ρ min = −1. The outflow conditions F (ρ max ) = F (+1) ≤ 0 and F (ρ min ) = F (−1) ≥ 0 can be written, respectively, as
These are identical to the Feller condition λ ≥ σ 2 ρ 1±η mentioned in Section 2.3. If such Feller conditions are satisfied, then mathematically, no boundary condition should be supplied at ρ = ±1. However, for computational purposes, the boundary behaviour needs to be specified, and, therefore, the boundary conditions (3.5) or (3.6) coming from the PDE itself are needed for the finite difference implementation.
In summary, the localized problem in the original price scaling is
) × (−1, 1) subject to the terminal and boundary conditions
is a Dirichlet condition of choice. And finally, V satisfies (3.5) along the spatial
. Similar boundary conditions hold for the formulation in log-price space (equation (3.3) ).
Discretization
To obtain a provably monotone discretization, we switch to log scaling (3.3). Let h 1 , h 2 and h 3 be step-sizes of a uniform spatial discretization of Ω log , and
Recall that we solve the equation (3.3) which is in the log space. We use the finite difference method to obtain a discrete representation L ∆ log of L log on the discretized grid Ω ∆,log . The time dimension is discretized using the θ-timestepping. Let u (l) log be the vectorized numerical solution at the l-th timestep. At the (l + 1)-th timestep, the timestepping reads as follows:
When θ = 0.5, the scheme is known as Crank-Nicolson (CN), and the choice θ = 1 is known as fully implicit timestepping. Let A be the discretization matrix arising from L ∆ log including the boundary conditions. For every i ′ ∈ I 1 , every j ′ ∈ I 2 , and every k ′ ∈ I 3 , we denote A
to be the matrix element where the index (i, j, k) corresponds to the column index, while (i ′ , j ′ , k ′ ) corresponds to the row index in a vectorized ordering of (i, j, k). We require that the discretization matrix satisfies the following:
where equality is component-wise, and (3.10)
To ensure these properties are satisfied, first and cross derivatives have to be carefully discretized. For first derivatives, one could choose between forward, backward and central differences in such a way that the signs of the matrices are correctly obtained. For cross derivatives, a 7-point stencil can be used according to the sign of the correlation variable. Details are provided in Appendix B. While in this work we are primarily concerned with classical solutions, maintaining these conditions has the advantage that the discretization matrix arising from the fully implicit timestepping is monotone, a key requirement for convergence towards viscosity solutions. This is particularly relevant for options with early exercise features. We plan to investigate this in a future work. Furthermore, for such a discretization, implicit timestepping methods can be easily proved to have bounded l ∞ norm. In the following, we present a stability result.
THEOREM 3.1. Assume fully implicit timestepping is used (θ = 1), L
∆ is discretized as in Appendix B, and that the (x, y) grid satisfies
Dir is the Dirichlet condition imposed on ∂ x Ω log ∪ ∂ y Ω log during this timestep. The same conclusion holds for Crank-Nicolson timestepping (θ =
) with a timestep restriction that scales with
Proof. The result follows from Appendix B and steps in [7] .
Solving a time-dependent PDE in three space dimensions, while feasible, could be expensive on traditional computing architecture. The computational time can be improved by using computing techniques such as implementing an ADI scheme on graphic processing units (see e.g. [13, 14] ).
While we have presented Theorem 3.1 in log-price scaling, in practice we have not observed a numerical stability problem when a finite difference scheme is implemented on the original PDE (2.7) or (2.10). Note that convection is strong in the ρ direction away from the mean η, and upwind differencing should be utilized where necessary.
Asymptotic solution and approximation algorithm
In practical cases, solving a full time-dependent PDE in three space dimensions could be timeconsuming and undesirable. It is possible to trade accuracy for computational efficiency. Approximation formulas are desirable in that rapid computation is possible, which makes calibration or pricing much more efficient.
Following [33] , we assume that the mean reversion speed λ in (2.12) is fast, i.e. λ = 1/ǫ, where ǫ → 0. We scale σ ρ such that the variance of the correlation process' invariant distribution is finite and fixed. Therefore, the volatility of correlation has the corresponding scale σ ρ =σ ρ √ ǫ . Define the differential operators
∂ρ 2 , and
where I is the identity operator. Note that
A 0 . The pricing equation (3.1) can be written as
We will determine V (0) and V (1) . We impose the terminal condition
. Upon substitution the following equations are obtained from setting the lower order terms to zero:
Equation (4.1) implies that we could choose
), Equation (4.2) implies a centering condition
where · denotes expectation with respect to the invariant distribution of ρ. This is because (4.2) leads to . The explicit form of Φ is given in Appendix C. Note that
is more restrictive than Feller's condition by a factor of 2. As V (0) is independent of ρ, the centering condition implies that
whereρ = η is the mean of ρ with respect to the invariant distribution (see Appendix C), and that A BS (ρ) is the same as A 1 , except that ρ is changed to the constantρ. Therefore, the zeroth order approximation V (0) is given by the solution to the two-dimensional Black-Scholes equation with constant correlation equal toρ = η.
We proceed to find V (1) . From (4.2) we have
where the equality A BS (ρ)V (0) = 0 is used to eliminate the non-cross derivative terms. Consequently,
, where φ(y) is a solution to the equation A 0 φ = ρ −ρ and C(t, S 1 , S 2 ), arising from the integration of this ODE, is independent of ρ. We take, as a particular solution, φ(ρ) =ρ − ρ = η − ρ. 
As a result,
,
(see Appendix C). We specify C(T, S 1 , S 2 ) = 0. By commutativity, one can verify
, and A BS (η)V (0) = 0. Therefore, we obtain the approximation V ǫ,1 to V given by ). Then for t < T ,
Proof. See Appendix D.
Asymptotic solution based on transition density
The approximation (4.5) requires knowing the price of the derivative and its derivatives under a constant correlation model. This is known, however, only for a few derivatives, such as exchange options (via the Margrabe's formula [30] ). For many other popular derivatives, such as spread options, a closed form solution is not currently available, hence the approximation (4.5) is limited in these cases. To deal with this difficulty, we propose a heuristic solution based on (4.5). The idea is simple. Since the set of European option prices fully determines the transition density, we apply heuristically (4.5) to compute the transition density instead.
Specifically, we denote by f (T, S 1 (T ), S 2 (T ), ρ(T )|t, S 1 , S 2 , ρ), the joint transition density function of the terminal prices S 1 (T ) and S 2 (T ) and the correlation value ρ(T ), given the asset prices S 1 , S 2 and correlation value ρ at an earlier time t. The time-0 option price can be computed by 
We denote by
the joint transition density in the case of the constant correlationρ = η. Its explicit form is known and is given in Appendix E. It is easy to see that the zeroth order approximation of p m (·|·) is given by p(·|·).
The rest of the right-side on (4.5) depends on derivatives of p(·|·). These involve some algebraic work, given also in Appendix E. Finally, we propose approximating the time-0 price of a European option by the double integral
which can be computed using quadrature methods. We present the details of this approximation in Appendix E. We demonstrate the effectiveness of this approach in Section 5. An example algorithm that uses (4.7) for pricing is shown in Algorithm 1.
Algorithm 1 A sample pricing algorithm with the perturbed density at time t = 0 1: Retrieve market data: prices S 1 , S 2 , current correlation ρ, risk-free rate r, mean-reversion level of correlation η applicable forward-looking volatilities σ S 1 , σ S 2 , σ ρ . 2: Retrieve European option data: payoff g(·, ·), maturity T . ) and discretize. 6: For the particular discretization chosen, calculate the price from (4.7) with truncated S i -boundaries using quadrature.
We note that the complexity of the algorithm does not depend on the maturity of the option. As a result, given model parameters, long-term options are priced with the same computational complexity, which is an advantageous feature compared to timestepping-based methods, such as simulation or PDE approaches. This feature is especially desirable in computational scenarios such as calibration, in which model parameters are implied from a given set of option prices by solving an inverse problem.
We conclude this section by noting that, although we restrict the analysis to non-dividend-paying assets, it is relatively straightforward to generalize the asymptotic solution in the case of non-zero continuous dividend rate by adjusting the risk-neutral drifts of S 1 and S 2 .
Numerical experiments
In this section, we present numerical results from the implementation of our method on the following options:
(a) spread and basket options on two assets with stochastic correlation using the three-dimensional PDEs (3.1) and (3.3);
(b) quanto options with stochastic correlation using the two-dimensional PDE (2.10); and (c) max options on two assets with stochastic correlation using a two-dimensional PDE obtained after a similarity reduction.
For all experiments, the S-boundary conditions are of Dirichlet type where the value on the boundary is simply the discounted payoff for the current values of the state variables. The ρ-boundary conditions are as those described in Section 3.2. See Equations (3.5) and (3.6) for the boundary conditions used in the price space and log-price space formulations, respectively. Similar conditions are used for the two-dimensional PDEs.
Unless otherwise stated, we use standard second order differences for all spatial derivatives, including the cross-derivatives. The only exception is when the convection term α(t, ρ) ∂V ∂ρ is large, in which case we use forward or backward first order differences, depending on the sign of α(·, ·). Whenever solving the log-price space formulation PDE (3.3), the discretization is carried out as described in Section 3.3 and Appendix B, so that a monotone discretization scheme is obtained. In all cases, the timestepping is Crank-Nicolson-Rannacher, i.e. we use the fully implicit timestepping for the first few timesteps, then switch to Crank-Nicolson for the remaining timesteps.
While it is easier to carry out stability analysis in log price space, in practice there could be computational disadvantages in solving the log transformed equation. A uniform grid in log price space becomes a non-uniform grid in price space. A fine discretization around the region of interest in the price space could require a much finer discretization of the log price grids, and hence higher computational cost. Moreover, for non-smooth payoffs, it could be hard to align the points of discontinuity (of derivatives) with nodes on the log-price grid. For this reason, in our numerical experiments with the log-price space PDE formulation (3.3), an averaging procedure has been applied to smooth out the payoff function (see [34] ).
In the numerical experiments, we also report a quantity
where change q is the absolute difference of solution value from the (q − 1)-th grid refinement to the q-th grid refinement. This is an estimate of numerical order of convergence, as each successive refinement involves halving the time and space step-sizes.
Options on two assets
We report numerical results of the proposed method on two types of options on two assets, namely spread and basket options. The market parameters are listed in Table 5 .1.
Spread options
As an illustration, we will price a spread option, more specifically a call option on spread. Mathematically, the terminal payoff of such an option is given by g(S 1 , S 2 ) = max(S 1 − S 2 − K, 0).
In Table 5 .2, we list numerical results for the pricing of a 1-year spread option with K = 10 for different values of spot prices and current levels of correlation (S 1 (0), S 2 (0), ρ(0)). For this test, we solve the log-price space formulation PDE (3.3 Table 5 .2: Value of the 1-year spread option with K = 10 at different values of (S 1 (0), S 2 (0), ρ(0)), in three successive grid refinements, using the log-price space formulation PDE (3.3). The domain is
Nodes are placed uniformly, with n 1 (resp. n 2 , n 3 ) being the number of subintervals in the log(S 1 ) (resp. log(S 2 ), ρ) direction.
In Table 5 .3, we present similar results as in Table 5 .2, but from solving the price space formulation PDE (3.1). The numerical results indicate that solving directly (3.1) does not seem to pose a problem in terms of stability, although a positive discretization is no longer guaranteed. Table 5 .3: Value of the 1-year spread option with K = 10 at different values of (S 1 (0), S 2 (0), ρ(0)), in three successive grid refinements, using the PDE in price space formulation (3.1). The domain is
Nodes are placed uniformly, with n 1 (resp. n 2 , n 3 ) being the number of subintervals in the S 1 (resp. S 2 , ρ) direction.
To validate our approaches, we compare the numerical PDE prices with those obtained by the asymptotic solution (Section 4) and Monte Carlo (MC) simulations. To obtain more accurate PDE prices, the PDE solutions from Tables 5.2 and 5.3 are extrapolated using Richardson extrapolation, with convergence exponent 2, as the method is supposed and has demonstrated to achieve. The numerical results are given in Table 5 .4. They show good agreement among solutions under the various approaches. In particular, the PDE and asymptotic solutions all lie in the MC's 95% confidence intervals (CIs). Here, for MC simulation, 50000 scenarios and 200 timesteps are used. (50,50,-0.2) (40,50,-0.2) (50,40,-0.2) (50,50,0.2) (40,50,0.2) (50,40,0.2 Table 5 .4: Value comparison for the 1-year spread option with K = 10 at different values of (S 1 (0), S 2 (0), ρ(0)). Both sets of PDE prices are extrapolated from respective data in Tables 5.2-5.3 , using Richardson extrapolation, assuming quadratic convergence.
Effect of truncated boundary
In this section, we verify numerically, that the truncated boundary in the S 1 -and S 2 -directions is far enough, so that the quality of the approximation is not affected. We price again the spread option of Section 5.1.1 by solving the price space formulation PDE (3.1), this time with the truncated boundary in the S 1 -and S 2 -directions double as far, and with double the number of grid points in these two directions. Table 5 .3 are also presented.
Effect of mean reversion rate on accuracy of asymptotic solution
The development of the asymptotic solution in Section 4 suggests that the accuracy of the asymptotic solution improves as the mean reversion rate λ increases. In this section, we focus on the effect of λ on the accuracy of the asymptotic solution. For this reason, we consider pricing spread options with the parameters of Table 5 .1, except that we vary λ from 0.5 to 2.5, and we scaleσ ρ accordingly, so that σ ρ 2 /λ remains constant. We consider the solutions by the price space PDE (3.1), the Richardson-extrapolated price space PDE, the asymptotic (4.7), and the MC simulation. Table 5 .6 shows the results. We have run PDE experiments for grid sizes with n 1 , n 2 and n 3 as in Section 5.1.1, but, for brevity, we only display the PDE solution for n 1 = n 2 = 80, n 3 = 40.
In Figure 5 .1, we plot the solutions at one point versus λ. The results of Table 5 .6 and Figure 5 .1 indicate that, once λ is above 1.5 approximately, the asymptotic solution falls within the 95% confidence interval of the MC simulation. We also notice monotonic convergence of the asymptotic to both the PDE and extrapolated PDE solutions as λ increases. The agreement of the asymptotic to the PDE solutions varies from approximately one to three digits as λ varies from 0.5 to 3. Clearly, as long as λ is reasonably large, the asymptotic solution (4.7) is a powerful alternative to the PDE solution. Table 5 .6: Value comparison for the 1-year spread option with K = 10 at different values of (S 1 (0), S 2 (0), ρ(0)) and several values of λ. The PDE solution is obtained with n 1 = n 2 = 80 and n 3 = 40, while the extrapolated PDE solution is obtained using PDE solutions with two grid sizes, the above and a coarser one, assuming quadratic convergence.
Basket options
We also consider an equal-weighted basket call option whose payoff is
In Tables 5.7 and 5.8, we present convergence results for the two versions of PDE for different values of (S 1 (0), S 2 (0), ρ(0)) with the strike K = 100. Again, while a monotone discretization scheme is no longer guaranteed in price space, numerically we do not observe a problem with this approach. Comparison of values using the PDE, Monte-Carlo and asymptotic methods is presented in Table 5 .9. Given the symmetry of the problem, the solution should be symmetric in (S 1 (0), S 2 (0) ). The discrepancy in MonteCarlo solutions is due to randomness from the simulations. Table 5 .7: Value of the 1-year equal-weighted basket call option with strike K = 100 at different values of (S 1 (0), S 2 (0), ρ(0)), in three successive grid refinements, using the log-price space formulation PDE (3.3). The domain is
Nodes are placed uniformly, with n 1 (resp. n 2 , n 3 ) being the number of subintervals in the x = log(S 1 ) (resp. y = log(S 2 ), ρ) direction. Table 5 .8: Value of the 1-year equal-weighted basket call option with strike K = 100 at different values of (S 1 (0), S 2 (0), ρ(0)), in three successive grid refinements, using the price space formulation PDE (3.1).
Nodes are placed uniformly, with n 1 (resp. n 2 , n 3 ) being the number of subintervals in the S 1 (resp. S 2 , ρ) direction. Table 5 .9: Value comparison for the 1-year equal-weighted basket call option with K = 100 at different values of (S 1 (0), S 2 (0), ρ(0)). Both sets of PDE prices are extrapolated from respective data in Tables 5.7-5.8 using Richardson extrapolation, assuming quadratic convergence.
We conclude this subsection by noting that, although call payoffs do not satisfy the boundedness required in Proposition 3.1, numerically, we do not observe any a problem, and good agreement is achieved among different approaches. Also see Remark 3.2.
Quanto options
In this section, we consider the pricing of a quanto option under stochastic correlation as in model (2.9) and (2.12). Similar to previous experiments, we assume that the parameters are calibrated so that Λ ≡ 0. As an illustration, we price a 5-year quanto call option with payoff g(S(T )) = max(S(T ) − K, 0), where K = 100. The parameters to the model are given in Table 5 .10. Table 5 .10: Market parameters for quanto option In this case, the pricing PDE is (2.10). Because there is no cross term in the PDE, by discretizing the first derivatives carefully in the upwind direction when necessary, a positive discretization can be obtained without grid-size restrictions. Therefore, techniques such as non-uniform spacing can be used without sacrificing a positive discretization. In our experiment, we use a non-uniform grid that concentrates around the strike value 100 (see, e.g. [6] ).
Volatility of price
Results in Table 5 .11 show that the PDE method has numerically quadratic convergence. Table 5 .11: Value of a 5-year quanto call option with strike K = 100 at different values of (S(0), ρ(0)), in four successive grid refinements, using PDE (2.10). The domain is
There are n 1 (resp. n 3 ) subintervals in the S (resp. ρ) direction.
(100,-0.2) (120, -0. Table 5 .12: Value comparison for the 5-year quanto call option with strike K = 100 at different values of (S(0), ρ(0)). The set of PDE prices is extrapoted from respective data in Table 5 .11 using Richardson extrapolation, assuming quadratic convergence.
In Table 5 .13, we present values of selected partial derivatives of the option price with respect to the underlying asset price S and the correlation factor ρ. Note that, although second order convergence is not guaranteed due to the choice of upwind differencing, in most cases we obtain second order convergence. Table 5 .13: Selected sensitives of the option price with respect to S and ρ.
Effects of model parameters
In this section, the effect of correlation model parameters on option prices is studied. We will focus on the max option, which has payoff
For options of this form, it is not necessary to solve the full three-dimensional PDE (3.1). Instead, a similarity reduction is possible because of the nature of the payoff. For
Introduce the similarity reduction ξ = S 2 /S 1 , corresponding to a change of numéraire. It is now straightforward to see that
where α, β are chosen as in (2.12). The reduced problem has terminal condition
The diffusion coefficient in (5.2) is non-negative because σ
It should be noted that r, the risk-free rate, factors out of the pricing problem naturally. This similarity reduction can be easily seen to be the PDE equivalent to a measure change from the T -forward measure to the S 1 -measure.
For illustration purposes we have restricted to non-dividend-paying assets. For dividend-paying assets, the same variable transformation can be carried out. In that case, a PDE two-dimensional in space similar to (5.2) will be obtained, with a convection and a discounting term.
The discretization of (5.2) is less restricted than that of (3.1). A positive discretization is ensured with usual central differences of the second derivatives and careful discretization of the first derivatives in the upwind direction where necessary. In our experiment, we solve ( In Figure 5 .2, we show the effect of the long term mean reversion level η of correlation on the price of the max option. With higher η, the expected value of the total correlation experienced during the life of the option is increased. Naturally this leads to a lower value of the optionality. This effect is captured also by the asymptotic solution (4.5), which we restate here: In Figure 5 .3, we show the effect of the mean reversion speed λ on the prices of the max option. As λ increases, it is plausible that any deviation from the mean of the correlation is more heavily punished with the stronger convection, and one should expect a price closer to the Black-Scholes price with constant correlation equal to the long-term mean. Once again this is encoded in (4.5). The terms involving ǫ decrease in absolute value and convergence towards V (0) , the Black-Scholes price with constant correlation η, is expected.
When ρ = η = −0.1, the sensitivity D 
Conclusions
In this paper, we have studied the problem of option pricing in the presence of stochastic correlation from a computational viewpoint. Starting with the derivation of the pricing PDE, we have developed two approaches to computing option values in this setting.
The first approach is a numerical PDE method. Unique to this problem is the specification of the boundary behaviour when the correlation ρ is ±1. The boundary condition is necessary when one uses such numerical techniques as the finite difference method. Following the findings in [17, 18] , we propose using a "PDE condition" on the ρ-boundaries. Furthermore, we discuss other important numerical issues such as meshing, discretization of the cross term and numerical stability of the numerical scheme (with this somewhat unusual boundary condition).
When the correlation process exhibits fast mean-reversion, a second approach, based on singular perturbation [33] , is developed. The asymptotic solution involves a correction to the (multi-asset) BlackScholes price under a constant correlation. For options where analytic solutions or derivatives for a constant correlation under the Black-Scholes multi-dimensional framework are not available or are difficult to obtain, we have studied a quadrature method based on the asymptotic density. Exact calculations of such density corrections are provided. Our numerical experiments indicate that this approach is in great agreement with Monte Carlo and PDE pricers. Furthermore, this first order correction is able to capture effects of model parameters on prices, as shown in our numerical experiments.
A Proof of Theorem 2.1
Consider the European option price given by
where we take expectation in the risk-neutral measure induced by (2.12). We follow [17] and start by first proving that the option price is continuous on (0, T ) × (0, ∞) 2 × (−1, 1). Let (t n , x n , y n , ρ n ) be a sequence of points converging to (t, x, y, ρ). Let S n 1 , S n 2 , and ρ n be solutions to their corresponding SDEs (2.1) and (2.2) (having parameter choices (2.12)) with initial conditions S n 1 (t n ) = x n , S n 2 (t n ) = y n , and ρ n (t n ) = ρ n , respectively. The explicit expressions for S
where dW 1 (s) and dW 2 (s) are independent Brownian motions adapted to the same filtrations generated by dB 1 (s) and dB 2 (s). Similarly, define S 1 , S 2 , and ρ accordingly with the initial conditions S 1 (t) = x, S 2 (t) = y, and ρ(t) = ρ, respectively. Note that S 1 (T ), S 2 (T ) can also be expressed in the same form as (A.1). By Yamada-Watanabe theorem, pathwise uniqueness holds for our choice of the correlation model (2.12). It follows from [1] that
Therefore, using Itô isometry,
as n → ∞. We also have
as n → ∞. This is due to Itô isometry, Lipschitz continuity of the function f (y) = y 2 on the domain [−1, 1], and Jensen's inequality. In view of (A.1) above, it follows that S n 1 (T ) and S n 2 (T ) respectively converge to S 1 (T ) and S 2 (T ) in probability, as n → ∞. Since g(·, ·) is bounded, it follows that
Hence, the option price v is continuous.
Next, following Theorem 2.7 in [25] , and since v is a continuous (stochastic) solution, it can be shown that v is also a classical solution (in C 1,2,2,2 ) that satisfies (2.7).
B Discretization
We define a (n 3 + 1) × (n 3 + 1) matrix ω in the ρ-direction by first defining the three (n 3 + 1) × (n 3 + 1) matrices
Then, starting with ω = ω (c) , rows of ω are modified one-by-one (chosen from any of the three ω (·) ) so that off-diagonals are non-negative. The first row of ω (corresponding to k = 0) should be based on forward differencing while the last row (corresponding to k = n 3 ) should be based on backward differencing. Denote u i,j,k = u(x i , y j , ρ k ). Now following [7] , the cross derivatives are discretized as follows:
Intuitively, the case for ρ ≥ 0 corresponds to the discretization of the cross derivative operator
where ± indicates the direction of the one-sided difference. Similarly, the case for ρ < 0 corresponds to the discretization scheme
Denote by χ (p) the induced cross derivative discretization matrix from the ρ ≥ 0 case, and similarly for χ (m) for the ρ < 0 case. The cross derivative discretization can be written as
We now describe the discretization in x and y directions.
With the discretized domain Ω ∆ as in Section 3.3 define the following (n 1 + 1) × (n 1 + 1) matrices:
The matrix φ (c) corresponds to the spatial discretization of terms involving ∂ 2 ∂x 2 and ∂ ∂x using central differences. The matrices φ (f ) and φ (b) correspond to the discretization of the same terms using forward and backward differences of the first derivatives, respectively.
For each ρ, we define a (n 1 + 1) × (n 1 + 1) matrix φ(ρ) which is equal to either φ (c) ,
such that non-negativity of the off-diagonals of L ∆ will be preserved. We can define correspondingly a matrix, say ψ(ρ), for the S 2 direction.
The discretization matrix A is specified by the action
for i = 0, n 1 and j = 0, n 2 . For i = 0, n 1 or j = 0, n 2 , one can specify (Au) i,j,k = 0 and modify the right-side of the time-stepping equation to the imposed Dirichlet condition. From this discretization one obtains a sufficient condition for (3.10) to hold. Consider the coefficients of u i+1,j,k and u i−1,j,k in (B.9). Clearly, if σ
then one can choose between central, backward and forward differences in the x-direction such that the coefficients of u i+1,j,k and u i−1,j,k are non-negative. This is the case if we space the grid in such a way that
By considering the non-negativity of the coefficients of u i,j+1,k and u i,j−1,k , we get, as a sufficient condition, σ
which is ensured by
In a similar way, we can study the sign of the other coefficients in (B.9). In summary, if
, and central, backward or forward differences are chosen appropriately in each direction, and cross-derivatives are discretized by (B.4) or (B.5) appropriately, conditions (3.9)-(3.10) are satisfied. It is also easy to see that (3.11) is trivially satisfied for r > 0, irrespectively of the central, backward or forward differences in each direction, and the cross-derivative discretization.
C Properties of the correlation process
The density Φ of the invariant distribution satisfies The moments of the process (where subscript t here indicates dependency on time, ρ t = ρ(t)) can be evaluated as follows:
The solution is given by E(ρ t ) = ρ 0 e −λt + η(1 − e −λt ). (C.3)
Taking limit t → ∞, the mean with respect to the invariant distribution is η. This can also be verified numerically by direct integration with (C.2). Similarly, by Itô's lemma, E(ρ The ODE that arises from this can be solved analytically given E(ρ t ) above. As t → ∞, the second moment with respect to the invariant distribution is
. Therefore, the variance is
D Proof of Theorem 4.1
and 2) , where V ǫ,1 is as defined in (4.5). At terminal time, we have Z ǫ (T, S 1 , S 2 , ρ) = −ǫ(ρ − η)σ S 1 σ S 2 D 1,1 V (0) (T, S 1 , S 2 ) − ǫ 2 V (2) (T, S 1 , S 2 , ρ), as we specified that C(T, S 1 , S 2 ) = 0. In addition, we have
where we have used A ǫ V ǫ = 0 and equations (4.1) to (4.3). Therefore, the probabilistic representation of the solution is where C ′ is independent of ǫ. The proof consists of proving that the derivative D 1,1 V (0) of the BlackScholes price V (0) is of polynomial growth in S 1 and S 2 , which is a consequence of the assumption on the payoff. The bound is obtained from boundedness of the marginal moments of S 1 and S 2 , independent of correlation. More details can be found in [20] . The lemma follows directly from this bound because Note that in the second inequality we have used (C.3). Proof. By (4.3), and (4.4), we have
Recall that V We prove ψ ′ is bounded as ρ → −1. This is seen from the L'Hôspital's rule, where we apply (C.1) once again:
.
g(u)Φ(u)du is bounded as ρ → 1. As a result, ψ is bounded on (−1, 1) , where the bound is independent of ǫ, i.e. ψ(ρ) ≤ C 4 , ρ ∈ (−1, 1) .
(D.1)
Finally A 1 V (2) and V (2) can be written as a polynomial combination of derivatives of V (0) times the bounded functions ψ(ρ) and ρψ(ρ). Hence its conditional expectation is bounded independently of ǫ as desired. Incidentally, one can verify equalities such that ∂p ∂ρ = σ S 1 σ S 2 (T − t)D 1,1 (p). It is then straightforward to apply the right-side of (4.5) to p(·|·) to obtain p ǫ,1 m (·|·) for use in (4.7).
