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Solar thermal cracking of methane produces two valuable products, hydrogen gas and solid
carbon, both of which can be used as a fuel and as a commodity. During the course of this
two-phase phenomenon, carbon particles tend to deposit on the solar reactor window,
wall, and exit. When they accumulate at the reactor exit, the agglomeration of these par-
ticles completely blocks the exit. This problem has been the major issue preventing solar
cracking reactors from running continuously. To address this problem, a cyclone solar re-
actor was designed to enhance the residence time and allow carbon particles to rotate in
the reactor instead of moving towards the exit inlarge particle groups together. A prototype
reactor was manufactured to test the concept, to better understand and explain the flow dy-
namics inside the solar cyclone reactor and to analyze the flow via particle image velocim-
etry (PIV). Advanced measurement and computational techniques were applied to build the
prototype reactor. Computational fluid dynamics (CFD) analysis employing discrete phase
model (DPM) was used to predict the particle transport phenomenadel (DPM), whereas
PIV was applied for the experimental part of the work. To understand the flow evolution
along the vortex line, several images in the axial direction along the vortex line were cap-
tured. The results showed that when the main flow was increased by 25%, the axial velocity
components became larger. It was also observed that the vertical vortices along the vortex
line showed stronger interaction with outward fluid in the core region. This implied that
the horizontal twisting motion dominated the region due to the main flow, which could trap
the particles in the reactor for a longer time. Furthermore, when the main flow was
increased by 50%, the flow displayed a cyclone-dominated structure. During the velocity
evolution along the vortex line, more vortices emerged between the wall region and core
region, implying that the energy was transferred from order to disorder. In summary, by
appropriate selection of parameters, the concept of an aero-shielded solar cyclone reactor
can be an attractive option to overcome the problem of carbon particle deposition at the re-
actor walls and exit. [DOI: 10.1115/1.4023183]
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Introduction
Production of fuels and commodities without discharging haz-
ardous wastes or emitting greenhouse or toxic gases is a pressing
issue for many industries. Solar cracking of natural gas provides a
very promising solution to petroleum, chemical and carbon indus-
tries by offering emission free production of hydrogen and carbon
black, which are two essential products and feedstock in these
industries depending on their need and the process [1,2]. For
example, hydrocracking, hydrotreating, and hydroprocessing are
essential processes in refining crude oil for the production of
many products we use daily [3–5]. These processes consume large
amounts of hydrogen making hydrogen one of the most important
products in petroleum industry. In the same way, the chemical
industry consumes hydrogen as a feedstock to make other com-
modities, such as ammonia. Finally, the carbon industry manufac-
tures many types and grades of carbon for use in items such as car
tires, batteries etc.
Current methods of hydrogen and carbon production practiced
in industry emit large amounts of environmentally unfriendly
gases into the atmosphere [2]. Therefore, solar cracking of natural
gas can be considered as an alternative to the conventional way of
hydrogen and carbon production to obtain these two valuable
commodities in one process and without emitting any hazardous
gases via the following reaction.
CH4 ! 2H2 þ C solidð Þ DH298 ¼ 75:6 kJ=mol (1)
This endothermic reaction receives the necessary high tempera-
ture process heat from concentrated solar energy in a solar reactor,
where the reaction takes place.
Solar cracking is an emission free process, in contrast to tradi-
tional steam reforming of natural gas where chemical bonds
between hydrogen and carbon are broken via steam. In spite of it
is environmentally attractiveness, this process faces challenges
like protecting the window from carbon particles, reactor clogging
due to carbon particle deposition, protection of the reactor against
thermal shocks and loss of solar power from the window due to
multiple reflections. There have been many innovative solar
cracking reactor designs aimed at achieving increased conversion
efficiencies through novel flows from vortex-flow to tornado, and
from fluidized bed to rotating cavity [6–12]. The designs of these
solar reactors seek enhanced flow conditions that result in
improved overall efficiencies and some reduction in carbon depo-
sition, but the carbon deposition at the reactor exit remains. This
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paper summarizes the design process of the solar cyclone reactor
concept as a solution to this problem, and provides the results of a
PIV analysis on the flow dynamics of this reactor concept.
Design of the Solar Cyclone Reactor
It is important to understand how the carbon particles move
inside the solar reactor so that a solution to prevent them from
clogging the reactor exit can be found. Figure 1 illustrates this
process, where natural gas enters into a solar reactor and the
decomposition products, hydrogen gas and solid carbon particles
move toward the exit. On the way toward the exit, some of the
carbon particles deposit on the reactor window and walls, while
the remaining carbon particles collectively migrate towards the
exit. Because of this collective particle motion, the volume of car-
bon particles exiting the reactor causes clogging. This also blocks
the passage for hydrogen and undecomposed natural gas.
Exit blockage increases the reactor pressure which eventually
breaks the quartz window. Therefore, preventing the collective
carbon particle movement toward the reactor exit is essential.
This can be achieved by increasing the residence time and by
making the carbon particles rotate inside the reactor before mov-
ing toward the exit, via use of a catalyst or by adjusting the flow
dynamics to serve the purpose. It should be noted that the goal is
to produce as much hydrogen and carbon as possible by collecting
them after the exit. However, if the carbon particles deposit inside
the reactor or if they block the exit, then the production of these
valuable commodities is terminated.
The carbon deposition on the window has been tackled by
injecting inert gas flow to sweep the window [13,14], however
carbon deposition on the reactor walls still remains unsolved.
Therefore, a new solar reactor concept was designed at Texas
A&M University at Qatar to address these two remaining prob-
lems by reducing carbon deposition on the walls and at the exit.
During the design process of our solar cyclone reactor, these
two problems were addressed by studying each of them at a time
starting from the carbon deposition at the exit. To increase the res-
idence time and to make carbon particles complete several turns
inside the reactor before they exit; a cyclone flow in the center
was created via iterative design of the inlet ports, e.g., identifying
the optimum location, injection angle, velocity etc. Iterations
were made based on CFD simulation results. The first design
achieved a cyclone of required characteristics at the required
swirling effect, included 6 inlet jets for the main flow [15]. Simu-
lations to identify the best location and the position of these jet
ports and natural gas velocity resulted with a gas velocity of
45 deg angle and 6m/s. Figure 2 illustrates one of the initial suc-
cessful designs.
The first step of the reactor design process was to validate the
CFD results by running the code to simulate the reactor designs of
other research groups and to compare the simulation results with
the published experimental results of those research groups. For
instance, flow behavior and thermal interaction of gas-particle flow
for a directly irradiated vortex flow solar reactor of Ref. [14]
presents a good example to study solar cracking process computa-
tionally. To do this, the thermal hydraulics between gas flow and
particle were studied by a two way coupled Euler–Lagrange
approach. A two band discrete ordinate model was considered to
solve radiative transport between walls and entrained particles. The
effect of main flow, secondary flow, particle loading, particle diam-
eter, and residence time were studied to analyze flow physics and
heat transfer. The static temperature contours, temperature distribu-
tion along the center line of the cavity, path lines and particle
temperatures were obtained. The numerical simulations predicted
the mixture (gas-particle) flow outlet and cavity wall temperatures
of the experimentally measured values of Ref. [14] by 3.59% and
9.38% different experimentally measured values [16]. We also
checked the validation of the CFD simulations against the experi-
mental observations of Ref. [17], where carbon deposition was
experimentally investigated in detail. The re-normalization group
model (RNG) k-e model was used to evaluate turbulent quantities.
Trajectories of the carbon particles and tracking them through the
continuous phase of gas were done by employing a discrete phase
model (DPM). The dispersion of particles due to turbulence in the
fluid phase was predicted using a stochastic tracking model. In the
discrete random walk (DRW) model, the fluctuating velocity com-
ponents were sampled assuming a Gaussian probability distribution.
The DRW results showed the effect of instantaneous velocities of
gas flow field while the turbulent effects were considered. A DPM
was used to evaluate the trajectories of the carbon particles and to
track them through the continuous gas phase. As seen in Ref. [18],
the CFD simulations successfully predicted the experimental obser-
vations of Ref. [17]. With confidence in that CFD code, it was
applied to the reactor concept developed at Texas A&M University
at Qatar and used during the design iteration to investigate the
impact of each change on the temperature distribution, flow dynam-
ics, and carbon deposition. Figures 3–5 show the CFD simulation
results of the solar reactor design given in Fig. 3.
In this reactor concept, carbon particles follow the cyclone path
in the center however, some of them escape from the cyclone and
deposit on the walls. To prevent this, a “wall screening” covering
the walls like a cage was added, sweeping the escaped carbon par-
ticles off. Figure 4 shows this laminar flow which acts as an aero-
shield to protect the wall from carbon deposition. A CFD simula-
tion was performed in order to obtain a configuration where the
laminar wall screening was not disturbed by the cyclone flow in
the center.
Figure 5 shows the isometric view of the laminar flow and the
cyclone flow co-existing without disturbing the laminar wall
screening. However, in order to keep the laminar character of the
wall screening flow, the Reynolds number was decreased which
was a compromise from the turbulence. This initiated the
Fig. 1 Natural gas entry and product movement inside a solar reactor
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development of the design shown in Fig. 2 to increase the turbu-
lence effect but to maintain the laminar wall screening. The final
result of that design development effort is illustrated in Fig. 6.
In this new design concept, “guide vanes” were added on the
walls to allow wall screening flow through these channels. This
geometry enhanced of the cyclone in the center and kept the lami-
nar flow undisturbed.
The final solar reactor design, which is shown in Fig. 7,
achieved a much stronger cyclone and the simulations on the car-
bon deposition showed that the wall screening did not allow car-
bon deposition on the walls and deposition at the exit was
significantly reduced [20].
It can be seen from Figs. 2, 6, and 7 that the reactor design has
significant impact on flow dynamics. The flow dynamics of the
cyclone flow and the wall screening of this new reactor concept
are illustrated in Fig. 8.
Figure 8 shows that the type of wall screening gas makes a dif-
ference in flow pattern. For example, in (a), hydrogen is used as
the wall screening gas which is completely disturbed by the
cyclone flow. On the other hand, argon wall screening is not dis-
turbed by the cyclone. In a similar way, Fig. 9 shows that argon
wall screening gives more uniformed temperature distribution.
Argon’s ability to maintain a stable screening flow field compared
to hydrogen might be explained due to its being heavier than
hydrogen. Referring to the flow pattern inside the reactor for these
two cases, it is observed that hydrogen is drawn into the cyclone
leaving the walls unprotected while argon stands with no disrup-
tion. This impact is reflected on the temperature distribution with
inhomogeneity showing that follow dynamics is indeed linked to
heat transfer and eventual temperature distribution inside the
reactor.
As for the carbon deposition, referring to Fig. 10, it is seen that
carbon deposition on the walls was eliminated when argon was
used as the wall screening gas. Figure 10 also shows that carbon
Fig. 2 One of the first solar cyclone reactor design concepts housing a successful cyclone in
the center [15]
Fig. 3 Vortex flow inside the solar reactor [19]
Fig. 4 Aero-shield on the solar reactor walls [19]
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deposition at the exit was significantly reduced with this reactor
design.
In order to experimentally test this reactor concept and to fur-
ther improve carbon particle tracking, a particle image velocime-
try analysis was conducted at the Turbomachinery Laboratory of
the Texas A&M University in College Station, which is described
in Particle Image Velocimetry Analysis of Solar Cyclone Reactor
section.
Particle Image Velocimetry Analysis of Solar
Cyclone Reactor
Based on the previous CFD results, an experiment was designed
to validate the performance of the solar cyclone reactor designed
by CFD. The main goal was to duplicate the CFD results experi-
mentally by duplicating a flow field where the fluid dynamics is
same as that in the solar cyclone reactor design. Once this was
achieved, the next goal was to determine the optimal operating con-
figuration by manipulating the inlet conditions to reduce the particle
deposition. The flow control system and the experimental setup are
given in Figs. 11 and 12, respectively. Air was used as the single
source of three inlet gases for this study to reduce the complexity of
the flow field setup. The source air was branched into three streams
used to supply the main flow, the window screen flow, and the wall
screen flow. The volumetric flow rate, pressure and temperature of
the three flows were controlled, respectively, before entering the re-
actor. Downstream of the reactor, the pressure was regulated before
discharging to the atmosphere. The seeding particles for the PIV
measurement were injected into the source air flow before branch-
ing into the three streams.
To duplicate the CFD simulated flow field, the geometry of the
solar cyclone reactor containing three flow inlets and a single outlet
was manufactured. The reactor was constructed of polycarbonate
which allowed optical access. Three beam blocks shown in Fig. 12
were placed on the path of the reflecting light to prevent reflecting
light from entering into the optical cavity and to provide additional
indication of light sheet alignment. The alignment between light
sheet and the reactor was adjusted by turning bolts at the four screw
legs of the base plate of the reactor. Figure 13 shows the geometry
and the layout of the internal channels of the reactor.
The three gas streams enter the reactor via three inlets at the top
of the reactor and discharge through the converging exit at the
bottom. The main flow enters the reactor at a speed of 2.95m/s
via 18 radial channels with a 45 deg angle to the inner wall, form-
ing a cyclone structure around the axis of the reactor. The two sec-
ondary flows act as screening and buffering fluids to protect the
window and the inner reactor wall from particle deposition. The
window screening flow enters the reactor at a speed of 0.33m/s
radially via the annular clearance. The wall screening flow enters
the reactor at a speed of 2.13m/s vertically via the ring-shaped
clearance attached to the inner wall. Both clearances are 0.2mm
in width. Each clearance is connected to a buffering space which
is 10mm in width and 2mm in height, located in the reactor
which allows the flows to be fully mixed with seeding particles.
Another buffer space is also used for the main flow before branch-
ing into the 18 jets. The total volumetric flow rate is 21 LPM with
10 LPM for the main flow, 10 LPM for the wall screening flow
and 1 LPM for the window screening flow.
Fig. 5 Isometric view of the aero-shielded solar cyclone reac-
tor [19]
Fig. 6 Solar cyclone reactor with guided vanes
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Considering the velocity range and accessibility of measuring a
turbulent flow field, the PIV technique is preferred because it pro-
vides nonintrusive measuring advantages. The advantages of non-
intrusive and whole field measurement also makes PIV suitable
for performing experiments in inaccessible or enclosed environ-
ments such as high temperature or active chemical reactions. In
the development of the PIV technique in the past twenty years,
Keane and Adrian [21,22] presented principles to follow in order
to obtain images with unbiased information. The maximum parti-
cle displacement of in-plane and out-of-plane motions should not
exceed one-quarter of the interrogation region size and the thick-
ness of the light sheet, respectively, to avoid loss of particle image
pairs which result in a rise of noise in image correlation.
In order to perform a PIV measurement, the entire reactor was
built of transparent polycarbonate disk parts. The experiments
were performed at room temperature. The volumetric flow rates of
the three flows used in the CFD simulations were maintained in
the experiment by adjusting the inlet conditions.
Experimental Methodology and the Results
In the experiment setup shown in Fig. 12, the measuring vol-
ume was illuminated by 532 nm Nd-YAG double-pulsed laser
light sheet with 120 mJ at maximum in each pulse. The thickness
of the light sheet was 1mm. The images of the flow field were
captured by a 12 bit 4M pixel camera, synchronized with the laser
Fig. 8 Pathlines of the solar cyclone reactor with different wall screening flows (a) hydrogen
and (b) argon
Fig. 7 Solar cyclone reactor with aero-shielded wall screening flow (a) top view and (b)
front view [20]
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by an external synchronizer. The seeding particles were supplied
by an atomizer generating tri-ethylene glycol (TEG) particles
1 lm in size. The PIV particle images were processed by using
cross-correlation. Both multipassing and Rohaly–Hart correlations
[23] were utilized in the image processing. The time interval in
each pair of frames was estimated to be between 63 and 146ls,
according to the interrogation spot size and fluid flow conditions
obtained from the CFD prediction. A mean test was performed in
post processing under the spot size setting. The images were
recorded at steady state on the basis of formation of a clear vortex
line after a period of operating time under fixed input parameters.
No vector filling or conditioning was added during the image
processing.
Fig. 9 Temperature contours of the solar cyclone reactor with different wall screening gas (a)
hydrogen and (b) argon
Fig. 10 Contours of carbon mole fraction with different wall screening gas (a) hydrogen and
(b) argon
Fig. 11 Schematic of flow control system
Fig. 12 Experimental setup of PIV
031003-6 / Vol. 135, AUGUST 2013 Transactions of the ASME
Downloaded From: http://solarenergyengineering.asmedigitalcollection.asme.org/ on 01/28/2014 Terms of Use: http://asme.org/terms
The first step of the experiment was to choose a suitable seed-
ing condition. The seeding concentration is dependent upon the
supply pressure and the number of atomizer jets used in the atom-
izer. The concentration of the seed particles increases as the jet
number and the supply pressure increases. It is also one of the
most critical parameters that affect the overall quality of the
image captured. In the experiments, two jets on a supply pressure
of 25 psig were used to create an acceptable seeding concentration
distributed across entire light sheet plane. An evaluation of the op-
tical system as outlined in Ref. [22], the diameter of the selected
seeding particles provided a magnification factor which was an
order of magnitude smaller than the diffraction limit of the system
lens, implying the seeding particles was small enough so as to not
affecting the optical resolution. Although being suitable for PIV
measurement, the seeding particles made of TEG are different
from the carbon particles in the dissociation reaction. Fortunately,
it was noted that the size of the carbon particle in the CFD predic-
tion was in nanoscale. The Stoke’s number of the carbon particles
was found to be much smaller than that of seeding particles. Since
the Stoke’s number of a seeding particle was about 0.005, this
implies that the liquid particle’s trajectory was the same as that of
a carbon particle. Therefore, when the fluid dynamics was deter-
mined, the carbon particle paths were estimated.
The second step of the experiment was to determine the time
interval in each image pair. The range of time intervals tested was
500 ls and below. The processed images showed a tendency for
the vector field to merge from the wall region toward the axis of
the reactor as time interval decreased. When the time interval was
equal to 500 ls, the velocities vectors near the wall were captured.
However, the regions around the axis of the reactor were blank
with no vectors covered due to active out-of-plane flow motions
near the vortex line. As the time interval decreased, the velocity
vectors around the vortex line began to be resolved. When the
time interval was equal to 150 ls, the vector distributions on both
sides of vortex line resolved. Below 150 ls, the vector distribution
became independent of time interval.
Light distortion and reflection are critical issues when perform-
ing the optical measurements inside the transparent reactor due to
reactor wall’s thickness and curvature. The light distortion came
from the difference of refractive indices between gas and solid
interface and thickness of geometry. The quantification of light
distortion through the cylindrical wall is presented in Fig. 14.
In Fig. 14, the light sheet paths were calculated at six incident
positions in the z direction, which is the direction of traverse. The
incident positions were separated by 0.5 in. The black solid contour
represented the outer surface of the cylindrical wall; the dashed
contour represented the inner surface of the cylindrical wall. The
lines above the curve are incident light sheets and the lines below
the dotted curve show the light paths corresponding to the incident
positions. It was found that the distances of separation between dif-
ferent incident positions were maintained after refractions. Accord-
ing to Fig. 14, light deflection becomes significant in the fourth
light path counted from the bottom. When the incident light sheet is
traversed to and beyond 62.1mm in z direction, corresponding to
68deg with respect to the origin, the total reflection occurs.
According to the light deflection analysis, the level of distortion
became significant when the light sheet deviated from the axis of
the reactor by more than 1 in. Thus, the images were captured at
three locations which were 0, 12.7, and 25.4mm deviated from
the axis, respectively, under the distortion limit while considering
the depth of field of the camera. The light reflected from a solid
surface generates eight to nine pairs of bright vertical stripes on
the wall where particle information is lost due to strong light in-
tensity of the spectral reflections covering the area. One way to
minimize this affect is to paint a laser absorbing dye on the inner
surface where reflection occurred. The paint used absorbs the
532 nm laser light and re-emitted 650 nm light that can be filtered
out by mounting a band pass filter on the camera lens.
Figure 15 shows contours of the velocity magnitude and vortic-
ity in the measurement planes at the three traverse positions, 0,
12.7, and 25.4mm from the axis of reactor. When the vortex line
of the flow field is not on the light sheet plane, the tangential com-
ponents of velocity are captured. Those tangential components
form patterns of changing vortex directions shown in Fig. 15. The
appearance of the vortex patterns indicates misalignment between
the light sheet and the vortex line. During image capture of the
Fig. 13 Geometry of solar reactor (a) cross-sectional view, (b) internal channels of three inlet
flows, and (c) top view of reactor
Fig. 14 Light distortion across cylinder wall
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flow field, the vortex line precesses around the axis of the reactor.
Thus the results should be obtained from the ensemble averaged
field. When the light sheet was aligned with the vortex line statis-
tically, the averaged result showed that the horizontal vortex strips
vanished. Only a few residual of vortices which are at least one
order smaller and more close to the bottom of the reactor
remained. The averaged velocity vector field image showed that
the axis-symmetric upward-moving flow along the vortex line in
the core region dominated the vertical flow motion while those
everywhere else were negligible in the light sheet plane. Due to
the lack of tangential components and velocity averaging, the
result showed blank area near the wall. Velocity vectors at bottom
of the reactor were difficult to obtain since the region was domi-
nated by flow motion perpendicular to the light sheet plane.
During the image capture, a drifting vortex line was observed.
Along the vortex line a series of local scale vortices indicated an
upward-moving flow with the highest velocity in the core region
decaying toward the wall. It was also observed that the flow at the
bottom of the reactor is dominated by the main flow which does
not allow the particle displacements to be captured via PIV. Only
a limited amount of seeding particles moving upward in the light
sheet plane were captured, representing the minor component of
in-plane motion compared to dominant component of twisting
motions perpendicular to the light sheet plane. There was no sig-
nificant global mean flow direction between the core and wall
regions on the light sheet plane. Also, within this region on the
light sheet plane, local motions are identified by only small parti-
cle displacements, implying a primary out-of-plane motion, which
Fig. 15 Averaged magnitude contours of axial velocity and corresponding vortices on light sheet planes devi-
ated from the aligned plane by: (a) 0mm (aligned), (b) 12.7mm, and (c) 25.4mm
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are referred as the particle motions perpendicular to the light
sheet.
Contours of the vorticity along the axis of the reactor illustrate
the flow field, which shows stronger vortices around the vortex line
in the core region with minor vortices near the wall region. The
vortices in the core region were induced by the interaction of fluid
between the vortex core and the region around it. This suggests that
the flow between vortex core and wall region are moving relatively
slowly or even in the opposite direction to the fluid in the vortex
core. The vortices near the wall region were the result of the wall
Fig. 16 Averaged magnitude contours of axial velocity (m/s) and corresponding vortices,
according to different main flow rate with respect to CFD settings: (a) 50%, (b) 75%, (c) 125%,
and (d) 150%
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screen flow and secondary flow, which can be identified by the vor-
tices direction. It was also found that in the averaged field, the vor-
tices between the core region and wall region vanished after vector
field averaging, implying a local random flow nature.
Figures 16 and 17 quantify the effects of changing the main
flow rate and wall screen flow rate to the total fluid behavior. The
percentage change of flow rates were adjusted with respect to the
CFD settings of Fig. 15(a).
Fig. 17 Averaged magnitude contours of axial velocity and corresponding vortices according
to different wall screen flow rate with respect to CFD settings: (a) 50%, (b) 75%, (c) 125%, and
(d) 150%
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Fig. 18 Magnitude contours of tangential velocity and corresponding vortices, according to different main flow rate with respect
to CFD settings: (a) 50%, (b) 75%, (c) 100% (CFD settings), (d) 125%, and (e) 150%
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The four cases of increasing and decreasing the main flow and
wall screen gas by 25%, respectively, with respect to the CFD set-
tings are shown in the figures. The result shows that when the
main flow was decreased by 25%, the vertical velocity compo-
nents became weaker; the vertical vortices along the vortex line
became significant in the core region, which produced a stable
structure in that region. In comparison, when the wall screen flow
was increased by 25%, the vertical vortices along the vortex line
became stronger, and the vortices in the wall region grew larger,
which implied a relatively more chaotic structure due to the
increase of system momentum compared to the CFD settings.
When the wall screen flow was decreased by 25%, the vertical
vortices along the vortex line became stable and thus defined a
clear path for the particle moving upward in the core region. On
the other hand, a stronger chaotic structure was identified when
the wall screen flow was increased by 25%. Based on the previous
observations, either the main flow or the wall screen flow
decreased. The results showed a similar tendency of stable vertical
vortices and velocity distribution which included less chaotic
structure.
To further understand the effect of the flow rate change, cases
with 650% flow rate changes were performed. When main flow
was increased by 50%, the flow became a cyclone-dominated
structure, which contained a significant distribution of the system
momentum. On the other hand, the flow was wall-screen-flow-
dominated showing more disturbance in the core region when the
wall screen flow was increased by 50%. There was an exception
when the main flow rate was decreased to a certain extent. When
the main flow was decreased by 50%, the flow became a flow
without specific flow structure, which has no specific tendency of
velocity or vortices directions. When the wall screen flow was
decreased by 50%, the flow showed a series of significant vortices
Fig. 18 Continued
Fig. 19 (a)–(c) Velocity distributions across radius according to different main flow rate. (d)
Weighted velocity. (e) Normalized swirl number integrated from Fig. 19(c).
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along the vortex line. This implied that the vortices along the vor-
tex line might not only be dominated by the wall screen flow but
also be affected by the main flow that induced the cyclone struc-
ture flow. In short, as long as the main flow or the wall screen
flow rate increased relative to the CFD settings, the flow field im-
mediately became a more chaotic flow structure.
Since the change of main flow has a major impact on the fluid
behavior, an axial cross section of the flow field was captured and
subjected to the main flow variation shown in Fig. 18. In the vor-
ticity field of Fig. 18, the opposite direction of vorticity indicated
the wall effect though the boundary of the image was at locations
between the wall and axis instead of right on the boundary of
the wall.
Analysis of Experimental Results
The effectiveness of the reactor can be increased by increasing
the residence time of the gas. This prolonged resident time of the
particles in the reactor can be achieve by either reducing the inlet
volumetric flow rate or generating stronger vortices that keep the
particles in the reactor for a longer time. The ratio of circulating
flow rate to the axial flow rate was evaluated to help quantify the
resident time. In order to obtain the circulating flow rate, the tan-
gential velocity vectors across the diameter of the reactor from
top view images were extracted. The same methodology was used
to calculate total axial flow rate from vector field of side view
images. Considering error of the radius effect in obtaining local
axial flow rates near the wall region, only the most credible part
of the velocities used to calculate the total axial flow rate. It was
assumed that the axial velocities in the wall region sum up to
zero. Note that since this assumption was made, the credible total
axial flow rate was not exactly equal to total axial flow rate.
Figure 19 shows results of the axial and tangential velocities
obtained from Figs. 16 and 18.
Figure 19(a) shows the axial velocity distribution across the re-
actor diameter, the x-axis represents the radius across the flow
field. In Fig. 19(a), the negative velocity between axis and wall
regions shows the evidence of a reversing flow which acted as a
supplying source to maintain the vortex structure. Figure 19(b)
shows tangential velocity distribution captured from the center to
the 40mm radius, which was the size of the reactor window. The
profile possesses a classic Rankine vortex profile with a forced
vortex around the axis due to viscous effect and a free vortex tend-
ency due to conservation of angular momentum. Figure 19(c)
shows the local tangential-to-axial flow rate ratio defined by fol-
lowing equation
Local tangential-to-axial flow rate ratio ¼ ri  wiXðri  viÞ
(2)
where r is the radius, w is the tangential velocity, and v is the axial
velocity. It was found that the 75% main flow case had largest
swirling tendency compared to other cases across the whole meas-
uring range. Figure 19(d) represents the overall flow rate ratio
integrated across the radius and then normalized with the case of
CFD setting. By comparing the result in Fig. 19(d), the ratio of
flow rates shows that at 75% main flow rate, the cyclone flow
could retain the particle in the reactor longer. In the 150% main
flow rate case, a large axial flow rate led to a low flow rate ratio.
In the 50% main flow case, the weak tangential velocity produced
a low ratio too. When a Gaussian three point peak estimator was
applied to Fig. 19(d), the result showed that the largest ratio takes
place at 82% of main flow rate compared to the CFD settings.
At the core region of the image it is seen that the direction of
circulation of the cyclone is the same as the axial flow direction as
designed since the streamlines at left bottom of core region were
denser compared to the right bottom shown in Fig. 20. At the top
of the core region, the path lines were sparse at the top left com-
pared to the top right, indicating the flow was a twisting cyclone
according to the flow geometry though the volume variation could
locally alter the flow structure.
To determine whether the ratio of flow rates varies as the flow
evolves along the vortex line, the tangential velocities on eight
planes were captured in an axial direction of the reactor shown in
Fig. 21.
The result shows that the velocity profiles between the core and
the wall region overlap into a single profile. The whole tangential
Fig. 20 Stream line distribution of PIV image
Fig. 21 Axial evolution of flow field, (a) capture cross sectional planes, (b) tangential velocities
distribution versus radius corresponding to cross sectional planes
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velocity field acts as a Rankine vortex with highest speed around
the axis decaying toward the wall. The maximum swirling speed
and size of the core region were proportional to the axial evolution
distance. The tendency of overlapping velocity magnitudes in the
region between core region and wall region indicates that the axial
evolution of tangential flow rate is dominated by the fluid in the
core region. In other word, the variation of tangential flow rate
due to axial evolution is negligible. Due to the pin-hole effect, the
measuring range of the flow field enlarged proportional to the evo-
lution distance. The decaying and fluctuating velocities within the
core region implied a viscous and chaotic out-of-plane viscous
fluid motion.
Uncertainty Analysis
An uncertainty analysis was performed according to the proce-
dures documented by Nishio [24]. The velocity measurement of PIV
can be described by the following equation [24] u ¼ ðDX=DtÞ=
M þ du, where DX was the particle displacement, Dt was the time
gap between an image pair, M was the magnification factor. The
flow field range was 146 146 mm2 without considering the local
distortion due to curvature on the reactor wall. The average vortex
flow speed was 0.5m/s according to the result of PIV measurement.
The diameter of the seeding particles was set to 1lm assuming 10%
deviation. The time interval was 150ls to reduce pairing loss. A pin-
hole effect was taken into consideration according to the 2D PIV ex-
perimental setup. The maximum combined uncertainty of velocity
was about 20% of the averaged flow speed due to both systematic
errors and measurement errors. The secondary combined uncertain-
ties came from the particle displacement were 0.69mm for side view
capture and 0.68mm for top view capture. The combined uncertainty
due to time interval is less than 0.1% for both cases.
Conclusions
A novel solar reactor concept which has a cyclone in the center
and a laminar “wall screening” flow on the walls was introduced
as a solution to reduce the carbon deposition problem. A thorough
description about the evolution of this solar reactor concept was
given based on the flow pattern, temperature contours, and carbon
deposition via CFD analysis. It was observed that by appropriate
selection of parameters, the concept of aero-shielded solar cyclone
reactor can be an attractive option to overcome the problem of
carbon particle deposition at the walls and exit.
An experimental evaluation of a prototype reactor was pre-
sented and the flow dynamics inside the reactor was analyzed via
PIV. In order to create the flow field with fluid dynamics similar
to the real case, the pressures and volume flow rates were main-
tained. Considering the material limitation, heat insulation, and
potential danger of using working gas species of the real case
such as methane and hydrogen, a work progress was set with
atmospheric air. A cyclone structure flow, which increases the res-
idence time and reduces the carbon deposition according to our
CFD studies was experimentally achieved. A Rankine-vortex-like
fluid motion in the core region was identified. The spatial evolu-
tion of the cyclone flow field was quantified. The effects of the
volume flow rate to the reactor efficiency was experimentally
extracted and calculated. The optimal operating point was com-
pared with the CFD prediction and led to a deviation of 18%
main flow rate. In Kogan’s work [17], a reversing flow between
the core region and wall region to feed the vortex motion was
observed. In this research, the PIV image also captured and quan-
tified this phenomenon. Decreasing either the main flow or the
wall screen flow gave similar tendency of stable vorticity and ve-
locity distribution which included less chaotic structure. On the
contrary, increase of the main flow made the flow field a stronger
vortex. However, increase of the wall screen flow rate made the
vortex start to collapse and become a more chaotic flow structure.
In order to identify the feasibility of using liquid particles
(TEG) instead of nanoscale solid carbon to conduct the experi-
ment, a particle analysis was performed. The analysis showed that
the Stokes number of the liquid particle was acceptable in this
application while the amplitude ratio was larger than 99%.
According to the density estimation of the solid carbon particles,
the density was about two times larger than the liquid particles.
However, the diameter of the solid carbon was at least two orders
smaller than that of the liquid particle, thus the Stokes number of
the carbon particles was even smaller than that of the liquid par-
ticles. This result implied that it was possible to trace the liquid
particles and consider the particle path same as that of the carbon
particles. In future work, it is planned to conduct experiments
with solid particles and different flow configurations to achieve
optimum cyclone and wall screening.
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