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A GENERAL ERROR ESTIMATE FOR PARABOLIC
VARIATIONAL INEQUALITIES
YAHYA ALNASHRI
Abstract. The gradient discretisation method (GDM) is a generic framework
designed recently, as a discretise in spatial space, to partial differential equa-
tions. This paper aims to use the GDM to establish a first general error esti-
mate for numerical approximations of parabolic obstacle problems. This gives
the convergence rates of several well–known conforming and non conforming
numerical methods. Numerical experiments based on the hybrid finite volume
method are provided to verify the theoretical results.
1. Introduction
Parabolic variational inequalities (PVIs) appear in different applications in porous
media and physic. Specifically, semipermeable membrane including osmosis phe-
nomenon and problems concerning the control of temperature at thermal bound-
aries [25, 29]. They may also be employed for studying a problem arising in financial
mathematics [8]. We consider in this paper a parabolic obstacle problem,
(∂tu¯− div(Λ(x)∇u¯)− f)(u¯− ψ) = 0 in Ω× (0, T ), (1.1a)
∂tu¯− div(Λ(x)∇u¯) ≥ f in Ω× (0, T ), (1.1b)
u¯ ≥ ψ in Ω× (0, T ), (1.1c)
u¯ = 0 on ∂Ω× (0, T ), (1.1d)
u¯(x, 0) = uini in Ω× {0}, (1.1e)
In what follows, let [0, T ] ⊂ R and Ω ⊂ Rd (d = 1, 2, 3) be a bounded connected
open set. The assumptions on the data in Problem (1.1) are the following:
• the domain Ω has a Lipschitz boundary and T > 0,
• Λ : Ω→Md(R) is a measurable function (Md(R) is the set of d× d matrices)
∃ λ, λ > 0 s.t. for a.e. x ∈ Ω, Λ(x) is symmetric with eigenvalues in [λ, λ],
• the initial solution uini ∈ L2(Ω),
• the function f ∈ L2(Ω× (0, T )) and the obstacle function ψ ∈ L2(Ω).
(1.2)
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The closed convex independent and dependent time sets are defined by
K := {v ∈ H10 (Ω) : v(x) ≥ ψ(x) for a.e. x ∈ Ω}, (1.3a)
K := {v ∈ L2(0, T ;H10 (Ω)) : v(t) ∈ K for a.e. t ∈ [0, T ]}. (1.3b)
Indeed the set K contains ψ+ (it belongs to H10 (Ω)) and thus the set K contains
the constant in time function t 7→ ψ+. Under the above assumptions, the weak
solution to (1.1) is

find u¯ ∈ K ∩ C0([0, T ];L2(Ω)), u¯(·, 0) = uini, ∂tu¯ ∈ L2(0, T ;L2(Ω)) and∫ T
0
∫
Ω
∂tu¯(x, t)(u(x, t)− v(x, t)) dx dt
+
∫ T
0
∫
Ω
Λ(x)∇u¯(x, t) · ∇(u¯ − v)(x, t) dx dt
≤
∫ T
0
∫
Ω
f(x, t)(u¯(x, t)− v(x, t)) dx dt, for all v ∈ K.
(1.4)
The theoretical results concerning the existence and uniqueness of the solution,
as well as its regularity, to the linear PVIs can be found in foundational studies such
as [3, 6, 24, 32]. An overview of numerical studies for PVIs be found in Glowinski’s
et al. monograph [16].
A number of numerical methods have been proposed for approximation of vari-
ational inequality problems; finite elements, finite difference methods, finite vol-
ume methods, Monte Carlo methods, and non conforming finite elements methods
among them. In [10], a discretisation framework, using the backwards Euler and
Galerkin methods, is developed for the parabolic Signorini problem. Regarding
P1 finite element methods for parabolic obstacle problem, we refer the reader to
[11, 15, 23, 26, 28, 30, 34]. The L∞–convergence and the error estimate for P1 finite
element method, applied on triangular meshes with acute angles, are obtained in
[15] under regularity assumptions on the solution (∂tu¯ and ∆u¯ in L
∞(Ω× (0, T ))).
[26] provides a posteriori error estimate of order O(h + τ), where τ is the time
step, for linear finite element method for the parabolic obstacle problem, provided
that the initial solution u¯0 is smooth. [21] establishes the convergence analysis of a
finite element method for PVIs with ψ = 0 and it is generalised to a general func-
tion ψ ∈ H2(Ω) in [17]. Berton and Eymard [5] use upwind implicit finite volume
scheme to approximate PVIs motived by American options contract.
There are a number of an posteriori and a priori error analysis available for the
PVIs. A priori error estimates for linear finite element method is driven in [4, 22, 33]
with zero obstacle and the time derivative of continuous solution is a function in
L2(0, T ;H1(Ω)). [18] designs and analyses a Crouix–Raviart finite element method
for the model with a non affine obstacle. In this analysis, an order O(h+ τ) for the
L2(0, T ;H1(Ω)) error is proved under an assumption δtu¯ ∈ L2(0, T ;L2(Ω)).
The goal of this contribution is to afford a first simpler general error estimate for
the approximation of parabolic obstacle problem by conforming and non conforming
methods. For this purpose, we consider using the gradient discretisation method
(GDM) for the approximation of Model (1.1). The GDM is a generic tool to provide
a unified numerical analysis to different spatial partial differential equations [13].
The analysis obtained by the GDM applies to various methods; conforming and
non conforming finite elements, finite volumes, for instance.
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This paper is organised as follows. Section 2 introduces the discrete elements
and propose the discrete scheme for the evolution model (1.1). Section 3 states and
proves the novel results (Theorem 3.1) concerning general error estimates, which
are new since they apply to several methods included in the GDM. Since we do not
deal here with a specific scheme, the approach used in previous studies cannot be
efficient in obtaining our results. Instead, we rely on our technique used in [1] to
deal with inequalities besides developing a similar technique as in [12]. Section 4 is
devoted to numerical experiments to demonstrate the generic analysis results. We
perform the Hybrid Mimetic Mixed method on different types of meshes, including
very distorted ones.
2. Discrete Setting
We first introduce the basic discrete elements (called gradient discretisation),
consisting of discrete space and operators. We then construct the approximate
numerical scheme (called gradient scheme).
Definition 2.1 (Gradient discretisation). Let Ω be an open subset of Rd (with
d = 1, 2, 3) and T > 0. A space time gradient discretisation D for the obsta-
cle problem with homogeneous Dirichlet boundary conditions is a family D =
(XD,0,ΠD,∇D, JD, (t(n))n=0,...,N), where:
(1) The set XD,0 of discrete unknowns is a finite-dimensional vector space over
R, taking into account the zero boundary condition (1.1d),
(2) ΠD : XD,0 → L2(Ω) is a linear mapping, called the function reconstruction
operator,
(3) ∇D : XD,0 → L2(Ω)d is a linear mapping, called the gradient reconstruction
operator, and must be defined so that ‖∇D · ||L2(Ω)d a norm on XD,0.
(4) JD : K → KD is a linear and continuous interpolation operator for the
initial conditions, where KD := {v ∈ XD,0 : ΠDv ≥ ψ, for a.e. in Ω} and
K is the set in which the continuous solution belongs to,
(5) t(0) = 0 < t(1) < .... < t(N) = T .
Let us introduce some notations to define the space–time reconstructions ΠDv :
Ω × [0, T ] → R, and ∇Dv : Ω × [0, T ] → Rd, and the discrete time derivative
δDv : (0, T )→ L2(Ω), for v = (v(n))n=0,...,N ∈ XND,0.
For a.e x ∈ Ω, for all n ∈ {0, ..., N − 1} and for all t ∈ (t(n), t(n+1)], let
ΠDv(x, 0) = ΠDv
(0)(x), ΠDv(x, t) = ΠDv
(n+1)(x),
∇Dv(x, t) = ∇Dv(n+1)(x).
Set δt(n+
1
2 ) = t(n+1) − t(n) and δtD = maxn=0,...,N−1 δt(n+ 12 ), to define
δDv(t) = δ
(n+ 12 )
D ϕ :=
ΠD(v
(n+1) − v(n))
δt(n+
1
2 )
.
Definition 2.2 (Gradient scheme). The gradient scheme for Problem (1.4) is to
find sequences u = (u(n))n=0,...,N ⊂ KD, such that u(0) = JDuini ∈ KD and for all
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n = 0, ..., N − 1,∫
Ω
δ
(n+ 12 )
D u(x)ΠD(u
(n+1)(x)− v(x)) dx
+
∫
Ω
Λ(x)∇Du(n+1)(x) · ∇D(u(n+1) − v)(x) dx
≤ 1
δt
(n+1
2
)
∫ t(n+1)
t(n)
∫
Ω
f(x, t)ΠD(u
(n+1) − v)(x) dx dt, for all v ∈ KD.
(2.1)
Remark 2.3 (existence of solution). Note that at any time step (n + 1), we need
to solve a gradient scheme for a linear elliptic variational inequality: setting α =
1
δt
(n+1
2
)
, find u(n+1) ∈ KD, such that for all v ∈ KD,
b(u(n+1), u(n+1) − v) ≤ L(u(n+1) − v), (2.2)
with the bilinear form b(v, w) and the linear form L(w) respectively defined by
b(v, w) = α
∫
Ω
ΠDvΠDw dx +
∫
Ω
∇Dv · ∇Dw dx, for all v, w ∈ KD and
L(w) =
∫
Ω
fΠDw dx + α
∫
Ω
ΠDu
(n)ΠDw dx, for all w ∈ KD.
The assumptions for Stampacchia’s theorem can easily be verified, and therefore
there exists a unique weak solution to (2.2). This leads to the existence and unique-
ness of the solution to (2.1).
We defined in [1] three parameters to measure the quality of gradient schemes
for elliptic variational inequalities. We still use these quantities to establish error
estimates of the gradient schemes for PVIs. For the sake of completeness, we recall
them as follows:
CD = max
v∈XD,0\{0}
‖ΠDv‖L2(Ω)
‖∇Dv‖L2(Ω)d
, (2.3)
SD : K → [0,+∞),
∀ϕ ∈ K, SD(ϕ) = min
v∈KD\{0}
‖ΠDv − ϕ‖L2(Ω) + ‖∇Dv −∇ϕ‖L2(Ω)d , (2.4)
WD : Hdiv(Ω) = {ω ∈ L2(Ω)d : divω ∈ L2(Ω)} → [0,+∞)
∀ω ∈ Hdiv(Ω),
WD(ω) = sup
v∈XD,0\{0}
1
‖∇Dv‖L2(Ω)d
∣∣∣ ∫
Ω
(∇Dv · ω +ΠDv · div(ω)) dx
∣∣∣.
(2.5)
As mentioned previously, these parameters play an important role in obtaining
error estimates and their corresponding rates. We apply the function SD and WD
to the continuous solution and its gradient, respectively. [13] describes the relation
between the functions SD and WD and the mesh size for mesh–based gradient
discretisations for PDEs. The proof of such a link can be easily transferable to the
above setting of gradient discretisations for variational inequalities, and gives
SD(ϕ) ≤ hD||ϕ||H2(Ω), ∀ϕ ∈ H2(Ω) ∩ KD, (2.6a)
WD(ϕ) ≤ hD||ϕ||H1(Ω)d , ∀ϕ ∈ H1(Ω)d, (2.6b)
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where hD is the space size of the space time gradient discretisation defined by
hD = max
(
sup
ϕ∈(H2(Ω)∩K)\{0}
SD(ϕ)
||ϕ||H2(Ω)
, sup
ϕ∈H1(Ω)d\{0}
WD(ϕ)
||ϕ||H1(Ω)d
)
.
3. Main results
We present here our main error estimates for the gradient schemes approxima-
tions of our problem. In what follows, we denote by I0D the error resulting from
interpolation of the initial condition, which is given by
I0D =
∥∥∥uini −ΠDJDuini∥∥∥
L2(Ω)
. (3.1)
With putting u¯(0) = u¯(0), we define the averaging over time in (t(n), t(n+1)) as,
for n ∈ {0, ..., N − 1},
Z(n+1)(x) =
1
δt(n+
1
2 )
∫ t(n+1)
t(n)
Z(x, t) dt, where Z = f , u¯ or ∂tu¯. (3.2)
In general, obtaining error estimates hinges on finding a proper interpolant to
plug the exact solution in the approximate scheme. In the case of parabolic prob-
lem, the interpolant must enjoy two properties; linearity and providing a better
approximation. We assume here that there exists a linear continuous interpolant
PD : K → KD and CP > 0 not depending on D, such that,
||ΠDPDϕ− ϕ||2L2(Ω) + ||∇DPDϕ−∇ϕ||2L2(Ω)d ≤ CPSD(ϕ). (3.3)
We denote by ePD the error corresponding to the interpolation of the exact solution,
defined by
ePD = ||u¯(n+1) −ΠDu¯(t(n+1))||L2(Ω). (3.4)
Theorem 3.1 (Error estimate). Let assumptions 1.2 hold and D be a gradient
discretisation. Let u be the solution to the gradient scheme (2.1) and assume that
the problem (1.4) has a solution u¯ ∈W 1,∞(0, T ;H2(Ω)). Furthermore, assume that
there exists a linear continuous interpolant PD satisfying (3.3). Then there exists
constants A, B, CF ≥ 0, depending only on u¯, Ω, CD, f , CP and T such that
max
t∈[0,1]
||ΠDu(·, t)− u¯(·, t)||L2(Ω) ≤ A(δtD + hD + I0D) +
(
m−1∑
n=0
δt(n+
1
2 )CF e
P
D
) 1
2
,
(3.5a)
||∇Du−∇u¯||L2(Ω×(0,T ))d ≤ B(δtD + hD + I0D) +
m−1∑
n=0
δt(n+
1
2 )CF e
P
D, (3.5b)
where I0D and ePD are the errors due to the interpolation of the initial condition
and the exact solutions defined by (3.1) and (3.4), respectively.
Proof. The proof is inspired from [13]. In this proof, the constants Ci, i = 1, 2, ..., 9
depend on Ω, u¯, CD, f . Since ∇u¯ : [0, T ] → L2(Ω)d is Lipschitz–continuous, we
have, by applying (3.3) and using (2.6a),∥∥∥∇u¯(n+1) −∇DPDu¯(t(n+1))∥∥∥
L2(Ω)d
≤
∥∥∥∇u¯(n+1) −∇u¯(tn+1)∥∥∥
L2(Ω)d
+ SD(u¯(t
n+1)) ≤ C1(δtD + hD).
(3.6)
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Since ||∂tu¯(n+1)||H2(Ω) is bounded independently of n, we can use (3.3) with ϕ =
∂tu¯
(n+1) = u¯(t
(n+1))−u¯(t(n))
δt
(n+1
2
)
. Then, by the linearity of PD and (2.6a), we obtain
∥∥∥ΠDPDu¯(tn+1)− ΠDPDu¯(t(n))
δtn+
1
2
− ∂tu¯(n+1)
∥∥∥
L2(Ω)
≤ C2hD. (3.7)
Note that ∇u¯(n+1) ∈ Hdiv. Inequality (2.5) with ω = ∇u¯(n+1) gives
∀w ∈ XD,0,
∫
Ω
(
ΠDw(x) div(∇u¯(n+1))(x) +∇u¯(n+1) · ∇Dw(x)
)
dx
≤ C3hD||∇Dw||L2(Ω)d .
(3.8)
Regularity assumptions on the solution u¯ show that (1.1a) holds a.e. in space and
time. Averaging over time in (t(n), t(n+1)) leads to ∂tu¯
(n+1)−f (n+1) ≤ div(∇u¯(n+1)).
Since u ∈ KD, we get
∫
Ω(ΠDu
(n+1)−ψ)(f (n+1)− div(∇u¯(n+1))− ∂tu¯(n+1)) dx ≤ 0.
Hence, for any v ∈ KD, we can write
∫
Ω
ΠD(u
(n+1)(x)− v(x)) div(∇u¯(n+1)(x)) dx
≤
∫
Ω
(ψ(x)−ΠDv(x))(f (n+1)(x)− div(∇u¯(n+1)(x))− ∂tu¯(n+1)(x))
−
∫
Ω
ΠD(u
(n+1)(x)− v(x))(f (n+1)(x)− ∂tu¯(n+1)(x)) dx,
which gives with introducing u¯(n+1) in the first term
∫
Ω
ΠD(u
(n+1)(x)− v(x)) div(∇u¯(n+1)(x)) dx
≤
∫
Ω
(ψ(x)− u¯(n+1)(x))(f (n+1)(x)− div(∇u¯(n+1)(x))− ∂tu¯(n+1)(x)) dx
+
∫
Ω
(u¯(n+1)(x)−ΠDv(x))(f (n+1)(x)− div(∇u¯(n+1)(x))− ∂tu¯(n+1)(x)) dx
−
∫
Ω
ΠD(u
(n+1)(x)− v(x))(f (n+1)(x)− ∂tu¯(n+1)(x)) dx.
Since the first term on the R.H.S is zero, this inequality can be written as
∫
Ω
ΠD(v(x)− u(n+1)(x)) div(∇u¯(n+1)(x)) dx
≥
∫
Ω
ΠD(v(x)− u(n+1)(x))(∂tu¯(n+1)(x)− f (n+1)(x)) dx
+
∫
Ω
(u¯(n+1)(x)−ΠDv(x))(f (n+1)(x)− div(∇u¯(n+1))(x)− ∂tu¯(n+1)(x)) dx.
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Consider w = v − u(n+1) ∈ XD,0 in (3.8). Employ the above inequality to replace
div(∇u¯(n+1)) in the left-hand side to find∫
Ω
ΠD(v(x)− u(n+1)(x))(∂tu¯(n+1)(x)− f (n+1)(x)) dx
+
∫
Ω
∇D(v(x)− u(n+1)(x)) · ∇u¯(n+1)(x)) dx
≤ C3hD||∇D(v − u(n+1))||L2(Ω)d
+
∫
Ω
(u¯(n+1)(x)−ΠDv(x))(f (n+1)(x)− div(∇u¯(n+1))(x)− ∂tu¯(n+1)(x)) dx.
Therefore, we use the fact that u is the solution to the gradient scheme (2.1) to
arrive at∫
Ω
ΠD(v(x)− u(n+1)(x))(∂tu¯(n+1)(x)− δ(n+
1
2 )
D u(x)) dx
+
∫
Ω
∇D(v(x)− u(n+1)(x)) · (∇u¯(n+1)(x)−∇Du(n+1)(x)) dx
≤ C3hD||∇D(v − u(n+1))||L2(Ω)d
+
∫
Ω
(u¯(n+1)(x)−ΠDv(x))(f (n+1)(x)− div(∇u¯(n+1))(x)− ∂tu¯(n+1)(x)) dx.
(3.9)
For k = 1, ..., N , denote e(k) := PDu¯(t
(k))− u(k) to introduce
δ
(n+ 12 )
D e =
(ΠDPDu¯(t(n+1))−∇u¯(n+1)
δt(n+
1
2 )
− ∂tu¯(n+1)
)
+
(
∂tu¯
(n+1) − δ(n+ 12 )D u
)
,
and
∇De(n+1) =
(
∇DPDu¯(t(n+1))−∇u¯(n+1)
)
+
(
∇u¯(n+1) +∇Du(n+1)
)
.
Therefore, from (3.6), (3.7) and (3.9), and the upper bound of CD, we attain∫
Ω
ΠD(v(x)− u(n+1)(x))δ(n+
1
2 )
D e(x) dx +
∫
Ω
∇D(v(x)− u(n+1)(x)) · ∇De(n+1)(x) dx
≤
∫
Ω
(u¯(n+1)(x)−ΠDv(x))(f (n+1)(x)− div(∇u¯(n+1))(x)− ∂tu¯(n+1)(x)) dx
+ C3(δD + hD)||∇D(v − u)||L2(Ω)d .
Apply this estimate to v = PDu¯(t
(n+1)), multiply by δt(n+
1
2 ) and sum over n =
0, ...,m− 1 for some m ∈ {1, ..., N} to deduce
m−1∑
n=0
∫
Ω
ΠDe
(n+1)(x)
[
ΠDe
(n+1)(x)−ΠDe(n)(x)
]
dx +
m−1∑
n=0
δt(n+
1
2 )
∥∥∥∇De(n+1)∥∥∥2
L2(Ω)d
≤
m−1∑
n=0
δt(n+
1
2 )C4(δtD + hD)
∥∥∥∇De(n+1)∥∥∥
L2(Ω)d
+
m−1∑
n=0
δt(n+
1
2 )E
(n+1)
D ,
where
E
(n+1)
D :=
∫
Ω
(u¯(n+1)(x)− PDu¯(t(n+1)))(f (n+1)(x)
− div(∇u¯(n+1))(x)− ∂tu¯(n+1)(x)) dx.
(3.10)
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Using the relation b(a− b) ≥ 12 b2 − 12a2 with a = ΠDe(n)(x) and b = ΠDe(n+1)(x)
and Young’s inequality, the above estimate yields (note that
∑m−1
n=0 δt
(n+ 12 ) ≤ T )
∫
Ω
1
2
(ΠDe
(m)(x))2 dx +
m−1∑
n=0
δt(n+
1
2 )
∥∥∥∇De(n+1)∥∥∥2
L2(Ω)d
≤ 1
2
∫
Ω
(ΠDe
(0)(x))2 dx + C5(δtD + hD)
2
+
1
2
m−1∑
n=0
δt(n+
1
2 )
∥∥∥∇De(n+1)∥∥∥2
L2(Ω)d
+
m−1∑
n=0
δt(n+
1
2 )E
(n+1)
D .
(3.11)
Since u(0) = JDuini = JDu¯(0), from (2.6a) and (3.3), we get
||ΠDe(0)||L2(Ω) ≤ ||ΠDPDu¯(0)− u¯(0)||L2(Ω) + ||u¯(0)−ΠDJDu¯(0)||L2(Ω)
≤ C4hD + I0D.
From the definitions (3.4) and (3.10), we can see that there exists CF not depending
on D, such that, E(n+1)D ≤ CF ePD. Substitute this estimate in Equation (3.11) to
obtain
1
2
∣∣∣|ΠDe(m)∣∣∣|2L2(Ω) + 12
m−1∑
n=0
δt(n+
1
2 )
∥∥∥∇De(n+1)∥∥∥2
L2(Ω)d
≤ C6(δtD + hD + I0D)2 +
m−1∑
n=0
δt(n+
1
2 )CF e
P
D.
(3.12)
Introduce ΠDPDu¯(t
(m)), use a triangle inequality and (3.3) and (3.12) to get, for
all m = 1, ..., N − 1,
∥∥∥ΠDu(m) − u¯(t(m))∥∥∥2
L2(Ω)
≤ C6(δtD + hD + I0D) + SD(u¯(t(m)))
+
m−1∑
n=0
δt(n+
1
2 )CF e
P
D
≤ C7(δtD + hD + I0D) +
(
m−1∑
n=0
δt(n+
1
2 )CF e
P
D
) 1
2
.
(3.13)
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Similarly, introduce ∇DPDu¯(t(m)), use a triangle inequality and (3.3) and (3.12)
with m = N − 1 to get the following estimation
N−1∑
n=0
δt(n+
1
2 )
∥∥∥∇Du(n+1) −∇u¯(t(n+1))∥∥∥2
L2(Ω)d
≤ 4C8(δtD + hD + I0D)2 + 4
N−1∑
n=0
δt(n+
1
2 )SD(u¯(t
(n+1)))2
+
m−1∑
n=0
δt(n+
1
2 )CF e
P
D
≤ C29 (δtD + hD + I0D)2 +
m−1∑
n=0
δt(n+
1
2 )CF e
P
D.
(3.14)
The desired estimates are implied by combing (3.13) and (3.14), together with the
Lipschitz–continuity of u¯ : [0, T ]→ H1(Ω), which is used to estimate the quantities
u¯(t)− u¯(t(n+1)) and ∇u¯(t)−∇u¯(t(n+1)) when t ∈ (t(n), t(n+1)]. 
Remark 3.2. The assumption of existence of the interpolant PD can always be
satisfied. For PDEs problems, it is shown that there is an explicit linear interpolant
PD such that (3.3) holds, see [13, Step 1 in the proof of Theorem 5.3]. While this
interpolant is no longer valid to preserve the bound by the obstacle ψ on a particular
method, it is possible for specific methods to construct more appropriate PD. For
instance, the interpolant introduced in the appendix of [2] will work in the case of
hybrid mimetic mixed method.
Remark 3.3. Theorem 3.1 provides order of convergence in terms of hD and δtD. It
is explained in [13] that there exists a constant C depending only on the regularity
of mesh such that hD ≤ ChαM, where hM is the mesh size and α is the highest
degree of the polynomials used to approximate the solution. The error estimates
given in the theorem seem to be dominated by the term including ePD, which depends
on the choice of the interpolant. Initially, this term seems to behave as
√
hM for
the first order conforming and non conforming methods. However, as we show in
[1], this term can lead to the expected O(hM) convergence rate for the first order
conforming and non conforming methods.
Remark 3.4. In most numerical schemes, the constructed interpolant of smooth
functions might not satisfy the obstacle condition ψ inside the domain, especially if
ψ is not constant. It is classical to consider only approximate obstacle ψD ∈ L2(Ω)
in the schemes to define the convex set
KD,ψD := {v ∈ XD,0 : ΠD ≤ ψD}. (3.15)
The scheme (2.1) is therefore modified by replacing the set KD by the set KD,ψD .
The error estimate for this case of approximate obstacle is presented in the following
theorem, which can exactly be proved as the previous one (Theorem 3.1), see [1,
Section 6] for dealing with the approximate obstacle ψ.
Theorem 3.5. Under the assumptions of Theorem 3.1, if KD,ψD is not empty then
there exists a unique solution u to the gradient scheme (2.1) in which KD has been
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replaced with KD,ψD . Moreover, Estimates (3.5) for the approximate obstacle still
hold, provided that, ePD is replaced with
e˜PD := e
P
D + ||ψ(n+1) − ψD)||L2(Ω).
4. Numerical results
In this section, we demonstrate the efficiency of Scheme (2.1) with a particu-
lar choice of the gradient discretisation, corresponding to Hybrid Mimetic Mixed
(HMM) method. It is a common framework gathering three different methods:
the hybrid finite volume method [14], the (mixed–hybrid) mimetic finite differences
methods [7], and the mixed finite volume methods [31]. For the sake of completeness
we briefly recall the definition of this gradient discretisation. Let T = (M, E ,P) be
the polytopal mesh of the spatial domain Ω, where M is the set of polygonal cells
K, E is the set of edges σ, and P is a set of points (xK)K∈M. The elements of GD
are:
(1) The discrete space and set are
XD,0 = {v = ((ϕK)K∈M, (ϕσ)σ∈E ) : ϕK , ϕσ ∈ R ϕσ = 0, ∀σ ∈ E ∩ ∂Ω},
KD = {v = ((ϕK)K∈M, (ϕσ)σ∈E) ∈ XD,0 : ϕK ≥ ψ, ∀K ∈ M},
where the xσ is centre of mass of σ.
(2) The non conforming a piecewise affine reconstruction ΠD is defined by
∀ϕ ∈ XD,0, ∀K ∈ M, for a.e. x ∈ K,
ΠDϕ = ϕK on K,
(3) The reconstructed gradients is piecewise constant on the cells (broken gra-
dient), defined by
∀ϕ ∈ XD,0, ∀K ∈M, ∀σ ∈ EK ,
∇Dϕ = ∇Kϕ+
√
d
dK,σ
RK(ϕ)nK,σ on DK,σ,
where a cell–wise constant gradient ∇K(ϕ) and a stabilisation term RK(ϕ)
are respectively defined by:
∇Kϕ = 1|K|
∑
σ∈EK
|σ|ϕσnK,σ and RK(ϕ) = (ϕσ − ϕK −∇Kϕ · (xσ − xK))σ∈EK .
in which dK,σ is the orthogonal distance between xK and σ ∈ EK , nK,σ is
the unit vector normal to σ outward to K and DK,σ is the convex hull of
σ ∪ {xK}.
(4) The interpolant JD : L
2(Ω)→ XD,0 is defined by:
∀w ∈ L2(Ω) : JDw = ((wK)K∈M, (wσ)σ∈E),
∀K ∈M, wK = 1|K|
∫
K
w(x) dx and ∀σ ∈ E , wσ = 0.
The HMM scheme for (1.4) is the gradient scheme (2.1) written with the above
constructed GD. For computation purpose, we will transfer the HMM method into
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the finite volume formats. Let us define the linear fluxes u 7→ FK,σ(u) (for K ∈ M
and σ ∈ EK) by, for all K ∈M and all u, v ∈ XD,0,∑
σ∈EK
|σ|FK,σ(u)(vK − vσ) =
∫
K
∇Du · ∇Dv dx.
The HMM method for Model (1.1) is, for all K ∈M and for all n = 0, ..., N − 1,
the following holds(
|K|
δt(n+
1
2 )
(
u(n+1) − u(n)
)
+
∑
σ∈EK
FK,σ(u
(n+1))− |K|f (n+1)K
)
(u
(n+1)
K − ψK) = 0,
(4.1a)
|K|
δt(n+
1
2 )
(
u(n+1) − u(n)
)
+
∑
σ∈EK
FK,σ(u
(n)) ≥ |K|f (n+1)K , (4.1b)
u
(n+1)
K ≥ ψK , (4.1c)
FK,σ(u
(n+1)) + FL,σ(u
(n+1)) = 0, ∀σ ∈ EK ∩ EL,K 6= L, (4.1d)
u(n+1)σ = 0, ∀σ ∈ Eext. (4.1e)
Solving this non linear model can be expensive. At each time step t(n), a system
of inequalities must be solved. We use the monotonicity iterations Algorithm 1
detailed in [20] to solve this system; the non linearity caused by the inequalities in
the model is eliminated and thus we deal, at each of its steps, with a square linear
system on unknowns on each iteration. The number of cells is the upper bound of
the number of iterations.
Now, we perform two different numerical tests taken from the literature to mea-
sure the validity of the error estimates proved in Theorem 3.1. Unlike previous
experiments, we conduct our tests on two families of triangular meshes and hexag-
onal meshes (as in Figure 4.1). In both tests, we consider the model (1.1), in which
the spatial domain Ω = (−1, 1)2 and Λ = Id.
Test 4.1. We consider a test with an analytical solution introduced in [27]. Let
the final time T = 0.25, and ψ ≡ 0. The non-contact and contact sets are Ω+ :=
{x ∈ Ω : r(t) > s(t)} and Ω− = Ω− Ω+. In this test, the functions r, s, q1, q2 :
[0, T ]→ R+ are given by
r(t) =
(
(x− 1
3
cos(4πt))2 + (y − 1
3
sin(4πt))2
) 1
2
, s(t) =
1
3
+ 0.3 sin(16πt).
q1(t) =
1
3
cos(4πt), and q2(t) =
1
3
sin(4πt).
The source term function is
f(x, t) =
{
4
(
s2(t)− 2r2(t)− 12 (r2(t)− s2(t)) (p(t) + s(t)∂ts)
)
, if x ∈ Ω+,
−4s2(t) (1− r2(t) + s2(t)) , if x ∈ Ω−.
where p(t) = (x− q1(t))q′1(t) + (y − q2(t))q
′
2(t).
The initial and boundary conditions are imposed by the solution u¯, defined by
u¯(x, t) =


1
2
(
r2(t)− s2(t)
)2
, if x ∈ Ω+,
0 , if x ∈ Ω0.
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Algorithm 1 Monotonicity algorithm
1: (Only the first time the algorithm is called):
Set A(0) =M, B = ∅
and I = Card(A(0)) ⊲ I= theoretical bound on the iterations
2: u(n) being known and u(n+1) is the solution to (4.1) at time step t(n+1)
3: while i ≤ I do
4: A(i) and B(i) being known, find the solution u(i) to (4.1d) and (4.1e) with
|K|
δt(n+
1
2 )
u(i) +
∑
σ∈EK
FK,σ(u
(i)) = |K|fK + |K|
δt(n+
1
2 )
u(n), ∀K ∈ A(i)
u
(i)
K = ψ
(n+1)
K , ∀K ∈ B(i).
5: Set A(i+1)=:
{K ∈ A(i) : |K|
δt(n+
1
2 )
u(i) +
∑
σ∈E
FK,σ(u
(i)) ≥ |K|f (n+1)K +
|K|
δt(n+
1
2 )
u(n)}
∪ {K ∈ B(i) : u(i)K ≤ ψK}
6: Set B(i+1) =:
{K ∈ B(i) : |K|
δt(n+
1
2 )
u(i) +
∑
σ∈E
FK,σ(u
(i)) ≤ |K|f (n+1)K +
|K|
δt(n+
1
2 )
u(n)}
∪ {K ∈ A(i) : u(i)K ≥ ψK}
7: if A(i+1) = A(i) and B(i+1) = B(i) then
8: Exit “while” loop
9: end if
10: end while
11: Set u(n+1) = u(i) ⊲ Solution to (4.1) at time step t(n+1)
12: (For next call of Algorithm 1) Set A(0) = A(i+1) and B(0) = B(i+1)
We present in Figure 4.2 the surface plots of the approximate solutions for the
third mesh in each family at the final time T = 0.25. Table 1 details the relative
errors on u¯ and∇u¯ and the corresponding convergence rate with respect to the mesh
size. We use the explicit Euler scheme with a uniform time step δt(n+
1
2 ) = O(h2)
to obtain the results. The observed numerical rates with respect to the mesh size
is 1, which matches the expectation of Theorem 3.1 for the HMM method.
Test 4.2. We consider our model with particular data as in [9]; T = 0.1, f = −4
and the barrier function ψ is
ψ(x, y) = max{0,−0.1 + 0.6 exp(−10r2), 0.5− r}, with r =
√
x2 + y2.
Figures 4.3 and 4.4 present the HMM solution to the above obstacle problem and
the difference function u− ψ computed at the final time step t = 0.1, respectively
Figure 4.5 displays the coincidence set based. The black area presents the set of
cell centers where the approximate solution u reaches the barrier ψ. The contact
regions are very similar to the ones obtained by the finite difference method in [9].
For instance, the maximum y ordinate of points x ∈ Ω, where the solution is strictly
larger than the obstacle, is located around y = 0.6.
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Figure 4.1. First two elements in each type of mesh family.
Figure 4.2. Test 4.1. Surface plot of the solution on a hexahedral
mesh (left) and on a triangular mesh (right) at final time (T =
0.25).
Solving parabolic variational inequalities in practice is more expensive than linear
parabolic partial differential equations models. At each time step, we iterate to solve
a number of systems of elliptic equations (see Algorithm 1). To determine the initial
two sets A and B introduced in Algorithm 1, we assume that A(0) =M, that is the
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h
‖u¯(·,T )−ΠDu
N‖
L2(Ω)
‖u¯(·,T )‖
L2(Ω)
rate
‖∇u¯(·,T )−∇Du
N‖
L2(Ω)2
‖∇u¯(·,T )‖
L2(Ω)2
rate
a hexagonal mesh
0.48 0.14586 – 0.22031 –
0.26 0.06532 1.29 0.12743 0.88
0.13 0.00939 2.85 0.06678 0.95
0.07 0.00440 1.10 0.06108 0.13
a triangular mesh
0.25 0.13997 – 0.25249 –
0.18 0.05639 2.62 0.13138 1.88
0.09 0.01116 2.34 0.06942 0.92
0.03 0.00447 0.88 0.06161 0.11
Table 1. Test 4.1: relative errors and and convergence rates w.r.t.
the mesh size h, for uniform time steps δt(n+
1
2 ) = h2.
solution is everywhere equal to the barrier at initial step. After determining the final
A(N) and B(N) at time t(n), we use these set as initial guess for the monotonicity
algorithm at time t(n+1). Given that the solution to the PVI is not expected to
move a lot between t(n) and t(n+1), these initial guesses are not far from the correct
regions at time t(n+1). As a consequence, the number of iterations is reduced as
the time step increases: from 11 iteration (starting from the guess I(0) = M) at
t(1) to 2 iterations at time t(4) and after. The iterations number of the algorithm
required to reach the solution at any time step is ranged from 2 to 11 iterations.
Figure 4.3. Test 4.2. Surface plot of the solution on a hexahedral
mesh (left) and on a triangular mesh (right) at final time (T =
0.25).
Figures 4.6 and 4.7 represent our experiments obtained when using a ”Kershaw”
mesh as in the FVCA5 benchmark [19]. As expected on these kinds of extremely
distorted meshes, the results in both tests seem to be quantitively and qualitatively
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Figure 4.4. Test 4.2. Surface plot of the difference function (u−
ψ) on a hexahedral mesh (left) and on a triangular mesh (right) at
final time (T = 0.25).
Figure 4.5. Test 4.2. Plot of the coincidence set on a hexahedral
mesh (left) and a triangular mesh (right) at final time (T = 0.25).
good. In Test 1, the relative L2 error on u¯ and ∇u¯ are respectively 0.017 and 0.019.
In Test 2, the coincide region is still captured despite the internal distorted cells.
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