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Abstract—Scene text recognition has attracted particular re-
search interest because it is a very challenging problem and
has various applications. The most cutting-edge methods are
attentional encoder-decoder frameworks that learn the alignment
between the input image and output sequences. In particular,
the decoder recurrently outputs predictions, using the prediction
of the previous step as a guidance for every time step. In
this study, we point out that the inappropriate use of previous
predictions in existing attention mechanisms restricts the recogni-
tion performance and brings instability. To handle this problem,
we propose a novel module, namely adaptive embedding gate
(AEG). The proposed AEG focuses on introducing high-order
character language models to attention mechanism by controlling
the information transmission between adjacent characters. AEG
is a flexible module and can be easily integrated into the state-of-
the-art attentional methods. We evaluate its effectiveness as well
as robustness on a number of standard benchmarks, including
the IIIT5K, SVT, SVT-P, CUTE80, and ICDAR datasets. Ex-
perimental results demonstrate that AEG can significantly boost
recognition performance and bring better robustness.
I. INTRODUCTION
In natural scenes, text appears on various kinds of objects,
e.g. signboards, road signs and product packagings. Accurate
and rich semantic information carried by the text is important
for many application scenarios such as image searching, intel-
ligent inspection, product recognition and autonomous driving.
For these reasons, scene text recognition has been an active
research field in computer vision [1], [2], [3], [4], [5].
Although optical character recognition in scanned documents
has been considered as a solved problem [6], [7], recognizing
text in natural images is still challenging. Because the imperfect
imagery conditions, such as the aspects of illumination, low
resolution and motion blurring limit computers from accurately
reading text in the wild. Furthermore, the various fonts and dis-
torted patterns of irregular text can cause additional challenges
in recognition.
In recent years, benefiting from the development in deep
learning, a large number of scene text recognition methods
[8], [9], [3], [10], [11] have been reported in the literature with
notable success. As shown in Figure 1 (a), the famous encoder-
decoder frameworks are widely adopted to translate a visual
image into a string sequence. Generally, in the encoding stage,
the convolutional neural networks (CNN) are used to extract
features from the input image, whereas in the decoding stage,
the encoded feature vectors are transcribed into target strings
by exploiting the recurrent neural network (RNN) [12], [13],
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Fig. 1. (a): Schematic overview of traditional attention-based text recognition
model. (b) and (c): Comparison of the recurrent decoding process between
attention-based decoder without/with the proposed AEG.
connectionist temporal classification (CTC) [14] or attention
mechanism [15]. In particular, the attention-based approaches
[4], [11], [16], [17], [18] often achieve better performance
owing to the focus on informative areas.
A. Motivation
As illustrated in Figure 1 (a) and (b), in the traditional
attention-based text recognition models, the decoder recurrently
outputs predictions. Specifically, the prediction of the previous
step is often embedded into high-dimensional feature space,
and the embedded vector will directly participate in the next
decoding step as a guidance. Note that the intensity of blue
indicates the weighting value of guidance. As shown in Fig-
ure 1 (b), changeless intensity of blue represents that all the
guidance weights are invariant in traditional attention-based
models, regardless of correlation between the previous and the
current prediction.
According to character language modeling [19], [20], [21],
character correlations can be reflected in high order statistics,
e.g., the higher co-occurrences probability indicates stronger
correlation of the neighboring characters. As shown in Figure 2
(a), the pair of “In” in the word “Indiana” is a “strong-
correlated” pair because that it appears frequently in common-
used words, while the pair of “ia” is a “weak-correlated” pair.
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Fig. 2. Illustration for the guidance of previous prediction in attentional
decoding stage without/with the proposed AEG. An arrow with deeper color
corresponds to a larger weighting value of the guidance. (a): A normal word.
(b): A meaningless string.
Similarly, the pairs of “te” and “em” in Figure 2 (b) are strong-
correlated and weak-correlated respectively.
As illustrated in Figure 2 (a), when it comes a word
“Indiana”, it is more suitable to decode the second character
“n” rather than “u” with the guidance of previous prediction
“I”. However, as shown in Figure 2 (b), when it comes
a meaningless string ‘temt’, the wrong “strong-correlated”
guidance (marked with red box) of previous prediction “e”
misleads the existing attentional text recognizer and results
in decoding errors “en”. Therefore, the invariant weight of
guidance is inappropriate and may be harmful.
Motivated by the observations above, it is reasonable to
introduce high-order character language model to attention
mechanism for a proper guidance.
B. Adaptive Embedding Gate (AEG)
In this paper, we propose a new module for attention-based
scene text recognizer, namely adaptive embedding gate (AEG
in short). As illustrated in Figure 1(c), AEG focuses on adap-
tively estimating the correlations between adjacent characters
by controlling transmission weight of the previous embedded
vector. Specifically, AEG can strengthen the correlation of
strong-correlated pair while weaken the guidance weight within
weak-correlated pair. As shown in Figure 2, AEG selectively
apply different weight of guidance for different character-
pairs and correct the recognition results eventually. Further, the
proposed AEG is a flexible module that can be easily integrated
with existing attentional methods [11], [4] to improve the
performance in an end-to-end manner.
Our primary contributions are summarized as follows:
• We explore the existing attention mechanism for scene
text recognition and point out that the inappropriate use of
previous prediction restricts the recognition performance
in decoding stage.
• We propose a novel module called AEG to introduce
proper correlations between characters. Further, the for-
mulation and three implementations of AEG are intro-
duced in this paper.
• Extensive experiments are conducted on various scene text
benchmarks, demonstrating the performance superiority
and flexibility of AEG.
• The proposed AEG significantly improve the robustness
of the existing attention mechanism under different noise
disturbances, e.g., Gaussian blur, salt and pepper noise
and random occlusion.
The reminder of this paper is organized as follows. Section II
gives a brief review of related work on scene text recognition.
Section III introduces the details of our proposed module
AEG. Section IV evaluates the proposed approach on various
benchmark datasets. Finally, Section V concludes the paper.
II. RELATED WORK
Scene text recognition has attracted significant research
interest in the computer vision community [22], [10], [23],
[11]. Comprehensive surveys can be found in [24], [25], [26].
Early work relies on low-level features for scene text recog-
nition, such as histogram of oriented gradients descriptors [27],
connected components [2], stroke width transform [28] etc.
However, the performances of these methods are limited by
the low capability of features. With the rapid development
in neural networks, a large number of effective frameworks
have emerged in scene text recognition. These methods can be
divided into two branches.
One branch is based on segmentation. It attempts to locate
the position of each character from the input text image, and
applies a character classifier to obtain the recognition results.
For instance, Bissacco et al. [9] proposed a neural network with
five hidden layers for character recognition and used an n-gram
approach for language modeling. Wang et al. [27] used a CNN
to recognize characters and adopt a non-maximum suppression
to obtain the final predictions. Jaderberg et al. [29] proposed
a weight-shared CNN for unconstrained text recognition. All
the aforementioned pipelines require the accurate individual
detection of characters, therefore the quality of the character
detectors limits the recognition performance.
The other branch is segmentation-free. It recognizes the text
line as a whole and focuses on mapping the entire image to
a word string directly by exploiting CTC-based algorithm or
attention mechanism. For instance, the CTC loss was often
combined with the RNN outputs for calculating the conditional
probability between the predicted and the target sequences in
[30], [3], [31]. Recently, an increasing number of recognition
approaches based on the attention mechanism have achieved
significant improvements [4], [11], [16], [32], [17]. However,
as discussed in Section I, in the existing attentional decoding
mechanism the weight of previous prediction guidance are
invariant, which is inappropriate and may be harmful. There-
fore, we propose AEG to introduce the proper guidance for
attentional scene text recognizer.
The method we propose derives from the idea of the
character language modeling [19], [20], [21], where charac-
ter correlations can be reflected in high order statistics. For
instance, Marti et al. [33] used a statistical language model
to improve the performance of handwriting recognition. Li et
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Fig. 3. Overall architecture of attention-based text recognizer with the proposed AEG.
al. [34] applied the statistics of letters for spoken language
identification. Islam et al. [20] measured word relatedness
based on co-occurrence statistics. Specifically, we focus on
introducing high-order character language models to existing
attentional decoding stage for a proper guidance.
As our proposed AEG is a refined version of the existing
attention mechanism, it reasonably falls into the segmentation-
free category. The overview of our model is shown in Figure 3,
and we will detail the method in Section III.
III. METHODOLOGY
As an overview of our proposed model shown in Figure 3,
our model consists of two components: 1) a convolutional
encoder network that extracts features from an input image
and converts features to high-level visual representations. 2)
a recurrent attention-based decoder network that combined
with the proposed AEG to generate target sequences. In the
following sections, we first describe the two components in
Section III-A and Section III-B respectively. Then, we intro-
duce the formulation description and instance implementations
of the proposed AEG in Section III-C.
A. Convolutional Encoder Network
Scene text recognition aims at directly translating a visual
image I into a target string sequence. Therefore, rich and
discriminative features are critical to recognition performance.
A ResNet-based [35] feature extractor is adopted as the
primary structure for the convolutional encoder network. The
encoder first extracts a feature map from an input image
I . However, features extracted by CNN are constrained by
their receptive fields. To enlarge the image region for feature
expressions, we employ a two-layer Bidirectional Long Short
Term Memory (BLSTM) network [36] over the feature map.
The encoding process is represented as follows:
Fe(I) = (h1, h2...hN ), (1)
where N is the length of extracted feature sequence.
B. Recurrent Attention Decoder Network
The recurrent decoder network aims at translating the en-
coded features into the prediction sequence, where the at-
tention mechanism is used to align the prediction sequence
y = (y1, y2...yT ) and the ground truth g = (g1, g2...gT ). T
indicates the maximum decoding step size.
At the t-th step, the recognition model generates an output
yt,
yt = Softmax(Wost + bo), (2)
where st is the hidden state of Gated Recurrent Unit (GRU)
[12] at time t. Specifically, the GRU is a variation of the RNN,
typically used to model long-term dependencies. Further, st is
computed as
st = GRU([femb(yt−1), ct], st−1), (3)
where [femb(yt−1), ct] is the concatenation of femb(yt−1)
and ct. femb(yt−1) denotes the embedding vectors of the
previous prediction yt−1. We adapt a one-dimensional attention
mechanism, where ct is the relevant contents computed as the
weighted sum of features,
ct =
N∑
j=1
αt,jhj . (4)
N represents the feature length, which is same as that in
Equation. 1. αt,j is the vector of attention weights, αt ∈ RN ,
expressed as follows:
αt,j =
exp(et,j)∑N
i=1 exp(et,i)
, (5)
where et,j is the alignment score which represents the degree
of correlation between the high-level feature representation and
the current output,
et,j = fattn(st−1, hj). (6)
The alignment function fattn is parameterized by a single-layer
multilayer perceptron, such that
fattn(st−1, hj) = VaTanh(Wsst−1 +Wfhj + ba). (7)
In the above, Wo, bo, Va, Ws, Wf , and ba are trainable
parameters.
The decoder completes the generation of characters when it
predicts an end-of-sequence token “EOS.” [37] We optimize
the parameters by minimize the loss function of the recurrent
attention decoder network as follows:
Lattn = −
T∑
t=1
logP (gt|I, θ), (8)
where θ is the parameters of the network.
C. Adaptive Embedding Gate
For a proper guidance of previous prediction, we propose
AEG to adaptively estimate the correlations between adjacent
characters. We first introduce the general formulation descrip-
tion of AEG and then we provide several specific instance
implementations of it.
1) Formulation: AEG apply a proper guidance by control-
ling transmission weight of the previous embedded vector.
Therefore, we redefine the Equation. 3 as:
st = GRU([pt, ct], st−1), (9)
where pt is the output vector of AEG. Given the relevant
contents ct and the previous prediction yt−1, pt is expressed
as follows:
pt = fAEG(ct, ct−1)femb(yt−1) (10)
The pairwise function fAEG computes a scalar called AEG
score, which reflects the degree of correlations and decides the
weight of guidance in the next step. The AEG score ranges
from 0 to 1, the greater value implies the stronger correlation
and vice versa. The unary function femb is the same with that
of Equation. 3, aiming at embedding the previous prediction
yt−1 into high-dimensional feature space.
AEG is a flexible and robust building block and can be easily
incorporated together with the existing attention-based method.
Furthermore, AEG has diverse implementations to adaptively
estimate the correlations.
2) Instantiations: Next we describe several versions of
fAEG. The output of fAEG, i.e., the AEG score, can be
adaptively computed by the neighboring contents, and the
corresponding experimental results will be shown in Table I
, Section IV-B
• Add.
Following the alignment model [15] which scores the de-
gree of two variables matching, a natural implementation
of fAEG is to directly add the corresponding elements of
neighboring contents. In this paper we consider:
fAEGAdd(ct, ct−1) = σ(VcTanh(Wpct−1 +Wcct + bc)).
(11)
Here σ represents the sigmoid function and Tanh is the
activation function. Further, Vc, Wp, Wc, and bc are all
trainable parameters.
• Dot product.
Dot product is implementation-friendly in modern deep
learning platforms. Besides add version, we also evaluate
a dot-product form of fAEG. Specifically, fAEG can also
be defined as a dot-product similarity:
fAEGDot(ct, ct−1) = σ((W
′
cct)
T (W ′pct−1)). (12)
Here W ′c, W
′
p are all weight matrix to be learned.
• Concatenation.
Concatenation is used by the pairwise function in Relation
Networks [38] for visual reasoning. In this paper we
consider a concatenation form of fAEG:
fAEGConcat(ct, ct−1) = σ(V
′′
c Tanh([W
′′
c ct,W
′′
p ct−1]+b
′′
c )),
(13)
where [·, ·] denotes concatenation of ct and ct−1. Simi-
larly, V ′′c , W
′′
p , W
′′
c , and b
′′
c are all trainable parameters.
The above several variants demonstrate the flexibility of our
proposed AEG. However, the implementation of AEG is not
limited to these. We believe alternative versions are possible
and may further improve recognition performance for scene
text.
D. AEG Training
To guide AEG constructing appropriate correlations between
adjacent characters, we design several versions of training
mechanism. We will show experimental results by Table II,
Section IV, and analyze the effect of these variants in details.
For simplicity, the vector consisting of AEG scores is
recorded as γ, γ ∈ RT . Given an input image I and its ground
truth string g = (g1, g2...gT ), we construct the labeling for
vector γ as γgt of the same length T .
Algorithm 1 Word-Frequency-based γgt labeling
Require:
Input: ground truth g, transition probability matrix M ;
Output: labeling vector of AEG score γgt;
1: Initialize γgt = zeros((T ))
2: for l ∈ [1, 2, ..., T ] do
3: if l = 1 then
4: γgt[t] = 0
5: else
6: γgt[t] =M [g[t− 1]][g[t]]
7: end if
8: end for
9: Return γgt
1) Training with Word Frequency: To capture universal
character-pair correlations, a natural choice is applying statis-
tics about word frequency [20], i.e., “strong-correlated” pairs
means that the pairs frequently appear in words and vise
versa. Therefore, we adapt a dictionary1 with 9121 commonly
used words. The duplicates and single characters have been
removed. Further, we construct γgt as follows:
First, we count the frequencies of adjacent character-pairs in
the dictionary, which are normalized to get a 26×26 transition
1https://www.oxfordwordlist.com/pages/report.asp
probability matrix M . The values in M denotes the transition
probabilities between 26 letters. Specifically, greater value
corresponds to the stronger correlations between character-
pairs. Then, as illustrated in Algorithm 1, γgtt equals to the
transition probabilities of specific character-pairs in matrix,
i.e., the probabilities between the ground truth gt−1 and gt,
1 ≤ t ≤ T . In particular, the transition probabilities between
two digits or between a digit and a character is set to 0.
Algorithm 2 Root-based γgt labeling
Require:
Input: ground truth g, root table R;
Output: labeling vector of AEG score γgt;
1: Initialize γgt = zeros((T )))
2: for each root ri ∈ R do
3: if root ri ∈ g then
4: denotes the index of the first/last character of ri in g
as S/E
5: γgt[S : E] = γgt[S : E] + 1
6: end if
7: end for
8: γgt = normalized(γgt)
9: Return γgt
2) Training with root: Besides the word frequency, we
also consider applying statistics about root. The character-pair
which constitutes a root means “strong-correlated” and vise
versa. Therefore, we adapt a root table2. The root table includes
707 typically used roots, and has been removed duplicates
and single character. Specifically, the length of the roots is
distributed between 2 and 10 characters. Among them, the roots
of 3−4 character-length, e.g., “ing” and “ance”, constitute the
largest proportion, i.e., approximately 71.99%, while few roots
are longer than eight characters. We construct γgt as follows:
As demonstrated in Algorithm 2, the labeling γgt is initial-
ized to a zero vector. If two adjacent characters comprise a
root, the corresponding position of γgt is increased by one.
Similarly, the value corresponding to non-root or digits is set
to 0. During training, γgt is normalized, ensuring that the range
of the value is between 0 and 1.
3) Training with weakly supervision: We consider that
whether the network can autonomously learn the correlations
between adjacent characters with weakly supervised learning
strategy. No direct supervision information is provided to γ.
The learning of γ relies entirely on scene text recognition task.
E. Training Loss
We define a AEG loss LAEG conditioned on γ and γgt,
to penalize the attention when it does not obtain the correct
correlations between adjacent characters. LAEG is computed
as follows:
LAEG =MSELoss(γ, γ
gt) =
1
T
T∑
t=1
(γt − γgtt )2, (14)
2https://www.quia.com/files/quia/users/skrichard/ComSkills2/
RootsPrefixesSuffixes
where MSELoss indicates the mean square value of the
difference between the predicted value and ground truth.
The final optimization objective L is the weighted sum of
LAEG and Lattn. Specifically, Lattn is introduced in Equa-
tion. 8. Therefore, L is formulated as,
L = Lattn + λLAEG. (15)
The hyper-parameter λ is introduced to balance the two terms.
We set λ to 1 in our experiments.
IV. EXPERIMENTS
In this section, we systematically verify the effectiveness
and robustness of the proposed AEG. Extensive experiments
were conducted on a number of benchmarks for scene text
recognition, including the IIIT5K, SVT, SVT-P, CUTE80, and
ICDAR datasets. Experimental results demonstrate the perfor-
mance superiority of our method.
Specifically, we begin by specifying the experimental set-
tings in Section IV-A. Then we conduct a few ablation studies
in Section IV-B, Section IV-C and Section IV-D, each aims
at demonstrating its effectiveness and analyzing its behavior.
Finally, in Section IV-E and Section IV-F, we compare AEG-
based methods with other state-of-the-arts and show the out-
standing robustness of AEG under different noise disturbances.
A. Experimental Settings
1) Datasets: IIIT5k-Words (IIIT5K) [39]: is collected
from the Internet and contains 3000 cropped word images for
testing. It provides a 50-word and a 1000-word lexicons for
each image in the dataset.
Street View Text (SVT) [8]: is collected from the Google
Street View, containing 647 word images for testing. It provides
a 50-word lexicon for each image in the dataset. Many images
are corrupted by noise and blur.
ICDAR 2003 (IC03) [40]: contains 251 scene text images.
It provides a 50-word lexicon defined by Wang et al. [8]
and a “full-lexicon” for each image. For a fair comparison,
we discard images that contain non-alphanumeric characters
or those with less than three characters, following Wang,
Babenko, and Belongie [8]. The resulting dataset consists 867
cropped images.
ICDAR 2013 (IC13) [41]: inherits most images from IC03
and extends it with some new images. It consists of 1015
cropped images without an associated lexicon.
SVT-Perspective (SVT-P) [2]: is collected from the side-
view angle snapshots in Google Street View that contains 639
cropped images for testing. It provides a 50-word lexicon and
a “full-lexicon.” Most of the images are heavily distorted.
CUTE80 (CUTE) [42]: focuses on curved texts, consisting
of 80 high-resolution images captured in natural scenes. This
dataset contains 288 cropped natural images for testing without
an associated lexicon.
ICDAR 2015 Incidental Text (IC15) [43]: contains 2077
cropped images. A large proportion of images are blurred and
multi-oriented. No lexicon is associated.
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Fig. 4. Illustration of text recognition network architecture. “k”, “s”, “p” and
“c” stands for the kernel, stride, padding and channel size of the convolutional
layer in a block, respectively. “Attentional GRU” means attention-based GRU
decoder and “AEG” represents the proposed adaptive embedding gate.
Synth90k [44]: contains 8 million synthetic images of
cropped word generated from a set of 90k common English
words. Words are rendered onto natural images with random
transformations and effects. Every image in Synth90k is anno-
tated with a ground truth word.
SynthText [45]: contains 6 million synthetic images of
cropped word. The generation process is similar to that of
Synth90k.
2) Network: All the input images are resized to 32 × 100.
Details about the experimental model is given in Figure 4. For
the encoder, we use a residual network with five blocks to
extract features from the input image. Following the residual
network are two-layers of BSLTM with 256 hidden states. As
illustrated in Figure 4, the decoder is based on the attention
mechanism combined with the proposed AEG. The number
of attention units and hidden units of the GRU are both 256.
Specifically, “Baseline” in the following sections indicates the
attentional text recognizer without AEG. The number of output
categories is 37, including 26 letters, 10 digits, and a symbol
representing “EOS.”
3) Optimization: With the ADADELTA [46] optimization
method, we train our model entirely on synthetic images of
Synth90k and the SynthText from scratch. No extra data is
used. Further, for fair comparison, no pre-trained model is used
during training, and no further fine-tuning on any test datasets.
The learning rate is set as 1.0 initially and decay to 0.01 at
step 0.8M. Following the settings in [11], we find the classic
learning rate schedule beneficial to performance. The batch size
is set to 64 in both the training and testing.
4) Implementation: All of our experiments are performed
under the Pytorch [47] framework. CUDA 8.0 and CuDNN
v7 backend are used in our experiments. The proposed model
is trained on a single NVIDIA GTX-1080Ti graphics card
with 11GB memory. The training speed is about 5 iterations/s,
taking less than 2 days to reach convergence. Our method takes
about 9.8ms to recognize an image.
B. Experiments on Instantiations
TABLE I
PERFORMANCE COMPARISON AMONG THREE INSTANTIATIONS OF AEG IN
ATTENTION-BASED RECOGNITION MODEL.
Exp Variants IIIT5k SVT IC03 IC13 SVT-P CUTE IC15
(a) Baseline 92.6 87.5 93.6 92.2 76.2 78.2 71.6
(b) Add 93.6 89.2 94.8 92.9 80.0 80.2 75.5
(c) Dot product 93.2 88.4 94.1 93.7 80.8 78.5 73.6
(d) Concatenation 93.2 88.5 94.2 91.6 80.0 77.1 74.4
Table I compares different instantiations of fAEG added to
the AEG-based attentional encoder-decoder recognition model.
Most of instantiations can lead to obvious improvement
over the baseline except “Concatenation” on IC13 and CUTE,
indicating that the generic AEG behavior is the main reason
for the observed improvements.
Furthermore, as illustrated in experiments (b), Table I, the
“Add” version of fAEG achieves the best recognition per-
formance, demonstrating that correlations between adjacent
characters is easier to be captured in this way.
In the rest of this paper, we use the add version of fAEG by
default.
C. Experiments with different supervision
TABLE II
PERFORMANCE COMPARISON AMONG THREE SUPERVISIONS OF AEG IN
ATTENTION-BASED RECOGNITION MODEL.
Exp Variants IIIT5k SVT IC03 IC13 SVT-P CUTE IC15
(a) Baseline 92.6 87.5 93.6 92.2 76.2 78.2 71.6
(b) Weakly 92.8 88.6 93.9 92.5 77.0 78.5 72.1
(c) Word Frequency 93.4 90.0 94.3 92.7 80.4 79.9 74.7
(d) Root table 93.6 89.2 94.8 92.9 80.0 80.2 75.5
Table II compares the experimental results with different
supervision.
It is clear that all these variants can learn some certain
correlations between adjacent characters. Furthermore, direct
supervision strategy is better than weakly supervision of recog-
nition task, i.e., the performance of (c) or (d) is better than
experiment (b).
Interestingly, the word frequency and root table versions
perform similarly, up to some random variations on the test
benchmark datasets. It shows that our AEG are not sensitive to
these direct supervision choices, indicating that the supervised
behavior of AEG is not the key to the improvement in our
applications; instead it is more likely that the proper guidance
of previous prediction is important.
In the following experiments, we just use the root table as
the guidance of previous prediction by default.
D. Experiments with different previous prediction
TABLE III
PERFORMANCE COMPARISON AMONG FOUR VARIATIONS OF PREVIOUS
PREDICTION (SHORT IN “PRE”) IN ATTENTION-BASED RECOGNITION
MODEL.
Exp Method IIIT5k SVT IC03 IC13 SVT-P CUTE IC15
(a) Baseline 92.6 87.5 93.6 92.2 76.2 78.2 71.6
(b) No pre 89.9 85.4 92.7 91.1 74.1 75.0 68.5
(c) Random pre 89.4 83.6 91.3 89.4 70.4 73.6 66.6
(d) Baseline + AEG 93.6 89.2 94.8 92.9 80.0 80.2 75.5
Table III compares the experimental results on different
strategies of using previous prediction. “No pre” indicates
the experiments which are based on the attentional model
without previous prediction, while “Random pre” represents
that the previous prediction is randomly selected from 37
output categories.
To explore the role of previous prediction, we remove the
pt in Equation. 9. The corresponding experimental results are
recorded as “No pre” in Table III. By comparing experiments
(a) and (b), the attentional model without previous prediction
exhibits an apparent decline, which verifies the validity of the
previous prediction.
Moreover, the performance of the experiment (c) is signifi-
cantly worse than others. Obviously, random selected previous
prediction provides completely confusing correlations between
adjacent characters and eventually influences text recognition,
which indicates that the increase in parameters is not the
cause of performance improvement. Therefore, inappropriate
guidance of previous prediction may be harmful to the network.
In experiment (d), the proposed AEG-based attentional
model outperforms baseline on all test datasets. As mentioned
in Section I, the inappropriate use of previous predictions
in existing attention mechanism restricts the recognition per-
formance, while AEG provides more appropriate guidance
by adaptively estimating the correlations between adjacent
characters.
By comparing experiments (c) and (d), the importance of
applying appropriate previous prediction guidance in a recog-
nition model is self-evident.
E. Comparison to State-of-the-Arts
Finally, we compare the performance of our proposed AEG-
based model with other state-of-the-art models. When a lexicon
is given, we simply replace the predicted word with nearest
lexicon word under the metric of edit distance.
1) Results on Regular Benchmarks: In regular benchmarks,
most of testing samples are horizontal text and a small part of
them are distorted text.
As illustrated in Table V, AEG significantly boost the
recognition performance of baseline, which indicates the proper
guidance of previous prediction is important. Besides, baseline
with AEG achieves comparable results to the state-of-the-art
models.
Further, AEG is a flexible building block and can be eas-
ily used together with the existing attentional method. With
structures of ASTER [11] and MORAN-v2 [4], the AEG-
based model significantly outperform all current state-of-the-
art methods in lexicon-free mode. In particular, on IC13 and
SVT, incorporating with AEG, the performance of ASTER
and MORAN-v2 have been improved by 1.4% and 3.2%
respectively.
2) Results on Irregular Benchmarks: In irregular bench-
marks, most of testing samples are low-resolution, perspective
and curved text. The various fonts and distorted patterns of
irregular text cause additional challenges in recognition.
As illustrated in Table IV, AEG significantly improves
the performance of baseline on all irregular text datasets. It
should be pointed out that our method does not involve any
rectification process which removes the distortions of text and
reduces the difficulty of recognition. However, the baseline
with AEG performs competitively on all test benchmarks.
When AEG is integrated to the state-of-the-art frameworks
with rectification, recognition performance is also significantly
improved. From Table IV, it can be seen that by incorporating
with AEG, the performance of ASTER [11] is improved by
3.5% on SVT-P, 1.4% on CUTE and 0.6% on IC15 dataset,
respectively. Similarly, MORAN-v2 [4] with AEG outperforms
MORAN-v2 by 1.3%, 2.2%, 0.7% on the SVT-P, CUTE,
TABLE IV
PERFORMANCE COMPARISON ON IRREGULAR BENCHMARKS. “50” AND
“1K” ARE LEXICON SIZES. “FULL” INDICATES THE COMBINED LEXICON OF
ALL IMAGES IN THE BENCHMARKS. “NONE” MEANS LEXICON-FREE. “*”
REPRESENTS SCENE TEXT RECOGNITION METHODS WITH RECTIFICATION.
“†” INDICATES THE SCENE TEXT RECOGNITION METHODS WITH EXTRA
DATASETS.
Method
SVT-P CUTE IC15
50 Full None None None
ABBYY [8] 40.5 26.1 - - -
Mishra et al. [48] 45.7 24.7 - - -
Wang et al. [27] 40.2 32.4 - - -
*Shi et al. [16] 91.2 77.4 71.8 59.2 -
*Liu et al. [30] 94.3 83.6 73.5 - -
†Yang et al. [49] 93.0 80.2 75.8 69.3 -
Cheng et al. [50] 94.0 83.7 73.0 76.8 68.2
*Liu et al. [51] - - 73.5 - 60.0
*Zhan et al. [52] - - 79.6 83.3 76.9
*Luo et al. [4] 94.3 86.7 76.1 77.4 68.8
Baseline 91.3 84.6 76.2 78.2 71.6
Baseline + AEG(ours) 92.6 86.4 80.0↑3.8 80.2↑2.0 75.5↑3.9
*ASTER [11] - - 78.5 79.5 76.1
ASTER + AEG(ours) 94.4 89.5 82.0↑3.5 80.9↑1.4 76.7↑0.6
*MORAN-v2 [4] 94.4 88.3 81.5 79.1 76.7
MORAN-v2 + AEG(ours) 94.7 89.6 82.8↑1.3 81.3↑2.2 77.4↑0.7
TABLE V
PERFORMANCE COMPARISON ON REGULAR BENCHMARKS. “50” AND “1K” ARE LEXICON SIZES. “FULL” INDICATES THE COMBINED LEXICON OF ALL
IMAGES IN THE BENCHMARKS. “NONE” MEANS LEXICON-FREE. “*” REPRESENTS SCENE TEXT RECOGNITION METHODS WITH RECTIFICATION. “†”
INDICATES THE SCENE TEXT RECOGNITION METHODS WITH EXTRA DATASETS.
Method
IIIT5K SVT IC03 IC13
50 1k None 50 None 50 Full None None
Almaza´n et al. [53] 88.6 75.6 - 87.0 - - - - -
Yao et al. [54] 80.2 69.3 - 75.9 - 88.5 80.3 - -
R.-Serrano et al. [42] 76.1 57.4 - 70.0 - - - - -
Jaderberg et al. [29] - - - 86.1 - 96.2 91.5 - -
Su and Lu et al. [55] - - - 83.0 - 92.0 82.0 - -
Gordo et al. [56] 93.3 86.6 - 91.8 - - - - -
Jaderberg et al. [57] 97.1 92.7 - 95.4 80.7 98.7 98.6 93.1 90.8
Jaderberg et al. [58] 95.5 89.6 - 93.2 71.7 97.8 97.0 89.6 81.8
Shi, Bai, and Yao [3] 97.8 95.0 81.2 97.5 82.7 98.7 98.0 91.9 89.6
*Shi et al. [16] 96.2 93.8 81.9 95.5 81.9 98.3 96.2 90.1 88.6
Lee and Osindero [10] 96.8 94.4 78.4 96.3 80.7 97.9 97.0 88.7 90.0
*Liu et al. [30] 97.7 94.5 83.3 95.5 83.6 96.9 95.3 89.9 89.1
†Yang et al. [49] 97.8 96.1 - 95.2 - 97.7 - - -
Yin et al. [59] 98.7 96.1 78.2 95.1 72.5 97.6 96.5 81.1 81.4
†Cheng et al. [17] 99.3 97.5 87.4 97.1 85.9 99.2 97.3 94.2 93.3
Cheng et al. [50] 99.6 98.1 87.0 96.0 82.8 98.5 97.1 91.5 -
*Liu et al. [51] - - 83.6 - 84.4 - 93.3 91.5 90.8
†Liu et al. [31] 97.0 94.1 87.0 95.2 - 98.8 97.9 93.1 92.9
†Bai et al. [18] 99.5 97.9 88.3 96.6 87.5 98.7 97.9 94.6 94.4
Liu et al. [60] 97.3 96.1 89.4 96.8 87.1 98.1 97.5 94.7 94.0
Gao et al. [61] 99.1 97.2 83.6 97.7 83.9 98.6 96.6 91.4 89.5
*Zhan et al. [52] 99.6 98.8 93.3 97.4 90.2 - - - 91.3
Zhang et al. [62] - - 83.8 - 84.5 - - 92.1 91.8
*Luo et al. [4] 97.9 96.2 91.2 96.6 88.3 98.7 97.8 95.0 92.4
Baseline 99.0 97.9 92.6 96.2 87.5 98.2 97.3 93.6 92.2
Baseline + AEG(ours) 99.4 98.3 93.6↑1.0 96.9 89.2↑1.7 98.8 98.0 94.8↑1.2 92.9↑0.7
*ASTER [11] 99.6 98.8 93.4 97.4 89.5 98.8 98.0 94.5 91.8
ASTER + AEG (ours) 99.5 98.5 94.4↑1.0 97.4 90.3↑0.8 99.0 98.3 95.2↑0.7 95.0↑3.2
*MORAN-v23 [4] 99.1 98.0 94.2 97.3 89.0 98.7 98.2 95.0 95.1
MORAN-v2 + AEG(ours) 99.5 98.7 94.6↑0.4 97.4 90.4↑1.4 98.8 98.3 95.3↑0.3 95.3↑0.2
IC15 datasets, respectively. It indicates that the performance
gains brought by the rectification process and the AEG are
complementary.
As shown in Table V and Table IV, the proposed AEG
further improved the performance of state-of-the-arts. It is clear
that our proposed AEG-based model works strongly in general
and it demonstrates the performance superiority of AEG.
F. Robustness of AEG
Scene text recognition is still challenging owing to the
aspects of illumination, low resolution and motion blurring.
However, environmental interference is inevitable. Thus, per-
formances of text spotting systems in real-world applications
are significantly affected by the robustness of text recognition
algorithms. To demonstrate the robustness of AEG, we com-
pare the noise immunity of baseline and AEG-based models
on some real images.
IIIT5k, IC13, SVT-P and CUTE are utilized as the test
datasets, and some random noise interferences are added on
test images, such as Gaussian blur, salt and pepper noise and
random occlusion. The input distorted images are displayed in
the 1st column in the left part of Figure 5.
As shown in Table V and Table IV, the recognition perfor-
mance of AEG is significantly better than baseline. In order to
perform a fair comparison, we limit the performance of AEG
by stopping training earlier. Therefore, the initial performance
of obtained AEG model is comparable with that of the baseline
model. As illustrated in Figure 5, the red line indicates the
increment from recognition model with AEG. As the noise in-
tensity increases, the AEG-based model performs significantly
better than baseline on regular and irregular benchmarks. It
indicates the outstanding robustness of AEG under different
noise disturbances.
G. Performance Visualization
Figure 6 shows the results of the performance visualization.
The input images, labels, recognition results of baseline and
AEG-based model are displayed in the 1st, 2nd, 3rd and 4th
columns of Figure 6, respectively. The color of the arrow
reflects the degree of neighboring character’s correlations, i.e.,
the AEG score.
As illustrated in Figure 6 (a), AEG-based model can
strengthen the correlation of strong-correlated pair and finally
correct the recognition results. Meanwhile, as shown in (b),
the AEG can also weaken the guidance weight of previous
prediction when it comes the weak-correlated pairs, indicating
the adaptiveness of AEG. From Figure 6, it can be seen that
the AEG-based model also performs better than baseline on
distorted images, such as perspective and blurred text.
IIIT5K IC13 SVT-P CUTE
accuracy of recognition models without AEG accuracy of recognition models with AEG increment from recognition model with AEG
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Fig. 5. Visualization of the text prediction on IIIT5k, IC13, SVT-P and CUTE datasets under random noise interference. The red line represents the increment
from the recognition models with AEG.
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Fig. 6. Visualization of some real images recognized without/with the
proposed AEG. The color of arrows indicates the guidance of previous
predictions, i.e., the AEG score γ. An arrow with deeper color corresponds to
the decoding with stronger guidance.
V. CONCLUSION
In this paper, we point out the inappropriate use of previous
predictions in current existing attention mechanism, which
restricts the recognition performance and brings instability.
Hence, we propose an effective and robust module, namely
AEG, to introduce proper correlation guidance between adja-
cent characters by introducing high-order character language
model. In particular, the formulation and three instantiations
of AEG are proposed in this paper. The proposed AEG is
flexible and can be easily integrated to existing attention
mechanisms. When incorporating AEG with the state-of-the-art
frameworks, AEG can significantly boost their performance.
Extensive experimental results verifies its effectiveness and
outstanding robustness under different noise disturbances. In
future, we will apply the AEG idea to other attention-based
frameworks in different fields, such as machine translation,
speech recognition and image/video caption.
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