We present a strategy for detecting gravitational wave signals from the Galactic white dwarf binaries in the Mock LISA Data Challenge 3 (MLDC3) and estimate their parameters. Our method is based on the matched filtering in the form of the F-statistic. We perform the search on three-dimensional space (sky coordinate and frequency of gravitational wave) below 3 mHz and include the fourth parameter (frequency derivative) at high frequencies. A template bank is used to search for the strongest signal in the data, then we remove it and repeat the search until we do not have signals in the data above a preselected threshold. For the template bank, we construct an optimal grid that realizes the best lattice covering with a constraint such that the nodes of the grid coincide with the Fourier frequencies. This enables the use of the fast Fourier transform algorithm to calculate the F-statistic.
Introduction
The Galaxy contains a very large number of close binaries consisting of white dwarfs and/or naked helium stars. Compact binary sources populate the whole frequency band of the LISA detector. The most common sources are white-dwarf/white-dwarf (WDWD) binaries emitting gravitational wave signals of nearly constant frequency and amplitude. The binaries could be of two major types:
(i) detached, separated WDWD binaries whose evolution is driven by radiation reaction. The gravitational wave (GW) carries information about the mass of the binary and the distance.
(ii) interacting binaries, these are close systems with a significant tidal interaction and/or with the Roche lobe overflow. In these systems, the gravitational radiation reaction competes against mass transfer, and the orbital period can either increase or decrease [1] .
The GW signals from the Galactic binaries are so numerous below 3 mHz that they are not individually resolvable and form a cyclo-stationary background which dominates over the instrumental noise above 0.1 mHz. It was demonstrated [2] that one can detect and remove tens of thousands of those signals. The resolved systems will provide the map of the compact binaries in the Galaxy and will allow us to constrain the evolutionary pathways of those systems.
Currently, two data analysis methods can be successfully demonstrated: the Bayesian method which utilizes the Markov Chain Monte Carlo with the Metropolis-Hastings rejection/acceptance rule [2] and the method which uses a bank of templates [3] . All methods use matched filtering in the form of the F-statistic. Here, we present the method which also utilizes the template bank, but implementation is very different from [3] . The authors in [3] use the semi-coherent method adopted from LIGO-VIRGO data analysis and detect multiple signals in one go through the template bank (everything above a certain threshold), and then deal with secondary maxima at the post-analysis stage.
In the present method, we use two data streams with uncorrelated noise and perform fully coherent matched filtering on the network. We construct the template bank so that the nodes of the grid coincide with the Fourier frequencies, which allows us to compute the F-statistic using the fast Fourier transform (FFT) algorithm. We use the FFT implementation provided by the FFTW project (http://www.fftw.org/). After filtering the data through the template bank, we refine the search using the Nelder-Mead procedure seeded at the grid point which gave us the maximum F-statistic. Then we remove the signal from the data and repeat the procedure. This paper is organized as follows. In section 2, we briefly present the linear phase approximation model that enables the fast evaluation of the detection statistic for GW signals from nearly monochromatic sources by using the FFT algorithm. In section 3, we define the covering problem with constraint and present a construction of nearly optimal lattices in any number of dimensions. In section 4, we present our search strategy to extract white dwarfs binaries from the MLDC3 data set. In the appendix, we briefly summarize some basic definitions from the theory of lattices.
The optimal statistic
The response of the space-based detector LISA to gravitational wave form Galactic binaries can be written [4, 5] 
In the maximum-likelihood search method, the estimators (â (k) ,ξ μ ) are found by maximizing the log likelihood function with respect to parameters (a (k) , ξ μ ). By solving explicitly the maximum likelihood equation for the extrinsic parameters, one can define the so-called Fstatistic and reduce the search to the intrinsic parameters space. For a signal from whitedwarf binaries buried in a stationary Gaussian noise and for intrinsic parameters defined by
where ω is the angular frequency of the gravitational wave, ω is the time derivative of ω, β and λ are the latitude and the longitude of the source, the detection statistic F is given by
where T o is the observation time, S o is one-sided spectral density around the frequency of the signal, V , U, W are normalization functions and N u , N v are integrals given by
where x(t) are the noisy data, u, v are amplitude modulation functions and φ mod is the phase modulation function. Since the modulation functions u, v and φ mod depend on frequency ω, we cannot apply the FFT algorithm directly to calculate the F-statistic. In order to do that, we first analyze the data in the narrow bands over which the slowly varying modulation functions u and v are evaluated at the mid frequency of the band and, second, we introduce a linear parametrization of the phase
where frequency is absorbed into the new parameters A and B,
where η 0 is the initial position of the LISA constellation on the orbit around the sun, R = 1 AU and = 2π/yr. In order to construct a grid in the intrinsic parameter space over which we calculate the F-statistic, we introduce the following approximation to the signal that we call the linear model:
where A 0 is a constant amplitude and φ 0 is a constant phase. The phase modulation of the linear model is exactly the same as that of the exact model (equation (2)) whereas the amplitude is constant. This is a reasonable approximation because the amplitude modulation function varies very slowly, they are periodic functions of one year. We first calculate the reduced Fisher matrix ( [4] equation (45))˜ for the above signal. This is the normalized Fisher matrix projected on the space of the intrinsic parameters (ω,ω, A, B). When the observation time T o is an integer n of years, the coefficients of˜ are given by (in dimensionless units with
We see that the coefficients of˜ are constant, independent of the values of the parameters. Next, we assume˜ to be a metric in the parameter space and use it to distribute points in the grid in such a way that the distance defined by˜ from any point of the parameter space to the nearest node of the grid is not larger than some fixed value r. The relation between the distance r, the reduced Fisher matrix and the loss of the signal-to-noise ratio when parameters of the signal differ from the parameters of the template by θ ( θ = ( ω, ω, A, B)) is given by ( [4, 7] )
where ρ 2 ( θ) is the signal-to-noise ratio squared when parameters of the signal differ from the parameters of the template by θ .
Covering problem with constraints
In our method, the detection of weak, quasi-monochromatic GW signals relies on an efficient placement of the templates in the bank. It should minimize the number of templates for a given allowed loss in the signal-to-noise ratio due to the offset between true signal parameters and the template parameters. The problem of constructing a grid in a d-dimensional parameter space is equivalent to the problem of covering d-dimensional space with equal overlapping spheres of a given radius. The optimal covering would have minimal possible thickness (see [6] and appendix). When the metric is flat, as for the case of the linear model (equation (5)), centers of the spheres lie on a d-dimensional lattice. In this case, one can take advantage of the theory of lattice coverings. For example, the thinnest lattice coverings are known in dimensions up to 5.
In our search scheme, the calculation of the F-statistic involves two Fourier transforms that can be computed efficiently using the fast Fourier transform algorithm. For this reason, we want the nodes of the grid to coincide with Fourier frequencies: ω, 2 ω, 3 ω, . . . for some fixed frequency resolution ω. This imposes a condition that one of the lattice basis vectors has a fixed length
and forbids an immediate use of the general results of the theory of lattice coverings. Instead one can formulate the covering problem with constraint: to find the thinnest lattice covering of the d-dimensional space with spheres of radius r and one of the basis vectors of the lattice having fixed length | l|. As far as we know, the general solution to the problem is not known. We present construction of a lattice that satisfies the constraint with a good accuracy.
Let a vector v 0 define the frequency resolution. We search for a lattice (w ) of covering radius R( (w )) = r with lattice basis w satisfying the constraints that can be expressed as w = { v 0 , w 1 , . . . , w d−1 }. We find an optimal constrained lattice starting with a thinnest unconstrained lattice in d-dimensions. The idea is to shrink the optimal lattice as little as possible such that one of the basis vectors of the resulting lattice coincides with the constraint vector v 0 .
We note first that for a given lattice there always exists the shortest lattice vector l satisfying | v 0 | l that we denote by l( ). We define the following algorithm A: The contraction of the initial lattice is 'minimal' in the sense that the thickness of the resulting lattice satisfies ( ) ( )
A1. Find l( ).

A2. Contract along l( ) to obtain
The optimal constrained lattice is obtained by application of the algorithm A to an optimal (unconstrained) lattice with covering radius r i such that R( ) ≈ r.
In dimensions d = 2, 3, 4, 5 as the initial lattices one takes the so-called Voronoi's principal lattice of the first type, A * d [6] but the procedure can be generalized to any number of dimensions by taking as the input the best known lattice covering in a given dimension [6] . Figure 1 illustrates the procedure for the two-dimensional A * 2 lattice. It is seen there that contraction of the lattice can change the initial Voronoi cell and the covering radius. However when the vector l( ) initially lies on the 'constraint surface' depicted by the dashed circle in figure 1 , the procedure acts trivially (no contraction only rotation) leaving the final lattice optimal. One often encounters trivial procedures when the vector l( ) is large as compared to the Voronoi cell, and moreover in this case contractions are small. On the other hand, the last trivial procedure occurs when the resolution vector and the shortest lattice vector have equal lengths, that is, when R(A * Some of these features are seen in figure 3 which shows results of application of the construction to the model (5) in 3 and 4 dimensions for different covering radii. The resolution vector is v 0 = (2π, 0, . . .) and the observation time is 2 years. We do not continue above r 2 = 1 because of limited validity of the simple interpretation of the covering radius in terms of loss of the signal-to-noise ratio (see equation (7)). As for a fixed volume of the Relation between the covering radius and the maximum signal-to-noise ratio loss is given by equation (7). parameter space, the number of points needed to cover the space with balls of a given radius (i.e., for allowed loss of the signal-to-noise ratio) is proportional to the thickness, the diagram demonstrates that the excess of points due to constraints is minor for the wide range of radii which makes the search strategy based on FFT/FFTW effective.
Search strategy
We have the following strategy to extract GW signals from WDWD binaries in the mock LISA data. We search the band from 0.1 mHz to 25 mHz. We divide the data into bands of 0.1 mHz each. Above 3 mHz, we include the frequency derivative in our search. In each band, we search for the signals using the F-statistic and the following iterative procedure. We find the strongest signal, estimate its parameters, reconstruct the signal in the time domain and remove it from the data. We then search for the next strongest signal and so on until the signal-to-noise ratio (SNR) of the detected signal estimated as [4] 
falls below a certain threshold. Estimation of parameters on the training data set led us to the following choice for the thresholds: for frequencies below 3 mHz SNR = 10 and for frequencies above 3 mHz SNR = 7.5. The choice of threshold is dictated by the computing resources available to do the analysis. To do the search, we use a constrained grid described in the previous section. For each signal, the coarse search over the grid is followed by a fine search using the Nelder-Mead procedure with the initial values provided by the template with the largest F-statistic. In our analysis, we always search for individual signals without taking into account interference between the signals. In figures 3 and 4, we have presented application of the above strategy to the training challenge 3.1 data set in the bandwidth from 5 mHz to 5.1 mHz. In this bandwidth, we have identified 75 signals altogether out of 76 above the threshold of 7.5 present in the data. The total number of signals present in the bandwidth was 190. The accuracy of estimation of most of the signals is one sigma, where the sigma is calculated from the Fisher matrix. For several signals, the error was very large indicating that either noise mimicked the signal or the residuals of removed signals remained significant. This could happen as a result of interference of the signals.
Summary
We have presented an efficient algorithm to search for almost monochromatic GW signals in the simulated LISA data. We construct a nearly optimal grid with constraint which allows us to use FFT in computing F-statistic. We filter the data through the template bank. The template with the highest F-statistic is used as a seed for the next step where we further refine the parameters. Then the strongest signal is removed from the data and the search procedure is repeated until the remaining signals have SNR below a preselected threshold. We have tested the algorithm on the training data set.
Appendix A.
In general for any discrete set of points S = { s 1 , s 2 , . . .} in R n the covering radius R of S is defined as the least upper bound for any point of R n to the closest point s i :
Then spheres of equal radius r centered at the points s i will cover R n only if r R. A lattice is a discrete subset of R n . Any lattice has a basis { l 1 , . . . , l n } of linearly independent vectors such that the lattice is the set of all linear combinations of l i 's with integer coefficients: 
