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Abstract
In this work we present a novel method to evaluate the liquid-vapor critical temperature using a
generalization of the Microcanonical-ensemble computer simulation method (MCE). The isotherms
of the chemical potential versus densities are obtained for a square-well (SW) fluid with interaction
range λ/σ = 1.5: From these curves we extracted the critical temperature for different system sizes
observing the change of the slope on the curves of the chemical potential in the critical region as
function of the temperature. Working with different systems sizes and Finite Size Scaling (FSS)
Theory the critical temperature Tc = 1.2180(29) and the critical exponent ν = 0.65(3) are obtained,
without previous knowledge of Tc or ν. These results are in good agreement with the reported
values for this system.
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I. INTRODUCTION
Computer simulations are a common tool to study the critical behavior in fluids. Various
programming algorithms and techniques have been developed in order to study the phase
boundaries, critical points and the universality classes of fluids with different interaction
potentials [1–7]. Numerical simulations are restricted to finite systems, nevertheless the finite
size scaling (FSS) theory [8] allows us to extrapolate the results obtained from finite systems
in order to extract the critical properties of the infinite system. For the evaluation of the
critical point in fluids we need to evaluate two separate parameters, the critical temperature
and the critical density. This is due to a lack of a well defined axis of symmetry, unlike
magnetic materials and other condensed matter systems where the evaluation of the critical
point requires just one parameter, generally the critical temperature. The aim of this work
is to show that it is possible to evaluate just one parameter, the critical temperature, at
least in a system with a moderate asymmetry, using a novel methodology that requires the
calculated values of the chemical potential. Where the chemical potential curves as function
of the density are obtained with an efficient algorithm derived from the Microcanonical-
ensemble computer simulation method (MCE) [9, 10].
We applied the method in the square-well (SW) fluid system, that is considered as the
simplest non-trivial model that capture the main phenomenology of real atomic fluids [11].
The SW potential incorporates a hard sphere repulsion and a finite range attraction. The
SW particles of diameter σ interact with the potential
φ(r) =


∞ if r ≤ σ
−ǫ if σ < r ≤ λσ
0 if r > λσ
, (1)
where ǫ is the depth-well energy and λ is the range of the attractive interaction. When
λ = 1.5 the SW fluid has as advantage that presents a not so strong asymmetry in the
Vapor Liquid Equilibrium (VLE) phase diagram in the vicinity of the critical region. This
feature seems to be associated to a small value of the Yang-Yang ratio Rµ = −0.08(12) [12],
in contrast to the strong asymmetry of the Restrict Primitive Model (RPM) whose ratio is
Rµ ≃ 0.26 [13].
In the next section the numerical algorithm used in this work will be explained. In
Section III the results and the simulation details for the SW fluid system are presented. The
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concluding remarks close the paper in Section IV.
II. SIMULATION METHOD
As a first step we will explain the basic points of the MCE method, the complete ex-
planation can be found on Ref. [9]. The MCE method allows the direct evaluation of the
inverse temperature as function of the internal energy using the microcanonical relation
P
(m)
νµ
P
(m)
µν
=
Ω(Eµ)
Ω(Eν)
, (2)
where P
(m)
νµ is the probability, in the microcanonical ensemble, to reach the macrostate
Ω(Eµ) starting from the macrostate Ω(Eν) and P
(m)
µν is the reversal probability, and ∆E =
Eµ − Eν = ηǫ, with η integer. This fact is used to obtain the inverse temperature,
∆S = kB(lnP
(m)
νµ − lnP
(m)
µν ) ≈ ηǫ
1
T
, (3)
with N and V fixed. The algorithm works using random displacement of particles to take the
system to the different energy levels allowed in the simulation, i.e. the particle displacement
is the mechanism that generate new microstates.
In this work we will be focused in the evaluation of the chemical potential, thus the fixed
N condition must be removed. The system can reach new macrostates inserting or removing
particles at random, this is the new mechanism, and now P
(m)
(νj)(µi) will be the probability to
reach the macrostate with energy Eµ and number of particles Ni starting from the macrostate
with energy Eν and number of particles Nj . In this case the change on the entropy will be
∆S = kB ln (P
(m)
(νj)(µi)/P
(m)
(µi)(νj)) ≈ ∆E
1
T
+ γ
µ
T
, (4)
where γ = ±1 = ∆N . The last equation depends on E and N , where the parameters
µ/T and 1/T can be extracted from the simulations. At this point, if we want to perform
the simulations in the microcanonical ensemble, it will be necessary to keep the record of
the changes in the energy and the number of particles in the system. In order to avoid the
dependence on E, i.e. just keep track of the changes in the number of particles, a heat-bath is
incorporated to the simulation at a fixed T . The probabilities are now P ∝ Ω(E,N)e−E/kBT ,
where the absence of the superscript indicates that we are no longer in the microcanonical
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ensemble, and the ratio of the probabilities will be given by
P(νj)(µi)
P(µi)(νj)
=
P
(m)
(νj)(µi)
P
(m)
(µi)(νj)
e−(Eν−Eµ)/kBT =
Ω(Eµ, Ni)
Ω(Eν , Nj)
e∆E/kBT . (5)
Combining Eqs. (4) and (5) the chemical potential can be obtained with
ln (P(νj)(µi)/P(µi)(νj)) ≈ γ
µ
kT
. (6)
As the right hand side of the last equation is now ∆E independent we can drop the subscripts
µ and ν in the probabilities. In the simulation the probabilities now can be estimated with
the rate of attempts Tji to go from a macrostate with Nj particles (level j) to a macrostate
with Ni (level i). The quantity Tji is given by the relation
Tji =
zji
zj
, (7)
where zji is the number of times that the system attempts to change from level j to level i
and zj is the number of times that the system spends in level j. For the estimation of the
zji and zi values, the detailed steps are:
(i) With j as the initial state, we choose a point coordinate within the simulation box at
random and zj is always incremented by 1.
(ii) If a particle is located at the chosen coordinate its removal would lead to a state with
Ni = Nj−1, otherwise an insertion of a particle centered at the coordinate would lead
to the state Ni = Nj + 1.
(iii) If Ni is an allowed particle level we evaluate ∆E between states Ni and Nj, and the
quantity zji is incremented by 1 with probability min(1, e
−∆E/kT ).
(iv) The particle remove/insertion attempt is accepted with probability min(1,
zijzj
zjizi
). This
condition assures that all levels are visited with equal probability, independently of
their degeneracy.
The values zj and zji are initialized to 1 and after a large number of particle remove/insertion
attempts we will observe that Tji → Pji. The main difference with respect to the original
MCE algorithm is step (iii), where the heat-bath condition is incorporated.
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Once that the quantities zji and zi are obtained the chemical potential can be evaluated
with the relation
µ∗(ρ∗i ) =
1
2
[(ln (Ti,i−1/Ti−1,i)− ln (Ti,i+1/Ti+1,i)] , (8)
where we used the reduced units V ∗ = 1, ρ∗i = σ
3Ni
V
= σ3Ni, T
∗ = kT/ǫ and µ∗ = µ/T ∗.
An additional advantage of the algorithm is that it is possible to restrict the particle
levels discarding all cases where Ni < Nmin or Ni > Nmax.
The simulations were carried out in an unitary box with periodic boundary conditions,
and different system sizes. The input values are the reduced temperature and the reduced
density intervals, where the simulations will be restricted. As an example for L = 8σ
(σ = 0.125) and 0.10 ≤ ρ∗ ≤ 0.50 the simulation is restricted to Nmin = 51 and Nmax = 256
particles. In Fig. 1 we are showing the isotherm T ∗ = 1.208 for four different system
sizes L/σ = 6, 7, 8 and 9. The curves were obtained using up to 1.5Nmax × 10
7 particle
removal/insertion attempts and four different independent runs for every set of parameters.
0.1 0.2 0.3 0.4 0.5
ρ∗
-3.7
-3.65
-3.6
µ∗
L = 6σ
L = 7σ
L = 8σ
L = 9σ
FIG. 1: Reduced chemical potential vs. reduced density for T ∗ = 1.208, λ = 1.5 and simulation
box length L/σ = 6, 7, 8 and 9, from top to bottom on the left side of the graph. The symbols
are the simulation results and the solid lines are fifth order polynomial fits to simulation data.
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III. RESULTS
We can observe that the method is able to capture the behavior of the chemical potential
in the coexistence region, where the unstable phase, ∂µ∗/∂ρ∗ < 0, is clearly visible. It is
possible to obtain the coexistence densities from these curves using the equal area rule, that
can be derived from the Gibbs-Duhem equation and the equilibrium conditions for pressures
P ∗v = P
∗
l and chemical potentials µ
∗
v = µ
∗
l , where the subscripts v and l indicates the vapor
and liquid phase respectively. Table I shows the estimation of the coexistence densities and
the equilibrium chemical potential, µ∗
eq
, obtained from the data shown in Fig. 1.
TABLE I: Vapor-liquid coexistence and equilibrium chemical potential data for λ = 1.5 and T ∗ =
1.208 for four system sizes. The values between parenthesis indicate the uncertainty in the last
digits.
L/σ ρ∗v ρ
∗
l µ
∗
eq
6 0.1197(3) 0.4988(20) −3.6350(5)
7 0.1312(2) 0.4887(6) −3.6363(3)
8 0.1400(8) 0.4798(25) −3.6364(4)
9 0.1465(21) 0.4724(24) −3.6369(3)
It must be point out that the chemical potentials curves obtained here seem to be shifted
with respect to those reported by Del Rı´o et al. [14], but this fact does not affect the
estimated coexistence densities. It is possible then to obtain the VLE curve using this
method, and from this curve the critical values for the temperature and the density. This
evaluation will be left for future works and here another approach will be explored. In the
supercritical phase the negative slope must not be present in the chemical potential curves,
so for every systems size it should exist a “critical temperature”, T ∗c (L), where the slope
around the critical density changes its sign. Fig. 2 presents the simulation data for three
different temperatures: above, around and below the critical temperature for L = 6, T ∗c (6).
Since the curves are fairly linear around ρ∗ ≃ 0.3, and as the SW with λ = 1.5 is fairly
symmetric, it will be possible to evaluate the temperature value where the change of slope
is located with a relatively small computational effort. The simulations can be restricted to
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a very narrow number of particle number levels in order to evaluate with high accuracy the
slopes of the chemical potential.
0.1 0.2 0.3 0.4 0.5
ρ∗
-3.6
-3.4
-3.2
µ∗
FIG. 2: Reduced chemical potential vs. reduced density for a system with size L = 6σ and
T ∗ = 1.36, 1.28 and 1.20, from top to bottom. We can observe that the simulation is able to
capture a clear change of slope around ρ∗ = 0.3.
For the evaluation of the critical temperature we performed simulations with system
sizes L/σ = 6.0, 6.5, 7.0, 7.5, 8.0 and 9.0 and up to 2Nmax× 10
8 particle removal/insertion
attempts, using four different independent runs for every set of parameters. In Fig. 3.a
we are showing the results for a system of size L = 6σ for several temperatures, higher
temperatures are in the top of the graphs. In this region it is possible to estimate the slope
with linear fits to the simulation data. In Fig. 3.b we present the slopes as function of T∗.
Using the same procedure for each one of the system sizes considered in this work the curve
of T ∗c as function of L can be obtained. From here a non-linear curve fit is performed to the
scaling relation
T ∗c (L) = T
∗
c + aL
−1/ν , (9)
where T ∗c is the critical temperature in the thermodynamic limit, a is a non universal pa-
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0.26 0.28 0.3 0.32 0.34
ρ∗
-3.5
-3.4
µ∗
1.26 1.28 1.3
T*
-0.2
0.0
0.2
slo
pe
a)
b)
FIG. 3: a) Chemical potential as function of the density for L = 6σ with temperatures in the
interval 1.254 ≤ T ∗ ≤ 1.302 with ∆T ∗ = 4 × 10−3, decreasing from top to bottom. Solid lines are
linear fits to the simulation data. b) Slopes from the linear fits of a) as function of the temperature.
With a linear fit we obtained the value T ∗c (6) = 1.27898(20).
rameter and ν is the correlation length critical exponent.
Fig. 4 shows the estimation of the critical point, along with the ν critical exponent.
From the fit we obtain the values Tc = 1.2180(29) and ν = 0.65(3), which are in good
agreement with the reported values for the SW with λ = 1.5 and the critical exponent for
the Ising model, ν = 0.6302(1) [15], respectively. The value for the non universal parameter
a obtained from the same fit is a = 0.95(8). In table II we are summarizing our results,
along with previous reported values of T ∗c and ν.
The incertitude in the critical point found in this work is one order of magnitude bigger
that the reported in Refs. [12, 16], this is due to the low number of independent simulations
performed. The issue will be addressed in future works.
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0 0.05 0.1 0.15
L−1
1.22
1.24
1.26
1.28
T c*
(L
)
FIG. 4: Evaluation of the critical temperature and the correlation length critical exponents. Black
dots are the results according to the simulation method presented in this work and the dashed line
is a non-linear curve fit to Eq. (9). The results from the fit are T ∗c = 1.2180, ν = 0.65 and a = 0.95.
TABLE II: Critical parameters for the SW fluid with λ = 1.5 obtained in this work and those from
literature.
T ∗c ν Source
1.2180(29) 0.65(3) This work
1.2179(3) 0.63(3) Orkoulas et al. [12]
1.218 − Del Rı´o et al. [14]
1.2172(7) − Singh et al. [16]
IV. CONCLUSIONS
We present a novel methodology for the evaluation of the critical temperature and the
correlation length critical exponent for a SW fluid with interaction range λ = 1.5. The
method is able to obtain reliable results, even with small statistic, without previous as-
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sumptions about the value of T ∗c and ν. In future works we will be exploring the possibility
to implement the method in systems with bigger asymmetry, in particular for another ranges
in the SW fluid or the Lennard-Jones fluid. Another problem that can be addressed is the
complete evaluation of the VLE curve using the µ∗ versus ρ∗ curves. From the coexistence
curves it will be possible to evaluate the critical density using the Wegner expansion [17].
We must point out that our method fails at high densities, in the same way that the Widom
test-particle-insertion (TPI) method [18] fails, and it is not possible to obtain numerical
values of the chemical potential for the densities reported by Lab´ık et al. [19]. In a possible
future work we will try to implement a variation of the scaled-particle Monte Carlo (SP-MC)
method to our algorithm for high densities.
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