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The aim of this article is to construct a dynamical model of parallel computation on bi-
infinite time-scale. Our approach is similar to two-sided symbolic dynamics, however
bi-infinite sequences are transformed to bi-infinite graphs for a suitable description of
parallelism and concurrency.
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1. Introduction
A computational process executed by some system can be considered, from the general point of view, as a motion and
thus can be described as a dynamical system. Then it can be a subject of analysis using all the tools of dynamical system
theory. The process of computation on one processor can be visualized as a sequence of successive executions of commands
defined over a finite set of instructions. It is exactly the situation in symbolic dynamics, when a sequence of symbols from a
finite alphabet is shifted from the right to the left. If our computation schedule is large (i.e. we have a long list of instructions
to be executed) then we can agree that our computation schedule is represented by a bi-infinite sequence of symbols (i.e.
a sequence indexed by Z). In such a case the index 0 points out the instruction executed currently. Notice that this kind of
generalization (i.e. description of a problem by infinite models instead of finite ones) is very natural and common (e.g. most
of themodels in engineering assume that there are infinitelymany atoms in a given solid etc.). The samewaywe assume that
the tape in Turing model is infinite, because we do not want to restrict the length of computations. Modelling a dynamical
behavior by a sequence of symbols is not a new idea. It was originally applied in [1] in the late XIX century.
The problem of interrelations between dynamics of computation and the computation process itself, perceived in the
theory of computing firstly, is a subject of a research which is considered from several points of view [2–7]. Nevertheless
we are still far from the full understanding of it. This is caused, mostly by the fact, that many questions about dynamics in
models proposed till now are undecidable.
In contrast to the above mentioned development of sequential models, not much is known about the dynamical aspects
of parallel computation. In our research on relations between the dynamics of sequential computations and their parallel
counterparts we introduced in [8] a framework, joining the main ideas of Symbolic Dynamics and theory of Traces, which is
used tomodel parallel computations. However the disadvantage of thismodel is that in each stepwe loose some information
about the path of computation which is responsible for the current state of the system.
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In the paper we will construct a framework which is similar to bi-infinite sequences in symbolic dynamics. We have
to develop a technique which will transform a linear computation schedule (represented by a bi-infinite sequence) into
a new object which represents schedule of parallel computing. In particular, the symbol at index 0 and the future of
computation (represented by symbols at indices from N) must be related to the future in a schedule in our model of parallel
computing. In a similar way as in [8] we undertake this research problem basing on theory of traces, as a tool of description
of parallelism and using methods of symbolic dynamics. However we will have to develop some additional objects which
will be suitable for bi-infinite time-scale. The notion of a trace was introduced in [9] in a combinatorial context. Later, with
a great success, this notion was applied in [10] to model the concepts of parallelism and concurrency. Presently, there are
numerous research papers, monographs and textbooks on trace theory (see e.g. [11,12]) however they focus, mostly, on
combinatorial aspects of modelled processes. Dynamical properties of parallel computational processes described by traces
and sequential computations in relation to their parallel counterparts in a space of traces are still challenging problems.
In our research we will focus on dynamical model of parallel computation on bi-infinite time-scale. We have to extend
our framework of [8] to model computations with the specified past. In fact we introduce bi-infinite traces to model such
computations and extend a notion of a trace shift map to cover this bi-infinite case. As we will see, the situation is even
more complex than this of [8] and introduced shift operator Φ (on bi-infinite traces) give rise to much richer dynamics.
The further study of the properties of Φ seems to be a challenging problem. We hope that our framework will generate a
deeper insight into the dynamics of parallel computation and will be motivating for a further development in the theory of
computing.
2. Definitions and notations
LetΣ∗ denote the set of all finite words over an alphabetΣ . The setΣ∗ with concatenation of words forms a freemonoid
with the minimal set of generators Σ . The unit element of concatenation, denoted by 1, is called the empty word. For any
word w ∈ Σ∗ we denote by |w| the length of w that is the number of letters which form this word. By |w|a is denoted the
number of occurrences of the letter a in w. For the set of all letters from Σ which occur in w the notation alph(w) is used.
Hence alph(w) = {a ∈ Σ : |w|a > 0}.
We denote by I ⊂ Σ ×Σ a symmetric and irreflexive relation called the independence relation. The relation I induces a
congruence∼I onΣ∗. Considered aword as a sequence of actions denoted by letters and executed on some sets of resources
we can interpret the independency of a and b as a possibility of a parallel execution of these two actions. The complement
of I , that is (Σ × Σ) \ I is called the dependence relation and is denoted by D. The quotient Σ∗/∼I is the free partially
commutative monoid and is denoted byM(Σ, I) or byM(Σ,D). Elements ofM(Σ, I) are called traces.
A word w ∈ Σ∗ is in Foata normal form, if it is the empty word or if there exist an integer n > 0 and non-empty words
v1, . . . , vn ∈ Σ+ such that:
(1) w = v1 · · · vn,
(2) for any i = 1, . . . , n the word vi is a concatenation of pairwise independent letters and vi is minimal with respect to the
lexicographic ordering,
(3) for any i = 1, . . . , n− 1 and for any letter a ∈ alph(vi+1) there exists a letter b ∈ alph(vi) such that (a, b) ∈ D.
Every trace t ∈ M(Σ, I) has the unique Foata normal form. Traces could be also represented as labelled, directed and acyclic
graphs. This possibility is described now. Remind that a directed and acyclic graph defines a partial ordering on the set of its
vertices and that this partial ordering is called well founded if every non-empty subset of vertices has a minimal element. A
dependence graph G = [V , E, λ] over (Σ,D) consists of
(1) V , a finite or countable set of vertices
(2) E ⊂ V×V , an edge relation such that the directed graph (V , E) is acyclic and the induced partial ordering iswell founded
(3) λ : V → Σ , a vertex labelling function such that (λ(x), λ(y)) ∈ D if and only if (x, y) ∈ E ∪ E−1 ∪ ∆V where ∆V =
{(x, x) : x ∈ V }.
The set of all dependence graphs is denoted by G(Σ,D). It could be converted into a monoid with the empty graph
1 = [∅,∅,∅] as the neutral element of a concatenation of graphs defined as follows. For dependence graphsG1 = [V1, E1, λ1]
and G2 = [V2, E2, λ2]we put
G1 · G2 = [V1, E1, λ1] · [V2, E2, λ2] = [(V1∪˙V2), E1∪˙E2∪˙{(x, y) ∈ V1 × V2 : (λ1(x), λ2(y)) ∈ D}, λ1∪˙λ2].
Used in the above symbol ∪˙ denotes the disjoint union of sets.
The set of all dependence graphs with the concatenation is a monoid denoted by G(Σ,D) andM(Σ, I) is isomorphic to
a submonoid ofG(Σ,D) consisted of all finite graphs. We have a natural morphism φG : Σ∗ −→ G(Σ,D). We may extend
φG from finite to infinite words, putting for w = w1w2 · · · the dependence graph φG(w) = [V , E, λ] where V = N and
λ(i) = wi for any i ∈ N. There exists an arrow (i, j) ∈ E, if and only if i < j and (wi, wj) ∈ D. The image φG(w) ∈ G for any
w ∈ Σ∞ is called a real trace. The family of all real traces is denoted by R(Σ,D) or R(Σ, I). If t = sq then s is called a prefix
of t and denoted by s ⩽ t . Now we introduce a topology in R(Σ, I) defining a metric as follows.
dR(s, t) =

2−lR(s,t) if x ≠ y
0 otherwise
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where
lR(s, t) = sup{n ∈ N : ∀p ∈ M(Σ, I), |p| ≤ n, p ≤ s ⇔ p ≤ t}.
The set R(Σ, I) endowed with the metric dR is a compact metric space.
3. Two-sided real traces
Definition 1. Let (Σ,D) be a dependence alphabet. A dependence graph with dot G = [V , E, λ] consists of
(1) V a finite or countable set of vertices
(2) ⊙ an additional vertex⊙ ∉ V andV = V ∪ {⊙}
(3) E ⊂ V ×V an edge relation such that the directed graph (V , E) is acyclic
(4) λ : V → Σ a vertex labelling function such that (λ(x), λ(y)) ∈ D if and only if (x, y) ∈ E ∪ E−1 ∪ ∆V ∩ V × V , where
∆V = {(x, x) : x ∈ V }
(5) V = L(G) ∪ R(G), where
L(G) = {v ∈ V : there is a path from v to⊙ in G}
R(G) = {v ∈ V : there is a path from⊙ to v in G} .
Notice that L(G) ∩ R(G) = ∅ since G is acyclic.
The set of all dependence graphs with dot is denoted by G•(Σ,D). It could be converted into a monoid with the empty
graph 1 = [{⊙} ,∅,∅] as the neutral element. However we need in the sequel a limited version of concatenation of graphs
defined as follows. For a finite dependence graphs with dot G1 = [V1 ∪ {⊙} , E1, λ1] and G2 = [V2 ∪ {⊙} , E2, λ2]we put
G1 · G2 = [V1 ∪ {⊙} , E1, λ1] · [V2 ∪ {⊙} , E2, λ2] = [(V1∪˙V2 ∪ {⊙}), E1∪˙E2∪˙A, λ1∪˙λ2]
where A = {(x, y) ∈ (L(G2)× L(G1)) ∪ (R(G1)× R(G2)) : (λ1(x), λ2(y)) ∈ D}.
Let us define a mapping ϕRG : Σ → G•(Σ,D) putting for a letter a ∈ Σ the two vertex graph ϕRG(a) = [{a,⊙} ,{(⊙, a)} , λ] where λ(a) = a. This mapping can be extended to a morphism ϕRG : Σ∗ → G•(Σ,D) by putting ϕRG(ua) =
ϕRG(u)ϕ
R
G(a) for any a ∈ Σ and u ∈ Σ+. Similarly we define a mapping ϕLG : Σ∗ → G•(Σ,D) but now ϕLG(a) = [{a,⊙} ,{(a,⊙)} , λ], λ(a) = a and ϕLG(ua) = ϕLG(a) · ϕLG(u) for any a ∈ Σ and u ∈ Σ+. Denote by u.v a pair of words and let
S(Σ) = {u.v : u, v ∈ Σ∗}. Define a map ϕ•G : S(Σ)→ G•(Σ,D) putting ϕ•G(u.v) = ϕLG(u) · ϕRG(v).
We may extend the mapping ϕ•G from two-sided to bi-infinite words. For w = · · ·w−1w0w1 · · · the dependence graph
with dot ϕ•G(w) = [V ∪ {⊙} , E, λ] is defined as follows. We put V = Z and λ(i) = wi for any i ∈ Z. There exists an arrow
(u, v) ∈ E, if and only if
(1) u, v ∈ V , u < v < 0 or 0 ≤ u < v, (wu, wv) ∈ D,
(2) u < 0 and v = ⊙,
(3) u = ⊙ and v ≥ 0.
That way we have defined bi-infinite traces. The image ϕ•G(w) for any w ∈ S(Σ) ∪ΣZ is called a two-sided real trace. The
family of all real two-sided traces is denoted by R•(Σ,D). We denote the set of finite two-sided traces (with finitely many
vertices) byM•(Σ, I). The set of bi-infinite real traces is denoted Rω•ω(Σ,D).
For any finite two-sided real trace s ∈ M•(Σ,D) and bi-infinite real trace t ∈ Rω•ω(Σ,D) we define s · t extending,
in some sense, the operation of concatenation defined on S(Σ). Namely, we can assume that L(s) = {−n, . . . , 1} and
R(s) = {1, . . . ,m}. Then it is enough to put V = (L(t)− n)∪ L(s)∪ {⊙} ∪ R(s)∪ (R(t)+m)where A+ k = {a+ k : a ∈ A}.
Now we copy edges and labels in the natural way, putting additional edges from the set (L(t)− n) to L(s) and from R(s) to
R(t)+m if necessary, the same way as it was done in the case of concatenation of finite two-sided traces.
If t ∈ M•(Σ, I) then define its length to be the integer |t| = max{#L(t),#R(t)}. If there exist traces s, t, r such that
t = s · r then we write s ≤ t and call s a (two-sided) prefix of t . If s ≤ t and t ≤ s then we write s = t , otherwise s ≠ t .
Let G = [V , E, λ] ∈ R•(Σ,D). For any v ∈ R(G)we denote by |v| the length of the longest path from⊙ to v. If v ∈ L(G)
then |v| = −nwhere n is the length of the longest path from v to⊙. For any integer n > 0 we define FRn (G) = w where the
word w is a concatenation of letters {λ(v) : v ∈ R(G), |v| = n} in the lexicographical ordering defined on Σ and F L−n(G) is
the concatenation of letters from {λ(v) : v ∈ L(G), |v| = −n}. We also define F L0(G) = FR0 (G) = 1. To unify the notation we
put
Fi(t) =

FRi (t) for i ≥ 0
F Li (t) for i < 0.
For any two two-sided traces s, t ∈ R•(Σ,D), s ≠ t we define
lpref(s, t) = max {n : r ≤ s ⇔ r ≤ t for every r ∈ M•(Σ, I)with |r| ≤ n}
lfnf(s, t) = max {n : Fi(s) = Fi(t) for i = −n, . . . , n}
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and that way we introduce two metrics on R•(Σ,D) called prefix metric and Foata normal form metric respectively:
dpref(s, t) =

2−lpref(s, t) if s ≠ t
0 if s = t, dfnf(s, t) =

2−lfnf(s, t) if s ≠ t
0 if s = t.
Proposition 2. Metrics dpref and dfnf are uniformly equivalent.
Proof. Let us fix any r ∈ M•(Σ, I). Observe that if
w = F Ln(r) · · · F L1(r).FR1 (r) · · · FRn (r)
and wˆ = ϕ•G(w) then |wˆ| ≤ n and wˆ ≤ r . Furthermore, if |r| ≤ n then r = wˆ and if |r| ≥ n then |wˆ| = n. 
Proposition 3. MonoidsM•(Σ, I) andM(Σ,D)×M(Σ,D) are isomorphic.
Proof. Notice that if w ∈ Σ∗ then φG(w) equals ϕRG(w) with removed vertex ⊙. Furthermore ϕRG(w) is the graph ϕLG(w)
with the all edges reversed. 
Proposition 4. If we endow the space R(Σ,D)×R(Σ,D)with the metric d((x1, x2), (y1, y2)) = max {dR(x1, y1), dR(x2, y2)}
then we obtain a metric space homeomorphic to (R•(Σ,D), dfnf). The same is true for Rω•ω(Σ, I) and Rω(Σ, I)× Rω(Σ, I).
Proof. Notice that if we restrict in t ∈ R•(Σ,D) the set of vertices putting v ∈ R(t) then we obtain as the result a real trace.
Similarly, taking a subgraph of t with vertices v ∈ L(t) and reversing all edges we obtain once again a real trace. Remaining
part of the proof follows from the definition of Foata Normal Form. 
4. Shifts on bi-infinite traces
Given t ∈ Rω•ω(Σ, I) and i ∈ Z, i ≠ 0 let ψ(i, t) be a bi-infinite trace obtained from t by removing all vertices with
|v| = i. We define a mapΦ : Rω•ω(Σ, I)→ Rω•ω(Σ, I)which is an analogue of σ onAZ. Given t ∈ Rω•ω(Σ, I) the mapΦ
will shift F1(t) from the right to the left side of the vertex⊙. Strictly speaking
Φ(t) = ϕLG(F1(t)) · ψ(1, t).
The mappingΦ seems to be similar to σ , however it is only the first impression. The most important difference is thatΦ
is not invertible. In fact it is neither injective nor surjective.
Example 5. LetΣ = {a, b, c} and let the relation I be represented by the undirected graph b− c . Note that in that case the
bi-infinite trace:
can be obtained as theΦ image of bi-infinite trace
or
Additionally observe that none of the two above graphs can be obtained as an image ofΦ .
Proposition 6. The mapΦ is continuous.
Proof. To prove this it is enough to make two observations. If Fi(t) = Fi(s) for i = −n, . . . , n then Fi(ψ(1, t)) = Fi(ψ(1, s))
for i = −n, . . . , n − 1. Additionally, if r ∈ M•(Σ, I) is a trace then Fi(r · t) = Fi(r · s) for |i| ≤ n and if n > 1 then also
Fi(ϕLG(F1(t)) · t) = Fi(ϕLG(F1(s)) · s) because in this case ϕLG(F1(t)) = ϕLG(F1(s)). Hence the mapping ζ (t) = ϕLG(F1(t)) · t is
continuous. Finally observe thatΦ = ψ(1, ·) ◦ ζ and so it is continuous as a composition of continuous mappings. 
Proposition 7. The set X =∞n=0Φn(Rω•ω(Σ, I)) is closed andΦ invariant (i.e.Φ(X) = X). It is the largest set (in the sense of
inclusion) with these properties. The caseX = Rω•ω(Σ, I) holds iff I = ∅. In that case (Rω•ω(Σ, I),Φ) is equivalent to (ΣZ, σ ).
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Proof. LetA ⊂ Rω•ω(Σ, I)be a set such thatΦ(A) = A. Fix any t0 ∈ A. There exists a sequence {tn}∞n=1 such thatΦ(tn) = tn−1
for n = 1, 2, . . .. ThenΦn(tn) = t0 and so t0 ∈ Φn(Rω•ω(Σ, I)) for every n. This implies that t0 ∈ X.
Additionally notice that
Φ(X) = Φ
 ∞
n=1
Φn(Rω•ω(Σ, I))

⊂
∞
n=1
Φn+1(Rω•ω(Σ, I)) =
∞
n=0
Φn(Rω•ω(Σ, I)) = X.
If we fix t0 ∈ X then there are tn ∈ Rω•ω(Σ, I) such that Φ(tn) = tn−1 for n ≥ 0. Thus t1 = Φn−1(tn) for n ≥ 1 and so
t1 ∈ X. ButΦ(t1) = t0 and so X ⊂ Φ(X).
To finish the proof let us assume that there are distinct a, b ∈ Σ such that (a, b) ∈ I . Then t ∈ Rω•ω(Σ, I) defined below
is not contained in the setΦ(Rω•ω(Σ, I)). Namely, if t = Φ(s) then F1(s) ⊃ F−1(t) and so smust have the form
and as the result, the graphΦ(s) equals
which is impossible. When I = ∅ then we may naturally identify each t ∈ Rω•ω(Σ, I)with the sequence
· · · F−2(t)F−1(t).F1(t)F2(t) · · ·
and by the observation that Fi(Φ(t)) = Fi+1(t) for i ≠ 0,−1 and F−1(Φ(t)) = F1(t) the proof is finished. 
Proposition 8. Let t be a bi-infinite trace. If F−1(t)F1(t)∼I F−1(Φ(t)) then t ∉ X, where X =∞n=0Φn(Rω•ω(Σ, I)).
Proof. If t ∈ ∞n=0Φn(Rω•ω(Σ, I)) then for every n there exists a bi-infinite trace tn ∈ Rω•ω(Σ, I) such that t = Φn(tn) ∈
Φn(Rω•ω(Σ, I)). Notice that the functionΦ shifts whole Foata step one position to the left. After every such shift some kind
of reordering is enforced on the result to assure the obtained trace consists of proper Foata steps. Now observe that the
condition in our proposition points out that on the left and the right sides of the symbol⊙ there are pairwise independent
symbols. In otherwords one Foata step is divided by⊙ into two parts. It is impossible to obtain such a configuration iterating
the functionΦ on any bi-infinite trace t1 from Rω•ω(Σ, I). Hence t ∉ Φ1(Rω•ω(Σ, I)) and the proof is finished. 
Example 9. Let a relation I be represented by the undirected graph a− b. Consider the following bi-infinite trace t
It can be obtained as the image of the following bi-infinite trace s by the mapΦ:
ButΦ−1({s}) = ∅ because s is not the image of the trace
Observe there is another bi-infinite trace which is transformed to t byΦ:
We can continue this process moving symbols a from the left to the right of the vertex⊙which proves that t ∈ X.
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The above example shows that given a bi-infinite trace t0 it is not easy to find an infinite sequence {tn}∞n=0 of bi-infinite
traces such that Φ(tn+1) = tn even if we know that such a sequence exists for t0. Namely, if we are not careful enough in
our choices of tn, then the process of finding the sequence can be blocked and interrupted. Obviously, when there are many
different symbols in the alphabet and the relation I is more complicated than in the above example then the complexity of
the problem increases. It would be nice to have a clear procedure which determines whether such a sequence {tn}∞n=0 exists,
however up to now we were unable to find the solution.
The considerations assure us that in most cases Φ is not surjective on Rω•ω(Σ, I). Extending the approach presented
in [8] for real traces we obtain another fact aboutΦ .
Proposition 10. Assume that I ≠ ∅. Then there exists a shift X ⊂ ΣZ such that ϕ•G(X) is not closed. In particular the map ϕ•G is
not continuous.
Proof. From the assumptions follows that there are two distinct letters a, b ∈ Σ such that (a, b) ∈ I . To see that ϕ•G is not
continuous it is enough to use [8, Ex. 17]. In that paper we provide an example of a shift Xˆ ⊂ {a, b}ω such that φG(Xˆ) is not
closed subset of Rω(Σ, I). The set Xˆ has the property that aω ∈ Xˆ and we can also assume that akx ∈ Xˆ for every x ∈ Xˆ and
k > 0.
By Proposition 4 the spacesRω•ω(Σ, I) andRω(Σ, I)×Rω(Σ, I) are homeomorphic. Denote by π1 the projection on the
first coordinate π1 : Rω(Σ, I)× Rω(Σ, I)→ Rω(Σ, I) and let π0,∞ : ΣZ → Σω be the projection defined by
π0,∞(· · · a−2a−1.a0a1a2 · · ·) = a0a1ca2 · · ·
Both mappings π1 and π0,∞ are continuous and obviously, the following diagram commutes
ΣZ
π0,∞−→ Σω
↓ ϕ•G ↓ φG
Rω(Σ, I)× Rω(Σ, I) w Rω•ω(Σ, I) π1−→ Rω(Σ, I)
.
We define a shift X ⊂ ΣZ by
X = cl
 ∞
n=−∞
σ n

aω.x : x ∈ Xˆ

where cl A denotes the closure of A. Notice that φG(Xˆ) = π0,∞(X) because aω ∈ Xˆ and akx ∈ Xˆ for all x ∈ Xˆ and k > 0. By
this observation ϕ•G(X) is not closed as otherwise φG(Xˆ) is closed. In particular the mapping ϕ•G is not continuous (because
the image of a compact set is not compact). 
The topological entropy htop(f ) of a dynamical system (X, f ) is the number from the set [0,+∞] which measures
complexity of the dynamics. We do not recall the definition here (see [13]) because the definition is a little bit complicated.
We only highlight the fact that if htop(f ) > 0 then the system is considered chaotic. It is well known that if we define the shift
map σ on {0, . . . , n− 1}Z by putting σ(x)i = xi+1 then htop(σ ) = log n and if g is a subsystem of f then htop(g) ≤ htop(f ).
Let A ⊂ Σ∗ be the set of all words consisting of pairwise independent letters concatenated in the lexicographical or-
dering. Let Z be the set consisting of bi-infinite sequences w ∈ AZ such that words wiwi+1, wi+1wi ∈ Σ∗ are in the Foata
normal form with Foata steps wi and wi+1. Identify w with the word · · ·w−1.w0w1 · · · ∈ ΣZ in the natural way. Now, if
we put t = ϕ•G(w) then wi = Fi+1(t) for i ≥ 0 and wi = Fi(t) for i < 0. because w0w−1 is a word in Foata normal form
then Φ(ϕ•G(· · ·w−1.w0w1 · · ·)) = ϕ•G(· · ·w−1w0.w1 · · ·). Then the set Y = ϕ•G(Z) (where elements of Z are identified with
elements ofΣZ) is closed andΦ(Y ) = Y . From these facts we conclude the following:
Theorem 11. The system (Y ,Φ) is a subsystem of (X,Φ). In particular, if D ≠ ∅ then htop(Φ) ≥ log 2.
Proof. The facts about (Y ,Φ) follow by the above considerations. If D ≠ ∅ then there are two dependent letters (a, b) ∈ D.
But then a, b ∈ A and {a, b}Z ⊂ AZ which implies that Q = ϕ•G({a, b}Z) ⊂ Y . But it is easy to verify that Φ(Q ) = Q , Q is
closed and there is one-to-one correspondence between Q and {a, b}Z. Thus, as an immediate consequence, we obtain that
log 2 = htop(Φ|Q ) ≤ htop(Φ). 
Generally Y ≠ X . Consider the following example.
Example 12. Let a, b ∈ Σ and assume that (a, b) ∈ I . Denote by t the following graph
Notice thatΦ(t) = t and so t ∈ X . But t ∉ Y because the word F−2(t)F−1(t) = aab is not in the Foata normal form.
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