We prove an approximation result, that implies the non-occurrence of the Lavrentiev phenomenon. r
Introduction
The purpose of this paper is to prove a general theorem on reparametrizations of an interval on to itself which states that, given an absolutely continuous function x on an interval ½a; b and e40; under appropriate conditions on L and c; there exists a reparametrization s ¼ s e ðtÞ of ½a; b such that the composition x e ¼ x 3 s e is at once Lipschitzian and is such that E-mail addresses: cellina@matapp.unimib.it (A. Cellina), ferriero@matapp.unimib.it (A. Ferriero), elsa@matapp.unimib.it (E.M. Marchini).
Lavrentiev [8] published an example of a functional of the kind Z b a Lðt; xðtÞ; x 0 ðtÞÞ dt; xðaÞ ¼ A; xðbÞ ¼ B;
whose infimum taken over the space of absolutely continuous functions was strictly lower than the infimum taken over the space of Lipschitzian functions. The occurrence of this phenomenon in a minimum problem is not a minor nuisance, since de facto it prevents the possibility of computing the true absolute minimum of a variational problem by numerical methods. In the autonomous case, sufficient conditions to prevent the occurrence of this phenomenon were given by several authors, by imposing enough growth conditions on the Lagrangean L to insure that solutions themselves (exist and) are Lipschitzian, as in [4] or [2] ; in this case, the question was finally settled in a paper by Alberti and Serra Cassano [1] .
Our result applies to non-autonomous problems; it applies to multidimensional rotationally invariant problems, where the measure is r D dr; and, even in the simple autonomous case, it applies to problems with obstacles or with other constraints.
In Sections 3 and 4 of this paper we prove our main result. Section 5 is devoted to applications to avoid the Lavrentiev phenomenon.
The main result
The following is our main result, a reparametrization theorem. Theorem 1. Let x : ½a; b-R N be absolutely continuous and set C ¼ fxðtÞ : tA½a; bg:
Let L : C Â R N -R be continuous and such that Lðx; ÁÞ is convex, and let c: ½a; b Â C-½c; þNÞ be continuous, with c40: Then: ; we see that cX0 (but not cXc40) and that
Hence, the assumption cðt; xÞX0 and R b a LðxðsÞ; x 0 ðsÞÞ dso þ N cannot possibly be dropped.
Preliminary results
The proof of Theorem 1 is based on some simple properties of the (set-valued) function ðx; xÞ-fL n ðx; pÞ : pA@ x Lðx; xÞg; where L n ðx; pÞ is the polar of L with respect to its second variable, i.e. To establish these properties we shall need some preliminary propositions. In what follows, by B½x; r we shall mean the closed ball centered at x and radius r: Proposition 1. Let f be a convex function and pA@f ðxÞ: Then f n is finite at p and f n ðpÞ ¼ /x; pS À f ðxÞ:
Proof. See [10, p. 218] . & Proposition 2. (i) Let f ; f n : R N -R be convex and let f n converge pointwise to f ; let p n A@f n ðxÞ: Then the sequence fp n g admits a subsequence converging to some pA@f ðxÞ:
(ii) Let L : C Â R N -R be continuous and such that Lðx; ÁÞ is convex; let x n -xAC and set f ðxÞ ¼ Lðx; xÞ; f n ðxÞ ¼ Lðx n ; xÞ: Then the same conclusion as in (i) holds for p n A@f n ðx n Þ ¼ @ x Lðx n ; x n Þ: Proof. We prove (i) and (ii) at once setting, in case (i), x n ¼ x and noticing that, in both cases, we have that, for every z; f n ðx n þ zÞ-f ðx þ zÞ:
The sequence fp n g cannot be unbounded; if it were, along a subsequence we would have jp n j-N; choose a further subsequence so that p n =jp n j-p 0 ; where jp 0 j ¼ 1: We have
Hence, the sequence fp n g is bounded and we can select a subsequence converging to p * : If it were p * e@f ðxÞ there would exist so that t 2 Xt 1 implies
(b) In general, the map fðtÞ ¼ f ðxtÞ; being convex, is differentiable for a.e. t: Let t þ 1 4t 1 and t À 2 ot 2 be points where f is differentiable. Approximate f by a sequence ff n g of convex smooth maps, converging pointwise to f : Set f n ðtÞ ¼ f n ðxtÞ: in particular, applying the previous Proposition 2, we have that f 0 n ðtÞ converges to f 0 ðtÞ both at t þ 1 and at t À 2 : Applying point (a) to f n we obtain that
so that, passing to the limit as n-N;
By the monotonicity of the subdifferential of f; for every a 1 A@fðt 1 Þ and a 2 A@fðt 2 Þ; we have 
Proof. (a) Assume, in addition, that f is C 2 : Then, computing the derivatives, one obtains
where H is the Hessian matrix of f computed at x=ð1 þ aÞ; so that the second derivative is non-negative, and the map f ðx=ð1 þ ÁÞÞð1 þ ÁÞ is convex.
(b) In the general case, approximate the convex map f by a sequence of convex differentiable maps f n converging pointwise to f to obtain the required convexity and to have: (c) Applying Proposition 2, let p y A@f ðx=ð1 þ ydÞÞ be the limit of a converging subsequence of frf n ðx=ð1 þ y n dÞÞg: We have (a) C ¼ fxðtÞ : tA½a; bg is a compact subset of R N : consider the set V ¼ fðx; pÞ : xAC; pA@ x Lðx; xÞ; jxjp1g:
By (b) of Proposition 2, arguing by contradiction, we obtain that V is compact. Then, min V L n ðx; pÞ is attained and is finite: let ðx n ; p n Þ; p n A@ x Lðx n ; x n Þ; jx n jp1; be a minimizing sequence; we can assume that x n -x; xAC; x n -x; p n -p; pA@ x Lðx; xÞ: By Proposition 1, we have that L n ðx n ; p n Þ ¼ /x n ; p n S À Lðx n ; x n Þ-/x; pS À Lðx; xÞ ¼ L n ðx; pÞ:
Applying Proposition 3, we obtain that L n ðx; pÞXm; any xAC and any pA@ x Lðx; xÞ; for any xAR N : Hence we have that, for every xAC and any p; L n ðx; pÞ À mX0:
ConsiderLðx; xÞ ¼ Lðx; xÞ þ m: Since @ x Lðx; xÞ ¼ @ xL ðx; xÞ; we have thatL n ðx; pÞ ¼ L n ðx; pÞ À m; and we infer thatL n ðx; pÞX0: 
and
i¼0 T H i : Since fðxðsÞ; x 0 ðsÞÞ : sATg belongs to a compact set and L is continuous, there exists a constant M; such that 
otherwise: One verifies that 8i ¼ 0; y; 2 k À 1; the restriction of t n to I i is an invertible map from I i onto itself (in particular, each t n is an invertible map from ½a; b onto itself). It follows that jt n ðsÞ À sjpðb À aÞ=2 k : (e) We have (g) Fix n such that 2MCe n pe=4: Then, the conclusion of (f) proves the Theorem; in fact, defining x e ¼ x 3 s n ; where s n is the inverse of the function t n ; we obtain, by the change of variable formula [11] hence, at almost every s; the norm of the derivative of x e is bounded by n: This completes the proof. &
Applications: the non-occurrence of the Lavrentiev phenomenon
The theorems below present some applications of Theorem 1 to prevent the occurrence of the Lavrentiev phenomenon to different classes of minimum problems.
Denote by Lipð½a; bÞ and by ACð½a; bÞ; respectively, the space of all Lipschitzian and absolutely continuous functions from ½a; b to R N : Let ECR N and consider the Call infðPÞ N the infimum of fIðxÞ : xALipð½a; bÞ; xðtÞAE; xðaÞ ¼ A; xðbÞ ¼ Bg and infðPÞ 1 the infimum of fIðxÞ : xAACð½a; bÞ; xðtÞAE; xðaÞ ¼ A; xðbÞ ¼ Bg:
Theorem 2. Let L : E Â R N -R be continuous and such that Lðx; ÁÞ is convex and let c : ½a; b Â E-½c; þNÞ be continuous, with c40; then infðPÞ N ¼ infðPÞ 1 :
In the previous Theorem E can be any subset of R N such that the set of absolutely continuous functions with values in E and satisfying the boundary conditions is nonempty. In particular, xAE can describe a problem with an obstacle.
As an application to a problem with a constraint different from an obstacle, let E ¼ R 2 \f0g and call infðP i Þ N the infimum of fIðxÞ : xALip; xðtÞAE; xðaÞ ¼ xðbÞg and having prescribed rotation number iðxÞ ¼ k: Call infðP i Þ 1 the infimum of the same problem but for xAAC:
2 -R be continuous and such that Lðx; ÁÞ is convex and let c : ½a; b Â E-½c; þNÞ be continuous, with c40; then infðP i Þ N ¼ infðP i Þ 1 :
Proof. As it is well known the rotation number i is independent of the parametrizations of x: & Theorem 3 applies in particular to the case Lðx; xÞ ¼ jxj 2 =2 þ 1=jxj; the case of the Newtonian potential generated by a body fixed at the origin. Gordon [6] proved that Keplerian orbits are minima to this problem with k ¼ 1:
As a further application, we consider a vectorial case. Let L : E Â R N -R be a continuous function such that Lðu; ÁÞ is convex (we shall assume that the Lagrangian is independent of the integration variable). Suppose that Lðu; ÁÞ has the symmetry of being rotationally invariant, i.e. assuming that there exists a function h : E Â ½0; NÞ-R such that Lðu; xÞ ¼ hðu; jxjÞ:
Consider the functional 
