Abstract: Under-sampled camera communication (CamCom) systems realized using fast shutter speeds limit the communication channel length and impose restrictions on the minimum signal-to-noise ratio (SNR) requirement of LED based transmitters. In this paper, we present an empirical model to estimate the effective channel length of a CamCom system. Based upon the model, a transceiver methodology is proposed and demonstrated to support low-SNR transmitters, thereby increasing the effective communication distance of an undersampled CamCom link. Moreover, an adaptive threshold decoding technique is presented to make the system robust against the variable frame rate phenomenon. The proposed methodology can be utilized to increase the communication distance of under-sampled CamCom links for infrastructure-to-vehicle communication employing low-SNR transmitters.
Introduction
In recent years, usage of wireless devices has increased exponentially, mainly due to the increasing number of smart multimedia services and applications. In order to serve these services and applications, a large bandwidth is required for wireless data communication, which is pushing the radio frequency spectrum towards congestion. Researchers are keen to find a reliable alternative wireless communication technology to provide relief to the radio frequency spectrum. A natural extension is towards optical frequency (OF). This extension, together with the fact that light emitting diodes (LEDs) are becoming ubiquitous due to their energy efficient properties and ability to turn on and off at medium to high frequencies, has enabled a special type of optical wireless communication (OWC) known as visible light communication (VLC) .
A typical VLC system consists of LEDs as the transmitter. The light intensity of LEDs is modulated according to the data to be transmitted, such that the optical frequency of the transmission is above the flicker fusion threshold of the human eye. This intensity-modulated light is then detected and demodulated using a photo sensitive device, usually a photodiode (PD), acting as a receiver. To utilize the optical spectrum for data transmission, communication protocols have been proposed in IEEE standard 802.15.7 [1] . A data communication speed of a few giga bits per second (Gbps) has been reported utilizing VLC [2] , and an active research area is utilization of VLC for indoor navigation and positioning [3] . This is usually accomplished by using a rolling shutter read out of an image sensor, which is an array of photodiodes, present inside the camera of a smart-phone acting as a receiver [4] . Despite many challenges, VLC is also finding its way towards outdoor applications, including vehicle-to-vehicle (V2V) and infrastructure-to-vehicle (I2V) communications for intelligent transportation systems (ITS). These applications enable a multi transmitter/ receiver environment, where decoding utilizing a single photodiode as a receiver or a rolling shutter read out of an image sensor is a complex procedure. With the inherent benefits of spatially separating noise and the ability to receive data from multiple transmitters, image sensors employing a full frame decoding process are an obvious choice to act as a receiver of multiple-input-multiple-output (MIMO) VLC systems. However, the data rate of image sensor based VLC systems, employing frame based decoding at the receiver, is limited by the camera's frame rate. To increase the data rate, either high speed cameras (HSCs) are used as receivers [5] , [6] or optical communication image sensors are utilized [7] , [8] . Despite their advantages, these are considered expensive solutions. For low data rate and low signal-to-noise ratio (SNR) transmitter applications, including I2V communications, a commercial camera having low frames per second (fps) capability is a feasible solution for a VLC receiver.
To increase the data rate of low-fps receiver based VLC link, a short range screen-to-camera communication link using encoded images is proposed in [9] with additional capabilities of mitigating path loss and inter-symbol interference (ISI). However, the communication distance was limited and also they did not consider the variable frame rate phenomenon of the camera, that introduces a random phase delay in the sampling time of the receiver. For LED-to-camera based optical links, one obvious problem in using a low-fps camera receiver is flickering. This is resolved by undersampling the flicker-free optical pulse by a low-fps camera at fast shutter speeds, as in [10] and [11] . Another work [12] utilized RGB LEDs to increase the data rate of an under-sampled VLC link. They address the variable frame rate phenomenon by proposing a framing strategy for the transmitting signal. However this issue requires further investigation as the hard threshold decoding procedure affects the bit error rate (BER) performance of the system. Moreover, these works require high-SNR transmitters to achieve a specific communication distance due to the limitations imposed by fast shutter speeds.
In this work, we present an empirical model for channel length estimation of a camera communication (CamCom) system. To the best of our knowledge, this is the first work that quantifies the relationship between various transmitter/ receiver parameters and the achievable error-free communication distance of a CamCom link. Based upon the model, we propose and implement a novel VLC transceiver methodology incorporating a flicker-free transmitter and a low-fps camera based receiver with the capability to decode low-SNR signals, thereby increasing the effective communication distance of an under-sampled VLC system. Experimental results demonstrate that 65 m communication distance can be achieved using the proposed technique, employing low-SNR transmitter. Moreover, we quantify the extent of camera phase error caused by variable frame rate phenomenon and introduce an adaptive threshold decoding process to cater for this problem at the receiver end, thereby making it a robust decoding procedure.
The rest of this paper is organized as follows. Section 2 describes the system architecture, and Section 3 explains the implementation details. Results are presented in Section 4, and finally, the paper is concluded in Section 5.
System Architecture

Camera Communication
CamCom utilizes visible light from LEDs as a transmitter and the image sensor inside a camera as a receiver. One or more LEDs are intensity modulated at a frequency higher than the flicker fusion threshold (∼100 Hz [13] ) of the human eye to eliminate flicker. The LEDs are then under-sampled by a low-fps camera to decode the information being transmitted. The camera captures video at a certain frame rate and data is extracted from variation in the pixel values representing the intensity of the LEDs in each frame. This is usually accomplished at very fast shutter speeds to differentiate the intensity variation of the LEDs accurately. However, increasing shutter speed decreases the exposure time, thereby limiting the amount of light entering the image sensor. This in turn decreases the effective communication distance of a CamCom system. The effective communication distance is the maximum achievable distance for an error-free data transmission over the optical channel. The error-free data transmission corresponds to the exact same data received at the receiver end, as transmitted, with zero errors. We conducted experiments to evaluate and quantify the relationship between shutter speed, aperture configuration, transmitter intensity and the achievable communication distance of a CamCom system by evaluating the transmitter intensity in the recorded grayscale frames. These experiments were conducted in an indoor environment under ambient lighting conditions. The first experiment was carried out using a single LED (Avago HLMP-series) acting as a transmitter, which we call Tx1, with luminous intensity of 5.5 cd. The second experiment was carried out utilizing a 3 × 3 array of high bright LEDs (Cree C503-series), called Tx2, having a combined luminous intensity of 50 cd. The third experiment was carried out using an 18 W LED panel, identified as Tx3, having a luminous intensity of 490 cd. The parameters of all the transmitters are listed in Table 1 . The receiver of all these experiments was a NIKON D3200 camera. The experimental setups and results are shown in Fig. 1 and Fig. 2 respectively.
As depicted in Fig. 2 , the effective communication distance decreases with increasing shutter speeds. To compensate for reduced communication distances at fast shutter speeds, the amount of light entering the sensor can be increased to some extent by utilizing a larger aperture. However, a larger aperture drastically decreases the depth of field (DOF) of an image sensor [14] . This will result in achieving critical focus for only a small area in front of the sensor, which is highly undesirable, especially in the case of MIMO transceivers. Moreover, in real-world scenarios, multiple distant transmitters of various sizes and shapes would be operating simultaneously at a given instant of time. The receiver should be able to focus and decode data successfully from all the transmitters in range. This is only possible if the receiver has high DOF. This phenomenon is elaborated in Fig. 3 by showing the effects of different aperture configurations on DOF [15] . To further illustrate this phenomenon, inset images of Fig. 3 show two transmitters, near transmitter (NT) and far transmitter (FT), 5 m apart, with the camera focused on the NT employed at 10 m from the receiver. Top inset image of Fig. 3 is captured at aperture configuration of f/4 while bottom inset image is captured at f/8. Although increasing the aperture to f/4 allows more light to enter the image sensor thereby increasing the communication distance, however, it places the FT out of the DOF of the sensor, resulting in loss of the boundary information of the 3 × 3 LED array of the FT.
Channel Length Modelling
An empirical model for channel length estimation based upon the results shown in Fig. 2 is presented using linear approximation to predict the effective communication distance of the optical link. The model is given by (1) .
where m is defined by (2) .
and r I m is the luminous intensity of the transmitter. r I o is the reference luminous intensity with a value of 5 cd. r S s is the current shutter speed of the receiver. r f c is the current focal length. r f max is the maximum focal length which is 55 mm for the current receiver. r f mi n is the minimum focal length which is 18 mm for the current receiver. r A o is the reference aperture f/stop having a value of 16. r A c is the current aperture f/stop value of the receiver. r ξ is the sensitivity parameter of the image sensor having a value of 1.8 for the current receiver. Solving (1) for I m gives us (3), which is the required luminous intensity of the transmitter to achieve a specific communication distance.
Previous works related to under-sampled optical links [10] - [12] make use of fast shutter speeds (less than 1 ms), thereby limiting the communication distance. In other words, a high-SNR transmitter is required to compensate for the limited exposure time of the image sensor. Estimating the required illumination levels of the transmitter using (3) for an optical channel of length 100 m at a shutter speed of 1/4000 and aperture f/stop value of 8, gives a required luminous intensity of 10 5 cd. This value is too far from realistic illumination levels of low-SNR transmitters related with I2V communications. The Institute of Transportation Engineers (ITE) standard for the luminous intensity of a 200 mm diameter LED-based traffic signal allows a maximum of 617 cd [16] . To enable CamCom for practical distances at these lower luminous intensity levels, a new modulation scheme that allows the receiver to sample at slower shutter speeds, thereby increasing the effective communication distance of the optical link is proposed.
Proposed Modulation Scheme
We propose a 90°offset phase shift on-off keying (90°-PSOOK) modulation with an optical frequency of 125 Hz, thereby satisfying the requirement of a flicker-free pulse. The bit rate is chosen to be 50 Hz. This means that a bit '1' is represented by 2.5 pulse durations of a 90°phase shifted 125 Hz waveform and a bit '0' is represented by its 180°out of phase variant, as shown in Fig. 4(a) .
To evaluate the flicker-free characteristics of the resultant signal, frequency domain analysis of 10,000 bits of a pseudo-random binary sequence modulated with the proposed waveform is illustrated in Fig. 4(b) . The selection of optical frequency correlates with the fact that the shutter speed of the camera can be adjusted at discrete intervals with the slowest possible speed of 1/250, that can expose an entire 'low' level logic or 'high' level logic of a flicker free optical pulse. To achieve this, the frequency of the optical pulse is set to 125 Hz, which is one half the shutter speed. If the shutter speed is further decreased to 1/125, the shutter will always expose a high-to-low or low-to-high transition of the optical pulse resulting in increasing BER. One way to solve this problem is to further slow down the frequency of the optical pulse, however, it will induce flicker in the transmitting LED which is not acceptable. Therefore, a combination of 1/250 shutter speed with 125 Hz modulating optical frequency will enable flicker-free CamCom for low-SNR transmitters. Moreover, a 90°phase offset is introduced in the modulating waveform in order to remove the flicker produced by transmitting two consecutive '1' s or '0' s. A 50 Hz bit frequency is chosen in 
TABLE 2
Receiver Parameters accordance with the PAL video standard of 50 fps capturing one frame per bit. The NTSC standard was not considered due to its inherent synchronization offset since actual frame rates at 30 fps and 60 fps are 29.97 fps and 59.94 fps respectively.
Variable Frame Rate Phenomenon
Another critical aspect related to under-sampled CamCom systems is the arbitrary phase of the camera induced in the decoding process. The frame rate of a low fps camera is always variable thereby continuously introducing a phase offset in exposure time during the capturing process. This variable frame rate phenomenon is worse in cell phone cameras due to firmware and API constraints [17] , to the extent of missing a few frames. However, dedicated digital cameras manage to capture all the desired frames but have induced phase error. In VLC systems, error free decoding can be performed only if the camera samples the LED at the right instant. However, since the switching time of an LED is much faster (15-20 ns [18] , [19] ) as compared to the exposure time of the sensor, if the camera samples during the high-to-low or low-to-high transition of the LEDs due to the induced phase offset, it will result in ambiguous decoding decision due to the hard-threshold criterion. The worst case is inverted decision as a result of a 180°phase shift in the exposure time. This phenomenon is illustrated in Fig. 5 , demonstrating a 500 Hz under-sampled PSOOK pulse being sampled at a 1/4000 shutter speed. Exposure time is depicted as the blue rectangular window.
To further illustrate this phenomenon, experiments were carried out, both indoors and outdoors, in order to evaluate the effect of frame rate variation on the phase shift and decoding process. Tx1 and Tx2 were utilized as transmitters for various experiments. A random binary data stream was generated in a Spartan-3 series FPGA and modulated using the proposed waveform. The modulated data was then sent to the optical front ends of Tx1 and Tx2 for transmission. The receiver for these experiments was a Nikon D3200 camera with the parameters shown in Table 2 . Experiments were carried out at a communication distance of 6 m, 10 m and 24 m between the transmitter and the receiver. 1300 frames were recorded for each experiment and then transferred to a computer for further evaluation. The effect of the camera phase variation due to the variable frame rate is illustrated in the results of the experiments shown in Fig. 6 .
In Fig. 6 , the light blue samples are the pixel values that represent data bit '1' and the dark blue samples are the pixel values representing data bit '0'. It is observed that both data bit '1' and '0' reach minimum and maximum pixel values in the respective experiments. The minimum and the maximum pixel values are not only a function of the camera phase but also the intensity of the transmitter, the ambient lighting and the distance between the transmitter and the receiver. In order to evaluate the maximum phase error, we correlate the received pixel values for data bit '1' with the transmitted waveform in Fig. 7 . A maximum time shift of 7.5 ms corresponding to a phase delay of 337.5°was observed. Moreover, the following observations are critical: 1) Pixel values representing bit '1' and bit '0' are reversed after equal time intervals validating the periodic behavior of variable frame rate. 2) The overlapping period representing equivalent pixel values both for bit '1' and bit '0' comprises approximately 50 frames. These issues arising due to variable phase delay drastically increase the BER of an undersampled CamCom system. To address these issues, we propose a transmitter and receiver methodology to improve the BER performance of an under-sampled CamCom system. 
System Implementation
Transmitter
To minimize the effects of variable frame rate phenomenon, aided by experimental observations, we propose a framing structure for data packets to be transmitted over the channel. The format of the data packet is shown in Fig. 8 . A data packet starts with a frame header to indicate the start of data. The frame header comprises a 1 KHz clock signal for a duration of 80 ms spanning four frames of the receiver. This will result in 50% brightness of the LED for four consecutive frames to mark the start of the data packet signal. After the frame header, bit '1' is transmitted followed by a bit '0'. These two bits are transmitted to adjust the decoding threshold of the receiver for decoding the current data packet. Bit '1' might be represented by a higher pixel value than bit '0', or vice versa, depending upon the starting point and current phase delay of the camera as depicted in Fig. 7 . Since there is no synchronization between the transmitter and the receiver, therefore we cannot define a constant threshold value for deciding between bit '1' and bit '0' for all the frames received by the camera. This is because the pixel values representing a bit '1' or a bit '0' vary not only due to the variable frame rate phenomenon, but are also a function of the distance between the transmitter and the receiver. By performing subtraction of the pixel values represented in the first two frames after the packet header, the receiver will know whether data bit '1' is represented by a higher or a lower value as compared with data bit '0' in the current data packet. Based upon this information, a threshold is defined which remains valid for the decoding of the current data packet only. The rest of the data packet (upcoming 44 frames of data) is decoded using this threshold information. The process of adjusting the threshold for each data packet makes it an adaptive threshold decoding procedure.
One data packet is transmitted every second and each data packet comprises 50 bits including 4 bits for header, 2 bits for adjusting decoding threshold and remaining 44 bits for data. The packet length of 50 bits coincides with the fact that the overlapping period representing similar pixel values, both for bit '1' and bit '0', spans approximately 50 frames. Decoding during this period will result in ambiguous data. Moreover, any incorrect decoding criterion defined during this period will affect only the current data packet since a new decoding criterion will be defined for the next packet. A block level diagram of the implemented transmitter is shown in Fig. 9 .
Receiver
The receiver used for this work is a Nikon D3200 camera capturing video frames at 50 fps (PAL) at a shutter speed of 1/250, spanning a full length of logic level '1' or '0' of a flicker-free 125 Hz wave when aligned perfectly, as shown in Fig. 10(a) . Some other sampling instants are shown in Fig. 10(b) and Fig. 10(c) . The blue shaded region illustrates the camera exposure time of 4 ms. Once the video frames are captured, they are transferred to Matlab for decoding.
At the start of the decoding process, the decoder searches for a packet header by comparing pixel values in four consecutive frames representing a 1 KHz waveform in terms of 50% brightness of the LEDs. The absolute pixel value representing 50% brightness of the LEDs is a function of the transmitter SNR and the distance between the transmitter and the receiver. Similar pixel values will be received in the four consecutive frames at a particular communication distance, resulting in successful detection of the packet header. After header detection in the first four frames, the pixel value in the sixth frame is subtracted from the pixel value in the fifth frame to get a positive or negative result. If the result is positive, the rest of the packet is decoded using the criterion that bit '1' is represented by a higher pixel value than bit '0'. Otherwise, bit '0' is represented by a higher pixel value than bit '1'. A decoding threshold is defined based upon this information. The decoding process continues and a new decoding criterion is defined in a similar way at the start of the next data packet, making it an adaptive threshold decoding procedure. The decoding algorithm is illustrated in Fig. 10(d) . There might be a sampling instant where the shutter exposes exact half of the low-level and half of the high-level logic of the modulation waveform resulting in 50% intensity of the transmitter both for bit '1' and bit '0'. This could result in ambiguous decoding. If this situation occurs, the current data packet is discarded and the decoder waits for the header of the next data packet to arrive. This situation is described in the decoding algorithm ( Fig. 10(d) ) when the difference between the pixel values in the fifth and sixth frame is less than 10, resulting in discarding of the upcoming 44 frames of data.
Experimental Results
To evaluate the BER performance of the proposed system, a series of experiments were carried out in an outdoor environment. Repeated pseudo-random binary data was generated using a ninth degree generator polynomial. The data was then modulated using the proposed 90°-PSOOK and video frames were captured using a Nikon D3200 camera. Experiments were conducted at various communication distances for each transmitter and 6000 frames were captured for performance evaluation. The captured frames were then transferred to a computer for further processing. The experimental setups and part of the received waveforms are shown in Fig. 11 . The raw data rate is 50 bits/sec/LED. Decoding at 50 fps provides a theoretical data rate of 44 bits/sec/LED since in a single packet, four frames represent the packet header, two frames represent the decoding criterion and the remaining 44 frames represent the data. However, throughput, as calculated for an outdoor error-free transmission link, is averaged at 42.24 bps. This is due to the fact that packets representing overlapped pixel values for bit '1' and bit '0' are discarded. The experimental BER for Tx1, Tx2 and Tx3 are plotted in Fig. 12 . The transmission was error free up to a distance of 15 m for Tx1, 30 m for Tx2 and 56 m for Tx3 at 18 mm focal length, and 31 m for Tx1, 63 m for Tx2 and 120 m for Tx3 at 55 mm focal length. After that, the BER increased abruptly due to the decrease in SNR of the transmitted signal. The BER curves are in strong agreement with the channel length, estimated using the empirical model of (1) using respective receiver parameters, as shown by dotted lines in Fig. 12 . At the estimated channel length, both for 18 mm and 55 mm focal lengths, the BER is calculated to be lower than the VLC FEC requirement of 3.8 × 10 −3 . Moreover, experimental results demonstrate significant increase in the distance and robustness of low-SNR under-sampled CamCom systems.We have achieved beyond 65 m communication distance, meeting FEC limit, with low-SNR transmitters (20 mA LEDs of Tx2) using the proposed transceiver architecture as compared to the previous works [12] comprising high SNR transmitters (350 mA LEDs). Our high SNR transmitter (Tx3) was able to achieve 130 m of communication distance satisfying FEC limit. The proposed transceiver architecture can be utilized to increase the communication distance of low-SNR transmitters related with intelligent transportation systems (ITS).
Conclusion
In this work, an empirical model for channel length estimation of an under-sampled CamCom link is presented. Based upon the model, a transmitter and receiver methodology is proposed to realize an under-sampled CamCom system for low-SNR transmitters. The proposed architecture can be utilized to support slower shutter speeds at the receiver end to increase the communication distance of under-sampled CamCom links by three times when compared with previous works. Moreover, an adaptive threshold decoding procedure is presented, thereby making the decoding decision robust to arbitrary phase induced sampling of the camera due to the variable frame rate phenomenon. This dynamic threshold decision property also makes the decoding procedure independent of the distance between the transmitter and receiver. Experimental results demonstrate low BER levels, meeting FEC limit, at the estimated channel length computed using the proposed model. One of the possible applications of this work is in intelligent transportation systems (ITS) for establishing I2V VLC optical links to increase the communication distance of low-SNR transmitters.
