In the 1970s, Baskett, Chandy, Muntz and Palacios, Kelly, and others, generalized the earlier results of Jackson and obtained explicit solutions for the steady{state distributions of some restricted queueing networks. These queueing networks are called \product{form networks," due to the structure of their explicit solutions. The class of such tractable networks is quite small, however. For example, if customers require di erent mean service times on di erent revisits to the same server, or if customers on a later visit are given higher priority, then very little is known concerning whether the network is even stable, or what form the steady{state distribution has if it exists.
Introduction
Due to the important works of Jackson 1, 2] , Baskett, Chandy, Muntz and Palacios 3], Kelly 4] and others, explicit product form formulae are available for the steady{state distribution of some queueing networks. However, this class of tractable queueing networks is quite restrictive. For example, if a class of customers visits the same server twice, and the mean service times are di erent for the two visits, then very little is known about whether there is in fact a steady{state distribution, or what it is if it exists. The situation is similarly intractable if the server gives preemptive priority to customers on their second visit.
Networks where services at di erent stages have di erent mean values are however important in applications, e.g., semiconductor manufacturing systems (see Wein 5] ). Also, in most systems, one would like to control the behavior of a network by making scheduling decisions which give priority to some customers over others. Thus, for these and other reasons, it is of signi cant interest to develop methods to study the performance of systems which fall outside the previously studied class of \product form networks."
We will address two issues in this tutorial. First, we will address the issue of determining when a network has a steady{state distribution with a nite mean number of customers in steady{state. When this is so, we will say that the system is \stable." In Section 2 we give an example to show that some systems can be unstable. In Sections 6 and 7 we provide a su cient condition for stability, which consists simply of determining whether a certain linear program is feasible. The second issue we address is how one may obtain lower and upper bounds for the mean number of customers or throughput in steady{state, by simply solving a linear program. In Sections 8-10, we develop this procedure for open queueing networks, i.e., networks with exogenous arrivals, and in Section 11 we deal with closed queueing networks, bu er priority policies, and others systems with special structure.
Due to space limitations, we only develop here those ideas that are fundamental to these results. Throughout we provide some additional references which allow the reader to further explore this emerging eld.
An unstable queueing network
The following example shows that even simple queueing networks can be unstable.
Example 1
Consider the system shown in Figure 1 , drawn from Lu and Kumar 6] . There are two servers. Server 1 serves two \bu ers" b 1 and b 4 , while Server 2 servers the other two bu ers b 2 and b 3 . Customers arrive periodically with interarrival time 1 to bu er b 1 . At bu er b i they require s i time units of service from the server serving that bu er. Customers leave bu er b i after securing the required service, and proceed to b i+1 , with the exception that after b 4 they leave the system.
A necessary condition for Servers 1 and 2 to cope with the arrival rate is that (s 1 + s 4 ) 1 and (s 2 + s 3 ) 1:
(
However, condition (1), even with strict inequalities, is not su cient to ensure that the number of customers in the system remains bounded. That will also depend on how the servers schedule their operations.
Let us suppose that Server 1 gives higher preemptive priority to customers in b 4 over customers in b 1 . Whenever b 4 is not empty, Server 1 picks the customer at the head of bu er b 4 for service. When b 4 is empty, Server 1 works on the customer (if any) at the head of bu er b 1 . If b 1 is also empty, the server remains idle. In a similar way, let us suppose that Server 2 gives higher pre-emptive priority to bu er b 2 over b 3 . Such a policy is a bu er priority policy, using a priority ordering fb 4 ; b 1 ; b 2 ; b 3 g.
Suppose that 1 = 1; s 1 = s 3 = 0, and s 2 = s 4 = 2=3. We note that even if a service time is zero, a customer must still wait its turn for service. Let x i (t) denote the number of customers in bu er b i at time t, and denote by x(t) the vector (x 1 (t); x 2 (t); x 3 (t); x 4 (t)). Let us consider an initial condition x(0 ? ) = (N; 0; 0; 0) at time 0 ? , and trace the future evolution of the system. We will now show that this queueing network is unstable in the sense that the number of customers in the system is unbounded. Instantaneously (since s 1 = 0) the N customers in b 1 are transferred to b 2 , and the system state becomes (0; N; 0; 0). Hence Server 2 commences working on the customers in b 2 . While it is working, new customers arrive to b 1 . Since b 4 is empty, Server 1 immediately attends to these new arrivals as they come, and transfers them to b 2 . At time 2N ? , b 2 is empty once again. The total of N initial customers, as well as the 2N customers that subsequently arrived, have been transferred to b 3 . Hence the system state is x(2N ? ) = (0; 0; 3N; 0). This being the rst time at which b 2 is empty, Server 2 can work on b 3 . Instantaneously it transfers these 3N customers to b 4 (recall that s 3 = 0). Hence, the system state becomes (0; 0; 0; 3N). This is the rst time at which b 4 is non-empty. Server 1 now has to serve b 4 rather than b 1 , since b 4 has higher priority. It spends 2N time units serving these 3N parts. Meanwhile the arriving customers to b 1 are left unattended. Thus, at time 4N ? , the new state of the system is x(4N ? ) = (2N; 0; 0; 0). We see that at time 4N ? , the system state is the double of the initial condition x(0 ? ) = (N; 0; 0; 0). This process repeats itself, and at time 12N ? , the system state is again doubled, to x(12N ? ) = (4N; 0; 0; 0). Thus, we see that the number of customers in the system is unbounded.
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A similar system and others are shown to be unstable in Kumar and Seidman 7] when the servers incur set{up times when switching between bu ers. The well known First Come First Serve (FCFS) policy can also be unstable. Consider a system of the form shown in Figure 2 . It is almost the same as the system in Figure 1 , except that customers revisit Server 2 many times before returning to Server 1. Suppose now that the FCFS service discipline is employed at each server. This discipline tends to shepherd the customers in b 2 together as one bunch, before letting them move to b 8 Figure 2 with many many revisits to Server 2, operating under FCFS, as basically approximating the bu er priority policy in Figure 1 . This line of argument is made precise in Bramson 8] , who shows that such a stochastic system with exponentially distributed interarrival and service times is unstable when there are many revisits. Seidman 9] provides a di erent example of a deterministic system which is unstable under FCFS.
What positive results are available for deterministic systems? Lu and Kumar 6] is stable for all systems whenever the capacity condition (1) holds with strict inequalities. They also show that the FBFS bu er priority policy, which uses the priority ordering fb 1 ; b 2 ; : : : ; b L g, the reverse of LBFS, is also similarly stable. For systems with many customer types each following a possible di erent route, they also identify some stable bu er priority policies. For systems which incur \set-up times," Kumar and Seidman 7] have identi ed stable classes of scheduling policies. 3 The transition probabilities of the controlled queueing network In much of this paper, for simplicity of exposition only, we will focus on networks with a single xed route that may involve visiting some servers more than once. Such networks are called \re-entrant lines" (see Kumar 10] ). The results here are drawn from Kumar and Meyn 11] to which we refer the reader for further results and details.
Consider a system of the form shown in Figure 3 . It consists of S servers labelled 1, 2, : : : , S. Customers arrive from an external source as a Poisson process of rate to bu er b 1 served by Server . We suppose that all interarrival and service times are independent random variables. Let := P fi:b i is served by Server g i be the nominal load on Server . Throughout we suppose that the arrival rate is within the capacity of the system, i.e., < 1 for all servers : (2) Let us de ne the state x(t) := (x 1 (t); x 2 (t); : : :; x L (t)) T , where x i (t) is the number of customers in the system at time t. The evolution of x(t) is guided by the scheduling policy. Let us de ne \control actions" fw i (t) : 1 i Lg which determine the choice of which bu er is worked on at time t, by w i (t) := 1 if bu er b i is being served by server (i); := 0 otherwise:
We assume that all stochastic processes are right continuous with left hand limits.
Denote by e i the unit vector (0; 
Instead of studying the continuous time controlled Markov chain fx(t) : 0 t < +1g, it is more convenient to study an equivalent sampled discrete-time controlled Markov chain fx( n ) : n = 0; 1; 2; : : :g.
Let us rescale time so that + P L i=1 i = 1. If a bu er b i is not being served by its server, let us suppose that there is a ctitious customer in the bu er who is being served. We sample the system at the times f n g, which comprise of all arrival times, and real or ctitious service completion times. Let us make the assumption that the scheduling policy does not change its decisions in between the sampling times, i.e., w i (t) = w i ( n ) for n t < n+1 :
We shall call such a scheduling policy non-interruptive. Then the resulting discrete time controlled 4 Scheduling policies From now on, we focus on scheduling policies that in addition to being non{interruptive are also non-idling. By this we mean that a server never stays idle when there is a customer waiting for service. This can be quantitatively expressed as:
Note that one consequence is
Two examples of non-idling and non-interruptive scheduling policies are bu er priority policies and the FCFS policy. A bu er priority policy is a scheduling policy employing a priority ordering = f (1); (2); : : :; (L)g, which is a permutation of f1; 2; : : :; Lg. If bu ers b i and b j are both served by the same server, i.e., (i) = (j), then b j is given higher pre-emptive priority over b i if ?1 (j) < ?1 (i). So the control actions satisfy, w i (t) = 1 if x i (t) 1 and x j (t) = 0 for all j with (j) = (j) and ?1 (j) < ?1 (i); = 0 otherwise:
One consequence is that the stochastic processes fx(t)g and fx( n )g are time{homogeneous Markov chains, since the control w(t) is purely a function of x(t). (In the language of Markov Decision Processes, the scheduling policy is a stationary policy).
If, instead, the scheduling policy employed is FCFS, then w i (t) is not determined purely from x(t). It depends on the times of past events. Hence fx(t)g and fx( n )g are not Markov chains. They are controlled
Markov chains with control actions dependent on past history.
A fundamental identity
We will study the evolution of products of the form x i ( n+1 )x j ( n+1 ). The exact formulas depend on whether i or j are equal to 1, and whether ji ? jj = 0; 1 or more.
To illustrate the main ideas, consider the case i = 1 and 3 j L. Then, given x( n ) and w( n ), from (4) one has x 1 ( n+1 )x j ( n+1 ) = (x 1 ( n ) + 1)x j ( n ) with probability ; = (x 1 ( n ) ? 1)x j ( n ) with probability 1 w 1 ( n ); = x 1 ( n )(x j ( n ) + 1) with probability j?1 w j?1 ( n ); = x 1 ( n )(x j ( n ) ? 1) with probability j w j ( n ); = x 1 ( n )x j ( n ) with probability (1 ? ? 1 w 1 ( n ) ? j?1 w j?1 ( n ) ? j w j ( n )):
In a similar way, one can evaluate E x i ( n+1 )x j ( n+1 )jx( n ); w( n )] for all i, j.
Lemma 1: The fundamental identity. Let Q = q ij ] be a symmetric matrix. Then, (9) g(Q; w( n )) := e T 1 Qe 1 +
ii) jg(Q; x( n ); w( n ))j M for all n.
6 De nition and consequences of stability
We now state precisely what we will mean by the word \stability" in this paper. Let us denote by jx( n )j := P L i=1 x i ( n ) the number of customers in the system at time n . We shall say that a queueing network is stable under a given scheduling policy if the long run average of the expected number of customers in the system is bounded for all deterministic initial conditions, i.e.,
Lemma 2: Implication of stability for stationary scheduling policies. Suppose the scheduling policy u is stationary, i.e., there is a function u such that w( n ) = u(x( n )).
i) Then fx( n )g is a time-homogeneous Markov chain. with a single closed communicating class.
ii) If the system is stable, i.e., (11) holds, then the Markov chain has a steady{state probability distribution , i.e., for every initial condition x( 0 ),
iii) If the system is stable, then the mean number of customers in steady{state is nite, i. Theorem 1: A su cient condition for stability. The system is stable if there is a copositive matrix Q and a > 0, such that f de ned in (9) satis es, f (Q; x( n ); w( n )) ? jx( n )j for all n: (12) Proof The proof is based on (8) . By taking expectations on both sides and summing, we obtain
Eg(Q; w( n )):
By telescoping, and using (12) Since Q is copositive, and x( n ) is nonnegative, it follows that the left hand side above is nonnegative.
Hence (11) Proof By the non-idling property (5), since one of the w i ( n )s with (i) = (j) is 1 whenever x j ( n ) 1, we see that
In addition, since 0 P fi: (i)= g w i ( n ) 1, one always has for every 6 = (j),
Now by grouping all indices in (9) corresponding to a speci c server together, we have f (Q; x( n ); w( n )) = 2 P L j=1 x j ( n ) 
The bound now follows from (13) and (14). 
s ;j i (q i+1;j ? q ij ) for all 6 = (j); and all i with (i) = (19) s ;j 0 for all 6 = (j) (20) q ij = q ji for all i; j (21) q ij 0 for all i; j (22) q L+1;j = 0 for all j: (23) Proof The claim (i) follows from Theorem 1 and Lemma 4. For (ii), one only needs to observe that (21) and (22) guarantee that Q is a copositive matrix, and hence copositive.
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Thus, we see that the linear program (17) (18) (19) (20) (21) (22) (23) can be used to check the su cient condition for the stability of all non-idling policies.
Suppose instead that we only wish to establish that a particular bu er priority policy is stable. In (15) we need to upper bound the term in ....] by (-1) only when x j ( n ) 1. But then, from (7), w i ( n ) = 0 for all i with (i) = (j) and ?1 (j) < ?1 (i). Hence one can restrict the rst maximum on the RHS in (15) to only those is with (i) = (j) and ?1 (i) ?1 (j). This gives the following su cient condition for stability of . (25) . Figure 5 plots the value of the LP as a function of ( 1 ; 2 ). As can be seen, the LP has value 1 throughout, and so LBFS is stable for all ( 1 ; 2 ) with 0 i 1.
The formulae developed here for establishing stability are easily extended to systems with multiple arrival streams, and random routing (as in Jackson networks); see Kumar and Meyn 11] . Instead of restricting attention to nonnegative q ij s, as in (22), one can simply search for a Q with sign inde nite q ij s. If a feasible solution exists, then one can subsequently check to see whether it is copositive, by using known algorithms (see 11]). On the other hand if Q is not copositive, then slight perturbations of the policy lead to an unstable system, as shown in Kumar and Meyn 14] . For stationary scheduling policies, our su cient condition for stability actually yields the existence of an exponential moment, and geometric convergence; see 11] . Recently, Down and Meyn 15] have extended the test over quadratic Lyapunov functions given here to piecewise linear Lyapunov functions. A distinctly di erent and powerful approach to stability, consisting of examining the uid limits of the stochastic processes in the network, has been developed by Dai 16] . If a system is proved stable by using the uid limit approach, then the stability also holds for other distributions of interarrival and service times, with some mild restrictions; see Chen 17] . Using this approach Dai has established the stability of the FBFS policy. 
Equalities constraining performance
Stability is a yes or no question. Once stability has been established, one often wishes to address more ne-grained questions dealing with the level of performance that one can extract from the system. For speci city, we will focus on bounds on delay or response time. Given stability, Little's Theorem shows that the mean delay of customers is proportional to the mean number of customers in the system. Thus we shall seek bounds on the mean number of customers in the system.
We restrict attention to stationary non-idling scheduling policies. Suppose that the system is started in steady{state at time 0 = 0. Denote Ex j ( n ) by x j . Let us de ne the variables
From (6) we see that the mean number in bu er b j can be written as,
We thus wish to study the variables fz ij : 1 i; j Lg. Recall the de nitions of f ( ) and g( ) in Lemma 1.
Lemma 5: Linear equality constraints on fz ij g.
(i) For a stable, stationary scheduling policy, Ef (Q; x( n ); w( n )) + Eg(Q; w( n )) = 0 for every matrix Q:
(ii) For a stable, stationary scheduling policy, the variables fz ij g satisfy the following equality constraints: Proof (i) Let us employ the slightly stronger assumption that the network has a nite second moment in steady{ state. Then E x i ( n+1 )x j ( n+1 )] ? E x i ( n )x j ( n )] = 0 for all i; j. Hence E x T ( n+1 )Qx( n+1 )] = E x T ( n )Qx( n )] for any symmetric matrix Q. Using this in (12) of Lemma (1.i) gives the desired result. In Kumar and Meyn 14] the same result is shown to hold even when the network only has a nite rst moment.
(ii) Since (28) holds for all Q, it follows that @ @q ij fEf(Q; x( n ); w( n )) + Eg(Q; w( n ))g = 0 for all i, j.
The result then follows by simple calculation using the formulae for f and g. These constraints are 9 Non-idling and nonnegativity constraints
To obtain upper and lower bounds on the mean number in the system, one would like to maximize or minimize P L j=1 x j subject to the linear equality constraints of Lemma (5.ii) and (27) . This gives rise to a linear program. Clearly, to obtain better bounds, we would like to append as many other constraints on z ij ] as we can discover, to the linear program.
Clearly, one has the nonnegativity constraints z ij 0 for 1 i; j L:
In addition, for any Server , P fi: (i)= g w i ( n ) 1. Multiplying both sides by x j ( n ) and taking expectations, we obtain X fi: (i)= g z ij x j for all j; :
As we have seen earlier in (27), equality holds above when = (j), due to the non-idling policy. We will call (30,27) the non{idling inequality constraints.
10 Performance bounds for all non-idling policies
From Sections 8 and 9, we obtain the following bounds on performance for the entire class of non-idling stationary policies. Figure 7 plots the lower bound on mean delay for 0 < 1. Figure 8 plots the lower bound on the normalized value, (1 ? ) Mean Delay. As can be seen, in heavy tra c no scheduling policy can attain a delay less than 3 4(1? ) .
11 Additional constraints for speci c systems
Frequently, structural properties of a speci c scheduling policy or a speci c system provide additional constraints which can be appended to the linear programs to obtain better upper and lower bounds. We illustrate this for bu er priority policies, closed systems, and when modeling non-exponentially distributed interarrival or service times by the \method of stages."
Bu er priority policies
Consider a speci c bu er priority policy . Then, if x j ( n ) 1, server (j) cannot work on any bu er with lower priority than b j . Hence, if x j ( n ) 1, then w i ( n ) = 0 for all i with (i) = (j) and ?1 (i) > ?1 (j). Thus, from ( where the value of the denominator is obtained from Example 3. We see that even in heavy tra c, LBFS has a delay no more than 10/3 times the optimal delay, while it is nearly optimal in light tra c. Assume that the system is in steady{state. Then one has E x T ( n+1 )Qx( n+1 )] ? E x T ( n )Qx( n )] = 0 for all matrices Q:
By setting the partial derivatives to zero, i.e., Above, we identify the subscript (L + 1) with 1.
The nonnegativity and non-idling constraints are the same as before: z ij 0, and P fi: (i)= g z ij P fi: (i)= (j)g z ij for all 6 = (j) and all j.
The rst additional constraint for a closed network is that the total number of trapped customers is N :
The second additional constraint is more subtle. Since E w i ( n )] = i , and since
If one is analyzing a speci c bu er priority policy , then one has the bu er priority constraints (31).
Example 5: Throughput bounds for a closed network
Consider the closed network shown in Figure 11 , operating under the bu er priority policy = f1; 3; 4; 2g. The remaining equality constraints, nonnegativity constraints and non-idling constraints are obtained by following the same procedure as earlier, with slight algebraic di erences due to the presence of two subnetworks in the system. The equality constraints are, 2 (z 11 + z 31 + z 41 ) + 2 ? 2 1 z 11 = 0, 2 1 z 12 ? The equality constraints are: 2 (ii) The upper and lower bounds di er by no more than The performance bounds in this section are drawn from Kumar and Kumar 23] , to which we refer the reader for additional results and details. For closed queueing networks with two servers, explicit analytical bounds can be obtained. They are detailed in Jin, Ou and Kumar 26] . These bounds partially validate some of the conjectures on optimal scheduling of such networks in heavy tra c, developed by Harrison and Wein 27] . Bertsimas, Paschalidis and Tsitsiklis 22] have studied higher order constraints. The approaches to stability and performance bounds are duals in the sense of linear programming. This provides additional information on the two problems. These results are developed in Kumar and Meyn 14] . One can also obtain bounds on the transient behavior of a network. These are also provided in 14].
