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Рассматривается задача оптимального управления тепловым процессом в стержне в условиях неопределенности. 
Предлагается метод ее решения путем сведения к задачам оптимального наблюдения линейной системой и оптималь-
ного управления детерминированной системой по полученным оценкам. Описывается алгоритм работы оптимального 
регулятора по распределению, формирующего в режиме реального времени текущие значения оптимальной обратной 
связи. 
 
Ключевые слова: тепловой процесс, оптимальная обратная связь по распределению, задача оптимального управле-
ния, принцип разделимости. 
 
An optimal control problem of a thermal process in the rod under uncertainties is considered. The proposed solution method is 
the reduction to linear system optimal observation problems and optimal control of the determinate system on the obtained 
evaluations. Operating algorithm of the optimal allocation regulator that forms optimal feedback in real time current values is 
described. 
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Введение  
Одним из важнейших разделов теории 
управления является оптимальное управление в 
условиях неопределенности. Действительно, в 
реальных процессах зачастую нет полной и точ-
ной информации об объектах управления и все-
гда присутствуют возмущения, о которых до-
вольно часто можно получить определенную 
информацию. В статье исследуется задача опти-
мального управления тепловым процессом в 
стержне в условиях неопределенности. В иссле-
дуемой задаче неопределенность содержится в 
начальных условиях. Цель данной работы – 
обосновать метод оптимального управления в 
реальном времени тепловым процессом в стерж-
не в условиях неопределенности. 
 
1 Постановка задачи  
Рассмотрим задачу оптимального управле-
ния тепловым процессом в стержне: 
*
*
( ) ( ) min;
t
t
b t u t dt →∫  
2 ,t ssx a x= ( , )s t ∈Ω ; 
(0, ) 0,sx t = ( , ) [ ( ) ( , )],sx l t u t x l tμ= −  t T∈ ; 
* 0 1( , ) ( ) ( ) ( ) ,x s t x s x s s w  γ ′= = + s S∈ ; 
* *
* 0
[ ( , ) ( )] ( )
l
g x s  t s s ds gη φ≤ −∫
*( ) { : ( ) }u t U u R u t u∈ = ∈ ≤ , ; t T∈
{ ,wnw W w R∈ = ∈ ** }d w d≤ ≤ ; 
0
( ) ( , ) ( , ) ( )
l
y t c s t x s t ds tξ= +∫ , t ;  hT∈
*
* ( )tξ ξ ξ≤ ≤ , ; ht T∈
где , ,  , *t
*
*t t> 0,l > 2a 0μ > , , – задан-
ные константы; 
* 0u >
S TΩ = × , , ; [0, ]S l= **[ , ]T t t=
*{ ,hT t= ** , , }t tt h t h+ −… , , I={1,2, 
, , N – натуральные числа; , 
*
*( ) /th t t N= −
, }m… m ( ) 0b t ≥
t T∈ , 0 ( )x s , ( )s Rη ∈ , ( ) ms Rφ ∈ , ,s S∈  
( , )c s t R∈ , s S∈ , ht T∈ , – непрерывные функ-
ции; ** ,
mg  g R∈ , ,  – заданные векто-
ры; 
*d
* nwd R∈
( , )x x s t R= ∈  – температура в точке s S∈  в 
момент времени t T∈ ;  – температу-
ра внешней среды в момент времени 
( )u u t R= ∈
t T∈ ; 
1( )x s R∈ , ( ) nws Rγ ∈ , s S∈  – непрерывные 
функции;  – ограниченное множество воз-
можных значений неизвестного параметра ; 
W
w
( )y t R∈ , ht T∈ , – измерительное устройство, с 
помощью  которого будем в дискретные момен-
ты времени   вести  наблюдение за изменением ≤ ; (1.1) 
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температуры в стержне; ( )t Rξ ∈ , , – ошиб-
ки измерения, 
ht T∈
*ξ , *ξ  – заданные числа. 
Множество  будем называть априорным 
распределением неизвестного параметра .  
W
w
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Определение 1.1. Функцию  
( )( ) ( ),u u t t T⋅ = ∈  
назовем дискретной (с периодом квантования 
), если th ( ) ( )u t u τ≡ , [ [, tt hτ τ∈ + , hTτ ∈ . 
Задачу (1.1) будем рассматривать в классе 
дискретных управляющих воздействий 
. ( ) ,u t R   t T∈ ∈
Дискретные управляющие воздействия 
 называются доступными, если 
они удовлетворяют включению , 
(( ) ( ),u u t t T⋅ = ∈ )
( )u t U∈ t T∈ . 
Аппроксимируя уравнение объекта управле-
ния методом прямых [1], заменим задачу (1.1) на 
следующую задачу оптимального управления: 
*
*
( ) ( ) ( ) min;
t
t
J u b t u t dt= ∫ →   (1.2) 
[ ]
[ ]
[ ]
2
1 2 1
2
1
2
1
2
* 1
( , ) ( , ) ( , ) ,
( , ) ( , ) 2 ( , ) ( , ) ,
2 1;
( , ) ( , ) (1 ) ( , )
( ),
( , ) ( ) ( ) , 1, ;
t
t i i i i
t n n s n
s
i i i
x s t a x s t x s t
1x s t a x s t x s t x s t  
i ,n
x s t a x s t h x s t
h a  u t
x s t x s s w  i n 
μ
μ
γ
− +
−
⎧ = −⎪ = − +⎪⎪ = −⎪⎨ = − +⎪⎪ +⎪⎪ ′= + =⎩
+  (1.3) 
* *
*
1
[ ( , ) ( )] ( )
n
i i i
i
g x s t s s gη ϕ
=
≤ −∑ ≤ ; (1.4) 
( )u t U∈ , ;   (1.5) t T∈
w W∈ ;    (1.6) 
0
( ) ( , ) ( , ) ( )
l
y t c s t x s t ds tξ= +∫ , ;  (1.7) ht T∈
*
* ( )tξ ξ ξ≤ ≤ , ;  (1.8) ht T∈
где , n – натуральное число; /( 1)sh l n= −
2 2 2
sa a h= ; i ss ih= , ( ) mis Rϕ ∈ , 1,i n= ; 
( ) ( )i s is h sϕ φ= , 2, 1i n= − , 1 1( ) ( ) / 2ss h sϕ φ= , 
( ) ( ) / 2n s ns h sϕ φ= .  
Определение 1.2. Доступное управляющее 
воздействие  назовем априорной (гаранти-
рующей) программой задачи (1.2)–(1.8), если лю-
бая траектория 
( )u ⋅
( , ) ( ( , | ( ), ),ix t x t s u w⋅ = ⋅ 1, )i n= , 
, порожденная им и любым возможным 
параметром , в момент времени  удов-
летворяет ограничениям (1.4). Траекторию 
t T∈
w W∈ *t
( , )x t ⋅ , , соответствующую априорной про-
грамме, назовем допустимой траекторией. 
t T∈
Качество априорной программы оценим 
числом  
*
*
( ) max ( ) ( , )
t
tw W
J u b t u t
∈
= ∫
Определение 1.3. Априорная программа 
, 0 ( )u t t T∈ , называется оптимальной (гаран-
тирующей) априорной программой, если 
0( ) min ( )
u
J u J= u . Соответствующую ей траек-
торию 0 ( )x t , t T∈ , будем называть оптималь-
ной траекторией. 
 
2 Оптимальная априорная программа 
Применяя формулу Коши, перепишем -ое 
правое ограничение (1.4) в следующем виде 
k
*
*
*
* 1
1 1
*
*
1
* *
( , ; , ) ( )
( , ; , ) ( )
( , ; , ) ( ) ( ) ( ) ,
t
n n
i j j
i j
n
i j j
j
t h
h i n i k i k
t t
f s t s t x s
f s t s t s w
f s t s t u t s s g
γ
η ϕ
= =
=
−
=
⎡ +⎢⎣
′+ +
⎤+ − ⎥⎥⎦
∑ ∑
∑
∑ ≤
 (2.1) 
где ( , ; , ) ( , )i j ijf s t s f tτ τ= , ,t Tτ ∈ , , 1,i j n= , – 
элементы фундаментальной матрицы решений 
системы (1.3), которая вводится аналогично то-
му, как описано в [3]; 
( , ; , )h i nf s t s τ 2 ( , ; , )
ht
s i nh a f s t s d
τ
τ
μ ξ ξ
+
= ∫ . 
Терминальное ограничение (2.1) будет вы-
полняться при всех w∈W тогда и только тогда, 
когда будет выполняться неравенство 
*
*
*
*
1 1
1
*
* 1
1 1
* *
max ( , ; , ) ( ) ( )
( ) ( )
( , ; , ) ( )
( , ; , ) ( ) ( ) .
t
n n
i j j k iw W i j
n
i k i
i
n n
i j j
i j
t h
h i n k i k
t t
f s t s t s w s
s s
f s t s t x s
f s t s t u t s g
γ ϕ
η ϕ
ϕ
∈ = =
=
= =
−
=
⎛ ⎞′ −⎜ ⎟⎝ ⎠
− +
⎛+ +⎜⎝
⎞+ ≤⎟⎟⎠
∑∑
∑
∑ ∑
∑
(2.2) 
Введем следующие обозначения 
*
*
1 1
( , ; , ) ( ) ( )
n n
k i j j
i j
p f s t s t sγ ϕ
= =
′= ∑∑ k is ; (2.3) 
* * maxk k kw Wg g p∈ ′= − w . 
Теперь неравенство (2.2) примет вид 
*
*
*
* 1
1 1
* *
( , ; , ) ( )
( , ; , ) ( ) ( ) ( ) .
t
n n
i j j
i j
t h
h i n i k i k
t t
f s t s t x s
f s t s t u t s s gη ϕ
= =
−
=
⎛ +⎜⎝
⎞+ − ⎟⎟⎠
∑ ∑
∑ ≤
1 js
(2.4) 
Проведя аналогичные рассуждения для -
ого левого ограничения (1.4), получим 
k
*
* *
1 1
( , ; , ) ( )
n n
k i j
i j
g f s t s t x
= =
⎛≤ +⎜⎝∑ ∑  w dt .  (1.9) 
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*
*
*( , ; , ) ( ) ( ) ( )
tt h
h i n i k i
t t
f s t s t u t s sη ϕ
−
=
⎞+ − ⎟⎟⎠∑ , (2.5) 
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где * * mink k kw Wg g p∈ ′= − w . 
Следовательно, управляющее воздействие 
 является априорной программой задачи 
(1.2)–(1.8) тогда и только тогда, когда выполня-
ются неравенства (2.4), (2.5) для всех 
( )u ⋅
1,k m= .  
Из соотношения (1.9) получаем, что для оп-
тимальной гарантирующей программы 0 ( )u ⋅  
справедливо соотношение 
0
( )
*
( ) *
( ) min ( )
min max ( ) ( , ) .
u
t
tu w W
J u J u
b t u t w dt
⋅
⋅ ∈
= =
⎛ ⎞= ⎜ ⎟⎝ ⎠∫
 (2.6) 
Таким образом, программа  является 
программным решением задачи (2.4)–(2.6), кото-
рая представляет функциональную форму экви-
валентной ей детерминированной задачи опти-
мального управления  
0 ( )u ⋅
*
*
( ) ( ) ( ) min;
t
t
J u b t u t dt= →∫  
2 ,t ssx a x= ( , )s t ∈Ω ; 
(0, ) 0,sx t = ( , ) [ ( ) ( , )],sx l t u t x l tμ= −  t T∈ ;  
* 1( , ) ( ),x s t x s  = s S∈ ;   (2.7) 
* *
* 0
[ ( , ) ( )] ( )
l
g x s  t s s ds gη φ≤ −∫ ≤  ;  
( )u t U∈ ,  ,t T∈
где * *( , 1, )kg g k m= =  , * *( , 1, )kg g k m= =  . 
Нахождение программного решения задач 
типа (2.7) подробно рассматривается в [3].  
 
3 Оптимальная текущая программа 
Дополнительную информацию о поведении 
исследуемого объекта будем получать от изме-
рительного устройства (1.7). 
Пусть hTτ ∈  – текущий момент времени, 
( ) ( ( ), ( ))hy y t  t Tτ τ⋅ = ∈ , ( )hT τ = * *{ , , , }tt t h τ+ …  – 
совокупность измерений, проведенных к момен-
ту времени τ , ( )Y τ  – множество всех возмож-
ных сигналов ;  ( )yτ ⋅ (( ) ( ) ,u u t U  τ ⋅ = ∈ )( )ht T τ∈  – 
управляющие воздействия, построенные по по-
лученным измерениям , ( )yτ ⋅ ( )U τ  – множество 
всех доступных управляющих воздействий ( )uτ ⋅ .  
Определение 2.1. Множество  
l( )W τ l ( , , ( ), ( ))W s y uτ ττ= ⋅ ⋅  
будем называть текущим распределением неиз-
вестного параметра, если оно состоит из тех и 
только тех векторов w W∈ , которые вместе с 
некоторыми ошибками ( )tξ , ( )ht T τ∈ , удовле-
творяющими неравенствам (1.8), способны по-
родить сигналы .  ( )yτ ⋅
Обозначим  
m l
* ( ) { ( , , ( ), ( )), ( ) , ( ) }W W s y u y Y u Uτ τ τ τ ττ τ= ⋅ ⋅ ⋅ ∈ ⋅ ∈ τ  
 – множество текущих распределений 
l( , , ( ), ( ))W s y uτ ττ ⋅ ⋅ , которые соответствуют всем 
возможным сигналам ( )y Yτ τ⋅ ∈  и доступным 
управляющим воздействиям ( )u Uτ τ⋅ ∈ . 
Рассмотрим семейство задач 
*
( ) ( ) min;
t
b t u t dtτ →∫  
2 ,t ssx a x= ( , )s t ∈Ω ; 
(0, ) 0,sx t = ( , ) [ ( ) ( , )],sx l t u t x l tμ= −  ;  t T∈
* 0 1( , ) ( ) ( ) ( ) ,x s t x s x s s w  γ ′= = + s S∈ ; l( )w W τ∈ ; 
* *
* 0
[ ( , ) ( )] ( )
l
g x s  t s s ds gη φ≤ −∫ ≤ ;  (3.1) 
*( ) ( ( ) , [ , ])u u t U  t T tτ τ τ⋅ = ∈ ∈ = ; 
0
( ) ( , ) ( , ) ( )
l
y t c s t x s t ds tξ= +∫ , ; ht T∈
*
* ( )tξ ξ ξ≤ ≤ , ; ht T∈
зависящих от момента  и произвольного 
множества 
ht T∈
l m
*( ) ( )W Wτ τ∈ , причем в задаче (3.1) 
( )uτ ⋅  – известно.  
 Пару ( , ( ))yττ ⋅  будем называть позицией 
задачи (1.2)–(1.8) в момент . ht T∈
 Определение 2.2. Доступное управляющее 
воздействие ( )uτ ⋅  назовем текущей (гаранти-
рующей) программой задачи (3.1) для позиции 
( , ( ))yττ ⋅ , если любая траектория ( , )x t ⋅ =  
( ( , | ( ), ),ix t s u w= ⋅ 1, )i n= , , системы (3.1), 
порожденная управляющим воздействием 
t T∈
( ) ( ( ), ( ))u u uττ⋅ = ⋅ ⋅  и любым возможным пара-
метром l( )w W τ∈ , в момент времени  удовле-
творяет ограничениям (1.4).  
*t
Качество текущей программы оценим 
числом  
( )uτ ⋅
l
*
( )
( ) max ( ) ( , )
t
w W
J u b t u tτ ττ∈
= ∫ w dt . (3.2) 
Определение 2.3. Текущая программа 0 ( )uτ ⋅  
называется оптимальной (гарантирующей) те-
кущей  программой, если  
0( ) min ( )
u
J u Jτ u
τ τ= . 
Пусть 0 ( | , ( ))u t yττ ⋅ ,  t T τ∈ , – оптимальная 
программа задачи (1.2)–(1.8) для позиции 
( , ( ))yττ ⋅ ; ( ) ( )y Yτ τ⋅ ∈ , ( )Y τ  – множество всех 
сигналов ( )yτ ⋅ , при которых существует опти-
мальная программа. 
 Определение 2.4. Функционал 
( )0 0( , ( )) | , ( )u y u yττ τ τ τ⋅ = ⋅ ,  (3.3) 
( ) ( )y Yτ τ⋅ ∈ , hTτ ∈ , 
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называется оптимальной (гарантирующей) дис-
кретной обратной связью по распределению не-
известного параметра (позиционным решением 
задачи (1.2)–(1.8)). 
Оптимальная обратная связь (3.3) определе-
на по математической модели (1.3), но предна-
значена для управления реальной системой. 
Замкнем последнюю оптимальной обратной свя-
зью и запишем поведение замкнутой системы 
[ ]
[ ]
[
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]
2
1 2 1
2
1 1
2
1
2 0
* 1
( , ) ( , ) ( , ) ,
( , ) ( , ) 2 ( , ) ( , ) ,
2 1;
( , ) ( , ) (1 ) ( , )
( , ( )),
( , ) ( ) ( ) , 1, ;
t
t i i i i
t n n s n
s t
i i i
x s t a x s t x s t
x s t a x s t x s t x s t
i ,n
x s t a x s t h x s t
h a  u t y
x s t x s s w  i n 
μ
μ
γ
− +
−
= −
= − +
= −
= − +
+ ⋅
′= + =
+ (3.4) 
где  
0 0 0( , ( )) ( , ( )) ( | , ( ))tu t y u y u yτ ττ τ τ⋅ = ⋅ = ⋅ , 
[ ,t τ∈  [thτ + , hTτ ∈ . 
 Под решением уравнения (3.4) будем пони-
мать решение уравнения  
[ ]
[ ]
[ ]
l
2
1 2 1
2
1
2
1
2 0
* 1
( , ) ( , ) ( , ) ,
( , ) ( , ) 2 ( , ) ( , ) ,
2 1;
( , ) ( , ) (1 ) ( , )
( ),
( , ) ( ) ( ) , 1, ;
( ), ;
t
t i i i i
t n n s n
s
i i i
x s t a x s t x s t
1x s t a x s t x s t x s t
i ,n
x s t a x s t h x s t
h a  u t
x s t x s s w  i n 
w W t  t T
μ
μ
γ
−
−
= −
= − +
= −
= − +
+
′= + =
∈ ∈
+
+ (3.5) 
с управляющим воздействием  
0( ) ( , ( ))tu t u t y= ⋅ = 0 ( , ( ))u yττ ⋅ , 
[ [, tt hτ τ∈ + , hTτ ∈ . 
Отличительной особенностью линейного 
уравнения (3.5) является то, что функция u(t), 
, строится по шагам с помощью оптималь-
ной обратной связи (3.3), а не задается заранее.  
t T∈
Рассмотрим поведение замкнутой системы 
(3.4) в конкретном процессе управления, по ходу 
которого реализовались начальные состояния  
*
*( , )ix s t = *1( ) ( ) , 1, ,i ix s s w  i  γ ′+ = n  
 m* * ( )w W t∈ = l * *( , , ( ), ( ))i t tW s t y u= ⋅ ⋅ , 1, , i n = ht T∈ , 
и ошибки измерения  . Они приводят 
к сигналам измерительного устройства 
* ( ),tξ ht T∈
* ( )ty ⋅ , 
 и управляющим воздействиям , ht T∈ * ( )tu ⋅ ht T∈ , 
которые порождают траекторию * ( , )ix s t , 1,i n= , 
, удовлетворяющую тождеству t T∈
* 2 * *
1 2( , ) ( , ) ( , ) ,t 1x s t a x s t x s t⎡ ⎤= −⎣ ⎦  
* 2 * * *
1 1( , ) ( , ) 2 ( , ) ( , ) ,
2 1,
t i i i ix s t a x s t x s t x s t  
i ,n
− +⎡ ⎤= − +⎣ ⎦
= −
 
* 2 * *
1
2 0 *
* *
* 1
( , ) ( , ) (1 ) ( , )
( , ( )),
( , ) ( ) ( ) , 1, .
t n n s n
s t
i i i
x s t a x s t h x s t
h a  u t y
x s t x s s w  i n
μ
μ
γ
−⎡ ⎤= − + +⎣ ⎦
+ ⋅
′= + =
(3.6) 
Из (3.6) следует, что в конкретном процессе 
управления оптимальная обратная связь (3.3) не 
используется полностью (по всем сигналам 
( ) ( )y Yτ τ⋅ ∈ , hTτ ∈ ), нужны лишь ее значения  
* 0 * 0 *( ) ( , ( )) ( , ( )),tu t u t y u yτ t≡ ⋅ = ⋅   (3.7) 
[ , [tt hτ τ∈ + , hTτ ∈ , 
вдоль одной последовательности распределений 
* ( )ty ⋅ , hTτ ∈ . 
Определение 2.5. Функцию (3.7) назовем 
реализацией оптимальной обратной связи (3.3) в 
конкретном процессе управления. 
Формирование управляющих воздействий 
, * ( )u t t T∈  с помощью заранее синтезированной 
обратной связи (3.3) называется оптимальным 
управлением по классическому принципу замкну-
того контура. Эта проблема до сих пор остается 
нерешенной для систем (3.3). 
В данной статье описывается современный 
принцип оптимального управления – оптималь-
ное управление в реальном времени [2], в котором 
оптимальная гарантирующая обратная связь (3.3) 
не строится, а текущие значения * ( )u τ , hTτ ∈  ее 
реализации вычисляются в процессе управления 
за время, не превосходящее ht, т.е. в режиме ре-
ального времени. 
Определение 2.6. Устройство, способное 
вычислять значения * ( )u τ , hTτ ∈  в режиме ре-
ального времени, назовем оптимальным регуля-
тором по распределению. 
 
4 Сопровождающие задачи оптимального 
наблюдения и управления 
Из определения текущей программы следу-
ет, что управляющие воздействия  состав-
ляют текущую программу тогда и только тогда, 
когда любая траектории 
( )uτ ⋅
( , ) ( ( , | ( ), ),ix t x t s u w⋅ = ⋅  
1, )i n= , t T∈ , системы (1.3), порожденная 
управляющими воздействиями  
и любым возможным параметром 
( ) ( ( ), ( ))u u uττ⋅ = ⋅ ⋅
l( )w W τ∈  
удовлетворяет неравенствам (1.4). 
Используя формулу Коши, перепишем k-ое 
правое ограничение (1.4) в следующем виде 
*
* 1
1 1
( , ; , ) ( )
n n
i j j
i j
f s t s t x s
= =
⎡ +⎢⎣∑ ∑   (4.1) 
*
*
* *
*
1
* *
( , ; , ) ( ) ( , ; , ) ( )
( , ; , ) ( ) ( ) ( ) .
t
t
hn
i j j h i n
j t t
t h
h i n i k i k
t
f s t s t s w f s t s t u t
f s t s t u t s s g
τ
τ
γ
η ϕ
−
= =
−
=
′+ + +
⎤+ − ⎥⎥⎦
∑ ∑
∑ ≤
 
Р. Габасов, Д.С. Кузьменков 
 
Терминальное ограничение (4.1) будет вы-
полняться при всех l( )w W τ∈  тогда и только то-
гда, когда будет выполняться неравенство 
l
*
*
*
*
( ) 1 1
*
* 1
1 1 1
*
* *
max ( , ; , ) ( ) ( )
( ) ( ) ( , ; , ) ( )
( , ; , ) ( )
( , ; , ) ( ) ( ) .
t
t
n n
i j j k i
w W i j
n n n
i k i i j j
i i j
h
h i n
t t
t h
h i n k i k
t
f s t s t s w s
s s f s t s t x s
f s t s t u t
f s t s t u t s g
τ
τ
τ
γ ϕ
η ϕ
ϕ
∈ = =
= = =
−
=
−
=
⎛ ′ −⎜⎝ ⎠
⎛− + ⎜⎝
+ +
⎞+ ≤⎟⎟⎠
∑∑
∑ ∑ ∑
∑
∑
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⎞⎟
+
(4.2) 
Введем обозначения 
*
* * * *
1
( ) ( ) ( , ; , ) ( )
thn
k k k h i n
i t t
g g f s t s
τ
τ χ τ
−
= =
= − −∑∑ t u t
p w
*
; 
l
* * *
( )
( ) ( , ( )) max ,k k k
w W
yτ τ
χ τ χ τ
∈
′= ⋅ =  (4.3) 
где  найдены по формуле (2.3). wnkp R∈
Тогда неравенство (4.2) примет вид 
*
*
* 1
1 1
*
( , ; , ) ( )
( , ; , ) ( ) ( ) ( ) ( ).
t
n n
i j j
i j
t h
h i n i k i k
t
f s t s t x s
f s t s t u t s s g
τ
η ϕ τ
= =
−
=
⎛ +⎜⎝
⎞+ − ⎟⎟⎠
∑ ∑
∑ ≤
* 1 js
 
Проведя аналогичные рассуждения для 
k-ого левого ограничения (1.4), получим 
*
*
*
1 1
*
( ) ( , ; , ) ( )
( , ; , ) ( ) ( ) ( ),
t
n n
k i j
i j
t h
h i n i k i
t
g f s t s t x
f s t s t u t s s
τ
τ
η ϕ
= =
−
=
⎛≤ ⎜⎝
⎞+ − ⎟⎟⎠
∑ ∑
∑
 +
 
где  
*
*
* * *
1
( ) ( ) ( , ; , ) ( )
thn
k k k h i n
i t t
g g f s t
τ
τ χ τ
−
= =
= − −∑∑ s t u t
kp w
; 
l
*
* *
( )
( ) ( , ( )) min .k k
w W
yτ τ
χ τ χ τ
∈
′= ⋅ =  (4.4) 
Следовательно, управляющее воздействие 
 является текущей программой задачи (1.2)–
(1.8) для позиции 
( )uτ ⋅
( , ( ))yττ ⋅  тогда и только тогда, 
когда  для любого 1,k m=  выполняются нера-
венства  
*
*
* *
1 1
*
( ) ( , ; , ) ( )
( , ; , ) ( ) ( ) ( ) ( ).
t
n n
k i j j
i j
t h
h i n i k i k
t
g f s t s t x s
f s t s t u t s s g
τ
τ 1
*η ϕ τ
= =
−
=
⎛≤ ⎜⎝
⎞+ − ⎟⎟⎠
∑ ∑
∑


+
≤
 
Определение 3.1. Задачи (4.3), (4.4) будем 
называть сопровождающими задачами опти-
мального наблюдения для задачи оптимального 
управления в условиях неопределенности (1.2)–
(1.8). 
Методы решения задач (4.3), (4.4) рассмот-
рены в [4]. 
Из соотношения (3.2) получаем, что для оп-
тимальной гарантирующей программы 0 ( )uτ ⋅  
справедливо равенство 
l
*0
( ) ( ) ( )
( ) min ( ) min max ( ) ( , )
t
u u w W
J u J u b t u t wτ τ
τ τ
ττ⋅ ⋅ ∈
⎛ ⎞= = ⎜ ⎟⎝ ⎠∫ dt . 
Таким образом, программа  является 
решением задачи  
0 ( )uτ ⋅
*
( ) ( ) ( ) min;
t
J u b t u t dtτ= →∫ 2t ssx a x= ; 
(0, ) 0,sx t = ( , ) [ ( ) ( , )]sx l t u t x l tμ= − ;  
* 1( , ) ( ),x s t x s  = s S∈ ;   (4.5) 
* *
* 0
( ) [ ( , ) ( )] ( ) ( )
l
g x s  t s s ds gτ η φ τ≤ − ≤∫  ; 
( )u t U∈ ,  t T τ∈ , 
где * *( ) ( ( ), 1, )kg g k mτ τ= =  ,  
      * *( ) ( ( ), 1, )kg g k mτ τ= =  . 
Определение 3.2. Задачу (4.5) будем назы-
вать сопровождающей (детерминированной) 
задачей оптимального управления для задачи 
оптимального управления в условиях неопреде-
ленности (1.2)–(1.8). 
Алгоритм работы оптимального регулятора 
для задач типа (4.5) рассмотрен в [3]. 
Из вышеприведенных построений следует, 
что для задачи (1.2)–(1.8) справедлив принцип 
разделимости: 1) исходная задача разбивается на 
 задач оптимального наблюдения (4.3), (4.4) и 
одну детерминированную задачу оптимального 
управления (4.5); 2) задачи (4.3), (4.4) не зависят 
от управляющих воздействий . 
2m
( )u ⋅
 
 5 Алгоритм работы оптимального регу-
лятора по распределению 
Оптимальный регулятор по распределению 
для оптимального управления системой (1.3) в 
режиме реального времени использует  оп-
тимальных эстиматоров и один оптимальный 
регулятор. 
2m
До начала процесса управления в классе 
дискретных управляющих воздействий опти-
мальный регулятор строит оптимальную априор-
ную программу 0 ( )u ⋅  (см. раздел 2). При этом 
затраты времени на ее построение не играют су-
щественной роли. 
С началом процесса управления оптималь-
ный регулятор подает на вход объекта (3.4) 
управляющее воздействие , * 0( ) ( )u t u t=
*[ ,t t∈ * 0 * *( ) ( )[t t tϑ ϑ+ +  ( 0 ( )ϑ τ , ( )ϑ τ , hTτ ∈ , 
определены ниже), оптимальным эстиматорам 
доступен сигнал . Пусть процесс управле-
ния проведен на промежутке 
*
*( )y t
*( ) [ , [hT t  τ τ= . По 
полученным сигналам  оптимальными * ( )
th
yτ − ⋅
Оптимальное управление тепловым процессом в стержне в условиях неопределенности 
 
эстиматорами подсчитаны векторы 
* *( ) ( ( ), ( ))th t  t Tτχ χ τ− ⋅ = ∈ , * *( ) ( ( ), ( ))th t  t Tτχ χ τ− ⋅ = ∈ , 
по ним оптимальным регулятором выработаны 
управляющие воздействия . В момент * ( )
th
uτ − ⋅ τ  
оптимальные эстиматоры получают от измери-
тельного устройства сигнал * ( )y τ . По получен-
ным измерениям  оптимальные эстиматоры 
решают за время 
* ( )yτ ⋅
0 ( )ϑ τ  сопровождающие задачи 
оптимального наблюдения (4.3), (4.4) и подсчи-
тывают векторы * ( )χ τ , * ( )χ τ .  
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В предыдущий момент thτ −  оптимальный 
регулятор, зная векторы , * 2 ( )thτχ − ⋅ * 2 ( )thτχ − ⋅ , для 
нахождения управляющего воздействия 
 за время * ( tu hτ − ) )( thϑ τ −  решил задачу  
*
( ) ( ) ( ) min;
t
t
h
J u b t u t dtτ −= → 2t s∫ sx a x= ; 
(0, ) 0,sx t = ( , ) [ ( ) ( , )]sx l t u t x l tμ= − ;  
* 1( , ) ( ),x s t x s  = s S∈ ;  (5.1) 
*
* 0
( ) [ ( , ) ( )] ( ) (
l
t
* )tg h x s  t s s ds gτ η φ− ≤ − ≤ −∫ hτ ; 
,  ( )u t U∈ .th t T τ −∈
В момент τ  оптимальный регулятор по 
векторам , * ( )thτχ − ⋅ * ( )thτχ − ⋅  за время ( )ϑ τ  строит 
программное решение  задачи (4.5). Далее, 
начиная с момента 
( )uτ ⋅
0 ( ) ( )τ ϑ τ ϑ τ+ + , оптимальный 
регулятор подает на вход физического объекта 
управляющее воздействие , * ( ) ( )u t u tτ= [t τ∈ +  
0 ( ) ( ), thϑ τ ϑ τ τ+ + + + 0 ( )thϑ τ + ( )[,thϑ τ+ + hTτ ∈ . 
Так как при достаточно малом  задачи 
(5.1) и (4.5) будут отличаться незначительно, то 
для нахождения  требуется небольшое ко-
личество итераций двойственного метода, опи-
санного в разделе [3]. Следовательно, можно 
говорить о высокой эффективности метода. 
th
( )uτ ⋅
Определение 5.1. Если для всех моментов 
hTτ ∈  справедливо неравенство 
0 ( ) ( ) thϑ τ ϑ τ+ < ,   (5.2) 
то оптимальные эстиматоры для сопровож-
дающих задач оптимального наблюдения (4.3), 
(4.4) и оптимальный регулятор для сопровож-
дающей задачи оптимального управления (4.5) 
называются подходящими оптимальными эсти-
маторами и подходящим оптимальным регуля-
тором для оптимального регулятора по распре-
делению. 
Будем считать, что для каждого hTτ ∈  все 
сопровождающие задачи оптимального наблю-
дения решаются оптимальными эстиматорами 
параллельно. В этом случае можно говорить, что 
подходящие оптимальные эстиматоры и подхо-
дящий оптимальный регулятор решают задачи 
оптимального наблюдения и управления в режи-
ме реального времени. Алгоритм оптимального 
управления  в  реальном времени для случая, 
когда неравенство (5.2) не выполняется, приве-
ден в [5]. 
Эффективность описанного алгоритма ра-
боты оптимального регулятора по распределе-
нию определяется эффективностью работы под-
ходящих оптимальных эстиматоров и оптималь-
ного регулятора. С алгоритмами и эффективно-
стью работы оптимального регулятора и опти-
мального эстиматора можно ознакомиться [3] и 
[4] соответственно. Более подробно с эффектив-
ностью работы оптимальных эстиматоров можно 
ознакомиться в [6]. 
 
Заключение 
В статье рассматривается задача оптималь-
ного управления тепловым процессом в стержне 
в условиях неопределенности и предлагается 
современный метод ее решения. Для построения 
оптимальной текущей программы исходная за-
дача разбивается на  задач оптимального на-
блюдения и одну задачу оптимального управле-
ния детерминированной системой по получен-
ным оценкам, которые решаются с помощью 
методов, описанных в [3, 4]. В статье также опи-
сывается алгоритм работы оптимального регуля-
тора по распределению, формирующего в режи-
ме реального времени текущие значения опти-
мальной обратной связи. 
2m
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