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1. Introduction
Let
(1.1)ε
{
x˙ = ∂H
∂y
+ εX2(x, y, ε),
y˙ =− ∂H
∂x
+ εY2(x, y, ε),
where X2(x, y, ε), Y2(x, y, ε) are quadratic polynomials of x, y with
coefficients depending analytically on the small parameter ε, and the
unperturbed system (1.1)0 is the polynomial Hamiltonian vector field
with at least one center, degH(x, y) = 3. The question we consider is
how many limit cycles in (1.1)ε can be born out for small ε from the
period annulus surrounding the center of system (1.1)0. This problem is
E-mail address: mcszyl@zsu.edu.cn (Y. Zhao).
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reduced to counting the number of zeros of the displacement function
d(h, ε)= εM1(h)+ ε2M2(h)+ · · · ,(1.2)
where d(h, ε) is defined on a section to the flow, which is parameterized
by the Hamiltonian value h, see [4,10–12] for the details. It has been
proved in [6] for perturbations of generic quadratic Hamiltonian systems
that, if M1(h) vanishes identically, then (1.1)ε is a Hamiltonian system.
The papers [6,8] show that two is the maximum number of limit cycles
of system (1.1)ε , if, in addition, (1.1)0 has three saddle points and one
center. Some results in this direction can be found in [1,6,8,9,19,20] and
the reference therein.
The present paper deals with the non-generic cases. It is known that
in suitable coordinates H(x, y) has an axis of symmetry. The standard
elliptic Hamiltonian H = y2 − x3 + x, which falls within these cases,
was studied in many papers [2,15,16,21]. For the other non-generic cubic
Hamiltonians with at least one center, Iliev gave the following normal
forms [10]:
H(x, y)= x[y2 +Ax2 − 3(A− 1)x + 3(A− 2)]= h,(1.3)
A ∈R.
Using this normal form, we can classify the separatrix contours in
the class of non-generic Hamiltonians (1.3) as follows: saddle-loop:
A ∈ (−∞,−1) ∪ (2,+∞), hyperbolic segment: A ∈ (−1,0), elliptic
segment: A ∈ (0,2), parabolic segment: A = 0, triangle: A = −1, non-
Morsean point: A = 2. By the results in [12, Theorem 3] (a different
normal form was used in [12]), we have:
LEMMA 1.1. – Assume A 	= −1. For small ε, the exact upper bound
for the number of limit cycles produced by the period annulus of a non-
generic quadratic center under quadratic pertubation (1.1)ε is equal to
the maximum number of zeros in the maximum interval of existence of
Γh, counting multiplicities, of related Melnikov integral as follows:
J (h)= αJ−1(h)+ βJ0(h)+ γ J1(h),(1.4)
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where α,β and γ are arbitrary real constants,
Ji(h)=
∮
Γh
xiy dx, i =−1,0,1,(1.5)
and Γh is the compact component of H = h, defined by (1.3).
By Lemma 1.1, the initial problem is reduced to counting the number
of zeros of the Abelian integrals J (h). Using this method, paper [7,
10,11,22] show that the cyclicity of the period annulus is equal to two
for A = 0,2 or A ∈ (2,+∞) and three for A = −1. As usual, we use
the notation of cyclicity for the total number of limit cycles which can
emerge from a configuration of trajectories (center point, period annulus,
separatrix cycle) under a perturbation.
In this paper, we study the cyclicity of the period annulus of the
non-generic quadratic Hamiltonian systems with hyperbolic segment,
i.e., A ∈ (−1,0). For this case, the level curves of H = h, defined in
(1.3), are drawn in Fig. 1. The period annulus Γh is defined in the
interval (A− 3,0). ΓA−3 and Γ0 correspond to the center (1, 0) and the
heteroclinic loop respectively.
Fig. 1.
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By Lemma 1.1, we prove the following main result of this paper:
THEOREM 1.2. – Assume that H(x, y) is defined as (1.3) and A ∈
(−1,0). For small ε, the maximum number of limit cycles in (1.1)ε which
emerge from the center and the period annulus altogether is equal to two.
The techniques we use to get Theorem 1.2 is a combination of
techniques from [9] with some ideas from [10,11,22–24]. For reader’s
convenience, a more detailed sketch of the outline of proof is given in the
next section.
Remark 1.3. –
(i) In the rest of this paper, suppose A ∈ (−1,0) unless the opposite is
claimed.
(ii) For proof’s convenience, throughout this paper suppose that the
oval Γh has the negative (clockwise) orientation.
2. Outline of the proof
We begin this section by the following lemma:
LEMMA 2.1. – For i =−1,0,1
(i) Ji(h) > 0, J ′i (h) > 0, h ∈ (A− 3,0),
(ii) Ji(A− 3)= 0.
Proof. – (i) Since x > 0 for (x, y) ∈ intΓh and Ji(h)= ∫ ∫intΓh xi dx dy,
the results (i) follows.
(ii) Note the limit of the area of intΓh is equal to zero as h→ A− 3,
we get Ji(A− 3)= 0, i =−1,0,1.
It easy to see that the integral J (h) from (1.4) can be written in the
form
J (h)= J0(h)(αξ(h)+ β + γ η(h)),(2.1)
where
ξ(h)= J−1(h)
J0(h)
, η(h)= J1(h)
J0(h)
, h ∈ [A− 3,0].(2.2)
Now we introduce the following notation:
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DEFINITION 2.2. – In ξη-plane, define
Ω = {(ξ, η) | ξ = ξ(h), η= η(h), h ∈ [A− 3,0]}.(2.3)
Remark 2.3. – If A ∈ (−1,2), then ΓA−3 and Γ0 always correspond to
a center and a heteroclinic loop respectively. Hence, this definition of Ω
makes sense also for A ∈ (−1,2).
If we prove that ξ(h) is monotonic for h ∈ [A− 3,0], then we can take
ξ as a new parameter and, instead (2.1), consider the function
αξ + β + γ η˜(ξ),(2.4)
where η˜(ξ )= η(h(ξ)) and h= h(ξ) is the inverse function of ξ = ξ(h).
By Lemma 1.1, Lemma 2.1 and Definition 2.2, it is not hard to see that
for small ε and a given perturbation X2(x, y, ε), Y2(x, y, ε) in (1.1)ε , the
number of limit cycles which emerge from the period annulus is equal to
the number of the intersection points (counting the multiplicities) of Ω
with the line
L: αξ + β + γ η= 0.(2.5)
Hence, our goal would be achieved if we show that any line intersects Ω
in at most two points in ξη-plane, that is say, the curvature of Ω at each
point is non-zero. Therefore, most of our efforts will be concentrated to
prove the following
THEOREM 2.4. – The curve Ω , defined in (2.3), is strictly convex at
each point, i.e. d2η/dξ 2 > 0.
Our plan to prove Theorem 2.4 is start with a Hamiltonian H(x, y) for
which we already know that. Such one can be obtained for example from
H0 =H |A=0 = x(y2 + 3x − 6)= h. For H0, we have d2η/dξ 2|A=0 > 0.
By direct computation, we know that, if A ∈ (−1,2), then near the
endpoints of Ω , d2η/dξ 2 > 0. This implies that varying the parameter
A in H(x, y) if d2η/dξ 2 acquires a zero this would be at least a double
zero. It will correspond to a zero of multiplicity at least four of J (h)
provided X2(x, y, ε), Y2(x, y, ε) are properly chosen, see Section 4 for
the details. In Sections 5–7, we prove that J ′′(h) has at most two zeros in
(A− 3,0) (counted with their multiplicities) if d2η/dξ 2  0. To do this,
a Riccati equation satisfied by g(h) = D(h)J ′′(h)/J ′−1(h) is derived in
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Section 3 and some asymptotic expansions of the Abelian integrals (1.5)
are given in the same section.
As in the paper [9], in Sections 5–7 we do not study J (h) for all values
of the parameter α, β and γ . We are interested only in the values α, β,
γ corresponding to lines L tangent to Ω . In this case, the parameters α,
β, γ and g(h) subject to quite restrictive inequalities, which we obtain in
Section 5. Under this assumption, in Section 6 and Section 7 we give an
upper bound of the number of inflection points of zeros of J (h), i.e., the
zeros of J ′′(h). This implies Theorem 2.4. The proof of Theorem 1.2 is
completed in Section 8 by using Lemma 1.1 and Theorem 2.4.
3. Picard–Fuchs equation and relevant results
In this section, we derive some equations satisfied by Abelian integrals
and describe the behaviour of Ji(h) (i =−1,0,1) near the endpoints of
[A− 3,0].
LEMMA 3.1. – The Abelian integrals J−1(h), J0(h) and J1(h) satisfy
the following Picard–Fuchs equation
3hJ ′−1 − 6(A− 2)J ′0 + 3(A− 1)J ′1 = J−1,
−3(A− 1)hJ ′−1 + 6AhJ ′0 − 3(A− 3)(A+ 1)J ′1 = 4AJ0,
2(A− 2)hJ ′−1 − 4(A− 1)hJ ′0 + 2AhJ ′1=−3(A− 1)J0 + 2AJ1,
(3.1)
which is equivalent to
D(h)=
J ′−1J ′0
J ′1
=
a−1,−1(h) a−1,0(h) a−1,1(h)a0,−1(h) a00(h) a01(h)
a1,−1(h) a10(h) a11(h)
J−1J0
J1
 ,(3.2)
where
D(h)= 6h(h−A+ 3)[A2h− (A+ 1)(A− 2)2],
a−1,−1(h)= 2h[A2h− (A− 1)(A− 3)(A+ 1)],
a−1,0(h)=−9(A− 1)(A− 3)(A− 2)(A+ 1)
+A(9A2 − 18A+ 1)h,
a−1,1(h)= 6A[A(1−A)h+ (A− 3)(A− 2)(A+ 1)],
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a0,−1(h)=A(A− 1)h2 − (A− 2)(A− 3)(A+ 1)h,
a00(h)= 2h[2A2h+ (A− 1)(9+ 4A− 2A2)],
a01(h)=−12Ah,
a1,−1[h] = 2h2,
a10(h)=A(1−A)h2 + (A− 2)(A2 − 2A+ 9)h,
a11(h)= 6Ah[Ah− (A− 2)(A− 1)].
Proof. – Indeed, the system (3.1) has already been derived in [11].
Solving J ′−1(h), J ′0(h) and J ′1(h) from (3.1), we get (3.2). ✷
PROPOSITION 3.2. – (i) The following asymptotic expansions hold
near h= 0:
J−1(h)= c−1,−1 ln |h| + c0,−1 + · · · ,
J0(h)= c00 + c10h ln |h| + · · · ,(3.3)
J1(h)= c01 + c11h+ · · · ,
where cij , i =−1,0,1,2, . . . , j =−1,0,1, is real constant and c−1,−1 <
0, c00 > 0, c10 < 0, c01 > 0.
(ii) Ji(h), i = −1,0,1, is analytic at h = A − 3 and the following
asymptotic expansions hold:
J−1(h)= J ′0(A− 3)
[
(h−A+ 3)+ (1/288)(45 + 18A
+ 5A2)(h−A+ 3)2 + (35/248832)(243 + 180A
+ 90A2 + 36A3 + 11A4)(h−A+ 3)3 + · · ·],
J0(h)= J ′0(A− 3)
[
(h−A+ 3)+ (1/288)(5A2 + 6A
+ 9)(h−A+ 3)2 + (5/248832)(189 + 180A(3.4)
+ 126A2 + 84A3 + 77A4)(h−A+ 3)3 + · · ·],
J1(h)= J ′0(A− 3)
[
(h−A+ 3)+ (1/288)(5A2 − 6A
− 3)(h−A+ 3)2 + (5/248832)(−27 − 36A
− 42A2 − 84A3 + 77A4)(h−A+ 3)3 + · · ·],
where J ′0(A− 3) > 0.
Proof. – (i) The expansions of J0(h) and J1(h) follow from Theo-
rem A.1 (we present Theorem A.1 in Appendix A of this paper below).
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Lemma 2.1 asserts c00 > 0, c10 < 0 and c01 > 0. Using analytic theory of
ordinary differential equations [5], system (3.2) has a fundamental solu-
tion matrix of the form
TP(h)
1 0 00 1 ln |h|
0 0 1
 , T =
 1 1 01 0 43(A−1)
3(A−1)
2A 0 1
 ,
where P(h) is analytic near h = 0, P(0) = E3×3(E3×3 denotes a unit
matrix of 3×3). This implies J−1(h) has the asymptotic expansion as the
first one of (3.3). To prove c−1,−1 	= 0, assume that M∗ is minimal value
of the function −Ax2 + 3(A − 1)x − 3(A − 2) in the interval [0, x¯1],
0 < x¯1 < x∗1 , where (x∗1 ,0) is the intersection point of Γ0 with x-axis,
x∗1 > 0. Then
J−1(0)=
∮
"0
y
x
dx = 2
x∗1∫
0
√−Ax2 + 3(A− 1)x − 3(A− 2)
x
dx
> 2
x¯1∫
0
√−Ax2 + 3(A− 1)x − 3(A− 2)
x
dx
> 2
x¯1∫
0
√
M∗
x
dx =√M∗ [ln x¯1 − lim
x→0 lnx] = +∞,
which implies that limh→0 J−1(h)=+∞. Hence, c−1,−1 > 0.
(ii) Since Ji(h) is analytic at h = A − 3 corresponding to the center
(see [13]), we get (3.4) from (3.1). ✷
COROLLARY 3.3. –
(i) Near the value h= 0 corresponding to heteroclinic loop, J (h) has
the following expansion:
J (h)= p−1 ln |h| + p0 + p1h ln |h| + · · · ,(3.5)
where p−1 = αc−1,−1, p0 = αc0,−1 + βc00 + γ c01, p1 = βc10.
(ii) The conditions p−1 = p0 = p1 = 0 hold if and only if J (h)≡ 0.
Proof. – (i) The expansion (3.5) follows from (1.4) and (3.3).
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(ii) The conditions p−1 = p0 = p1 = 0 hold if and only if
αc−1,−1 = 0, αc0,−1 + βc00 + γ c01 = 0, βc10 = 0.(3.6)
Since c−1,−1 < 0. c10 < 0 and c01 > 0, the system (3.6) is equivalent to
α = β = γ = 0, i.e., J (h)≡ 0. ✷
COROLLARY 3.4. – (i) J (h) has the following expansion near h =
A− 3:
J (h)= J ′0(A− 3)
[
q1(h−A+ 3)+ q2(h−A+ 3)2
+ q3(h−A+ 3)3 + · · ·],(3.7)
where
q1 = a + β + γ,
q2 = 1288
[(
45+ 18A+ 5A2)α+ (5A2 + 6A+ 9)β
+ (5A2 − 6A− 3)γ ],
q3 = 5248832
[
7
(
243+ 180A+ 90A2 + 36A3 + 11A4)α
+ (189+ 180A+ 126A2 + 84A3 + 77A4)β
+ (−27− 36A− 42A2 − 84A3 + 77A4)γ ].
(ii) If q1 = 0, q2 	= 0 (respectively q1 = q2 = 0, q3 	= 0), then the system
(1.1)ε has at most one limit cycle (respectively two limit cycles) which
tend to the center of the unpertured system (1.1)0.
(iii) The condition q1 = q2 = q3 = 0 hold if and only if J (h)≡ 0.
Proof. – Using the same arguments as in the proof of Corollary 3.3, we
get (i) and (iii). The result (ii) follows from (3.7). ✷
PROPOSITION 3.5. – The Abelian integrals J−1(h), J0(h) and J1(h)
satisfy the following system
D(h)
J ′′−1J ′′0
J ′′1
=
b−1,−1(h) b−1,0(h)b0,−1(h) b00(h)
b1,−1(h) b10(h)
(J ′−1
J ′0
)
,(3.8)
where D(h) is defined in Lemma 3.1 and
118 Y. ZHAO, S. ZHU / Bull. Sci. math. 125 (2001) 109–138
b−1,−1(h)=−4A2h2 + 2(A− 1)(5A2 − 10A− 9)h
− 6(A− 3)(A− 2)2(A+ 1),
b−1,0(h)=A(−3A2 + 6A+ 1)h+ 3(A− 3)(A− 2)(A− 1)(A+ 1),
b0,−1(h)=A(A− 1)h2 − (A− 2)(A− 3)(A+ 1)h,
b00(h)=−2A2h2 + 2(A− 3)(A− 1)(A+ 1)h,
b1,−1(h)= 2h2,
b10(h)=−b0,−1(h).
Proof. – Differentiating both sides of (3.1), we have
3hJ ′′−1 − 6(A− 2)J ′′0 + 3(A− 1)J ′′1 =−2J ′−1,
−3(A− 1)hJ ′′−1 + 6AhJ ′′0 − 3(A− 3)(A+ 1)J ′′1= 3(A− 1)J ′−1 − 2AJ ′0,
2(A− 2)hJ ′′−1 − 4(A− 1)hJ ′′0 + 2AhJ ′′1=−2(A− 2)J ′−1 + (A− 1)J ′0.
(3.9)
Solving J ′′−1, J ′′0 and J ′′1 from (3.9), one gets (3.8). ✷
Put
ω(h)= J
′
0(h)
J ′−1(h)
.
It follows from the first two equations of (3.8) that
COROLLARY 3.6. – The ratio ω(h) = J ′0(h)
J ′−1(h)
satisfies the following
Riccati equation
D(h)ω′ = r0(h)ω2 + r1(h)ω+ r2(h),(3.10)
where r0(h)=−b−1,0(h), r1(h)= b00(h)− b−1,−1(h), r2(h)= b0,−1(h).
System (3.8) and (3.10) are crucial for our analysis. Taking
g(h)=D(h) J
′′(h)
J ′−1(h)
.(3.11)
By (3.8), we have
g(h)= f1(h)+ f2(h)ω(h),(3.12)
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where
f1(h)= αb−1,−1(h)+ βb0,−1(h)+ γ b1,−1(h),(3.13)
f2(h)= αb−1,0(h)+ βb00(h)+ γ b10(h).(3.14)
To give a precise result on the number of zeros of Abelian integrals
(1.4), we intend to estimate the upper bound of the number of zeros of
J ′′(h). Since Lemma 2.1 and (3.11) show that the zero of g(h) is equal to
the zero of J ′′(h) in (A− 3,0), we will investigate the number of zeros
of g(h) instead of J ′′(h).
PROPOSITION 3.7. – The ratio g(h) satisfies the following Riccati
equation
D(h)f2(h)g
′ = r0(h)g2 +R1(h)g+R2(h),(3.15)
where
R1(h)=D(h)f ′2(h)− 2r0(h)f1(h)+ r1(h)f2(h),
R2(h)=D(h)[f ′1(h)f2(h)− f1(h)f ′2(h)] + r0(h)f 21 (h)
− r1(h)f1(h)f2(h)+ r2f 22 (h)
and R2(A− 3)=R2(0)=R2((A+ 1)(A− 2)2/A2)= 0, degR1(h)= 4,
degR2(h)= 6.
Proof. – By (3.12), we have
ω= g(h)− f1(h)
f2(h)
.(3.16)
Substituting (3.16) into (3.10), one gets (3.15). The identities R2(A −
3) = R2(0) = R2((A + 1)(A − 2)2/A2) = 0 follow by direct computa-
tion. ✷
Remark 3.8. – The results in this section hold for A ∈ (−1,2).
4. The geometric properties of Ω
In Section 6, we will prove ξ ′(h) > 0, which implies that there
exists the inverse function of ξ = ξ(h), denoted by h = h(ξ), such
that ξ(h(ξ)) = id . Therefore, Ω , defined in (2.3), can be denoted as
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η = η˜(ξ ) = η˜(h(ξ)). To get Theorem 2.4, we describe some properties
of Ω in this section.
It follows from (3.3) and (3.4) that (ξ(A − 3), η(A − 3)) = (1,1),
η(0) = c01/c00, ξ(0) = limh→0 ξ(h) = limh→0(c−1,−1 ln |h|/c00 + · · ·) =
+∞. Denoted by Lc the tangents to Ω at the endpoint (1,1). In the rest
of this section, we suppose that α2 + β2 + γ 2 	= 0 unless the opposite is
claimed.
The following properties of Ω are similar to the properties of centriod
curve in the paper [8,9].
PROPOSITION 4.1. – Assume h0 ∈ (A− 3,0).
(i) The condition J (h0)= 0 holds if and only if the line L, defined in
(2.5), passes through (ξ(h0), η(h0)).
(ii) The conditions J (h0)= J ′(h0)= 0 hold if and only if L is tangent
to Ω at (ξ(h0), η(h0)).
(iii) Suppose that n  3. The equalities J (h0) = J ′(h0) = · · · =
J n−1(h0) = 0 hold if and only if the curvature of Ω at (ξ(h0), η(h0)),
denoted by κ(h0), has a zero of order n− 2, i.e., d2η/dξ 2 has a zero of
order n− 2 at h= h0.
Proof. –
(i) The result follows from (2.1) and Lemma 2.1.
(ii) The equation of tangent line to Ω at (P (h0),Q(h0)) is
η− η
′(h0)
ξ ′(h0)
ξ + ξ(h0)η
′(h0)− ξ ′(h0)η(h0)
ξ ′(h0)
= 0.(4.1)
By (2.1), the condition J (h0)= J ′(h0)= 0 is equivalent to{
αξ(h0)+ β + γ η(h0)= 0,
αξ ′(h0)+ γ η′(h0)= 0.(4.2)
In section 6 below, we get ξ ′(h) > 0. Solving (4.2) for α and β, we have
α =−η
′(h0)
ξ ′(h0)
γ, β = ξ(h0)η
′(h0)− ξ ′(h0)η(h0)
ξ ′(h0)
γ .(4.3)
Substituting (4.3) into (2.5), we know that the equation of L is (4.1),
which implies (ii).
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(iii) The conditions J (h0)= J ′(h0)= · · · = J n−1(h0) = 0 hold if and
only if

αξ(h0)+ β + γ η(h0)= 0,
αξ ′(h0)+ γ η′(h0)= 0,
αξ ′′(h0)+ γ η′′(h0)= 0,
...
αξ (n−1)(h0)+ γ η(n−1)(h0)= 0,
which yields
∆(h0)= ξ ′(h0)η′′(h0)− ξ ′′(h0)η′(h0)= 0,
∆′(h0)= ξ ′′(h0)η′′′(h0)− ξ ′′′(h0)η′′(h0)= 0,
...
∆(n−3)(h0)= ξ (n−2)(h0)η(n−1)(h0)− ξ (n−1)(h0)η(n−2)(h0)= 0.
On the other hand,
κ(h0)= ∆(h0)
(ξ ′(h0))2 + (η′(h0))2]3/2 ,
d2η
dξ 2
∣∣∣∣
h=h0
= ∆(h0)
(ξ ′(h0))3
,
which proves the proposition.
PROPOSITION 4.2. – (i) The equation of Lc is
(A+ 1)ξ + (A+ 3)η− 2(A+ 2)= 0.(4.4)
(ii) The condition q1 = 0 holds if and only if L, define in (2.5), passes
through (1,1).
(iii) The conditions q1 = q2 = 0 hold if and only if L is tangent to Ω at
(1,1), i.e., L= Lc, where q1 and q2 are defined in Corollary 3.4.
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Proof. – (i) By (3.4), we have
ξ(h) = 1+ A+ 3
24
(h−A+ 3)+ 1
20736
(
549+ 369A
+ 147A2 + 55A3)(h−A+ 3)2 + · · · ,
η(h) = 1− A+ 1
24
(h−A+ 3)− 1
20736
(A+ 1)
× (55A2 − 18A+ 63)(h−A+ 3)2 + · · ·
(4.5)
as h→ A− 3, which implies dη/dξ |(1,1) =−(A+ 1)/(A+ 3). Hence,
the equation of Lc is (4.4).
(ii) The condition that L passes through (1,1) holds if and only if
α+ β + γ = 0, which is equivalent to q1 = 0.
(iii) It follows from Corollary 3.4 that q1 = q2 = 0 if and only if
α = (A + 1)γ /(A + 3), β = −2(A + 2)γ /(A + 3), which implies the
equation of L is (4.4), i.e., L= Lc. ✷
PROPOSITION 4.3. – The curve Ω is convex near the endpoints (1,1)
and (ξ(0), η(0)), where A ∈ (−1,2).
Proof. – It follows from (4.5) that
d2η
dξ 2
∣∣∣∣
(1,1)
= η
′′(h)ξ ′(h)− ξ ′′(h)η′(h)
(ξ ′(h))3
∣∣∣∣
h=A−3
= 20(A+ 1)
2
(A+ 3)3 > 0,
i.e., Ω is convex near the endpoint (1,1).
Expansion (3.3) yields that the following expansions hold near h= 0:
ξ(h)= c−1,−1
c00
ln |h| + · · · , η(h)= c01
c00
− c01c10
c00
h ln |h| + · · · ,(4.6)
where implies
d2η
dξ 2
=−c00c01c10
c2−1,−1
h ln |h| + · · ·> 0
as h→ 0. The proposition follows. ✷
LEMMA 4.4. – If A= 0, then the curve is Ω is strictly convex at each
point.
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Proof. – In the paper [10], the author has proved that ω(h)|A=0 =
(J ′0(h)/J ′−1(h))|A=0 is a strictly decreasing function satisfying 0 <
ω(h) < 1. Suppose J¯ (h)= αJ−1(h)+ βJ1(h), then J¯ ′(h)= J ′−1(h)(α+
βω(h)) has at most one simple zero in (−3,0). Note J¯ (−3) = 0, we
conclude that J¯ (h) has at most one simple zero in (−3,0) for arbitrary
real number α,β, which yields (ξ ′(h))|A=0 	= 0. By direct computation,
we get (ξ ′(−3))|A=0 = 1/8. Hence, (ξ ′(h))|A=0 > 0. Therefore, we can
denote Ω|A=0: η= (η(h¯(ξ)))|A=0, where h= h¯(ξ ) is the inverse function
of ξ = (ξ(h))|A=0.
On the other hand, the author of the paper [10] has proved that, if A=
0, then J (h) has at most two zeros (counted with multiplicity), which
means (d2η/dξ 2)|A=0 	= 0. By Proposition 4.3, we get d2η/dξ 2|A=0 > 0
(cf. Remark 4.6 below). ✷
PROPOSITION 4.5. – For A close enough to 0, the curve Ω is strictly
convex.
Proof. – Denote ξ0(h)= (ξ(h))|A=0, η0(h)= (η(h))|A=0. Since ξ(h)=
ξ0(h)+O(A), η(h)= η0(h)+O(A), we get the result. ✷
Remark 4.6. – In this section, if ξ ′(h) 	= 0, all results hold for A ∈
(−1,2).
5. Basic inequalities
In this section we derive several inequalities concerning the parameter
in (3.10) and (3.15). These inequalities are crucial for our analysis in next
two sections.
Through this and next two sections, we suppose the following:
(S1) L is tangent toΩ at an internal point (ξ(h), η(h)), h ∈ (A−3,0),
(S2) α = 1,
(S3) the curvature of Ω does not change the sign (but may vanish),
i.e., d2η/dξ 2  0.
Remark 5.1. – Indeed, if α = 0, then J (h) has at most one simple zero
in (A−3,0) (see Corollary 6.4 in Section 6 below), which yields L is not
tangent to Ω at any point. Therefore, without loss generality we suppose
that (S2) holds. On the other hand, if the curvature of Ω , does not change
the sign, then it follows from Proposition 4.3 that d2η/dξ 2  0.
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LEMMA 5.2. – The coefficients β and γ satisfy the inequalities
γ  A+ 3
A+ 1 > 0, β < 0, β + γ + 1 > 0.(5.1)
Proof. – Since (S3) holds and ξ ′(h) > 0 (see Corollary 6.4 below), it
follows from (4.5) and (4.6) that
−A+ 1
A+ 3 =
dη
dξ
∣∣∣∣
(1,1)
 dη
dξ
 lim
h→0
dη(h)
dξ(h)
= 0.
Comparing (2.5) with (4.1), we get that the slope of L is (noting α =
1)dη/dξ = η′(h)/(ξ ′(h) = −1/γ , which implies that −(A + 1)/(A +
3)  −1/γ  0. Therefore, γ  A+3
A+1 > 0. If β  0, then Lemma 2.1
asserts J (h) > 0, which contradicts (S1). Hence, β < 0.
The assumption (S1) and (S3) imply that J (h) has only one zero
h = h0 in (A − 3,0) and the multiplicity of h = h0 must be an even
number (cf. Proposition 4.1), which means that the Abelian integral
J (h) does not chang the sign. Since the expansion (3.5) and (S2) show
limh→0 J (h) = +∞, we obtain J (h)  0, h ∈ [A − 3,0]. This implies
q1 = β + γ + 1 0.
If q1 = 0, q2 	= 0, then Proposition 4.2 and the assumption (S1) show
that L is tangent to Ω at (ξ(h), η(h)) and intersects Ω at (1,1) also,
which contradict the assumption (S3). Therefore, either q1 	= 0 or q1 =
q2 = 0 (i.e., L=Lc). In the assumption (S1), we suppose (ξ(h), η(h)) 	=
(1,1) and hence L 	= Lc, which yields q1 	= 0. The inequality β+γ +1 >
0 follows. ✷
LEMMA 5.3. – For h ∈ (A − 3,0), r0(h) > 0, r2(h) > 0, r21 (h) −
4r0(h)r2(h) > 0.
Proof. – By direct computation, we have
r21 − 4r0r2 = 4(h−A+ 3)
[
A2h− (A+ 1)(A− 2)2]φ(h),
where
φ(h)=A2h2 + 9(A− 1)(1+ 2A−A2)h+ 9(A− 3)(A− 2)2(A+ 1).
Since degφ(h)= 2 and
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φ(±∞)=+∞, φ(0)= 9(A− 3)(A− 2)2(A+ 1) < 0,
φ(A− 3)= (A− 3)3(A+ 3) < 0,
we conclude that φ(h) has two zeros in (−∞,A− 3) ∪ (0,+∞), which
implies φ(h) < 0, h ∈ (A− 3,0). Hence, r21 − 4r0r2 > 0, h ∈ (A− 3,0).
Rewrite r2(h) in the form r2(h) = hr˜2(h). Noting r˜2(h) is a linear
function of h and r˜2(0)= (2−A)(A−3)(A+1) < 0, r˜2(A−3)= 2(A−
3) < 0, we obtain r˜2(h) < 0, which yields r2(h) > 0, h ∈ (A − 3,0).
Similarly, we get r0(h) > 0, h ∈ (A− 3,0). ✷
LEMMA 5.4. – (i) R′2(0) > 0, R2(±∞)=+∞.
(ii) R2(h) has at most two zeros (counted with their multiplicities) in
(A− 3,0).
Proof. – It follows from Proposition 3.7 that
R′2(0)= 9(A− 3)3(A− 2)3(A+ 1)3
[
15− 22A+ 11A2
+ 12(A− 1)(A− 2)β + 8(A− 2)2γ ].
By (5.1) and the inequalities 12(A−1)(A−2) > 0, −4(A−2)(A+1) >
0, we get
15− 22A+ 11A2 + 12(A− 1)(A− 2)β + 8(A− 2)2γ
> 15− 22A+ 11A2 + 12(A− 1)(A− 2)(−γ − 1)+ 8(A− 2)2γ
=−A2 + 14A− 9− 4(A− 2)(A+ 1)γ
−A2 + 14A− 9− 4(A− 2)(A+ 1) · A+ 3
A+ 1
=−5(A− 3)(A+ 1) > 0,
which implies R′2(0) > 0.
By direct computation, we have
R(6)(0)= 720A3[2βA+ γ (A− 1)][−8A2 + 4A(A− 1)β
+ (A2 − 2A+ 5)γ ].
On the other hand,
2βA+ γ (A− 1) < 2A(−γ − 1)+ γ (A− 1)=−(A+ 1)γ − 2A
−(A+ 1) · A+ 3
A+ 1 − 2A=−3(A+ 1) < 0,
and
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−8A2 + 4A(A− 1)β + (A2 − 2A+ 5)γ
>−8A2 + 4A(A− 1)(−γ − 1)+ (A2 − 2A+ 5)γ
=−12A2 + 4A− (A+ 1)(3A− 5)γ
 − 12A2 + 4A− (A+ 1)(3A− 5) · A+ 3
A+ 1
=−15(A+ 1)(A− 1) > 0.
Therefore, R(6)(0) > 0. Since degR2(h) = 6, this implies R2(±∞) =
+∞.
Noting R2(0) = 0 and R′2(0) > 0, we know that there exists δ > 0
such that R2(h) > 0 for h ∈ (0, δ). On the other hand, R2(+∞) = +∞
and R2((A+ 1)(A − 2)2/(A2)) = 0 (cf. Lemma 3.7), which yields that
R2(h) has at least two zeros in (0,+∞) (including h = (A + 1)(A −
2)2/A2). Since degR2(h)= 6 and R2(A− 3)=R2(0)= 0, the result (ii)
follows. ✷
Define the following auxiliary functions
F(h)= f ′1(h)f2(h)− f1(h)f ′2(h), G(h)= f1(h)+ f2(h).(5.2)
Obviously, degF(h)= degG(h)= 2.
LEMMA 5.5. – (i) F(A− 3) > 0, F(0) < 0.
(ii) F(h) has only one simple zero in (A− 3,0).
Proof. – By direct computation, we have
F(A− 3)= 2(β + γ + 1)(A− 3)3[A2 + 3A+ 6+A(A+ 1)β
+ (A− 2)(A+ 1)γ ].
It follows from Lemma 5.2 and the inequalities A(A+1) < 0, −2(A+
1) < 0 that
A2 + 3A+ 6+A(A+ 1)β + (A− 2)(A+ 1)γ
<A2 + 3A+ 6+A(A+ 1)(−γ − 1)+ (A− 2)(A+ 1)γ
= 2A+ 6− 2(A+ 1)γ  2A+ 6− 2(A+ 1) · A+ 3
A+ 1 = 0,
which implies F(A − 3) > 0. Using the same arguments as above, we
have F(0) < 0. Since degF(h)= 2, the result (ii) follows from (i). ✷
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LEMMA 5.6. – (i) G(A− 3)= 0, G(0) > 0.
(ii) G(h) has at most one simple zero in (A− 3,0).
Proof. – By direct computation, we get G(A−3)= 0, G(0)=−3(A−
3)2(A− 2)(A+ 1) > 0, which yields (ii). ✷
LEMMA 5.7. – (i) Either f2(h) < 0 or f2(h) has two zeros (counting
the multiplicities) in the interval (A − 3,0), where f2(h) is defined in
(3.14).
(ii) Suppose that h = h1 and h = h2 are two zeros of f2(h), A− 3 <
h1 < h2 < 0, then f2(h) > 0 for h ∈ (h1, h2) and f2(h) < 0 for h ∈
(A− 3, h1)∪ (h2,0), f ′2(h1) > 0, f ′2(h2) < 0.
Proof. – By direct computation, we get
f2(A− 3)=−2(A− 3)2(β + γ + 1) < 0,
f2(0)= 3(A− 3)(A− 2)(A− 1)(A+ 1) < 0.
This yields (i). On the other hand, we have proved that 2βA+γ (A−1) <
0 in the proof of Lemma 5.4. Hence, f ′′2 (0)=−2A(2βA+ (A− 1)γ ) <
0. Since degf2(h)= 2, the result (ii) follows. ✷
LEMMA 5.8. – If h1 and h2 are two zeros of f2(h) in (A − 3,0),
h1 < h2, then f1(h1) < 0.
Proof. – To prove the result, suppose f1(h1)  0. In what follows we
consider the number of zeros of G(h) and F(h).
Case 1: f1(h1) > 0, f1(h2) 0.
By Lemma 5.6(i) and (5.2), G(h1)= f1(h1) > 0, G(h2)= f1(h2) 0,
G(0) > 0. This implies that G(h) has at least two zeros in (A − 3,0)
(counting the multiplicities), which contradict Lemma 5.6(ii).
Case 2: f1(h1) > 0, f1(h2) > 0.
It follows from (5.2), Lemma 5.5(i) and Lemma 5.7(ii) that F(A−3) >
0, F(h1)=−f1(h1)f ′2(h1) < 0, F(h2)=−f1(h2)f ′2(h2) > 0, F(0) < 0.
Hence, F(h) has at least three zeros in (A − 3,0), which contradict
Lemma 5.5(ii).
Case 3: f1(h1)= 0.
Using the same arguments as above, we obtain that, if f1(h2)  0
(respectively f1(h2) > 0), then G(h) (respectively F(h)) has at least two
(respectively three) zeros in (A− 3,0), which contradicts Lemma 5.6(ii)
(respectively Lemma 5.5(ii)).
By above discussions, we have f1(h1) < 0. ✷
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6. Monotonicity of the ratio ω(h)= J ′0(h)/J ′−1(h)
In Section 3, we proved that the ratio ω(h) = J ′0(h)/J ′−1(h) satisfies
the Riccati equation (3.10), which means that ω(h) is a trajectory of the
system {
h˙=D(h),
ω˙= r0(h)ω2 + r1(h)ω+ r2(h).(6.1)
In what follows we intend to determine the monotonicity of ω(h) by
using (6.1).
The zero isocline ω±(h) of system (6.1) is
ω±(h)= −r1(h)±
√
r21 (h)− 4r0(h)r2(h)
2r0(h)
.
By Lemma 5.3, r0(h) > 0, r21 (h) − 4r0(h)r2(h) > 0, h ∈ (A − 3,0).
Hence, ω+(h) > ω−(h), h ∈ (A− 3,0).
LEMMA 6.1. – (i) ω+(A − 3) = ω−(A − 3) = 1, ω+(0) = 2(A −
2)/(A− 1), ω−(0)= 0.
(ii) limh→(A−3)+(ω+)′(h) = +∞, limh→(A−3)+(ω−)′(h)=−∞,
(ω+)′(0) = −(5A2 − 10A + 9)/(6(A − 2)(A − 1)2) > 0, (ω−)′(0) =
1/(6(A− 2)) < 0.
Proof. – Direct computation.
LEMMA 6.2. – For h ∈ (A− 3,0), dω+(h)/dh > 0, dω−(h)/dh < 0.
Proof. – By Lemma 6.1, near the endpoints of (A − 3,0) ω+(h) is
increasing. If ω+(h) has a maximum for A− 3 < h < 0, then it must be
followed by a minimum. Hence, there must exist a ω¯ ∈ (1,2(A−2)/(A−
1)), such that the straight line ω = ω¯ intersects ω+(h) at least three points.
But we know that r0(h)ω¯2 + r1(h)ω¯ + r2(h) is a polynomial of h with
degree two, which yields a contradiction. Hence, dω+(h)/dh > 0.
Using the same arguments as above, one gets dω−(h)/dh < 0. ✷
PROPOSITION 6.3. – (i) ω(A− 3)= 1, ω(0)= 0.
(ii) ω′(h) < 0, 0 <ω(h) < 1, h ∈ (A− 3,0).
Proof. – It is known that ω(h) is a trajectory of system (6.1), which
has four critical points: two saddle-node points at (A− 3,1) and ((A+
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Fig. 2.
1)(A − 2)2/A2, (A − 2)/A), a stable node at (0,0) and a saddle at
(0,2(A− 2)/(A− 1)). It follows from (3.3) and (3.4) that
ω(h)= c10
c−1,−1
h ln |h| + · · ·(6.2)
as h→ 0, and
ω(h)= 1− 1
12
(A+ 3)(h−A+ 3)+ · · ·(6.3)
as h→ A− 3, which implies ω(0)= 0, ω(A− 3)= 1, limh→0ω′(h)=
−∞, ω′(A − 3) = −(A + 3)/12 < 0. Therefore, ω(h) is a trajectory
of (6.1) starting from the saddle-node (A − 3,1) to the stable node
(0,0). In the phase plane of system (6.1), the region {(h,ω)|A − 3 
h  0} is divided into three parts by the isocline ω+(h), ω−(h) and the
invariant straight lines h = A − 3, h = 0, where ω+(h) and ω−(h) are
monotonically increasing and decreasing respectively (cf. Lemma 6.1).
By Lemma 6.1, (6.2) and (6.3), we have −∞= limh→(A−3)+(ω−)′(h) <
ω′(A− 3) < limh→(A−3)+(ω+)′(h)=+∞, which implies that the graph
of ω(h) must stay in the region {(h,ω)|ω−(h) < ω < ω+(h), A − 3 <
h< 0}, see Fig. 2, which yields
d
dh
(
J ′0(h)
J ′−1(h)
)
= dω(h)
dh
= r0(h)(ω(h)−ω
+(h))(ω(h)− ω−(h))
D(h)
< 0
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for h ∈ (A− 3,0). The conclusion (ii) follows. ✷
COROLLARY 6.4. – ξ ′(h) > 0, η′(h) < 0, h ∈ (A− 3,0).
Proof. – Assume J (h)= αJ−1(h)+ βJ0(h), α2 + β2 	= 0, then J (h)/
J0(h)= αξ(h)+ β. This implies that ξ ′(h) 	= 0 for h ∈ (A− 3,0) if and
only if J (h) has at most one simple zero for arbitrary real number α and
β.
Since J ′(h)= J ′−1(h)(α+βω(h)), it follows from Proposition 6.3 and
Lemma 2.1 that J ′(h) has at most one simple zero. Noting J (A− 3)= 0
(cf. Corollary 3.4), we conclude that J (h) has at most one simple zero in
(A− 3,0). Hence, ξ ′(h) 	= 0. By (4.5), we get ξ ′(A− 3)= (A+ 3)/24 >
0, which shows ξ ′(h) > 0.
The following proof comes from [14], Taking X2 ≡ 0, Y2 = µ1y +
µ2xy, H = x(y2 + F(x)), degF(x) = 2 in (1.1)ε . Since (1.1)ε is a
quadratic system having an invariant straight line, by the properties of
quadratic systems (see for example [18]), the system (1.1)ε has at most
one limit cycle and if it exists then it is hyperbolic. Therefore, J (h) =∮
Γh
Y2 = µ1J0 + µ2J1 = J0(µ1 + µ2η(h)) has at most one simple zero,
which yields η′(h) 	= 0. By (4.5), we get η′(A− 3)=−(A+ 1)/24 < 0.
Hence, η′(h) < 0, h ∈ (A− 3,0).
Rewrite (3.12) in the form
g(h)= f2(h)Q(h),(6.4)
where
Q(h)= f (h)+ ω(h), f (h)= f1(h)
f2(h)
.(6.5)
If f1(h) and f2(h) have no common factor, then the number of zeros
of g(h) is equal to the number of Q(h). In what follows we may estimate
the number of zeros of Q(h) instead of g(h).
COROLLARY 6.5. – Suppose that h1 and h2 are two zeros of f2(h),
A− 3 <h1 < h2 < 0.
(i) If f1(h2) > 0, then g(h) 	= 0 for h ∈ (h2,0).
(ii) If f1(h2) < 0, then g(h) has no zeros in (h1, h2) and at most one
zero in (h2,0).
(iii) If f1(h2)= 0, then g(h) 	= 0, h ∈ (h1, h2)∪ (h2,0) and g(h2)= 0.
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Proof. – (i) Since Lemma 5.8 and (5.2) show that G(h1) < 0, G(h2) >
0, we conclude that G(h) has one zero in (h1, h2). By Lemma 5.6,
one gets G(h) = f1(h) + f2(h) > 0 for h ∈ (h2,0). Noting f2(h) < 0,
h ∈ (h2,0), this implies that f (h) = f1(h)/f2(h) < −1 for (h2,0). It
follows from Proposition 6.3 that Q(h) = f (h)+ ω(h) < −1 + 1 = 0.
Therefore, g(h) 	= 0, h ∈ (h2,0).
(ii) Using the same arguments as (i), we obtain G(h) = f1(h) +
f2(h) < 0, h ∈ (h1, h2). Noting f2(h) > 0 for h ∈ (h1, h2), one gets
f (h) < −1 in the same interval. Hence, Q(h) < 0, h ∈ (h1, h2), which
yields g(h) 	= 0, h ∈ (h1, h2).
It follows from Lemma 5.7 that F(h1) > 0, F(h2) < 0, which implies
F(h) has one zeros in (h1, h2). Using Lemma 5.5, we know that
F(h) < 0 for h ∈ (h2,0), which means f ′(h) = F(h)/f 22 (h) < 0. By
Proposition 6.3, Q′(h) = f ′(h) + ω′(h) < 0, h ∈ (h2,0). Therefore,
Q(h) (i.e. g(h)) has at most one zero in (h2,0).
(iii) In this case, G(A − 3) = G(h2) = 0, G(h1) < 0, G(0) > 0,
which implies that f1(h) + f2(h) < 0, f2(h) > 0 for h ∈ (h1, h2) and
f1(h) + f2(h) > 0, f2(h) < 0 for h ∈ (h2,0). This yields f (h) < −1,
h ∈ (h1, h2) ∪ (h2,0). Therefore, Q(h) = f (h) + ω(h) < −1 + 1 = 0.
The result (iii) follows from (6.4). ✷
COROLLARY 6.6. – If f2(h) has a zero h = h∗ with multiplicity two,
then g(h) has at most one simple zeros in (A− 3,0) (counted with their
multiplicities).
Proof. – By Lemma 5.5 and (5.2), F(A−3) > 0, F(h∗)= 0, F(0) < 0,
which yields F(h) > 0 for h ∈ (A − 3, h∗) and F(h) < 0 for h ∈
(h∗,0). Since f ′(h)= F(h)/f 22 (h), we know that f (h) is increasing in
(A−3, h∗) and decreasing (h∗,0) respectively. Noting f (A−3)= 1, one
gets f (h) > 1, h ∈ (A− 3, h∗), which implies Q(h)= f (h)+ ω(h) > 1
for h ∈ (A − 3, h∗). On the other hand, Q′(h) = f ′(h) + ω′(h) < 0,
h ∈ (h∗,0). Therefore, Q(h) has no zero in (A− 3, h∗) and at most one
simple zero in (h∗,0).
If f1(h∗) 	= 0, then g(h∗) 	= 0.
If f1(h∗) = 0, then F(h∗) = 0, F ′(h∗) = (f ′′1 f2 − f1f ′′2 )|h=h∗ = 0,
which contradicts Lemma 5.5(ii).
By above discussions, the results follows. ✷
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7. Estimate of the number of zeros of J ′′(h)
In this section, we will estimate the number of zeros of J ′′(h). By
Proposition 3.7, g(h) satisfy the following system{
h˙=D(h)f2(h),
g˙ = r0(h)g2 +R1(h)g+R2(h).(7.1)
It follows from (7.1) that
g˙|g=0 =R2(h),(7.2)
which implies that the trajectories of system (7.1) contact h-axis in at
most six points (including (A−3,0), (0,0) and ((A+1)(A−2)2/A2,0)),
on which the vector field is horizontal. On the other hand, the abscissa of
the intersection point of the trajectory g(h) with h-axis is the zero of the
function g(h), defined (3.12). We will use these facts and system (7.1) to
estimate the upper bound of the number of zeros of g(h) (i.e., J ′′(h)).
LEMMA 7.1. – Suppose f2(h) has two zeros h = h1 and h = h2 in
(A− 3,0).
(i) The system (7.1) has eight critical points: two saddle-node points at
B1(A−3,0) and B7((A+1)(A−2)2/A2,0), two unstable node points at
B2(h1, f1(h1)) and B6(0,−6(A− 3)(A− 2)2(A+ 1)), a stable node at
B5(h2, f1(h2)), three saddles at B3(h1, f1(h1) − D(h1)f ′2(h1)/r0(h1)),
B4(h2, f1(h2) − D(h2)f ′2(h2)/r0(h2)) and O(0,0). The ordinates of
critical points B2,B3,B4 and B5 satisfy
f1(h1) > f1(h1)− D(h1)f
′
2(h1)
r0(h1)
, f1(h2) < f1(h2)− D(h2)f
′
2(h2)
r0(h2)
.
(ii) The system (7.1) has five invariant straight lines h=A−3, h= h1,
h= h2, h= 0 and h= (A+ 1)(A− 2)2/A2.
LEMMA 7.2. – If f2(h) < 0 for h ∈ (A − 3,0), then in the region
{(h, g) |A− 3 h 0}.
(i) The system (7.1) has three critical points: a saddle-node at B1, a
unstable node at B6 and a saddle at O, where B1, B6 and O are defined
as Lemma 7.1.
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(ii) The system (7.1) has two invariant straight lines h = A − 3 and
h= 0.
LEMMA 7.3. – (i) If f2(h) has two zeros h= h1 and h= h2, A− 3 <
h1 < h2 < 0, then the graph of g(h), h ∈ [A− 3,0], is composed of five
trajectories of system (7.1), namely, the critical points B1, B2, B5, B6 and
the trajectories 6B2B1,
6
B2B5,
6
B6B5.
(ii) If f2(h) < 0 for h ∈ (A− 3,0), then the graph of g(h) is composed
of three trajectories of system (7.1), namely, the saddle-node points B1,
the trajectory B6B1 and the unstable node B6.
Proof. – It follows from (3.12) and Proposition 6.3 that
g(A− 3)= 0, g(h1)= f1(h1), g(h2)= f1(h2),
g(0)=−6(A− 3)(A− 2)2(A+ 1),
which implies the results. ✷
LEMMA 7.4. – If f2(h) has two zeros at h= h1 and h= h2, A− 3 <
h1 < h2 < 0, then g(h) has at most two zeros in (A− 3,0) (counted with
their multiplicities).
Proof. – By direct computation, we have
g′(A− 3)=−48(A− 3)q2, R′2(A− 3)=−2304(A− 3)4q1q2.
We split the proof into two cases.
Case 1: f1(h2) > 0.
By Lemma 7.1 and Lemma 5.8, in the phase plane of system (7.1),
the critical points B2 and B3 (respectively B4 and B5) are in the lower
(respectively the upper) half plane, which implies R2(h1) > 0, R2(h2) >
0, see Fig. 3. Now we split this case in to two subcases:
Subcase 1: q2 > 0.
Noting R2(A − 3) = 0, R′2(A − 3) = −2304(A − 3)4q1q2 < 0 (cf.
Proposition 3.7 and Lemma 5.2), it follows from Lemma 5.4(ii) that
R2(h) has one simple zero in (A− 3, h1) and no zero in (h1, h2). Since
g′(A − 3) > 0 and g(h1) = f1(h1) < 0, the trajectory
6
B2B1 and the h-
axis intersects at a unique point h = h¯, see Fig. 3. To prove h = h¯ is a
simple zero of g(h), suppose the contrary, i.e., g(h¯) = g′(h¯) = 0. From
(3.15), we get R2(h¯) = 0. Since R2(h) has at most a simple zero in
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Fig. 3.
(A− 3, h1), one obtains R′2(h¯) 	= 0. It follows from (3.15) that g′′(h¯)=
R′2(h¯)/(D(h¯)f2(h¯)) 	= 0, which means that g(h) does not chang the sign
near h = h¯. This yields contradiction, see Fig. 3. Therefore, h = h¯ is a
simple zero of g(h). It is obvious that
6
B2B5 intersects the h-axis only
once. Hence, g(h) has two simple zeros in (A−3, h2). By Lemma 6.5(i),
the result follows.
Subcase 2: q2  0.
In this case, R′2(A−3) 0, g′(A−3) 0. Since R2(0)= 0, R′2(0) > 0
(cf. Lemma 5.4), R2(h) has no zero in (A−3, h2) and one zero in (h2,0).
Using the same arguments as in subcase 1, the trajectory 6B2B1 does not
intersects the h-axis in (A − 3, h1) and
6
B2B5 intersects the h-axis only
once. Hence, it follows from Corollary 6.5(i) that g(h) has one zero in
(A− 3,0).
Case 2: f1(h2) 0.
Using the same arguments as in Case 1, we obtain that g(h) has at most
one simple zero in (A−3, h1). By Corollary 6.5, one gets the results. ✷
LEMMA 7.5. – If f2(h) < 0, h ∈ (A− 3,0), then g(h) has at most two
zeros in (A− 3,0) (counted with their multiplicities).
Proof. – Using the same arguments as in the proof of Lemma 7.4, we
know that g(h) has at most one zero (respectively two zeros) if q2  0
(respectively q2 < 0).
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PROPOSITION 7.6. – J ′′(h) has at most two zeros in (A − 3,0)
(counted with their multiplicities).
Proof. – The proposition follows from Corollary 6.6, Lemma 7.4 and
Lemma 7.5. ✷
8. Proof the main result
We begin this section with the following lemma:
LEMMA 8.1. – Suppose the assumption (S1), (S2) and (S3) hold. Then
J (h) has no zero of multiplicity four in (A− 3,0).
Proof. – Suppose J (h) has a zero of multiplicity four at h = h˜, i.e.,
J (h˜) = J ′(h˜) = J ′′(h˜) = J ′′′(h˜) = 0, h˜ ∈ (A− 3,0). This means J ′′(h)
has a zero of multiplicity two at h = h˜. Since J (A − 3) = J (h˜) = 0,
we conclude that there must exist h˜1 ∈ (A− 3, h˜) such that J ′(h˜1)= 0.
Note J ′(h˜1)= J ′(h˜)= 0, we know that there exists h˜2 ∈ (h˜1, h˜) such that
J ′′(h˜2)= 0, which contradicts Proposition 7.6. ✷
Proof of Theorem 2.4. – First recall Proposition 4.3 and Proposi-
tion 4.5. The curveΩ is convex near the endpoints (1,1) and (ξ(0), η(0)),
and for A close to 0, d2η/dξ 2 > 0, h ∈ (A− 3,0). Let us suppose that
there exists a value A0 ∈ (−1,0) such that
(1) d2η/dξ 2 > 0 if A ∈ (−1,A0),
(2) for A = A0, the curvature of Ω at some point (ξ(h˜∗)), η(h˜∗)),
h˜∗ ∈ (A0 − 3,0) is zero, i.e., d2η/dξ 2|A=A0,h=h˜∗ = 0.
Then for A = A0, we get d2η/dξ 2  0, h ∈ (A0 − 3,0) and
d2η/dξ 2|A=A0 has at least a double zero at h = h˜∗. Now we choose a
perturbation X2(x, y, ε), Y2(x, y, ε) in (1.1)ε so that the line L will be
tangential to Ω at the point (ξ(h˜∗), η(h˜∗)). Using Proposition 4.l(iii), we
conclude that the integral J (h) has at least a quadruple zero at h = h˜∗,
which contradicts Lemma 8.1. Hence, the curvature of Ω at each point is
non-zero. Hence, d2η/dξ 2 > 0. ✷
Proof of Theorem 1.2. – This theorem follows from Lemma 1.1,
Corollary 3.4, Proposition 4.1–4.2 and Theorem 2.4. ✷
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Appendix A
In the proof of Proposition 3.2 in Section 3, we have used the following
result:
THEOREM A.1 [13]. – Consider one-parameter analytic system
(A.1)ε
{
x˙ = ∂H/∂y + εX˜(x, y, ε),
y˙ =−∂H/∂x + εY˜ (x, y, ε).
Suppose that (A.1)0 has a center surrounded by the ovals Γh: H(x, y)=
h, 0 < h < h∗, Γ0 corresponds to a heteroclinic loop which contains
only finite hyperbolic saddles at (x0, y0), (x1, y1), . . . , (xj−1, yj−1). Then
M1(h), defined in (1.2), has the following expansion near h= 0:
M1(h)= ϕ1(h)+ψ1(h) lnh, 0 < h 1,
where ϕ1(h), ψ1(h) are real analytic functions and
ϕ1(0)=
∫ ∫
int Γ0
(
∂X˜(x, y,0)
∂x
+ ∂Y˜ (x, y,0)
∂y
)
dx dy,
ψ1(0)= 0, ψ ′1(0)=−
j−1∑
i=0
1
λi
(
∂X˜(x, y,0)
∂x
+ ∂Y˜ (x, y,0)
∂y
)∣∣∣∣
(xi,yi)
.
Here λi,−λi < 0< λi , is a eigenvalue of the matrix(
∂2H/∂x∂y ∂2H/∂y2
−∂2H/∂x2 −∂2H/∂x∂y
)∣∣∣∣
(xi ,yi)
.
Suppose H(x, y) is defined as (1.3) and X2 ≡ 0, Y2 = y in (1.1)ε .
Obviously, M1(h)= J0(h). By Theorem A.1, we obtain the expansion of
J0(h). Using the same arguments, the expansion for J1(h) follows.
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