Fast algorithm for generating Bernstein-Bezier polynomials  by Rafajłowicz, Ewaryst
ELSEVIER Journal of Computational and Applied Mathematics 51(1994) 279-292 
JOURNAL OF 
COMPUTATIONAL AND 
APPLIED MATHEMATICS 
Fast algorithm for generating Bernstein-Bezier polynomials * 
Ewaryst Rafajlowicz 
Institute of Engineering Cybernetics, Technical University of Wroclaw, Wybrezeie Wyspairiskiego 27, 
50 3 70 Wrocta w, Poland 
Received 31 May 1991; revised 25 September 1992 
Abstract 
In this paper a new algorithm for generating values of Bernstein-Bezier polynomials is proposed and investi- 
gated. Opposite to the known algorithms, its computational complexity does not depend on the degree of a 
calculated polynomial. However, it allows to calculate only approximate values of the polynomial. These features 
allow to recommend the proposed algorithm for solving curve fitting and image processing problems in which 
processing a large number of data is necessary. The proposed method is based on a probabilistic interpretation of 
Bernstein-Bezier (BB-) polynomials and its properties are investigated in the statistical language. As a byproduct, a 
local nature of BB-polynomial approximation is displayed. 
Keywords: Bernstein polynomials; Bezier polynomials; Computational algorithm 
1. Introduction 
The theoretical role played by the Bernstein polynomials in approximating continuous 
functions is well known for more than fifty years (see, e.g., [3] for the proof of Bernstein’s 
theorem and [ll] for a complete exposition of the classical results). In the last twenty years the 
interest to these polynomials has still been growing, due to results of Bezier [2] who developed 
a practical way of applying them in CAD systems (see also [9] for more details on applications 
in CAD). For this reason we further use the term Bernstein-Bezier (BB-) polynomials. In 
recent years, a flexibility of BB-polynomials was more and more frequently used in computer 
graphics (see [14]). 
New applications of BB-polynomials appeared in mathematical statistics for nonparametric 
estimation of a probability density function (see [5]). 
One can expect that the interest of research to BB-polynomials will be growing. This fact 
motivates our study, in which a new algorithm for generating BB-polynomials is proposed and 
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investigated. The algorithm is based on the law of large numbers and it is able to generate 
values of BB-polynomials with a precision given in the probabilistic language. We expect that 
the proposed algorithm will be an accompanying tool for the Casteljau algorithm and for the 
version of the Horner scheme adapted for generating BB-polynomials (see, e.g., [14] for a 
description of these algorithms). The goal of possible applications of our algorithm is to 
generate large-degree BB-polynomials. This is due to the fact that the computational complex- 
ity (CC> of our method does not depend on the degree wb of the generated BB-polynomial. For 
the Casteljau algorithm CC is quadratic in m, while for the Horner scheme it is linear in p7t, 
provided that values of t” and (1 - tJnavi, i = 1, 2,. . . , m, are pretabulated (see [14, Section 
10.41). Note that for our method pretabulation is not necessary, since it is based on the 
probabilistic interpretation of the BB-curve. This interpretation also reveals a local character of 
a high-degree BB-polynomial, if it is fitted to a large number of data points. This property 
(more clearly stated in Section 2) opens new potential applications of BB-polynomials in image 
processing and curve fitting. Application of the proposed algorithm in these areas will be 
published elsewhere. Here, as a motivation to our study we present Fig. 1, in which a 
lOO-degree BB-polynomial is shown as a fit to artificially generated data. 
The paper is organized as follows. In Section 2 a theoretical version of our method is 
discussed together with remarks on its convergence. In Section 3 a practical version of the 
algorithm is presented, while in Sections 4 and 5 CC is compared with the Casteljau algorithm. 
Fig. 1. Data points (* * *) for simulation and the classical Bernstein-Bezier ( ---I polynomial of degree 50 fitted 
to the data. 
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We present a one-dimensional version of our method. Its multidimensional version for 
B3-polynomials on rectangular grids can immediately be obtained, using the known ideas of 
the tensor product of one-dimensional curves (see, e.g., [9,14]). 
2. Theoretical version of the proposed algorithm 
Let fi E R2, i = 1, 2,. ..> II, be a given sequence of points. For t E (0, l), the Bernstein- 
Be&r polynomial is defined as follows (see, e.g., [11,14]: 
where 
p,,(t)=C:‘t”(l-t)“-‘, i=o, l,**.,Iz, (2.2) 
while CiF Gn!/(i! (pt -i)!). It is clear that for every fixed t E (0, 1) we have 
n 
P[fi(r) a O, ~~i~(~~ = I, 
i=Cl 
(2.3) 
and pi,(t) can be interpreted as the probability of attaining i successes in pz Bernoulli trials 
with the probability of each success equal to t. 
In (2.1) the dependence of B(t) on n is not indicated in the notation, since in our 
considerations pt remains fixed. 
Our algorithm is based on the above probabilistic interpretation. We remark that a proba- 
bilistic interpretation of BB-polyn(~mials has been used in the original paper of Bernstein El] in 
a different manner than it is used here. For fixed t E CO, I) let us introduce the random vector 
F(t), which takes the values fi with the probabilities pi,(t), i = 0, l., . . . , FZ. Then, (2.1) can be 
rewritten as 
B(t) = EF(t), 
where E denotes the expectation. Let F,(t), Et&t), , . . , F,(t) denote results of independent 
observations of the random vector F(f). 
Remark 2.1. In other words, each q(t) equals one of the vectors fi with probabili~ pi,(t), 
i==O, l,,.., ~1, and trials are independent. 
According to the strong law of large numbers (LLN) (see, e.g., [3] for its formulations, one 
can appro~mate the expectation in (2.4) by b,(t) defined as follows: 
provided that M is sufficiently large. Further we take (2.5) as our basic approximation of B(t). 
Thus, the theoretical version of our algorithm for calculating ~,~(~} can be summarized as 
follows. 
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Atgorithm 2.2 
Step 0. Fix t E (0, 1). 
Step 1. Generate h4 independent observations 2$(t), j = 1, 2,. . . , M, of the random vector F(t). 
Step 2. Evaluate the (approximate) value of B(t), using b,(t) defined by (2.5). Change t and go 
to Step 1. 
The above version of the algorithm applies general ideas of the Monte Carlo simulation. 
Requirements imposed on the estimate b,(t) are well established in statistics. We summarize 
them briefly below. 
(Pl) Unbiasedness: Eb,(t) = B(t). 
The proof of (Pl) follows directly from Remark 2.1. 
(P2) Consistency: b,(t) -+ B(t) as M -+ 03 in probability. Property (P2) will follow from 
Proposition 2.3. Asymptotic normality of b,(t) can also be obtained, but the expression for the 
covariance matrix is somewhat complicated. We derive a useful upper bound for the probability 
of a relative deviation bM(f) -B(t), which is valid for finite M. To this end, let us treat the 
formulas below as if fit b,(t), B(t) be one-dimensional. This means that our result is valid for 
components of the above vectors, but we do not want to overcrowd formulas by additional 
subscripts. This convention is in force to the end of the present section only. 
Define by r,&> = I B(t) -b,(t) I/max,gj,,t I f, 1 the local error of our method, related to 
the data. The global error of the method, related to the data, is defined as R, = j,j’ r,,,,(t) dt. 
The following bound can be obtained for R,. 
Proposition 2.3. For every E > 0 and fixed n (the degree of the B&polynomial) we have 
P{Iw, > E} < CnM-V1, 
where 0 < C, < 1 & a constant deemed by 
= n+l-j 
C,=l- I-I 
j=riZ+l+j’ 
P in (2.6) denotes the probability of exceeding a given level E > 0. 
Proof. Let us note that r,(t) = I b,(t) - Eb,(t)i/f,,,, where f,, k max,,,,, 1 fi 1. Applying 
the Markov inequality (see, e.g., 1311, we obtain 
The 
WMM) 
P{R,.e} < p. 
E 
Schwarz inequality leads to 
E(Rnn) = Ekl~*(f) dt G $/*Er$(r) dt = g/’ var(~~~~)} dt. 
max 0 max 0 
(2.8) 
(2.9) 
It remains to evaluate the variance of b,(t): 
var/b,(t)] =M-” k [fi--B(t)]‘pirzft) ==M-’ tf;pJt) -B2(t) . 
i=O i=O 1 (2.10) 
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Now, it is convenient to introduce the following notations: 
f2 [fo, f,,...JJT1 (2.11) 
p,(t) A [PO&)9 P&)7 * *. > &,(~>lTl (2.12) 
G t2+ 1 2 (e + l)~‘~~(~)~~(~) dt, (2.13) 
where T denotes transposition. Taking into account that ~~~~~~~) dt = (n + 1)-i, i = 0, 1,. . . , II, 
we obtain from (2.10) 
f TJ: 
dt =M-‘(n + l)-‘fTII,+, - G,+I]_?<~-l&,,,[&+r - G,+,]n+l> 
where A,,..[ *] denotes the largest eigenvalue 
In [4] properties of the matrix G,, were 
BB-polynomials. 
(2.14) 
of the matrix in parentheses. 0 
investigated in the context of approximation by 
From this paper it follows that the smallest eigenvalue of G, is given by 
(2.15) 
Thus, C,, = h ,,[ 1, + 1 - G,,,] = 1 - h,i,(G,) < 1. Now the theorem follows by backsubstitution 
of (2.15) to (2.14) and (2.14) to (2.9), taking into account that 11 f 11 2/(n + 1) <f,&,. Let us note 
that C, depends only on the degree of the BB-polynomial. 
We remark that consistency of b,(t) follows directly from (2.6). 
The above theorem leads to the conclusion that one can expect small probabilities of 
exceeding a given level E by the global relative error R,, for sufficiently large M. In other 
words, inequality (2.6) allows to attain a desired accuracy level E > 0 with the confidence level 
chosen in advance. Indeed, (2.6) is equivalent to the inequality 
P{R, < E} > 1 - c,M-lE-l, (2.16) 
where the right-hand side is the confidence level. 
We stress again that the above result is valid for every component of b,(t), if it is a vector. 
3. Computational algorithm for Bernstein-Bezier polynomials 
Algorithm 2.2 is convenient for theoretical purposes, but it can be rewritten in a form more 
suitable for calculations. From Remark 2.1 it is clear that each random vector Fj(t) can take 
only a finite number of values fif;:, i = 0, 1,. . . , n. Thus, it is not necessary to store realizations of 
c(t), but it suffices to know only numbers of the vectors fit which enter into (2.5). These 
considerations lead to the following intermediate algorithm. 
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Algorithm 3.1. 
Step 0. Choose t E (0, 1). 
Step 1. Generate M random numbers ij( t), j = 1, 2,. . . , M, as independent realizations of the 
random variable, which takes the values i = 0, 1,. . . , n with probability pi,(t). 
Step 2. Evaluate the BB-polynomial according to the formula 
(34 
Change t and go to Step 1. 
We remark that Algorithms 2.2 and 3.1 are equivalent. Nevertheless, Algorithm 3.1 reveals a 
local nature of BB-polynomial approximation. Indeed, even for moderate n (30 say) one can 
observe that for fixed t E (0, 1) the values pi,(t), i = 0, 1,. . . , n, are dominated by probabilities 
with the numbers i close to (n + l)t. Thus, only few vectors fi, i = 0, 1,. . . , ~1, enter effectively 
into the sum in (3.1). 
The above considerations, together with the classical results on approximating the binomial 
distribution by the Gaussian one (see, e.g., [3]) motivate the next step in deriving our algorithm. 
Algorithm 3.2. 
Step 0. Choose t E (0, 1). 
Step 1. Generate M random numbers qj(t), j = 1, 2,. . . , M, as independent realizations of the 
Gaussian random variable with the mean value (n + l>t and the variance (n + l>t(l - t). 
Step 2. If 0 < qj(t) G n, then put ij = nearest intege~q~(t)), else 
if qj(t) < 0, then put ii =: 0, (3.2) 
if qj(t) >n, then put ij=n. (3.3) 
Repeat Step 2 for j = 1, 2,. . . , M. 
Step 3. Evaluate the BB-polynomial according to (3.1). Change t and go to Step 1. 
A few remarks are in order concerning the implementation of Algorithm 3.2. 
Remark 3.3. The simplest form of rounding qj(t) to the nearest integer ii is used in Step 2. An 
anonymous referee pointed out that the accuracy can be raised by a careful rounding, when 
q&t) is halfway between two integers. We give some indications on rounding in Section 5.1. 
For large yt, approximation of the discrete binomial distribution by the Gaussian one is very 
good in the interior of (0, 1). However, unbounded support of the Gaussian distribution may 
lead to a boundary effect which results in ove~eighting points f0 and f,. For this reason in 
practical implementations of our algorithm conditions (3.2) and (3.3) were slightly changed. 
Namely, if qj(t) is far to the left from zero or it is far to the right from n, then this realization is 
rejected. 
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Remark 3.4. In our implementation qj(t> was rejected if 4j(t) < -0.5. Similarly, realizations 
q$t) > YI + 0.5 were rejected. This choice was made on a trial-and-error base. A more 
sophisticated way of taking boundary effects into account is discussed in Section 5.2. 
4. Computationai aspects 
In order to evaluate the computational burden of Algorithm 3.2 let us denote by T the time 
necessary to generate one realization of the (pseudo-IGaussian random variables with a given 
mean and variance. We do not give a precise value of T in terms of floating-point operations, 
since it depends on the way in which uniformly distributed realizations are generated and 
transformed into the Gaussian variables (see, e.g., 1121 for a discussion of this topic). Let 7’,, 
denote the execution time of a single floating-point operation (flop), i.e., addition or multiplica- 
tion Then, for a given t, the execution time TA of Algorithm 3.2 is as follows: 
l MT time units for generating random numbers, 
l 2MT, time units for rounding, 
l (M + l)sT, time units to calculate the mean vector of the dimension s. 
Remark 4.1. The above evaluation of the execution time TA is rather rough. Depending on the 
machineenvironment, here might be considerable differences, since duration of floating-point 
addition and multiplication may vary. Typically, one can assume that their ratio is approxi- 
mately 1 to 2.5 t 5 (see [13, Chapter 41). Despite possible differences, the crucial point is that 
all the above operations depend linearly on M, but not on yt. 
Thus, computational advantages of Algorithm 3.2 are the following. 
(1) The execution time TA is independent of it (the degree of the BB-polynomial). 
(2) TA depends linearly on M (the number of random variables generated to evaluate BB) 
(typically M = 12 + 30). 
(3) Minimal intermediate storage requirements (only numbers ii, j = 1, 2,. . . , M are stored). 
(4) There is no need to store pretabulated values of polynomials. 
(5) There are no problems of numerical stability. 
For comparison, see 1141; the Casteljau algorithm requires 3n(n + 1) flops, while the 
specialized Horner scheme requires 9n flops with additional storage requirements for pretabu- 
lated polynomials. 
In Table 1 the execution time of Algorithm 3.2 is compared to the specialized Horner 
scheme (SHS) in the version presented in [141. Simulations were performed using an IBM 
XT/952 MHz with an arithmetic coprocessor. Inspection of Table 1 confirms large computa- 
tional savings obtained if Algorithm 3.2 is used. In the fourth column of this table the mean 
square error between the exact BB-polynomial and its approximation obtained using Algorithm 
3.2 is displayed. In all the cases in Table 1, BB-polynomials were calculated in 500 equidistant 
points. The original data points to which the BB-polynomial was fitted were generated from the 
quadratic function on the equidistant grid corrupted by the white noise. Some examples of 
BB-polynomials obtained by Algorithm 3.2 are presented in Figs. 2 and 3. As one can notice, 
also visual inspection confirms a good accuracy of the proposed algorithm. 
Table 1 
Execution time of the proposed Algorithm 3.2 and the specialized Homer scheme (SHS) 
Polynomial Homer scheme Algorithm 3.2 Mean square Algorithm 3.2 Mean square error 
degree (SEE) (sec.1 (sec.) error + smoothing (sec.) after lO-paint moving 
average, smoothing 
50 9.18 4.89 WX8 7.48 0.008 
100 17.79 4.89 0.023 7.04 0.Ot.R 
200 35.09 4.95 0.017 7.03 0.007 
300 52.46 4.88 0.017 7.08 0.005 
400 69.87 4.94 0.016 7.03 0.005 
500 87.44 4.89 CM14 7.04 0.005 
1000 173.95 4.88 0.013 7.02 0.004 
On the other hand, approximations to By-pol~omi~ls produced by Algorithm 3.2 contain 
some “wild points”, which result from our method af generating them by random selection. In 
some applications, especially when the visual inspection is important, this phenorn~~o~ may be 
unpleasant. One can remove these “wild points” by using the moving average smoothing 
algorithm, applied to the points generated by Algorithm 3.2. Let us note that it adds an extra 
computational burden, but the additional computation time does not depend on the degree of a 
generated ~~-polynomial. In fact, additional burden depends only on the range of smoothing 
Fig. 2. Comparison of ~~-poIy~~miais generated by the exact algorithm (----- ) and by Algorithm 3.2 (s****.) 
(polynomial of degree 50). 
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Fig. 3. Comparison of BB-polynomials generated by the exact algorithm (- ) and by Algorithm 3.2 (.*..*.) 
(polynomial of degree 100). 
and on the number of points at which values of BB-polynomials are needed. In other words, for 
a fixed range of smoothing and a chosen number of generated BB-polynomial values the 
additional computational time is constant. This is illustrated in the fifth column of Table 1 for 
500 generated BB-polynomial values, using lo-point moving average smoothing. The impact of 
smoothing on resulting curves is illustrated in Figs. 4 and 5, which are smoothed versions of 
Figs. 2 and 3, respectively. 
5. Refinements of proposed algorithms 
The main advantage of Algorithm 3.2 is its low computational complexity and its simplicity of 
computer implementation, using standard generators of Gaussian pseudorandom variables. At 
the expense of complicating the implementation, one can increase the approximation accuracy 
of Algorithm 3.2. In this section we briefly sketch possible improvements, ordered according to 
their implementation difficulties. We confine our attention to such improvements which keep 
the computational complexity of generating BB independent of its degree. 
Remark 5.1. This section is added as an extended answer to stimulating questions stated by an 
anonymous referee of this paper. In particular, the application of the continuity correction 
(Section 5.1) is suggested by the referee. 
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Fig. 4. Comparison of BB-polynomials generated by the exact algorithm (---- ) and by the smoothed version of the 
curve generated by Algorithm 3.2 (a . . ’ . .) (pol~omial of degree 50). 
5.1. Continuity correction 
In Step 1 of Algorithm 3.2 realizations of the Gaussian random variables with the mean 
m,(t) g fn + l>t and the variance an’(t) 2 (n + l>t(l - t> are used to appro~mate random 
variables with binomial distribution. The theoretical base for this approach is provided by the 
Laplace-Moivre theorem, which is recalled here for convenience (see, e.g., [lo]>. Let s, denote 
the number of successes in 12 f 1 trials with the probability of a success in each trial equal to t. 
Let S, k (sn - ~~(t))/~~(t), and let at(*) denote the probabili~ distribution of the Gaussian 
standardized (0, 1) random variable. Then, for n + CO and every xi <x,, 
P(x, GS, <xz} = @(x2) - @(x1), (5.1) 
where = means that the ratio of both sides of (5.1) approaches to 1 as n + CQ. It is also known 
(see [lo]> that the accuracy of the approximation in (5.1) increases when corrections of 
discontinuities of the binomial distribution are introduced as follows: 
Pfx, <s <x2} = @(x, + &(t)) - qx, - $T&)). (54 
Note, however, that this approximation is used for evaluating probabilities for random variables 
with the binomial distribution by the Gaussian one. Our aim is somewhat different. Namely, to 
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Fig. 5. Comparison of BB-polynomials generated by the exact altgorithm (- ) and by the smoothed version of 
the curve generated by Algorithm 3.2 (. . . . . .) (polynomial of degree 100). 
generate random variables with (approximately) binomial distribution, using 
scaled Gaussian variables. 
The simplest way of using (5.2) for our purposes is to find a correction 8,(t) to 
approximate 
p 
i 
x < 3, -%2(t) 
l’ a,(t)i3,(t) Gx2 
by @(x2) - @(-Q 
in such a way that @(x,/S,(t)) - @(x,/6,(t)) equals 
done, if we impose the additional restrictions 
we need a higher approximation accuracy. A 
s,(t) = xo 
x0 + &T,(t) * 
x2 =x0, 
appropriately 
~7,2(t) so as to 
the right-hand side of (5.2). This can be 
x1 = -x0, for a certain x0 > 0, for which 
simple change of variables yields 
(5.3) 
Remark 5.2. One can notice that s,(t) < 1, t E (0, 1). Thus, the correction is done by using a 
slightly smaller variance in comparison to ~,~(t>. This fact suggests a proper way of rounding in 
Step 2 of Algorithm 3.2. Namely, for a positive integer k realizations close or equal to k + 0.5 
should be rounded to k + 1, if k + 1 < (n + 1)t and to k, otherwise. 
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As it is known (see, e.g., [lo]), approximation (5.1) is highly accurate in a vinicity of t = 0.5, 
for sufficiently large n. For this reason it is proposed to modify the variance correction (5.3) as 
follows: 
for I t - 0.5 I > (II + 1)-l”, 
otherwise. 
(5 4 
Now, Step 1 of Algorithm 3.2 has the following form. 
Step 1A. Generate M random numbers qj(t), j = 1, 2,. . . , M, as independent realizations of 
the Gaussian random variable with mean value (n + l>t and variance $,Jt)(n + l>t(l - t), 
where in(t) is defined by (5.4) and (5.3). 
In order to compare the approximation accuracy of the binomial distribution by the modified 
method with the classical one, let us introduce the following K2-like criterions: 
n (Pi&) - %m2 fw> = c 
i=O P&> ’ 
n 
.ri,(t) = c 
( Pin(t> - Gi*(t))2 
i=o PinCt) ’ 
where 
win(t) L (2T)-1’2a,‘(t) exp 
- 3(i/(n + 1) - m,(t))2 
s2(t) I (5.7) 
and Gin(t) is as above, with o,(t) replaced by G&t) = o,(t>$ ,w. 
Table 2 contains the results of comparison, obtained for different values of t and 12, for 
xn = 20. As one can notice, in most cases better approximation accuracy is obtained when 
(5.5) 
(5 4 
correction is used. 
5.2. Boundary effect correction 
Gaussian approximation of the binomial distribution is highly accurate, if on2(t> is large 
(theoretically as II + co). When values of B(t) have to be evaluated for t near the boundaries of 
Table 2 
Comparison of the approximation error of the binomial distribution with the Gaussian one, with the correction 
h,(t) (proposed in Section 5) and without the correction C?,(t). 
t n = 50 n = 75 
f&(t) h,(t) f&(t) d,(t) 
0.1 0.02 0.02 0.02 0.02 
0.2 0.015 0.013 0.01 9.10-3 
0.3 4.3.10-3 3.9.10-3 2.3.10-’ 2.1.10-j 
0.4 7.9.10v4 7.9.10-4 4.6.10P5 4.6. lop5 
0.5 7.7.10-5 7.7.10-S 3.2.10-5 3.2.10-5 
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[0, 11, then o:(t) may be small, even for large ~1. It is well known that in such a case a better 
accuracy is provided by the Poisson distribution. Thus, for nt = 1 one can change Step 1A 
(Section 5.1) to the following one. 
Step 1B. Generate random numbers qj(t), j = 1, 2, . . . , M, as independent realizations of 
random variables with the Poisson distribution: 
k 
$exP( -4, F-8) 
where p L (n + l>t. In this case skip Step 2. 
It is clear that for the right boundary, if n(1 - t) is small, it suffices to replace p in (5.8) by 
(n + l)(l - t) and take it - qj(t), j = 1, 2,. . . , M, as generated random variables. 
Generators of v variables with the Poisson distribution can be found in [7, Chapter X.31. 
5.3. Application of binomial distribution generators 
It is clear that instead of using Algorithm 3.2 one can use Algorithm 3.1 with an appropriate 
generator of random variables with the binomial distribution. This is however the most difficult 
way from the implementational point of view. The reason is that not every generator is suitable 
for our purposes. We have to reject generators, whose computational complexity or expected 
waiting time for generating one variate depends on 12, the parameter of the binomial distribu- 
tion and the degree of the BB-polynomial. We cannot use them, since this would kill our idea 
to calculate the BB-polynomial in constant time, independent of n. Extensive discussion on this 
aspect of generating binomial random variables can be found in [7, Chapter X.41. This is also 
the source where the generator with uniformly bounded expected waiting time for binomial 
variates can be found [7, p.533 and Lemma 4.9, p.5341. Note, however, that its implementation 
is much harder than simple use of Gaussian variates. 
6. Concluding remarks 
In this paper the Monte Carlo type algorithm for generating Bezier-Bernstein polynomials 
of high order is presented. Probabilistic bounds for its accuracy are derived and its computa- 
tional efficiency is investigated both theoretically and numerically. 
As a byproduct the local nature of BB-polynomial fit to data is documented by the way in 
which our algorithm is built. This fact puts in a new perspective the celebrated Bernstein 
theorem. Namely, it occurs that in some cases it is reasonable and numerically quite easy to fit 
polynomials of large orders (hundreds say) to data. A local nature of this fit is in this case 
automatically in opposite to forced localness provided by splines. 
On the other hand, one can notice that the leading idea of the proposed algorithm can be 
applied to generate splines and other functions of the forms (2.1) and (2.3). Efficiency, 
however, depends on the possibility of fast generating random numbers with an appropriate 
distribution. 
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