Expert forecasts of quantitative variables in the form of continuous subjective probability distributions are more useful to decision makers than are point estimates or confidence intervals. We present 2 experiments using participants recruited via the Internet aimed at (a) developing methods for estimating and modeling continuous subjective distributions from small numbers of judgments, and (b) assessing the effects of procedural variables on forecasting accuracy and difficulty. Experiment 1 assessed the feasibility of the proposed methods by having participants provide specified quantiles for ratios of area of geometric figures. Gamma and Weibull distributions fit the judgments very well and yielded mean and variance estimates that matched those obtained via established nonparametric methods. In Experiment 2, participants forecasted 3 future values: the date of an Apple product release announcement, the proportion of 2012 Summer Olympics medals that the United States and China would win, and the high temperature in their locality exactly 2 weeks hence. Between-participants variables were number of cut points (3 or 5) and response format (quantiles, cumulative probabilities, or interval probabilities). Overall, probability estimates were better than quantile estimates in terms of accuracy and ease of responding. Five cut points took longer than 3, but did not systematically improve accuracy. Gamma distributions fit the date forecasts well, normal distributions fit the temperature forecasts well, and beta distributions fit the proportion forecasts well. The results are very encouraging for rapid and efficient encoding and modeling of probabilistic forecasts of quantitative variables.
Many forecasting problems concern the value of a continuous quantity at some future point in time, for example, change in gross national product in the next quarter, the expected number of deaths due to an epidemic before it is contained, the increase in sea level due to climate change within the next 50 years, or, very importantly, the date by which an event will occur. 1 We report the development and evaluation of a quick and efficient method for eliciting and modeling subjective continuous probability forecasts. The work is part of a broader research program, the Aggregative Contingent Estimation (ACE) Program (Tetlock, Mellers, Rohrbaugh, & Chen, 2014; Warnaar et al., 2012) , the goal of which is to develop computerbased systems for eliciting and aggregating experts' probabilistic forecasts regarding realworld sociopolitical events.
Among the many advantages of continuous probability forecasts over point estimates or subjective confidence intervals (CIs) is that they reduce the possibility of close-call counterfactuals (Tetlock, 2005; Tetlock & Belkin, 1996) . The term close-call counterfactual refers to outcomes that come close to occurring, but do not occur. Thus, a forecast giving a high probability that an event will occur after July 7 becomes a close-call counterfactual when the event actually occurs on July 6. How wrong are close calls such as these, or are they so close that they should not be considered wrong at all? Arguments over such matters disappear with continuous probability forecasts, because the entire concept of a close call does not apply.
Beyond reducing the tendentious issue of close-call counterfactuals, continuous probability forecasts of dates and of other quantities provide decision makers with as complete a description of the uncertainty as possible. Thus, instead of being restricted to probabilities associated with possibly artificial or arbitrary cut points, decision makers can obtain probability estimates associated with any values or intervals of interest on the continuum.
Reports in which full probability distributions have been elicited from experts are relatively uncommon, probably because of the difficulty and expense incurred in conducting the process well. Carefully encoding subjective continuous probability distributions can be a time-consuming task that involves much prior preparation as well as back and forth between the facilitator and the expert. For example, Whitfield and Wallsten's (1989) encoding of health experts' judgments regarding doseresponse relationships of selected pollutants took 4 to 6 hr per expert.
As another example, both the European Central Bank (ECB; e.g., Bowles et al., 2007; Garcia, 2003) and the Federal Reserve Bank of Philadelphia (Croushore, 1993) regularly survey experts to obtain their probabilistic forecasts of various economic indicator variables. Both banks conduct their surveys by partitioning the variables of interest into as many as 10 to 12 intervals and asking experts to assign probabilities to those bins.
2 These surveys do not entail face-to-face interaction between facilitator and expert, but judging 10 to 12 intervals requires a good deal of time and effort from the forecasters. Morgan (2014) provides an excellent discussion of the issues and difficulties involved in eliciting full probability distributions from experts. Both Garthwaite, Kadane, and O'Hagan (2005) and O'Hagan et al. (2006) provide additional discussion on the same topics. It often is the case, however, as in real-time intelligence analysis, that neither sufficient resources nor time are available to engage in efforts of the sort described by Morgan and illustrated by the ECB and Federal Reserve surveys of experts. In such circumstances, efficient online methods that do not require the aid of a facilitator become crucial.
Putting aside, for the moment, the difficulties and expense of properly eliciting subjective continuous probability forecasts from experts, the empirical evidence is strong that explicit probability judgments lead to more accurate forecasts than do judgments of quantiles. Seaver, von Winterfeldt, and Edwards (1978) showed this to be true in the context of establishing continuous distributions. More recently, Haran, Moore, and Morewedge (2010) showed that having forecasters estimate bin probabilities greatly reduces overprecision compared with having them estimate either 90% CIs or 5% and 95% quantiles, in the sense that the inferred 90% CIs in the first case contained close to 90% of the outcomes, whereas in the latter two cases, they contained only 74% of the outcomes. Other studies, as well, have shown that subjective CIs defined by quantile estimates tend to be too narrow (e.g., Klayman, Soll, González-Vallejo, & Barlas, 1999; Moore, Tenney, & Haran, 2016; Teigen & Jørgensen, 2005) . Although methods exist for increasing the width of the CI (Jain, Mukherjee, Bearden, & Gaba, 2013; Soll & Klayman, 2004; Winman, Hansson, & Juslin, 2004) , the fact remains that it is an insufficient statistic if the entire subjective distribution is desired.
In addition to eliciting bin probabilities from experts, it is likely that fitting continuous models to the discrete judgments will improve accuracy. And it is precisely these models that will provide decision makers with the flexibility to obtain probabilistic forecasts for any cut points or intervals on the continuum that are of interest to them.
It is well established that multiple regression models of human judgments perform better than the humans themselves (Dawes, Faust, & Meehl, 1989; Goldberg, 1970; Hoffman, 1960) . In all these studies, the probability judgments were based on multidimensional cues (e.g., Minnesota Multiphasic Personality Inventory [MMPI] profiles) with respect to binary outcomes (e.g., psychotic or neurotic). In this article, we extend that framework to estimating continuous probability distributions as models of probabilistic forecasts about continuous variables.
We are aware of only one study that has fit continuous distributions to subjective cumulative probability judgments. Abbas, Budescu, Yu, and Haggerty (2008) used a pair-comparison method to elicit participants' probability forecasts of either the closing value of the DowJones Average (DJA) or the high temperature in Palo Alto 1 week in the future, and then fit beta distributions to the resulting judgments. Participants first estimated lower and upper bounds for the variable in question in order to set the range of interest and then responded to a series of paired comparisons. For each pair comparison, participants saw a putative value of the variable (high temperature or high DJA) on one side of the display and a probability wheel, radially divided into a gray and a white sector, on the other. They had to choose whether to bet on the wheel or on the value the variable would attain in exactly 1 week. Specifically, they were asked whether they would rather base a hypothetical $20 lottery on the spin of the wheel landing on gray or on the variable outcome 1 week hence being less than the displayed value. Then, depending on the condition, the computer adjusted the value of the displayed variable or the value of the displayed wheel probability up or down according to the participant's previous response. The procedure was continued according to an algorithm that systematically reduced the step size and terminated when the size was sufficiently small to estimate the indifference point to the desired level of precision. In the estimate-quantile condition, the probability wheel was set at 5%, 25%, 50%, 75%, or 95% gray, and the value of the displayed variable was adjusted from trial to trial in a mixed order. In the estimate-probability condition, the displayed variable was fixed at five values set within each individual's upper and lower bounds and the probability wheel was adjusted from trial to trial in a mixed order. Monotonicity of indifference points was not forced, but was quite good, and beta distributions provided quite respectable fits to the judgments. In a variety of ways, the estimateprobability method tended to be preferable to the estimate-quantile. Response times were somewhat quicker, the distributions were slightly more accurate, and the participants preferred it.
In many ways, the Abbas et al. (2008) study is a model of the online probability encoding system we are striving for. However, for all its advantages, the pair-comparison method is very time consuming. It would not do in situations, such as the ACE context, in which expert (e.g., intelligence analysts) can be expected to devote very little time to the probability encoding process. It is necessary, therefore, to explore methods that can proceed more rapidly and still lead to well considered, reliable, and useful subjective probability distributions.
We report two experiments. For reasons that will become clear, Experiment 1 had participants estimate quantiles in a perceptual task. The goals were to assess (a) the feasibility of encoding subjective distributions under ACE conditions, (b) the effects of procedural variables on coherence and accuracy, and (c) methods for estimating full probability distributions from small numbers of judgments. Experiment 2 extended the method and the goals to probability as well as quantile estimation in realworld forecasting contexts.
An important question is how to decide which formal probability distribution provides the best model for an individual's set of discrete judgments. The relevant considerations are both empirical and epistemological. We present some of them in the course of modeling the data, and consider the larger issues at the end in the General Discussion section.
Experiment 1
For this experiment, we sought a variable with a real answer that cannot be looked up on the Internet and for which everyone would have roughly equal expertise. We achieved this end by presenting respondents with either a large square and a small circle, or a large circle and a small square, and eliciting their judgments about the ratio of the area of the large to the small shape.
We used only the quantile-estimation method, despite its drawbacks mentioned above, because there exists a validated distribution-free algorithm to estimate means and variances from judged quantile values (Lau, Lau, & Ho, 1998) . We considered that step important in order to have model-free estimates of those two parameters, against which we could compare the means and standard deviations estimated from fitted distributions. Additional aims were to compare the means with the correct values, note the behavior of the estimated means and variances in response to certain experimental manipulations, and to assess issues associated with fitting formal distributions to the judgments.
Method
Participants. We recruited 99 participants from a variety of websites designed to offer online experiments, such as Psychological Research on the Net through Hanover College. Participation was voluntary and without compensation. We stopped collecting data when the response rate per day dropped to zero. The experiment was available online for a total of 131 days.
Design. The design was mixed 3 ϫ 2 ϫ 2 ϫ 2, Ratio ϫ Shape ϫ Direction ϫ Number of Quantiles. There were no other conditions in the experiment. Ratio was a within-subject variable and the other three factors were betweensubjects. These independent variables are described next. Figure 1 provides a screen shot of one of the 24 cells and should be referenced as the variables are introduced.
We defined three levels of ratio by using a single large shape and varying the area of the small shape over trials. Every participant judged the three area ratios of 15, 30, 45, with the sequence randomized across participants. Figure 1 shows an example of the Ratio ϭ 45 condition. The experiment was programmed in Qualtrics and participants were randomized into the remaining 2 ϫ 2 ϫ 2, Shape ϫ Direction ϫ Quantile, cells. For shape, participants judged either small squares relative to one large circle (circle-standard condition, shown in Figure 1 ) or the reverse (square-standard condition). For direction, they provided judgments beginning either with the subjective median and then working toward the tails of the distribution (inout, as in Figure 1 ), or beginning at the tails and then working inward (out-in). For quantiles, participants judged either three quantiles (3Q) or five quantiles (5Q, as in Figure 1) .
Participants in the 3Q conditions judged the 5th, 50th, and 95th percentiles. Those in the 5Q condition also judged the 25th and 75th percentiles.
Procedure. Participants were randomly assigned to one of the eight conditions, as described. Upon providing informed consent, they began with a training screen consisting of a large rectangle and a small triangle. The ratio of areas was 15:1. The remaining factors, 3Q or 5Q and in-out or out-in, were matched to the condition into which the participant had been randomized.
Upon completion of the training trial, participants moved immediately to the three experimental sequences, with one screen each for the ratio 15, 30, and 45 in randomized order. The questions are illustrated in Figure 1 . Participants received no feedback during the training or test trials.
We collected no other dependent variables.
Results

Monotonicity of judgments.
Monotonic judgments are necessary in order both to apply the Lau et al. (1998) equations and to estimate continuous probability distributions. Recognizing this fact, we nevertheless did not force strict monotonicity in order to assess the extent to which it occurred naturally. We address the latter question first and then return to the primary matter of comparing model-free and parametric estimates of judgment means and standard deviations.
Strict monotonicity requires that x i Ͻ x j iff p i Ͻ p j , where x i is the estimated value of the ratio corresponding to percentile p i and iff denotes "if and only if." Our measure of monotonicity is Wilson's e (Gonzalez & Nelson, 1996) , defined as
where a is the number of (x i , x j ) pairs correctly ordered, d is the number incorrectly ordered, and n is the total number of pairs (n ϭ 6 in 3Q conditions and n ϭ 10 in 5Q conditions). Note that it is possible that a ϩ d Ͻ n due to possible ties, that is, x i ϭ x j . Wilson's e varies from Ϫ1 to ϩ1, with Ϫ1 indicating strict inverse monotonicity and ϩ1 strict positive monotonicity. We calculated three values of e per participant, one for each stimulus ratio. The overall mean value was 0.36 and there were no effects of the independent variables (all F ratios Ͻ1).
From another perspective, 42 of the respondents showed perfect monotonicity, that is, had e ϭ 1 for all three sets of estimates. Another 21 participants had positive mean e values less than 1, and 36 participants had mean values of e that were either negative or zero. We eliminated one of the 42 participants with perfectly monotonic judgments because that person's estimates were extreme outliers relative to everyone else's, exceeding the true ratios by more than 100 for two of the three stimuli. Our primary analyses are limited to the remaining 41 participants with strictly monotonic judgments. There were 26 such participants in the 3Q condition and 15 in the 5Q condition.
Nonparametric estimates of subjective means. We used two methods for estimating subjective means and variances of the target distributions. The first relied on empirical approximations developed by Lau et al. (1998) , and the second on fitting the gamma and Weibull distributions to the judgments. Lau et al. (1998) used Monte Carlo techniques to develop multiple regression equations for estimating means and variances that would be robust over distributions that varied widely in skewness and kurtosis.
3 For each sample, they regressed various combinations of the quantiles against the distribution's population mean and standard deviation. The resulting equations were surprisingly accurate, and increasingly so as the number of quantiles in the equation increased. We used their three-quantile equations, relying on estimated x .05 , x .50 , and x .95 quantiles, corresponding to the 5th, 50th, and 95th percentiles, to estimate the subjective means and variances. Note that this method relied on all the estimates in the 3Q condition but only on three of the five estimates in the 5Q condition. We applied the following equation from Lau et al. separately to each participant's estimates for each ratio:
The top part of Table 1 shows the mean (and standard error) of the estimated means for the Lau et al. (1998) method as a function of the ratio and quantile conditions, collapsed over shape and direction. It is evident that the ordering of the means is correct but that, in all cases, the 3Q ratios are overestimated. In contrast, the 5Q ratios are overestimated only for the true ratio of 15; the other two ratios are underestimated. It is also clear that the 5Q means are consistently closer to the true ratios than are the 3Q means.
Simple ANOVAs on the Lau et al. (1998) estimates showed a significant effect of shape on accuracy, F(1, 34) ϭ 26.34, p Ͻ .01, with systematic overestimation of the ratios in the square-standard condition and underestimation in the circle-standard condition. This is an interesting result, but not of direct concern for present purposes and therefore we do not pursue it further. Accuracy was not significantly affected by the direction of estimation, beginning with the median or with the tails.
Nonparametric estimates of subjective variances. Lau et al. (1998) also developed robust equations to estimate population standard deviations in the same manner that they developed the equations for the means. We used their three-quantile equation to estimate the variance of each participant's judgments for each area ratio:
The top panel of Table 2 shows the means (and standard errors) of the standard deviation estimates. The standard deviations increase as a function of the ratio and are greater in the 5Q than the 3Q condition, but none of the differences are significant.
Modeling the judgments. We used both the gamma and the Weibull distributions to model the data because both are bounded at zero, as are the ratios, and because they are easy to work with. We take up further considerations about distribution choice in the General Discussion. For both distributions, we sought model parameters that minimized the squared deviations between the observed (participant estimated) quantile values and theoretical values under the distribution, as shown in the top row of Table 3 . Specifically, p i in Table 3 refers to Table 1 Means (Standard Errors) of Estimated From the Lau, Lau, and Ho (1998) the fixed probability values presented to the participants, q i refers to the participant's estimated quantile values for each p i , is the vector of parameters for the distribution being modeled, and F X Ϫ1 ͑p i , ͒ is the modeled quantile value for the given p i and . Details of the estimation procedure are provided in the Appendix. One point must be emphasized here: Although we could have used all five judged quantiles to estimate the model parameters in the 5Q conditions, we chose not to do so in order to maintain comparability with the Lau et al. (1998) methods. Thus, we used only the estimates of the quantiles associated with the 5th, 50th, and 95th percentiles. An advantage of omitting the quantile estimates corresponding to the 25th and the 75th percentiles is that they are available for comparing with the predicted values under each of the two distributions as another index of which distribution provides the better model. We report that comparison in the next section.
The distribution-based estimates of the means and standard deviations are shown in the bottom two panels of Table 1 and Table 2 , respectively. 4 The results are very similar to those obtained with the Lau et al. (1998) equations and to each other. Although repeatedmeasures ANOVAs do show significant differences among the models, they are so small as to not be of interest.
5 To a very good approximation, the three estimation methods yield identical results.
Quality of gamma and Weibull fits. Although it is reassuring that estimates of the subjective means and variances obtained via both distributions were virtually identical to those obtained via the Lau et al. (1998) equations, it is important to assess whether (a) the modeled distributions provide reasonable descriptions of the judged cumulative distributions, and (b) one of the two distributions is systematically closer to the data than is the other. Recall that we used only x .05 , x .50 , and x .95 to estimate the distribution parameters. To assess the descriptive quality of the distributions, for each participant and for each ratio, we calculated the mean-squared deviation (MSD) between the judged quantiles used in the esti- Lau, Lau, and Ho (1998) 
Note. Experiment 1 used only the quantile format. Experiment 2 used all three formats. FX is the modeled cumulative probability distribution, is the estimated parameter vector for the modeled distribution, and p i and q i are the elicited or experimenter-defined probabilities and quantiles, respectively, corresponding to fixed values i.
mation and the predicted values, and converted that to
where Var is the variance of the data points.
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The mean values of S (and standard errors), collapsed over the between-participants conditions, are shown in the top of Table 4 , labeled "S in-sample," for each ratio magnitude. It is evident that the fits are excellent and appear not to be systematically different for the two distributions. An additional comparison comes from predicting the out-of-sample data, x .25 and x .75 , in the 5Q condition. Now, Var in the equation above is the variance of those two points. The results are shown in the bottom of Table 4 , "S out-sample." As to be expected, the values are lower than for the in-sample data, but still very good.
As a final test of whether one of the two distributions tended to fit the judgments better than the other, we calculated six difference scores for each participant: one for each ratio for the out-of-sample data and one for the insample data. The scores consisted of the signed difference between the S values for the gamma and the Weibull distributions. Then, separately for each ratio and separately for the out-ofsample and the in-sample data, we computed the t statistic over the 41 participants against the null hypothesis of zero difference. Of the six t tests, only the one for the in-sample Ratio ϭ 30 data was significant, t(40) ϭ 3.02, two-tailed p Ͻ .01. We also did a binomial test for the number of positive versus negative differences. The corresponding sign test also was significant at p Ͻ .01. As can be seen in Table 4 , the gamma fit slightly better than the Weibull in that case, but the difference is small.
It is safe to conclude that neither distribution is systematically better than the other at representing these judgments at the aggregate level. However, looking at the data of individuals, it is apparent that in some instances, the gamma is clearly better than the Weibull, even when the latter is pretty good; in some instances, the reverse is true, and in yet others, both fit approximately to the same degree. Figure 2 shows examples of the three situations.
Discussion
Focusing first on the feasibility of estimating continuous subjective probability distributions from a small number of discrete judgments, a prime desideratum is that the judgments be strictly monotonic. In most applied risk assessments, the analyst collecting the judgments from the expert uses any number of methods to enforce monotonicity. We deliberately did not do so in this online study in order to gauge the degree to which it would occur naturally when participants provide a small number of unaided quantile estimates. In fact, only 42 of the 99 participants (42.4%) consistently provided strictly monotonic estimates. And too often, the failures of monotonicity were substantial. This result contrasts with the substantial, although not perfect, satisfaction of strict monotonicity in the Abbas et al. (2008) study. The primary differences between our and their experiments are (a) theirs used the pair-comparison procedure and ours used numerical estimation, and (b) theirs was done in a laboratory context and ours was done anonymously via the Internet. Therefore, any online system for obtaining sub- jective distributions over numerical variables via estimation must enforce strict monotonicity. However, when judgments were strictly monotonic, it was straightforward to estimate subjective means and variances, and to fit distributions. The subjective means were uniformly properly ordered, and, as expected, subjective variances were smaller when the distributions were closer to the lower bound of zero. It did not matter whether participants began at the tails and worked toward the median or in the other order. Also noteworthy are the results that the means of the subjective distributions were closer to the correct values and the estimated standard deviations were smaller in the 5Q than in the 3Q conditions, perhaps reflecting the greater cognitive effort required by making five rather than three judgments.
In this regard, the estimated subjective means and variances derived from the Lau et al. (1998) equations and from the gamma and Weibull distributions agreed very well with each other, providing strong internal validation to our procedures. Moreover, the good S values, both insample and out (in the 5Q condition), further attest to the reasonableness of the probability models.
Experiment 2
Having shown the feasibility of fitting accurate continuous distributions to a small number of probability judgments, Experiment 2 extends the approach to probabilistic forecasting of three kinds of variables, each requiring a different distribution family. The variables are event date, with forecasts to be modeled by distributions over the nonnegative real numbers (as we did in Experiment 1); future daily high temperature, with forecasts to be modeled by unbounded distributions; and a proportion, with forecasts to be modeled by distributions bounded at 0 and 1. In all cases, the system enforced forecast monotonicity.
We contrast three forecasting modes: estimation of quantiles, of interval probabilities, and of cumulative probabilities. Based on the literature reviewed above, we expect the probability judgments to be superior to the quantile in terms of performance and user acceptability, but it is not clear whether there will be a difference between interval and cumulative probability judgments.
Crossed with forecasting mode is the number of judgments elicited. Will the Experiment 1 result that five judgments led to better performance than three replicate? 
Method
Participants. A total of 488 participants (248 female, 238 male, 2 unspecified; 481 from across the United States 3 from elsewhere and 4 who failed to indicate their country) 7 responded within a 24-hr period via the Qualtrics site. Therefore, we ceased data collection after 1 day. The respondents represented a broad spectrum of ages and educational levels. Their reported mean age was 42.6, with a standard deviation of 14.0, based on categorical age responses. The youngest age category was 18 to 25 and the oldest was greater than 75. The sample consisted of 49 high school graduates, 196 with some college or an associate's degree, 166 with bachelor's degree, and 77 had postbachelor education.
Design. The mixed design was 3 ϫ 3 ϫ 2, Question (date, temperature or proportion) ϫ Response Format (estimate quantiles, interval probabilities or cumulative probabilities) ϫ Number of Cut Points (three or five). Question was manipulated within participants and the other two factors were manipulated between participants. Table 5 shows the sample size per condition.
We ran the experiment in early July 2012, shortly before Apple was expected to announce the release date of the iPhone 5 and before the Summer Olympics were held in London, United Kingdom. The three forecasting questions were
• When will Apple officially announce the release date of the iPhone 5? • What proportion of medals (gold, silver, bronze) will the United States and China win in the 2012 Summer Olympics? • What will the daily high temperature be in your location 2 weeks from today?
For the temperature forecast, we first asked participants whether they preferred to work in Fahrenheit or Celsius, and then asked them to enter their zip code so that we could later determine the correct temperature for them.
The first two major rows of Table 6 show the cut points used for the questions in the interval and cumulative probability estimation conditions. The five-cut-point conditions used all five values shown in the table; the three-cut-point conditions omitted the bracketed values (Due to an experimental error, participants in cumulative-probability-5-cut-point condition had a sixth cut point set at U ϩ (U Ϫ L)/6.). We fixed the cut points for the date question, as it was well known that the release date was imminent. The Interval Probability conditions for the date question also included a never category to which participants could assign positive probability, should they want to. The cumulative probability conditions did not have a never category, as that was implicitly included in the open interval beyond the last cut point.
Because there was considerable uncertainty regarding the medal proportions and the range of daily high temperatures (the latter because respondents could be from anywhere in the United States), we required respondents to provide their judgments of lower and upper bounds (L and U) on each variable. The table shows how we used those values to set cut points uniquely for each respondent. Participants provided their probability estimates by moving sliders on continuous horizontal scales, labeled with the cut point at the left end and marked off at 20% intervals from 0% to 100%. The scales associated with the various cut points were arrayed one below the other from lowest cut point on the top to highest at the bottom of the screen. The computer enforced weak monotonicity for the cumulative probability judgments and required the interval probability judgments to sum to 100%.
The bottom row of Table 6 shows cut points for the quantile estimation condition. Values omitted for the three-judgment condition are shown in brackets. Note that the five quantiles here differ from the five used in Experiment 1. 7 Two of the three other countries are Uzbekistan and Vanuatu, which immediately follow the United States in the drop down menu, suggesting that they may have been response-entry errors. The remaining other country is Botswana. Upon realizing that probability judgments associated with the 25th and 75th quantiles had no effect on the model estimates, we decided to drop those quantiles and to include the 1st and 99th instead. Participants entered their estimates by typing numbers in response to the prompts shown below; bracketed terms below were replaced by words appropriate to the variable. The prompts were arranged one below the other, with the 1% one at the top of the screen and the 99% one at the bottom of the screen. The computer enforced strict monotonicity. • ". . . a 1% (i.e., 1 in a 100) chance that that the actual [value] will be [GREATER] than it. All quantile estimates were in the form of numbers. For the iPhone release date, we provided a template within which respondents entered the numerical "yymmdd" to express month and date. For example, to respond "August 15, 2012" they entered "120815." For the Olympics medals question, they entered proportions from 0 to 100, and for the temperature question, they entered temperature in their selected scale, Fahrenheit or Celsius.
At the bottom of each screen across all conditions was a rating scale that asked participants to rate how easy or difficult they found the question. Equidistant labels on the scale, from left to right, were very easy, easy, somewhat easy, neutral, somewhat difficult, difficult, and very difficult.
Procedure. Participants were randomly assigned to the six conditions of the design. Following the consent form and optional demographic questions, they responded to the three forecasting questions. Half of them saw the temperature question first, then the proportion question; the other half saw those questions in the reverse order. All participants received the date question last, because its response template in the quantile estimation condition, yymmdd, was different from the other response formats and we thought that would minimize confusion.
At the end of the session, we administered a brief numeracy test (five items taken from the 10-item scale in Table 2 of Lipkus, Samsa, & Rimer, 2001 , consisting of the three general items plus Numbers 4 and 7 of the expanded scale). There were no numeracy effects associated with the independent variables, perhaps due to our having truncated the scale, and therefore we do not consider these data further.
Results
Difficulty ratings. Table 7 shows mean difficulty ratings (and standard errors) as a function of question, response format, and number of cut points. Temperature forecasts were rated easier than the other two, but of greater interest, quantile estimation was rated as more difficult than were either of the two probability formats, which did not differ from each other. There was no rated difficulty difference between three and Post hoc tests showed that difficulty ratings for the quantile estimation condition significantly exceeded those for interval probability estimation (all ps Ͻ .001), whereas the interval and cumulative estimation conditions did not differ (all ps Ͼ .35). There were no other significant effects in the two-way analyses. Overview of forecast modeling and accuracy. We analyzed forecast performance and accuracy separately for each of the three questions. In each case, we fit one or more continuous probability models to each individual's set of forecasts. Specifically, for each participant and each problem, we sought distribution parameters that minimized the relevant objective function as shown in Table 3 .
The objective function for participants in the quantile elicitation condition is the same as that used in Experiment 1. For the cumulative probability elicitation condition, however, the quantiles, q i , were fixed by the experiment, and the participants provided the cumulative probabilities, denoted p i in the middle row of Table 3 . Therefore, the function to be minimized, as shown in the middle row, is the sum of squared differences between the judged p i and the modeled values, denoted by F X ͑q i , ͒. The objective function for participants in the interval probability estimation condition is shown in the last row of Table 3 . Here, the estimated probability, p i , was of an interval, and therefore the modeled probability is the difference between two cumulative values, as shown in the objective function (For this purpose we added probability in the never category, which was used by 29 Intervalcondition respondents, to the probability mass in the final, open, interval.).
For the questions in which we fit more than one model per forecaster, we first compared the quality of the fits using the S index in Equation 1. On that basis, we selected one distribution family to model each person's forecast and evaluated the effects of response format and number of judgments on estimated model parameters as well as on forecast accuracy. Of the various possible accuracy indices, we used the simplest and most easily interpreted one, which is the deviation, d ϭ t Ϫ, between the actual outcome t and the estimated mean of the fitted distribution.
Temperature forecasts. Considering this scale to be unbounded in a practical sense, we fit a normal distribution to each participant's judgments. Following Abbas et al. (2008) , we also fit a beta distribution, using each participant's judged lower and upper possible values, L and U, respectively, as the outer bounds for the distribution. Calculating the fit index, S, in Equation 1 for each distribution for each of the 488 respondents yielded four instances (0.8%) of negative values for the normal distributions and 34 instances (7.0%) for the beta distribution. Figure 3 shows the cumulative distributions of S for the two distributions, truncated on the left by zero in order render the scale readable. It is clear that the beta distribution overall provides the poorer fit. On this basis, we dropped the beta and continued with the normal distribution.
The top section of Table 8 shows the mean (and standard error) of S for the normal distributions fitted to the individual-level judgments within each of the 2 ϫ 3 experimental conditions, excluding the four instances for which the normal is an inappropriate function. It is evident that the normal distribution provides an excellent description of the judgments for the remaining 484 respondents, and this is true over all the conditions. The only significant effect in a 2 ϫ 3 ANOVA was due to number of cut points, F(1, 478) ϭ 13.60, p Ͻ .001, with slightly better fit statistics given three rather than five cut points, which is to be expected on statistical grounds alone. In order to assess the accuracy of the fitted probability distributions, we first used each individual's reported zip code to look up the actual high temperature in that person's local area 2 weeks after the forecasts were made. All calculations are in the Fahrenheit scale. We eliminated 16 of the 484 well-modeled respondents from the accuracy analysis because the actual high temperatures in their locations differed from the means of their fitted distributions to such an extreme degree. Two cases were in the interval probability condition, in one instance, with a mean close to 154°a nd a true value of 66°, and in the other instance with a mean close to 0°and a true value of 84°. The remaining 14 instances were all in the quantile condition. In all these cases, the fitted distributions dramatically underestimated the true values, with the means all being in the single digits, whereas the true values ranged from 71°to 109°.
The top portion of Table 9 shows, for the remaining 468 respondents, the mean difference ͑t Ϫ͒ (and its standard error) in degrees Fahrenheit between the mean of each individual's estimated normal distribution and the actual value t for that person as a function of experimental condition. The cumulative and interval probability estimation conditions yielded surprisingly accurate forecasts, with accuracy greater in the three than the five cut-point conditions. In contrast, the quantile estimation conditions led to exceedingly poor forecasts, underestimating the temperature by 27.45°F on average across both numbers of cut points.
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These conclusions are backed up by a twoway ANOVA, which showed no significant interaction, F(2, 462) Ͻ 1, but significant effects due both to response format, F(2, 462) ϭ 101. 17, p Ͻ .001, and to number of cut points, F(1, 462) ϭ 4.48, p Ͻ .05. Post hoc tests show the quantile condition to be significantly worse than both the cumulative and the interval probability conditions, and no difference between the cumulative and interval probability conditions. Olympic medal forecasts. This scale is bounded between 0% and 100%, so we only 8 This difference is greater when the 16 respondents eliminated from this analysis are included. Specifically, the two in the interval probability condition had deviation scores, respectively, of 88°and Ϫ84°, so including them would have left the mean difference virtually unchanged, while substantially increasing the variance in that condition. In contrast, all 14 respondents in the quantile condition had extreme difference scores, ranging from 70°to 107°and averaging 79.3°. Thus, including them would have served to increase the overall mean difference (across both numbers of judgments) to 32.10°F. Figure 3 . Cumulative distribution of the fit statistic, S, for the normal and beta distributions fit to the temperature judgments in Experiment 2, truncated on the left at zero in order to facilitate scaling.
used the beta distribution to model the probability forecasts. The distribution was inappropriate in 11 of the 488 cases (2.3%), as evidenced by negative S indices, and fit well in the remaining 477. The middle section of Table 8 shows the mean (and standard error) of S for the beta distributions fitted to the individual-level judgments within each of the 2 ϫ 3 experimental conditions, excluding the 11 instances for which the beta is nondescriptive. Overall, the beta distribution provides a very good fit of the judgments, although better with three cut points than with five. The ANOVA shows a significant interaction, F(2, 471) ϭ 9.07, p Ͻ .001, and a significant effect of number of cut points, F(1, 471) ϭ 24.05, p Ͻ .001, but no significant effect due to response format, F(2, 471) ϭ 2.35, p ϭ .1. Post hoc comparisons of the response formats at each number of cut points shows that the interval format leads to a better fit than the quantile format with three cut points, but to a worse fit compared with quantile and cumulative formats with five cut points With regard to forecast accuracy, the United States and China, in total, won 20% of the medals in the 2012 Summer Olympics. Difference scores, therefore, are with respect to that value. The middle portion of Table 9 shows the mean difference in percent ͑20 Ϫ͒ between the actual value and the estimated mean of each individual's beta distribution.
The accuracy pattern is different than with the temperature forecast. Here, the difference score shows a two-way Number of Responses ϫ Response Format interaction, F(2, 471) ϭ 3.75, p Ͻ .05, no overall effect of number of cut points, and a main effect of response format, with the quantile estimation format yielding the most accurate judgments, F(2, 471) ϭ 23.24, p Ͻ .001. The interaction reflects the 2 ϫ 2 crossover in the nonquantile response format cells. Nevertheless, post hoc comparisons of the response formats at each number of cut points show the quantile format to be significantly more accurate than either of the probability conditions, and those two to be nonsignificantly different from each other.
Because the beta distribution is so flexible with regard to shape, and therefore the mean might be far from the maximum density of the distribution, we repeated the accuracy analyses on the distribution medians and modes.
9 Results were essentially unchanged.
Date of iPhone announcement forecasts. Unfortunately, many participants in the quantile estimation condition failed to respond to this question, probably because they had difficulty with the required yymmdd response format. Consequently, the effective sample size for this condition is reduced, as shown in the Table 5 note.
Taking the day on which the forecast was made as Day 0, this scale is bounded from below at zero and unbounded from above. On that basis, numerous distributions are candidate models of these forecasts. We tried three: the gamma, Weibull, and Poisson distributions. The Poisson performed terribly, whereas the gamma and Weibull provided excellent and equivalent fits to the forecasts. For convenience, we report analyses only with the gamma distribution. The goodness of fit index S is summarized in the bottom panel of Table 8 . Again, the fit is better with three cut points than with five, although the difference is small, F(1, 368) ϭ 14.375, p Ͻ .001. Unlike with the other problems, there also is a significant effect due to response format, with interval probability estimates being slightly better fit than the cumulative probability estimates, and quantile estimates being slightly more poorly fit, F(2, 368) ϭ 12.745, p Ͻ .001. In terms of forecast accuracy, all forecasts were made on the same day, and the iPhone release date announcement was made 40 days later. Taking the forecast day as Day 0, the actual outcome for all participants was t ϭ 40. The difference scores between the true value and means of the fitted distributions in number of days, ͑40 Ϫ͒, are shown in the bottom panel of Table 9 . The quantile estimation format led to announcement date predictions too far in the future, whereas the two probability estimation formats resulted in more accurate forecasts, with cumulative probability estimation forecasts predicting dates somewhat too distant and interval probability estimation forecasting predicting them somewhat too soon. Statistically, the only significant effect is that due to response format, F(2, 368) ϭ 26.899, p Ͻ .001. Post hoc tests show each format to be significantly different from the others.
Discussion
The primary goals of Experiment 2 were (a) to extend the continuous probability distribution modeling approach from a single perceptual problem to a variety of forecasting questions that a priori seemed suited to different families of models, and (b) to compare the effects of different elicitation formats and numbers of cut points on model and forecasting accuracy. Secondarily, we also looked at rated difficulty across the forecasting conditions-an important consideration in designing systems for computerelicited human forecasts of sociopolitical (or other kinds of) events.
In each of the three domains tested, the selected model family worked very well, as indicted by goodness-of-fit indices (S) close to their upper bound of 1. In each case, we fit the model by estimating two parameters of the selected distribution; thus, it is not surprising that the fits were slightly better given three than five cut points and the associated greater number of judgments. Notable, however, is that there was no systematic effect on model fit of response format.
Although these results are very encouraging, they should not be overgeneralized. First, although the selected model performed very well for the vast majority of participants in each case, there were always a few for whom it performed very poorly. We have no way to determine whether their forecasts were just noise, perhaps due to unfamiliarity with the domain, or whether they represented a considered opinion not well captured by the model. For example, an individual may have thought that the United States and China would win either very few or very many medals, but not an intermediate number. The beta distribution is not well suited for representing such a bimodal distribution. Similarly, none of the distributions we worked with would capture a judgment that Apple's iPhone announcement was imminent, but if it did not occur soon, it was unlikely to do so for many months. We continue discussion of model selection and future research on the topic in the General Discussion section that follows.
Focusing on those cases that our models did capture well, we failed to replicate the Experiment 1 result that five judgments led to more accurate forecasts than did three. Just the opposite result occurred with the temperature forecasts, and there was no effect of number of cut points, i.e., number of judgments, on accuracy for the other two forecasts. With regard to effects of response format on accuracy, quantile estimation led to poorer forecasts than did the probability estimation methods in two cases and to better forecasts in one. Specifically, quantile estimation yielded worse temperature and iPhone announcement date forecasts and better Olympic medal proportion forecasts than did either of the two probability estimation methods. Overall, the cumulative and interval prob-ability formats yielded equivalent accuracy levels across the three cases.
In the one case in which quantile estimation performed better than both of the probability estimation methods, its advantage was small relative to the advantage of the probability methods of the other two cases. Table 10 shows the absolute ratios of the mean accuracy differences of the quantile method relative to each of the probability methods. In all cases, the better method (smaller difference score) is in the denominator and the poorer method (larger difference score) is in the numerator of the ratio. In other words, quantile difference is the numerator for the temperature and iPhone date forecasts, and is the denominator for the Olympic medal forecasts. Thus, each ratio shows how much better the one method is to the other. Note that for the Olympic medal forecast, the quantile method beats the two probability methods by ratios ranging from 1.64 to 2.23. In contrast, for the temperature and iPhone announcement date forecasts, the ratios of probability estimation to quantile estimation advantage range from 3.00 to 46.13.
Based on the literature reviewed in the introduction, we had predicted that quantile estimates would yield less accurate forecasts in all cases. We have no explanation for why it performed better in the double-bounded forecast context than in the others, but note that when it did perform better, it was not by much compared with the reverse advantage for the other questions. The result needs to be replicated before taken too seriously. Participants rated the quantile method as more difficult for all three forecasting questions. On the basis of that result, and the fact that it performed substantially more poorly in the two cases and only moderately better in the one, the results overall favor probability over quantile estimation for making forecasts of this kind.
General Discussion
The overarching aim of this research was to develop methods for eliciting and modeling forecasters' continuous subjective probability distributions over future quantitative values, including dates by which sociopolitical (or other) events may occur.
10 Crucial to the enterprise was that the elicitation should not take much of forecasters' time working unaided on a computer platform. These conditions are a requirement if the method is to be successfully deployed in ongoing contexts-such as intelligence analysis for national security-that often require rapid and frequently updated analyses on both new and ongoing questions. It may also be helpful in other forecasting domains, such as economics, that now use other, more time-consuming methods. For example, the Federal Reserve Bank of Philadelphia generally uses 10 probability intervals when surveying professional forecasters. (see, e.g., Croushore, 1993, p. 6 , or the Internet sites given in Footnote 2). They could use fewer intervals, perhaps only four or five, fit continuous functions to the judgments, and very likely obtain equally accurate forecasts. Shorter surveys might increase the response rate.
The advantage of modeling human analysts' forecasts is that it not only provides a means for increasing the signal in human forecasts that otherwise have random components in them (Dawes et al., 1989; Goldberg, 1970) but also minimizes close-call counterfactuals (Tetlock, 2005) and provides decision makers with a tool for extracting probability estimates associated with any values or dates of interest-not just the ones for which analysts had provided judgments. 10 Material in this section has benefitted from many useful conversations with Joe W. Tidwell III. The two experiments reported here establish the viability of such elicitation and modeling. We showed that probabilistic forecasts consisting of relatively small numbers of judgments can be successfully modeled, that they are reasonably accurate relative to the actual outcomes, and that probability judgments tend to outperform quantile judgments. But much more research is required. Among the important issues not addressed in this report and requiring further research are how to select the best probability model for a set of judgments, how to determine the cut points or bins for which probability judgments will be elicited, and how to aggregate models of multiple individual forecasters into a single consensus forecast.
Aggregating Individual Probability Distributions
Tidwell, Wallsten, Yang, and Moore (2015) have demonstrated that two aggregation methods are far superior to many others in the literature. One method, proposed by Hora, Fransen, Hawkins, and Susel (2013) , is to establish the consensus distribution by taking the median of the individual cumulative probabilities at each value of the variable (or, equivalently, to take the median variable value at each cumulative probability level). The other, developed by Tidwell et al., applies when one type of probability distribution models all the individual forecasts, as was the case here. Under this condition, the consensus forecast can be estimated as a distribution of the same type with parameters equal to the median of the individually estimated parameters.
For illustration, we used the latter method to estimate consensus distributions in each of the six conditions for the Olympic medal and the iPhone announcement date in Experiment 2. (It cannot be applied to the temperature judgments, as every forecast had a different correct answer.) Using the notation of McLaughlin (2014) , for the beta distribution, holding A ϭ 0 and B ϭ 1, we found the median C and D parameters (often denoted ␣ and ␤ in the broader literature). For the gamma distribution (see Appendix), fixing A ϭ 0, we found the median B and C parameters. We then took the means of the resulting consensus distributions in each condition and calculated the accuracy scores shown in brackets in Table 9 .
For the Olympic medal question, the consensus distribution is more accurate (smaller accuracy score) than the average forecaster in five of the six conditions, although none of the differences between the consensus and the mean accuracy score are very large. In contrast, for the iPhone release date question, the consensus distribution is more accurate than the average forecaster for only four of the six conditions, but in the two quantile conditions, the improvements are substantial. From another perspective (not shown in the table), the respective consensus distributions are more accurate than their constituent individuals in 53.6% of the cases for the Olympic medals question and 75.4% of the cases for the iPhone release date question.
Thus, the consensus distributions are improvements over most individuals, but not to the same degree as was the case for Tidwell et al. (2015) . Any number of factors may be at play: Tidwell et al. used a different accuracy metric, the continuous rank probability score (Matheson & Winkler, 1976 ), than we did. That metric scores the entire distribution, not just the mean, but lacks the intuitive interpretation that the difference between the mean and the correct value has. In addition, the two items about which we elicited forecasts were much in the news at the time of the study, unlike the items in the Tidwell et al. study, and therefore it is likely that individuals had correlated information about them. It is well established that central tendencies improve upon conditionally correlated judgments to a lesser degree than they do to conditionally uncorrelated judgments (Johnson, Budescu, & Wallsten, 2001) . Another difference is that the reasonable forecast range (in terms of days into the future or numerical outcome) for many of the items in the Tidwell et al. study was substantially greater than for our items, allowing the possibility of much greater individual differences in the forecast, and therefore for greater disparity between individual and consensus distributions. Clearly, more research is required to identify the conditions that affect the degree of improvement wrought by consensus distributions.
Defining the Bins
The questions of how to set the bounds and number of bins for which probability forecasts are to be elicited is still very much open. Ex-periment 2 failed to replicate the result of Experiment 1 that distributions estimated from five judgments were more accurate than those estimated from three. There may be a fundamental difference between estimating physical properties-areas of ratios, in this case-and forecasting future events, or it may be that the difference in results between the two experiments was due to chance. It seems likely that greater granularity in judgments would lead to better models, and therefore more accurate forecasts. On the other hand, they also require more work from the forecaster and may lead to fatigue, and hence to less thoughtful judgments. More research on the question is required.
Similarly, we have not investigated the best way to set bounds on the intervals to be judged. We preset bounds for the iPhone question. In contrast, we individualized them for the Olympic medals and temperature questions by asking individuals for conceivable upper and lower bounds for each variable. That approach seems mandatory for questions in which each forecaster is faced with a different reality, such as occurred when our participants across the United States made probability judgments about their local daily high temperatures. But it may be unduly burdensome to the forecasters in other cases. The advantage of individualizing forecast intervals is that it allows each person to focus attention on what they consider to be the high-density region of the variable. The disadvantages are that it takes additional effort on the part of each forecaster and that interval boundaries set a priori might provide useful orienting information. When boundaries are individualized, there are still open issues of (a) how best to ask for the extreme values from which interval bounds can be set, and (b) the best algorithm to use in setting the bounds. Our algorithm in Table 6 yielded reasonable results, but there is no reason to think it cannot be improved upon.
Choosing the Right Probability Distribution
We turn now to the question of how best to select the probability distribution, or mixture of distributions, to model a set of subjective probability forecasts-an issue that is far from trivial and still very much open. In this report, we relied on the boundedness, or lack thereof, of the variable being judged and on convenience. The former is necessary-for example, it makes no sense to model judgments about variables that cannot go below zero with a distribution over the unbounded real numbers. The latter is always a factor, but the question remains, what other principled considerations can apply?
One possibility frequently suggested to us is to use distributions that have been developed to model the process being judged, for example, a Poisson distribution to model judgments about the frequency of recurring independent events over time. Differences between the subjective and objective probabilities could be represented by differences in the estimated objective and subjective parameters. This approach is reasonable when the events being judged are aleatory, that is, are repeatable with well-defined reference classes, but not when they are unique, which is the domain of interest here, and the uncertainty is epistemic. Some events are unique from one perspective, but can still be aggregated within a relative frequency framework, so that judgments can be related back to real distributions, as Griffiths and Tenenbaum (2006) have done. Examples they used include movie box-office grosses, poem lengths, and cake baking times. The approach may work when applying the present method to economic forecasting, which accrues quarterly and annual outcomes. But it does not apply to events such as those used here and more generally in the ACE Program (Tetlock et al., 2014; Warnaar et al., 2012) , which is focused on experts' probabilistic forecasts regarding real-world sociopolitical events.
It is important to bear in mind that the models are of forecasters' judgments, not of the event occurrences themselves. When the event uncertainty is aleatoric, it may be sensible to assume that the subjective representation of it is of the same distributional family, albeit with different parameters. The situation is more complex, however, when the uncertainty is epistemic. Future research in such cases might look for qualitative methods for assessing characteristics of an individual's belief about an event and then select distribution families accordingly. For example, it may be useful to assess whether a forecaster believes that an event's likelihood increases or decreases monotonically with time or is nonmonotonic, or whether the likelihood function for a quantitative variable such as a future currency exchange rate is monotonic in one direction or the other or nonmonotonic. In
