Abstract. A criterion is established, in terms of the Massey products structure carried by the homology of partial resolutions, for the Yoneda cohomology algebra ExtA(k, k) to be a free module over the universal envelope of a free graded Lie subalgebra. It is shown that several conjectures on the (co)homology of local rings, in particular on the asymptotic behaviour of the Betti numbers, follow from such a structure. For all rings with edim A -depths *• 3, and for Gorenstein rings with edim A -depth A = 4, the following dichotomy is proved: Either A is a complete intersection, or ¥xiA(k, k) contains a nonabelian free graded Lie subalgebra.
completion of A; note that d(A) > 0, the rings for which equality holds being called complete intersections.2 Theorem 0.1. Under each one of the following conditions PA(t) represents a rational function:
(1) A is a complete intersection (Täte, Zariski, 1957);  (2) edim A -dim A < 1 [Sh] ; (3) edim A -depth A < 2 [Sc] ; (4) edim A -depth A -3 and A is Gorenstein [W] ;
(5) edim A -depth A = 3 and d(A) = 1 [Go 2; Av 2]; (6) edim A = 3 and m3 = 0 (Backelin and Frbberg, 1978) ; (7) dim* m2/m3 < 1 (J. Sally, 1978; Backelin, 1978) .
The striking disparity of these conditions leaves httle hope for a satisfactory ring-theoretic characterization of the local rings with rational Poincaré series. The purpose of this section is to review several conjectures, formulated in terms of Betti numbers, deviations, and Yoneda products structure in cohomology, which can be organized around three main themes:
(i) the already acquired understanding that the complete intersections are remarkably disjoint from the rest of the local rings by their (co)homological behaviour (cf. C,, C3, C4(b) , and C9 below);
(ii) the asymptotic properties of the Betti numbers (cf. C,, C2, C,0); (iii) the fact that the homological invariants, and especially the deviations, give a certain hold on the singularity of A, and there are situations when this "should not get worse": this is the content of C4-C8.
It should be emphasized that for some of these statements the status of open questions would have been more appropriate. However, for the sake of more precise formulations and unity of exposition, we have chosen, taking the usual risks, to have conjectures throughout. Let rA be the radius of convergence of PA(t). It is infinite if and only if A is regular, otherwise one has the double inequality 0 < rA *s 1. The upper bound holds for all infinite series in Z [/] , while the lower one is a consequence of the coefficientwise inequality of power series (denoted «), due to Serre:
(1 + f\edim/ n 2) />(/)«_K '_ v ' AK ' 1 _ yedim/f-depth.4 " ,i+\ where c, = dim* H^K) (cf. §3A below).
C| (Golod, Gulliksen). If rA> I, then A is a complete intersection. (The converse is true by 0.5 below.)
From the product formula for the Poincaré series (cf. (0.4)) it follows that for n > edim A the function wi-> bn(A) is nondecreasing (if one restricts to nonregular rings, then this is true for n > 0). The set of all almost everywhere nondecreasing functions from the set N of nonnegative integers to the nonnegative reals R+ has a partial preorder: f< g if and only if there exist positive integers p and q such that for all n E N, /( n ) < pg( qn ). The equivalence class of / for the relation / ~ g <=» ( / < g and g </) is called the growth of / and denoted [/] (for details cf. [BK] ). We write < for the induced partial order on the factor set. (in the regular case, i.e. when edim A = dim A, the left-hand term is defined to be [0] ). By a theorem of Gulliksen [Gu] , complete intersections are characterized by the fact that the growth of bA is at most polynomial. C2 [Av4] . Either A is a complete intersection, or bA has exponential growth.
In the study of the Betti numbers, the main tools are the very rich algebraic structures carried by X ® k = TorA(k, k) = TA, and by its graded A>space dual Hom/)(A', k) -ExtA(k, k) = EA. In the sequel we shall asume EA is equipped with the product opposite (in the graded sense) to Yoneda's. It becomes a Hopf algebra when given the diagonal obtained by dualizing Cartan and Eilenberg's product fl) in TA (for details cf.
[GL]). We denote by /( ) the kernel of the natural augmentation of ( ) onto k, and by ( )+ the subset of homogeneous elements of positive even degree. The algebra TA has divided powers y", compatible with its diagonal (cf.
[GL]). Denote by LA the subspace of EA, orthogonal to T¿ © Ii2\TA), where I(V(TA) = I2(TA) + 2n>2 k ■ yn(TA)+ , and set Q(TA) = I(TA)/H2)(TA). Assuming that in characteristic 2 all Lie algebras are "adjusted" in the sense of Sjödin [Sj] , we have the following fundamental structure theorem due to Milnor and Moore, André, and Sjödin.
Theorem 0.3 [An] , [Sj] . The subspace LA is a graded Lie subalgebra of EA (endowed with the commutator structure), and, as a Hopf algebra, EA is isomorphic to the universal enveloping algebra U(LA).
Note that a local homomorphism (A, m, k) -» (B, n, /) induces a homomorphism of graded Lie algebras LB -* LA® I. Also, LA is closely connected to the cohomology of the cotangent complex of the /1-algebra k. There is a canonical homomorphism of graded Lie algebras H*(A, k,k) -» LA, which, by results of Quillen and André is an isomorphism in degrees < ir(A), where tr(A) = 2p when char k -p > 0, and ir(A) -oo when char A: = 0. A consequence of the Poincaré-Birkhoff-Witt theorem for LA is the equality of formal power series (0.4) pA(t) = n ^-^-l-which uniquely determines the integers e, = dim*L^; e, is classically called the (/' -l)th deviation of A and denoted ei_1.
The next theorem illustrates the ubiquitous appearance of the complete intersections in the theory.
Theorem 0.5. Each one of the following conditions is necessary and sufficient for A to be a complete intersection:
(1) PA(t) = (1 + OVO -t2Y; in this case n = edim A, andn -r = dim A (Täte, Zariski, 1957);
(2) e3 = 0 (Assmus, 1959); (3) e4 = 0 [GL]; (4)e, = 0fori>3; (5) e, = Ofar all sufficiently large i (Gulliksen, 1971 );
(6) e, = 0/or all sufficiently large even i [Gu] ; (7) bn(A) </(//) far some /G Z[t] [Gu] ; (8) LA is nilpotent and finitely generated (Sjödin, 1976) . C3. If e, = 0 for some i> I, then A is a complete intersection.
A new type of deviation has recently been introduced by André: being a series in 1 + iZ [/] , the Poincaré series of A can be written uniquely in the form n,) = _£Lii)l^.
n,« 0-<■)'' Note that f2 = e2, f¡ = e¡ -ei/2 for /' = 2 (mod4) and /' > 2, f¡ -ei for /' z 2 (mod 4). Considering the case of residual characteristic 2, André3 has shown that /• > 0 for all i. Gulliksen [Gu] has formulated as an open question in all characteristics, and verified in several cases when an explicit formula for PA(t) is available, a strengthened version of both Andre's result and C3.
C3. If A is not a complete intersection, then/.(/I) > 0 for all /' > 2. The next group of conjectures, mostly based on work of Gulliksen, André, and the author, reflects the fact that the deviations measure the singularity of A ; cf. Theorem 0.5 and the characterization of regular local rings by the vanishing of e2.
Set
Xr(A)= I (-irlej(A). 
C4(c) for complete rings
The proof is given in §5.
We describe briefly the present status of these conjectures. In a classical paper [L] , Lech established C7 for i = 1, and also proved C5 for all A and r = 1. Under the additional assumption that (i) A is a homomorphic image of a regular local ring, Gulliksen [Gu] proved C5 for r < ir(A). The map of Lie algebras of Cg has been shown by the author4 to be surjective in all even degrees, and this has been extended by André5 to all degrees ¥= 1, assuming char A: = 2. Much evidence is available for C6. It is proved for all A if either / = 1 [L] or / is even6; furthermore, it is known to hold for all /' under any one of the following conditions: (i) as above; (ii) A is universally Japanese; (iü) p is analytically unramified; (iv) 2 G p (the first three cases are treated by the author7, and the last one by André8 The proof is carried out in §3. After some further elaborations, worked out in §4, we obtain, for the class of rings considered here, strengthened versions of C, and C2, and also partial results on the vahdity of C3. For the rest of this paper we denote by X a fixed minimal A-free resolution of k, equipped with its standard structure of DG T-algebra (i.e algebra with a system of divided powers). For details we refer to [GL] . Consider a DG subalgebra F E X satisfying the following conditions: (ii) F is closed under the divided powers of X; (iii) X9 is free as a /^-module, where ( )tt denotes the forgetful functor assigning to a DG object its underlying graded object.
The set of all elements of IH(F), decomposable in terms of matric Massey products, is denoted MH(F). It is proved in [M] that this is a vector subspace (even an ideal) in //7(F); we refer to May's paper for the definitions and basic properties of matric Massey products. The following convenient formalism has been introduced by Gulliksen. Definition Note that the rationality of PA(t) is not known even for the local rings with "monomial relations", i.e. for A's obtained as above from a regular B. The next corollary is a sharpening of the structure theorem for the cohomology of Golod rings proved in [Av 1, (5.1)] and is extendable to the case of Golod homomorphisms. Recall that A is said to be Golod if the right-hand side inequality in (0.2) becomes an equality or, equivalently, if some (resp. any) /c-basis of IH(K) admits a t.M.o.
[Gol]. Corollary 1.6. The ring A is Golod if and only if the Lie subalgebra of LA generated by its elements of degree > 2 is isomorphic to the free Lie algebra on sIH(K)* (s denotes the degree shifting functor (sV)¡ -V¡-X).
(1.7) Remarks on Theorem 1.4. (1) Conditions (1) and (2) should be viewed as the proper homological substitutes for the algebraic notions of zero-divisors and indecomposable elements respectively. In this connection, note that if the ring A admits as a subset of a minimal set of generators for m elements tx,...,tm such that tttj = 0 for 1 «£ i,j =s m, then it is well known that LA contains a free Lie subalgebra on m generators of degree 1. In fact, a slight modification of our proof can produce a variant of the theorem, including this result as a degenerate case, when F -A. However, the interest of our theorem lies in the fact that even for integral domains A, zero-divisors abound in the homology of the strictly skew-commutative algebra F.
(2) The first condition is satisfied in each of the following cases: (a) the cycles z, representing/ can be chosen in such a way that z^ = 0 for /', j E I; (b)f¡fj = 0 for /', j E I, and Hq(F) = 0 for q > 3 min{deg /. | /' G /}.
(3) If Hq(F) = 0 for 0 < q < m, then MH(F) = I2H(F) in dimensions < 3m.
(4) Our result can be viewed as an algebraic counterpart to a theorem of Chen [Ch] , which gives conditions for the Pontriagin ring of a loop space to contain a free subalgebra.
2. Proof of Theorem 1.4. A. Free k-models.
Definition 2.1. A DG A>algebra V is called a /c-model of F if there exists a finite sequence of skew-commutative DG algebras F = Ux, U2,...,Ut-Vand a sequence of homomorphisms of DG rings ux,u2,.. -,ut_x, where Uj maps U-to UJ+X or c/+1 to Uj, such that //(m,) are isomorphisms forj= l,...,t -1. The fc-model is said to be free if, as an algebra, V is isomorphic to a tensor product of symmetric algebras on even-dimensional generators and exterior algebras on odd-dimensional generators.
Note that each A>model defines an isomorphism a: H(F) -> H(V). The existence of free /c-models will be deduced from the following very general statement.
Lemma 2.2. Let u0: R -» A be a surjective homomorphism of commutative rings and let F be a skew-commutative connected (i.e. F0 = A) DG A-algebra. Then there exist a free skew-commutative DG R-algebra U and a surjective homomorphism u: U -* F of DG rings, such that u coincides with u0 in dimension zero and H(u) is an isomorphism. If, moreover, F¡ is a finitely generated A-module for each i, and R is noetherian, then U can be chosen to be locally (i.e. in each degree) finitely generated.
Proof. Setting u(-l) = w0 and U(-l) -R, we can assume by induction that a homomorphism of DG rings «(/'): U(i) -» F has been constructed, which is surjective in degrees < /', and induces an epimorphism Zfu(i)): ZfU(i)) -» ZfF) and isomorphisms //,(//(/')) for j < /'. By standard diagram chasing we can find free /3-modules T'i+X, T"+x, and Ti+X, and dotted maps, such that the diagrams of A-modules depicted below commute and satisfy the following conditions: lm(pS') = Ker H,(u(i)), lm(u'i'+x) = Zl + x(F), Im(«,+2) = Fi+2 (of course, all ^-modules are viewed as Ä-modules via u0).
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Assigning to T¡+x © T¡'+x degree /'+ 1, to Ti+2 degree /' + 2, and denoting by V( ) the free skew-commutative algebra functor, we set u(i + i) = u(i) ® v(t;+x © i;;,) ® v(ti+2),
These conditions completely define the DG A-algebra U(i + 1) and the homomorphism of DG rings u(i + 1). By construction, u(i + 1) is surjective in degrees =£ /'+ 1, and induces an epimorphism Z,+,(«(/' + 1)) and isomorphisms Hj(u(i + l))forj<i+ 1. Of course, with U = lim U(i) and u = lim u(i), we have established our claim. The finiteness condition is achieved by choosing finitely generated TVs. finitely generated k-model.
If S is a set of elements ofIH(F), which admits a trivial Massey operation, then the set a(S) E IH(V) admits a trivial Massey operation.
Proof. Set F = F ®A Â, where A denotes the m-adic completion of A. Choose, by Cohen's structure theorem for complete local rings, a regular local ring R with edim R = edim Â and a surjective ring homomorphism u0: R -» A. Let u: U -» F be the homomorphism constructed in the lemma, with U free skew-commutative and locally finitely generated. Let S,,... ,Sn be elements of (7, whose images under u0dx form a minimal set of generators of m. Then the St'& form part of a basis of the free Ä-module Ux. Denote by J the DG ideal of U generated by Sx,... ,Sn, dSx,... ,dSn. The argument used to prove [AG, Proposition 1] shows, with an easy induction on n, that //,(/) = 0 for all integers /'. Setting V = U/J, we see that the natural projection from U to V induces an isomorphism in homology. Since J contains the maximal ideal of R, F is a locally finitely generated free A:-algebra and, hence, the required model. In part C of the proof we are going to apply this observation through the following result of Clark. B. Divided powers for DG torsion functors. We shall construct such a structure only in the special case of algebras satisfying the conditions (1.3); their existence in general for connected algebras is an interesting open question. For the general properties of the Eilenberg-Moore DG torsion functors we refer to [GM] , and for the Hopf algebra structure they carry in the cases considered here, to [Av 1].
Lemma 2.7. Suppose F satisfies conditions (1.3). Then TF = TorF(k,k) has a unique structure of Hopf T-algebra for which the map Tn = Torv(k, k) induced by the structure map ij: A -> F is a homomorpism of Hopf T-algebras. Moreover, Tn is surjective.
Proof. It is shown in [Av 1, (1.1)] that TF has a natural structure of Hopf algebra. Furthermore, it is proved in [Av 2, (2.2)], that T1* is a surjective homomorphism of Hopf algebras with kernel equal to I(k ® F) • TA. This ideal is closed under the divided powers of TA by our assumption (1.3)(iii), and the claim follows.
In particular, as for Theorem 0.3, one can apply the result of [An] and [Sj] to see that the graded dual EF of TF is as a Hopf algebra the universal enveloping algebra of its Lie subalgebra formed by the elements orthogonal to T0F © I(2)TF. We shall denote this Lie algebra by LF. Proof. By an application of some results of Gugenheim and May, it was shown in [Av 2, (2.6)] that Ker o> = MH(F). Hence we have to show that Im o> n I&>TF = 0. Let P(TF) denote the subspace of primitive elements of the Hopf algebra TF. By [An, Proposition 8] , one knows that the restriction of irF to P(TF) is injective. Hence it suffices to show that Im a,, C P(TF). From the definition of o>, given in [GM] , ImaFE Ix, where 0 C I0 -TF C 7, C • ■ ■ is the increasing filtration of TF defined by the Eilenberg-Moore spectral sequence with Ep = TorpqF)(k, k) =» Torp+q(k, k). This is a sequence of Hopf algebras [Av 1], hence the term E°° = ®j^0Ij/Ij_x is a bigraded Hopf algebra associated to TF. But the elements of E™ç = Ix/I0 are primitive for dimensional reasons. It follows that the positive dimensional elements of /, are primitive in TF, which implies Im oF C P(TF).
C. End of the proof. Let F be a /c-model of F as in Proposition 2.3. Denote by a the isomorphism IH(F) = IH(V) realized by the chosen homotopy equivalence of F to V, and by ß the corresponding homomorphism of DG torsion functors; note that ß is an isomorphism of Hopf algebras. 8' is the degree zero A:-linear map, obtained by composing 8* with the degree one isomorphism of IG* to s(IG*); 8' is surjective by the claim established above.
Let e be a splitting of 8'. By the universal property of the tensor algebra, there is a unique algebra homomorphism v: T(sIG*) -» EF, whose restriction to the tensors of length one coincides with iF ° e. The map v is injective, since it is a splitting of h*, and it sends into LF the free Lie algebra, generated by p(sIG*) in T(sIG*) under the commutation operation. The image of this Lie algebra under L^ ° v is the required Lie subalgebra of LA. Lemma 3.1 [AG] . // depth A -d, there exists a minimal set tx,...,tn of generators of m such that /,,.. .,tdform a regular sequence, and the epimorphism from the Koszul complex on t,,...,/" to the Koszul complex on the images of td+x,...,t" in A = A/(tx,. ..,td) induces an isomorphism H(KA) -» H(KA).
Lemma 3.2. The following are equivalent:
(1) A is a complete intersection; (2) H(K) is the exterior algebra on HX(K);
( (1) => (2) is due to Täte, (3) => (1) is due to Assmus; for proofs cf.
[GL]; (4) => (1) is Wiebe's main result in [W] .) Lemma 3.3 [AG] . The following are equivalent:
(1) A is Gorenstein; Condition (a) is treated by Shamash [Sh] , while (b) is settled by Scheja [Sc] ; note that a direct proof of Scheja's result can be obtained along the lines of Lemma 3.8 below.
In order to prove Theorem 1.1 we shall use a specialization of Theorem 1.4, which we now state explicitly. Proof. Clearly F= K satisfies conditions (1.3). Choose A as in Lemma 3.1. Suppose we have proved that a t.M.o. can be defined on the image in H(KA) of a basis of L (resp. of/, and/2). Then by Lemma 3.1 and by (the proof of) Proposition 2.3, a t.M.o. can be defined on a basis of L (resp. on {/,, f2}), hence condition (1) of Theorem 1.4 is satisfied by this set. Since the second condition of the theorem is satisfied in view of our assumption (2) and Remark 1.7(3), we get our result as a special case of the theorem.
It remains to prove that a t.M.o. can be defined on a basis/,,... ,/m of L (resp. on {/,, f2}), assuming depth A = 0. In case (a) choose a set zx,...,zm of cycles such that [z¡] -f. According to our condition (1) there exist yu E IK such that dy¡j = z¡Zj.
Set y(f) = z,, y(f, f) = ytJ, and y(fh,...,/,) = 0 for / > 2. For dimensional reasons it is clear that y is a t.M.o. on {/,,...,/",} since Kt -0 for /' > 3.
In case (b) choose y E K3 such that dy -zxz2 ([z,] = /). Since A is artinian of embedding dimension 4, Z4(K) = H4(K) is one dimensional over k generated say by e. By Poincaré duality (Lemma 3.3), one can choose ux, u2 E Z3(K) such that / • [uj] = 8tje (/', j E {1,2}); in particular, this means that zxu2 = 0 = z2ux. Let zj = a¡e with a¡ G k (i = 1,2). Set y(f¡) = z¡, y(/,, f2) = -y(/2, /,) = y -axuxa2u2, and y = 0 on all other sequences of/,,/2. Since z,y(/,, f2) = 0, it is clear that y is a t.M.o. on {/,, /2}. B. edim A -depth A < 2. Assume that A is not a complete intersection. Then e2(A) > 1, and by Lemma 3.5(b) A is a Golod ring. By Corollary 1.6 or by Proposition 3.6(a) LA contains a free Lie subalgebra on sIH(K)* which proves the theorem for this class.
C. edim A -depth A = 3. In order to apply Proposition 3.6 in this case we have first to establish some results on the structure of H(K).
Lemma 3.7. Suppose A satisfies condition C and that edim A -dim A = 2. Then e3(A)>e2(A)-2.
Proof. By Lemmas 3.1 and 3.0 we can assume ex(A) = edim A = 3, dim A -1, depth A -0. Let p be a nonmaximal prime of A. In the notation of the introduction, X3(A) = X3(^)-On tne omer hand, by Gulliksen's theorem [Gu, (3. 3)] (i.e., Conjecture C5 for r = 3 and complete rings), we have X3(A)>x3{A9) + dimA/p, Proof. By Lemma 3.1 we can assume A is artinian, hence A = R/a with (R, n) regular of dimension three and a n-primary with a C n2. Choose a minimal set of generators xx,... ,xr of a such that xx, x2,x3 form an /^-regular sequence. If ^4 is not a complete intersection, the ring homomorphism R/(xx,.. .,x4) -» A induces a homomorphism of Koszul homology algebras which is injective in degree one by the minimality of the chosen set of generators. Hence it is sufficient (and necessary) to prove the lemma for almost complete intersections. Setting / = dim kH3(K), we have dim^ H2(K) -t + 4 -1 = / + 3. From Lemma 3.4 we have dim¿ HX(K) = 3.
Our claim now follows from the next general statement.
Lemma 3.9. Let A be an arbitrary local ring, with dim^ HX(K) = r. If dimk HX(K) < 2(r -2), then there exist linearly independent /,, f2 E HX(K) such that /, ■ f2 -0.
Proof. Consider the kernel M of the canonical epimorphism A2HX(K) -» HX(K). Our assumption means that the linear variety defined by M in P = Pk(A2Hx(K)) is of codimension < 2(r -2). Hence it has a nonempty intersection with the 2(r -2)-dimensional Grassmannian of projective lines in Pk(Hx(K)) embedded in P by the Pliicker embedding. This implies the assertion of the lemma.
Remark. In fact, the algebra H(K) for Cohen-Macaulay almost complete intersections of embedding codimension 3 has been explicitly computed in [Go 2] and [Av 3].
We now turn to the proof of Theorem 1.1 assuming condition C. Note that it implies the inequality edim A -dim A < 3. When this difference does not exceed 1, we are done by applying Lemma 3.5(a) and Corollary 1.6.
Assume edim A -dim A = 2, and let L' be the vector space generated by some lifting to H2 ( It follows that HX2(K) (¿(H^K))1-, hence Hx\K)^0, which contradicts Wiebe's result; cf. Lemma 3.2. Now let A be a noncomplete intersection satisfying condition D. By the lemma dim^ HX2(K) = dim^ H2(K) -e3(A) < r -1, and this integer is *S 2(r -2) since r > 4. Lemma 3.9 shows that the conditions of Proposition 3.6(b) are satisfied, and this finishes the proof of the theorem.
4. Proof of Theorem 1.2. Suppose that A satisfies the conditions of the theorem, and is not a complete intersection. The equivalence of (i), (ii), and (vi) is a consequence of Theorem 1.1 and Proposition 0.7. If, moreover, A is Cohen-Macaulay, it has been shown in Lemmas 3.5(b), 3.8 and 3.10 that HX(K) contains two linearly independent elements admitting a t.M.o., hence LA contains a free Lie subalgebra generated by two elements of degree 2. The same conclusion holds also under the assumption edim A -dim A = 1 by Lemma 3.5(a). It follows that in these cases e2i(A) j= 0 for all /' > 0, and also that rA < f2 /2, the last inequahty being a consequence of the relation PA(t) ~» (1 -2/2)"1.
In order to finish the proof we have still to treat the rings satisfying the conditions (4.1) edim A -depth A = 3, edim A -dim A = 2.
We want to prove for them the relations: (iii)° rA < v/2/2; and (iv)° e6, =t= 0 for /' > 0. From Lemma 3.7 and Proposition 3.6(a) LA contains a free graded Lie subalgebra generated by e2(A) -2 elements of degree 3. As in the proof of the implication C,0 =» C2 of Proposition 0.7 (cf. §5), it follows that it also contains a free graded Lie subalgebra on e2(A) -2 generators of degree 6. Hence for e2(A) s= 4, (iv)° is established, while in the remaining case there is the more precise Lemma 4.2. Suppose A satisfies (4.1) and has e2 = 3. Then f(A) > 0 for i > 2 (cf.
Conjecture C3' in the introduction).
Proof. We use the technique and notation developed by Gulliksen [Gu, §4] : <p denotes the well-known isomorphism from the multiplicative group 1 + / Z[/]| to the additive group /Z[f], which in particular sends l/G(t) = PA(t)/(l + t)e'(A) to -2¡:,oSi(A)t'. According to [Av 2, (7. 2)], the following expressions for G(t) can occur:
(l-í2)(l-2/2-í3), I -3t2-(m-s + 2)i3 -(m -s)t4,
•^ (m,j) = (l,0),(l,l),orm>l,0<*'<2, l-3t2-(ml)i3 -(m -3)t4 -t5 -t6, m> 1, where m = dimk H3(K), s = dimkHx2(K). In order to establish the inequality <p(G(t)) » <2(1 -t)~x, we use the inequality (¡p(l -2/2 -i3) » /2(1 -t)~x obtained in the proof of [Gu, (4.1)(i) ]. <p being a group homomorphism, it settles the first case. In all other cases, except for m = 2 in the last formula, G(t) is of the form (1 -F(t)), with F(t) » 2/2 + t3, hence by [Gu, (4. 2)(ii)], 9>(G(t))»(p(l -2i2-/3).
In the last case G(t) can be written (1 -/2)(1 -t2 -t2(l + t2 + /3)(1 -t)~x), which by the same result of Gulhksen imphes <p(G(t)) » t2 + t2(l + t2 + t3)(l -ty\
Finally we prove (iii)° under condition (4.1). When e2(^l) = 3, the inequality rA < \/2 /2 is seen by direct inspection of the power series (4.3). When e2(A) > 4, LA contains a free Lie subalgebra on at least 3 generators of degree 3, hence PA(t) » (1 -3/ V, which imphes rA ^ 3"1/3 < 2"'/2. When e2(A) = 4 and dim* H2(K) < 4, Lemma 3.9 and Proposition 3.6(b) imply that LA contains a free Lie subalgebra on two generators of degree 2, hence rA^f2/2 as above. In the last case to remain undecided, e2(A) = 4 and no two linearly independent elements of V = HX(K) have zero product. Since under our condition (4.1) Lemma 3.2 implies V3 = 0, it is easy to see that for a suitably chosen basis vx, v2, v3, v4 of V, the subalgebra W of H( K ), generated by V, is isomorphic to one of the followinĝ -algebras: U" = A(V)/(A3V), or W" = A(V)/(vxv2 + v3v4).
I do not know shorter ways to finish the proof of the theorem than to compute the Poincaré series Pw(t) = 2">o^+9="dimiTor^i(A:, k)t" (herep denotes the homological and q the internal degrees of the components of the graded Tor functor).
Consider the divided powers algebra U = U' (resp. U = U") obtained by adjoining to U' (resp. U") variables Sx, S2, S3, S4 of bidegree (1,1) with differential mapping S, to t>, (cf.
[GL]). The bigraded homology of U is computed by counting Euler characteristics in the complexes of vector spaces Vu di.i o«-rç-2., -£V-i,?-tf?,,*-o.
In bidegrees ¥= (0,0), the result is Í0 ifp^q-2,q^l, à™k*P,(V)-\(q+l)iq_l)(q_2)/2 iip = q-2>l; dimkHp<q(U") = 0 ifp =¿q~2,q> I,(p,q) ¿(1,2), 1 if(p,9) = (l,2), (q+l)(q-l)(q-3)/3 ifp = q~2>2.
For dimensional reasons, it is easy to see that any basis of IH(U') (resp. of IH(U")) admits a trivial Massey operation. Applying the (graded analogue of) Golod's theorem [Go 1], cf. also Corollary 1.6, we obtain after a computation with formal power series the following expressions: PAt) = {(i-t2)4 + (t2-4)tsy\ ¿V(0 = ((1 -t2)\l -t3 -t4) + (t4 -4t2 + I)/3)"'.
It remains to observe that, since I3W = 0, W is an algebra retract of H(K), hence Pw(>) « pn(K)(0-Together with the equality PA(t) = (1 + t)3PH(K)(t) (e.g. [Av 1,(5.11)]), this gives rA < rw < \S2 /2, and the proof of Theorem 1.2 is now complete. shows that C5 implies C6. For i > 1, C7 obviously follows from C8, while the inequahty ex(A) < ex(B) is known from [L] .
