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基于信息论的决策树算法探讨
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摘 要:信息论是数据挖掘技术的重要指导理论之一 ,是决策树算法实现的理论依据。决策树算法是一种逼近离散值目标函数的方
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Abstract:The information theory is one of the basic theories of Data Mining , and also is the theoretical foundation of the Decision Tree Algorithm.
Decision Tree Algorithm is a method to approache the discrete-valued objective function.The essential of the method is to obtain a classi-
fication rule on the basis of example-based learning.
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1　引言
数据挖掘技术是通过统计论中的相关 、聚类 、回归 、判别等





础上 ,是一种常用于预测模型的算法 , 它通过将大量数据有目的
地分类 ,从中找到一些具有价值的 、潜在的信息。该算法的理论
依据充分 , 具有较高的精度和效率 , 是一种知识获取的有用工
具 ,因而成为近年来数据挖掘的研究新热点。决策树算法起源
于概念学习系统 CLS(concept learning system),随后 ID3 算法成为
一个里程碑[ 3] [ 4] ,然后又演化为能处理连续属性的 C4.5 和 C5.
0[ 5] 。此外 , 目前经典的决策树算法还有 CART(Classification And
Regression Trees)[ 6]和 CHAID(Chi squared Automatic Interaction De-
tection)[ 7] 。在此基础上人们又做了大量的改进和变种 , 如 FA-
CT[8] 、GINI[ 9] 、SEE5[ 10] 、IBLE[ 11] 、SLIQ[ 12] -14] 、LBET[15]和 SPRINT[ 16]
算法 , 但基本还是以前面的算法为代表。这些算法都支持分类
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方法 , 少数还可以用于回归方法[ 17] 。根据分割方法的不同 , 这
些决策树算法可分为两类:基于信息论的(Information Theory)的
方法和最小 GINI指标(lowest GINI index)方法。对应前者的经典
算法有 ID3、C4.5 和 IBLE。基于这三种经典算法 , 人们又提出了
自己的改进算法 , 如基于概率的决策树构造算法 PID[18] ,MID3
算法[ 19] , LBET方法 ,MedGen 算法[ 20]等。
2　信息论原理简介





[ 21] [ 22]
:
(1)离散信源数学模型:消息 ui(i=1 , 2 , 3 , … r)的发生概
率 P(ui)组成的信源模型
[ U , P] =
u1 u2 L ur
P(u1) P(u2) L P(ur)





(2)互信息 I(U , V):H(U)代表接收到输出符号集 V 以前
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关于输入符号集 U 的平均不确定 , 而 H(U V)代表接收到符号
集 V后关于输入符号U 的平均不确定性。







(3)信道容量 C:给定信道的互信息 I(U , V)是 P(U)的上
凸函数 , 由上凸函数的性质知道 , 一定存在一概率分布使得 I
(U , V)达到最大。这个最大的互信息就称为信道容量 ,记为 C。
C=max
P(U)
{I(U , V)} (3)
(4)信息增益率 gain ration:实验证明采用“信息增益率”比
采用“信息增益”更好 , 能够克服 ID3 方法选择偏向于取多值的
属性的不足。





I(s1 , s2 , … , sm)=- 6
m
i=1





















自 1986年 J.R.Quinlan 在 Machine Learning Journal发表题为







目标评价函数 ,采用自顶向下不可返回的策略 , 搜出全部空间的
一部分 , 它确保决策树建立最简单 , 每次所做的测试数据最少。
ID3算法的基础理论清晰 , 使得算法较简单 , 学习能力较强 , 且
构造的决策树平均深度较小 ,分类速度较快 , 特别适合处理大规
模的学习问题。
但是 ID3算法也存在着缺点[ 5] [28] :





相同。一般情况下 , 不能保证相同 ,这样计算训练集的互信息就
存在偏差。
(3)ID3 对噪声较为敏感 , 训练集中正例与反例的比例很难
控制。
(4)学习简单的逻辑表达能力差。
(5)当训练集增加时 , ID3 的决策树会随之变化。这对渐进
学习是不方便的。
(6)ID3 在建树时 , 每个节点仅含一个特征 , 特征之间的相
关性强调不够。
ID3 算法适用于数量较大的决策判断系统和大型的数据库
系统。在这些系统中 , 其优势将会得到更好的体现。 ID3 引入
后不久 , Schlimmer和 Fisher在 ID3 的基础上构造了 ID4 算法 , 允
许递增式地构造决策树。 1988 年 , Utgoff也提出 ID5 算法 , 它允
许通过修改决策树来增加新的训练实例 ,而无需重建决策树。
3.2　C4.5算法
在 ID3算法的基础上 , J.R.Quinlan 于 1993 年在其“Programs
for Machine Learning”一书中 , 对 ID3 算法进行了补充和改进 , 提
出了又一流行的C4.5 算法。C4.5 算法继承了 ID3全部优点 , 且
克服了 ID3在应用中的不足 , 主要体现在以下几方面[29] :









此外 , C4.5 算法可通过使用不同的修剪技术以避免树的不
平衡。即通过剪枝操作删除部分节点和子树以避免“过度适
合” ,以此消除训练集中的异常和噪声。
C4.5 算法代表着基于决策树的方法的里程碑[ 30] 。但是 ,
C4.5 算法同样存在不足:①C4.5算法采用分而治之的策略所
得到决策树不一定是最优的;②采用一边构造决策树 , 一边进行
评价的方法 , 使决策树的结构调整 、性能改善较困难;③仅考虑
决策树的错误率 , 未考虑树的节点 、深度 , 而树的结点个数代表
了树的规模 , 树的平均深度对应着决策树的预测速度;④对属性
值分组时逐个探索 , 没有一种使用启发式搜索的机制 , 分组效率
较低[5] ;⑤Quinlan 经典的展示 C4.5 算法结果的方法 , 是将结果
树逆时针旋转 90 度 , 以文本形式输出 ,很不直观[ 31] 。
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　　C4.5 算法特别适用于挖掘数据量多 , 且对效率和性能要求




国内于 90年代初 , 研究出基于信道容量的 IBLE(Information
-Based Learning from Example)算法[ 10] ,较之 ID3 每次只选一个
特征作为决策树的结点的方法 , IBLE算法选一组重要特征建立





值比较 ,建立左 、中 、右三个分枝。在各分枝子集中重复建树结
点和分枝过程 ,这样就建立了决策规则树。
IBLE算法的优点在于它不依赖类别先验概率 , 特征间为强










法PID[ 18] 。PID在决策树的规模和精度方面优于 ID3 ,但是在训
练速度和测试速度上比 ID3 慢 , 并且 PID 决策树上的某些属性
可能重复使用。针对 ID3 算法选择属性较多的属性这一缺点 ,
刘小虎等[ 19]提出了 ID3 算法的优化算法-MID3 算法。该算法
改进了选择新属性的启发式函数 , 取得了比 ID3 更好的分类效
果。MID3 算法还引入概率按最小信息熵对候选属性的扩展来
弥补学习简单的逻辑表达能力差这一缺点。较之传统的 ID3 算
法 ,文[ 15]中提出的 LBET 方法的最大优点在于接受和记忆数据
的信息量增加。而曲开社等人就 Quinlan 的 ID3 算法中信息熵
标准有倾向于取值较多的属性的缺陷 ,在计算信息熵时引入了
用户兴趣度 ,改进了 ID3 算法 , 使决策树减少了对取值较多的属
性的依赖性[ 32] 。同样 ,王静红和李笔为了克服 ID3 算法偏向于
选择取值多的 ,但在实际问题中对分类意义并不大的属性作为
测试属性的缺点 ,引入了选取优值法的概念来对 ID3 算法进行





MedGen算法是由 Micheline K 等人在 1997 年提出的[20] , 它
基于 C4.5 算法的思想 ,在决策树的生成和评测上均采用 C4.5
的方法 , 但在选择属性建立决策树之前 , 采用面向属性规约的方




的处理比较费时 , 但是该算法在各方面均比 C4.5 有提高[ 40] 。
4　基于信息论决策树算法的展望
基于信息论的决策树技术已经取得了较大的发展 , 已被广
泛地应用[ 5] [17] [41][ 42][ 43-44] ,其主要特点如下:
(1)产生的规则能够轻易地转化为可以理解的规则 , 如转













当然 , 基于信息论的决策树算法还存在许多问题 , 仍然需要
在很多方面进一步研究 、发展 、解决 、改进 , 主要包括:
(1)实验证明了要找到这种最优的决策树是 NP 问题 , 必须
寻找各种启发算法以寻求较优的解[ 5] [ 47] 。







决策树算法 , 分析了它们目前主要的代表理论以及存在的问题 ,
提出了对信息论决策树算法的展望。笔者曾利用基于信息论的
决策树算法解决天气分类问题 , 并将该算法应用于教师课堂教
学评估系统 , 受益于信息论决策树算法的优点 , 取得了良好的效
果。随着信息资源日益增长 , 决策树算法和信息理论研究的深
入 , 两者必将更加紧密结合在一起 ,多种方法的集成将是数据挖
掘发展的一个方向。
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