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Sequentially Congruent Partitions
and Related Bijections
Maxwell Schneider and Robert Schneider
In honor of George E. Andrews on his 80th birthday
Abstract. We study a curious class of partitions, the parts of which
obey an exceedingly strict congruence condition we refer to as “sequen-
tial congruence”: themth part is congruent to the (m+1)th part modulo
m, with the smallest part congruent to zero modulo the length of the
partition. It turns out these obscure-seeming objects are embedded in
a natural way in partition theory. We show that sequentially congruent
partitions with largest part n are in bijection with the partitions of n.
Moreover, we show sequentially congruent partitions induce a bijection
between partitions of n and partitions of length n whose parts obey a
strict “frequency congruence” condition — the frequency (or multiplic-
ity) of each part is divisible by that part — and prove families of similar
bijections, connecting with G. E. Andrews’s theory of partition ideals.
Mathematics Subject Classification (2010). Primary 05A17; Secondary
11P84.
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1. Introduction
Here we consider a somewhat exotic subset of integer partitions, which turns
out to be naturally embedded in partition theory.
Let P denote the set of partitions, with elements λ = (λ1, λ2, ..., λr),
λ1 ≥ λ2 ≥ ... ≥ λr ≥ 1, including the empty partition ∅. Alternatively,
following Andrews [4], Fine [8] and other authors, one sometimes writes λ =
(1m1 2m2 3m3 ...) with mi = mi(λ) the frequency (or multiplicity) of i ∈ N
as a part of λ, setting mi(∅) = 0 for all i. Furthermore, for a given partition
λ, let |λ| denote its size (sum of the parts) and ℓ(λ) := r denote its length
(number of parts), with the conventions |∅| := 0, ℓ(∅) := 0.
We define the set S ⊂ P of sequentially congruent partitions as follows.
2 Maxwell Schneider and Robert Schneider
Definition 1.1. We define a partition λ to be sequentially congruent if the
following congruences between the parts are all satisfied:
λ1 ≡ λ2 (mod 1), λ2 ≡ λ3 (mod 2), λ3 ≡ λ4 (mod 3), ... ,
λr−1 ≡ λr (mod r − 1),
and for the smallest part, λr ≡ 0 (mod r).
For example, the partition (20, 17, 15, 9, 5) is sequentially congruent, be-
cause 20 ≡ 17 (mod 1) trivially, 17 ≡ 15 (mod 2), 15 ≡ 9 (mod 3), 9 ≡
5 (mod 4), and finally 5 ≡ 0 (mod 5). On the other hand, (21, 18, 16, 10, 6)
is not sequentially congruent, for while the first four congruences still hold,
clearly 6 6≡ 0 (mod 5). Note that increasing the largest part λ1 of any λ ∈ S
yields another partition in S, as does adding or subtracting a fixed integer
multiple of the length r to all its parts, so long as the resulting parts are still
positive.
No doubt, this strict congruence restriction on the parts hardly appears
natural. However, it turns out sequentially congruent partitions are in one-
to-one correspondence with the entire set P .
2. Bijections Between S and P
Let Pn denote the set of partitions of n, as usual let p(n) = #Pn (with
#Q the cardinality of a set Q), and let Slg=n denote sequentially congruent
partitions λ′ whose largest part λ′1 equals n.
Theorem 2.1. There exists a bijection π between the set P and the set S such
that
π(Pn) = Slg=n.
Moreover, we have
#Slg=n = p(n).
Proof. We prove the theorem directly by construction.
For partition λ = (λ1, λ2, ..., λi, ..., λr), one constructs a sequentially
congruent dual
λ′ = (λ′1, λ
′
2, ..., λ
′
i, ..., λ
′
r)
by taking the parts equal to
λ′i = iλi +
r∑
j=i+1
λj . (2.1)
Note that λ′r ≡ 0 (mod r) as
∑r
j=r+1 is empty; the other congruences between
successive parts of λ′ are also immediate from equation (2.1).
Let us take
π : P → S
to be the map defined by this construction, with λ′ = π(λ). The above
argument establishes, in fact, that we have more strongly π : Pn → Slg=n.
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Conversely, given a sequentially congruent partition λ′, one can recover
the dual partition λ by working from right-to-left. Begin by computing the
smallest part
λr =
λ′r
r
, (2.2)
then compute λr−1, λr−2, ..., λ1 in this order by taking
λi =
1
i

λ′i −
r∑
j=i+1
λj

 . (2.3)
We define the inverse map π−1 from the algorithm in (2.2) and (2.3), i.e.,
π−1(λ′) = λ:
π−1 : S → P . (2.4)
Noting that the uniqueness of λ implies the uniqueness of λ′, and vice versa,
the bijection between S and P follows from this two-way construction.
Furthermore, since λ′1 = |λ|, then every partition λ of n corresponds to
a sequentially congruent partition λ′ with largest part n, and vice versa. 
The sets P and S enjoy another interrelation that can be used to com-
pute the coefficients of infinite products. Now, it is a rewriting of Equation
22.16 in Fine [8] that for a function f : N → C and q ∈ C with f, q chosen
such that the product converges absolutely, we have
∞∏
n=1
(1− f(n)qn)−1 =
∑
λ∈P
q|λ|
∏
i≥1
f(i)mi , (2.5)
where mi = mi(λ) is the frequency of i as a part of λ, and the sum on the
right is taken over all partitions λ. Of course the canonical case would be, for
|q| < 1, the identity
∞∏
n=1
(1− xqn)−1 =
∑
λ∈P
xℓ(λ)q|λ|, (2.6)
which enjoys many beautiful q-series representations (see [4, 6, 8])
It follows from an extension of (2.5) in [10] that the product on the
left side of (2.5) can also be expressed as a sum over sequentially congruent
partitions.
Let lg(λ) = λ1 denote the largest part of partition λ, and set λk = 0 if
k > ℓ(λ).
Theorem 2.2. For f : N → C, q ∈ C such that the product converges abso-
lutely, we have
∞∏
n=1
(1− f(n)qn)−1 =
∑
λ∈S
qlg(λ)
∏
i≥1
f(i)(λi−λi+1)/i.
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Proof of Theorem 2.2. For j = 1, 2, 3, ..., let PTj denote partitions whose
parts are all in some subset Tj ⊆ N, with ∅ ∈ PTj for all j, and define
fj : Tj → C. To prove Theorem 2.2, we begin by recalling Corollary 2.9 of
[10] in the case that “±” signs are set to minus:
n∏
j=1
∏
kj∈Tj
(
1− fj(kj)q
kj
)−1
=
∞∑
k=0
ckq
k,
with the coefficients ck given by the somewhat unwieldy (n− 1)-tuple sum
ck =
k∑
k2=0
k2∑
k3=0
· · ·
kn−1∑
kn=0


∑
λ⊢kn
λ∈PTn
∏
λi∈λ
fn(λi)




∑
λ⊢(kn−1−kn)
λ∈PTn−1
∏
λi∈λ
fn−1(λi)


×


∑
λ⊢(kn−2−kn−1)
λ∈PTn−2
∏
λi∈λ
fn−2(λi)

 . . .


∑
λ⊢(k−k2)
λ∈PT1
∏
λi∈λ
f1(λi)

 ,
where “λ ⊢ r” indicates λ is a partition of r and the interior products are
taken over the parts λi of each λ, which identity can be proved from (2.5) by
repeated application of the Cauchy product formula.
Now, for every j ∈ N take Tj = {j} and fix fj = f . In this case, λ ∈ PTj
means if λ 6= ∅ that λ = (j, j, ..., j), so we must have j|(kj − kj+1) in any
nonempty partition sum on the right side above. Then every summand com-
prising ck vanishes unless all the ki ≤ k are parts of a sequentially congruent
partition having length ≤ n: each sum over partitions is empty (i.e., equal to
zero) if j does not divide kj−kj+1; is equal to 1 if kj−kj+1 = 0 as then λ = ∅
and
∏
λi∈∅
is an empty product; or else has one term f(j)mj = f(j)(kj−kj+1)/j
as there is exactly one λ = (j, j, ..., j) with |λ| = mjj = kj − kj+1 > 0. Fi-
nally, let n→∞ so this argument encompasses partitions in S of unrestricted
length. 
Remark 2.3. We note that setting f = 1, then comparing equation (2.5) to
Theorem 2.2, gives another proof of Theorem 2.1: the sets Slg=n and Pn (and
thus, the sets S and P) have the same product generating function.
Remark 2.4. If we instead take every ± equal to plus in Corollary 2.9 of
[10], similar arguments reveal there is also a bijection between partitions
into distinct parts and the subset of S containing partitions into parts with
differences λi − λi+1 = i exactly.
3. Cyclic Sequentially Congruent Maps
Comparing Theorem 2.2 with (2.5) above, we have two formally different-
looking decompositions of the coefficients of
∏
n≥1(1−f(n)q
n)−1 as sums over
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partitions of the form
∑
λ∈Pn
and
∑
λ∈Slg=n
, yet one observes the summands
in each case consist of the same terms in different orders. Then one wonders:
precisely which partition γ ∈ Pn is such that∏
i≥1
f(i)(φi−φi+1)/i =
∏
j≥1
f(j)mj(γ) (3.1)
for a given φ ∈ Slg=n? One observes that γ is generally not the same partition
λ = π−1(φ) as in (2.4).
Evidently the set S enjoys a second map to P (apart from π−1). Let
σ : S → P
denote this map. We can write σ down by comparing the forms of the products
in (3.1):
σ(φ) := (1φ1−φ2 2(φ2−φ3)/2 3(φ3−φ4)/3...) = γ ∈ Pn,
where φ ∈ Slg=n as above. For example, σ(5, 3, 3) = (15−3 2(3−3)/2 3(3−0)/3) =
(3, 1, 1).
Under this map we have σ(Slg=n) = Pn, thus the composite map is
σ ◦ π : Pn → Pn,
and, similarly, we have the map π ◦ σ : Slg=n → Slg=n.
A natural question to ask is: what kind of permutation structure arises
as we alternately compose π, σ, that is, what if we apply σ◦π◦σ◦π◦· · ·◦σ◦π
to a partition of n? For a concrete example, let’s check by repeatedly applying
σ ◦ π ◦ · · · ◦ σ ◦ π to the partitions of n = 4:
(4)
π
7−→ (4)
σ
7−→ (1, 1, 1, 1)
π
7−→ (4, 4, 4, 4)
σ
7−→ (4),
(3, 1)
π
7−→ (4, 2)
σ
7−→ (2, 1, 1)
π
7−→ (4, 3, 3)
σ
7−→ (3, 1),
(2, 2)
π
7−→ (4, 4)
σ
7−→ (2, 2),
(2, 1, 1)
π
7−→ (4, 3, 3)
σ
7−→ (3, 1)
π
7−→ (4, 2)
σ
7−→ (2, 1, 1),
(1, 1, 1, 1)
π
7−→ (4, 4, 4, 4)
σ
7−→ (4)
π
7−→ (4)
σ
7−→ (1, 1, 1, 1).
There appears to be cyclic behavior of order 1 or 2; also evident is the fol-
lowing fact.
Theorem 3.1. The composite map σ ◦ π : Pn → Pn takes partitions to their
conjugates.
Proof. If we write
λ = (a
ma1
1 a
ma2
2 a
ma3
3 ... a
mar
r ), a1 > a2 > ... > ar ≥ 1,
then we can compute the parts and frequencies of the conjugate partition
λ∗ = (b
mb1
1 b
mb2
2 b
mb3
3 ... b
mbs
s ), b1 > b2 > ... > bs ≥ 1,
directly from the parts and frequencies of λ by comparing the Ferrers-Young
diagrams of λ, λ∗. The conjugate partition λ∗ has largest part b1 given by
b1 = ℓ(λ) = ma1 +ma2 + ...+mar , with mb1(λ
∗) = ar, (3.2)
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and for 1 < i ≤ s, the parts and their frequencies are given by
bi = ma1 +ma2 + ...+mar−i+1 , mbi(λ
∗) = ar−i+1 − ar−i+2. (3.3)
Moreover, we have that s = r. The theorem results from using the definitions
of the maps π and σ, keeping track of the parts in the transformation λ 7→
(σ◦π)(λ), then comparing the parts of (σ◦π)(λ) with the parts of λ∗ in (3.2)
and (3.3) above to see they are the same. 
The preceding considerations also make explicit our observation above
about cyclic orders.
Corollary 3.2. We have that (σ ◦ π)(λ) = λ when λ is self-conjugate, and
(σ ◦ π)2(λ) = λ holds for all λ ∈ P. Likewise, for φ sequentially congruent it
is the case that (π◦σ)(φ) = φ when σ(φ) is self-conjugate, and (π◦σ)2(φ) = φ
holds for all φ ∈ S.
Remark 3.3. Interestingly, the map π ◦ σ : Slg=n → Slg=n defines a duality
analogous to conjugation in Pn, that instead connects partitions φ and (π ◦
σ)(φ) in Slg=n. For instance, from the above examples, it is the case in P4
that (2, 1, 1) and (3, 1) = (σ ◦ π)(2, 1, 1) are conjugates, while on the same
row, (4, 3, 3) and (4, 2) = (π ◦σ)(4, 3, 3) are paired under this new, analogous
duality in Slg=4.
4. Frequency Congruent Partitions and Infinite Families of
Bijections
The conjugates of sequentially congruent partitions are themselves interesting
combinatorial objects.
Theorem 4.1. A sequentially congruent partition φ is mapped by conjuga-
tion to a partition φ∗ whose frequencies mi = mi(φ
∗) obey the congruence
condition
mi ≡ 0 (mod i).
Conversely, any partition with parts obeying this congruence condition has a
sequentially congruent partition as its conjugate.
Proof. The theorem is immediate by conjugation of the relevant Young dia-
grams. 
Let us codify the objects highlighted in the preceding theorem.
Definition 4.2. We define a partition to be frequency congruent if it has the
property that each part divides its frequency1.
Then Theorem 4.1 implies the following result.
Corollary 4.3. Frequency congruent partitions of length n are in bijection with
the partitions of n, viz.
#{λ ∈ P : ℓ(λ) = n, i|mi(λ)} = p(n).
1As in Theorem 4.1
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Proof. This statement follows from Theorem 4.1 together with Theorem
2.1. For a combinatorial proof, take any partition λ = (1m12m23m3 ...imi ...)
of n, and multiply each mi by i to yield a frequency congruent partition
(1m122m233m3 ...iimi ...) with length m1 + 2m2 + 3m3 + ... = |λ| = n. Con-
versely, by the same principle, divide the frequency of each part of a length-n
frequency congruent partition by the part itself for a partition of n.
Alternatively, we can prove the bijection using generating functions. For
|x| < 1, |q| < 1, consider the following identities in light of (2.5) and (2.6):
∞∏
n=1
1
1− xnqn2
= (1 + x1q1 + x2q1+1 + x3q1+1+1 + ...)
× (1 + x2q2+2 + x4q2+2+2+2 + x6q2+2+2+2+2+2 + ...)
× (1 + x3q3+3+3 + x6q3+3+3+3+3+3 + x9q3+3+3+3+3+3+3+3+3 + ...)× · · ·
=
∑
λ∈P
i|mi(λ)
xℓ(λ)q|λ| =
∞∑
n=0
xn
∑
ℓ(λ)=n
i|mi(λ)
q|λ|,
where the final two (absolutely convergent) sums are taken over frequency
congruent partitions.
To count the number of frequency congruent partitions of length n, let
q → 1 from within the unit the circle in the right-most series above, noting
in the limit we still have convergence since |x| < 1. Then by comparison with
the product side of the generating function, the resulting coefficient of xn is
equal to p(n) by Euler’s identity (see [4]). 
Remark 4.4. We note that the generating function proof above provides (by
conjugation) another proof that #Slg=n = p(n).
Indeed, the steps of the preceding proof suggest a highly general fre-
quency congruence phenomenon yielding infinite families of partition bijec-
tions.
As before, let PT ⊆ P be the set of partitions (including ∅) with parts
from T = {t1, t2, t3, ...} ⊆ N; we allow PT to also denote partitions with
parts from a sequence T of natural numbers if they are distinct. Let pT (n)
denote the number of partitions of n ≥ 0 in PT . Moreover, for a sequence
S = (s1, s2, s3, ...) of natural numbers, define
PT (S) := {λ ∈ PT : si|mti},
and let PT (S, n) denote partitions in PT (S) of length n. Thus PN((1, 1, 1, ...))
= P and #PN((1, 1, 1, ...), n) = p(n). Then we have the following.
Theorem 4.5. Let |x| < 1, |q| < 1. For a sequence A = (a1, a2, a3, ...) of
natural numbers and subset B = {b1, b2, b3, ...} ⊆ N, we have
∞∏
n=1
1
1− xanqanbn
=
∑
λ∈PB(A)
xℓ(λ)q|λ| =
∞∑
n=0
xn
∑
λ∈PB(A,n)
q|λ|.
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If the ai ∈ A are distinct then the sets PA and PB(A) are in bijection, and
#PB(A, n) = pA(n).
We note that equation (2.6) represents the case ai = 1, bi = i, and the
generating function in the proof of Corollary 4.3 is the case ai = bi = i.
Proof. For the first identity, much as in the proof of Corollary 4.3, for |x| <
1, |q| < 1, rewrite the infinite product on the left side of Theorem 4.5 as a
product of geometric series:
∞∏
n=1
(
1 + xanqbn+bn+...+bn + x2anqbn+...+bn + x3anqbn+...+bn + ...
)
,
where in each term xianqbn+...+bn there are ian repetitions of bn in the ex-
ponent of q. Expanding the product immediately gives the first equality, and
collecting coefficients of xn gives the right-most equality.
To prove the second identity in the theorem, just as in the proof of
Corollary 4.3, let q → 1 from within the unit circle in the right-most sum-
mation of the first identity. But if the ai are distinct the infinite product
becomes
∞∏
n=1
1
1− xan
=
∏
n∈A
1
1− xn
=
∞∑
n=0
pA(n)x
n.
Equating coefficients of xn completes the proof.
One can also prove the second identity by mapping every partition
(a
ma1
1 a
ma2
2 a
ma3
3 ...) ∈ PA of size n (noting these ai are not necessarily in
increasing order) to partition (b
a1ma1
1 b
a2ma2
2 b
a3ma3
3 ...) ∈ PB(A, n) and, con-
versely, mapping each (ba1n11 b
a2n2
2 b
a3n3
3 ...) ∈ PB(A, n) to (a
n1
1 a
n2
2 a
n3
3 ...).
2

Observe that in the above notation, frequency congruent partitions rep-
resent the set PN ((1, 2, 3, 4, ...)). Recalling that the conjugates of frequency
congruent partitions are sequentially congruent, then the set SB(A) of conju-
gates of partitions in PB(A) is evidently an analog of the set S. For example,
for B = N and sequence A, the conjugates of the set of partitions PN(A) such
that ai divides mi have a nice sequential congruence property:
SN(A) = {λ ∈ P : λi ≡ λi+1 (mod ai)}. (4.1)
We conjecture there are bijective maps in this extended regime analogous to
those in Sections 2 and 3 above; however, they alternate between PA and
SB(A) under composition instead of between P and S.
Remark 4.6. For T ⊆ N and f, g : T → C, two-variable generating functions
of the general form
∏
n∈T (1 − x
f(n)qg(n))−1 used in this section are flexible
analytic and combinatorial objects (see [4, 8]). We note if 0 < x < e−1, |q| <
2There is a resemblance here to maps generating other classes of partitions with nontrivial
weightings on the frequencies, e.g. see [1, 5, 7] regarding identities of Capparelli and Primc.
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1, 1 6∈ T , taking f(n) = log n and letting q → 1 as we did above yields a
class of “partition zeta functions” studied in [9, 10]:
lim
q→1
∏
n∈T
(1− xlog nqg(n))−1 =
∏
n∈T
(1− nlog x)−1 =
∑
λ∈PT
N(λ)−s,
where s := − logx, thus s > 1 for convergence, and N(λ) :=
∏
λi∈λ
λi.
(By the same token, one may rewrite the Riemann zeta function as ζ(s) =
ζ(− log x) =
∑∞
n=1 x
log n.)
5. Further Thoughts: Partition Ideals
In a series of papers in the 1970s (e.g. see [2, 3]), G. E. Andrews developed
a theory of partition ideals which uses ideas from lattice theory to unify and
extend many classical results on generating functions and partition bijections,
summarized in Chapter 8 of [4].
Definition 5.1. A partition ideal is a subset C ⊆ P with the property that
if any parts are deleted from a partition in C, the resulting partition is an
element of C as well.
Remark 5.2. We note Andrews’s definition is stated in terms of frequencies.
For example, partitions into distinct parts form a partition ideal. An-
drews identifies relations between partition ideals which break the set P into
algebraic subclasses.
Definition 5.3. We say two partition ideals C, C′ are equivalent and write
C ∼ C′ if #{λ ∈ C : |λ| = n} = #{λ ∈ C′ : |λ| = n} for all n ≥ 1.
Andrews carries out the study of equivalences where one subset C is a
partition ideal of “order one” in great detail (see [4] for specifics). These are
“nice” subsets of P including many of interest classically, e.g., partitions into
distinct parts form a partition ideal of order one. Sets PA,PB as in Theorem
4.5 are also partition ideals of order one. Naturally, then, one wonders if
Andrews’s theory extends in some way to sets like PB(A).
A moment’s thought convinces one that such sets are not generally
partition ideals. However, they do enjoy a tantalizing “quasi-ideal” property:
If ai copies (or a multiple thereof) of any part bi are deleted from a partition
in PB(A), the resulting partition is an element of PB(A) as well.
This feels like a refinement of Definition 5.1. Furthermore, if the ai in
the sequence A of distinct terms are rearranged to form a new sequence A′
(the same terms in a different order), clearly pA′(n) = pA(n) even though
PB(A′) 6= PB(A); thus Theorem 4.5 gives
#PB(A, n) = #PB(A
′, n). (5.1)
Similarly, noting B is arbitrary in Theorem 4.5 and could be replaced by
another subset B′ ⊆ N without changing the right side of the second identity,
then
#PB(A, n) = #PB′(A, n). (5.2)
10 Maxwell Schneider and Robert Schneider
In light of the correspondence between length-n partitions in PB(A) and size-
n partitions in PA, equations (5.1) and (5.2) feel similar to partition ideal
equivalence in Definition 5.3.
Moreover, the two-variable generating functions in Section 4 are of a
similar shape to Andrews’s formulas for “linked partition ideals” in Chapter
8.4 of [4]. Are there maps between these schemes? If subsets of partitions
such as PB(A) are analogous to partition ideals, do there exist closely-related
subsets analogous to equivalent ideals in Andrews’s theory? Conversely, might
cyclic maps like those in Section 3 exist between equivalent partition ideals?
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