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Povzetek
Naslov: Pregled in primerjava algoritmov za izračun konveksne ovojnice
Avtor: Jordan Lesjak
Konveksno ovojnico množice točk v ravnini si lahko predstavljamo kot naj-
manǰsi konveksen poligon, ki obdaja celotno množico. Računanje konveksne
ovojnice je v praksi pogosta operacija in ima uporabo na številnih področjih
stroke. V tem diplomskem delu so predstavljeni in analizirani številni tra-
dicionalni in moderni algoritmi za izračun konveksne ovojnice v dvodimen-
zionalnem Evklidskem prostoru, ki so nato ovrednoteni na podlagi različnih
praktičnih performančnih testov. Bolj podrobno je predstavljen algoritem
Ordered hull, ki se je izkazal za bistveno hitreǰsega od algoritma Quickhull,
ki je dolgo časa veljal za najhitreǰsega.
Ključne besede: konveksna ovojnica, ravnina, algoritem.

Abstract
Title: Overview and comparison of convex hull algorithms
Author: Jordan Lesjak
The convex hull of a planar point set is the smallest convex polygon enclosing
the entire set. Computing the convex hull is a fundamental operation with
uses in several different fields of research. In this thesis, we explore several
different traditional and modern algorithms for computing the convex hull in
two dimensional Euclidean space. The algorithms are then evaluated through
several different practical performance tests. Algorithm Ordered hull is de-
scribed in greater detail, as it proved to be significantly faster than Quickhull,
which is commonly regarded as the fastest algorithm for the problem.




Konveksno ovojnico množice točk v ravnini lahko definiramo kot najmanǰsi
konveksen poligon, ki obdaja vse točke. Problem izračuna konveksne ovojnice
je eden izmed osnovnih problemov, s katerimi se ukvarja področje računske
geometrije. Algoritmi za računanje konveksne ovojnice imajo aplikacije v
številnih področjih. Najbolj pogosto v področjih računalnǐskega vida, robo-
tike, računalnǐske grafike in nedavno tudi avtonomne vožnje. Prav tako lahko
številne druge računske probleme poenostavimo ali reduciramo na računanje
konveksne ovojnice. Problem ima dolgo zgodovino, v kateri se je pojavilo
mnogo različnih pristopov k reševanju. Za reševanja tega problema je znanih
več učinkovitih algoritmov, vendar je zaradi naraščajočih zahtev po hitrem
računanju na vedno večjih množicah točk problem še vedno aktualen.
2. poglavje vsebuje bolj formalno definicijo problema in nekaj osnovnih
pojmov in konceptov, ki se pojavljajo v sledečih poglavjih. V 3. poglavju
bodo predstavljeni trije popularni tradicionalni algoritmi, ki predstavljajo
osnovo za moderne algoritme. V 4. poglavju sta predstavljena dva načina
predobdelave točk, ki sta vključena v številne moderne algoritme. V 5. po-
glavju bodo predstavljeni štirje noveǰsi algoritmi, ki so nato v 6. poglavju




Osnovni pojmi in koncepti
2.1 Definicije
Preprost poligon
Preprost poligon (angl. simple polygon) je poligon, sestavljen samo iz ravnih
stranic, ki sestavljajo eno neprekinjeno zaprto pot. Iz tega sledi, da preprost
poligon nima lukenj in presečǐsč s samim sabo.
Konveksna množica
Množica je C konveksna, če, in samo če, za vsaki dve točki a, b ∈ C vsebuje
tudi vse točke na liniji, ki povezuje a in b. V ravnini jo omejuje konveksna
krivulja ali poligon.
Konveksen poligon
Konveksen poligon je preprost poligon, ki ima vse notranje kote manǰse od
180◦. Za tak poligon velja, da povezava med nobenima dvema točkama ne




Konveksna ovojnica (angl. convex hull) množice točk S je najmanǰsa kon-
veksna množica, ki vsebuje vse točke S. Za predstavitev konveksne množice
lahko uporabimo omejevalni poligon, ki ga programsko predstavimo kot ure-
jeno zaporedje vozlǐsč. Konveksno ovojnico množice točk v ravnini si lahko
vizuelno predstavljamo kot obliko, ki jo dobi elastika, če jo napnemo okoli
žebljičkov ali točk te množice.
Slika 2.1: Vizualizacija konveksne ovojnice
Ekstremna točka množice
Točka množice je ekstremna, če leži na robu njene konveksne ovojnice. Vse
točke omejevalnega poligona konveksne ovojnice so ekstremne točke množice.
Primarna ekstremna točka
Primarna ekstremna točka množice je ekstremna točka, ki povezuje dve stra-
nici omejevalnega poligona. Konveksna ovojnica množice vsebuje vse njene
primarne ekstremne točke.
Sekundarna ekstremna točka
Sekundarna ekstremna točka je ekstremna točka, ki ni primarna. Vsaka
sekundarna ekstremna točka leži na eni od stranic omejevalnega poligona
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njene konveksne ovojnice in je kolinearna z dvema primarnima ekstremnima
točkama. Definicija konveksne ovojnice dopušča, da so v konveksno ovojnico
vključene tudi sekundarne ekstremne točke, vendar se jim izogibamo kadar je
le mogoče, saj na ta način dobimo ekvivalentno vendar enostavneǰso rešitev.
2.2 Določanje orientacije zaporedja točk
Ena izmed osnovnih operacij, ki jo uporabljajo vsi algoritmi za reševanje
problema konveksne ovojnice, je določanje orientacije zaporedja treh točk.
Orientacija zaporedja treh točk določa, v kakšnem medsebojnem položaju
ležijo točke glede na kot, ki ga oklepajo. V ravnini si lahko točke sledijo:
a) v nasprotni smeri urinega kazalca,














Slika 2.2: Orientacije zaporedja treh točk
Orientacijo je mogoče izračunati z uporabo vektorskega produkta. Rav-
nino, na kateri ležijo točke, razširimo na 3-dimenzionalni prostor tako, da
vsem točkam dodamo z komponento, ki naj bo enaka 0.
Vse točke so sedaj koplanarne. Po pravilu desne roke opazimo, da bo vektor-
ski produkt AB in AC imel negativno z komponento takrat, ko je kot, ki ga
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obdajata AB in AC med 0 in 180 stopinjami. To je ekvivalentno temu, da
točka C leži na levi strani premice, ki jo določata točki A in B in posledično
























Slika 2.3: Smer vektorskega produkta primerov (a) in (b) slike 2.2
Enako velja za obratni primer: če je z komponenta vektorskega produkta
AB in AC pozitivna, je kot, ki ga oklepata med 180 in 360 stopinjami, kar
pomeni, da točka C leži na desni strani premice AB in da so točke ABC


































∣∣∣∣∣ = −→k (ABxACy − ACxABy)
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z komponenta vektorskega produkta je torej enaka:
ABxACy − ACxABy
Če to zapǐsemo z uporabo samo krajevnih vektorjev točk dobimo:
(Bx − Ax)(Cy − Ay)− (Cx − Ax)(By − Ay)
Če je vrednost tega izraza negativna, so točke A,B,C orientirane v smeri
urinega kazalca, če je enaka nič, so kolinearne, sicer so orientirane v nasprotni
smeri urinega kazalca.
Ta operacija je računsko učinkovita, saj zahteva le osnovne operacije
množenja in odštevanja. Videli bomo, da lahko z uporabo te funkcije do-
stikrat odstranimo potrebo po eksplicitnem računanju kotov, ki je računsko




Večina hitreǰsih algoritmov na nek način uporablja koncepte enostavnih al-
goritmov. V tem poglavju bo predstavljenih nekaj najbolj enostavnih algo-
ritmov, ki si bodo sledili kot zaporedje izbolǰsav.
3.1 Jarvisov obhod
Algoritem Jarvisov obhod [5, 11] (angl. Jarvis march) ali algoritem ”Zavija-
nje darila”(angl. Gift wrapping) je eden izmed prvih in najbolj enostavnih
algoritmov za reševanje problema konveksne ovojnice.
3.1.1 Algoritem
Algoritem deluje tako, da na začetku izbere točko, ki je zagotovo na ovojnici,
nato pa v vsaki iteraciji izbere tako točko pi+1, ki maksimizira kot, ki ga
oklepajo točke pi−1, pi, pi+1. Ekvivalentno, izbere tako točko pi+1 da so vse
ostale točke v množici na levi strani premice, ki gre skozi točki pi in pi+1. Sle-
dnja metoda je računsko veliko bolj učinkovita, saj ne zahteva eksplicitnega
računanja kotov, ki je računsko zelo potratno. Določanje, na kateri strani
premice leži točka, je pa izvedljivo zgolj z uporabo orientacijskega testa. S
tem postopkom v vsaki iteraciji ovojnici dodamo eno točko. S postopkom
zaključimo, ko s točkami sklenemo krog, torej ko velja pi+1 = p0.
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Ta algoritem v dveh dimenzijah si lahko vizualno predstavljamo kot na-







for point in S do
if pointOnHull, point, nextPoint is concave:
nextPoint := point
done
r := r + 1
pointOnHull := nextPoint
while pointOnHull != H[0]
return H
endfunction
Notranja zanka algoritma iterira po celotni množici točk in posodobi
točko, ki bo v tej iteraciji dodana ovojnici vsakič, ko najde točko, ki leži
levo od linije, ki jo povezuje zadnja točka na ovojnici in trenutni kandidat.
Po izteku zanke bodo vse točke množice na levi strani premice, ki teče skozi
točki pointOnHull in nextPoint, kar pomeni, da je nextPoint točka na
konveksni ovojnici.
Posebno obravnavo potrebujejo primeri s tremi ali manj točkami. V temu
primeru je konveksna ovojnica enaka vhodni množici.
Osnoven algoritem ima težave s kolinearnimi točkami. V primeru treh
ali več zaporednih kolinearnih točk na ovojnici bo zgoraj opisani postopek
v nekaterih primerih na ovojnico dodal odvečne kolinearne točke. Ovojnica,
ki jo dobimo, je še vedno konveksna, vendar se odvečnim točkam poskušamo
izogibati. Izogibanje kolinearnim točkam zahteva pri postopku iskanja pi+1
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posebno obravnavo primera, kjer so pi−1, pi in pi + 1 kolinearne in v tem
primeru izbrati tisto točko pi+1, ki je najbolj oddaljena od pi.
Začetno točko p0 lahko poǐsčemo na več načinov. V splošnem velja, da
so najnižja, najvǐsja, najbolj leva in najbolj desna točka vedno na ovojnici.
Vse od teh so primerne za začetno točko. Pri iskanju začetne točke moramo
poskrbeti, da v primeru večih točk z isto x ali y koordinato vedno izberemo
katerokoli skrajno točko glede na drugo koordinato. Sicer se lahko zgodi, da
zaradi izbire začetne točke rešitev vsebuje kolinearne točke.
3.1.2 Časovna in prostorska zahtevnost
Naj bo n število vseh točk v množici in h število točk na njeni konveksni
ovojnici. Zunanja zanka se ponovi enkrat za vsako točko na ovojnici, torej se
izvede h-krat. V vsaki iteraciji zunanje zanke je potrebno iterirati čez celoten
seznam točk, notranja zanka se torej izvede n-krat. Vse ostale operacije se
izvedejo v konstantnem času. Časovna zahtevnost algoritma je torej O(nh).
Poleg tabele za hranjenje vseh točk množice algoritem uporablja ločeno
tabelo za konstrukcijo konveksne ovojnice. Velikost slednje nikoli ne presega
h, tako da je prostorska zahtevnost algoritma O(n + h).
Zahtevnost algoritma je torej odvisna od njegovega izhoda. Za take al-
goritme rečemo, da so izhodno senzitivni (angl. output sensitive).
3.1.3 Enostavna izbolǰsava algoritma
Omenjeni algoritem naredi ogromno število primerjav. Število primerjav
lahko zmanǰsamo tako, da ob ugotovitvi, da določena točka ne more ležati
na ovojnici, to točko izločimo iz množice za preostanek izvajanja algoritma.
Slika 3.1 prikazuje osnovni algoritem na polovici izvajanja.
Vse točke, ki niso še bile dodane v ovojnico in ležijo na levi strani premice,
ki teče skozi točki p0 in pr, ne morejo ležati na ovojnici. Te točke lahko v
prihodnjih iteracijah zanke opustimo.




Slika 3.1: Točke, ki jih lahko opustimo
učinkovito. Točko lahko iz obravnave odstranimo v konstantnem času po
sledečem postopku: trenutno število točk hranimo v spremenljivki m. Če
želimo izbrisati točko pi, jo zamenjamo z zadnjo točko v množici, zmanǰsamo
števec točk ter ponovimo trenutno iteracijo zanke. Notranjo zanko izbolǰsanega
algoritma je posledično potrebno izvajati samo m-krat.
Izbolǰsani algoritem se izkaže za marginalno hitreǰsega od osnovnega.
Težava, ki nastane, je da je v začetnih iteracijah glavne zanke obravnava po-
samezne točke dvakrat zahtevneǰsa. Preverjanje, ali točka leži na levi strani
linije p0, pr je namreč tako zahtevno kot preverjanje, če je točka kandidat za
ovojnico.
Kompromis med zahtevnostjo izločanja in zahtevnostjo iteriranja po celo-
tni množici točk lahko dosežemo tako, da kombiniramo oba pristopa in zanko
za izločanje točk izvedemo samo enkrat na k iteracij zunanje zanke. Na ta
način postopek izločanja točk odstrani večje število točk in posledično naredi
manǰse število odvečnih primerjav.
Ta algoritem se izkaže za bistveno hitreǰsega od osnovnega. Performanca
je seveda odvisna od izbire parametra k. Algoritem je hitreǰsi od osnovnega
pri vseh vrednostih k > 1, najbolǰso performanco pri naključni porazdelitvi
točk v krogu se pa izkaže da ima pri k = 7.
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3.2 Grahamov pregled
Algoritem Grahamov pregled [5, 9] (angl. Graham’s scan) je prav tako med
najbolj enostavnimi algoritmi, vendar je kljub temu precej učinkoviteǰsi od
algoritma zavijanja darila. Temelji na isti ideji, kot izbolǰsani algoritem zavi-
janja daril – da točk, ki jih obdaja trenutna ovojnica, ni potrebno upoštevati
v nadaljnih iteracijah.
3.2.1 Algoritem
Algoritem prav tako začne s tem, da poǐsče začetno ekstremno točko p0.
Nato uredi preostale točke po naraščajočem polarnem kotu okoli p0. Urejanje
točk po polarnem kotu lahko izvedemo brez eksplicitnega računanja kotov,
z uporabo testa orientacije. Če točka B oklepa večji kot kot točka A, bo
zaporedje točk A, p0, B orientirano v nasprotni smeri urinega kazalca. Ideja
urejanja točk je podobna, kot pri izbolǰsanem algoritmu zavijanja darila.
Zaradi urejenosti po polarnem kotu točke, ki jih obdaja trenutna ovojnica,
niso nikoli upoštevane pri konstrukciji preostanka ovojnice. Urejanju sledi
konstrukcija konveksne ovojnice. Za predstavitev ovojnice je uporabljena
podatkovna struktura sklad (angl. stack). Na začetku sta na sklad dodani
p0 in prva točka urejene tabele točk.
Po urejanju je prva točka v tabeli skrajno leva točka, glede na p0. Nato
sledi iteracija čez preostanek točk. Za vsako točko pi se s sklada odstranjuje
točke, dokler niso točke pr−1, pr, pi orientirane v smeri urinega kazalca. Nato
se na sklad doda točka pi. Ta postopek zagotavlja, da je poligon, ki ga
predstavlja sklad na koncu vsakega koraka konveksen. Slika 3.2 predstavlja
postopek odstranjevanja točk pred dodajanjem nove točke.
algorithm graham(S)
p0 := leftmost(S)
sort S by increasing polar angle around p0














Slika 3.2: Postopek odstranjevanja točk
push(stack, S[0])
for point in S do






Zaradi urejenosti točk po njihovem polarnem kotu pri iteriranju čez vse
točke nikoli ne preverjamo točk, ki jih obdaja trenutna ovojnica (Slika 3.1).
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3.2.2 Časovna in prostorska zahtevnost
V glavni zanki algoritma je vsaka točka obravnavana največ dvakrat: prvič,
ko je dodana na sklad in drugič, ko je potencialno odstranjena s sklada.
Časovna zahtevnost glavne zanke je torej linearna [9]. Urejanje točk je
mogoče izvesti v času O(n log n) s katerim koli hitrim urejevalnim algorit-
mom (npr. urejanje z zlivanjem). Časovna zahtevnost algoritma je torej
O(n + n log n) = O(n log n).
Prostorska zahtevnost urejanja z zlivanjem je linearna, preostanek algo-
ritma pa uporablja sklad, ki nikoli ne preseže velikosti h. Prostorska zahtev-
nost algoritma je torej O(n + n + h). Ker je h ≤ n je to asimptotično enako
O(n).
3.2.3 Enostavna izbolǰsava
Zahtevnost omenjenega algoritma je asimptotično enaka urejanju, vendar je
algoritem v praksi kljub temu precej počasen. Glavni razlog za to je ogromna
konstanta pri operaciji primerjave, ki je uporabljena za urejanje točk. Vsaka
primerjava pri urejanju namreč zahteva izračun orientacije, kar zahteva dve
operaciji množenja in pet operacij odštevanja. Algoritem s sledečo izbolǰsavo
je znan kot algoritem monotone verige (angl. monotone chain) ali Andrew’s
algorithm [3].
Ideja izbolǰsave je zmanǰsati zahtevnost primerjave pri urejanju točk. Za
ta namen bodo točke namesto po polarnem kotu urejene naraščajoče po x
koordinati. Postopek konstrukcije prilagodimo tako, da ga razdelimo v dve
fazi: posebej izračunamo spodnjo in zgornjo polovico ovojnice in jo na koncu
sestavimo.
Za konstrukcijo vsakega poligona je potreben pregled celotne množice
točk. Konstrukcija zgornjega poligona poteka od leve proti desni – začnemo
pri najbolj levi točki, ki je po urejanju prva točka v tabeli in končamo pri
najbolj desni. Za konstrukcijo spodnjega poligona po točkah iteriramo v
obratnem vrstnem redu. Konstrukcija torej poteka od najbolj desne točke
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proti najbolj levi.
Na koncu preostane le združitev konveksnih poligonov v celotno konve-
ksno ovojnico, kar je mogoče storiti s konkatenacijo zgornjega in spodnjega
poligona. Temu koraku se je mogoče tudi izogniti s tem, da za konstrukcijo
uporabimo en sam sklad.
Zaradi dveh iteracij čez množico točk bo za razliko od osnovnega algo-
ritma vsaka točka upoštevana največ štirikrat – dvakrat pri konstrukciji zgor-
njega in dvakrat pri konstrukciji spodnjega poligona. Kljub temu je dobljeni
algoritem zaradi hitrega urejanja bistveno hitreǰsi od osnovnega.
3.3 Hitra ovojnica
Algoritem hitra ovojnica [10] (angl. quickhull) je zadnji od enostavnih algo-
ritmov. Imenovan je po podobnosti urejevalnemu algoritmu hitrega urejanja
(angl. quicksort). Kljub enostavnosti je ta algoritem zelo učinkovit in pogo-
sto uporabljen v praksi.
3.3.1 Algoritem
Algoritem je rekurziven in je zasnovan po principu deli in vladaj (angl. divide
and conquer). Bazira na učinkoviti eliminaciji točk, ki ne morejo ležati na
konveksni ovojnici.
Prvi korak algoritma je iskanje najnižje in najvǐsje točke v množici, p in
q. Ti dve točki sta zagotovo del konveksne ovojnice. V naslednjem koraku je
množica točk razdeljena v dve podmnožici s premico, ki teče skozi točki p in
q. Sedaj se ločeno izračuna konveksna ovojnica za levo in desno podmnožico.
Ilustriran bo postopek za desno podmnožico.
V desni podmnožici se poǐsče točka r, ki je najbolj oddaljena od daljice
pq. Točka r zagotovo leži na ovojnici. Preostale točke so razdeljene v tri
podmnožice L,U, T po sledečem postopku:
• v podmnožico U so dodane vse točke, ki ležijo na desni strani premice
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rq,
• v podmnožico L so dodane vse točke, ki ležijo na desni strani premice
pr,
• v podmnožico T so dodane vse ostale točke.
Če predpostavimo, da smo pravilno izbrali točke p, q, r in da je R množica
vseh točk, ki ležijo desno od premice pq, potem velja:
• množice L,U, T predstavljajo particijo množice R (tj. L,U, T so pa-
roma disjunktne in njihova unija je enaka R),







Slika 3.3: Delitev točk
Točke v množici T ne morejo ležati na ovojnici in so lahko v nadaljevanju
opuščene. Sedaj imamo dva problema, ki sta analogna začetnemu. Postopek
ponovimo rekurzivno na množicah L in U . Ustavitveni pogoj rekurzije je
prazna množica R.
Postopek izračuna leve ovojnice je analogen. Točka leži levo od pq takrat,
ko leži desno od qp. Ker celoten postopek za desno ovojnico uporablja le
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operacije, ki so rotacijsko invariantne, ga lahko brez modifikacij uporabimo
tudi za izračun leve ovojnice. To storimo tako, da pri klicu na levi podmnožici
zamenjamo točki p in q. Ta sprememba je ekvivalentna rotaciji celotne leve
podmnožice za 180 stopinj.
Opisani postopek prikazuje spodnja psevdokoda, kjer ++ predstavlja ope-
rator konkatenacije. Točke množice T so v postopku implicitno izpuščene.
algorithm quickhull(S)
p := lowest point in S
q := highest point in S
L := points left of (p, q)
R := points right of (p, q)
leftHull := findHull(L, q, p)
rightHull := findHull(R, p, q)
return [p] ++ leftHull ++ [q] ++ rightHull
end
function findHull(S, p, q)
if S is empty:
return []
r := farthest point from (p, q)
L := points right of (r, q)
U := points right of (p, r)
return findHull(U, r, q) ++ [r] ++ findHull(L, p, r)
end
Prikazan vrstni red dodajanja točk zagotavlja, da bodo točke dobljene
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konveksne ovojnice urejene v smeri urinega kazalca.
3.3.2 Časovna in prostorska zahtevnost
Iskanje najnižje in najvǐsje točke zahteva pregled celotne množice, kar pomeni
da ima časovno zahtevnost O(n). Enako velja za iskanje najbolj oddaljene
točke in delitev točk na podmnožice L,U, T . Sedaj predpostavimo, da je pri
večini rekurzivnih delitev |L| ≈ |U | (tj. da dobimo približno enakomerno








Rešitev te rekurenčne enačbe lahko poǐsčemo z uporabo master teorema:
T (n) = O(n log n)
Časovna kompleksnost algoritma v najbolǰsem primeru je torej O(n log n)
[10]. Sedaj predpostavimo, da v večini primerov dobimo skrajno neenako-
merno delitev, kjer sta množici T in ena od preostalih množic vedno prazni.
To pomeni, da bo preostala množica vsebovala vse razen ene točke. Iz te
predpostavke sledi, da bo vseh n točk ležalo na konveksni ovojnici, kar v
splošnem predstavlja najslabši primer za vse algoritme konveksne ovojnice.
V tem primeru je rekurenčna enačba:
T (n) = T (n− 1) + O(n)
Iz te enačbe je vidno, da bo konstrukcija ovojnice zahtevala n klicev
funkcije findHull, ki ima časovno zahtevnost O(n). Časovna zahtevnost v
najslabšem primeru je torej O(n2).
Slednji scenarij je v praksi zelo redek. Izkaže se, da je pri naključni
distribuciji točk znotraj kroga realistično pričakovati približno enakomerne
delitve, zato je časovna zahtevnost tudi v povprečnem primeru O(n log n).
Rekurzivni korak algoritma uporablja dve pomožni množici, L in U . V
najslabšem primeru velja |S| = |L|+ |U |−1. Če po delitvi na množici L in U
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poskrbimo za sprostitev tabele S, potem skupna velikost pomožnih množic v
nobenem trenutku ne presega 2|S|. Prostorska zahtevnost algoritma je torej





















Številne od do sedaj omenjenih algoritmov je mogoče pohitriti s predobdelavo
množice točk, na kateri je nato uporabljen algoritem za izračun konveksne
ovojnice. Predstavljena bosta dva pristopa, ki tudi predstavljata osnovo za
številne moderne algoritme.
4.1 Akl-Toussaint hevristika
Metoda predobdelave, ki sta jo opisala Selim Akl in G. T. Toussaint [1],
temelji na izločanju točk, ki ne morejo ležati na ovojnici.
Postopek izločanja poteka tako, da najprej poǐsče štiri ekstremne točke:
najbolj levo, najvǐsjo, najbolj desno ter najnižjo točko. Te točke predstavljajo
konveksen štirikotnik. Vse točke znotraj tega štirikotnika ne morejo ležati
na konveksni ovojnici in so lahko izločene.
Te štiri točke ležijo na omejevalnem pravokotniku (angl. bounding box)
množice točk. V primeru večih točk, ki ležijo na omejevalnem pravokotniku
množice, lahko izločimo še več točk tako, da z vsake stranice omejevalnega
pravokotnika, na kateri leži več kot ena točka, vzamemo najbolj levo in naj-
bolj desno točko. Po tem postopku dobimo do 8 ekstremnih točk, ki pred-
stavljajo konveksen osemkotnik.







Slika 4.1: Območje izločenih točk
celotne množice točk: prvič za iskanje ekstremnih točk, drugič za eliminacijo
notranjih točk. V primeru osemkotnika ni postopek odstranjevanja niti za
konstanto zahtevneǰsi.





Omenjen postopek odstranjevanja točk ima linearno časovno zahtevnost, ven-
dar ima pri tem relativno veliko konstanto. Obdelava vsake točke namreč
zahteva od enega do štiri orientacijske teste, kjer vse znotraj ležeče točke
zahtevajo 4. Podoben postopek lahko izvedemo brez uporabe orientacijskih
testov [7]. Ideja bazira na tem, da lahko preverimo, ali točka leži v pravo-
kotniku, ki je poravnan s koordinatnima osema, le s primerjavo x in y koor-
dinat. Za pravokotnik eliminacije lahko uporabimo kateri koli štirikotnik, ki
leži znotraj štirikotnika, ki ga omejujejo štiri ekstremne točke.
Za lažje iskanje takega pravokotnika prilagodimo štiri ekstremne točke.
Sedaj namesto ekstremnih točk po obeh koordinatah izberemo točke, ki ma-
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ksimizirajo štiri funkcije f(x, y) = ±x± y.
Ekstremne točke dobljene po tem postopku si lahko predstavljamo kot





Slika 4.2: Območje izločenih točk
Sedaj lahko notranji pravokotnik poǐsčemo tako, da za vsako koordinato
pravokotnika vzamemo notranjo, na tak način, da je dobljeni pravokotnik v
celoti vsebovan v štirikotniku ekstremnih točk.
Območje eliminacije je po tem postopku za malenkost manǰse, kot pri
osnovnem postopku, vendar nam oblika pravokotnika omogoča, da točke eli-
miniramo bisveno hitreje in z večjo numerično stabilnostjo.
Postopek ima linearno časovno zahtevnost, saj izvede le dva pregleda
celotne množice. Mogoče ga je tudi implementirati brez uporabe dodatnega
prostora (angl. in-place).
Pri enakomerni distribuciji točk znotraj kvadrata bo postopek eliminacije
v povprečju odstranil vse razen O(
√
n) točk [7].





n) = O(n). Časovna zahtevnost konstrukcije ne
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preseže zahtevnosti eliminacije, dokler za konstrukcijo uporabimo algoritem,
ki ima v najslabšem primeru časovno zahtevnost O(n2) ali bolǰso.
Konstrukcija konveksne ovojnice v povprečnem primeru je torej mogoča
v času O(n). V najslabšem primeru je časovna zahtevnost kombiniranega
postopka enaka časovni zahtevnosti izbranega algoritma. To je primer, kjer
postopek eliminacije ne odstrani nobene točke.
Pohitritev, ki jo dosežemo z odstranjevanjem točk je močno odvisno od
izbire algoritma za konstrukcijo konveksne ovojnice. Algoritma Hitra ovoj-
nica s takim odstranjevanjem točk ni mogoče bistveno pohitriti. Postopek
odstranjevanja točk je v primeru Akl-Toussaintove hevtistike ekvivalenten
prvi iteraciji algoritma Hitra ovojnica, v primeru izbolǰsane hevristike pa se
površini eliminacije v večjem delu prekrivata.
Poglavje 5
Izbolǰsani algoritmi
V tem poglavju bodo opisani noveǰsi algoritmi. Za večino izbolǰsanih algo-
ritmov predstavljajo osnovo ideje, opisane v preǰsnjih poglavjih.
5.1 Chanov algoritem
Ideja za Chanovim algoritmom [4] je kombinacija pristopov algoritmov Jar-
visovega obhoda in Grahamovega pregleda v algoritem, ki je asimptotično
hitreǰsi od obeh. Algoritem je v osnovi podoben algoritmu Jarvisovega ob-
hoda. Izbolǰsavo doseže tako, da z združevanjem točk v skupine zmanǰsa
število potencialnih kandidatov za ekstremno točko, ki jih obravnava v vsaki
iteraciji Jarvisovega obhoda.
5.1.1 Algoritem
Algoritem prične z naključno delitvijo točk v podskupine velikosti m. Z
delitvijo dobimo d n
m
e skupin po m točk. Sedaj se z uporabo Grahamovega
pregleda vsaki skupini ločeno izračuna konveksno ovojnico. Opazimo sledeče:




• dve sosednji vozlǐsči na končni ovojnici vedno povezuje tangenta ene
točke na konveksno ovojnico preostanka točk.
Sledi konstrukcija ovojnice. Kot pri Jarvisovem obhodu se v množici vseh
točk poǐsče začetna ekstremna točka p0. Kandidati za pi+1 so tangente točke
pi do ovojnic vseh ostalih skupin točk.
Če konstrukcijo izvajamo v nasprotni smeri urinega kazalca, bo desna
tangenta vedno oklepala večji kot, kot leva tangenta. Zato je potrebno na
vsako ovojnico izračunati samo desno tangento.
p0
Slika 5.1: Desne tangente na ovojnice
Poseben primer je pi+1 v isti skupini, kot pi. V tem primeru bo konveksni
ovojnici svoje skupine pi+1 vedno neposredni naslednik točke pi. Zaradi tega
primera med kandidate dodamo še naslednika pi. Med kandidati za pi+1 se
nato izbere tistega, ki maksimizira kot pi−1, pi, pi+1. To se naredi po enakem
postopku, kot pri Jarvisovem obhodu.
Eden izmed problemov tega algoritma je izbira parametra m. Naj bo t
število točk na končni ovojnici. Idealno je m = t, vendar vrednosti t vnaprej
ne poznamo.
Performanca algoritma je močno odvisna od izbire m.
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• m = 1: vsaka točka je v svoji skupini. Dobljen algoritem je enak
algoritmu Jarvisovega obhoda.
• m << t: Skupine točk so sorazmeroma majhne in jih je posledično ve-
liko. Zaradi velikega števila skupin je konstrukcija ovojnice prepočasna.
• m ≈ t: skupine so dovolj majhne, da je računanje ovojnic hitro in
so hkrati dovolj velike, da je število skupin majhno in lahko ovojnico
konstruiramo dovolj hitro. Idealno je m = t.
• m >> t: računanje konveksne ovojnice posamezne skupine je pre-
zahtevno. Algoritem ni več asimptotično optimalen, saj zahtevnost
računanja konveksnih ovojnic skupin preseže O(n log h).
• m = n: vse točke pripadajo isti skupini, dobljen algoritem je enak
Grahamovemu pregledu.
Stroga zgornja meja za izbiro m je n, saj pri m > n delitev ni mogoča.
Vrednost m izberemo s poizkušanjem. Začnemo z nizko vrednostjo in izve-
demo do m iteracij Jarvisovega obhoda preden postopek terminiramo. Če je
ovojnica dokončana, postopek ustavimo, sicer poskusimo znova z večjim m.
Za povečevanje parametra m imamo več načinov, m želimo povečevati
dovolj hitro, da ne bo izvedenih preveč iteracij izvedenih zaman, prav tako ga
želimo povečevati dovolj postopoma, da ne preskočimo optimalne vrednosti.
En način za določanje m je z metodo kvadriranja, kjer v t-ti iteraciji m




m := min(|S|, 2^(2^t))
K := split S into random groups of up to m points
K := map GrahamScan over K
hull := empty list




T := find right tangent to each hull in K
hullPoint := point in T maximizing the angle
to the current hull
if hullPoint == hull[0]:
return hull
while size(hull) <= m
return chan(S, t + 1)
end
V vsaki iteraciji zanke se konveksni ovojnici doda ena točka, kar zago-
tavlja, da se bo zanka ustavila po največ m iteracijah. V primeru, da se
zanka izteče brez vrnitve iz programa, konveksna ovojnica ni dokončana in
je potrebno postopek ponoviti z večjim parametrom m.
Dvojǐsko iskanje tangente
Hitrost algoritma temelji na hitrem iskanju tangent. Tangento iz točke na
konveksen poligon je mogoče poiskati v logaritmičnem času, z uporabo bi-
narnega iskanja [13].
Povezava med dvema zaporednima točkama konveksnega poligona Vi in
Vi+1 je naraščajoča, če Vi+1 leži desno od ali na premici P, Vi. Sicer je pove-
zava padajoča. Maksimum in minimum te urejenosti predstavljata desno in
levo tangento točke na poligon. Ekvivalentno, desna tangenta gre skozi tisto
točko, v kateri povezave preidejo iz naraščajočih v padajoče. Ta urejenost
nam omogoča, da za iskanje tega maksimuma uporabimo binarno iskanje.
Binarno iskanje pričnemo na intervalu [0, n]. Izberemo sredinsko točko, ki
poligon zaradi urejenosti deli na dva enako dolga segmenta. Sedaj moramo










Slika 5.2: Urejenost točk
povezava v intervalu iskanja naraščajoča. V obratnem primeru je postopek
simetričen.
Naj bo L prva točka intervala, R zadnja točka intervala ter M točka,
ki razpolavlja interval na dva enako velika segmenta. Predpostavimo, da je
povezava iz L naraščajoča. Sedaj imamo tri scenarije:
a) Povezava iz M je padajoča. Tangenta se nahaja v intervalu [L,M ].
b) Povezava iz M je naraščajoča in točka M se nahaja nad točko A. Tan-
genta se nahaja v intervalu [M,R].
c) Povezava iz M je naraščajoča in točka M se nahaja pod točko A. Tan-
genta se nahaja v intervalu [L,M ].
Postopek iskanja tangente je torej sledeč:
1. Izberi sredinsko točko intervala mid = (left + right) / 2.
2. Če je mid tangenta, vrni mid, sicer ponovi postopek na intervalu, ki
vsebuje tangento.
Na ta način v vsakem koraku razpolovimo število točk, ki so kandidati za






























Slika 5.3: Izbira intervala pri binarnem iskanju
5.1.2 Časovna in prostorska zahtevnost
Opisana izbira parametra m zagotavlja, da bo algoritem terminiral po log log h
iteracijah. V vsaki iteraciji se množico točk razdeli na d n
m
e skupin po m točk,
čemur sledi d n
m
e izvajanj Grahamovega pregleda na množici velikosti m. Sku-
pna zahtevnost tega dela algoritma je torej d n
m
eO(m logm) = O(n logm) =
O(n2t).
Če predpostavimo najslabši primer, kjer se izvede vseh log log h iteracij




t) = O(n2dlog log he+1) = O(n log h).
Postopek deljenja točk na podmnožice in računanje njihovih konveksnih
ovojnice, je mogoče storiti brez uporabe dodatnega pomnilnika (angl. in-
place). Za končno konveksno ovojnico je uporabljena ločena tabela, ki nikoli
ne presega velikosti h. Prostorska zahtevnost algoritma je torej O(n + h) =
O(n).
Chanov algoritem je v praktičnih primerih pogosto počasneǰsi od Graha-
movega pregleda, vendar je vreden omembe, ker je eden izmed najbolj eno-
stavnih asimptotično optimalnih algoritmov in ker ideja algoritma prepušča
veliko možnosti za izbolǰsavo.
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5.1.3 Izbolǰsave
Glavne potrate osnovnega algoritma so ponovno začenjanje in računanje kon-
veksnih ovojnic naključnih skupin. Največjo pohitritev lahko dosežemo z
optimizacijo teh dveh korakov. Ideja izbolǰsave je, da rezultate neuspešnih
iteracij ne zavržemo popolnoma, ampak jih uporabimo za pohitritev sledečih
iteracij.
Prva in najbolj enostavna izbolǰsava je, da pri ponovnem zagonu izpu-
stimo notranje točke ovojnic trenutne iteracije. Vsak ponovni zagon izve-
demo torej samo na točkah, ki pripadajo eni izmed ovojnic trenutne iteracije.
V zgodnjih iteracijah algoritma je po tem postopku izločenih relativno malo
točk, saj so skupine točk majhne.
Še en način, da prenesemo napredek v nasledno iteracijo je, da kon-
veksnih ovojnic skupin ne računamo od začetka, ampak jih izračunamo z
združevanjem trenutnih ovojnic v manǰse število večjih ovojnic. Združevanje
dveh ovojnic je mogoče v linearnem času[13].
5.2 Alshamranijev algoritem
Alshamranijev algoritem [2] je v osnovi učinkovita kombinacija dveh že ome-
njenih algoritmov: izbolǰsanega Grahamovega pregleda in Akl-Toussaintove
hevristike.
5.2.1 Algoritem
Prvi korak algoritma je iskanje štirih ekstremnih točk: najbolj leva, najbolj
desna, najvǐsna in najnižja točka. Te točke tvorijo konveksen štirikotnik, ki
je uporabljen za particijo množice na pet podmnožic.
Particija točk je sledeča:
Q1 : točke, ki ležijo levo od ymax, xmax









Slika 5.4: Particija množice točk
Q3 : točke, ki ležijo levo od ymin, xmin
Q4 : točke, ki ležijo levo od xmax, ymin
T : vse ostale točke
Ta postopek je podoben Akl-Toussaintovi hevristiki. Točke T so izločene,
ostale točke so razdeljene na štiri množice glede na kvadrant, v katerem ležijo.
Naj bo pi točka na konveksni ovojnici množice točk. Če
pi /∈ {xmin, xmax, ymin, ymax}, potem bo točka pi+1 vedno ležala v istem kva-
drantu, kot pi. Ker ovojnico gradimo sekvenčno, lahko opustimo vse primer-
jave med različnima kvadrantoma. To lahko enostavno izvedemo tako, da
točke različnih kvadrantov hranimo ločeno.
Če je pi ∈ {xmin, xmax, ymin, ymax}, potem bo pi+1 ležala v naslednjem
kvadrantu, če je konveksna ovojnica urejena v nasprotni smeri urinega kazalca
oziroma v preǰsnjem kvadrantu, če je konveksna ovojnica urejena v smeri
urinega kazalca.
Algoritem za hranjenje točk posameznega kvadranta uporablja prioritetne
vrste, ki omogočajo urejeno ekstrakcijo točk. Za urejenost točk v prioritetnih
vrstah se uporabi x koordinata točke, kjer sta Q1 in Q2 maksimalni prioritetni
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vrsti, Q3 in Q4 pa minimalni prioritetni vrsti. S tem dosežemo, da vrstni red
točk v vsaki prioritetni vrsti ustreza smeri gradnje ovojnice.
Particiji točk sledi konstrukcija ovojnice. Postopek konstrukcije je po-
doben algoritmu monotone verige, le da se izvaja v štirih delih namesto v
dveh. Predpostavimo, da bomo konveksno ovojnico gradili v nasprotni smeri
urinega kazalca, z začetkom pri xmax. Za hranjenje konveksne ovojnice se
uporablja sklad. Na sklad je dodana točka xmax, nato se v vsakem koraku na
sklad doda prvo točko prioritetne vrste in s sklada odstrani točke, ki tvorijo
konkavni kot z novo dodano točko. Ta postopek se ponovi še za ostale tri
kvadrante, v nasprotni smeri urinega kazalca.
algorithm alshamrani(S)
xmin, xmax, ymin, ymax := find_extreme_points(S)
Q1, Q2 := empty maximum priority queue
Q3, Q4 := empty minimum priority queue
split S into Q1, Q2, Q3, Q4
H := empty stack
push(H, poll(Q1))
for Q in {Q1, Q2, Q3, Q4}:
push(H, poll(Q))
while Q is not empty:
point = poll(Q)







5.2.2 Časovna in prostorska zahtevnost
Iskanje ekstremnih točk zahteva celoten pregled množice točk in ima linearno
časovno zahtevnost. Particija točk prav tako zahteva celoten pregled. Naj
bo m = |Q1 ∪ Q2 ∪ Q3 ∪ Q4| (tj. število točk, ki niso odstranjene pri par-
ticiji). Zahtevnost operacije vstavljanja v prioritetno vrsto je O(logm), kar
pomeni, da je zahtevnost gradnje vseh štirih prioritetnih vrst O(m logm).
Postopek konstrukcije konveksne ovojnice je podoben temu pri Grahamo-
vemu pregledu, ki ima linearno časovno zahtevnost. Razlikuje se v tem, da
so točke shranjene v prioritetni vrsti, zaradi česar celoten postopek zahteva
še m operacij pridobivanja maksimuma oziroma minimuma prioritetne vr-
ste, ki ima časovno zahtevnost O(logm). Zahtevnost postopka konstrukcije
ovojnice je torej prav tako O(m logm).
Pri enakomerni porazdelitvi točk znotraj kvadrata bo v povprečnem pri-
meru m reda
√





n) = O(n). V najslabšem primeru je m = n, kar pomeni, da
ima algoritem časovno zahtevnost O(n log n).
Prostorska zahtevnost algoritma je očitno linearna. Uporabljene so štiri
prioritetne vrste, katerih skupna velikost nikoli ne presega n. Za konveksno
ovojnico je uporabljen sklad, katerega velikost prav tako v nobenem primeru
ne more preseči n. Skupna prostorska zahtevnost je torej O(n).
5.3 Algoritem TORCH
TORCH (total order heuristic-based convex hull) je algoritem, ki temelji na
urejenosti točk. Ideja algoritma je minimizirati število geometrijskih operacij,
ki so uporabljene za izračun konveksne ovojnice [8]. Na ta algoritem lahko
gledamo kot na še eno izbolǰsavo Grahamovega pregleda. Ker je origina-




Prvi korak algoritma je urejanje vseh točk po x koordinati. V primeru, da
imata dve točki enako x koordinato, se ju uredi po y koordinati. Prikazan
bo primer za množico, ki je po obeh koordinatah urejena naraščajoče.
Po urejanju točk se poǐsče štiri ekstremne točke. Najbolj leva in najbolj
desna točka sta po urejanju prva in zadnja točka. Najnižjo in najvǐsjo točko
se poǐsče s pregledom celotne množice.
Konveksno ovojnico se sedaj izračuna v dveh korakih.
1. Izračun približne ovojnice
Približna ovojnica ima lastnosti:
• ni nujno konveksna,
• je preprost poligon (tj. nima lukenj in presečǐsč s samim sabo),
• vsebuje vse točke konveksne ovojnice.
Približno ovojnico izračunamo v štirih delih. Vsak del povezuje dve sose-
dnji ekstremni točki. Prikazan bo postopek za drugi kvadrant (segment od
najbolj leve točke do najvǐsje točke).
Približno ovojnico sestavimo kot zaporedje točk, ki je monotono naraščajoče
v obeh koordinatah. Iteriranje po urejenem seznamu točk zagotavlja, da
vsaka naslednja točka leži nad ali desno od preǰsnje. Iz urejenega seznama
točk izberemo vse točke, ki ležijo vǐsje ali na enaki vǐsini od zadnje izbrane
točke. Na ta način dobimo zaporedje, ki je monotono naraščajoče tudi po y
koordinati. Iteriranje ustavimo pri najvǐsji točki.
function find_approx_hull_Q2(S, highest)
P := [0]
for i in [0 .. highest]:









Približno ovojnico tretjega kvadranta se izračuna simetrično. Začnemo
pri najbolj levi točki, poǐsčemo zaporedje, ki je po y koordinati monotono
padajoče in končamo v najnižji točki.
Za izračun desne polovice približne ovojnice (1. in 4. kvadrant) iteri-
ramo po urejenem seznamu točk od konca proti začetku. Na ta način točke
pregledujemo v zaporedju, ki je po x koordinati monotono padajoč.
Na postopek izračuna približne ovojnice lahko gledamo kot zelo učinkovito
hevristika izločanja točk, ki ne morejo ležati na konveksni ovojnici. Ta po-
stopek je učinkovit, ker ne zahteva nobenih geometrijskih izračunov, zahteva
le par iteracij po seznamu in osnovne operacije primerjave.
Ko postopek izvedemo za vse štiri kvadrante, imamo štiri poligone, ki
jih moramo združiti v enega. Ker sta dva poligona urejena od desne proti
levi in dva od leve proti desni, združitev zahteva obračanje dveh poligonov.
Približno ovojnico, ki je urejena v nasprotni smeri urinega kazalca lahko
izračunamo na sledeč način:
Q1 ++ reverse(Q2) ++ Q3 ++ reverse(Q4)
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2. Napihovanje približne ovojnice
Zadnji korak je tako imenovano napihovanje približne ovojnice v konveksno
ovojnico. Postopek je podoben Grahamovemu pregledu. Zahteva pregled ce-
lotne približne ovojnice in odstranitev vseh točk, ki tvorijo konkaven kot. To
je edini korak, ki zahteva uporabo orientacijskega testa. Postopek napihova-





Slika 5.6: Približna in konveksna ovojnica
algorithm TORCH(S)
highest := highest point in S
lowest := lowest point in S
Q1 := find_approx_hull_Q1(S, highest)
Q2 := find_approx_hull_Q2(S, highest)
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Q3 := find_approx_hull_Q3(S, lowest)
Q4 := find_approx_hull_Q4(S, lowest)
hull := Q1 ++ reverse(Q2) ++ Q3 ++ reverse(Q4)
for p in hull:
if prev(p), p, next(p) is concave:




5.3.2 Časovna in prostorska zahtevnost
Urejanje točk je mogoče storiti v O(n log n) času. V postopku konstrukcije
približne ovojnice je vsaka točka upoštevana natanko trikrat:
1. Pri iskanju najvǐsje in najnižje točke. Ta postopek zahteva pregled
celotnega seznama.
2. Pri konstrukciji prvega in drugega kvadranta približbe ovojnice. Naj bo
i indeks najvǐsje točke v seznamu točk, urejenem po x koordinati. Tedaj
bo pri konstrukciji približne ovojnice drugega kvadranta upoštevanih i
točk, pri konstrukciji približne ovojnice prvega kvadranta pa preostalih
n− i točk.
3. Pri konstrukciji tretjega in četrtega kvadranta približne ovojnice. Po-
stopek si lahko predstavljamo kot zrcalno sliko konstrukcije prvega in
drugega kvadranta.
V postopku napihovanja približne ovojnice je vsaka točka upoštevana največ
dvakrat:
1. ko je točka dodana v konveksno ovojnico,
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2. ko je točka morebitno odstranjena s konveksne ovojnice.
Najslabši primer za ta algoritem predstavlja množica točk v obliki romba, ki
ima diagonali poravnani s koordinatnima osema. V tem primeru je velikost
približne ovojnice enaka številu vseh točk, v postopku napihovanja so pa
odstranjene vse razen štirih točk. Izračun tega primera zahteva urejanje
in pet celotnih pregledov množice točk. Časovna zahtevnost v najslabšem
primeru je torej O(n log n + 5n) = O(n log n).
V povprečnem primeru je število točk v približni ovojnici mnogo manǰse
od števila vseh točk. V tem primeru je časovna zahtevnost O(n log n+ 3n+
2m) = O(n logm), kjer je m << n število točk na približni ovojnici.
Algoritem ima enako asimptotično časovno zahtevnost kot mnogi bolj
preprosti algoritmi, vendar je kljub temu bistveno hitreǰsi. Hitrost doseže z
uporabo operacij, ki so računsko učinkovite in z minimizacijo uporabe geo-
metrijskih izračunov, kot sta test orientacije in računanje dolžine od daljice.
Urejanje točk je mogoče izvesti brez uporabe dodatnega pomnilnika. Opi-
sana implementacija algoritma uporablja ločene sezname za vse štiri kva-
drante približne ovojnice in za konveksno ovojnico. Velikosti skupne pri-
bližne ovojnice in konveksne ovojnice nikoli ne presežeta m, kar algoritmu
daje prostorsko zahtevnost O(n).
Algoritem je praktičen, saj je enostaven za implementacijo in preseže
večino pogosto uporabljenih algoritmov.
5.4 Urejena ovojnica
Urejena ovojnica (angl. Ordered hull) [12] se nekoliko razlikuje od do sedaj
omenjenih algoritmov. Ovojnico sestavlja inkrementalno – začne s poligo-
nom ekstremnih točk in nato dodaja točke na tak način, da poligon ostane




Algoritem prične z izbiro osmih ekstremnih točk. Postopek je podoben kot pri
Akl-Toussaintovi hevristiki, le da sta na vsaki stranici omejevalnega pravoko-











Slika 5.7: Ekstremne točke in particija množice točk
Nato sledi celoten pregled množice. Točke v območju T ne morejo ležati
na konveksni ovojnici in so takoj opuščene. Ostale točke so razdeljene na štiri
podmnožice: Q1, Q2, Q3, Q4. Delitev točk glede na osem ekstremnih točk ima
dve prednosti:
1. območje izločanja je večje,
2. taka izbira ekstremnih točk zagotavlja, da so izločene vse ostale točke,
ki ležijo na omejevalnemu pravokotniku množice. To poenostavlja ka-
sneǰse korake algoritma.
Konveksno ovojnico se nato zgradi za vsak kvadrant posebej. Prikazan bo
primer za drugi kvadrant, kjer se ovojnico gradi v smeri urinega kazalca.
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Aktivna in inverzna aktivna regija
Trenutna konveksna ovojnica deli celotno množico točk na dve regiji: aktivno
in inaktivno regijo. Aktivna regija je območje ”zunaj”trenutne ovojnice. Bolj
formalno, če je trenutna konveksna ovojnica urejena v smeri urinega kazalca,
je točka V del aktivne regije, če leži na levi strani katerekoli premice, ki teče
skozi dve zaporedni točki trenutne ovojnice.
Točke, ki so del aktivne regije so kandidati za konveksno ovojnico. Točke
izven aktivne regije so lahko takoj opuščene.
Aktivna regija je še naprej razdeljena v aktivne regije posameznih točk.
Točka V je del aktivne regije točke Hi, če velja:
1. V leži levo ali na Hi, Hi+1 in




Inverzna aktivna regija točke Hi
Aktivna regija točke Hi
Slika 5.8: Aktivna in inverzna aktivna regija
Namen koncepta aktivne regije je določanje sosednjih točk ob vstavljanju
nove točke v ovojnico. Aktivna regija točke Hi je območje, v katerem mora
ležati točka V , da bo desna tangenta iz točka V na trenutno konveksno
ovojnico v točki Hi. Po vstavljanju nove točke V bo njen neposredni prednik
v konveksni ovojnici tista točka, ki vsebuje V v svoji aktivni regiji.
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Na podoben način vpeljemo koncept inverzne aktivne regije. Po vsta-
vljanju nove točke V bo njen neposredni naslednik v konveksni ovojnici tista
točka, ki vsebuje V v svoji inverzni aktivni regiji. Točka V leži v aktivni
regiji točke Hi če velja:
1. V leži strogo levo od Hi+1, Hi in
2. V leži desno ali na Hi, Hi−1.
Splošen primer
V splošnem primeru vstavljanja točke V v ovojnico H = {H1, H2, ..., Hr} se
najprej določi m,n tako, da točka V leži v aktivni regiji točke Hm in v inverzni
aktivni regiji točke Hn (slika 5.9). Nato se konveksno ovojnico posodobi tako,
da se vse točke med Hm in Hn nadomesti z V . Po posodabljanju je konveksna
ovojnica enaka {H1, H2, ..., Hm, V,Hn, ..., Hr}.
Hm
HnV
Slika 5.9: Aktivni regiji in tangente nove točke na trenutno ovojnico
Iskanje mesta vstavljanja
Iskanje aktivne in inverzne aktivne regije je mogoče pohitriti tako, da ocenimo
približni mesti točk Hm in Hn. To storimo tako, da poǐsčemo tak j, da velja
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Hj(x) < V (x) ≤ Hj+1(x) (tj. točka na ovojnici, ki leži neposredno pred V ,
glede na x koordinato). Premici Hj−1Hj in Hj+1Hj+2 delita aktivno regijo









Slika 5.10: Delitev aktivne regije
Za izračun pripadnosti segmentu aktivne regije sta potrebna dva orienta-
cijska testa. Imamo štiri scenarije:
1. V leži desno od Hj−1Hj in desno od Hj+1Hj+2. To predstavlja idealen
primer. V tem primeru bo točka V v posodobljeni ovojnici ležala med
točkama Hj in Hj+1 (tj. m = j in n = j + 1).
2. V leži desno od Hj−1Hj in levo od Hj+1Hj+2. V tem primeru točka
V leži v aktivni regiji točke Hj, inverzno aktivno regijo je pa potrebno
poiskati. Ker točka V leži levo od Hj+1Hj+2, ne more ležati v aktivni
regiji točke, ki je pred Hj+2. Velja torej m = j;n ∈ [j + 2, r].
3. V leži levo od Hj−1Hj in desno od Hj+1Hj+2. Ta primer je zrcalna
slika 2. scenarija. Velja m ∈ [1, j − 1]; n = j + 1.
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4. V leži levo od Hj−1Hj in levo od Hj+1Hj+2. To je najslabši primer. V
tem primeru lahko uporabimo j le za delitev intervala iskanja. Velja
m ∈ [1, j − 1];n ∈ [j + 2, r].
Poskrbimo še za primer večih kolinearnih točk na konveksni ovojnici. Ob
vstavljanju kolinearne točke bo ta ležala ali na Hj−1Hj (S1 = 0) ali na
Hj+1Hj+1 (S2 = 0). V primeru treh kolinearnih točk odstranimo sredinsko.
V primeru S1 = 0 je to Hj, v primeru S2 = 0 pa Hj+1. To lahko na enostaven
način storimo tako, da zmanǰsamo m oziroma povečamo n za 1.
Posebni primeri
Pri iskanju mesta vstavljanja je potrebno poskrbeti za sledeče robne primere:
• j = 1: v tem primeru regiji 3 in 4 ne obstajata. Glede na x koor-
dinato leži levo od točke V samo točka H1, zato V zagotovo pripada
aktivni regiji točke H1. Nastavimo m = 1, n pa izračunamo po enakem
postopku.
• j = r − 2: zrcalna slika prvega primera. Nastavimo n = r − 2, m pa
izračunamo po enakem postopku.
• V (x) = Hr(x): Točka V leži direktno nad ali pod točko Hr. Če V leži
nad Hr, je potrebno poiskati samo njeno aktivno regijo. Sicer točko
zavržemo.
• V (x) > Hr(x): Točka V leži desno od zadnje točke poligona. Če smo
pravilno izvedli particijo točk, bo veljalo Hr(x) < V (x) ≤M2. Če točka
V leži v aktivni regiji (tj. če je V levo od HrM2), nastavimo m = r.
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function find_mn(V, H, M2)
r := length(H)
if V directly above H[r]:
return (find_ar(V, H), -1)
if V.x > H[r].x and V left of (H[r], M2):
return (r, -1)
j := find j that satisfies H[j].x < V.x <= H[j+1].x
if j == 1: return (1, find_iar(V, H))
if j == r - 2: return (find_ar(V, H), r - 2)
S1 := orientation(H[j-1], H[j], V)
S2 := orientation(H[j+1], H[j+2], V)
if S1 <= 0 and S2 <= 0:
m := j; n := j + 1
else if S1 <= 0 and S2 >= 0:
m := j; n := find_iar(V, H[j+2:r])
else if S1 >= 0 and S2 <= 0:
m := find_ar(V, H[1:j-1]); n := j + 1
else: m := find_ar(V, H[1:j-1]);
n := find_iar(V, H[j+2:r])
if S1 == 0: m := m - 1
if S2 == 0: n := n + 1
return (m, n)
endfunction
find ar(V, H) in find iar(V, H) sta funkciji, ki v trenutni konveksni ovoj-
nici H poǐsčeta indeks točke, ki v svoji aktivni oziroma inverzni aktivni regiji
vsebuje V. Zaradi urejenosti trenutne konveksne ovojnice je mogoče to sto-
riti z uporabo binarnega iskanja. Za iskanje točke Hj je prav tako mogoče
uporabiti binarno iskanje.
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Izračun konveksne ovojnice kvadranta
Konveksna ovojnica se za vsak kvadrant izračuna ločeno. Prikazan bo posto-
pek za konstrukcijo konveksne ovojnice drugega kvadranta, urejeno v smeri
urinega kazalca.
Za vsak kvadrant se najprej določi dve ekstremni točki, ki ga omejujeta.
V primeru drugega kvadranta sta to M1 in M2 (slika 5.7). Q2 vsebuje vse
točke, ki ležijo v drugem kvadrantu. Konveksna ovojnica točk tega kvadranta
bo imela začetek v točki M1 in konec v točki M2. V ovojnico je takoj dodana
točka M1. Če je M1 = M2 (tj. drugi kvadrant je prazen), je postopek končan.
Prva točka Q2 je takoj dodana v ovojnico. Nato se za vsako točko Q2 izračuna
aktivno in inverzno aktivno regijo ter ustrezno posodobi treuntno konveksno
ovojnico. V primeru prazne množice Q2 je H = {M1,M2}.
function upper_hull(Q, M1, M2)
if M1 == M2: return [M1]
if Q2 == []: return [M1, M2]
H := [M1, Q[1]]
for V in Q[2:end]:
m, n := find_mn(V, H, M2)
if m == -1: continue
if n == -1: H := H[1:m] ++ [V]
else: H := H[1:m] ++ [V] ++ H[n:end]
endfor
return H ++ [M2]
endfunction
Pri vstavljanju nove točke V v trenutno konveksno ovojnico H obravna-
vamo tri scenarije:
• m = −1: V ne leži v aktivni regiji, trenutna ovojnica ostane nespreme-
njena.
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• n = −1: V dodajamo na konec trenutne ovojnice. Vse točke ovojnice
za Hm nadomestimo z V .
• n > 0 ∧ m > 0 (splošen primer): Točka V leži v aktivni regiji točke
Hm in v inverzni aktivni regiji točke Hn. Vse točke med Hm in Hn
nadomestimo z V (slika 5.9).
Dodajanje točk na tak način zagotavlja, da po vsakem dodajanju trenutna
ovojnica ostane konveksna. Ko ponovimo postopek za vse točke v Q2, v
ovojnico dodamo še preostalo ekstremno točko, M2.
Prilagoditev postopka ostalim kvadrantom
Za izračun prvega kvadranta lahko uporabimo enak postopek, kot za izračun
drugega kvadranta. Za tretji in četrti kvadrant je potrebno postopek prila-
goditi.
Na račun učinkovitosti lahko to storimo na enostaven način z zrcaljenjem
točk. Točke vsakega kvadranta preslikamo čez x os tako, da bodo posledično
ležale v prvem in drugem kvadrantu. Nato izračunamo njihovo konveksno
ovojnico in jo zrcalimo nazaj. Ta način zahteva dva dodatna pregleda množic
Q3 in Q4.
Izračun konveksne ovojnice tretjega in četrtega kvadranta zahteva prila-
goditev vseh operacij, ki niso rotacijsko invariantne. Postopek za izračun
četrtega kvadranta si lahko predstavljamo kot postopek izračuna drugega
kvadranta, rotiranega za 180◦. Isti postopek lahko potem uporabimo tudi za
četrti kvadrant.
Za izračun prvega kvadranta po čisto enakem postopku, kot drugega kva-
dranta, bi morali enako stvar storiti tudi za prvi kvadrant. Ker so točke
konveksnega poligona med dvema sosednjima ekstremnima točkama vedno
strogo monotone glede na obe koordinati, lahko za izračun prvega kvadranta
uporabimo nespremenjen postopek za izračun drugega kvadranta.
Po izračunu konveksnih poligonov vseh kvadrantov ostane le še združitev
le teh v konveksno ovojnico.
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algorithm ordered_hull(S)
M := extreme points of S
Q := partition S into Q1, Q2, Q3, Q4
H1 := upper_hull(Q[2], M[1], M[2])
H2 := upper_hull(Q[1], M[3], M[4])
H3 := lower_hull(Q[4], M[5], M[6])
H4 := lower_hull(Q[3], M[7], M[8])
return H1 ++ H2[2:end] ++ H3[2:end] ++ H4[2:end-1]
end
Časovna in prostorska zahtevnost
Iskanje ekstremnih točk in particija množice na kvadrante zahtevata po en
pregled celotne množice. Pri obdelavi posamezne točke največjo potrato
predstavljata iskanje mesta vstavljanja in posodabljanje trenutne konveksne
ovojnice. Naj bo n število vseh točk in h velikost konveksne ovojnice. Po-
sodabljanje trenutne ovojnice ima v najslabšem primeru časovno zahtevnost
O(h). Najslabši primer za postopek posodabljanja je primer, kjer je pr-
vih n
2
točk vstavljenih brez brisanja, vsaka točka preostale polovice pa pov-
zroči brisanje po dveh točk z začetka trenutne ovojnice. V tem primeru
je potrebnih n
2
brisanj. Ker je po vsakem koraku brisanja trenutna ovoj-





h(h + 1)) = O(h2) (v najslabšem primeru velja h = n). Časovno zah-
tevnost najslabšega primera lahko izbolǰsamo s tem, da trenutno ovojnico
predstavimo z uravnoteženim binarnim iskalnim drevesom. V tem primeru
ima brisanje poljubne točke časovno zahtevnost O(log h). Ker je vsaka točka
v trenutno ovojnico dodana največ enkrat, je skupno število brisanj ve-
dno manǰse od n. Skupna zahtevnost vseh brisanj je v tem primeru torej
O(log h + log (h − 1) + log (h − 2) + · · · + log 1) = O(log (h!)) = O(h log h).
Za praktične namene zadošča implementacija s tabelo, saj so taki primeri v
praksi zelo redki.
Iskanje točke Hj (slika 5.10) dopušča uporabo binarnega iskanja, kar mu
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daje časovno zahtevnost O(log h). Iskanje točk Hm in Hn prav tako dopušča
uporabo binarnega iskanja. V najslabšem primeru (tj. ko točka V leži v
območju 4) bo imelo iskanje časovno zahtevnost O(log h+ log (h− j) + log j)
= O(log h).
Celotna konstrukcija konveksne ovojnice bo v najslabšem primeru zahte-
vala n vstavljanj v ovojnico. Časovna zahtevnost algoritma je torej
O(n + n + n log h + n log h) = O(n log h).
V povprečnem primeru je particija na kvadrante približno enakomerna,
kar zmanǰsa zahtevnost celotne konstrukcije konveksne ovojnice za faktor 4
(pri vsakem iskanju in brisanju upoštevamo samo točke kvadranta, v katerem
leži točka, ki jo vstavljamo).
Prostorska zahtevnost algoritma je očitno linearna. Za particijo se upo-
rabijo štiri ločene tabele točk, katerih skupna velikost v nobenem primeru ne
preseže n. Za predstavitev trenutne ovojnice se uporabi tabela ali binarno is-
kalno drevo, ki prav tako nikoli ne preseže velikosti n. Prostorska zahtevnost




V tem poglavju bodo primerjane performance izbolǰsanih algoritmov na praktičnih
primerih. Algoritmi se razlikujejo po senzitivnosti na vhodne in izhodne po-
datke, zato bodo za oceno performance uporabljene tri različne porazdelitve
točk:
1. Enakomerna porazdelitev v kvadratu,
2. enakomerna porazdelitev v krogu,
3. sredinsko utežena porazdelitev v krogu.
Slika 6.1: Porazdelitve točk
Algoritmi bodo ovrednoteni glede na performanco na naključno generi-
ranih množicah velikosti od 100 do 10 milijonov točk v intervalu [−104, 104]
oziroma znotraj kroga z radijem 104. Vsaka meritev je povprečje desetih
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ločenih izvajanj. Vsi algoritmi so bili implementirani v programskem jeziku
Java. Vse meritve so bile izvedene na Intel Core i5-4570 @ 3.20 GHz.
6.1 Enakomerna porazdelitev v kvadratu
Pri porazdelitvi točk v kvadratu bo v povprečnem primeru konveksna ovoj-
nica vsebovala manǰse število točk. Pričakovano je, da algoritmi, katerih
performanca je močno odvisna od števila točk na konveksni ovojnici, delu-
jejo hitreje.
n Chan Alshamrani TORCH Quickhull Ordered hull
102 3.40412 1.17344 1.05989 0.76798 1.01425
103 9.38337 3.10426 2.04565 1.70816 1.81104
104 48.88478 10.78299 10.87031 7.80329 7.56154
105 271.94811 76.25997 62.20554 52.00630 29.23732
106 1464.45728 494.53767 544.39357 198.54287 119.71729
107 12210.97453 4830.22602 3427.69124 1916.18567 801.70041
Tabela 6.1: Čas izvajanja (ms) v odvisnosti od števila točk (n)
K rezultatu Urejene ovojnice pripomore porazdelitev točk. Predstavlja
namreč najbolj ugodno porazdelitev za ta algoritem. Zaradi izločanja točk
znotraj območja osmih ekstremnih točk je že takoj na začetku izločena velika
večina točk. Porazdelitev je tudi ugodna za Hitro ovojnico, saj izloča točke
v trikotnih območjih. V idealnem primeru veliko večino točk izloči v prvih
dveh iteracijah. Urejanje točk pri algoritmu TORCH je v primerih za 106
in 107 točk bolj potratno od celotnega algoritma Hitre ovojnice (za urejanje
je uporabljena Javanska metoda Arrays.sort() – implementacija algoritma
Quicksort). Chanov algoritem je asimptotično hiter, vendar je zaradi visokih
režijskih stroškov na praktičnih primerih počasneǰsi od ostalih.
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6.2 Enakomerna porazdelitev v krogu
Pri enakomerni porazdelitvi v krogu bo v povprečju konveksna ovojnica vse-
bovala večje število točk. Prav tako ne omogoča tako učinkovite prostorske
delitve pri algoritmu Hitra ovojnica.
n Chan Alshamrani TORCH Quickhull Ordered hull
102 3.73882 1.12679 1.33195 0.80765 1.00950
103 9.59690 2.47953 2.44921 1.89755 1.77110
104 42.16318 9.07793 11.06556 8.24053 6.56525
105 294.88456 58.77625 86.89001 55.57506 37.63630
106 1716.98249 413.48511 859.59305 302.78119 252.10270
107 16300.70851 5454.42540 7850.17135 2222.89803 1861.32145
Tabela 6.2: Čas izvajanja (ms) v odvisnosti od števila točk (n)
Algoritem TORCH je v tem primeru bistveno počasneǰsi. Vzrok za to
je veliko število točk na približni ovojnici. Krožna oblika porazdelitve je iz
tega razloga najslabši primer za ta algoritem. Bistveno počasneǰsi je tudi
algoritem Urejena ovojnica, vendar je to bolj ustrezna ocena za njegovo
učinkovitost, saj preǰsnji primer predstavlja najbolj ugodno porazdelitev za
ta algoritem.
6.3 Sredinsko utežena porazdelitev v krogu
Sredinsko utežena porazdelitev v krogu je dobljena z naključno generacijo
polarnega kota in radija točke, ter pretvorbo v kartezijske koordinate. Pri
sredinsko uteženi porazdelitvi v krogu je zaradi redkeǰse porazdelitve ob robu
kroga pričakovano število točk na konveksni ovojnici manǰse. Zaradi goste
porazdelitve točk okoli sredǐsča bo Akl-Toussaintova hevristika izločila večji
delež točk. Pričakovano je, da bodo algoritmi, ki uporabljajo prostorsko
delitev za izločanje točk hitreǰsi, kot pri enakomerni porazdelitvi.
Alshamranijev algoritem je v tem primeru bistveno hitreǰsi, medtem ko
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n Chan Alshamrani TORCH Quickhull Ordered hull
102 4.04165 1.23728 1.24858 0.94752 1.15242
103 10.08469 2.16099 2.42554 1.94214 1.75199
104 49.65447 8.23455 11.25130 9.62898 7.90922
105 301.79125 47.73416 83.82918 51.56330 33.92888
106 1680.07902 303.29762 856.26160 261.91112 223.39196
107 16383.74956 3567.23624 7582.85238 2100.48770 1522.38758
Tabela 6.3: Čas izvajanja (ms) v odvisnosti od števila točk (n)
sta ostala algoritma, ki uporabljata prostorsko delitev (Quickhull in Ordered
hull) marginalno hitreǰsa. Alshamranijev algoritem je od omenjenih najbolj
senzitiven na število točk, odstranjenih po Akl-Toussaintovi hevristiki, saj




Predstavljeni so bili številni algoritmi za izračun konveksne ovojnice, katerih
performanca je bila nato izmerjena na praktičnih primerih. Iz literature in
mnogih standardnih programskih knjižnic je vidno, da je algoritem Quick-
hull dolgo časa veljal za najhitreǰsega. Glavna ugotovitev je, da ta algoritem
ni več najhitreǰsi, saj ga je algoritem Ordered hull presegel v vsakem per-
formančnem testu. Številni algoritmi bazirajo na urejenosti množice točk,
kar se je v splošnem izkazalo za neučinkovito, saj je v povprečnem primeru
urejanje celotne množice točk bolj računsko zahtevno od izračuna konveksne
ovojnice z enim izmed hitreǰsih algoritmov. Eliminacija sredǐsčnih točk z
uporabo Akl-Toussaintove hevristike je med modernimi algoritmi popularno
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