In recent times, we have seen a substantial growth in the size of large data sets. More and more are mathematical techniques being used in the analysis and data mining of such large amounts of data. One way in which data mining has become useful is in the challenge of modeling complex systems, systems of interacting events which have different underlying processes.
Formal Concept Analysis (FCA) is a method that was introduced in the 1980s, which derives a hierarchical structure from relational data. Its original motivation was to concretely represent complete lattices, but has now become widely used for modeling complex systems in an organized and logical manner. Given data organized in a tabular form called a cross If the table is small enough, the relational structure can be depicted visually by a graph. For the size of the datasets in which we are interested -"big data" -drawing the graph is not reasonable nor expected. Hence, our work is focused on a more practical aspect of the analysis: study of quantitative characteristics of the lattice structure that lead to decreased computation time in the determination of nodes and edge sets on large lattices from big data. We define the lattices in Chapter 2.
A recent challenge is to model complex systems that are dynamic in nature. If one samples a system whose state changes with time, the lattice structure that represents the system updates at each time increment. Given a lattice representation at time t, changes are sensed and attributes for the system are updated. How can we efficiently construct the new lattice from the previous one? Many algorithms have been developed for efficiently updating the formal concept lattice for small data sets. In [8] , the author presents efficient algorithms for updating the set of nodes in the formal concept lattice. However, the algorithms do not output the relationships between elements, which are modeled by a partial order on the set. It is the relationships -the edges in the lattice -that provide the structure to the multi-dimentional correlations in the data, so it is important to know the edge set at each iteration. Most FCA algorithms construct a lattice from scratch, so any updates to a system would require the recomputation of the nodes and edges from the beginning. Our current research is ongoing to produce the node set at time t + 1, given the node set at time t [8] , in an efficient manner.
In this work we address the problem of recovering the partial order of a concept lattice and discuss methods for estimating the number of immediate precedence relationships between elements of the lattice. While our research does not provide a new algorithm to generate a new edge set from the previous iteration, we do offer a conjecture for an upper bound on the number of edges for a lattice, given the node set and some other information. We also provide some experimental results on the probability distribution of edges in a lattice. This thesis is organized as follows. In Chapter 2, we provide formal definitions and background from graph theory, poset theory, and formal concept analysis. In Chapter 3, we present an algorithm from [1] that, given the elements of the concept lattice, returns the precedence links between members. In Chapter 4, we provide some theoretical and experimental results regarding the number of immediate relationships in the lattice constructed via Algorithm 1. In Chapter 5, we present a conclusion and ideas for future research.
CHAPTER 2. PRELIMINARIES
In this chapter we provide basic definitions and examples for the work we present later. Since formal concepts form a lattice structure, which has a graph representation and in particular a directed acyclic graph representation, we discuss graphs, partially ordered sets, and lattices.
Background on Graphs
A graph is a pair H = (V, E) where V is a set of vertices and E is a set of 2-element subsets of V , called edges.
A directed graph (or digraph) is a graph in which each edge is an ordered pair of vertices.
Such edges are then called directed edges, arcs, or arrows. A directed graph is said be acyclic if there is no sequence of arcs such that one can begin at a vertex v and return to v by following the sequence.
Background on Lattices
Definition 2.2.1. A partially ordered set, or poset, is a set P with a binary relation R ⊆ P ×P satisfying 1. (x, x) ∈ R ∀x ∈ P (reflexivity) 2. if (x, y) ∈ R and (y, x) ∈ R, then x = y (antisymmetry)
3. if (x, y) ∈ R and (y, z) ∈ R, then (x, z) ∈ R (transitivity)
For the remainder of this thesis, we assume our posets are finite. [3] Let P be a partially ordered set, and let Q be a subset of P . We say Q is join-dense if every element of P is the join of a subset of Q. We say Q is meet-dense if every element of P is the meet of a subset of Q.
Definition 2.2.5. Let P, ≤ be a partially ordered set. We say S ⊆ P is a chain (antichain) of P if for any two elements x, y ∈ S, x and y are comparable (incomparable).
A maximum chain (antichain) is a chain (antichain) with cardinality at least as large as every other chain (antichain).
Let P be a poset. An element y ∈ P is said to cover an element x ∈ P , y = x, if x ≤ y and there does not exist z ∈ P , z = x, y such that x ≤ z ≤ y. We call the pair {x, y} where y covers x a covering relation. The Hasse Diagram of a poset P is the graph H = (V, E) where V is the set of elements in P , and E is the set of covering relations, i.e. {x, y} ∈ E if and only if y covers x. When an element y covers an element x, we say y is in the set of upper covers of x, and dually, that x is in the set of lower covers of y.
The binary relation R on a set P gives rise to a directed graph whose vertices are the elements of P and where there is an arc {x, y} for every ordered pair of elements that are related in R. When R is an order relation, as in a poset, the directed graph is acyclic. Since a Hasse diagram shows covering relations, a Hasse diagram is actually the transitive reduction of the directed acyclic graph that represents R. ∈ I can also be written as gIm and signifies that object g has attribute m.
For the remainder of this work, we will use K to mean K = (G, M, I) unless otherwise stated.
A formal context can be depicted visually in a tabular form with crosses representing the pairs (g, m) ∈ I. For example, consider the cross table in Figure 2 .1. The cross table in Figure 2 .1 depicts a formal context in which object 1 has attributes a and c, object 2 has attribute a, etc.
We define the following operators The next proposition and theorem are results used in constructing the edge sets and proving a later theorem.
. Hence, b ∈ B 1 and therefore B 1 ⊇ B 2 . The argument for proving the other direction is similar.
The set C(K) forms a partially ordered set under the order relation defined as
which is characterized in the following theorem from [5] .
Theorem 2.3.5.
[5] A partially ordered set C(K), ≤ is a complete lattice, called the concept lattice of K. The infimum (meet) and supremum (join) for a subset of C(K) are expressed as
A complete lattice L is isomorphic to C(K) if and only if there are mappings γ : G → L and
The following example illustrates these results. We refer to this example throughout this work.
Example 2.3.6. Suppose we have a formal context K given by the cross table in Figure 2 .1.
As a convenience to the reader, we display it again in Figure 2 .2. By inspection, we can see that the see that the pair ({3, 5}, {b, c, d}) is a formal concept. The pairs ({5}, {b, c, d}) and ({3}, {b, c, d}) are not concepts because they do not satisfy Definition 2.3.3. In Figure 2 .3 we give the concept lattice for this context. For simplicity, we omit set braces, commas, set union, and set intersection symbols for the extent and intent of formal concepts unless there is a need for clarification. For example, the concept ({3, 5}, {b, c, d}) would be written as (35, bcd), and bcd ∩ ab and 35 ∪ 4 are b and 345, respectively.
CHAPTER 3. EDGE CONSTRUCTION ALGORITHMS AND LITERATURE REVIEW
Ongoing research in [8] is creating a more efficient method for generating the set of formal concepts from a cross The algorithm CoveringEdges is given in [2] and is used in [6] as a baseline for comparison with BorderAlg, which is introduced in [6] . CoveringEdges uses both the extent and intent of concepts to determine explicit covering relations of the concept lattice while BorderAlg achieves the same by only using the intents.
We chose the edge producing algorithm called iPred, published in [1] , for our implementation. We describe the iPred algorithm for recovering the partial order of a concept lattice. The algorithm was introduced as an improvement on BorderAlg, introduced in [6] .
We first justify a map that takes a concept lattice to a corresponding lattice of intents. Then, we explain the precedence relation and its consequences. Finally, after stating the definitions needed for understanding the algorithm, we present proofs for the main claims proposed in [1] .
The authors of [1] give a proof for Proposition 3.0.16 (Proposition 1 in [1] ), which serves as the main test condition in the algorithm, and a sketch of the proof of correctness for the algorithm itself. Our aim here is to present these proofs formally, filling in the details of each proof.
The concept lattice mapped to its lattice of intents, and their respective Hasse diagrams.
Definition 3.0.7. Let P and Q be partially ordered sets. A map f : P → Q is a poset isomorphism if it is bijective and order-embedding, i.e., for all x, y ∈ P , x ≤ P y if and only if
Given a concept lattice C(K), ≤ , there is a lattice isomorphism to C, ⊇ given by (A, B) → B where C is the set of intents of the formal context K. Clearly this map is bijective since every formal concept has an intent to which it is mapped, and no two concepts can have the same intent without contradicting Definition 2.3.3. It is also clear that the map is order-embedding
Because of this, all computation will be done using the complete lattice L = C, ⊇ . We note that the join operation of L is set intersection. We decribe BorderAlg, as this will provide motivation for iPred. Our objective is to recover the parial order of the concept lattice, which amounts to finding all of the edges on the Hasse diagram. This can be done by finding the set of upper covers for each element of the lattice.
One can achieve this in the following manner: First, sort elements in L according to cardinality.
As the elements are processed one by one, starting with the element of smallest cardinality, Then
Proof. The proof is straightforward. Since c i and c j are immediate predecessors of c, c i ∨c j = c.
Since the join operation on this lattice is set intersection, c i ∩ c j = c, and the claim follows immediately.
The following proposition is proven in [1] . We restate it here with a more detailed proof. Next, we demonstrate the algorithm by applying it to the set of formal concepts from Example 2.3.6.
Example 3.0.18. Suppose we are given the set of formal concepts from Example 2.3.6. Since iPred actually finds the partial order for the lattice of intents, we will first map each concept to its repsective intent. This gives us a set of intents C such that enum(C) = {∅, a, b, c, ab, ac, bcd, bcde, abcde}.
We initialize the accumulation of faces to be empty for each element of enum(C), and then we set Border to ∅. When c 2 = a, the candidate set only has the empty set, and
Hence, there exists an edge between ∅ and a. We update ∆ [∅] to ∆ [∅] = a, and the border is updated to ∅, then to {a}. The algorithm advances to the next element in the enumeration.
It is easy to see that, similar to the first iteration, there are edges between ∅ and b and between ∅ and c. Once the loop is completed for i = 4, we have Border = {a, b, c} and ∆ [∅] = abc. For i = 5, the current element is ab and Candidate = {a, b, ∅}. The following are the loops for each member of the candidate set.
For i = 6, the current element is ac and Candidate = {c, a}. The following are the loops for each member of the candidate set.
At this point we have constructed the following portion of the lattice. The following are the iterations for i = 7 and i = 8.
Border = {ab, ac, bcd} Border = {ab, ac, bcd} Border = {ab, ac, bcd} Border = {ab, ac, bcde}
When i = 9, c 9 = abcde which is the infimum of all elements in C. It is clear that ab, ac, and bcde each have edges to abcde. This completes the algorithm.
CHAPTER 4. RESULTS
It is reasonable to infer that the number of immediate relationships in the formal context influences the running time for the algorithm. This gives rise to questions about the number of edges in the concept lattice for a given context. Although the exact number cannot be known a priori, we would still like to estimate the number of edges.
In this chapter, we explore upper bounds on the number of edges of the graph (C(K), E)
where E is the set of covering relations for the concept lattice C(K), ≤ . We ran an experiment whose results we use to give an experimental frequency count (probability distribution) of all edges in a context. We describe this experiment in Section 4.2. This experiment allows one to model the frequency distribution of edges for classes of cross tables described in Section 4.2.
Bounding the Number of Edges
Recall that the lattice at hand is L = C, ⊇ where C is the set of intents of the formal context. Since C is a subset of the power set of M , the set of attributes, we can obtain an upper bound of the number of edges in L by counting the number of edges in the power set lattice on |M | elements. The number of edges in this power set lattice can be written as
The first binomial term counts the number of i-element subsets of M , and the second binomial term counts the number of (i − 1)-element subsets of each i-element subset. This is a very large number, certainly much larger than 2 |M | , the cardinality of the power set itself, and much, much larger than the actual edge set. This number is too large to be useful for practical purposes, so we would like to find a more useful estimate. In example 3.0.18, n = 9, k = 5, and the actual number of edges is 13. [7] Let P be a partially ordered set, and m a natural number. If P has no chain of cardinality m + 1, then it can be expressed as the disjoint union of m antichains.
Mirsky's theorem says that the minimum number of antichains into which a lattice may partitioned is given by the height the lattice. These results lead us to offer the following conjecture in which we express an upper bound in terms of antichains. where m is the height of the lattice L, such that
We demonstrate Conjecture 4.1.5 in the following example.
Example 4.1.6. We use the same lattice as in Example 4.1.2. One way to partition is
We then have |S 1 ||S 2 | + |S 2 ||S 3 | + |S 3 ||S 4 | + |S 4 ||S 5 | + |S 5 ||S 6 | = 10 + 20 + 6 + 9 + 3 = 48.
The actual number of edges for this lattice is 36. This partition gives a better estimate than
Wiseman's bound. Note that the partition that produces the upper bound is not unique. Observe the following partition.
We then have |S 1 ||S 2 | + |S 2 ||S 3 | + |S 3 ||S 4 | + |S 4 ||S 5 | = 10 + 50 + 15 + 3 = 78.
Attempts have been made to prove Conjecture 4.1.5, but no proof has been found. However, we observe that the conjecture is true for a special class of lattices.
Definition 4.1.7. A poset is stratified if there exists a partition S 1 , . . . , S t such that each S i is an antichain and every cover relation x ≺ y has x ∈ S i and y ∈ S i+1 for some i ∈ {1, . . . , t−1}.
The conjecture is true for stratified lattices since the maximum number of possible edges between members of S i and S i+1 is |S i ||S i+1 |.
Experiments
All implementation was written in Java and carried out on a Intel Duo Core CPU 2.66
GHz machine with 4 GB RAM running in Windows. Generation of contexts and retrieval of concepts were achieved via algorithms that were conceived and implemented in [8] .
The author of [8] uses the BitSet class in Java to represent the extent and intent of formal concepts. In this representation, a bit cooresponds to an object or attribute and has value 1 if the object or attribute is present and 0 otherwise. In our implementation of iPred, we kept this convention in order to utilize the bitwise operations as a way of performing the set operations used in the Algorithm 1. Our implementation takes as input a list of intents and returns a list of pairs with each intent as the first component and a list of the members that cover that intent as the second component. The reader may refer to the appendix for source code.
Let ρ denote the density of a cross table, calculated as the ratio of crosses to total available entries. With a fixed number of objects and attributes, we calculate the edge frequency distribution from a total of n randomly generated cross tables with density ρ. We categorize edges by looking at the set difference between intents:
where u, v ∈ C and u ≺ v for a fixed density ρ.
For each lattice L ρ j , j = 1, 2, . . . , n, we have {ν
. Then the total number of edges in each density is
Note that for a fixed i, if f i is the frequency of edges in {ν ρ i,j } n j=1 , then
is the percent of all edges between intents that differ by i attributes, from our n randomly generated contexts.
In our experiment, |M | = 10, n = 10 6 , and ρ ranged from five percent to ninety-five percent incremented by five. Figures 4.3-4 .21 display {F i } 9 i=1 from the experiment for each density ρ. 
Percent Figure 4 .21: ρ = .95
By inspection, one can observe a general decline in the percentage of edges associated with where M is the set of attributes. The data suggest that, for sufficiently large ρ, it is highly likely for there to be an edge between concepts whose intents differ by exactly one attribute. If that is the case, then the height, m, is likely to equal |M | + 1 where M is the set of attributes.
If the height is equal |M | + 1, then the partition is easily constructed by grouping together concepts having the same number of attributes. And, we are assured that the subsets in the partition are indeed antichains since any two concepts having the same number of attributes cannot be related. On the other hand, the densities for cross tables that represent real data are generally around 25 percent. Hence, the above explanation may not be as useful in practice.
The partition constructed by grouping together intents of equal cardinality does not always produce an upper bound. Consider, for example, the lattice in Figure 4 .22 with 6 edges. If implemented. The data also suggest that exceeding the resulting estimate is unlikely for ρ greater than 20 percent. As part of the experiment, we also implemented this method of partioning and recorded the estimated number of edges and the actual number of edges for each sample. We then counted the number of lattices for which the actual number of edges exceeded the estimated number of edges in that lattice. Table 4 .2 provides a summary. [9] is true for general posets, but we wish to use the structure of the concept lattice to obtain a more useful bound. Every concept lattice is a complete lattice, and every complete lattice is isomorphic to a concept lattice [3, 5] . Other future work includes determining whether it is useful to have a lower bound. The trivial answer is to use the height of the lattice. However, it is not clear how to estimate the height before computing any edges. Future work includes finding ways to accurately estimate the height of a concept lattice. This might involve taking advantage of its special structure.
Such estimates would also be useful since Conjecture 4.1.5 uses the height of the lattice to determine the size of the partition into antichains.
The algorithms in [8] generate information about covering relations that goes unused. Can we use this information to build on those algorithms by incorporating an efficient component that provides the covering relations explicitly? If so, could these processes be parallelized?
Lastly, we wish to test these results using real data. As our results are based on randomly generated contexts, we have less information about structure. With real data, however, one may gain knowlegde about the structure of the system to be modeled before using formal concept analysis. Or, given prior insights about the system, one could make appropriate assumptions about its structure and the relationships involved.
APPENDIX. ADDITIONAL MATERIAL Java Implementation of iPred
The following is our source code for the iPred algorithm. 
