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We study inelastic vibration-assisted charge transfer effects in two-site molecular junctions, focusing on sig-
natures of vibrational anharmonicity on the electrical characteristics and the thermoelectric response of the
junction. We consider three types of oscillators: harmonic, anharmonic-Morse allowing bond dissociation,
and harmonic-quartic, mimicking a confinement potential. Using a quantum master equation method which
is perturbative in the electron-vibration interaction we find that the (inelastic) electrical and thermal conduc-
tances can be largely affected by the nature of the vibrational potential. In contrast, the Seebeck coefficient,
the thermoelectric figure-of-merit, and the thermoelectric efficiency beyond linear response, conceal this infor-
mation, showing a rather weak sensitivity to vibrational anharmonicity. Our work illustrates that anharmonic
(many-body) effects, consequential to the current-voltage characteristics, are of little effect for the thermo-
electric performance.
I. INTRODUCTION
The interaction of electrons with nuclear degrees of
freedom influences the performance of molecular elec-
tronic junctions1 by potentially supporting significant ef-
fects such as: incoherent tunnelling processes, the de-
velopment of hopping conduction2, vibrational heating3,
instability, and junction rupture4, and the realization of
intricate electron-electron and electron-vibration many-
body phenomena5,6. Beyond electrical conductance, the
Seebeck coefficient, which measures the voltage that de-
velops when a small temperature difference is applied,
under the condition that the net charge current van-
ishes, hands over information about the structure and
energetics of molecular junctions. It reveals, e.g., the
nature of molecular orbitals hybridizing with the metal
electrodes, and whether the conductance is HOMO or
LUMO dominated7–14.
Theoretical descriptions of single-molecule electronic
junctions essentially assume that molecular vibrations
are harmonic, as in the celebrated Anderson-Holstein
(AH) model15,16, the phonon-assisted donor-acceptor
(DA) charge transfer model17–21, or in multi-electronic
state constructions22,23. The harmonic approximation is
valid when atomic displacements are rather limited. It al-
lows one to solve the transport problem analytically—in
certain limits— and reach, e.g., the cumulant generating
function, which provides closed expressions for the charge
current and high order cumulants, see e.g. Refs.24–26.
It is important, however, to examine nanojunctions be-
yond the ideal harmonic-mode limit and understand the
role of vibrational anharmonicity on electronic trans-
port through molecules. Anharmonic effects are impor-
tant when the applied bias voltage is high. Conducting
electrons then dispose significant amount of energy into
the nuclear motion, resulting in large atomic displace-
ments, vibrational heating, and eventually bond dissoci-
ation. As well, electrons in nanostructures may couple
 
FIG. 1. Scheme of a voltage-biased donor-acceptor molecular
junction. Electron hopping between the D and A sites is
coupled to a specific (primary) molecular vibration, modeled
by an harmonic or an anharmonic oscillator. The primary
oscillator may dissipate its energy to a secondary phononic
(harmonic) environment of temperature Tph, represented by
the shaded region.
to naturally-anharmonic degrees of freedom: molecular
rotors, such as the torsional motion of two rings in the
biphenyl molecule27,28, magnetic impurities29–32, molec-
ular conformations33,34.
So far, the investigation into the role of anharmonic os-
cillations in electron transport in molecules has received
little attention. It was demonstrated in Ref.35 that in
the sequential-tunneling regime steps in the I-V (current-
voltage) characteristics, the result of (harmonic) vibra-
tional excitations, split into a multitude of steps under
the Morse potential. Other unique signatures of vibra-
tional anharmonicity, as revealed in Ref.35, were bias-
dependent broadening of vibrational features in conduc-
tance and the development of negative differential con-
ductance. Current-induced molecular dissociation rates
2were calculated in Ref.36. I-V characteristics with effec-
tive anharmonic (double-well) vibrational potentials were
examined in Refs.37,38 showing rich effects. In Ref.39, the
degree of anharmonicity was demonstrated to affect the
rate of electron tunneling in donor-bridge-acceptor com-
plexes. Nevertheless, unlike the harmonic case, analytical
results for transport behavior in anharmonic junctions
are missing, given the complexity of the problem.
Motivated to examine effects of vibrational anhar-
monicity on electron transport characteristics in an ana-
lytically tractable model, we had recently introduced the
so-called spin-fermion model18. In this setup, electrons
in the junction couple to a highly anharmonic impurity
mode, which consists of only two states, replacing the
full harmonic manifold. Based on this model, we had ex-
amined the role of mode harmonicity/anharmonicity on
vibrational heating, cooling, and instability, under high
voltage biases18,19, then analyzed the impact of mode an-
harmonicity on current blockade physics40. Moreover, in
Refs.18,26 we derived the cumulant generating function of
the phonon-assisted donor-acceptor model with either a
harmonic mode or a two-state impurity. We then showed
that while the inelastic current and its cumulants ex-
hibited significant signatures of molecular anharmonicity,
the thermoelectric energy conversion efficiency was indif-
ferent to the nature of the mode; it was precisely identi-
cal when working with either a harmonic local mode, or
a two-level system26,41. This result was obtained under
the weak electron-vibration coupling approximation, but
allowing for strong metal-molecule hybridization.
This remarkable result, namely, the exact correspon-
dence of the thermoelectric performance in DA junctions
with either harmonic or two-state modes, calls for addi-
tional investigations. Naturally, one questions whether
this agreement is a consequence of the fact that a two-
state impurity is characterized by (obviously) a single
energy gap, similarly to the harmonic mode in the weak
coupling limit, when multi-quanta processes are disal-
lowed. Alternatively, this indifference to the nature of
the vibrational potential may not be coincidental, rather
reflecting that measures related to ratios of charge and
energy currents only weakly depend on the anharmonic
potential.
The objective of the present study is to examine the
effects of realistic anharmonic vibrational potentials on
inelastic conduction within the phonon-assisted donor-
acceptor model of Fig. 1, by investigating the model’s
I-V characteristics and thermoelectric behavior. In this
construction, electron transfer between the D and A
sites is assisted by a particular (primary) vibrational
mode, isolated, or coupled to a secondary phonon bath.
The primary vibrational oscillator may be made anhar-
monic, and we consider here three representative poten-
tials: harmonic, anharmonic-Morse where symmetry be-
tween mode compression and mode stretching is broken,
and harmonic-quartic potential, describing less flexible
bonds (relative to the harmonic case). Considering these
three types of DA junctions, we study the system’s linear
response transport coefficients, high-bias I-V character-
istics, and nonlinear thermoelectric efficiency, to identify
the role of vibrational anharmonicity on inelastic trans-
port.
We explore transport characteristics of our model using
a quantum master equation (QME) method, perturba-
tive in the electron-vibration coupling but exact to all or-
der in the metal-molecule hybridization18. Remarkably,
we find that in agreement with previous results on the
two-state anharmonic mode26,41, while the I-V charac-
teristics significantly deviate under different anharmonic
potentials, the Seebeck coefficient and the thermoelectric
efficiency, even beyond linear response, manifest a weak
sensitivity to the vibrational potential.
The paper is organized as follows. We introduce the
model in Sec. II. In Sec. III, we apply a master equa-
tion method to the molecular electronic junction problem
and explain how we calculate transport properties. Sim-
ulation results are presented in Sec. IV. We summarize
our work in Sec. V. Throughout the paper we work with
units where ~ = 1, kB = 1 and e = 1.
II. MODEL
We consider a prototype molecule with two electronic
states, denoted by donor (D) and acceptor (A) follow-
ing chemistry literature, see Fig. 1. The molecule
bridges two metal electrodes comprising non-interacting
electrons. Electron transfer between D and A takes place
by an inelastic process, with electrons exchanging energy
with the primary molecular oscillator, which is itself cou-
pled to a secondary phonon bath.
We employ below a quantum kinetic master equation
approach which can be rigorously derived from the Li-
ouville equation under the assumptions of weak system-
bath coupling, Markovian environments, and secular
dynamics42. Projection operator approaches are devel-
oped based on the conceptual separation of the Hamilto-
nian into a subsystem plus bath,
Hˆ = HˆS + HˆB + Vˆ . (1)
In this work, the particular primary oscillator serves
as the subsystem. The environment HˆB comprises two
baths: a fermionic bath consisting of the electronic de-
grees of freedom (molecular states plus metals), and a
bosonic bath collecting the secondary phonon modes. In
the energy basis, the subsystem Hamiltonian and the in-
teraction with the environment are written as
HˆS =
∑
n
En|n〉〈n|,
Vˆ = Bˆ ⊗ Sˆ = Bˆ ⊗
∑
m,n
Sm,n|m〉〈n|. (2)
Sm,n ≡ 〈m|Sˆ|n〉 with Sˆ a subsystem operator. Bˆ is an
operator of the baths including two contributions, Bˆ =
Bˆel + Bˆph. In Section IIA, we specify the subsystem-
3the molecular oscillator. In Section II B, we describe the
electronic and bosonic thermal baths.
A. Subsystem: primary oscillator
The single molecular oscillator, representing molecu-
lar nuclear motion, defines our subsystem. Using mass-
weighted coordinates, displacement xˆ and momentum pˆ,
the corresponding Hamiltonian is written as
HˆS =
pˆ2
2
+ U(xˆ), (3)
with U(xˆ) the potential energy function, not necessarily
harmonic. Unless otherwise specified, we assume that the
(dimensionless) subsystem’s interaction operator Sˆ takes
the form
Sˆ =
√
2ω0xˆ = bˆ
†
0 + bˆ0. (4)
Here ω0 is a characteristic frequency of the subsystem,
bˆ†0 (bˆ0) are creation (annihilation) bosonic operators. We
consider three models for the primary oscillator: har-
monic, Morse, and harmonic-quartic.
1. Harmonic oscillator. The Hamiltonian HˆS =
pˆ2
2 +
1
2ω
2
0xˆ
2 supports the eigenenergies and matrix elements
En =
(
n+
1
2
)
ω0, n = 0, 1, 2, ..
|Sm,n|2 = (n+ 1)δm,n+1 + nδm,n−1. (5)
2. Morse oscillator. This potential is defined in terms
of the dissociation energy D and a width parameter α,
HˆS =
pˆ2
2 + D(e
−αxˆ − 1)2. At small displacements, the
potential can be approximated by a harmonic model of
frequency ω0 = α
√
2D. The eigenenergies of the model
and the matrix elements of Sˆ take a closed form,
En = ω0
(
n+
1
2
)
− ω
2
0
4D
(
n+
1
2
)2
, n = 0, 1, 2, .., nmax.
|Sm,n|2 = 2λ
(
2(−1)m−n+1
(m− n)(2λ˜− n−m)
)2
× (λ˜− n)(λ˜−m)Γ(2λ˜−m+ 1)m!
Γ(2λ˜− n+ 1)n! (m > n), (6)
with λ = 2D/ω0 and λ˜ = λ − 1/2. The Morse poten-
tial breaks the symmetry between mode stretching and
compression, as reflected by the full matrix Sˆ.
3. Harmonic-Quartic (HQ) oscillator. We intro-
duce a quartic contribution on top of the harmonic po-
tential function, HˆS =
pˆ2
2 +
1
2ω
2
0xˆ
2 + a4ω
4
0xˆ
4. Here,
a4 is the anharmonic coefficient, with physical dimen-
sion of inverse energy. The HQ potential describes sym-
metric inflexible-confined motion; x2d approximates a 1D
box for large (positive integer) d. Below we use a DVR
algorithm43 to receive En and the matrix elements Sm,n
of the HQ model.
In Fig. 2 we depict the three vibrational potentials,
the corresponding eigenenergies, and examples for ma-
trix elements of Sˆ. The fundamental distinctions be-
tween the two types of anharmonicity are: (i) The Morse
(HQ) potential supports energy levels with energy spac-
ings smaller (larger) than the harmonic limit ω0, see
panel b. (ii) The HQ potential maintains an even sym-
metry around the equilibrium position, similarly to the
harmonic model. As a result, the eigenfunctions of the
HQ potential acquire a definite (even, odd) symmetry,
thus matrix elements of Sˆ survive only between states
of opposite symmetry. In contrast, the Morse potential
is missing a definite symmetry, thus it allows transitions
between any pair of states, see panel c.
B. Reservoirs: electronic and phononic baths
The primary molecular oscillator, defined as HˆS ,
couples to electronic (el) degrees of freedom and to
secondary-harmonic modes—a phononic (ph) environ-
ment,
HˆB = Hˆel + Hˆph, Vˆ = Vˆel + Vˆph. (7)
We recall that Vˆ = Sˆ⊗ Bˆ, Bˆ = Bˆel+ Bˆph. The phononic
environment includes independent harmonic modes, bi-
linearly coupled to the primary oscillator,
Hˆph =
∑
k
ωk bˆ
†
kbˆk,
Vˆph =
(
bˆ†0 + bˆ0
)∑
k
νk
(
bˆ†k + bˆk
)
, (8)
bˆ†k (bˆk) as bosonic creation (annihilation) operators for
the kth mode of frequency ωk. The electronic reservoir
includes both metals and the molecular electronic states
Hˆel = ǫdcˆ
†
dcˆd + ǫacˆ
†
acˆa +
∑
l∈L
ǫlcˆ
†
l cˆl +
∑
r∈R
ǫrcˆ
†
r cˆr
+
∑
l∈L
vl(cˆ
†
l cˆd+ cˆ
†
dcˆl)+
∑
r∈R
vr(cˆ
†
r cˆa+ cˆ
†
acˆr). (9)
Here, ǫd, ǫa are the donor and acceptor site energies, cou-
pled to the left L and right R metal leads by real-valued
hopping elements vl and vr, respectively. cˆ
† and cˆ are
fermionic creation and annihilation operators. The inter-
action between electrons in the junction and the primary
vibrational mode is given by the “off-diagonal” model,
Vˆel = g[cˆ
†
dcˆa + cˆ
†
acˆd](bˆ
†
0 + bˆ0). (10)
Note that we do not include here a direct-elastic elec-
tronic tunneling term between the D and A states.
This contribution can be accommodated approximately-
separately, as a Landauer term to the current, see Ap-
pendix B.
The electronic Hamiltonian (9) can be diagonalized
and expressed in terms of new fermionic operators, aˆl
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FIG. 2. (a) Potential energy for the harmonic, HQ and Morse oscillators as a function of the mass-weighted coordinate x. (b)
Eigenenergies of the three oscillators. (c) An example of coupling matrix elements |S5,n|
2. We used ω0 = 0.1 eV, dissociation
energy (Morse) D = 1 eV, and a4 = 1 1/eV (HQ potential).
and aˆr. In the new basis Eqs. (9)-(10) are given by
Hˆel =
∑
l
ǫlaˆ
†
l aˆl +
∑
r
ǫraˆ
†
raˆr.
Vˆel = g
∑
l,r
[
γ∗l γraˆ
†
l aˆr + γ
∗
rγlaˆ
†
raˆl
]
(bˆ†0 + bˆ0), (11)
allowing us to identify the electronic operators,
BˆL = g
∑
l,r
γ∗l γraˆ
†
l aˆr, BˆR = g
∑
l,r
γ∗rγlaˆ
†
raˆl, (12)
responsible for electron hopping from the right com-
partment to the left one, and its hermitian conjugate
BˆR = Bˆ
†
L, transferring electrons from the left terminal
to the right side. The coefficients, e.g., for the L set, are
γl =
vl
ǫl − ǫd + iΓL(ǫ)/2 . (13)
Note that we ignore the real-principal value term—
responsible for a small energy shift of ǫd,a. Here, Γν(ǫ) =
2π
∑
j∈ν v
2
j δ(ǫ − ǫj). In what follows, we take this hy-
bridization as a constant independent of energy, consis-
tent with the omission of the real part of the self energy.
The expectation values of the exact eigenstates, with re-
spect to the electronic density matrix satisfy
〈aˆ†j aˆj′ 〉 = δj,j′fν(ǫj), j ∈ ν (14)
with fν(ǫ) = [exp(βν(ǫ − µν)) + 1]−1 as the Fermi dis-
tribution function at inverse temperature βν = T
−1
ν and
chemical potential µν , ν = L,R. Eq. (11) indicates
that the following spectral density functions determine
the subsystem’s (oscillator) dynamics,
Jν(ǫ) = 2πg
∑
j∈ν
|γj |2δ(ǫj − ǫ). (15)
Using Eq. (13), it can be shown that the spectral func-
tions take a Lorentzian lineshape centered about ǫd,a,
JL(ǫ) = g
ΓL
(ǫ− ǫd)2 + Γ2L/4
JR(ǫ) = g
ΓR
(ǫ− ǫa)2 + Γ2R/4
. (16)
Below we show that these functions are the central build-
ing block in the transition rate constants between vibra-
tional states, constructing the expressions for electrical
and energy currents.
For later use, we also separate the electronic Hamilto-
nian into the L and R compartments, Hˆν =
∑
j∈ν ǫjaˆ
†
j aˆj ,
and define the number operators Nˆν =
∑
j∈ν aˆ
†
j aˆj .
III. METHOD
The purpose of this section is to outline a unified for-
malism for the calculation of both the subsystem (vibra-
tion) dynamics and the electron transport characteris-
tics (currents), far from equilibrium. In Sec. III A, we
review the principles of a standard projection operator
approach that hands over equations of motion for the re-
duced density matrix. In Sec. III B, we clarify that the
5characteristic function for transport can be evaluated in
an analogous manner, by writing it down as a trace over
a counting-field dependent reduced density matrix.
A. Population Dynamics: vibrational mode
The molecular oscillator is identified as the subsys-
tem, and it is interacting with electronic and phononic
baths. The reduced density matrix of the oscillator can
be obtained from projection operator approaches by mak-
ing standard approximations: weak subsystem-bath cou-
pling, Markovianity of the electronic and phononic envi-
ronments, secular approximation for decoupling popula-
tion and coherence dynamics, and working with models
satisfying 〈Bˆel/ph〉 = 0. Under these approximations, the
population pn of the (subsystem) state n obeys a quan-
tum kinetic equation42
p˙n(t) = −pn(t)
∑
m
kn→m +
∑
m
km→npm(t), (17)
with rate constants
kn→m = |Sm,n|2
∫ ∞
−∞
dτei(En−Em)τ 〈Bˆ(τ) Bˆ(0)〉. (18)
The Bˆ operators are written in the interaction represen-
tation, Bˆ(τ) = eiHˆ0τ Bˆe−iHˆ0τ with Hˆ0 = HˆS+HˆB. Aver-
ages are calculated with respect to the initial state of the
baths ρˆB = ρˆel ⊗ ρˆph, 〈Aˆ(t)〉 ≡ TrB[Aˆ(t)ρˆB ] ρˆel = ρˆLρˆR
with ρˆν = e
−βν(Hˆν−µνNˆν)/Trν [e
−βν(Hˆν−µνNˆν)], see defi-
nitions at the end of Sec. II B.
Since Bˆ = Bˆel + Bˆph, and from Eq. (12) Bˆel =
BˆL + BˆR, the rate constants are additive in the differ-
ent processes,
kn→m = k
L→R
n→m + k
R→L
n→m + k
ph
n→m. (19)
The electronic rates (ν = L,R, ν¯ = R,L) are
kν→ν¯n→m = |Sm,n|2
∫ ∞
−∞
dτei(En−Em)τ 〈Bˆν(τ) Bˆν¯(0)〉
(20)
with18
kL→Rn→m = |Sm,n|2
∫ ∞
−∞
dǫ
2π
fL(ǫ)[1−fR(ǫ+Enm)]JL(ǫ)JR(ǫ+Enm),
kR→Ln→m = |Sm,n|2
∫ ∞
−∞
dǫ
2π
fR(ǫ)[1−fL(ǫ+Enm)]JR(ǫ)JL(ǫ+Enm). (21)
Here, Enm ≡ En − Em, where as we recall, En are the
eigenenergies of the primary oscillator. The electronic
rate constants are given in terms of the Fermi-Dirac func-
tions and the spectral density functions of the left and
right electronic leads (involving the molecular electronic
states). These terms are nonzero when (i) both leads
are not fully occupied or empty, and (ii) the overlap be-
tween the spectral functions, differing by one quanta of
energy, is non-negligible. Because of the assumed weak
electron-phonon coupling, each electron tunnelling pro-
cess involves absorption/emission of a single vibrational
quanta.
The phonon bath-induced rates are evaluated with
the average taken over the canonical distribution
ρˆph = e
−βphHˆph/Zph with the partition function Zph =
Tr[e−βphHˆph ] and the inverse temperature βph = 1/Tph,
kphn→m = Γph(|Emn|)nph(Emn)sgn(Emn). (22)
The vibration-phonon bath coupling energy is
Γph(ω) = 2π
∑
k
ν2kδ(ω − ωk), (23)
later taken as an energy-independent constant44.
nph(ω) =
[
eβphω − 1]−1 is the Bose-Einstein occupation
factor. We work with Γph large enough so as to satisfy
kn→m < km→n for m > n and rule out the phenomenon
of vibrational instability18, the uncontrolled bias-induce
heating of the vibration.
For later use, it is convenient to organize the popula-
tion dynamics (17) in a matrix form
|p˙〉 = L|p〉
= (LL→R + LR→L + Lph) |p〉, (24)
with |p〉 a vector collecting the subsystem population, L
is the so-called Liouvillian.
It is useful to recall that if the primary mode is har-
monic, only transitions between neighboring states sur-
vive according to Eq. (5). The population dynamics then
simplifies to
p˙n = − [nkn→n−1 + (n+ 1)kn→n+1] pn
+ (n+ 1)kn+1→n pn+1 + (n− 1)kn−1→n pn−1.(25)
In contrast, the Morse and HQ potentials support tran-
sitions beyond nearest neighbors, see Fig. 2c, thus the
resulting population dynamics is rather complex.
6B. Cumulant Generating Function
In molecular electronic applications we are promi-
nently interested in the charge transport characteristics
of the junction. In order to “count” charge transfer pro-
cesses, we define the so-called characteristic function45,46
Z(λe, λp) = 〈eiλeHˆR+iλpNˆRe−iλeHˆ
H
R (t)−iλpNˆ
H
R (t)〉,(26)
with λe and λp as counting fields for energy and particles,
respectively, transferred from the right terminal to the
left one. Operators here are written in the Heisenberg
representation. The average is performed with respect
to the total density matrix (subsystem + baths) at the
initial time. Equation (26) can be organized as
Z(λe, λp) = TrS
[
ρSλe,λp(t)
]
(27)
with the counting-fields dependent reduced density ma-
trix
ρSλe,λp(t) ≡ Trel,ph
[
Uˆ−λe/2,−λp/2(t) ρT (0) Uˆ
†
λe/2,λp/2
(t)
]
.
(28)
The forward and backward evolution operators are not
hermitian conjugates. For example, the forward propa-
gator is given by
Uˆ−λe/2,−λp/2(t) =
exp
[
−iλe
2
HˆR − iλp
2
NˆR
]
Uˆ(t) exp
[
i
λe
2
HˆR + i
λp
2
NˆR
]
≡ exp[−iHˆ−λe/2,−λp/2(t)], (29)
with the counting-field dependent total Hamiltonian,
e.g.,
Hˆ−λe/2,−λp/2 = HˆS +
Hˆel + Sˆ ⊗
[
g
∑
l,r
γ∗l γra
†
l are
i
2
(λp+ǫrλe) + h.c.
]
+
Hˆph + Sˆ ⊗
∑
k
νk
(
bˆ†k + bˆk
)
(30)
To evaluate the characteristic function we therefore need
to study the dynamics of the counting-field dependent re-
duced density matrix with time evolution operators made
of the interaction Hamiltonian (11)—now decorated with
the counting-fields26 λ = (λp, λe),
Bˆel∓λ/2 = g
[
γ∗l γraˆ
†
l aˆre
± i
2
(λp+ǫrλe) + h.c.
]
. (31)
We can now follow standard weak-coupling projection
operator methods, work under the Markovian and sec-
ular approximations, and receive an equation of motion
for the counting-field dependent mode population26, pre-
cisely analogous to Eq. (17),
p˙λn(t) = −pλn(t)
∑
m
kn→m +
∑
m
kλm→np
λ
m(t). (32)
The rate constants satisfy
kλn→m =
[
kλn→m
]L→R
+
[
kλn→m
]R→L
+ kphn→m, (33)
recovering Eq. (19) when λ = 0. The counting-fields
dependent terms are given by21,26
[
kλn→m
]L→R
= |Sm,n|2
∫ ∞
−∞
dǫ
2π
fL(ǫ)(1− fR(ǫ + Enm))JL(ǫ)JR(ǫ + Enm)e−i(λp+(ǫ+Enm)λe),
[
kλn→m
]R→L
= |Sm,n|2
∫ ∞
−∞
dǫ
2π
fR(ǫ)(1 − fL(ǫ + Enm))JR(ǫ)JL(ǫ + Enm)ei(λp+ǫλe). (34)
Obviously, the phonon bath-induced rates are intact in
the present counting statistics calculation. We can ratio-
nalize Eq. (34) as follows: According to our sign conven-
tion charge transferred is counted positive when flowing
R to L. The rate [kλn→m
]L→R
stands for the process with
a single electron crossing the junction against this con-
vention, adding an energy in the amount of ǫ+Enm to the
R bath. The exponent, with charge and energy counting
fields, therefore appears with a negative sign. In con-
trast, the rate [kλn→m
]R→L
describes the transfer of an
electron with energy ǫ right-to-left, in line with our sign
convention. The exponent then appears with a positive
sign decorating the counting fields.
It is convenient to organize Eq. (32) as a matrix oper-
ation,
|p˙λ〉 = Lλ|pλ〉
=
(LλL→R + LλR→L + Leldiag + Lph) |pλ〉. (35)
Leldiag is a diagonal matrix with electronic bath relaxation
rates, independent of the counting field, see Eq. (32).
Back to Eq. (27), the long-time (steady state) solution
of Eq. (32) hands over the cumulant generating function
(CGF),
G(λ) = lim
t→∞
1
t
lnZ(λ) = lim
t→∞
1
t
ln〈I|pλ(t)〉, (36)
where 〈I| = (1, 1, 1, · · · )T is the identity vector. The
CGF delivers the steady state charge and energy cur-
7rents, as well as higher order cumulants, by taking deriva-
tives with respect to the counting fields [recall the defi-
nition Eq. (26)].
1. Charge current
The charge current is derived from
〈Ip〉 = ∂G(λ)
∂(iλp)
∣∣∣
λ=0
= 〈I| ∂L
λ
∂(iλp)
∣∣∣
λ=0
pss〉 (37)
where |pss〉 = |p0, p1, p2, · · · 〉 is the column vector with
the steady state populations, obtained by solving Eq.
(17), p˙n = 0, with the normalization condition
∑
n pn =
1. We organize next working expressions for the charge
current based on Eq. (37). First, one can immediately
receive the intuitive construction
〈Ip〉 =
∑
m,n
pssn
∂kλn→m
∂(iλp)
∣∣∣
λ=0
=
∑
m,n
pssn
(
kR→Ln→m − kL→Rn→m
)
, (38)
Another convenient form is based on the identification
of the subsystem and bath correlation functions. In real
time we define
CS(τ) ≡ 〈Sˆ(0)Sˆ(τ)〉ss =
∑
n
pssn 〈n|Sˆ(0)Sˆ(τ)|n〉, (39)
and Cν,ν¯(τ) = 〈Bˆν(0)Bˆν¯(τ)〉. The frequency domain
functions CS(ω), Cν,ν¯(ω), are included in Appendix A.
We now organize the charge current as,
〈Ip〉 =
∫ ∞
−∞
dτCS(τ) [CRL(τ) − CLR(τ)]
=
1
2π
∫ ∞
−∞
dω CS(−ω) [CRL(ω)− CLR(ω)] . (40)
For more details, see Appendix A.
We emphasize that Eqs. (37), (38), and (40) are equiv-
alent: One can compute the charge current directly from
the Liouvillian, or by combining its matrix elements. Al-
ternatively, one can evaluate the correlation functions of
the subsystem and the electronic baths in frequency do-
main, in steady state, and reach the charge current from
their convolution. Note that pssn depends on the coupling
strength of the primary mode to both the electronic and
phononic baths.
2. Energy current
The energy current is obtained from Eq. (36) by taking
the λe derivative,
〈Ie〉 = ∂G(λ)
∂(iλe)
∣∣∣
λ=0
= 〈I| ∂L
λ
∂(iλe)
∣∣∣
λ=0
pss〉.
=
∑
m,n
pssn
∂kλn→m
∂(iλe)
∣∣∣
λ=0
, (41)
Defining the correlation functions C˙LR(τ) ≡
〈dBˆL(0)dt BˆR(τ)〉, and C˙RL(τ) ≡ 〈BˆR(0)dBˆL(τ)dt 〉, with
dBˆL/dt = i[HˆL, BˆL], we can express the energy current
as,
〈Ie〉 =
∫ ∞
−∞
dτCS(τ)
[
C˙RL(τ) − C˙LR(τ)
]
=
1
2π
∫ ∞
−∞
dω ωCS(−ω) [CRL(ω)− CLR(ω)] . (42)
For details, see Appendix A. Eqs. (40) and (42) for the
charge and energy current clearly portray the inelastic
many-body nature of transport processes in our model.
Particles and energy transfer between the two metals pro-
ceed by the excitation/relaxation of the subsystem oscil-
lator. These expressions also illustrate that our work
only accounts for weak subsystem-bath coupling effects,
as multi-quanta effects are missing. As well, non-secular
processes are non included.
IV. SIMULATIONS
Considering the molecular junction setup of Fig. 1,
quantities of interest are the current-voltage characteris-
tics of the system (beyond linear response), and its ther-
moelectric efficiency. In our simulations we assume met-
als with a constant density of states and a high energy
cutoff. For simplicity, we consider a symmetric setup
with Γ = ΓL = ΓR and ǫ0 = ǫd,a. Recall that the
functions Jν(ǫ) describe the density of states in the ν
compartment—after absorbing the molecular electronic
levels into the metal leads (e.g., the donor state into the
L metal).
A. Charge current-voltage characteristics
We set the equilibrium Fermi energy at zero and apply
the voltage bias in a symmetric manner, µR = −µL >
0. According to our sign convention, the charge current
is positive when flowing right to left. We assume that
the molecular orbitals do not shift with bias. This effect
could be implemented easily to materialize a strong diode
behavior18,19.
The main question that we address next concerns sig-
natures of the anharmonic molecular oscillator on the
charge current. Recall that our model only supports in-
elastic (vibrationally-assisted) electron current. In Ap-
pendix B we further add a direct tunneling term between
the two sites to the Hamiltonian, tcˆ†dcˆa +h.c. This elastic
contribution to the current is included (as an approxi-
mation) by the coherent Landauer formula on top of the
inelastic contribution.
8FIG. 3. Harmonic mode junction. Illustrations of principal processes that contribute to the three peaks in the differential
conductance of Fig. 4. (a) Low-bias excitations satisfying ∆µ = ω0 are responsible for peak 1. (b) A resonant condition is
met once ∆µ = 2ǫ0, leading to peak 2. (c) When ∆µ = 2(ǫ0 + ω0), a vigorous mode-heating mechanism generates peak 3.
The dashed line marks the equilibrium Fermi energy. Horizontal green arrows represent incoming and outgoing electrons of
different energies. Vertical arrows exemplify corresponding vibrational relaxation and excitation processes.
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FIG. 4. Harmonic mode junction. (a) Current-voltage characteristics (〈Ip〉 as a function of ∆µ) and (b) differential conductance
at T = 5 K (left) and at a higher temperature, T = 100 K (right). The differential conductance exposes three peaks— the
corresponding inelastic processes are illustrated in Fig. 3. Parameters are ǫ0 = 0.15, ω0 = 0.1, g = 0.1, Γ = 0.001, Γph = 0.05
in eV.
1. Harmonic molecular oscillator
We begin by studying transport behavior in the
harmonic-mode junction. Inelastic scattering mecha-
nisms are illustrated in Fig. 3; the current-voltage char-
acteristics and the differential conductance, at two dif-
ferent temperatures, are depicted in Fig. 4. We use
ǫ0 = 0.15, ω0 = 0.1, Γ=0.001, Γph = 0.05, all in eV, and
T=5 K and T = 100 K. This choice of parameters allows
us to resolve three peaks in the differential conductance,
and we now explain these features.
The lowest peak (1) in Fig. 4(b) appears around
∆µ = 0.1 eV, once electrons acquire sufficient energy to
be exchanged with the vibrational mode—of frequency
ω0 = 0.1 eV. Nevertheless, the current is very small at
this region since the molecular electronic levels are posi-
tioned outside the bias window, ǫ0 > ∆µ/2.
The second (2) peak in the differential conductance
arises around ∆µ ∼ 2ǫ0, once a resonant condition is met,
with the chemical potential at the right lead reaching
the energy of the (degenerate) molecular orbitals. Out-
going electrons at the left lead emerge from the junction
with energies around ǫ0 ±ω0, with the plus (minus) sign
corresponding to relaxation (excitation) processes of the
vibrational mode.
The upper peak (3) in the differential conductance de-
velops around µR ∼ (ǫ0 + ω0). At this bias, incoming
electrons—of energies ǫ0 + ω0— excite the vibrational
mode, giving away ω0 and leaving the junction with en-
ergy ǫ0, in a region of high density of states; recall that
J(ǫ) shows a maximum at ǫ0. This peak in the differen-
tial conductance thus principally corresponds to heating
effects of the vibrational mode, processes that can be con-
tained by allowing energy dissipation from the primary
mode to a secondary phonon bath, using Γph 6= 0.
9FIG. 5. Anharmonic-potential junction. Illustrations of principal processes contributing to the differential conductance in
e.g., the Morse potential junction, examined in Fig. 6. (a) Low-bias excitation, satisfying ∆µ = E1 −E0, responsible for peak
1 in Fig. 6. (b) Resonant conduction ∆µ = 2ǫ0, leading to peak 2, and (c) mode-heating regime with ∆µ = 2(ǫ0 + En − Em),
n > m, generating peak 3. The dashed line marks the equilibrium Fermi energy. Horizontal green arrows represent incoming
and outgoing electrons of different energies, vertical arrows exemplify vibrational excitations.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
2
4
6
8 x 10
−7
cu
rr
e
n
t (A
mp
)
 
 
(a) T=5 K
harmonic   HQ   morse
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 110
−15
10−12
10−9
∆ µ (eV)
d<
I p>
/d
(∆
µ) 
(A
mp
/eV
) (b)
1
2
3
0→ 1
1→ 2
2→ 3
0→ 2
1→ 3
2→ 4 0→ 3
1→ 42→ 5
0→ 1
1→ 2
FIG. 6. (a) Current-voltage characteristics (〈Ip〉 as a function of ∆µ) and (b) differential conductance of the DA junction with
harmonic (black) Morse (blue) and the HQ (red) oscillators at low temperature, T = 5 K. Parameters are ǫ0 = 0.15, ω0 = 0.05,
g = 0.1, Γ = 0.001, Γph = 0.05 in eV, T = 5 K. Anharmonicity parameters for the HQ and the Morse potentials are a4 = 1
1/eV and D = 1 eV, respectively.
2. Anharmonic molecular oscillators
We proceed and examine the role of potential anhar-
monicity on the current and the differential conductance.
Fig. 5 depicts relevant inelastic mechanisms. Figs. 6-8
display the current-voltage characteristics and the differ-
ential conductance at different temperatures and metal-
molecule hybridization.
The low temperature weak-hybridization behavior of
an anharmonic-mode junction is displayed in Fig. 6. We
can readily identify the first peak (1) in Fig. 6 (compare
to Fig. 4) by the sharp vertical jump in the differential
conductance around ∆µ = 0.1 eV. The precise position
of the peak depends on the nature of the potential. In
contrast, the position of the second peak (2) in the dif-
ferential conductance is not affected by the nature of the
vibrational potential—it is determined by a resonant con-
dition for the electronic system, µR = ǫ0. The third peak
(3) is largely influenced by the potential anharmonicity.
Particularly for the Morse potential, the peak is split and
replicated at high voltage as we explain next.
We identify three central effects of anharmonicity on
conductance: (i) Magnitude of current. The Morse (HQ)
potential supports the highest (lowest) currents. (ii) Shift
of peaks. The first and third peaks are red (blue) shifted
for the Morse (HQ) model relative to the harmonic oscil-
lator case. (iii) Splitting of the third peak and appear-
ance of new peaks at high bias. In the examined range
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FIG. 7. Second derivative of the current—presented in Fig
6(a)—with respect to voltage, considering a junction with a
Morse oscillator. Parameters are the same as in Fig. 6.
of bias, the Morse potential supports succession of peaks
at high bias. These peaks are missing altogether in the
HO model.
Observations (i)-(ii) can be reasoned by recalling the
role of anharmonicity on level spacing: Energy levels in
the HQ potential become further apart as we go higher
in energy, with spacings exceeding the harmonic value
ω0. In contrast, in the Morse potential levels are pushed
together, see Fig. 2. These adjustments to level spacings
shift the location of the first and third peaks. More sig-
nificantly, when energy levels cluster, heating processes
become more feasible, enhancing the current at high bias.
We now explain observation (iii). The third peak in the
differential conductance emerges due to heating effects of
the molecular vibration. In harmonic modes only tran-
sitions between neighboring levels are allowed and gaps
between levels are fixed. This translates to a single peak
at ∆µ = 2(ǫ0 + ω0). The HQ and the Morse poten-
tials, in contrast, support energy spectrum with vary-
ing energy spacings—leading to the splitting of the third
peak. This splitting is particularly significant for the HQ
model; the transitions |n〉 → |n + 1〉 can be readily re-
solved at ∆µ = 2(ǫ0 +En+1 −En), see e.g. the peaks at
0.54,0.57, 0.597 eV. Anharmonic potentials further relax
the strict harmonic “selection rule”, allowing transitions
beyond nearest-neighboring states. Specifically, the exci-
tations |n〉 → |n+2〉 are allowed for the Morse potential,
showing up as a succession of three peaks for |2〉 → |4〉,
|1〉 → |3〉 and |0〉 → |2〉, from low to high frequencies.
These transitions are strictly forbidden for the HO and
the HQ potentials given the even symmetry of the poten-
tial.
We now more carefully analyze the low-bias regime
where peak (1) shows up, by studying the second deriva-
tive of the current with respect to bias, see Fig. 7. This
type of analysis, inelastic electron tunneling spectroscopy
(IETS)47–49, has been demonstrated to provide fun-
damental microscopic information on electron-vibration
coupling in transport experiments, see e.g. Refs.50–52.
For simplicity, we only analyze here the Morse potential.
We resolve three peaks in the second derivative, corre-
sponding to different low-bias resonance situations. The
dominant low-bias effect is a heating process of the vi-
bration, taking place at ∆µ = E1 − E0 ∼ 0.095 eV. Less
likely yet visible are heating effects due to direct transi-
tions from the ground state to the second excited state
satisfying ∆µ = E2 − E0 ∼ 0.185 eV. In between, when
the condition µR = ǫ0−E1−E0 is reached, the vibration
is cooled down, and electrons gain sufficient energy so
as to satisfy an electronic resonance condition and effec-
tively cross the junction. Within the present parameters
for the Morse potential, this cooling situation is fulfilled
at µR ∼ 0.055 eV, or ∆µ = 0.11 eV. Since temperature is
rather low, this cooling process is quite limited compared
to heating effects. Note as well that within our choice
of parameters, in the case of a harmonic oscillator, the
heating ∆µ = ω0 and cooling µR = ǫ0 − ω0 conditions
(accidentally) coincide at ∆µ = 0.1 eV. However, since
heating effects greatly dominate over cooling processes at
low bias and low temperatures, we had attributed above
(Figs. 3 and 5) the first peak to mode-heating effects.
Finally, we comment that the trends observed in Figs.
6-7 are maintained at room temperature or at higher hy-
bridization. However, the separation between the differ-
ent peaks becomes rather poor then, see Fig. 8.
3. Asymptotic high-bias results
An immediate observation from Figs. 6 and 8 is that
the inelastic current is the highest for a junction with
a Morse mode, and the lowest for the HQ case. We
justify this observation by studying the behavior of the
current in the high bias regime, when the current is ap-
proximately uni-directional with electrons flowing right-
to-left. Our starting point is equation (40) for the charge
current,
〈Ip〉 = 1
2π
∫ ∞
−∞
dω CS(ω) [CRL(−ω)− CLR(−ω)] .(43)
At low temperatures and in the high bias limit ∆µ >
T, ωs, with ωs a characteristic frequency of the oscillator,
the electronic correlation functions reduce to
CRL(ω) =
1
2π
∫ ∞
−∞
dǫfR(ǫ) [1− fL(ǫ− ω)] JR(ǫ)JL(ǫ− ω)
→ 1
2π
∫ µR
µL+ω
dǫJR(ǫ)JL(ǫ− ω)
CLR(ω) = 0. (44)
We assume that the hybridization is large, ΓL,R > ǫd,a
and receive from Eq. (16) JL,R(ǫ) =
4g
ΓL,R
. The charge
current now simplifies to,
〈Ip〉 ≈ 1
(2π)2
16g2
ΓLΓR
∆µ
∫ ∞
−∞
dωCS(ω). (45)
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FIG. 8. (a) Current-voltage characteristics and (b) differential conductance of the DA junction with harmonic (black) Morse
(blue) and an HQ (red) oscillators at T = 100 K with weak (left) and moderate (right) metal-molecule hybridization Γ. Other
parameters are the same as in Fig. 6.
We identify the system correlation function, evaluated as
an expectation value over the steady-state solution, by
1
2π
∫ ∞
−∞
dωCS(ω) =
∑
m,n
pssn |〈n|Sˆ|m〉|2
= 〈Sˆ2(0)〉ss. (46)
This function depends on the voltage bias since the
steady state populations of the oscillator are obviously
influenced by the electronic bath. It describes the mean-
square displacement of the oscillator, in steady state. We
can now organize a rather compelling expression for the
inelastic current,
〈Ip〉 ≈ 1
2π
16g2
ΓLΓR
∆µ〈Sˆ2(0)〉ss. (47)
It grows with the electron-oscillator coupling strength
as g2, and it depends on the electronic hybridization as
(ΓLΓR)
−1, with Γ−1L,R as the lifetime of electrons in the
donor/acceptor states. Furthermore, the scaling with the
mean-square displacement demonstrates that oscillators
with a highly confined motion (e.g., the HQ potential),
support low currents relative to softer oscillators (e.g.,
the Morse potential).
How does the charge current scale with ∆µ? For the
HO case we readily calculate the mean square displace-
ment at an arbitrary voltage. Following Ref.21 we obtain
〈Sˆ2(0)〉ss = kd + ku
kd − ku , (48)
with kd and ku as the relaxation and excitation rate con-
stants. Neglecting phonon relaxation rates (assuming an
isolated primary mode), it can be shown that kd + ku =
FIG. 9. DA junction under voltage bias and temperature
difference. In our calculations the right (left) terminal is made
hot (cold). The thermoelectric energy conversion efficiency is
defined in Eq. (50).
16g2
πΓLΓR
∆µ, kd−ku = 16g
2
πΓLΓR
ω0. thus, 〈Sˆ2(0)〉ss = ∆µ/ω0,
and the charge current obeys a quadratic relation–at high
bias,
〈Ip〉 ≈ 8g
2
πΓLΓR
∆µ2
ω0
. (49)
We emphasize that this scaling was derived for a molec-
ular junction with harmonic nuclear motion. It de-
scribes the current-voltage characteristics at high bias,
∆µ > ω0, T , strong hybridization ΓL,R > ǫd,a, and for
an isolated mode, Γph = 0. Fig. 8(a2) was generated
with parameters outside this restrictive region, yet we
observe that the three cases, HO, HQ and Morse, display
a quadratic scaling 〈Ip〉 ∝ ∆µ2 at intermediate biases;
at very high bias Γph is responsible for the saturation
behavior.
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FIG. 10. Linear response behavior of the donor-acceptor junction as a function of the molecule-metal hybridization energy at
room temperature T =300 K with a harmonic mode (full), HQ (dashed), and the Morse mode (dashed-dotted). (a) Electrical
conductance G in units G0 = e
2/h the quantum of conductance per channel per spin. (b) Electronic thermal conductance Σ,
(c) Seebeck efficiency S, and (d) figure of merit ZT . (e) Population of vibrational states in the three models (independent of
Γ). Parameters are ǫ0 = 0.15, ω0 = 0.05, g = 0.01 in eV, and temperature T = 300 K. Anharmonicity parameters for the HQ
and the Morse potentials are a4 = 1 1/eV and D = 1 eV, respectively.
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FIG. 11. Linear response characteristics of the junction at low temperatures, T = 50 K. (a) Electrical conductance, (b)
Electronic thermal conductance, (c) Seebeck coefficient, and (d) figure of merit ZT . Parameters are the same as Fig. 10.
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B. Thermopower and energy conversion efficiency
In this Section we aim in identifying signatures of
molecular anharmonicity in the thermopower and the en-
ergy conversion efficiency. To operate the device as a
thermoelectric engine, we set TL < TR and µL > µR. We
also isolate the oscillator from the secondary phonon bath
so as heat dissipation is only permitted in the metals, for
a schematic representation, see Fig. 9. Three-terminal
engines were studied e.g. in Refs.53,54.
The thermoelectric efficiency is defined as the ratio be-
tween the averaged power generated by the engine and
the heat absorbed from the hot (right) reservoir,
η =
(µL − µR)〈Ip〉
〈Iq〉 , (50)
with 〈Iq〉 = 〈Ie〉 − µR〈Ip〉 as the heat current. The
linear-response and the nonlinear performance of the DA
molecular junction were recently examined in Ref.41—
considering either a harmonic mode, or a two-state sys-
tem serving as an anharmonic impurity. We found there
that the electrical and thermal conductances were sen-
sitive to whether the mode was harmonic/two-state sys-
tem. However, we proved, based on the analytical form
of the CGF, that the Seebeck coefficient, the thermo-
electric figure-of-merit, and the thermoelectric efficiency
beyond linear response, concealed this information. We
now examine whether this insensitivity of the thermo-
electric figure-of-merit to mode properties (harmonic-
ity/anharmonicity) is a general feature valid beyond the
particular (and somewhat unique) two-state impurity
case.
We begin our analysis with linear response coefficients,
expanding the charge and heat current around thermal
equilibrium, with ∆V and ∆T as the voltage and tem-
perature differences, respectively,
〈Ip〉 = G∆V +GS∆T
〈Iq〉 = GΠ∆V + (ΣSΠ)∆T. (51)
Here, G is the electronic conductance, S the thermopower
(not to be confused with the subsystem operator Sˆ), Π
the Peltier coefficient, and Σ the electric thermal conduc-
tance. The (dimensionless) figure of merit ZT = GS
2
Σ T
determines the (linear response) thermoelectric energy
conversion efficiency.
Representative results are displayed in Figs. 10-11,
where we study the behavior of linear response coeffi-
cients as a function of the metal-molecule hybridization
at two different temperatures. In agreement with Figs.
6-8, we find that the three models, harmonic, Morse, and
HQ, support distinct (electrical, thermal) conductances,
with the Morse potential junction showing the highest
current and the HQ model demonstrating current sup-
pression. In contrast, the Seebeck coefficient and the
figure of merit in panels (c) and (d) display little sen-
sitivity to mode anharmonicity: At high temperatures
[quantified below Eq. (52)] S and ZT are almost iden-
tical in the different models, with about 5% deviations.
At low temperatures and weak hybridization more sub-
stantial deviations show up, with the HQ model allowing
20% higher thermoelectric efficiency than the Morse os-
cillator.
We further present in panel (e) of Figs. 10-11 the
long-time population of the vibrational state as a func-
tion of the level index n. Note that the steady state
population does not depend on the coupling Γ close-to-
equilibrium. We find that at the considered tempera-
tures, T = 50 − 300 K, level occupation quickly drops
with n, thus charge transfer dynamics is essentially de-
termined by transitions between the first two states.
We recall from previous work41 that in our junction—
when assuming a two-state impurity mode— the follow-
ing trends are observed: with increasing frequency ω0,
the electric and thermal conductances drop, the magni-
tude of S grows, and ZT increases. This behavior pre-
cisely matches the enhancement of ZT in the HQ model
relative to the Morse case.
We now explain the high-temperature and large-Γ in-
sensitivity of S and ZT , quantities which depend on ratio
of currents, to the nature of the oscillator. We begin with
Eq. (42) for the energy current, included here again for
convenience,
〈Ie〉 = 1
2π
∫ ∞
−∞
dωωCS(−ω) [CRL(ω)− CLR(ω)] .(52)
The function CS(ω) = 2π
∑
n,m p
ss
n |〈m|Sˆ|n〉|2δ(ω+Emn)
depends on the nature of the oscillator. The elec-
tronic bath correlation functions, e.g. CRL(ω) =
1
2π
∫
dǫfR(ǫ) [1− fL(ǫ − ω)] JR(ǫ)JL(ǫ − ω), are calcu-
lated at the oscillator transition frequencies Emn. Now
imagine that Γ is very small, to be quantified next. The
electronic spectral density functions JL,R(ǫ) become then
very narrow. As a result, the convolution in Eq. (52) del-
icately depends on the level spacing supported by the os-
cillator. In contrast, at relatively large Γ and T , Cν,ν¯(ω)
maintains comparable values for a range of frequencies
ω0− δω0 < ω < ω0+ δω0 with δω0 < Γ, T . Here, δω0 is a
measure for deviations from the harmonic energy spacing
ω0. Within our parameters, δω0 ∼ ω20/D ∼ 2 meV for
the Morse potential while for the HQ oscillator, δω0 ∼ 20
meV. The insensitivity of Cν,ν¯(ω) to the precise value of
the energy level spacings Emn allows us to approximate
ω → ω0 in the integrand of Eq. (52), making the energy
current proportional to 〈Ip〉. We conclude that as long
as T,Γ > δω0, ratio of currents turn out independent of
CS(ω)— thus S and ZT become identical in harmonic
and anharmonic junctions. This statement is valid as-
suming that currents are determined by the population
of the lowest few states of the oscillator.
In agreement with this argument, Figures 10-11
demonstrate that in the harmonic and Morse potentials,
S and ZT are almost indistinguishable. In contrast, the
HQ model deviates from the harmonic limit for these
quantities at T = 50 K, translating to kBT = 4 meV,
which is below δω0 = 20 meV.
We explore the thermoelectric efficiency beyond linear
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FIG. 12. (a) Thermoelectric efficiency η/ηC far from equilibrium with ηC = 1−TC/TH (b) Charge current 〈Ip〉 and (c) energy
current 〈Ie〉 for the harmonic (full), HQ (dashed), and Morse (dashed-dotted) potentials with ω0 = 0.05, ǫ0 = 0.15, g = 0.01,
Γ = 0.1, Γph = 0, in units of eV, and TL = 300 K, TR = 800 K.
response in Fig. 12 where we display the charge and
energy currents across the junction, along with the en-
ergy conversion efficiency, as a function of applied bias
for ∆T = 500 K. The Morse oscillator supports higher
currents than the harmonic-oscillator and the HQ models
(up to a factor of two), but the thermoelectric efficiency
only mildly deviates between the three cases. Since many
levels contribute to the currents at this high temperature-
high bias limit, we cannot put forward a simple argu-
ment justifying this correspondence. We know however,
from analytical considerations, that the harmonic oscil-
lator case and the two-state mode build up an identi-
cal thermoelectric energy conversion efficiency26. Addi-
tional work is required to clarify on this correspondence
in highly-biased, high-T , genuinely anharmonic models.
V. CONCLUSION
We studied the electrical transport characteristics and
thermoelectric efficiency of a phonon-assisted donor-
acceptor junction, focusing on the role of the vibrational
potential on transport behavior. We demonstrated that
the inelastic current can reveal signatures of molecular
anharmonicity, e.g., showing new peaks in the differen-
tial conductance, the result of compromised harmonic se-
lection rules. In contrast, properties that depend on the
ratio of the (inelastic) charge and energy currents, such
as the thermopower and the thermoelectric efficiency,
only mildly reveal the underlying molecular anharmonic-
ity. The thermopower and the thermoelectric efficiency
could be tuned by modifying the electronic parameters,
Γ and ǫd,a
41. However, the nature of the nuclear motion
only lightly influences these quantities. We emphasize
though that our calculations do not include the process of
phononic thermal conduction across the junction, a factor
that can significantly affect the overall efficiency55. Other
contributions here include the organization of working
expressions for the inelastic current (38)-(40), and the
derivation of a scaling law for the charge current at high
bias.
Our calculations were performed with a quantum
master equation which is perturbative in the electron-
vibration coupling but exact to all order in the metal-
molecule hybridization18. This should be contrasted
with other QME methods which are developed based
on the exact treatment of electron-vibration interaction
while including the metal-molecule coupling as pertur-
bative parameter46,56–59. QME methods can handle vi-
brational anharmonicities in an exact manner unlike the
non-equilibrium Green’s function (NEGF) technique, a
complementary perturbative treatment60,61. While we
do not have a benchmark for our analysis here—with an-
harmonic potentials— in Ref.21 we showed that our QME
can be exercised in a compatible manner with an NEGF
method, in a junction with a harmonic vibrational mode.
Our method is flexible: It can handle for example non-
linear interactions in the form Sˆ = e−αxˆ, as examined
in Ref.20, since matrix elements Sm,n can be reached
numerically. We can also use our method and simu-
late transport junctions with several-prominent vibra-
15
tions. Finally, the QME as described here can be used
to examine a range of transport problems, by turning
on/off different reservoirs. Besides the analysis of inelas-
tic electronic conduction with anharmonic modes, one
can use this method and study the operation of phonon-
thermoelectric transistors53 and phononic thermal junc-
tions with harmonic and anharmonic local modes, to
demonstrate nonlinear function such as thermal rectifi-
cation and negative differential thermal conductance62.
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APPENDIX A: DERIVATION OF EQS. (40) AND (42)
To derive Eq. (40) for the charge current, our starting point is equation (38) with the rate constants (20),
kν→ν¯n→m = |Sm,n|2
∫ ∞
−∞
dτei(En−Em)τ 〈Bˆν(τ) Bˆν¯ (0)〉.
(A1)
Here BˆL ≡ g
∑
r,l γ
∗
l γraˆ
†
l aˆr, and similarly BˆR = g
∑
r,l γ
∗
rγlaˆ
†
raˆl, BˆR = Bˆ
†
L. Averages are performed with respect to
the grand-canonical state in the L and R leads. We can now organize the following expression,
∑
m,n
pssn k
R→L
n→m =
∫ ∞
−∞
dτ
∑
m,n
pssn |Sm,n|2e−iEnmτ 〈BˆR(0)BˆL(τ)〉
=
∫ ∞
−∞
dτ〈Sˆ(0)Sˆ(τ)〉ss〈BˆR(0)BˆL(τ)〉 =
∫ ∞
−∞
dτCS(τ)CRL(τ) =
1
2π
∫
dωCS(ω)CRL(−ω), (A2)
with
CS(τ) =
∑
n
pssn 〈n|Sˆ(0)Sˆ(τ)|n〉. (A3)
In frequency domain,
CS(ω) = 2π
∑
n,m
pssn |〈m|Sˆ|n〉|2δ(ω + Emn). (A4)
The bath correlation functions are Cν,ν¯(τ) ≡ 〈Bˆν(0)Bˆν¯(τ)〉, ν, ν¯ = L,R, or explicitly,
CRL(τ) = 〈BR(0)BL(τ)〉 = g2
∑
l,r
|γl|2|γr|2fR(ǫr)[1 − fL(ǫl)]ei(ǫl−ǫr)τ ,
CRL(ω) =
1
2π
∫ ∞
−∞
dǫfR(ǫ) [1− fL(ǫ− ω)] JR(ǫ)JL(ǫ − ω), (A5)
with JL,R(ω) given in Eq. (16). Similarly, the second expression in Eq. (38) organizes to
∑
m,n
pssn k
L→R
n→m =
∫ ∞
−∞
dτCS(τ)CLR(τ) =
1
2π
∫ ∞
−∞
dωCS(ω)CLR(−ω).
(A6)
Combining Eq. (A2) with (A6), we arrive at Eq. (40) for the charge current
〈Ip〉 =
∑
n,m
pssn
[
kR→Ln→m − kL→Rn→m
]
=
1
2π
∫ ∞
−∞
dωCS(ω)[CRL(−ω)− CLR(−ω)]. (A7)
By following similar steps, we derive next Eq. (42) for the energy current. We begin from Eq. (41),
〈Ie〉 =
∑
m,n
pssn
∂kλn→m
∂(iλe)
∣∣∣
λ=0
, (A8)
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with the energy relaxation/excitation rate constants
∂[kλn→m]
L→R
∂(iλe)
∣∣∣∣∣
λ=0
= |Sm,n|2
∫ ∞
−∞
dǫ
2π
[−ǫ− Enm]fL(ǫ)(1− fR(ǫ + Enm))JL(ǫ)JR(ǫ + Enm),
∂[kλn→m]
R→L
∂(iλe)
∣∣∣∣∣
λ=0
= |Sm,n|2
∫ ∞
−∞
dǫ
2π
ǫfR(ǫ)(1− fL(ǫ+ Enm))JR(ǫ)JL(ǫ+ Enm). (A9)
In analogy with Eq. (A1), we introduce the following definitions,
k˙R→Ln→m = |Sm,n|2
∫ ∞
−∞
dτe−i(En−Em)τ 〈BˆR(0) ˙ˆBL(τ)〉,
= i|Sm,n|2
∫ ∞
−∞
1
2π
dǫ(Enm + ǫ)fR(ǫ)[1 − fL(ǫ+ Enm)JR(ǫ)JL(ǫ+ Enm)
k˙L→Rn→m = |Sm,n|2
∫ ∞
−∞
dτe−i(En−Em)τ 〈 ˙ˆBL(0)BˆR(τ)〉,
= i|Sm,n|2
∫ ∞
−∞
1
2π
dǫǫfL(ǫ)[1− fR(ǫ + Enm)JL(ǫ)JR(ǫ + Enm). (A10)
The time derivative corresponds to
˙ˆ
BL(t) = i[HˆL(t), BˆL(t)] = g
∑
l,r ǫlγ
∗
l γraˆ
†
l (t)aˆr(t) with the time evolution given in
the interaction representation. Using Eq. (A8), we construct the energy current
〈Ie〉 = i
∑
n,m
pssn
[
k˙R→Ln→m − k˙L→Rn→m
]
= i
∫ ∞
−∞
dτCS(τ)
[
C˙RL(τ) − C˙LR(τ)
]
=
1
2π
∫ ∞
−∞
dωωCS(−ω) [CRL(ω)− CLR(ω)] . (A11)
APPENDIX B: ELASTIC CONTRIBUTION TO THE
CHARGE CURRENT
The current from electrons that transverse the system
elastically and coherently can be included using the Lan-
dauer formalism. The steady state charge current, de-
fined as positive from right to left, is expressed as,
Ielastic =
e
2π~
∫ ∞
−∞
dǫ T (ǫ)[fR(ǫ)− fL(ǫ)], (B1)
with fν(ǫ) as the Fermi-Dirac function. The transmis-
sion probability T (ǫ) can be obtained from the Green’s
function formalism using,
T (ǫ) = Tr[Gˆr(ǫ)ΓˆLGˆa(ǫ)ΓˆR], (B2)
where Gˆr(ǫ) is the retarded Green’s function,
Gˆr(ǫ) = [Iˆǫ− HˆM + iΓˆ/2]−1, (B3)
and Gˆa(ǫ) = [Gˆr(ǫ)]†. ΓˆL,R are hybridization matrices for
left and right leads,
ΓˆL =
[
ΓL 0
0 0
]
, ΓˆR =
[
0 0
0 ΓR
]
(B4)
with ΓL,R as the lead-molecule hybridization for left or
right leads, taken to be equal throughout the text as Γ.
We define the terms in Eq. (B3) as follows. Iˆ is the iden-
tity matrix, Γˆ is a sum of the two hybridization matrices
(Γˆ = ΓˆL + ΓˆR) and HˆM is the molecular Hamiltonian,
HˆM =
[
ǫd t
t ǫa
]
(B5)
Recall that ǫ0 = ǫd,a are the D and A energy levels,
t is the tunneling energy between D and A. Using Eq.
(B2) and the above definitions we find the transmission
function
T (ǫ) = t
2ΓLΓR
|(ǫ − ǫ0 + iΓL/2)(ǫ− ǫ0 + iΓR/2)− t2|2 .(B6)
Employing Eq. (B1), we calculate the elastic current with
a range of applied voltages to obtain Fig. 13(a). We make
the non-crossing approximation and write down the total
current as the sum of the elastic and inelastic currents,
which gives the dashed-dotted curve in Fig. 13(a). The
inelastic curve (dark) is identical to the one included in
Fig. 6(a). The differential conductance is shown in Fig.
13 (b). We observe two new peaks in the first derivative
of the total current corresponding to the added elastic
processes which occur at biases that satisfy the resonance
conditions,
∆µ ≈ 2(ǫ0 + t) = 0.34 eV
∆µ ≈ 2(ǫ0 − t) = 0.26 eV. (B7)
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FIG. 13. (a) Elastic (light), inelastic (full) and total (dashed-dotted) charge currents and (b) their first derivative with respect
to bias. We used the Morse potential with same parameters as in Fig. 6, including a tunneling energy t = 0.02 eV.
Since these are elastic processes, electrons do not ex-
change there energy with the molecular vibration, unlike
the peak at 0.3 eV coming up from the inelastic contri-
bution.
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