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QUIVERS WITH RELATIONS OF HARADA ALGEBRAS
KOTA YAMAURA
Abstract. For a finite dimensional algebra R, we give an explicit description of quivers with relations
of block extension of R. As an application, we describe quivers with relations of Harada algebras by
using those of the corresponding quasi-Frobenius algebras.
1. Introduction
Two classes of artinian rings have been studied for a long time. The one is Nakayama rings and the
other is quasi-Frobenius rings (QF-rings). In 1980s, Harada introduced the new class of artinian rings
called Harada rings nowadays, which give a common generalization of Nakayama rings and QF-rings.
Many authors have studied the structure of Harada rings (e.g. [5, 6, 9, 10, 11, 12, 13, 14]). Among
others, Oshiro [14] gave a structure theorem of Harada rings as upper staircase factor rings of block
extensions of QF-rings. This plays an important role in the theory of Harada rings.
In [16], Thrall paid attention to three properties of QF-algebras, called QF-1, QF-2, and QF-3. Harada
algebras satisfies the property QF-3 which is the condition that injective hull of the algebra is projective.
This property is often called 1-Gorenstein [7, 3] or dominant dimension at least one [15], and often plays
an important role in the representation theory. Harada algebras give a class of QF-3 algebras, and their
indecomposable projective modules have ”nice” structure (see Definition 2.2).
In this paper, we study Harada algebras by using method of representation theory of algebras. In 1970s,
Gabriel introduced quivers with relations in representation theory of algebras. This gives a powerful tool
to calculate modules over algebras (see [2, 4]). The aim of this paper is to describe the quivers with
relations of Harada algebras by using those of the corresponding QF-algebras. More generally, we give a
description of quivers with relations of block extensions of arbitrary finite dimensional algebras.
This paper is organized as follows. In section 2, we recall basic results on Harada algebras, especially
their structure theorem in terms of block extensions and upper staircase factor algebras. In section 3,
we state our main theorems that describe the quivers with relations of block extensions of arbitrary
algebras. We prove them in section 4. In section 5, we describe quivers with relations of Harada algebras
by studying those of upper staircase factor algebras.
Throughout this paper, an algebra means a finite dimensional associative algebra over an algebraically
closed field K. We always deal with right R-modules. We denote by J(M) the Jacobson radical of an
R-module M and by S(M) the socle of M . We denote by 〈x〉ij the matrix with the (i, j)-entry x and
other entries 0.
2. Block extension and Harada algebras
In this section, we recall definitions and basic facts on Harada algebras, in particular block extensions,
upper staircase factor algebras, and the structure theorem of Harada algebras. These are due to Oshiro
in [12] [13] [14].
We start with giving a definition of left Harada algebra from its structural point of view.
Definition 2.1. Let R be a basic algebra and Pi(R) be a complete set of orthogonal primitive idempotents
of R. We call R a left Harada algebra if Pi(R) can be arranged that Pi(R) = {eij}
m
i=1,
ni
j=1 where
(1) ei1R is an injective R-module for any i = 1, · · · ,m,
(2) eijR ≃ ei,j−1J(R) for any i = 1, · · · ,m, j = 2, · · · , ni.
In the rest of this section, we recall the structure theorem of Harada algebras. First we have to recall
block extensions.
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Definition 2.2. Let R be a basic algebra and let Pi(R) = {e1, · · · , em}. Then R can be represented as
the following matrix form.
R =


e1Re1 e1Re2 · · · e1Rem
e2Re1 e2Re2 · · · e2Rem
...
...
. . .
...
emRe1 emRe2 · · · emRem


We put Qi = eiRei and Aij = eiRej. Then Qi is the subalgebra of R with an identity element ei, and
Aij is a (Qi, Qj)-bimodule.
Let n1, n2, · · · , nm ∈ N be natural numbers. For 1 ≤ i, s ≤ m, 1 ≤ j ≤ ni and 1 ≤ t ≤ ns, we define
Pij,st as follows.
Pij,st :=


Qi (i = s, j ≤ t)
J(Qi) (i = s, j > t)
Aij (i 6= s)
and put ni × ns matrices P (i, s)
P (i, s) :=


Pi1,s1 Pi1,s2 · · · Pi1,sns
Pi2,s1 Pi2,s2 · · · Pi2,sns
...
...
. . .
...
Pini,s1 Pini,s2 · · · Pini,sns

 =




Qi · · · Qi
. . .
...
J(Qi) Qi

 (i = s)


Ais · · · Ais
...
...
Ais · · · Ais

 (i 6= s).
We define the block extension P of R for {n1, · · · , nm} as
P = R(n1, · · · , nm) =


P (1, 1) P (1, 2) · · · P (1,m)
P (2, 1) P (2, 2) · · · P (2,m)
...
...
. . .
...
P (m, 1) P (m, 2) · · · P (m,m)

 .
Clearly using usual matrix multiplication, P forms a ring.
We can see that P is a basic finite dimensional K-algebra with a complete set of orthogonal primitive
idempotents {fij | 1 ≤ i ≤ m, 1 ≤ j ≤ ni} where fij = 〈1〉ij,ij . It is known that any block extension of a
basic QF-algebra is a basic left Harada algebra (see [12]).
Example 2.3. For example, let m = 2 and consider the case n1 = 3, n2 = 2. Then
R(3, 2) =


Q1 Q1 Q1 A12 A12
J(Q1) Q1 Q1 A12 A12
J(Q1) J(Q1) Q1 A12 A12
A21 A21 A21 Q2 Q2
A21 A21 A21 J(Q2) Q2

 .
This is a Harada algebra if R is a QF-algebra.
Next we recall upper staircase factor algebras of block extensions.
Definition 2.4. Let R be a basic QF-algebra over a field K with Nakayama permutation σ and P =
R(n1, · · · , nm) a block extension in Definition 2.2. Then P is a basic left Harada algebra. First we define
a sub (P (i, i), P (σ(i), σ(i)))-module S(i, σ(i)) of P (i, σ(i)) as follows.
(I) Case i = σ(i). We take a sequence
1 ≤ ci1 ≤ ci2 ≤ · · · ≤ cini ≤ ni.
of natural numbers. We define a subset S(i, i) of P (i, i) as follows.
Sij,it =
{
0 (1 ≤ t ≤ cij),
S(Qi) (cij < t ≤ ni),
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P (i, i) ⊃ S(i, i) =


Si1,i1 Si1,i2 · · · Si1,ini
Si2,i1 Si2,i2 · · · Si2,ini
...
...
. . .
...
Sini,i1 Sini,i2 · · · Sini,ini

 .
We note that S(Qi) is a left simple and a right simple Qi-module. We can see that S(i, i) is sub
(P (i, i), P (i, i))-module of P (i, i). It has the following form.
S(i, i) =


0 · · · 0 S(Qi)
0

 .
(II) Case i 6= σ(i). We take a sequence
1 ≤ ci1 ≤ ci2 ≤ · · · ≤ cini ≤ nσ(i).
of natural numbers. We define a subset S(i, σ(i)) of P (i, σ(i)) as follows.
Sij,σ(i)t =
{
0 (1 ≤ t ≤ cij),
S(Aiσ(i)) (cij < t ≤ nσ(i)),
P (i, σ(i)) ⊃ S(i, σ(i)) =


Si1,σ(i)1 Si1,σ(i)2 · · · Si1,σ(i)nσ(i)
Si2,σ(i)1 Si2,σ(i)2 · · · Si2,σ(i)nσ(i)
...
...
. . .
...
Sini,σ(i)1 Sini,σ(i)2 · · · Sini,σ(i)nσ(i)

 .
We note that S(Aiσ(i)) is a left simple Qi-module and a right simple Qσ(i)-module. We can see
that S(i, σ(i)) is sub (P (i, i), P (σ(i), σ(i)))-module of P (i, σ(i)). It has the following form.
S(i, σ(i)) =


0 · · · 0 S(Aiσi)
0

 .
Next we define a subset X of P by putting
P (i, s) ⊃ X(i, s) =
{
S(i, σ(i)) (s = σ(i)),
0 (s 6= σ(i)),
X =


X(1, 1) X(1, 2) · · · X(1,m)
X(2, 1) X(2, 2) · · · X(2,m)
...
...
. . .
...
X(m, 1) X(m, 2) · · · X(m,m)

 .
Then X is an ideal of P . We define an upper staircase factor algebra P of P by
P = P/X = R(n1, · · · , nm)/X.
It is known that any upper staircase factor algebra of a block extension of a basic QF-algebra is a basic
left Harada algebra (see [14]). Conversely all left Harada algebras are constructed by these operations.
In fact, the following well-known result holds.
Theorem 2.5 (Structure Theorem of Harada algebras [14]). For any basic left Harada algebra T , there
exists a basic QF-algebra R such that T is isomorphic to an upper staircase factor algebra of a block
extension of R.
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We call the above R the frame QF-algebra of T .
The above theorem motivates us to consider the following question:
Question Is the quiver with relations of a Harada algebra described by using those of the frame
QF-algebra ?
The answer is “yes”. We describe the quivers with relations of block extensions of arbitrary (not
necesarilly QF) algebras R by using those of R in section 3 and 4. Moreover for the case R is QF, we
describe the quivers with relations of upper staircase factor algebras in section 5.
Example 2.6. We consider P = R(3, 2) of Example 2.3. We assume that R is a basic QF-algebra with
Nakayama permutation identity. For example, we take the following sequence.
c11 = 1, c12 = 2, c13 = 2, c21 = 1, c22 = 2.
Then X defined above is as follows.
X =


0 S(Q1) S(Q1) 0 0
0 0 S(Q1) 0 0
0 0 S(Q1) 0 0
0 0 0 0 S(Q2)
0 0 0 0 0

 .
The factor algebra P/X is a left Harada algebra.
3. Main theorem
In this section, we first recall basic definitions on presentations of algebras by using quivers with
relations (we refer to [2, ChapterII] for the detail). Next we state the main result of this paper which
describes quivers with relations of block extension algebras of R by using those of R.
Let R be a basic finite dimensional algebra over an algebraically closed field K. We use the notations
in Definition 2.2. The Jacobson radical of R is given by
J(R) =


J(Q1) A12 · · · A1m
A21 J(Q2) · · · A2m
...
...
. . .
...
Am1 Am2 · · · J(Qm)


(see [1]). Hence we have
(3.1) J(R)2 =


X11 · · · X1m
...
...
Xm1 · · · Xmm

 ,
where
Xij =
{
J(Qi)
2 +
∑
k 6=iAikAki (i = j),
J(Qi)Aij +AijJ(Qj) +
∑
k 6=i,j AikAkj (i 6= j).
We put
dij =
{
dimK J(Qi)/Xii (i = j),
dimK Aij/Xij (i 6= j).
Then the quiver Q of R is defined as follows.
(a) The set of vertices of Q is {1, 2, · · · ,m}.
(b) There are dij arrows {α
1
ij , α
2
ij , · · · , α
dij
ij } from i to j.
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We define the path algebra of Q. Let KQ be a K-vector space with the basis consisting of all paths
in Q. We define multiplication of KQ as follows. For any paths α = α1 · · ·αs, β = β1 · · ·βt (αk, βl are
arrows), we put i the end vertex of αk and put j the starting vertex of β1, then we define
αβ =
{
α1 · · ·αsβ1 · · ·βt (i = j),
0 (i 6= j).
We extend the multiplication linearly to KQ. Then we have a K-algebra KQ called the path algebra of
Q. We call p ∈ KQ basic if all paths appearing in p have the same source and target.
We fix a basis {x1ij , x
2
ij , · · · , x
dij
ij } ofK-vector spaces J(Qi)/Xii and Aij/Xij . By the universal property
of path algebras, we can define a K-algebra homomorphism ϕ : KQ −→ R by
kQ ∋ i 7−→ 〈1〉ii ∈ R,
kQ ∋ αtij 7−→ 〈x
t
ij〉ij ∈ R.
Then ϕ is surjective. Consequently, we have a K-algebra isomorphism
KQ/Ker ϕ ≃ R.
We fix a set of generators {ρ1, · · · , ρw} of the two-sided ideal Kerϕ of R. We can assume that ρi is basic
for any i.
Now we state our main results which give a quiver with relations of a block extension algebra of R.
Theorem 3.1. Let n1, · · · , nm ∈ N and put P = R(n1, · · · , nm). The quiver Q
′ of P is given as follows.
(a) The set of vertices of Q′ is {(i, j) | 1 ≤ i ≤ m, 1 ≤ j ≤ ni}.
(b) There are the following two kinds of arrows.
• An arrow δij from (i, j) to (i, j + 1).
• dis arrows {β
1
is, β
2
is, · · · , β
dis
is } from (i, ni) to (s, 1).
To describe relations for P , we have to define the extension map.
Definition 3.2. Let KQ+ (respectively, KQ
′
+) be a K-subspace of KQ (respectively, KQ
′) generated
by all paths of length ≥ 1. Using δij defined in Theorem 3.1, we put
δi = δi1δi2 · · · δini−1 ∈ KQ
′.
We define a K-linear map e : KQ+ −→ KQ
′
+ called the extension map, as follows. Any path
p = αt1i1i2α
t2
i2i3
· · ·αtkikik+1
of KQ corresponds to the path
e(p) = βt1i1i2δi2β
t2
i2i3
· · · · · ·β
tk−1
ik−1ik
δikβ
tk
ikik+1
of KQ′. Clearly e is an injection.
Then we can describe relations for P .
Theorem 3.3. Under the hypotheses of Theorem 3.1, we have a K-algebra isomorphism
P ≃ KQ′/(e(ρ1), · · · , e(ρw)).
Example 3.4. Let R be a K-algebra given by the following quiver with relations.
1α11
$$ α12 // 2
α21
oo


α311 = α12α21
α11α12 = 0
α21α11 = 0
Then R can be represented as the following matrix form.
R =
(
K[α11]/(α11)
4 Kα12
Kα21 K[α21α12]/(α21α12)
2
)
For example, R(3, 2) can be represented as the followng matrix form.
R(3, 2) =

 K[α11]/(α11)
4 K[α11]/(α11)
4 K[α11]/(α11)
4 Kα12 Kα12
(α11)/(α11)
4 K[α11]/(α11)
4 K[α11]/(α11)
4 Kα12 Kα12
(α11)/(α11)
4 (α11)/(α11)
4 K[α11]/(α11)
4 Kα12 Kα12
Kα21 Kα21 Kα21 K[α21α12]/(α21α12)
2 K[α21α12]/(α21α12)
2
Kα21 Kα21 Kα21 (α21α12)/(α21α12)
2 K[α21α12]/(α21α12)
2

 .
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The quiver with relations of R(3, 2) is given by following.
(1, 2)
δ12
##G
GG
GG
GG
G
(1, 1)
δ11
;;xxxxxxxx
(1, 3)
β12

β11
oo
(2, 2)
β21
OO
(2, 1)
δ21oo


e(α311) = β11δ11δ12β11δ11δ12β11 = β12δ21β21 = e(α12α21)
e(α11α12) = β11δ11δ12β12 = 0
e(α21α11) = β21δ11δ12β11 = 0
4. Proof of Main theorem
In this section, we keep the notations in the previous section. We prove the Theorem 3.1 and 3.3.
Let P be a block extension R(n1, · · · , nm). The Jacobson radical of P is given by
J(P ) =


J(1, 1) J(1, 2) · · · J(1,m)
J(2, 1) J(2, 2) · · · J(2,m)
...
...
. . .
...
J(m, 1) J(m, 2) · · · J(m,m)

 .
Pij,st ⊃ Jij,st =


Qi (i = s, j + 1 ≤ t),
J(Qi) (i = s, j + 1 > t),
Ais (i 6= s),
where we use the notation in Definition 2.2.
P (i, s) ⊃ J(i, s) =


Ji1,s1 · · · Ji1,sns
...
...
Jini,s1 · · · Jini,sns


=




J(Qi) Qi · · · · · · Qi
J(Qi) Qi · · · Qi
. . .
. . .
...
J(Qi) Qi
J(Qi) J(Qi)


(i = s),


Ais · · · Ais
...
...
Ais · · · Ais

 (i 6= s).
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Now let us calculate J(P )2. We denote by Yij,st the (ij, st)-entry of J(P )
2.
(I) Case i = s.
Yij,it =
m∑
k=1
nk∑
l=1
Jij,klJkl,it
=
ni∑
l=1
Jij,ilJil,it +
m∑
k=1,k 6=i
nk∑
l=1
Jij,klJkl,it
=


Qi (j + 1 < t),
J(Qi) (j + 1 ≥ t, (j, t) 6= (ni, 1)),
J(Qi)
2 +
∑m
k=1,k 6=i AikAki = Xii ((j, t) = (ni, 1)),
where Xii is in (3.1).
(II) Case i 6= s.
Yij,st =
m∑
k=1
nk∑
l=1
Jij,klJkl,st
=
ni∑
l=1
Jij,ilJil,st +
nj∑
l=1
Jij,jlJjl,st +
m∑
k=1,k 6=i,j
nk∑
l=1
Jij,klJkl,st
=
{
Ais ((j, t) 6= (ni, 1)),
J(Qi)Ais +AisJ(Qs) +
∑m
k=1,k 6=i,j AikAks = Xis ((j, t) = (ni, 1)).
where Xis is in (3.1).
Therefore
P (i, s) ⊃ Y (i, s) =


Yi1,s1 · · · Yi1,sns
...
...
Yini,s1 · · · Yini,sns


=




J(Qi) J(Qi) Qi
... J(Qi) J(Qi)
...
. . .
. . .
J(Qi) J(Qi) J(Qi) J(Qi)
Xii J(Qi) · · · · · · J(Qi)


(i = s),


Ais Ais · · · Ais
...
...
...
Ais Ais · · · Ais
Xij Ais · · · Ais

 (i 6= s).
J(P )2 =


Y (1, 1) Y (1, 2) · · · Y (1,m)
Y (2, 1) Y (2, 2) · · · Y (2,m)
...
...
. . .
...
Y (m, 1) Y (m, 2) · · · Y (m,m)

 .
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Thus we have
J(i, s)/Y (i, s) =




0 Qi/J(Qi) 0 · · · 0
... 0 Qi/J(Qi) 0
...
...
. . .
. . . 0
0 0 0 Qi/J(Qi)
J(Qi)/Xii 0 · · · · · · 0


(i = s),


0 0 · · · 0
...
...
...
0 0 · · · 0
Ais/Xis 0 · · · 0

 (i 6= s).
Consequently the quiver Q′ of P is given by Theorem 3.1. 
Next, we shall prove Theorem 3.3. Define a K-algebra homomorphism ϕ′ : KQ′ −→ P by
KQ′ ∋ (i, j) 7−→ 〈1〉ij,ij ∈ P,
KQ′ ∋ δij 7−→ 〈1〉ij,ij+1 ∈ P,
KQ′ ∋ βtis 7−→ 〈x
t
is〉ini,s1 ∈ P.
Then ϕ′ is surjective. Consequently, we have a K-algebra isomorphism
KQ′/Ker ϕ′ ≃ P.
We only have to show that the two-sided ideal Ker ϕ′ of P is generated by the e(ρ1), · · · , e(ρw). Let us
start with giving elementary properties of the extension map.
Lemma 4.1. For the extension map e : KQ+ −→ KQ
′
+, the following hold.
(1) The two-sided ideal Ker ϕ′ of P is generated by elements in Im e.
(2) For any p ∈ KQ+, ϕ(p) = 0 if and only if ϕ
′(e(p)) = 0.
(3) For any path p ∈ KQ+ ending at j and any path q ∈ KQ+ starting at j, we have
e(pq) = e(p)δje(q)
where δj is defined in Definition 3.2.
Proof. (1) We take p′ ∈ Kerϕ′. We can assume that p′ is basic. By definition of quiver Q′, we can write
p′ as follows.
p′ = δij · · · δinip
′′δs1 · · · δst (p
′′ ∈ Im e).
We have
ϕ′(p′) = ϕ′(δij · · · δinip
′′δs1 · · · δst)
= ϕ′(δij) · · ·ϕ
′(δini )ϕ
′(p′′)ϕ′(δs1) · · ·ϕ
′(δst)
= 〈1〉ij,ij+1 · · · 〈1〉ini−1,iniϕ
′(p′′)〈1〉s1,s2 · · · 〈1〉st,st+1.
We have ϕ′(p′′) = 0 since ϕ′(p′) = 0. Consequently p′′ ∈ Ker ϕ′ ∩ Im e. Thus the assertion follows.
(2) We take KQ+ ∋ p = α
t1
i1i2
αt2i2i3 · · ·α
tk
ikik+1
. Then we have
ϕ(p) = 〈xt1i1i2〉i1i2〈x
t2
i2i3
〉i2i3 · · · 〈x
tk
ikik+1
〉ikik+1
= 〈xt1i1i2x
t2
i2i3
· · ·xtkikik+1〉i1ik+1 .
On the other hand, we have
ϕ′(e(p)) = ϕ′(βt1i1i2δi2β
t2
i2i3
· · ·βtkikik+1)
= ϕ′(βt1i1i2)ϕ
′(δi2 )ϕ
′(βt2i2i3) · · ·ϕ
′(βtkikik+1)
= 〈xt1i1i2〉i1ni1 ,i21〈1〉i21,i2ni2 〈x
t2
i2i3
〉i2ni2 ,i31 · · · 〈x
tk
ikik+1
〉iknik ,ik+11
= 〈xt1i1i2x
t2
i2i3
· · ·xtkikik+1〉i1ni1 ,ik+11.
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Consequently for any basic element p ∈ KQ+ from i to j, there exists r ∈ eiRej such that
ϕ(p) = 〈r〉ij
ϕ′(e(p)) = 〈r〉ini,j1.
Thus ϕ(p) = 0 if and only if r = 0 if and only if ϕ′(e(p)).
(3) This follows from the definition of e. 
Now we complete the proof of Theorem 3.3. Put I ′ = (e(ρ1), · · · , e(ρw)). We shall show I
′ = Ker ϕ′.
We have I ′ ⊂ Ker ϕ′ by Lemma 4.1 (2).
By Lemma 4.1 (1), we only have to show Ker ϕ′ ∩ Im e ⊂ I ′. Assume that p ∈ KQ+ satisfies
e(p) ∈ Ker ϕ′. By Lemma 4.1 (2), we have p ∈ Ker ϕ. We can write
p = a1ρ1b1 + a2ρ2b2 + · · ·+ awρwbw (ai, bi ∈ KQ).
We have
e(p) = e(a1ρ1b1) + e(a2ρ2b2) + · · ·+ e(awρwbw).
By Lemma 4.1 (3), each e(aiρibi) is contained in I
′. Thus p′ ∈ I ′. Consequently I ′ = Ker ϕ′. 
5. Application of main theorem to Harada algebras
In this section, we describe quivers with relations of upper staircase factor algebras. Then we can
describe quivers with relations of Harada algebras completely. We use the notations which were used in
previous sections.
We assume that R is a basic QF-algebra with Nakayama permutation σ. We put P = R(n1, · · · , nm)
(see Definition 2.2). For 1 ≤ i ≤ m , we take a sequence
1 ≤ ci1 ≤ ci2 ≤ · · · ≤ cini ≤ ni,
Then we consider an upper staircase factor algebra P = P/X , where X is defined by above sequences
(see Definition 2.4). For 1 ≤ i ≤ m, we define li0, li1, · · · , liui to satisfy the following conditions.
(1) li0 = 0 and liui = ni.
(2) ci,lij−1+1 = · · · = cilij for 1 ≤ j ≤ ui.
(3) cilij < ci,lij+1 for 1 ≤ j ≤ ui.
Now let us calculate relations for P . We take a path θi in Q from i to σ(i) such that ϕ(θi) ∈ S(eiR).
We put
θ′i = δie(θi)δσ(i) = δi1 · · · δi,ni−1e(θi)δσ(i)1 · · · δσ(i),nσ(i)−1
for 1 ≤ i ≤ m (see Definition 3.2 for δi and e). Then we have the following lemma.
Lemma 5.1. For 1 ≤ i ≤ m, ϕ′(θ′i) ∈ S(fi1P ).
Proof. By proof of Lemma 4.1 (1) and Lemma 4.1 (2), we have ϕ′(θ′i) 6= 0. Clearly ϕ
′(θ′i) ∈ fi1P . To
show ϕ′(θ′i) ∈ S(fi1P ), we only have to show that ϕ
′(θ′i)J(P ) = 0. For any 1 ≤ t ≤ dσ(i)s, we have by
definition of the extension map
θ′iβ
t
δ(i)s = δie(θ)δσ(i)β
t
δ(i)s = δie(θiα
t
σ(i)s).
Since ϕ(θiα
t
σ(i)s) = 0 and Lemma 4.1 (2), we have ϕ
′(e(θiα
t
σ(i)s)) = 0. Consequently ϕ
′(θ′i)ϕ
′(βt
δ(i)s) =
ϕ′(θ′iβ
t
δ(i)s) = 0. We have ϕ
′(θ′i)J(P ) = 0. 
We put
θ′i(u, v) =
{
δiu · · · δini−1e(θi)δσ(i)1 · · · δσ(i)v (1 ≤ u ≤ ni − 1, 1 ≤ v ≤ nσ(i) − 1),
e(θi)δσ(i)1 · · · δσ(i)v (u = ni, 1 ≤ v ≤ nσ(i) − 1).
Then the two-sided ideal X of P is generated by
ϕ′(θ′i(lij , cilij )) (1 ≤ i ≤ m, 1 ≤ j ≤ ui),
since we can obtain any entry in X(i, σ(i)) by multiplying ϕ′(δ)’s to one of these elements. Consequently
we have the following theorem.
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Theorem 5.2. Under the hypotheses as above, we have a K-algebra isomorphism
P ≃ KQ′/I ′
for an ideal
I ′ = (e(ρ1), · · · , e(ρw)) + (θ
′
i(lij , cilij ) | 1 ≤ i ≤ m, 1 ≤ j ≤ ui)
of KQ′.
Example 5.3. We consider P = R(3, 2) in Example 3.4. The Nakayama permutation of R is the identity.
We use the ideal X in Example 2.6.
X =


0 (α11)
3/(α11)
4 (α11)
3/(α11)
4 0 0
0 0 (α11)
3/(α11)
4 0 0
0 0 (α11)
3/(α11)
4 0 0
0 0 0 0 (α21α12)/(α21α12)
2
0 0 0 0 0

 .
In this case, l11 = 1, l12 = 3, l21 = 1, l22 = 2. Then the quiver with relations of the upper staircase factor
algebra P/X is given by those in Example 3.4 with additional relations
(1, 2)
δ12
##G
GG
GG
GG
G
(1, 1)
δ11
;;xxxxxxxx
(1, 3)
β12

β11
oo
(2, 2)
β21
OO
(2, 1)
δ21oo


δ11δ12e(α
3
11)δ11 = 0
e(α311)δ11δ12 = 0
δ21e(α21α12)δ21 = 0
where e(α311) = β11δ11δ12β11δ11δ12β11 and e(α21α12) = β12δ11δ12β12.
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