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Abstract
Better decay estimates to the 1-dimensional Cauchy problem on R to the linear equation✷u + ut = 0 can be discussed under rather restricted conditions on the initial data. Furthermore,
as applications we derive the small data global existence result to the equation ✷u+ ut = |u|p−1u,
which has the “odd” functions as the initial data. Furthermore, the new method (see R. Ikehata,
T. Matsuyama, Sci. Math. Japon. 55 (2002) 33–42) used in the first half will be applied to the problem
coming from Ehrenpreis (Sugaku 26 (1974) 168).
 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
In this paper we are concerned with the 1-dimensional Cauchy problems for the linear
and semilinear dissipative wave equations:
vtt (t, x)− vxx(t, x)+ vt (t, x)= 0, (t, x) ∈ (0,∞)×R, (1.1)
v(0, x)= v0(x), vt (0, x)= v1(x), x ∈ R, (1.2)
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and
utt (t, x)− uxx(t, x)+ ut (t, x)= |u(t, x)|p−1u(t, x), (t, x) ∈ (0,∞)×R, (1.3)
u(0, x)= u0(x), ut (0, x)= u1(x), x ∈R. (1.4)
Here ux = ∂u/∂x , ut = ∂u/∂t and so on.
Throughout this paper, ‖ · ‖q and ‖ · ‖H 1 stand for the usual Lq(R)-norm and H 1(R)-
norm, respectively, and in particular, we set ‖ · ‖ = ‖ · ‖2. Furthermore, we adopt
(f, g)=
∫
R
f (x)g(x) dx
as the usual L2(R)-inner product. The total energy Eu(t) to Eqs. (1.1) and (1.3) is defined
by
Eu(t)= 12‖ut (t, ·)‖
2 + 1
2
‖ux(t, ·)‖2.
A weighted function space on R is defined as follows: u ∈L1,1/2(R) iff u ∈ L1(R) and
‖u‖1,1/2 =
∫
R
√
1+ |x| |u(x)|dx <+∞.
The first purpose of this paper is to obtain better decay estimates of solutions to the
linear problem (1.1)–(1.2) with rather restricted initial data (see (A.1)). For the proof, we
shall use the new method which is originally developed in Ikehata and Matsuyama [5]. The
appropriate use of the Morrey inequality (see Lemma 2.1) also plays an effective role.
The second purpose of this paper is to apply decay estimates derived from the linear
problem (1.1)–(1.2) to the semilinear problem (1.3)–(1.4), and then to obtain the small
data global existence (SDGE in short) of solutions. In fact, under some restrictions on
the initial data, the SDGE will be obtained to the problem (1.3)–(1.4), which has the
power 8/3 < p < +∞ on the nonlinear term |u|p−1u. Note that in this case we have
8/3< 3= 1+ 2/N = Fujita exponent with N = 1.
By the way, in Li and Zhou [6] and Todorova and Yordanov [9] they obtained the blowup
results for the problem (1.3)–(1.4), which has the nonlinear term |u|p−1u replaced by |u|p,
when the initial data and the power p satisfy
∫
R
(u0 + u1)(x) dx > 0 (1.5)
and
1 <p  3= 1+ 2
N
(N = 1), (1.6)
respectively. However, under the assumption (1.6) on the nonlinear term nobody has
succeeded in dealing with the counterpart for (1.5) at least in the case when the nonlinearity
|u|p−1u is considered. We will give a partial answer for this.
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In this line, note that in [10] Zhang has already obtained the blowup results which is
similar to [9] in the critical case p = 1 + 2/N of (1.3) for all N  1 in a more general
setting than those in [6] and [9].
As for the present paper, quite recently Ikehata [4] has succeeded in obtaining better
decay estimates of solutions to the 1-dimensional “exterior mixed problem” of (1.1) on the
half line (0,+∞). In a sense, the work of this paper has been motivated from [4].
Before introducing main theorems, however, now let us make some assumptions. Our
assumptions are as follows:
(A.1) ∫R(v0 + v1)(x) dx = 0.
(A.2) Both u0(x) and u1(x) are odd functions with regard to x = 0.
(A.3) suppu0 ∪ suppu1 ⊂ {x ∈ R; |x|< ρ} for some ρ > 0.
Further we set
I0,v = ‖v0‖H 1 + ‖v1‖+ ‖(v0 + v1)‖1,1/2.
Then our main results are as follows:
Theorem 1.1. Let [v0, v1] ∈H 1(R)×L2(R). If the initial data further satisfies v0 + v1 ∈
L1,1/2(R) and (A.1), the problem (1.1)–(1.2) has unique solution v ∈ C([0,+∞);H 1(R))
∩C1([0,+∞);L2(R)) satisfying
‖v(t, ·)‖ CI0,v(1+ t)−1/2,
‖vt (t, ·)‖ + ‖vx(t, ·)‖ CI0,v(1+ t)−1.
Remark 1.1. As is usually well known in Matsumura [7], in general, if [v0, v1] ∈ (H 1(R)∩
L1(R))× (L2(R)∩L1(R)), then we have some decay estimates to the problem (1.1)–(1.2):
‖v(t, ·)‖ CI1(1+ t)−1/4, (1.7)
‖vt (t, ·)‖ + ‖vx(t, ·)‖ CI1(1+ t)−1/2, (1.8)
where
I1 = ‖v0‖H 1 + ‖v0‖1 + ‖v1‖ + ‖v1‖1.
Thus, by adding further assumptions that (A.1) and v0 + v1 ∈ L1,1/2(R) we can have better
decay estimates as above.
Next, by applying the results in Theorem 1.1 to the semilinear problem (1.3)–(1.4), we
have the following crucial result.
Theorem 1.2. Let 8/3 < p < +∞, and assume that [u0, u1] ∈ H 1(R) × L2(R), (A.2)
and (A.3). Then there exists a real number δρ,p > 0 such that if the initial data further
satisfies I0,u < δρ,p , the problem (1.3)–(1.4) has a unique global solution u ∈C([0,+∞);
H 1(R))∩C1([0,+∞);L2(R)) satisfying
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‖u(t, ·)‖ CI0,u(1+ t)−1/2,
‖ut (t, ·)‖+ ‖ux(t, ·)‖ CI0,u(1+ t)−1,
and
u(t,0)= 0, t  0. (1.9)
Remark 1.2. Since (A.2) implies
∫
R
(u0 + u1)(x) dx = 0,
the condition (A.2) corresponds to the counterpart of (1.5). Thus, even if 8/3 < p  3
is assumed on the nonlinear term, the blowup result does not occur. Furthermore, what is
more important is that the SDGE result holds in this case. In the case when the nonlinearity
|u|p−1u is dealt with, at least the condition (1.5) seems to be essential for the blowup
results.
Remark 1.3. The similar SDGE result has already been obtained under the condition of
the 1-dimensional half-line (0,+∞) in [4]. With this paper the result in [4] is generalized
in a sense.
By the way, in order to solve the present problem on R, we reduced it into the 1-
dimensional “exterior” problem on (0,+∞). For this reason we did assume the oddness of
the initial data. Therefore, in this paper we can not deal with another type of nonlinearity
|u|p in [6] and [9].
2. Proof of Theorem 1.1
In this section we shall devote ourselves to the proof of results. The following lemma is
essential in the proof of Theorem 1.1 (cf. Brezis [1]).
Lemma 2.1 (Morrey). It holds that
|u(x)− u(y)| |x − y|1/2‖ux‖
for all u ∈H 1(R).
Now let us prove Theorem 1.1. It is well known that the problem (1.1)–(1.2) with the
initial data [v0, v1] ∈H 1(R)×L2(R) has unique solution v(t, ·) ∈ C([0,+∞);H 1(R))∩
C1([0,+∞);L2(R)) (cf. Ikawa [3]). We first prepare several lemmas.
Lemma 2.2. If [v0, v1] ∈H 1(R)×L2(R), then for the solution v ∈ C([0,+∞);H 1(R))∩
C1([0,+∞);L2(R)) to the problem (1.1)–(1.2) it holds that
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t∫
0
(1+ s)‖vx(s, ·)‖2 ds + (1+ t)‖v(t, ·)‖2
 C
(‖v0‖2H 1 + ‖v1‖2)+C
t∫
0
‖v(s, ·)‖2 ds,
with some constant C > 0.
Proof. The proof is standard, and is already announced (at least) in [5]. However, for the
reader’s convenience, we shall briefly state the outline of its proof.
Taking the L2 inner product of both sides of (1.1) by (1+ t)v(t, ·), and from integration
by parts it follows that
t∫
0
(1+ s)‖vx(s, ·)‖2 ds + 1+ t2 ‖v(t, ·)‖
2
= (v0, v1)+ 12‖v(t, ·)‖
2 − (1+ t)(vt (t, ·), v(t, ·))
+
t∫
0
(1+ s)‖vt (s, ·)‖2 ds + 12
t∫
0
‖v(s, ·)‖2 ds
 (v0, v1)+ 12‖v(t, ·)‖
2 +
t∫
0
(1+ s)‖vt (s, ·)‖2 ds
+ 1+ t
4
‖v(t, ·)‖2 + (1+ t)‖vt (t, ·)‖2 + 12
t∫
0
‖v(s, ·)‖2 ds.
This implies
t∫
0
(1+ s)‖vx(s, ·)‖2 ds + 1+ t4 ‖v(t, ·)‖
2
 (v0, v1)+ 12‖v(t, ·)‖
2 +
t∫
0
(1+ s)‖vt (s, ·)‖2 dt
+ (1+ t)‖vt (t, ·)‖2 + 12
t∫
0
‖v(s, ·)‖2 ds. (2.1)
Furthermore, we have the energy identity:
Ev(t)+
t∫
0
‖vt (s, ·)‖2 ds =Ev(0). (2.2)
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Thus, we see
t∫
0
(1+ s)‖vt (s, ·)‖2 dt =−
t∫
0
(1+ s)E′v(s) ds Ev(0)+
t∫
0
Ev(s) ds. (2.3)
It follows from (2.1)–(2.3) that
t∫
0
(1+ s)‖vx(s, ·)‖2 dt + 1+ t4 ‖v(t, ·)‖
2
 (v0, v1)+ 12‖v(t, ·)‖
2 + 2(1+ t)Ev(t)+Ev(0)
+
t∫
0
Ev(s) ds + 12
t∫
0
‖v(s, ·)‖2 ds. (2.4)
On the other hand, from the identity again:
d
dt
(
vt (t, ·), v(t, ·)
)+‖vx(t, ·)‖2 + 12
d
dt
‖v(t, ·)‖2 = ‖vt (t, ·)‖2, (2.5)
by integrating (2.5) over [0, t], we have
t∫
0
‖vx(s, ·)‖2 ds + 12‖v(t, ·)‖
2
= 1
2
‖v0‖2 + (v0, v1)−
(
vt (t, ·), v(t, ·)
)+
t∫
0
‖vt (s, ·)‖2 ds
 1
2
‖v0‖2 + (v0, v1)+ ‖vt (t, ·)‖2 + 14‖v(t, ·)‖
2 +Ev(0),
where we have just used the identity (2.4). Thus, we obtain
2
t∫
0
Ev(s) ds + 14‖v(t, ·)‖
2
 1
2
‖v0‖2 + (v0, v1)+ ‖vt (t, ·)‖2 +Ev(0)+
t∫
0
‖vt (s, ·)‖2 ds
 1
2
‖v0‖2 + (v0, v1)+ 4Ev(0). (2.6)
Finally, we can have the usual energy decay estimate. In fact, since
d
dt
{(1+ t)Ev(t)}Ev(t)
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implies
(1+ t)Ev(t)Ev(0)+
t∫
0
Ev(s) ds, (2.7)
the desirable estimate is a direct consequence of (2.6)–(2.7). ✷
Thus, in order to prove L2 decay estimate as in Theorem 1.1 it suffices to derive next
lemma. The essential idea originally comes from the new method discovered in Ikehata
and Matsuyama [5] in 1999.
Lemma 2.3. Under the assumptions as in Theorem 1.1, the solution v ∈ C([0,+∞);
H 1(R))∩C1([0,+∞);L2(R)) to the problem (1.1)–(1.2) satisfies
‖v(t, ·)‖2 +
t∫
0
‖v(s, ·)‖2 ds  ‖v0‖2 + 2‖(v0 + v1)‖21,1/2.
Proof. For the solution v ∈C([0,+∞);H 1(R))∩C1([0,+∞);L2(R)), we set
W(t, x)=
t∫
0
v(s, x) ds.
Then, W ∈ C1([0,+∞);H 1(R))∩C2([0,+∞);L2(R)) satisfies
Wtt (t, x)−Wxx(t, x)+Wt(t, x)= v0 + v1, (t, x) ∈ (0,∞)×R, (2.8)
W(0, x)= 0, Wt (0, x)= v0(x), x ∈ R. (2.9)
Thus, taking the L2-inner product of both sides of (2.8) by Wt , and integrating it over
[0, t], we have
1
2
(‖Wt(t, ·)‖2 + ‖Wx(t, ·)‖2)+
t∫
0
‖Wt(s, ·)‖2 ds
= 1
2
‖u0‖2 +
(
v0 + v1,W(t, ·)
)
. (2.10)
We are now in a position to use the Morrey inequality. Indeed, it follows from Lem-
ma 2.1 that
|W(t, x)−W(t,0)| (|x| + 1)1/2‖Wx(t, ·)‖.
Because of (A.1), this implies
(
v0 + v1,W(t, ·)
)= (v0 + v1,W(t, ·)−W(t,0))+
∫
R
(v0 + v1)(x)W(t,0) dx
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
∫
R
√|x| + 1 |(v0 + v1)(x)| |W(t, x)−W(t,0)|√|x| + 1 dx
 sup
x∈R
|W(t, x)−W(t,0)|√|x| + 1 ‖v0 + v1‖1,1/2
 1
4
‖Wx(t, ·)‖2 + ‖v0 + v1‖21,1/2. (2.11)
Since Wt = v, the desired estimate follows from (2.10) and (2.11). ✷
Remark 2.1. Clearly, Lemmas 2.2 and 2.3 imply the desired L2 decay estimate in Theo-
rem 1.1.
Once we have the L2 decay estimate, the energy estimate in Theorem 1.1 is easy to
derive.
Proof of Theorem 1.1 completed. Indeed, since
d
dt
{
(1+ t)2Ev(t)
}
 2(1+ t)Ev(t),
we find that
(1+ t)2Ev(t)Ev(0)+
t∫
0
(1+ s)‖vx(s, ·)‖2 ds +
t∫
0
(1+ s)‖vt (s, ·)‖2 ds.
Thus, the desired decay estimate follows from Lemmas 2.2 and 2.3, (2.3) and (2.6). ✷
3. Proof of Theorem 1.2
In this section, we are going to prove Theorem 1.2. We first prepare two useful in-
equalities.
Lemma 3.1 (Gagliardo–Nirenberg). Let 1 r < q ∞. If u ∈H 1(R), we have
‖u‖q K0‖u‖1−θr ‖ux‖θ ,
where K0 > 0 is a constant independent of u and
θ = (1/r − 1/q)(1/2+ 1/r)−1 ∈ (0,1).
Lemma 3.2. If β > 1, then there exists a constant Cβ > 0 depending only on β such that:
(1) ∫ t0 (1+ t − s)−1/2(1+ s)−β ds  Cβ(1+ t)−1/2,
(2) ∫ t0 (1+ t − s)−1(1+ s)−β ds  Cβ(1+ t)−1
for all t  0.
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Now based on decay estimates for the linear problem (1.1)–(1.2) obtained in Theo-
rem 1.1 we shall derive the decay property of a nonlinear problem (1.3)–(1.4). By a
standard semigroup theory, the nonlinear problem (1.3)–(1.4) can be written as
U(t)= S(t)U0 +
t∫
0
S(t − s)F (s) ds, (3.1)
where
U(t)=
[
u(t, ·)
ut (t, ·)
]
, U0 =
[
u0
u1
]
, F (s)=
[
0
f (u(s, ·))
]
with f (u(x))= |u(x)|p−1u(x).
Then we have the local well-posedness result (cf. Nakao [8]).
Proposition 3.1. Suppose 1 < p <+∞. For each U0 = [u0, u1] ∈H 1(R)× L2(R) there
exists a real number Tm = Tm(‖u0‖H 1 ,‖u1‖) > 0 such that Eq. (3.1) has a unique solution
u ∈ C([0, Tm);H 1(R))∩C1([0, Tm);L2(R)).
We proceed our proof by the so called small data perturbation method (cf. Nakao [8]).
In order to show the global existence, it suffices to obtain the a priori estimates for Eu(t)
and ‖u(t, ·)‖ in the interval of existence. Set∥∥∥∥∥
[
u
v
]∥∥∥∥∥
E
= ‖v‖ + ‖ux‖.
As a result of Theorem 1.1, we first have the following lemma.
Lemma 3.3. Under the assumptions as in Theorem 1.2, we have
‖S(t)U0‖E C1I0,u(1+ t)−1
on [0, Tm).
Furthermore, if
I (s)= ∥∥f (u(s, ·))∥∥+ ∥∥f (u(s, ·))∥∥1,1/2 <+∞
for each s ∈ [0, t] with t ∈ [0, Tm), then from Theorem 1.1 we have
‖S(t − s)F (s)‖E  C1I (s)(1+ t − s)−1. (3.2)
Here we have just used the fact that∫
R
f
(
u(s, x)
)
dx = 0,
for each s ∈ [0, t]. This is easily derived, because (A.2) implies the oddness of the function
x → u(t, x) for each t  0, so is the function x → f (u(t, x)). At this stage, the oddness of
the function x → u(t, x) necessarily implies (1.9).
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Thus from Lemma 3.3, (3.1) and (3.2) one can estimate U(t) as follows:
‖U(t)‖E  C1I0,u(1+ t)−1 +C1
t∫
0
(1+ t − s)−1I (s) ds. (3.3)
Take K > 0 so large and choose T ∈ (0, Tm) so small such as
(1+ t)‖U(t)‖E KI0,u on [0, T ), (3.4)
(1+ t)1/2‖u(t)‖KI0,u on [0, T ). (3.5)
Since the initial data satisfies (A.3), we see that
suppu(t, ·)⊂ (−ρ − t, ρ + t) (3.6)
for each t ∈ [0, Tm). So, we can estimate as
∥∥f (u(s, ·))∥∥1,1/2  (1+ ρ + s)1/2
∫
R
|u(s, x)|p dx = (1+ ρ + s)1/2‖u(s, ·)‖pp.
By applying Lemma 3.1 we see
∥∥f (u(s, ·))∥∥1,1/2  (1+ ρ + s)1/2‖u(s, ·)‖pp
Kp0 (1+ ρ + s)1/2‖u(s, ·)‖p(1−θ1)‖ux(s, ·)‖pθ1
with
θ1 = (p− 2)2p ∈ (0,1).
Similarly one has
∥∥f (u(s, ·))∥∥Kp0 ‖u(s, ·)‖p(1−θ2)‖ux(s, ·)‖pθ2 ,
where
θ2 = (p− 1)2p ∈ (0,1).
Therefore, as long as (3.4)–(3.5) holds one gets
∥∥f (u(s, ·))∥∥1,1/2 CρKp0 (1+ s)1/2{KI0,u(1+ s)−1/2}p(1−θ1){KI0,u(1+ s)−1}pθ1
=CρKp0 KpIp0,u(1+ s)−γ1,
where
γ1 =−12 +
p
2
(1− θ1)+pθ1 = 3p− 44 .
By similar estimates to ‖f (u(s, ·))‖ one has the following lemma which simultaneously
implies the validity of (3.2).
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Lemma 3.4. As long as (3.4)–(3.5) hold on [0, T ) we have∥∥f (u(t, ·))∥∥1,1/2  CρKp0 KpIp0,u(1+ t)−γ1,∥∥f (u(t, ·))∥∥Kp0 KpIp0,u(1+ t)−γ2 ,
where
γ2 = 3p− 14 .
By applying Lemma 3.4 to (3.3) we see that
‖U(t)‖E C1I0,u(1+ t)−1
+C1
t∫
0
(1+ t − s)−1CρKp0 KpIp0,u
{
(1+ s)−γ1 + (1+ s)−γ2}ds
C1I0,u(1+ t)−1 +C1CρKp0 KpIp0,u
t∫
0
(1+ t − s)−1(1+ s)−γ1 ds,
where we have used the relations that
γ2 > γ1 > 1,
because of the assumption that 8/3<p <+∞. Thus we have
‖U(t)‖E  C1I0,u(1+ t)−1 +C1CρKp0 KpIp0,u
t∫
0
(1+ t − s)−1(1+ s)−γ1 ds,
so that from Lemma 3.2 it follows that
‖U(t)‖E  C1I0,u(1+ t)−1 +C1CρKp0 KpIp0,u(1+ t)−1
with some constant Cρ > 0. Setting
Q0(I0,u,K)= C1 +C1CρKp0 KpIp−10,u ,
we get the following lemma.
Lemma 3.5. As long as (3.4)–(3.5) hold on [0, T ) we get
‖U(t)‖E  I0,uQ0(I0,u,K)(1+ t)−1.
Next let us derive the L2-estimates for the local solution u(t, x) to the problem (1.3)–
(1.4). Indeed, we have from Theorem 1.1 and (3.1) that
‖u(t, ·)‖ C1I0,u(1+ t)−1/2 +C1
t∫
0
(1+ t − s)−1/2I (s) ds.
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Therefore, it follows from Lemma 3.4 and the similar arguments to deriving Lemma 3.5
that
‖u(t, ·)‖C1I0,u(1+ t)−1/2
+C1
t∫
0
(1+ t − s)−1/2CρKp0 KpIp0,u
[
(1+ s)−γ1 + (1+ s)−γ2]ds
C1I0,u(1+ t)−1/2 +C1CρKp0 KpIp0,u
t∫
0
(1+ t − s)−1/2(1+ s)−γ1 ds
with some generous constant Cρ > 0. This together with Lemma 3.2 implies
‖u(t, ·)‖ C1I0,u(1+ t)−1/2 +C1CρKp0 KpIp0,u(1+ t)−1/2.
Thus we have
Lemma 3.6. As long as (3.4)–(3.5) hold on [0, T ) it follows that
‖u(t, ·)‖ I0,uQ0(I0,u,K)(1+ t)−1/2.
Take K >C1 so large and take I0,u so small such as
C1CρK
p
0 K
pI
p−1
0,u < K −C1. (3.7)
For such K > 0 and I0,u we have
Q0(I0,u,K) <K.
Therefore, by combining this with Lemmas 3.5–3.6 we see that
‖U(t)‖E < KI0,u(1+ t)−1, (3.8)
‖u(t, ·)‖<KI0,u(1+ t)−1/2 (3.9)
on [0, T ). Thus (3.4)–(3.5) and (3.8)–(3.9) show that under the assumption (3.7), the local
solution u(t, ·) exists globally in time and these estimates hold in fact for all t  0. Taking
δρ,p =
(
K −C1
C1CρK
p
0 K
p
)1/(p−1)
,
the proof of Theorem 1.2 is now finished. ✷
4. Application to another problem
In this section, we shall apply techniques used in the proof of Theorem 1.1 to another
type of problem originally coming from Ehrenpreis [2].
In order that we prepare two linear Cauchy problems:
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vtt (t, x)− vxx(t, x)+ vt (t, x)= 0, (t, x) ∈ (0,∞)×R, (4.1)
v(0, x)= v0(x), vt (0, x)= v1(x), x ∈ R, (4.2)
and
wtt (t, x)−wxx(t, x)+wt(t, x)= 0, (t, x) ∈ (0,∞)×R, (4.3)
w(0, x)=w0(x), wt (0, x)=w1(x), x ∈R. (4.4)
Set
Iv,w = ‖v0 −w0‖H 1 + ‖v1 −w1‖+ ‖(v0 −w0 + v1 −w1)‖1,1/2.
Then our results read as follows.
Theorem 4.1. Let [v0, v1] ∈H 1(R)×L2(R) and [w0,w1] ∈H 1(R)×L2(R). Assume that
‖(v0 −w0 + v1 −w1)‖1,1/2 <+∞.
Then for the (uniquely determined) solutions u,v ∈ C([0,+∞);H 1(R)) ∩ C1([0,+∞);
L2(R)) to the two problems (4.1)–(4.4) it holds that
‖v(t, ·)−w(t, ·)‖ CIv,w(1+ t)−1/2, (4.5)
‖vt (t, ·)−wt(t, ·)‖+ ‖vx(t, ·)−wx(t, ·)‖CIv,w(1+ t)−1,
provided that
v(t,0)=w(t,0) (4.6)
for all t  0.
Under weaker conditions, we also have the next result.
Theorem 4.2. Let [v0, v1] ∈H 1(R)×L2(R) and [w0,w1] ∈H 1(R)×L2(R). Assume that
‖(v0 −w0 + v1 −w1)‖1,1/2 <+∞.
Then for the (uniquely determined) solutions u,v ∈ C([0,+∞);H 1(R)) ∩ C1([0,+∞);
L2(R)) to the two problems (4.1)–(4.4) one has the same conclusion as in Theorem 4.1
provided that
t∫
0
(
v(s,0)−w(s,0)) ds = 0, (4.7)
for all t  0.
Remark 4.1. Note that under the assumptions on the initial data as in Theorems 4.1 and 4.2,
in general we only have (at most)
‖v(t, ·)‖ CI1(1+ t)−1/4, ‖w(t, ·)‖ CI1(1+ t)−1/4,
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and so on (see Remark 1.1). In spite of this fact, v(t, ·) − w(t, ·) satisfies the fast decay
estimate (4.5). Thus, the results in Theorems 4.1 and 4.2 show a kind of uniqueness result
of the principal parts of two solutions to the problems (4.1)–(4.4). Then (4.6) and/or (4.7)
function as the observing information at x = 0 for all t  0.
Now let us prove Theorems 4.1 and 4.2.
Proof of Theorem 4.1. For this purpose, we set
V (t, x)= v(t, x)−w(t, x).
Then, V satisfies
Vtt(t, x)− Vxx(t, x)+ Vt (t, x)= 0, (t, x) ∈ (0,∞)×R, (4.8)
V (0, x)= v0(x)−w0(x)= V0(x),
Vt (0, x)= v1(x)−w1(x)= V1(x), x ∈ R. (4.9)
It follows from the assumptions as in Theorem 4.1 that V0 + V1 ∈ L1,1/2(R) and
V (t,0)= 0
for all t  0, we can proceed the same calculations as in the proof of Theorem 1.1. Indeed,
if we set again
W(t, x)=
t∫
0
V (s, x) ds,
it follows from Lemma 2.1 and the fact that
W(t,0)= 0, for t  0,
we have
|W(t, x)| = |W(t, x)−W(t,0)| (|x| + 1)1/2‖Wx(t, ·)‖
and
Wtt (t, x)−Wxx(t, x)+Wt(t, x)= V0 + V1, (t, x) ∈ (0,∞)×R,
W(0, x)= 0, Wt (0, x)= V0(x), x ∈R.
So by the similar argument as in the proof of Theorem 1.1 we can obtain
1
2
(‖Wt(t, ·)‖2 + ‖Wx(t, ·)‖2)+
t∫
0
‖Wt(s, ·)‖2 ds
= 1
2
‖V0‖2 +
(
V0 + V1,W(t, ·)
)
and
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(
V0 + V1,W(t, ·)
)

∫
R
√|x| + 1|(V0 + V1)(x)| |W(t, x)|√|x| + 1 dx
 sup
x∈R
|W(t, x)|√|x| + 1 ‖V0 + V1‖1,1/2 
1
4
‖Wx(t, ·)‖2 + ‖V0 + V1‖21,1/2.
Since Wt = v, we have arrived at the following estimate corresponding to Lemma 2.3:
‖V (t, ·)‖2 +
t∫
0
‖V (s, ·)‖2 ds  ‖V0‖2 + 2‖(V0 + V1)‖21,1/2. (4.10)
Once (4.10) can be obtained, the desired statement follows from the same idea as in the
proof of Theorem 1.1. ✷
The proof of Theorem 4.2 is almost the same as that of Theorem 4.1 except for the
following core part. In this occasion, we use the same symbol as in the proof of Theo-
rem 4.1.
Proof of Theorem 4.1. We first have
|W(t, x)−W(t,0)|√1+ |x| ‖Wx‖,
where we have just used Lemma 2.1. Noting the relation (2.10) with v0, v1 replaced by V0,
V1 it follows from (4.7) that(
V0 + V1,W(t, ·)
)= (V0 + V1,W(t, ·)−W(t,0))+ (V0 + V1,W(t,0))
 sup
x∈R
|W(t, x)|√
1+ |x| ‖V0 + V1‖1,1/2 +
t∫
0
V (s,0) ds ·
∫
R
(V0 + V1)(x) dx
= sup
x∈R
|W(t, x)|√
1+ |x| ‖V0 + V1‖1,1/2.
Thus, we have the desired estimate because of Wt = V . ✷
Remark 4.2. Although we can obtain the same results as in Theorems 1.1, 4.1 and 4.2 also
to the linear heat equation ut − uxx = 0, we refer the reader to [5] for details.
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