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G = (N,A) network with node set N and arc set A 
N node set of a network 
A arc set of a network 
i node index 
(i,j) an arc from node i to node j 
|N| number of elements in the set N (the number of nodes) 
|A| the number of arcs in the arc set A 
m number of subnetworks 
u number of nodes in each subnetwork 
v number of nodes shared by two adjacent subnetworks 
X a subset of the node-set N 
X Complement of X, X = N - X 
f amount of flow in the network 
u^_ upper capacity of flow in arc (i,j) 
f flow on arc (i,j) corresponding to flow f in G 
s source node 
t sink node 
e, maximum allowable flow that can be transferred 
through node k. 
f the maximum flow 
d.. the distance (weight) between nodes i and i 
D° original distance matrix (n x n) 
D matrix of shortest distances (n x n) 
NOMENCLATURE (continued) 
the shortest distance between nodes i and j in the 
k iteration 
variable corresponding to flow in arc (i,j) 
label on node i 
subset of N. such that if ieN. and î N, for j f k J J k 
the set of nodes shared by two adjacent subnetworks 
N. and N . J J+l 
a path 
set of arcs (i,j) such that i $ X and j e X and (i,j) 
e A 
capacity of the cut (X,X) 
upper capacity of arc (i,j) in the marginal network 
marginal network 
incremental flow 
a minimum cut for the subnetwork G. 
1 
arc set of subnetwork G. 
min-source cut 
artificial sink (source) 
artificial sink between subnetworks G, and Gn ,, 
k k+1 
k 
the minimum cut for the network . U, G. 
1=1 l 
increasing or decreasing sequence of min-cut values 
of p adjacent subnetworks 
the conditional shortest distance between nodes i 
and j 
actual shortest distance between nodes i and j 
actual shortest distance between all nodes of the 
distance matrix X 
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NOMENCLATURE (continued) 
igj matrix minisummation 
x' a new matrix formed from X by adjoining nodes s and 
t in it 
G" = (N'jA") a new network obtained from the original network G 
by only taking the common nodes 
N' node set of network G" 
G' = (N',A') a network obtained from the original network G as 
in G" 
A' arc set of G', different from A'' 
G^ marginal network obtained from the original network 
with respect to flow f 
fk 
G marginal network obtained from the original network 
with respect to flow f at iteration k 
n\ labeling function on node i 
C a cycle 
cL . modified nonnegative weight on arc (i,j) 
w. shortest distance from node s to node i at iteration 
-f k 
N, marginal subnetwork obtained from N, with respect to 
k flow f k 
-f k 
N, marginal subnetwork obtained from N. with respect to 
^ flow fk at iteration k ^ 
f k 
G" marginal cost network obtained from network G" w.r.t, 
k 
flow f at iteration k 
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SUMMARY 
Several network flow problems are solved by decomposition in 
this dissertation. Research is conducted in three important areas of 
network flow problems. 
In the first area location of minimum cut(s) by decomposition is 
studied. With the aid of three lemmas developed, an algorithm for lo­
cating the min-cut(s) is proposed. It is also shown that the theoreti­
cal efficiency of the proposed algorithm (Algorithm A) is quadratically 
(in number of subnetworks) more efficient than a no-decomposition algo­
rithm in the best case. In the worst case, the algorithm is shown to 
be more efficient than a no-decomposition algorithm in a probabilistic 
sense. The probability of superiority approaches to a unity for the 
number of nodes of a network exceeding 20. 
Determining the shortest path from a source node to a sink node 
of a large-scale sparse network is studied as the second area. The 
proposed decomposition algorithm (Algorithm C) is basically composed of 
decomposing the original network into m linearly overlapping subnet­
works and performing a shortest path algorithm on each subnetwork. 
Based on the information obtained from subnetworks a new acyclic network 
much smaller in size than the original network is formed. Finally a 
special shortest path algorithm (Algorithm B) is applied on this spe­
cial network. It is shown that the proposed decomposition algorithm 
is theoretically superior to a no-decomposition algorithm as well as 
to similar decomposition algorithms. 
viii 
In the third area the minimal cost network flow problems are 
studied. Two efficient flow augmentation algorithms are given for 
minimum cost maximum flow problems in a large scale single commodity 
network (Algorithm D and Algorithm E). It is also shown that the theo­
retical efficiencies of Algorithm D and Algorithm E are better than the 





The development of optimization techniques in network flow pro­
blems follows the same pattern as in linear optimization problems. 
Theories and algorithms were developed to solve small and moderate 
problems. After the discovery of those algorithms, they were applied 
to "real world" problems, more complex in their nature compared to the 
ones that led to the development of the theory. 
Existing algorithms were incapable of handling the large-scale 
problems existing in the "real world". Even with the development of 
high-speed, large-memory digital computers, it was impossible to handle 
these problems with the available algorithms. 
The idea of decomposing the large-scale problems to smaller sub-
problems and performing the optimization techniques on those subproblems 
was developed. A large number of decomposition algorithms have been 
developed for large-scale linear programming problems. 
Since a network flow problem can be represented as a linear pro­
gramming problem, all of those algorithms which were developed for 
linear programming problems were applicable to the network flow problems. 
In some cases those algorithms were much easier to apply to network flow 
problems due to the special structure of those problems. 
Most of the decomposition algorithms developed for network flow 
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problems utilize the linear programming formulation as a basis. There 
have been a number of papers in the literature on decomposition of net­
works from a graph theoretic point of view. 
Problem Statement 
The research problem examined in this dissertation is the develop­
ment of decomposition algorithms for various classes of single commodity 
network flow problems. 
In the case of the location of min-cut(s) by decomposition, a 
network is decomposed linearly into m disjoint node-sets and Edmonds and 
Karp's [11] "first-labeled first-scanned" labeling algorithm is performed 
on each subnetwork to locate the actual min-cut for the original network. 
Additional labeling may be required for the union of some subnetworks 
depending upon the values of the minimum cuts obtained for each subnet­
work. Naturally, the location of the min-cut(s) will give decomposition 
of the original network into two or more subnetworks, depending upon the 
number of min-cuts existing in the original network. 
Once the network is naturally decomposed, further analyses (max-
flow or min-cost max-flow) can be carried out on the subnetworks indivi­
dually. The union of the optimal solutions obtained on the subnetworks 
will correspond to the optimal solution of the overall network. 
In the case of the shortest path problem, the network is decomposed 
into m overlapping subnetworks as described by T. C. Hu [26]. The algo­
rithm determines only the shortest path of the original network from the 
source to the sink. The algorithm developed for the shortest path will 
then be applied to the min-cost max-flow problem. At every flow augmen-
3 
tation, the decomposition algorithm for the shortest path is used to 
determine the flow augmenting path. 
Problem Importance 
The operation of large firms and the responsibilities of local 
governments are increasing rapidly. National firms are becoming multi­
national firms and governments are undertaking greater responsibilities 
in the areas of economics, welfare, food and energy. The Military has 
already become a giant organization. All of these organizations have 
one thing in common: the distribution of goods and/or services. 
In multi-national companies, one of the major problems is the 
distribution of raw material and finished goods among a large number of 
demand points. Represented as a network flow problem (single-commodity 
or multi-commodity), the size of the network becomes almost impossible to 
handle with ordinary network flow algorithms. 
From a governmental point of view, the distribution of food and 
energy are becoming two of the most critical issues that must be dealt 
with. Half of the world is starving. We need to find the best methods 
to produce and distribute food to the people. Another important national 
issue is energy. Energy resources are not unlimited. They must be used 
wisely (including both energy production and energy distribution). 
In military operations, one of the most important and unsolved 
problems is the logistics problem. For example, the military is concern­
ed with the problem of supplying at least 60-70 air bases from every 
other airbase, with spare parts and supplies every day. The military 
supply program can be viewed as either a single-commodity or multi-commo-
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dity flow problem. The problem can be made more complicated by adding 
extra constraints, such as cargo plane constraints, container constraints, 
and delivery time constraints. 
It can be concluded that many "real world" single-commodity net­
work problems are very large in their nature. They need to be solved 
by a special method that will enable us to decompose these large scale 
network flow problems into smaller, more manageable subproblems. 
Results 
Chapter II gives an extensive literature review on network flow 
problems and shortest path algorithms. The shortest path algorithms are 
grouped into two categories; as matrix algorithms and as treebuilding 
algorithms. Section C of Chapter II gives the review of existing decom­
position algorithms. 
It is shown in Chapter III that the decomposition algorithm for 
the location of the min-cut(s) is almost always superior to a no-decom­
position procedure. Theoretical upper bounds on the number of flow 
augmentations required by the decomposition as well as an example problem 
are given. It is shown that the theoretical upper bounds for the decom­
position algorithm for locating the min-cut(s) is quadratically (in 
number of subnetworks) superior to a no-decomposition algorithm in the 
best case. In the worst case, it is also shown that the theoretical 
efficiency of the algorithm is superior to a no-decomposition procedure 
in a probabilistic sense. 
Two shortest path algorithms are presented in Chapter IV. It is 
shown that the theoretical upper bounds for the proposed shortest path 
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algorithms are superior to the no-decomposition algorithms as well as 
the decomposition algorithms which determine all the shortest distances 
in a given network. It is also shown in Chapter IV that the theoretical 
efficiencies of the proposed two algorithms are almost equal to each 
other. 
Since the efficiency of the flow augmenting algorithms is a linear 
function of the efficiency of the shortest path algorithms they utilize, 
and since the proposed shortest path algorithms are theoretically 
superior to the no-decomposition or decomposition counter-parts, the 
min-cost max-flow algorithms proposed in Chapter V are proven to be theo­
retically more efficient than existing flow augmenting algorithms. On 
one of the algorithms proposed the flow augmentation is performed on a 
nonnegative cost, marginal cost network which is much smaller in size 
than the original network. It is also shown that this algorithm is as 
efficient, but not better, than the previous algorithm proposed in the 
same chapter. 
In Chapter VI, theoretical upper bounds of the min-cost max-flow 
algorithms are reexamined. A new algorithm for determining the condi­
tional shortest distances on each subnetwork is also given in Chapter 
VII. With the help of this algorithm, the theoretical upper bound on 
2 3 
each flow augmentation is reduced to 0(5mu v) from 0(mu ), where u » v. 
Hence, for u > 5v, the new algorithm is expected to determine the flow 
augmenting path faster than the previously proposed min-cost max-flow 
algorithms in Chapter V. 
Chapter VII concludes with the results of this dissertation. 




There has been considerable development in network theory since 
the string model [36]. Ford and Fulkerson [16] developed the max-flow 
min-cut theorem as well as the state-of-the-art out-of-kilter algorithm, 
shortest path algorithm and other major theorems. 
In the late fifties and sixties a large number of publications 
appeared in the literature on shortest path algorithms. Minimal cost 
flow algorithms followed the same pattern. Flow augmenting algorithms 
(dual algorithms) and the algorithms that utilize the available maximum 
flow to detect negative cycles in the marginal cost network (primal algo­
rithms) now compete with the state-of-the-art out-of-kilter algorithm. 
In the mid sixties T. C. Hu [26] was the first to state a decom­
position algorithm for finding the shortest distances between all pairs 
of nodes. It is followed by Yen's [51] modification. Glover, Klingman 
and Napier [18] were the last to iterate this decomposition a step 
further to reduce the number of required computations. 
In the late sixties and early seventies several decomposition 
algorithms were proposed on special structured networks [5], [30], [43], 
and [48]. 
A. Maximum Flow Minimum Cut 
Ford and Fulkerson [16] were the first to prove the max-flow 
min-cut theorem which states that; for a given flow f, a cut (X,X) is 
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minimal ifand only if all the arcs of (X,X) are saturated while the 
arcs in the form (X,X) are flowless with respect to f. 
The following labeling algorithm is given by Ford and Fulkerson 
[16] to find the maximum flow (and minimum-cut) in a given general net­
work G = (N,A); Every node in G is always in one of the three states, 
labeled scanned, labeled unscanned or unlabeled. Initially all nodes 
are unlabeled. First, node s gets labeled as [s +, e g = <»]. The first 
entry of the label tells from which node this current node is labeled 
and the second entry tells how much flow can be sent from the labeling 
node to the labeled node. 
In general, the algorithm proceeds by selecting labeled and un-
r + n 
scanned node j and assigning the label |_j » ê J to all neighboring nodes 
k of j which are unlabeled and have 0 <• f., ^ u., . Where, e, = minfe., 
Jk jk k L j 
u - f.,]« Similarly, to all neighboring nodes k of j which are unlabel-
ed and have f. . > 0 assign the label [i , e, ] , where e, = min [e., f, .1 . 
kj & L J * k k j kj 
If all the neighboring nodes of j have labels, then j is considered to 
be labeled and scanned. This process continues until (i) node t is 
labeled, or, (ii) node t cannot be labeled. In the case (i), the nodes 
are traced on the flow augmenting path, starting from t and ending in s. 
The flow is increased along the path by an amount efc. All labels are 
erased and labeling starts all over again. In the case (ii) no flow 
augmenting path exists. Hence, current flow is optimal. The set X of 
the labeled nodes and the set of unlabeled nodes X = N - X denotes the 
minimum cut for the network. 
Edmonds and Karp [11] developed the following refinement on the 
labeling procedure. At any step of the flow augmentation relative to a 
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given flow f in G = (N,A) a flow augmenting path is defined as a path 
such that 
(a) if (i,j) eA and (j,i) 4k then e.̂  = u - f^ > 0 
(b) if (i,j) ik and (j,i) eA then e± = f ± > 0 
(c) if (i,i) eA and (i,i) eA then e. = u . . - f . . + f . . > 0 
/ V >J/ \J> J 1 lj 1J jl 
For a given flow augmenting path P let e = min e^ > 0. Alter the 
flow along P as follows: (a) increase flow on arc (i,j) by e; (b) de­
crease the flow on arc (i,j) by e; (c) increase the flow on arc (i,j) 
by min (e,u^ - f^j) a n <^ decrease the flow on arc (j,i) by max (0, e -
u.. + f..). The algorithm differs from Ford and Fulkerson's in step 
(c) which allows sending the flow in both direction (i,j) and (j,i), 
simultaneously. The algorithm scans on a "first-labeled first-scanned" 
basis. Under this condition the maximum flow will be achieved after no 
more than %(n - n) flow augmentations. If the augmentation is done 
along the path with the maximum flow capacity, then the number of flow 
augmentations is bounded by 1 + log . 1 N f , where m = max (X,X)L and 
m ( m " 1 ) XCN - {t} 
f is the value of the maximum flow. 
The linear programming formulation of the maximum flow problem is 
given by Dantzig [8] and Ford and Fulkerson [16]. If f is the variable 
designating the flow in the network, then the linear programming formu­
lation of the maximum flow problem is: 
maximize f 
f i = 1 
n n 
S . T . E x . . - E x. . = -j 0 i ^ l , i ^ m 
i-1 1 J k-1 k l l f 
-t l = m 
9 
0 ^ x.. ̂  u.. i, j = 1, . . . , n 
ij ij 
The totally unimodular property of the constraint matrix guarantees an 
integer optimal solution. 
Gomory and Hu [20] gave an algorithm for determining maximal flow 
values between several nodes of a given undirected (symmetric) network. 
The process regards a subset of nodes of the network as a single node 
(which is equivalent to assuming the added arcs between every pair of 
nodes of the subset with infinite capacity). The arcs directly connect­
ing a node i, not in the subset, to any nodes in the subset are replaced 
by a single arc having a capacity equal to the sum of the capacities of 
the connecting arcs. The maximum flow computations are then carried on 
this condensed and smaller sized network. The process constructs a 
flow equivalent network, which is a tree. Each link (i,j) of the tree 
represents a minimum cut of the original network between nodes i and j. 
This tree is called a cut-tree. A cut-tree of n nodes shows the n-1 
minimum cuts of the original network which do not cross each other. 
B. Shortest Path 
Many algorithms have been proposed for finding the shortest path 
in a network since Minty's [36] string model. From the point of view of 
practicality, only a handful of them are proven to be computationally 
efficient C10.] • The algorithms can be grouped into two major categories, 




The algorithms which fall in this class obtain shortest paths 
between all the nodes simultaneously. The actual length of the shortest 
paths and the paths themselves are stored in two (n x n) matrices, where 
n is the number of nodes in the network. 
The algorithm of Floyd [15] starts with the original distance 
matrix D 0 and changes it into the final matrix D of shortest distances 
th 
in n steps. Generally, in the k step the following "triple" operation 
is used. 
,k _ . f , k - l , k - l , , k - I d. . = min id.. , d., + d, . 
i j I l j i k k j . 
for all i f j f k. For each node i of the network, the preceeding nodes 
are kept in an (n x n) matrix, in which every row or column forms a tree 
The algorithm requires n(n-l)(n-2) additions and comparisons to form the 
final distance matrix D . 
Another matrix algorithm is proposed by Dantzig [7] in which n 
th 
matrices are generated successively, where the n matrix contains the 
shortest distances between all pairs of nodes. It starts with the 
matrix D° = d^ of size (1 x 1) and obtains the matrices of one higher 
order until the complete distance matrix D of size (n x n) is obtained, 
where d^ is the first entry of the original distance matrix. The opera-
th 
tions in the k step are as follows: 
d^ = min. ̂  . ̂  , A d^. ̂  + d T for all 1 
i k i < j £ k - K i j j k j 
< i £ k-1 
11 
d k. = min- ^ . ̂  . , { d , . + d̂ T3"T for all 1 £ i £ k-1 ki 1 ̂  j ̂  k-11 kj ji 
k 'k-1 k k ̂  and d. . == min d. . , d., + d. A for all 1 ̂  i ̂  k-1 and for all ij I ij lk kjj 
1 £ j f i^k-1. 
The number of additions and comparisons required by the algorithm is 
given by 
n 
S (2(k-l)(k-l) + (k-l)(k-2)) = n(n - i r 
k=l 
The algorithm of Yen [52] finds all the shortest distances from 
a fixed origin by considering the fact that any path from s to t contains 
the combination of m homogeneous blocks 1 < m ^ n-1, in which the numbers 
naming the nodes in each block either form a strictly increasing or de­
creasing sequence. The functional equations of the algorithms are as 
follows: 
Set d? = d. i = 1, . . . , n. Compute l in 
d< 2 k + 1 > - min , . , . { d < 2 k " " + d . . . d P " 2 > 
i = n-1, n-2, . . . , 1 d^2^"1^ = d^2k^ . Compute 
n n 
I (2k) . j , (2k) , (2k-l), _ 
[i - m i n l ^ j < iidi + dij' di ^ 1 ~ 2 > 3 ' 
d(2k) = d(2k-l) f o r k = 1 > 2 j . m m 
12 
2k 2k-1 2k+l 2k The algorithm terminates when d. =d. ord. =d. i = 1, .... n 
to 1 1 1 1 
The number of additions and comparisons required by the algorithm is 
given by (l/2)m(n-l)(n-2), 1 < m £ n-1. 
By exploiting the fact that at each iteration one additional d^ 
becomes permanent and hence does not affect the further calculations 
thereafter, Yen [ 5 3 ] modifies his algorithm to save (n-2) additions and 
comparisons in each of every two iterations. This modification led to 
3 
the upper bound 0(l/4n ) on the number of additions and comparisons, 
3 
when m r n-1. Since this modification needs an additional l/4n sortings, 
the new algorithm does not differ from the original algorithm much in 
terms of number of additions and comparisons involved. 
Dantzig [8] proposes a simplex algorithm for the shortest path 
problem. The shortest path problem can be formulated as a linear pro­
gramming problem as; 
minimize S c.. x .. 
1 if 1 = 1 
n n f 
S.T. 2 x..- 2 x, . = i 0 if i ^ l , i ^ m 
J-l 1 J k-1 k l \ . f . -
J -1 if l = m 
x_ ^ 0 i , j = l , 2 , . . . . , n 
Bennington [3 ] refined the simplex algorithm by showing that every 
arboroscence centered around the source node is a basic solution but the 
converse is not true. By restricting the basic feasible solutions to 
the set of arboroscences it is shown that the algorithm can reach the 
optimal solution in fewer steps, since the number of arboroscences are 
13 
less than the number of basic feasible solutions. Arboroscence is de­
fined as the tree which spans all the nodes of the network. 
Treebuilding Algorithms 
In this group of algorithms the shortest paths from a fixed 
origin to all other nodes are determined. 
The algorithm, due to Moore [37] originally sets all the distances 
d . to infinity (where s is the origin node). The algorithm proceeds 
s J 
to build the tree by assuming the origin to be "active" and excuting the 
basic operation d . = min,. .N .(d . + d..). At each iteration, every sj (i,j)eAv si ij 7 
node connected with an active node by an arc is checked to see if the 
existing distance can be replaced by a shorter one. If so, the node for 
which the distance has been shortened becomes active and the process is 
continued until all the nodes become active once. The upper bound on 
2 
the number of additions and comparisons is given by (n-2)(n-l) . The 
algorithm is originally proposed for networks with nonnegative distances 
but it may as well be applied to an arbitrary distance network (provided 
no negative cycles exist). 
Credit belongs to Dijkstra [9] for his extremely efficient shortest 
path algorithm where all arc weights are required to be nonnegative. The 
algorithm assigns tentative labels, which are upper bounds on the short­
est distances from the origin node to all other nodes. At each iteration, 
one node label becomes permanent. After the following main step 
executed exactly n times, all node labels become permanent, where X is 
set w' = w' + d q P pq 
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the set of the permanently labeled nodes and X is the set of unlabeled 
nodes. Every time a node gets permanently labeled, it is placed in X 
and dropped from X. The algorithm requires n(n-2)/2 additions and n(n 
- 1) comparisons. 
Bazaraa and Langely [2] give the method of converting the arc 
weights in a network into the equivalent nonnegative ones by utilizing 
the dual of the linear programming formulation of the shortest path 
3 
problem. The upper bound on the computations required may reach 0(n ). 
C. Decomposition Algorithms 
T. C. Hu [26] in 1968 proposed the first decomposition algorithm 
for determining the shortest paths between all pairs of nodes in a 
sparse network. The algorithm begins by decomposing the network linearly 
into m overlapping subnetworks. The "triple operation" 
d.t =: min i d.. . d. . + d... for all i f i f k ik L i k ij jkj J 
is applied on (m-1) subnetworks, beginning with the first, successively, 
where the conditional shortest distance obtained in one network will 
replace the original distances of the succeeding network. This procedure 
th 
is applied once more starting from the m subnetwork working towards 
the first subnetwork in a reverse order. This forward and backward stream 
of triple operations determines the actual shortest distances between 
all pairs of nodes which lie in the same subnetwork. In order to find 
the shortest distances between two nodes which do not lie in the same 
network, the triple operation is carried in a similar manner in the 
matrix form, referred to as the "matrix minisummation", until all the 
15 
shortest distances are determined. 
Suppose each subnetwork shares v nodes with its neighboring 
subnetwork and that the number of nodes that are not shared by the 
others is u, and that the network is decomposed into m overlapping sub-
3 2 2 2 3 networks. The algorithm requires (2m-l)u + (m +llm-15)u + (m +llm-23)v 
3 
additions and comparisons. It requires (mu + (m-l)v) additions and 
comparisons if the same network is solved by Floyd's matrix algorithm. 
For m large, the ratio of the number of operation in decomposition to 
no decomposition is -(-r-"). 
m\u+v/ 
Yen [.51] shows that in the application of the triple operations 
in the reverse order, in T. C. Hu's algorithm, we do not have to consider 
the overall subnetwork. He also shows that fixing one node in the over-
2 2 
lapping section of the two adjacent subnetworks saves (m-l)u + (5m-8)u v 
2 3 
+ (8m-15)uv + (5m-9)v additions and comparisons. The total number of 
additions and comparisons required by this modified algorithm amounts to 3 2 2 2 2 2 3 mu + (m + 6m - 7)u v + (2m + 10m -20)uv + (m + 6m -14)v , which 
is approximately half the number required in T. C. Hu's original algo­
rithm. 
Glover, Klingman and Napier [18] suggest a different decomposition 
scheme, based on their experience, that in practice, most of the actual 
network flow problems do not contain directed paths from any node to any 
other node. They further claim that such paths only exist for the node 
pairs in the same "region" of the network. The decomposition starts by 
choosing the first node set arbitrarily, and selecting an arbitrary node 
to be its origin. The procedure then fans out from node to node to find 
all nodes to which this origin node is connected by a directed path. If 
16 
this process does not exhaust all the nodes in the network, since the 
network is connected, some of the unreached nodes must have directed 
paths from them to some of the reached nodes. The procedure continues 
in this fashion until the desired decomposition is obtained. 
The decomposition obtained by this procedure has the following 
properties: for odd numbered subnetworks there exist no directed paths 
between the common nodes with the subnetwork on the left and the common 
nodes with the subnetwork on the right. For even numbered subnetworks, 
such a path may exist and the left common nodes and the right common 
nodes may intersect. 
The computational phase of this algorithm utilizes the forward 
stream of the triple operations used in T. C. Hu's [26] decomposition, 
for odd numbered subnetworks. After the original distances between the 
overlapping nodes have been replaced by the conditional shortest dis­
tances obtained in the previous step, the same triple operation is 
applied on the even numbered subnetworks. In the last step the shortest 
distances between an even numbered subnetwork and its right and left ad-
3 2 
jacent subnetworks are determined. The algorithm requires mu + 7mu 
2 2 3 2 + 2mu + 13muv + 7muv + 8mv + 4mv additions and comparisons. 
Although the number of operations needed by this algorithm looks 
impressive in the lower order terms, the need for the special structure 
shades the success of the algorithm. Obviously, if the sink in a given 
network can be reached from every other node, this algorithm produces no 
decompos ition. 
Shier [43] gives a decomposition algorithm for optimality problems 
in tree-structured networks. The node-set N of the given network is 
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partitioned into m ̂  2 disjoint sets of nodes N., N o J . . . N which 
1 2 m 
exhibit a tree-structure when viewed as an undirected graph. After 
the node-incidence matrix is partitioned accordingly, a "binoid" opera­
tion is performed on the submatrices. Different entities (shortest path, 
longest path, etc.) are determined depending upon the binoid operation 
used. 
Werra [48] gives the decomposition of bipartite graphs into match-
ings. He shows that a bipartite multigraph has either a uniform or a 
nearly uniform decomposition into any number m ^ m of matchings, where 
m is the maximal degree of the vertices in a bipartite network. 
Brucker [5] gives a decomposition algorithm for shortest paths 
in a network with many strongly connected components. A network is 
partitioned in such a way that two nodes i and j belong to the same 
component if, and only if, there exists a circuit which contains i and j. 
The network is partitioned into R strongly connected components X^, . . . 
, X„ such that d. . = 0 0 for all ieX , jeX and t > s. It is shown that R ij t J s 
(i) <£. = °° for all ieX_, jeX , t > s, k = 0, . . . N 
x ' ij t J s 
(ii) d*. = d*:1 
(a) for all keX , ieX,., t > s or 
s t 
(b) for all keX , jeX. s > t. \ / s t * 
The algorithm, based on these observations, computes the shortest path 
in N iterations. 
Jensen [30] gives the optimum network partitioning in directed 
18 
acyclic networks. The dynamic programming algorithm calculates the 
optimum feasible partitioning by finding the nested set of restricted 
sets corresponding to the partition, where in a graph G = (N,A) the node 
set X C N is called the restricted set if for all ieX, jeX, the j ̂  i 
(j does not precede i). 
D . Minimal Cost Flow Algorithms 
There are three basic approaches for solving the minimum cost 
network flow problems; primal algorithms, dual algorithms and primal-
dual algorithms. 
The primal algorithms start with a feasible maximal flow of f 
units, and try to improve the cost of sending f units from source to 
sink by detecting a negative cycle in the marginal cost network and 
circulating as much flow as possible around this negative cycle. The 
algorithms terminate when there exists no negative cycle in the marginal 
cost network with respect to the given feasible flow f . 
The dual algorithms attempt to build up the optimal flow f by 
adding one unit of flow to the network over the shortest path (flow 
augmenting path) obtained on the marginal cost network. The advantage 
of dual algorithms over the primal algorithms is the relaxation of the 
need of maximal flow to start with. 
An example of a primal-dual algorithm is the out-of-kilter algo­
rithm proposed by Ford and Fulkerson [16]. The algorithm starts with 
any given flow and tries to maintain the primal and dual feasibility 
towards the optimal solution. The algorithm contains two phases: the 
flow increase and dual variable change. For each arc on the network a 
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kilter number is defined. The algorithm tries to reduce the kilter 
number of each arc while maintaining the primal feasibility. Any arc 
(i,j) which satisfies the Kuhn-Tucker conditions with respect to a 
given flow is said to be "in kilter" and the kilter number of such arc 
is said to be zero. 
The direct search for negative cycles, by building the negative 
partial sums, is given by Florian and Robert [13]. Other primal algo­
rithms utilize the shortest path algorithms to detect the negative cycles. 
Since the shortest path algorithms are not designed primarily for detect­
ing the negative cycles, their efficiency is questionable. As Bennington 
[3] states, "if the relative efficiency of the search for negative cycles 
is not improved, it would seem that the primal method is in fact doomed". 
Unfortunately, we cannot be too optimistic about Florian and 
Robert's [13,] direct search for negative cycles. The algorithm is based 
on the property of negative partial sums of finite sequences. Shea [42] 
shows that this algorithm can be a poor choice for locating negative 
cycles. Depending upon the number of arcs in the negative cycle and its 
location, the algorithm might require far more computer time than any 
other competing shortest path algorithms used for detecting the negative 
cycles. 
Edmonds and Karp [ll] give algorithm for minimal cost flow problems 
where at each step the flow augmenting path is found on a marginal cost 
network in which the arc weighs are nonnegative. At each flow augmenta­
tion, the marginal cost network has nonnegative arc weights. Thus Dijkstra1 
algorithm can effectively be used to obtain the flow augmenting path in 
2 
0(n ) operations. 
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CHAPTER III 
LOCATION OF MIN-CUT BY DECOMPOSITION 
A network is a collection of nodes and ordered pairs of nodes 
designed by G = (N,A), where N is the node-set and A is the arc-set of 
the network. If the ordered pairs (i,j) have assigned direction, then 
the network is called a directed network. Otherwise, it is called an 
undirected (symmetric) network. 
Let P = {1, (1,2), 2, (2,3), . . ., k-1, (k-l,k), k] be a sequence 
of nodes and arcs. This sequence P is called a path if all the arcs 
have the same sense of direction. Otherwise, the sequence P is called 
a chain. If the initial and the final nodes of a path (chain) coincide 
then the resulting figure is called a cycle (circuit). 
There are two special nodes in a network. One is called the 
source, denoted by s, and the other one is called the sink, denoted by 
t. 
With every arc (i,j)eA of G we associate a positive integer u^ , 
called the capacity of the arc and a real (or integer) number c_̂  (or 
d^j) the cost (length or weight) of the arc. A set of nonnegative inte­
gers f^ is called a flow in a network if they satisfy the flow conser­
vation equations 
-f if j = s 
2 f. . - S f. = JO if j + s, t 
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0 £ f.. £ u.. for all i,j 
where, f is a nonnegative number called the value of the flow. 
A cut: is denoted by (X,X), where X C N is a subset of nodes of 
the network and X contains the remaining nodes of N, i.e., X = N - X. 
Therefore, a cut (X,X) denotes the subset of arcs (i,j) of A such that 
(i»J)e(X,X) if ieX, jeX or jeX, ieX. The capacity of a cut (X,X), denoted 
by c(X,X) is 
ieX 1 J 
c(X,X) = S u_. .. 
 
jeX 
A cut separating s from t with minimum capacity is called a minimum cut. 
Consider a network G = (N,A) with a feasible flow f. Let G' = (N,A) be 
another network obtained from G such that, G* contains the same nodes as 
network G. The arcs of G' is defined as: 
(i,i)eA/ if (i,i)eA and f.. < u.. 
with u! . = u. . - f. ., 
i j i j iJ 
(j,i)eA/ if (i,j)eA and > 0. 
with u'. = f.., where f.. is the flow on arc (i,i) with respect to the 
flow f in network G. The network G' obtained in this manner is called 
the marginal network. If a path from s to t exists in G 7 with respect 
to flow f, then we can increase the flow in G by increasing the flow 
along this path. This is the basic idea of the flow augmenting algorithms 
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The following algorithm given by Edmonds and Karp [11] determines the 
maximum flow by flow augmentations. 
Max-Flow Algorithm [ll]: 
Start with any feasible flow f° in G, say f̂_. = 0. From G con­
struct G' as described above. If a path P exists in G', from node s to 
node t,construct a new feasible flow f' = f + A by sending as much addi­
tional flow as is possible along the path P, where A = min (u^j * (i>j) 
ePJ. For this new feasible flow construct G' network and repeat the 
procedure again. At each flow augmentation choose a path with the 
minimum number of arcs in it. If no path exists in G' with respect to 
flow f', then stop, f' is the maximal flow. The set of nodes X that 
can be reached from source s and the remaining nodes X = N - X consti­
tutes a minimum cut for the network G = (N,A). 
Corollary: 
A cut (X,X) in a network G = (N,A) is minimal if and only if every 
maximal flow f saturates all arcs of (X,X), whereas all arcs of (X,X) 
are flowless with respect to f. 
Theorem 1 (27): Let G = (N,A) be a network with two minimum cuts (X,X) 
and(Y,Y) where XUX = YUY = N and XflX = YflY = 0 and X + Y. Then, (XUY, 
XUY) and (XflY, XflY) are also minimum cuts. 
Proof: See T. C. Hu [27]. 
Definition: Two cuts (X,X) and (Y,Y) are said to cross each other if and 
only if each of the four sets XflY, XOY, XOY, XflY are nonempty. 
The following three lemmas apply only to undirected networks. 
LEMMA 1 (27). Let (X,X) be a minimum cut separating node ieX 
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and some other node, and let e and k be any two nodes contained in X. 
Then, there exists a minimum cut (Z,Z) separating nodes e and k such 
that (Z,Z) and (X,X) do not cross each other. 
Proof: See T. C. Hu 27 . 
LEMMA 2 (27). Let (X,X) be a minimum cut separating node i and 
some other nodes, and let e be any node that belongs to X. Then, there 
exists a minimum cut (Z,Z) separating nodes i and e such that (X,X) and 
(Z,Z) do not cross each other. 
Proof: See T . C. Hu [27]. 
LEMMA 3 (27). Let f ̂  = c(X,X) and i and j be any two nodes with 
ieX and jeX. Then, there exists a minimum cut (Z, Z) with c(Z, Z) = f 
such that (Z,Z) does not cross (X,X). 
Proof: See T. C. Hu [27]. 
Developed Theory 
This section strictly deals with the single commodity, directed 
networks. 
Definition: A cut (X,X) is called a "min-source cut" between nodes 
i and j of G == (N,A) if c(X,X) ̂  c(Z,Z) for all (Z,Z) such that X 7* Z, s, 
ieX, s, ieZ, j, teX and j, teZ. 
Property: When i = s and j = t, the min-source-cut (X,X) becomes 
the actual min-cut for G = (N,A). 
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Consider the network G = (N,A) given below. 
Suppose the node-set N of G is divided into two subsets X and X such 
that XnX = 0 and XUX = N. Suppose, also that the arcs on (X,X) are 
collected into a super source ŝ  , first, and then reflected into X as 
shown below. 
The flow capacities of the arcs in the form (i,s^) or (s^, j) are defined 
as : 
u. = S u. . for each ieX and all ieX. 
S imilarly, 
u . = H u . . for each ieX and all ieX. 
Let this new network be defined as G' = ( X u s^X, A ' ) . Define two new 
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subnetworks = (N^, A^) and G^ = (N^, A^) where = XJjŝ , = Xus^, 
(i,j)eA^ if and only if (i,j)eA' and ieN^. Similarly (i,j)eA2 if and 
only if (i3j)eA/ and ieN2, jeN2. 
If we apply the Ford and Fulkerson's [16] labeling algorithm on 
G^ and Ĝ  separately, we obtain two minimum cuts (Z^, Z^) and (Z^j Z^), 
respectively. These two cuts are shown on the example network below. 
After studying the locations of (Z^, Z^), (Z 2, Z" 2), (X,X) and 
the actual min-cut of the original network G - (N,A) we can prove the 
following three lemmas which are inspired from T. C. Hu's [27] three 
lemmas. The essential difference is the fact that the proposed lemmas 
apply to the. directed networks as well. 
LEMMA 4. Let (X,X) be a min-source cut separating sex and some 
other node. Let e and k be any two nodes contained in X. There exists 
a min-source cut (Z,Z) separating e and k (seZ) such that (Z,Z) and (X, 
X) do not cross each other. 
Proof: Assume that there is a min-source cut (Y,Y) separating e and k 
(seY) which does cross (X,X). Let XflY = M XOY = L 
XOY = N XflY = T 
as shown in the following figure. 
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Since seY and seX, s will always be in M = XOY. With the same 
line of argument, eeY and eeX therefore, eeN = YflX. Since keY and keX, 
k will always be in T = XOY. Therefore, the above figure is the only 
possible case. 
Since (X,X) is the min-source cut, we have 
C(M,N) + C(L,N) + C(M,T) + C(L,T) ̂  C(M,N) + C(M,T) + C(M,L). 
Since C(L,N) ̂  0, 
C(L,T) ̂  C(M,L). (1) 
Since C(N,T) + C(M,T) = C(N,T) + C(M,T) (2) 
and 0 £ C(N,L), (3) 
adding both sides of (1), (2) and (3) we have 
C(L,T) + C(N,T) + C(M,T) ̂  C(M,L) + C(N,L) + C(N,T) + C(M,T). 
(4) 
The left-hand side of (4) is the value of a source cut (NULUM, T) which 
separates e and k (seNUHJM) that does not cross (X,X). The right-hand 
side of (4) is the min-source cut (Z,Z). 
LEMMA. 5. Let (X,X) be a min-source cut separating node i and 
some other node, and let e be any node that belongs to X. Then there 
exists a min-source cut (Z,Z) separating i and e (seZ) such that (X,X) 
and (Z,Z) do not cross each other. 
Proof: Assume that there is a min-source cut (Y,Y) separating i and e 
that does cross (X,X) From the construction of the lemma, we have seX, 
seY, ieY and eeX, eeY. Therefore the following figure is the only case 
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for this lemma. 
As in lemma 4, with the same line of argument we have (4). Therefore, 
(NULUM, T) is the required min-source cut between i and e that does not 
cross (X,X). 
LEMMA 6. Let (X,X) be a min-source cut between s and b. Let i 
and j be any two nodes with ieX and jeX. Then there exists a min-source 
cut (Z,Z) separating i and j such that (X,X) and (Z,Z) do not cross each 
o ther. 
Proof: Assume that there is a min-source cut (Y,Y) separating nodes i 
and j that does cross (X,X). We have seX, seY, hence seM. We also 
have ieX, ieY, hence ieM. With the same line of argument jeT. There 
are two possibilities for b: it is either in N, or it is in T. These 
two cases are shown in figures below. 
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i x > 












CASE I . bcT. Since (X,X) is a min-source cut we have C(M,N) 
+ C(M,T) + C(L,N) + C(L,T) ̂  C(M,N) + C(M,T) + C(M,L). 
Since C(L,N) ̂  0 (5) 
C(L,T) * C(M,L). (6) 
Since C(N,T) + C(M,T) = C(N,T) +C(M,T), (7) 
and 0 <: C(N,L), (8) 
adding both sides of (6), (7) and (8) we have 
C(L,T) + C(N,T) + C(M,T) ̂  C(M,L) + C(N,L) + C(M,T) + C(N,T). (9) 
But the left-hand side of (9) is the source cut (LUNUM, T) which 
separates i from node j ( with seLUNUM) that does not cross (X,X). The 
right-hand side of (9) is the min-source cut (Y,Y). Hence, the cut 
(MULUN, T) is the required min-source cut (Z,Z). 
CASE II. beN.. With exactly the same reasoning we have (9). 
Therefore the required min-source cut is (MUNUL, T) that does not cross 
(X,X). 
We can now state two lemmas which will be used in partitioning 
of a network into two subnetworks. 
LEMMA 7. Let a network G = (N,A) be partitioned into two subnet­
works by the cut (X,X) such that XfiX = 0 and XUX = N, seX and teX where 
s is the source node and t is the sink node. Let all the arcs (i,j) 
such that ieX, jeX be collected to an intermediate node s 7 and arcs 
leaving X into X enters into s'first and then enters to X, i.e., C(X,s') 
= C C s ' , X) 
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Let - (XUs', A^) where (i,j)eA1 if ieXUs' and jeXUs' and (i,j) 
exists, and let G^ = (XUs', A 2) where (k,l)eA2 if keXUs', IeXUs' and 
(k,l) exists. 
Suppose that (Z^,Z^) is the min-cut obtained in G^ between nodes 
s and s' and (Z2,z"2) is the min-cut obtained in G^ between nodes s' 
and t. Then, we can state: 
(a) max j c ^ , ^ ) , c(Z2,Z"2)} ̂  c(X,X) 
(b) if c(Z^,Z^) = c(X,X) then either both cuts are the min-cuts 
for G or the min-cut for G lies on the right of (X,X). 
(c) If c(Z2,Z2) = c(X,X) then either both cuts are min-cuts to 
G or the actual min-cut to G lies on the left of (X,X). 
(d) If c(X,X) > c(Z^,Z^), c(Z2,Z2) then the minimum cut is 
either the minimum of c(Z^,Z^) and c(Z2,Z2) or it lies in between (Z^,Z^) 
and (Z2,Z2) and crosses (X,X). 
Proof: (a) If c(Z^,Z^) > c(X,X), then we would have chosen (X,X) as 
the min-source cut between nodes s and s'. Hence c(Z^,Z^) ̂  c(X,X). 
With the same line of argument, if c(Z2,Z2) > c(X,X) then we would have 
chosen (X,X) as the min-source cut between nodes s' and t. Therefore, 
c(Z2,Z2) £ c(X,X). 
(b) We assumed that c(Z^,Z^) = c(X,X). There exists two possi­
bilities for c(Z 2,Z 2). 
(i) c(Z2,Z2) = c(X,X). 
Let (Y,Y) be the actual min-cut for G and cross (X,X). Suppose s'eY. 
We have seY and other node being teY. Hence, (Y,Y) is the min-cut that 
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separates s and t. Let e = s' and k = t. From lemma 4 there exists 
a min-source cut (X,X) between s' •* e and t = k such that (Y,Y) and 
(X,X) do not cross each other. Since (X,X) is the min-source cut be­
tween s' and t, therefore, (Y,Y) cannot cross (X,X). 
Now, suppose s'eY, and let again (Y,Y) be the min-cut between s 
and t, that crosses (X,X). Let b = t, i = s' and j = t. From lemma 
6, the min-source cut (X,X) between i = s' and j = t cannot cross (Y,Y). 
Therefore, if (Y,Y) cannot cross (X,X), then (Y,Y) must lie entirely 
in G^ or G^• In any case the min-source cuts obtained for each subnet­
work will be the actual min-cut to the original problem as well as (X, 
X). 
(ii) c(Z2,Z2) < c(X,X) = c(Z 1,Z 1). 
Suppose the actual min-cut for G is (Y,Y) and crosses (X,X). Let s'eY, 
6 = 3 ' , i = s and t be the other node. From lemma 5 the min-cut (Y,Y) 
between s and t does not cross the min-source cut (X,X) between s and 
s . 
Let s'eY, b = s / , i = s , j = t then from lemma 6, the min-source 
cut (X,X) between s and s' cannot cross the min-cut (Y,Y). 
Therefore the min-cut (Y,Y) is on the right of (X,X), i.e., it 
lies entirely in . Hence (Z2,Z2) is the required min-cut. 
(c) c(Z2,Z2) == c(X,X). 
We have again two possibilities for c(Z^,Z^). 
(i) c(Z],Z1) = c(X,X) = c(Z 2,Z 2). This is nothing but 
case (b - i). 
(ii) c(Z1,Z1) < c(X,X) = c(Z 0,Z 0), Let the actual min-cut 
PAGE MISSING FROM THESIS 
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for G be (Y,Y) and let it cross (X,X). 
If s'eY, let (X,X) be the min-source between s and s'. Let b = t. 
Then from lemma 6, there exists a min-cut (Y,Y) between s and t such 
that (X,X) and (Y,Y) do not cross each other. If s'eY, again by letting 
e = s', and t = k, the min-source cut (X,X) separating s' and t cannot 
cross the min-cut (Y,Y) between s and t. Thus, ( Z ^ , Z ^ ) is the min-cut 
for G. 
(d) c(X,X) > c C Z ^ Z p , c ( Z 2 , Z 2 ) . 
Let the actual min-cut between s and t be (Y,Y) and suppose it crosses 
( z i ' V -
If s'eY, then from lemma 5 with i = s and the other node being 
t and 6 = 3 ' , the min-cut (Y,Y) between s and t cannot cross the min-
source cut ( Z^,ZP between s and s'. 
If s'eY, then let ( Z ^ , Z ^ ) be the min-source cut between i = s and 
s'. Let e = t. From lemma 5, the min-cut between s and t does not 
cross ( Z^,ZP. 
Now, we show that the actual min-cut for G cannot cross ( Z 2 , Z 2 ) 
either. Suppose the actual cut (Y,Y) does cross (Z^,Z^). If s'eY, let 
b = t, s' = i and j = t. From lemma 6 there exists a min-source cut 
(Z 2,Z" 2) between s' and t such that the min-cut (Y,Y) between s and t 
does not cross ( Z 2,Z" 2). If s'eY, let e = s', k = t and the other node 
being t. From lemma 4, the min-source cut (Z 2,Z" 2) between the nodes s' 
and t cannot cross (Y,Y). 
Summarizing the above proof, we have: 
c C Z ^ Z P < c ( Z 2 , Z 2 ) < c(X,X), then the actual min-cut (Y,Y) for 
G cannot cross the cuts ( Z 1 , Z 1 ) and ( Z 0 , Z 0 ) . Since c ( Z 1 , Z 1 ) < c ( Z « , Z « ) , 
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the min-cut for G is either (Z^,Z^) or it lies between (Z^,Z^) and (Z^, 
Z^) and it crosses (X,X), (if not, then we would have picked it as 
( V V > -
If c(Z2,Z2) < c(Z1,Z1) < c(X,X), then either (Z 2,z" 2) is the min-
cut for G or it lies between (Z^,Z^) and (Z 2 ,z" 2 ), and it crosses (X,X). 
Q.E.D. 
Results : 
I. If c(Z^,zp = c(X,X) = c(Z 2 ,z" 2 ), then each of those cuts is 
a min-cut for G. 
II. If c(Z1,Z1) = c(X,X) > c(Z 2,Z 2), then (Z2,z"2> is the min-
cut for G. 
III. If c(Z2,Z2) = c(X,X) > c(Z 1,Z 1), then (Z^,Z ) is the min-
cut for G. 
IV. If c(Z 1,z" 1) and c(Z2,Z~2) < c(X,X), then the min-cut for G 
is either 
(a) min |c(Z 1,Z 1), c(Z2,z"2)j or 
(b) it lies entirely between (Z^,Z^) and (Z 2 >£ 2) and it 
crosses (X,X). 
Redistributing the Nodes 
Suppose we decomposed the network G = (N,A) into two subnetworks, 
G^ = (XUs', A^) and G,? = (XUs', A 2) as explained earlier. Furthermore, 
suppose that there is an (s', X) arc in the minimum cut obtained for the 
second subnetwork G2« By bringing the node keX to the set X we are try­
ing to find out new partitioning (x ' , x ' ) and (Z2,z"2) such that they will 
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be disjoint. 
Everytime we bring node(s) from to G^ we perform a max-flow 
operation to see whether the new min-cut for G^ is disjoint from (x', 
x') or not. After finding such disjoint cuts (x'jX') and (Z^JZ^); all 
we need to do is to transfer the nodes on the left of (Z^jZ^) to the 
first subnetwork (i.e., make (Z^jZ^) a new (x'jX')) and solve the max-
flow problem on this new first subnetwork G^. By so doing, we are 
assuring that c(X/,X') = cCZ^jZ^) . From part II of the results of lemma 
7, if c(z|,z|) found for G| is less than the other two, then it is the 
actual cut for the original network G. If c(Z^,Z^) = c(X ,x') then from 
result I, (z|,Z^) and (x'jX') are the min-cuts for G. 
Utilizing these observations, we can prove the following lemma: 
LEMMA 8. After the redistributing operation described above, 
the min-cut obtained is the actual min-cut for the overall network G. 
Proof: After bringing the nodes into G^> and finding the disjoint min-
cut (Z^'^) from (x',x'), let (x',x') = (Z^Z^). We now have the fol­
lowing : 




Let e = s", k = t. From lemma 4 the min-source cut (x',x') = (Z^jZ^) 
cannot cross the min-cut (Y,Y) between the nodes s and t. Therefore, 
the min-cut (Y,Y) entirely lies in the network G^ = (X 'iis" ,A' ̂ ) . 
37 
If the min-cut (z|,Z^) obtained from is different from (x',x') 
and if c(z|,z|) < c(x',x'), then (Z^,Z^) is the actual min-cut for G. 
If c(z|,z|) = c(x',x') and they are different, then both are min-cuts 
for G. If they are the same, then (x',x') is the min-cut for G. 
A Decomposition Algorithm for Locating Min-Cut(s) 
We will now give the proposed decomposition algorithm for locat­
ing a min-cut. Let the node set N of a network G = (N,A) be divided 
m 
into m disjoint subsets N-, N«, . . . ,N such that N .ftN . = 0 and I J 1 2 m l i 1=1 
N. = N for all i and i. Let the arcs on each cut be collected into the l J 
intermediate artificial nodes s,, s 0, . . . , s -. , as shown below. 
where A., j-1, . . . , m as defined before. Let those m arbitrary cuts 
be represented by (X^X.^) . . . m-1. Also, let (Z^,Z^) i=l, . . . , 
m be the min-cuts for the networks G,, G 0, . . . , G , respectively. 
1 2 m 
The following algorithm fans from one end of the network. 
Algorithm A. Locating the min-cut by decomposition. 
Step 0. Let k=l, (Yk,Yk) = (Z k,Z f c). 
Step 1. If k=m, stop. Minimum cut (Y, ,Y, ) is at hand. Otherwise, 
k k k+1 
(I) Assume the overall network consists of only U G.. 
i=i 1 
Suppose that (X, ,X, ) divides this network into two subnetworks. We have 
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at hand, c(Y^,Y^) the min-cut for U G., c(X^,X^) the cut that divides 
i=l 1 
the network into two and c(Z, ,,, Z, t 1) the minimum cut for the subnet-
k+1 k+1 
work G, .,. 
k + 1 k+i 
Apply lemma 7 to locate the actual min-cut for the network U G.. 
i-i 1 
Let this cut be (Ŷ +̂ '"̂ lc+l̂  a n <^ ^ e t ^ = ^~+^' ^° t o t* l e beginning of 
Step 1. 
Theorem 3. Algorithm A converges to the minimum cut in exactly 
m-1 steps. 
Proof: The algorithm starts with G = G^U^ and assumes (X^,X^) divides 
this network into G^ and G^• We have at hand (Z^,Z^) corresponding to 
G^ and ^2^2) corresponding to G2 • By applying lemma 7 we will locate 
the min-cut (Y^,Y^)for the network G^U^* In the next step the algorithm 
assumes that the overall network consists of G^ U G2U G^• And it fur­
ther assumes that (X2>X2) divides this network into two subnetworks G^ 
U G2 and Ĝ » respectively. From the previous step we have 0^>Y^), the 
min-cut for G^ U G2, and we have (Z^jZ^), the min-cut for G^. Hence 
lemma 7 is applicable. The result of this step will give the minimum 
cut (Y2,Y2) for the network G 1 U G 2 U Gy 
th 
In general, at the k iteration, we are considering the network 
G^ U G2 U . . . U G^ U Ĝ -f̂ .. Assuming that (X^X^.) divides this network 
into U G2 U . . . 1) and G^+^, respectively, we have at hand (Y^.^, 
k 1̂ ' t* l e m^-n:'-mum c u t : f° r t n e n e twork G^ U . . . U G^, and (Ẑ ., Ẑ .) 
the min-cut for the network G k +^. The conclusion of lemma 7 will pro­
duce the min-cut ( Y k>Y k) for the network G^ U G^ U . . . (J G k + 1» When 
k = m-1 we are considering G = G^ U G2 U . . . U G^+^. Assume that 
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(X ,, X ,) divides this network into two subnetworks G, U G„ U . . . m- i m-1. 1 2. 
U G , and G , respectively. From the (m-2) n d iteration we have the m- i m 
min-cut (Y „ , Y „) for the network G- U G_ U . . . U G ., and we m-Z m-z i L m-i 
know the min-cut (Z , Z ) for the network G . Therefore, the application 
m' m m 
of lemma 7 will produce the min-cut (Y -, , Y ..) , which is the actual 
m-i m-1 
min-cut for the network G = G, U G„ U . . . U G , the original network. 
i L m 
Q.E.D. 
Note that the fanning process is arbitrary. We could as well fan 
out from the last subnetwork towards the first subnetwork. In this 
case we start with G U G , and assume that (X ,, X ,) divides this 
m m-1 m-1 m-1 
network into two. Upon applying lemma 7 we locate the min-cut (Y-̂ , Y^) , 
th the min-cut for G U G ,. In general, for the k step, consider m m- i G U G - U . . . U G . • Suppose the cut (X . , X . ) divides this m m-i m-k m-k m-k. 
network into two subnetworks, G , and G ....UG , n I) . . . 1) G , 
m-k m-k+1 m-k+2 m 
st 
respectively. From the (k-1) step we have the min-cut (Y^ ̂ , Y^ ^ ) , 
for the network G , ., U G , ,„ U . . . U G . We know the min-cut m-k+1 m-k+2 m 
(Z , , Z , ) for G , . Therefore, lemma 7 is applicable. The minimum m-k m-k m-k 
cut (^jY^) obtained from this step will correspond to the min-cut for 
the network G U G , U , , . U G , . For k = m-1, the minimum cut m m-1 m-k 
(Y^,Y^) obtained will correspond to the minimum cut for the overall net­
work G = G IJ G n U . . . U G, . 
m m-1 1 
The following is another alternative for the fanning process. 
Suppose all c(Z^,z\) i=l . . . , m are computed. Obviously, the values 
of those min-cuts form k blocks such that within each block the min-cut 
values will form either increasing or decreasing sequences as shown be­
low. 
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c(z1,z1) I c(z2,z2) I . . . I c(zi,zi)| 1 I c(z i + 1,z i + 1)i . . .1 
c(Z ,Z )|^ 
c(Z . , - ,Z . , - ) l >c(Z ,Z )| .. .1 c(Z ,Z ) l <c(Z ,Z ) 
v j+1 J+1 P P <1 vl m m 
Let the blocks be named Ŝ ,S2> • • • > S^. The fanning process 
will be as follows: 
1. Find the min-cut (Y.,Y.) for each block S., i=l, . . ., k, 
1 1 l 
starting with the max {c(Z.,Z.) where (Z.,Z.)eS., and the (Z . ,, ,Z . ... )gS . 
J J J J i J+1 J+1 i 
y (Z^ -̂ >Zj j ) e S i f the block is a decreasing [increasing] sequence. 
Fan out in the other direction until the last subnetwork in that block 
is considered. The result will give us the min-cut (Y.,Y.) for the 
l i block S . . l 
Obviously, c(Y,Y\) will form k, new blocks similar to that which 
was explained earlier, where k̂  < k. Call these blocks s | , S^j • • •> 
s/ . Again, find the min-cut (y',y') for each block S ? , i=l . . ., k1 , 
K ^ 1 1 1 J. 
as explained earlier. The new values of c ( y ' , y ' ) will form k« < k. new 
1 1 2 1 
blocks, etc. Finally, we will only have one block, with all the cut 
capacities c^^^jY^1"^) forming either a strictly increasing or a de-
I (t) —(t) ^ 
creasing sequence. Choose max ̂ c(Y. ,Y. )!- and expand in the other 
direction. The result of this last fanning will give the desired min-
cut (Y,Y) for the overall network G. 
By adopting this fanning rule, we are making sure that at any 
step we are dealing with the minimum amount of nodes. In other words, 
41 
if lemma 7 -iv holds at every step and the actual min-cut for the two-
partitioned network is minĵ c (Z ̂  , Z / ) , c(Y^,Y^)j^, we want to be sure 
that we will use the minimum number of nodes to detect this fact. 
The example problem will make this point clearer. The same 
problem is solved by using two different fanning procedures, fanning 
from the first subnetwork towards the last subnetwork and working with 
blocks. Working with blocks enabled us to consider the minimum number 
of nodes possible at each iteration. 
Example 
Suppose the network G is partitioned into five subnetworks as 
shown below: 
where (Z.,Z.) is the min-cut for subnetwork G., i=l, . . . 5, and (X, ,X, ) 
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is the cut that separates subnetwork from G^+^ k=l, 2, . . . 4 . 
Step 1. Let G = G^ U G 2. Let (X^,X^) divide this network into 
two subnetworks G^ and G^, respectively. We have at hand (Z^,Z^) and 
(Z 2,Z 2), the min-cuts corresponding to the subnetworks G^ and G^, 
respectively. Since c(Z2,z"2> = 20 < cCZ^Z^) = 21 < cCX^X^) = 27, from 
lemma 7, the min-cut for G^ U G 2 is either (Z2,Z2) or it lies between 
(Z^,zp and (Z 2 >Z 2) and crosses (X^,X^). We can construct the network 
between (Z^,Z^) and (Z^^Z^) as shown below. 
c(Y1,Y1)-20 
Since all the nodes are on the left of (Y-̂ jŶ ) this corresponds to 
(Z 2,Z 2), i.e., the min-cut for G^ U G^ is 0 ^ ^ ) = (Z2>z"2). 
Step 2. Consider G^ u G^ U G^. Let (X2,X2) divide this network 
into two subnetworks G^ u G^ and G^, respectively. We have the min-cut 
( Y 1 ' V = ( Z 2 ' V f ° r Gl U V S i n C e c ( Y i > V = C ( Z 2 » V = 2 0 < c ( Z 3 > V 
= 22 < c(X2,X,,) =27 from lemma 7 the min-cut for G^ U G 2 U G 3 
is either (Z^tZ^) = (Y^,Y^) or it lies between (Z^,Z^) and (Z^jZ^) and 
crosses (X 2,X 2). The network between (Z^,Z^) and (Z^fZ^) is given below. 
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c(Y2,Y2)-20 
Since Y 2 = {s'}, the min-cut (Y2,Y2) does not cross (X2,X2) and hence 
(Z2,Z2) is the min-cut for G1 U G2 [) G^, i.e., (Y2,Y2) = (Z2,z"2). 
Step 3. Consider U U u G^. Let (X^jX^) divide this 
network into two subnetworks U G^ U G^ and G^J respectively. Form 
step 2, (Z2,Z2) is the min-cut for G^ U G 2 U G^> and we have at hand, 
the min-cut (Z,,Z.) for the subnetwork G,. Since 4 4 4 
c(Y2,Y2) = c(Z2,Z2) = 20 < c(Z4,Z4) = 23 < c(X3,X3> = 25 
either (Z2,Z2) is the min-cut for G^ U G 2 u G^ u G^, or the min-cut lies 
between (Z2,Z2) and (Z^*2^) and crosses (X^jX^). Construct the network 
between (Z2,Z~2) and (Z^jZ^). 
4 /"""N 3 
C(Y3,Y3)=20 
The cut (Y3,Y3> = (Z2,Z"2> is the min-cut for the network G^ U G 2 
u G 0 u G, . 
3 4 
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Step 4. Let G = U U U U G^. Let the cut (X^,X^) 
divide this network into two subnetworks (G^ u .. u G^),-G , respectively. 
The corresponding min-cuts are (Y^jY^) = (Z^jZ^) and (Z^,Z^), respec­
tively. Since c(Z2>z"2) = 20 < c(Z5,z"5) = 49 < c(X4,X4) = 52, the min-
cut for G is either (Z2>z"2) or it lies between (Z2,z"2) and (Z^,Z^) and 
crosses (X^:>X^). The network between (Z^,Z^) and (Z,_,Z,_) is given below. 
c(Y4,Y4)=20 
The min-cut (Y^,Y^), corresponding to the original network, does not 
cross (X^,X^) and hence, it is (Z 2,Z 2). 
Therefore, at the termination of the algorithm, the min-cut for 
G is found as (Z2,Z2) with its capacity being equal to 20. 
The maximum number of nodes dealt with by fanning from one end 
reached 14 nodes of the original network in the last step. 
Consider solving the same problem by using blocks. We have 
c(Z1,Z1) > c(Z 2,Z 2)| < J c(Z3,Z3) < c(Z4,Z4) < c(Z5,Z5) 
Therefore, the min-cut values for the subnetworks form 2 blocks, the first 
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we 
one, a decreasing and the other one, an increasing block. Choose any 
arbitrary block to start with, say block 2. 
Step 1. Since max |c(Z3 ,z"3) , c(Z4,z"4), c(Z5,z"5)j = c(Z5,Z5>, 
start with G. U GN. Let (X, ,X, ) divide this network into subnetworks 4 5 4 4 
G 4 and G^, respectively. Since c(Z4,z"4) = 23 < c(Z,-,Z,-) < c(X 4,X 4), 
from lemma 7, either (Z^,Z^) is the min-cut for G 4 u G^ or else the 
min-cut lies between (Z^,Z^) , (Z^,Z^) and crosses (X 4 >X 4). The network 
between (Z^,Z^) and (Z^,Z^) is given below. 
c(Y1,Y1)=23 
Since Y.. = IS'}, (Z,,Z,) is the min-cut for G, U G r. 
1 4 4 4 5 
Step 2. Consider G^ u G^ U G,.. Let (X 3 >X 3> divide the network 
into G 3 and G^ u G^. We have their corresponding min-cuts (Z3,Z3) and 
(Y1,Y1) = (Z 4,Z 4), respectively. Since c(Z3,z"3) = 22 < c(Z4,z"4> = 23 
< c(X3,X3) = 25, the min-cut for G^ u G^ u G^ is either (Z3,z"3) or it 
lies between (Z3,Z3) and (Z^,Z^) and crosses (X 3,X 3). Following is the 
network between (Z3,Z3) and (Z^TZ^). 
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COR 2,7 2 )-22 
Since = [s'J, the min-cut for u u G^ is (Y 2 >Y 2) = (Z3,Z"3> with 
the capacity 22. At this point, we found the min-cut for the second 
block. Therefore (Z^jZ^) is the min-cut for the second block. 
Step 3. At this step we will find the min-cut for the first 
block. Since we have 2 subnetworks in the block we will find the min-
cut for this block in one step. Consider U G 2. Let (X^,X^) divide 
this network into two. This step is exactly the same as step 1 of the 
previous approach and from the previous approach we discovered that 
(Y3,Y3) = (Z2,Z2) is the min-cut for G.̂  u G^ • 
At this point we have at hand the min-cut (Z2,Z2) for the first 
block and the min-cut (Z 3 >Z 3) for the second block. Since c(Z2,Z2) 
< c(Z 3,Z 3), they form an increasing sequence of a single block. There­
fore, in the next step we will consider the network G divided into two 
by (X 2,X 2) in which on the left lies the first block and on the right 
lies the second block. 
Step 4. Consider G = j G^ U G^ U |G 3 U G^ U G^J and let (X 2,X 2) 
divide G into G^ U G^ and G^ U G^ U G,-, respectively. From steps 2 and 
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3 we have their min-cuts (Z2,Z2) and (Z^jZ^), respectively. From lemma 
7, since c(Z2>z"2) = 20 < c(Z3,z"3) = 22 < c(X2,X2) = 27, either (Z2,z"2) 
is the min-cut for G or else the min-cut lies between (Z2,z"2) and (Z 3 >Z 3) 
and crosses (X 2,X 2). The network between (Z2>z"2) and (Z3,z"3) is given 
in step 2 of the previous approach. From the result of step 2 of the 
previous approach, we found that (Z 2 jZ 2) W a S t* i e m i - n " c u t * Therefore, 
the true min-cut for G = G^ u G 2 U G^ u G^ u G^ is (Z2,Z*2) with capacity 
equal to 20. 
The maximum number of nodes being dealt with never exceeded five 
in this approach. 
As a conclusion, utilizing the blocks will always keep the number 
of nodes dealt with to a minimum. 
Theoretical Efficiency 
We will try to prove the theoretical efficiency of the proposed 
algorithms in two parts. The first will contain the proof for the best 
case. That is, at each step lemma 7 -iv fails to hold. The second part 
will give the theoretical upper bound on the number of flow augmenta­
tions in the worst case. That is, lemma 7 -iv holds. 
The following theorem will be used to evaluate the efficiency of 
the algorithm. 
Theorem 4 (11). If, in the labeling method for finding the 
maximum flow in a network on n nodes, each flow augmentation is performed 
along an augmenting path having fewest arcs, then a maximum flow (min-
3 
cut) will be obtained after no more than %(n - n) flow augmentations. 
Case A. Lemma 7 -(iv) fails to hold at each iteration. 
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This case implies that lemma 7 (i), (ii) or (iii) holds at each 
iteration. From lemma 7, if this is true, then we do not need to do any 
more flow computations except the ones done for each subnetwork. 
Suppose the original network G = (N,A) contains mn nodes. Sup­
pose further, that the network is decomposed into m nonoverlapping 
node sets ISL , N 0, . . . , N by the arbitrary cuts (X, ,X,), . . ., i L m i i 
(X ,X ). m- i m- i 
Assume that N. = ISL = . . . = N = n. 
1 1' 1 2' 1 m1 
Without decomposition, the network G = (N,A) will have a theore-
3 
tical upper bound of %((mn) - (mn)) flow augmentations. 
With decomposition, the upper bounds of flow augmentation for each 
3 
subnetwork can be written as %((n+l) - (n+1)) for the first and the last 
r 3 
subnetworks and %[(n+2) - (n+2)j for the remaining subnetworks. There­
fore, the total number of flow augmentations needed to locate the min-
3 cuts for the subnetworks G.. , . . . G will be %{(m-2)[(n+2) - (n+2)] 1 m 
3 
+ 2[(n+l) - (n+1)]}. Since we are in case A where lemma 7 -(iv) fails 
to hold, we will not need any further flow computations. Therefore, 
the number obtained above is the theoretical upper bound for case A. 
Under case A the efficiency of the decomposition over no decomposition 
is given by the ratio 
3 3 
,. %(m n - mn) ~ 2 iim \ ' "' q t - m 
n-«° ^ (m-2)[(n+2) - (n+2)] + 2[(n+1) - (n+l)]j 
which is a quadratic function of the number of subnetworks. 
In the no decomposition case, the flow augmentation is performed 
over a network with mn nodes while in the subnetworks it is performed 
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on the network with (n+2) nodes in it. Therefore, the labeling in the 
overall network will take a longer time for "breakthrough" compared to 
the time required to reach a "breakthrough" in a subnetwork. 
Case B. At each iteration, lemma 7 - (iv) holds. 
We should immediately point out that in this case, there is a 
s t 
small probability that at the (m-1) step we might be dealing with the 
overall network. Suppose (Y,Y) is the actual min*»cut in a given network 
G such that, Y = {s} and Y = N - {sj . Also assume that c(Z^9Z^) 
< c(Xj,x\) v i,j. Obviously, (Z^Z^) = (Y,Y). If, lemma 7 -(iv) holds 
at each iteration then we will need the flow augmentations on the fol­
lowing networks 
1 • G I , G 0, . • • , G 
1 2 m 
2. G, U G N, G- U G 0 U G 0, . . • , G_ U G 0 U . . . U G 
1 2 1 2 3 1 2 m 
to find out that (Y,Y) = (Z^,Z^) is the min-cut for G. Note that the 
very last network to be dealt with is the original network. Therefore, 
in case B if the probability of having this situation is large, then we 
ought to be skeptical about the algorithm. Fortunately, this probability 
is very small and approaches zero as the number of nodes in each sub­
network becomes larger,. 
The following provides proof of the fact that the proposed algo­
rithm is theoretically better in any case with probability greater than 
.999. Consider the case where G = (N,A) contains 2n nodes. Suppose 
the cut (X,X) divides the network into two node sets N^ and N^ such 
that JNjJ = | I = n # After performing the max-flow computations on 
both subnetworks G^ and G^, we will obtain the corresponding min-cuts 
(Z^,zp and (Z^tZ^) t respectively. Suppose further, that c(Z^,Z^), 
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ciZ^tZy) < c(X,X). Therefore, we are at lemma 7 - (iv) which says that 
either min ̂ c(Z^,Z^), c(Z2,Z2)j is the actual min-cut for G or else it 
lies betweem (Z^,Z^) and Q ^ Z y ) and crosses (X,X) . Therefore, we need 
to construct the network between (Z^,Z^) and (Z^jZ^) and solve the max-
flow problem for this subnetwork one more time. The result of this max-
flow computation will give us the location of (Y,Y), the real min-cut 
for G = (N,A). 
Let x be the number of nodes that lie between (Z^,Z^) and (Z^fZ^) 
Therefore, we will obtain the min-cut (Y,Y) after no more than %{(x+2) 
- (x+2)} flow augmentations. We have already had the upper bound of 
3 - -
2(%){(n+l) - (n+1)} flow augmentations for locating (Z^,Z^) and (Z2»Z2^ 
Hence, the total numbetr of flow augmentations in case B has the upper 
bound: 
%{[(x+2)3 - (x+2)] + 2[(n+l)3 - (n+l)]j 
In order for the decomposition algorithm to have a better worst case 
analysis than no decomposition, we must have the theoretical upper 
bound obtained above to be less than the theoretical upper bound with 
no decomposition. Therefore, 
^[[(x+2)3 - (x+2)] + 2[(n+l)3 - (n+l)]j < %[(2n)3 - 2n] 
must hold for almost all values of n, If we rewrite the inequality, 
(x+2)3 - (x+2) < 6(n3 - n 2 - n) (3.1) 
must hold. The following table shows the feasible values of x for dif­
ferent values of n. 
n X n x n X 
10 <, 15 20 33 30 51 
11 17 21 <> 35 40 < 70 
12 < 19 22 <. 37 50 88 
13 < 20 23 <, 39 60 < 106 
14 < 22 24 <, 40 70 124 
15 24 25 < 42 80 142 
16 <^ 26 26 < 44 90 <> 160 
17 <; 28 27 <, 46 100 <, 179 
18 <, 30 28 <, 48 500 <, 900 
19 31 29 <, 50 1000 1800 
The entries of the table under x column for a given n value indi­
cates the maximum value of x which will not violate the inequality 3.1. 
For example, for n = 10, the proposed algorithm will be superior to a 
no decomposition algorithm if x is less than or equal 15. There­
fore, for this case, as long as | z ^ | + Iz^l ^ 5, the proposed algorithm 
will be superior to a no decomposition algorithm. In other words, if 
|ZJJ + |£"21 ^ 4, then the proposed algorithm will be inferior to a no 
decomposition algorithm (only in the upper bound for flow augmentations). 
This last inequality may hold for the following combinations of j z J and 
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1*1 I z 2 z x l + | z 2 | 
1 1 2 
1 2 3 
t—
1 3 4 
2 1 3 
2 4 
3 1 4 
The total number of cuts in any network with (n+1) nodes, where n is 
odd, can be written as 
Q = 1 + (n-1) + 
(n-1)! (n-1) i (n-1)! 
+ (n-3)»2» (n-4)!3! + . . . + 
+ . . . + (n-1) + 1 
Since both and G 2 contain (n+1) nodes, the total number of cuts in 
each subnetwork is equal to Q. 
The two subnetworks are analogous to two dice in statistics, with 
each one having Q faces, each face corresponding to a distinct cut. Thus, 
the total possible combination of cuts in G^ and G 2 can be written as 
2 
= Q * Q = Q • Consider the case for n=10. As given before, if, 
\Zj\ + | z 2 | ^5 then, the decomposition algorithm is superior to a no 
decomposition algorithm. Conversely, if |z^| + |z"2| ^ 4 then, a no 
decomposition algorithm will be superior to the proposed algorithm. As 
listed in the table before, this inequality can hold in 6 different 
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ways. For each node combination |z^| = in and |Z^| = in G 2 
such that k^ + k̂  4, we must evaluate the possible ways of obtaining 
|z^| = k̂  in and |z"2) = in G^. Thus, the total number of com­
binations of having |z^| = k^ and |z"2| = k̂  will be the product of their 
corresponding possible combinations. For example, when |z^| = |z"2| = 1, 
this implies that Z^ = [sj and z"2 = [tj and each one can happen in only 
one way. Thus, the total number of ways of obtaining |z^| = 1 and 
|z"2| = 1 is given by 1 X 1 = 1. Consider the case | z j = 2 and |z"2| 
= 2. In an (n+1) node network there are (n-1) ways of having |z^| = 2. 
Similarly, there are (n-1) ways of having | z 2 | = 2 in G^. Thus, the 
total number of combinations of |z^| = 2 and |z"2| = 2 is given by 
(n-l)(n-l)=(n-l)2. 
The following table gives all the possible combinations of |z^| 
and |z 2 l which are unfavorable to the proposed decomposition algorithm. 
The table also contains the total possible combinations of Jz^ | and 
| z 2 |, namely, Q . The entries of the column f indicates the total 
possible ways of obtaining the given |z^| and | z 2 | combination. The 
last column indicates the probability of an event defined by a combina­
tion of | z j and |z"2| . Thus, for each n, the probability of proposed 
algorithm being inferior is given by the sum of the probabilities cor­
responding to each |z^| and | z 2 | combination given in the table. For 
example, the probability of the proposed algorithm being inferior to a 
no decomposition algorithm for n=10 is given by 
p(lzil+ £ 4)= pOzil = 1A l£2l = ̂  + KK' = 1A lf2l = 2) 
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n |z 2 l 
No. of Com. 
|Z | in G 
A 
No. of Com. 






10 1 1 1 1 1 (512)2 1/(512)2 
1 2 1 9 9 (512)2 9/(512)2 
1 3 1 36 36 (512)2 36/(512)2 
2 1 9 1 9 (512)2 9/(512)2 
2 2 9 9 81 (512)2 81/(512)2 
3 1 36 1 36 (512)2 36/(512)2 
11 1 1 1 1 1 (1024)2 1/(1024)2 
1 2 1 10 10 (1024)2 10/(1024)2 
1 3 1 45 45 (1024)2 45/(l024)2 
2 1 10 1 10 (1024)2 10/(1024)2 
2 2 10 10 100 (1024)2 100/(1024)2 
3 1 45 1 45 (1024)2 45/(1024)2 
Table 1. Possible Combinations of | z i | and |z"2| Unfavorable for Algorithm 
A, and Their Respective Probabilities 
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+ P! 
+ Pi (\ZX\ = 1 A |Z 2| = 3) + P(|Z1| = 2 A |Z 2| = l) 
(|ZX| = 2 A |Z 2| = 2) + p(| Z l| = 3 A |Z 2| = l). 
Thus , 
* 0 Z l l + i f 2 i * 4 ) 
1 + 9 + 36 + 9 + 81 + 36 
(512)2 (512)2 
172 = 0.0007 
For n=ll, the probability of inferiority can be written as 
i\zA + | z , | * 4) = 1 + 1 0 + 4 5 + ,10 + 1 2 0 + 4 5 = 0.00022. 
V 1 ' (1024)Z 
Therefore, the probability of superiority of algorithm A for each n can 
be written as 
P^Csuperiority) = 1 - P^(inferiority) 
The values of P^Csuperiority) is calculated for different values of n 
and depicted in the following graph. 
be superior to a no partitioning with almost 100% certainty. Again, note 
that this superiority is in the upper bound of the number of flow aug­
mentations. In addition to the flow augmentation superiority, the 
algorithm also has the superiority of labeling fewer nodes for each 
flow augmentation, since the networks considered at each iteration is 
a subset of the original network G = (N,A). 





30 -fc* n 
It is very difficult to give a mathematical upper bound in the 
worst case analysis on the number of flow augmentation when the net­
work is decomposed into more than two subnetworks. We suggest that 




DECOMPOSITION ON SHORTEST PATH 
The basic assumption behind the decomposition of a large-scale 
network into m overlapping subnetworks is that of the original network 
being a loosely connected (sparse) network. T. C. Hu [26], Steenbrink 
[45] and Glover, Klingman and Napier [18] claim that such networks are 
abundant in real life problems. 
In an n node network G = (N,A), we can have maximum n(n-l) arcs 
possible. If an n-node network contains n(n-*l) nodes, then the net­
work is called a 100% dense network. The density of the network can be 
defined as the ratio of the number of actual arcs in the network to 
the maximum possible number of arcs n(n-l). If this ratio is small 
(less than .20), the network is called sparse or loosely connected. 
T. C. Hu [26] gives a method of decomposing an n-node large-scale 
network G = (N,A) into m linearly overlapping subnetworks. The princi­
ple of this decomposition is as follows: Let G = (N,A) be a sparse 
ne twork. 
Step 1. Let NjCZN, ssN^ be a subset of nodes in G chosen arbi­
trarily and let i=l. 
Step 2. For i=l, 2, ... , m let 
N x U X x if i=l 
N. s | x . . U N . I) X. i^l, iĵ m l I l-l l l 
x n N i f i = m m-1 m 
58 
where the node-sets X. are determined as follows 
1 
j/d f «° or d., f 0 0 where keN. , i=l kj j k 1 
Xi I 
j/^j ^ c o o r ^ 0 0 where kelSL, i=2, 3, m-1 
The node-set X. obtained from this process is called the minimum node l 
cut-set for N.. Where each time an X. is determined, N.., is chosen l l l+l 
arbitrarily as a disconnecting set of N.UX.. Obviously, once X , is 
° i i m-1 
determined, then the nodes N - [lSL I) X, U N 0 U X„ U ... U N . 1) X ,) 
1 1 z z m-1 m-1 
are assigned into N^. For more detail on this decomposition see T. C. 
Hu [26]. 
Pictorially the decomposition will look like the figure given 
be low. 
Let N 1 = N.L U X 1, N 2 = X 1 U N 2 U X 2, . . . 
N , - X 0 U N - U X t , N - N U X - . m-1 m-z m-1 m-1 m m m-1 
The associated distance matrix can be arranged in a similar manner to 
depict the decomposition, as given below. 
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Initially only D- - 1=1, ..., m have finite entries (the shaded N.N. v 
1 1 
areas). The rest of this distance matrix (unshaded areas) is set equal 
to the infinity. 
Consider the following operation defined on the nodes of any sub­
network N . 
P 
d . k 4 m i n f d. k, d.. + d . k ] (1) 
for all i f j f keNp. This operation is called the triple operation. 
Finding the shortest distances between all pairs of nodes in an n-node 
network requires n(n-l)(n-2) applications of the triple operation (1). 
Since each triple operation consists of one addition and one comparison 
60 
for each i and j for a fixed k, finding all the shortest distances 
between all pairs of nodes in an n-node network requires n(n-l)(n-2) n 
additions and the same number of comparisons. 
Suppose an n node network G = (N,A) is decomposed into m over­
lapping subnetworks as described before. Without loss of generality, 
suppose that | n J = |n2| = . . . - | n J = u and = |x 2 | = |x J = v. 
Hence we can write n := mu + (m-1) v. 
T. C. Hu [26] gives the following decomposition algorithm for 
finding the shortest paths between all pairs of nodes. 
Step 1. Perform the triple operations on the subnetworks N^, N 2, 
• . . , N successively, where conditional shortest distances obtained m J 
in one subnetwork will replace the original distances of the succeeding 
network, i.e., D (1SL u ...UN.) will replace D before performing X . X . J - 1 x.x. 
1 1 _ 1 1 
the triple operations on the network N\ +^, i=l, m-1. At the end 
of this step we will have 
1 1 2 2 m-1 m-1 
* -D- - (N) where N = N 1 U N 0 U . . . U N . N N 1 2 m m m 
Step 2. Perform the triple operations on the networks N - ...N„, 
m-1 Z 
N^ successively in reverse order of Step 1. Again the conditional 
shortest distances obtained in one network will replace the existing 
shortest distances in the preceeding network (we are performing in re­
verse order) before we perform the triple operations on the preceeding 




D v (ISL U L U ... U N. ,) obtained in Step 1 before we perform the Iclc K t I 
triple operation on network N^, k = m-1, 1. 
* if At the end of this step we will have D- ^ (N), D- - (N) . ISLISL N N 1 1 m m 
The triple operations are applied only once on the last subnet­
work N in Step 1 of the algorithm but not in Step 2. 
m 
Step 3. Form the distance matrix 
X = X . U L U X . U ... U X , 1 2 3 m-1 
Perform the triple operations on this matrix X. At the end of this step 
we will have D (N), the actual shortest distances d.. ieX, , jeX , k, 
X X I J K p 
p = 1, 2, m-1. 
Step 4. Compute the shortest distances d (N) between a node 
k 
aeNj. and the node set X̂ . according to the formula 
d* (N) = min „ [d* (N) + d* (N) ] aX^ Y e Xj ay aX^ 
where aeN.., y eNj, Y e X j • 
Step 5. Compute the shortest distances d„(N) isN̂ ., J^N^, k f p 
according to the formula 
d* (N) = mii^ [d^ (N) + d* (N) ] 
p p p J 
The number of additions and comparisons required by the algorithm 
can be assigned to each step as 
3 3 Step 1 
Step 2 
Step 3 
2(u+v) + (m-2)(u+2v) 
(u+v)3 + (m-2)(u+2v)3 
(m-1) v 
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Step 4: 2(m-2) uv2 + (m_2)(m-3) uv 2 
2 
Step 5: m(m-l) u v 
The total number of operations (additions and comparisons) is then 
(2m-1) u 3 + (m2+ 11m - 15) u2v + (m2 + 12m - 37) uv2 
+ [(m-1)3 + 16m - 29] v 3 (2) 
If we apply the triple operations on the original network without the 
decomposition, the algorithm would require 
n 3 = [mu + (m-1) vj3= m 3u 3 + 3m2(m-1) u 2v + 3m(m-l)2uv2 
+ (m-1)3 v 3 (3) 
For a large m, the ratio of (2) to (3) is given by 
L(u+v)J 
3 
. Note, that 
3 
evne though the dominating term in (2) is (2m-1) u , for large values of 
3 3 
m and v being less than u but not too small, the term m v becomes signi­
ficantly important. 
Realizing this fact, Hu [27] proposes a refined decomposition algo-
3 3 
rithm which is aimed at eliminating the 0(m v ) term from the number of 
operations required. 
The first two steps of the refined algorithm are the same as the 
original algorithm. Instead of Steps 3, 4, and 5 of the original algo­
rithm the following step is proposed. 
Step 3': Find the shortest distances between any two nodes which 
are not both in one of the sets N^, p=l, . . ., m by the following matrix 
minisummation. 
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d = min . (d . . + d ) 1=1, ... v, ieN ., , keN lk j v ij jk' p-1' p 
where the distance matrix d (N) is a (u x v) matrix and the dis­
tance matrix d̂. (N) is a (v x u) matrix. This whole operation can 
p-1 p 
be represented by a symbol N X , $ N . Although we need to calculate r J 1 p-1 p-1 p ° 
N $ X , $ N , as well as N . # X - & N we will list only one of p p-1 p-1 p-1 p-1 p 
them. Apply the matrix minisummation in the following order. 
N G X1 0 N 2 u X 2, 
N x U X U N 2 # X 2 # N U X 3 
N x u Xl U N 2 U X 2 U N 3 «• X 3 fl> N 4 U X 4, 
N 1 U X 1 U N 0 U . . . U N 0 # X 0 # N n U X . 1 1 2 m-2 m-2 m-1 m-1 
N, U X- U ... UN .. # X n ^ N . 1 1 m- i m-1 m 
Again, the conditional distances obtained in one matrix minisummation 
will be used in the second minisummation prior to the application of the 
triple operations in the succeeding matrix. 
The number of operations needed for this modified algorithm can 




2(u+v)3 + (m-2)(u+2v)3 
(u+v)3 + (m-2)(u+2v)3 
2{u + (2u+v) + ... + [(m-2) u + (m-3) v]} v(u+v) 
2 
+ 2[(m-1) u+ (m-2) v] vu = m(m-l) u v 
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+ 2(m-l)(m-2) uv 2 + (m-2)(m-3) v 3 
Therefore, the total number of operations is 
(2m-1) u 3 + (m2 + 11m - 15) u 2 V + (2m2 + 18m - 35) uv 2 
+ (m2 + 11m - 23) v 3 (4) 
3 
Compared to the original algorithm, the coefficient of v has dropped 
3 2 
from m to m . This, of course, eliminates the worries about the case 
where m is large and the difference between u and v is small. The ratio 
of (4) to (3) for large values of m is [_̂ £̂ _}/m a s m ~* co* 
Yen [5l] shows that the number of computations given by (4) can 
further be reduced by a clever observation. This observation modifies 
Step 2 of the modified T. C. Hu [27] algorithm. Note that in subnetwork 
N, , we have D- - (N, u L u ... UN.) at the end of Step 1. In Step 2, 
k k k 
before we perform any operation on the distance matrix, we first replace 
D* x (Nx U .... u Nfe) by D* x (N) < D* x u .. . U Nfe) . Since the 
k k ^ ^ k k* k k . * -
entries of D , D w and D M have not been changed and D (N, U 
V k V k W * Xk Xk 1 
. . . U N, ) has been replaced by a smaller entried matrix D „ „ .... c 
k t- J X^X^XN), perform­
ing the triple operations on keN^ for i, j f k will produce no smaller 
•k 
value for the elements in D - - (the same operations are done in Step 1). 
Hence, modify the second step of the modified T. C. Hu's algorithm to 
Step l'': Apply the triple operations on the networks N , , N 0 , 
m - 1 m-Z ... N, successively given by the formula: For each keX, d.. = min (d., 1 J Q J k ij ik + d , d. .) for all i, jeN, u X,, i and j not both in X, and i, j f k. 
KJ ij k k k 3 2 2 This modification saves approximately (m-1) u + (5m-8) u v + (8m-15) uv 
+ (5m - 9) v 3 additions and comparisons. Therefore, the total number of 
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additions and comparisons required by this second modification is 
mu 3 + (m2 + 6m - 7) u 2v + (2m2 + 10m - 20) uv2 + (m2 
+ 6m - 14) v 3. (5) 
When m and u are large, Yen's modification is twice as efficient as the 
modified T. C. Hu's [2 7j algorithm. 
Glover, Klingman and Napier [18], suggest a different decomposi­
tion technique which reduces the lower order terms in (5) further into 
a smaller value. Since the network needs a very special structure, for 
some networks this proposed decomposition is infeasible. The details 
of this algorithm are given in Chapter II. 
Developed Theory 
Upon close examination of the construction of the network (matrix) 
X = X. U X. u ... U X _ we realize that at the end of Step 1 of T. C. 1 2 m-1 
Hu's [26] original algorithm we obtain D* (N.), D* (N u N 0 ) , D* 
^ X1 X1 1 ^ X1 X2 1 1 X2 X2 
( N l u N 2 u N 3 ) , ... D x (Nx u ... U N ^ ) , D x (N). If we 
m-2 m-1 m-1 m-1 
construct a matrix X = X, u ... u X , at the end of Step 1 with the 
1 m-1 
entries as given above, and perform the triple operations on this matrix, 
* 
the result will give us D^(N) . 
Theorem 5. The shortest distances obtained in the matrix X as 
described above corresponds to the actual shortest distances of the ori­
ginal network between the nodes i and j, i, jeX. 
Proof. Assume that the shortest distance between the nodes i and j, i, 
jeX is as given below. 
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The shortest path between ieX^ and jeX^ is composed of the subpath i-1 
which lies completely in > t n e subpath 1-2 which lies completely in 
, and the subpath 11-j which lies completely in N^. 
By aPplying the triple operations on N^, > ••• » ̂ m a s described 
in Step 1 of Hu's [26] algorithm we will obtain the following distances 
in the given order. 
d V V > d * i , l< S l U V ' d?,7 ( S l U V > d?,8 ( S l U V > 
d § , 9 ( S l ° V > *f.9<*l " V > d ? , 9 » l U V > d t 4 ,16 ( S l U V 
d* 2(N 1 U N 2 u N 3 ) , d* 5 g(N 1 u N 2 U N 3 ) , d* g(N 1 u N 2 U tij) , 
d* ; 1 0(N 1 u N 2 U N 3 ) , d| ) 1 0(N 1 o N 2 u N 3 ) , d ^ ) 1 4 ( N 1 u ̂  u S3) 
df 3 >16 ( Sl U 52 U V > d?3,17 ( Sl U S 2 U V ' ^ , 1 7 ^ 1 U S2 U V • 
d* ) 3(N-N 5) s dfcCN-N,.), d* > 1 0(N-N 5 ) > d* ) 1 3(N-N 5), d* 1 (.< N-N 5) 
d* ) 1 7(N-N 5), dJ ) 1 2(N-N 5), d* 4(N), d* 3 ( 1 2(N), 
d ? , n ( N ) ' d ! 2 , n ( N ) -
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Therefore, we have already at hand d* ^(N) , d* 2(N), d* 3 W , d* -jjOO, 
d*1 .(N) as well as other information. Hence, i i > J 
d*j(N) = dJ x(N) + d*2(N) + d|3(N) + d ^ (N) + d$ n ( N ) 
where i, 1, 2, 3, jeX, and d* (N) = d*^^ u N 2 ) , d*2(N) = d*2 
(N1 U N 2 u N ) , d*3(N) = d* 3(N 1 u N 2 U N*3 U N^) etc, are already obtain-
ed in Step 1 and are contained in the matrix D . QED 
One of the most important problems in network flows is to find 
the shortest path between the source s and the sink t in a given single 
commodity network. Most of the algorithms which give more information 
than the shortest path between s and t are not intentionally designed 
for the extra information, but rather the extra information is a natural 
outcome of the technique applied. For example, if we are only interested 
in the shortest path between s and t, none of the algorithms can supply 
us with that specific information but nothing else. Tree building 
algorithms provide the shortest paths from source s to all other nodes 
(whether needed or not) and matrix algorithms provide all the shortest 
distances. We might say that we are paying the cost of this extra infor­
mation by applying the known algorithms. 
Suppose we concentrate on finding the shortest path between the 
source s and the sink t by decomposition, but nothing else. This ques­
tion leads us into the analysis of the matrix X. 
Consider a new matrix x' such that X / = s U X 1 u X r . U . . . X 
1 2 m-1 
t. That is, the matrix X as defined before with the columns and rows 
corresponding to node s and node t is added to it. Where the entries 
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of the matrix x' are defined before for the nodes ieX , jeX, p, k=l, 2, 
P K 
m-1. The entries for the arcs (s, X^) and (X^,s) as well as 
(X n,t) and (t,X ,) are obtained from Step 1 of Hu's [26] algorithms m- i m-i 
as D s X (N 1), D x S ( N 1 ) , D x (N) and D t (N) , respectively. 
1 1 m-l,t 'm-1 
Theorem 6: The shortest distance between s and t for the origi­
nal network can be obtained by utilizingX' matrix as described above. 
Proof: The shortest path from s to t has to start at node s and follow 
the subpath s-1, ieX^ and leave N^ for the first time from node ieX^. 
No matter what the rest of the shortest path does after leaving node i, 
it has to enter the last subnetwork N the last time from a node k, and 
m 
then reach the sink t via the subpath k-t which lies in N . From Theo-
m 
rem 5 we know that the shortest distances between ieX and ieX, p, k=l, 
p k 
... , m-1 can be obtained from the X matrix. X is a subset of x' and 
hence we can obtain the shortest distances between ieX and ieX, p, k, 
p J k 
1 ... , m-1 in x' matrix. From Step 1 of T. C. Hu's algorithms we have 
D v (N,) and D v (N) already stored in X matrix. Therefore 
S / v - J . X . - t 
1 m-1 
d*t(N) = m i n . ^ v . C N p + d*.(N) + d*t(N) 
jeX. m-1 
is the required equation for determining the shortest path from X 7 matrix, 
QED. 
If all the entries of x' matrix are nonnegative we can use Dijk-
stra's [9] algorithm to obtain the shortest distances from s to jex'. 
If the entries are arbitrary (provided no negative cycle exists) we can 
either use triple operations or Yen's [52] shortest path algorithm. 
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2 
and the costs of those arcs are the entries of x' matrix as described 
before. 
Upon considering the G" = ( n ' j A " ) network it is understood that 
the arcs in the form (X.,X.) i=l, m-1 and (X.,, X.) i = m-2, ... , 
l i l+l, l 
1 are only helping to find the shortest distances between the nodes s 
and j / t in Dijkstra's or Yen's algorithm. In the case of triple opera­
tions being applied on G" = ( n ' ,k''') network, those arcs were only help­
ing to find (N) for all i and all j $ t. 
The conclusion was to drop the arcs from the network G" which are 
in the form (X.,X.) or (X..,,X.). This conclusion is crystallized in 
1 1 l+l l J 
the following theorem. 
If we can use Dijkstra's algorithm we will need [(m-l)v+2] additions 
and comparisons. If we apply triple operations, then we will need 
[(m-l)v+2] addi tions and comparisons. In the case that Yen's [52] 
r \ j o t 3 
algorithm is used it will take — =- steps to find the shortest 
distance between s and t. 
In any case we are paying the cost for the extra information, 
since each of those algorithms will supply us with more information than 
is needed. 
There is one further modification on the x' matrix needed for 
eliminating the extra information. The matrix x' corresponds to a net­
work G" = ( n ' j A " ) where N / = s u X 1 u X 0 U . . . u X n u t and 
1 z m-1 
A" = {(s,X1) U (X1,X1) u (X1,X2) U (X2,X1) U ... u(Xm_1,t)j 
7 0 
Let g ' = ( n ' , a ' ) be a network obtained from Q" = ( n ' j A " ) such 
that g ' and &" contain the same nodes, and A is obtained from k" by 
deleting the arcs in the form (X^,X^) i=l, ... , m-1 or (X^+^,X^) i = 
m-2, ... , 1. The distance matrix corresponding to g ' = ( n ' , A ' ) is 
exactly the same as the distance matrix for Q" except all the entries 
for (X^,X^) and 0^+^»X^) are set equal to infinity. 
Property: g ' = ( n ' , a ' ) is an acyclic network. 
Obviously g ' contains the arcs in the form (s,X^), (X^,X2), (X^jX^), 
(X n , t ) . Following is a typical example for g ' network. 
Theorem 7: The shortest distance obtained in g ' = ( n ' , a ' ) network, 
between nodes s and t, corresponds to the actual shortest distance for 
the original network G = ( N , A ) . 
Proof. Let the actual shortest path in G be as shown below. From Step 1 
of Hu's algorithms we will have d * 1 ( N 1 ) , d * 2 ^ l U ^2)> d7 10^1 U * V ' 
d * ^ u N 2 u N 3 ) , d g 7 ( N 1 u N 2 u H 3 ) , d * > 1 0 ( N 1 o N 2 U , d g ^ C ^ u 
N 2 U N 3 ) s d f c ^ u S 2 U N 3 ) , d * j 4 ( N - N 5 ) , d * 5 6 ( N . N 5 ) > d S j i i ( N . „ 5 ) , 
d * ; 1 5 ( N - N 5 ) ) d * ; 1 8 ( N - N 5 ) , d S ; 1 6 ( N - N 5 ) , d * ) 5 ( N ) , d J ^ C N ) , d ^ J N ) . 
7 1 
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Therefore, G ' network will contain the arcs (s,l), (1,2) (2,3), (3,4) 
and (4,t) as well as others. The distances on those arcs are the values 
obtained in Step 1 of Hu's [26] algorithm. Since the subpath s-1 lies 
completely in N^, then d* 1(N 1) = d*^(N). Similarly, d*2(N^ U N 2) 
= d* 2(N), df 3(N 1 U N 2 U N ) = d* 3(N), d*4(N-N5) = d* 4(N). We also have 
d* t(N). Therefore, the shortest path is 
d*t(N) = d*x(N) + d*2(N) + d*3(N) + d*4(N) + d*fc(N) 
which are all contained in ghe G ' network. Thus, the shortest distance 
obtained in the G ' network correspond to the actual shortest distance 
in the original network G = (N,A). QED. 
The special structure of the G ' network and its acyclic property 
makes it easier to obtain the shortest distance from s to t in a more 
efficient manner. The arcs of the network are in the form (s,X^), (X^, 
X.,.,) or (X n , t ) . Irrespective of the sign of the arc distances in l+l m-1 
the G ' network, the following algorithm will provide the shortest dis­
tance and the path on G ' network. 
Algorithm B. 
Initialization Step: Set w' = 0, w' = d*., ieX,, k = 1. 
r s l si 1 
Main Step: (1). Let k = k+1. If k = m go to the final step. 
Otherwise, let X = X^. Go to Step 2. 
(2). Let w + d* = min. „ i w . + d* r for each qeX. 
P pq i e Xk-i^ 1 i q J 
Set w' = w' + d* , and let X = X-q. If X H go to Step 2, otherwise 
q p pq M & ' 
go to 1 . 
Final Step: Let w + d* = mm. „ iw. + d* p pt ieX , I l it. r m-1 
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Set w = w + d* . Stop. The shortest path from s to t is at hand, t P pt 
Each time the main step is executed, the algorithm will require 
2 2 v additions and v comparisons. Since the main step is executed 
2 2 
exactly m-2 times, it will require (m-2)v additions and (m-2)v compari­
sons to complete (m-2) of the main step. The final step will need only 
v additions and v comparisons. Therefore, this algorithm will require 
2 
(m-2) v + v additions and comparisons. The same distance is obtained 
on G" network with [(m-1) v+2] additions and comparisons by using 
2 
Floyd's algorithm [15] for arbitrary arc weights, and [(m-1) v+2] 
additions and comparisons by using Dijkstra's algorithm [9] in the case 
that the arc weights are nonnegative. Therefore, the proposed algorithm 
is m times more efficient than Dijkstra's algorithm in the case that 
/ 2 the arc weights on G are nonnegative and m times more efficient than 
Floyd's algorithm in the case of arbitrary arc weights. This efficiency 
will be clearer in the next chapter when max-flow min-cost problems are 
handled by flow augmentation. 
At this point we are ready to give the statement of the shortest 
path algorithm by decomposition. Suppose the given network G = (N,A) 
has been decomposed into m overlapping networks N^, > ... , N^, as 
described before. 
Algorithm C. 
Step 1. Perform the triple operations on subnetworks N^, , 
N successively, as described in Hu's [26] algorithm, where the con-m 
ditional shortest distances obtained in one network will replace the 
original distances of the succeeding network before the triple operations 
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Let N x = [1,2], X x = [3,4,5], N 2 = {6,7,8}, X 2 = [9,15,12} and N 3 
= [10,11,14,13}. 
For = U X^ as depicted below, the conditional shortest 
distances are shown in the matrix, D- - (N-). 
1 1 
are performed on the succeeding network. 
Step 2. Construct the G' = (N',A') network as described before. 
On the nodes of G' network apply algorithm B to find the shortest dis­
tance between s and t which corresponds to the actual shortest distance 
on the original network G. 
The following is an example of the application of algorithm C on 
an arbitrary cost network, for finding the shortest path between source 
s, and s ink t. 
Example on the Shortest Path Algorithm 
Consider the following network. 
I - * 
3 
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Hence, the shortest path is 1-3-9-13 with length 6 which cor­
responds to the actual path 1-3-6-9-11-14-15-7-4-2-5-8-12-13. 
Theoretical Efficiency 
The computational upper bound on the number of additions and 
comparisons required by algorithm C can be easily calculated. 
Step 1. (m-2)[u+2v]3 + 2(u+v)3 
2 
Step 2. (m-2) v + v 
Therefore, the total number of additions and comparisons required by 
the algorithm C can be written as 
mu 3 + (6m-6) u 2v + (12m-8) uv 2 + (8m-14) v 3 + (m-2) v 2 + v 
If no decomposition is used, the same solution can be achieved 
by no more than 1/2[mu + (m-1) v] additions and comparisons by utiliz­
ing Yen's [52] algorithm. For u » v the ratio of the number of opera­
tions in decomposition to no-decomposition can be approximated by 
3 3 / 0 2 m u /2 _ m 
3 T 
mu 
Therefore, the proposed algorithm C is quadratically more efficient than 
Yen's [52] algorithm. 
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CHAPTER V 
MINIMUM COST MAXIMUM FLOW 
This chapter deals with single-commodity minimum cost maximum 
flow problems. For these problems, a nonnegative function f ranging 
over all arcs (i,j) of G = (N,A) is called a flow if 
(i) for every (i,j) eA f ^ u 
(ii) for every node ieN 
f if 




i = s 
î s,t 
i=t 
The minimum cost maximum flow is a flow f* in G such that the net 
amount of flow f* from s to t is maximum with the minimum cost. 
Let f be a flow in G = (N,A). Define a new network G = (N ,A ) 
such that G f contains the same nodes as G and if (i,i) eA and u,. > 0, 
then (i,j) eA' or if (j,i) eA and f > 0, then (i,j) eA'. Define the 
cost of an arc on G as 
c ±j if (i,j) eA 
-c.. if (j,i) eA 
Define the upper capacities of each arc (i,j) on G as 
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u. - f . . if (i,j) eA 
f.. if (j,i) eA 
The network G = (N,A'), as defined above, is called the marginal cost 
network. 
The flow augmenting algorithms for finding the minimum cost maxi­
mum flow start initially with zero flow f° and increment the flow along 
f 
the shortest path obtained in the marginal cost network G with respect 
to the arc costs d_ . All those algorithms stop with the optimal solu­
tion when no flow augmenting path exists on the marginal cost network 
f 
G with respect to flow f. Then the current flow f is said to be the 
minimum cost: maximum flow for the network G = (N,A). 
Theorem 8. (Edmonds and Karp) Let f be a flow. Then the fol­
lowing are equivalent: 
(i) f is extreme, 
(ii) every directed cycle in G f has nonnegative weights 
(iii) there exists a labeling function n such that for every arc 
If the flow of f and the labeling function TT together satisfy (6), then 
f and TT are said to be compatible. The following theorem gives the basic 
requirement for the flow augmentation algorithms. 
Theorem 9. (Ford and Fulkerson) If f is extreme and P is a path 
eA' 
TT. + d. . -
1 IJ 




of shortest length in from s to t, then a flow f' obtained by 
augmenting along P is extreme. 
Let f be a flow and let TT be a labeling function. Assign each 
arc (i,j) of G f a weight d. . = TT. + d.. - TT.. Then 
(i) If C is a directed cycle in G^, then 
2 d. . = 2 d. . 
(i,j) C 1 J (i,j) C 1 J 
(ii) If P is a path from u* to v*, then 
2 d . . = T T - T T + 2 d. . 
C P 1 J U * * * ( 1 , J ) P 1 J 
The following observation is due to Edmonds and Karp [ll] which states: 
if f and TT are compatible then cL ^ 0 and P is the shortest path from 
s to t with respect to weights d_ if, and only if, P is a shortest 
path with respect to nonnegative weights . Therefore, the flow 
augmenting path on G^ can be found by utilizing the nonnegative arc 
weights d... 
This, of course, will speed up the determination of the shortest 
path since Dijkstra's algorithm is extremely efficient for nonnegative 
cost shortest path problems. 
Obviously, if all the flow capacities are integer, then the maxi­
mum number of flow augmentations is bounded by f*, the value of the 
maximum flow, for finding the minimum cost maximum flow. If all arc 
costs c_, are integers then Edmonds and Karp [ll] show that the optimal 
3 
flow will be obtained in, at most, 1 + l/4(n - n)(n-l) D. Where n is 
the number of nodes in the network and D = max (c^j) f° r a H (ijj) £A. 
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The following algorithm is proposed by Edmonds and Karp [ll] for mini­
mum cost flow problems in a network G = (N,A). 
Step 1. Set f° equal to zero flow and set TT° equal to the 
identically zero labeling function. 
k k k+1 Step 2. Given f and n , determine f by augmenting along a 
fk 
shortest path from s to t in G with respect to the nonnegative weights 
d k k -k k 
.. = TT. + d . . - TT . 
k fk where d_ is the cost of the arc (i,j) on the marginal cost network G 
as defined before. 
Step 3. If w^ denotes the weight of a shortest path from s to i 
-k k+1 k k k k+1 with respect to weights d. ., set n . = n. + w.; take w. = TT . = + co 
IJ l i i i i 
fk 
if i is inaccessible from s in G 
Step 4. Stop when, for some k, no flow augmenting path exists 
with respect to f . 
The properties of this algorithm are given in the following theo­
rem which will be used in the development of the decomposition algorithm 
utilizing the similar ideas. 
k k 
Theorem 10. (Edmonds and Karp) For each k, f and n are 
k 
compatible. For each k and u, TT^ gives the weight of a shortest path fk k k+1 k from s to u in G with respect to the weights d. . and TT. ^ TT. for all 
i j I l 
i. 
Developed Theory 
The efficiency of the flow augmenting algorithm heavily depends 
on the shortest path algorithm which is used to determine the flow 
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augmenting paths. If two different flow augmenting algorithms, say X 
and Y, detect the same path for each flow augmentation, then suppose 
it takes kT additions and comparisons to detect the shortest path in 
algorithm Y and T additions and comparisons by algorithm X. The number 
of additions and comparisons needed by each algorithm can be written as 
kT* (no. of flow augmentations) for algorithm Y and T* (no. of flow 
augmentations) for algorithm X. Therefore, the relative efficiency of 
algorithm X over algorithm Y is given by 
kT* (no. of flow augmentations) _ ̂  
T* (no. of flow augmentations) 
which is the relative efficiency of their respective shortest path algo­
rithms . 
In the case of large-scale network flow problems the time saved 
by each flow augmentation becomes substantial. For networks over 1000 
nodes and several thousand arcs, most of the shortest path algorithms 
become inapplicable because of the storage requirements. At this point 
the decomposition on shortest path problems becomes important. 
Algorithm C given in Chapter IV becomes vital in large-scale 
minimum cost flow problems. The decomposition enables us to handle the 
smaller size networks at any time of the flow augmentation. At the 
same time the flow augmenting path is theoretically expected to be 
obtained much faster compared to the current shortest path algorithms. 
Let G = (N,A) be decomposed into m overlapping networks N^, > 
... , N m as defined before. For a given f in G, define the marginal cost 
-f -f -f -f networks iSL , N 0, ... , N as: N. contains the same nodes as in N., i=l, 
8 4 
.... m. (i, j) elSlf if (i, i) eN. and u. . - f. . > 0 for k=l, .... m or 
\ > j / ^ \ » j / k i j i j ' 
(i,j) eN^ if (j,i) eN, and f.. > 0. Define the cost of an arc (i,j) 
k k . l j 
GN5, k=l, .... m as k 
c . . if (i, j) eN. 
i j
 J k 
d. . 
-c . . if (j ,i) eN, . 
i j
 J y k 
Define the upper capacities of each arc (i,j) £N^, k=l, m as 
u. . - f. . if (i, j) eN, 
i j i j k 
i 
u . . 
f.. if (j,i) eN, ji J k 
By using the procedure described above, we created m marginal cost 
networks corresponding to N^, , with respect to the given flow 
f. 
The following is the minimum cost maximum flow algorithm by de­
composition. 
Algorithm D 
Let G = (N,A) be decomposed into m overlapping subnetworks N^, 
... , N as described before. Let f° = 0 and d = c for (i,j) eA. 
k -f k i j i j 
Step 1. For a given k, f , N. , j=l, ... , m use Algorithm C 
J f k 
to find the flow augmenting path on G . If no such path exists, stop. 
The current flow f is optimal. Otherwise, go to Step 2. 
Step 2. Change the flow along the shortest path obtained in Step 
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k+1 - f k + 1 - f k + 1 1, giving f . Compute the new marginal cost networks N.. , N , 
k+1 
... , N , as described above. Go to Step 1. 
Obviously, since the shortest path algorithm used in algorithm 
D is efficient, the whole algorithm itself is efficient. The efficiency 
of the algorithm is simply the efficiency of the shortest path algorithm 
(algorithm C) used in it. 
Consider the possibility of applying Edmonds and Karp's [ll] 
cost conversion on the G' network. The shortest distances from node s 
to all other nodes (except t) obtained in G' network do not necessarily 
represent the true distances of the original network. This fact was due 
to the elimination of (X.,X.) and (X.,19 X.) arcs from G" network to 
1 1 l+l l 
obtain the G^l/.A') network. The following is an example of this asser­
tion. Suppose the shortest path between s and a node jeN* is as given 
below 
© 
The corresponding G network will only have the following arcs given on 
the G' network below 
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Therefore, the G' network will state that there exists no path between s 
and j in the original network G which contradicts the fact that there 
exists one. Hence, we cannot apply Edmonds and Karp's [ll] minimum cost 
flow algorithm on the g ' network since we will not be able to obtain the 
true shortest distances between the nodes and s and j^t. On the other 
hand from theorem 6 we know that all the shortest distances obtained in 
the G = ( N , A ) network as defined in theorem 6 correspond to the actual 
shortest distances on the original network G = ( N , A ) . 
This observation leads us into consideration of applying Edmonds 
and Karp's [ll] algorithm on G" = ( n ' j A " ) network. If the labels t t and 
the flow f k can be kept compatible on G" network, then we can convert all 
the arc costs on G" network into equivalent nonnegative ones. This, of 
course, will enable us to apply Dijkstra's efficient shortest path algo-
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rithm to obtain the flow augmenting path. 
Let G = (N,A) be decomposed into m overlapping networks N^, > 
... , N as defined before. Suppose, for a given flow f, the corres-m 
-f -f -f 
ponding marginal cost networks N^, , ... , are as described in 
algorithm D. The following is the minimum cost flow algorithm which 
utilizes Edmonds and Karp's cost conversion on G" network to obtain the 
nonnegative arc costs on G^network for flow augmentation. 
Algorithm E 
Initialization Step: Let f° = 0 and TT° = 0 for all ielSl'. 
k
 1 
k -f k // Step 1. For a given f , N. i =l, ••• > m, and d.., (i,j) eA 
1 1-' k k 
-f -f 
apply the triple operations on each marginal cost network , N 2 
successively as described before. 
Step 2. Let d*̂  be the length of the shortest path from i to j 
(i,j) eA" obtained in Step 1. Find the shortest path from s to t on 
/ / fk 
G" with respect to the nonnegative weights. 
d k. = TT K + d*. - TT K 
by applying Dijkstra's [9] algorithm. 
k / If w^ denotes the weight of a shortest path from s to ieN in 
„„fk . , , . , -k k+1 k , k , k k+1 G with respect to the weights d.., set TT, = TT. + w.: take w. = TT. 
i j i k i i i i 
= +=° if the node i is inaccessible from s in G"^ . If, for some k, 
//fk k no flow augmemting path exists in G with respect to the flow f , stop, 
Otherwise, set k = k+1. Go to Step 3. 
- f k -f k 
Step 3 . Compute the new marginal cost networks , N m 
k 
with respect to the given flow f as described in algorithm D. Go to 
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Step 1. 
The following theorem gives the proof of the compatibility of 
k k // f k the labeling function TT and flow f on G network. 
k k / 
Theorem 11. For each k, f and TT ieN are compatible. For 
/ k 
each k and ieN , TT. gives the weight of a shortest path from s to i in // f k+1 k G with respect to the weights d*. and TT. ^ TT.. 
IJ l I 
Proof: For a general network G = (N,A), if f is an extreme flow, then 
k+1 k+1 k k k the labeling function TT was defined as TT. * TT. + W . where w. is the 
° 1 1 1 , 1 
f k 
length of the shortest path in the marginal cost network G from node 
-k 
s with respect to the weights d... Therefore, if P is a shortest path 
f k 1 J -k from u to v in G with respect to the weights d.. then, 
ij 
£ d k. = E (TT K + d. . - TT K) = TT K - TT K + E d. . 
(i,j)eP J (i,j)eP J J (i,j)eP J 
n k - TT K + d* (7) 
u V u v 
Where d* is the length of the shortest path between nodes u and v. uv 
Consider the same network decomposed into m overlapping networks 
N^, ... , N m as required by algorithm E. Suppose that nodes u and v 
belong to the node set N' in the network G" = (N', A"). For any given 
k and f , the arc costs are defined as 
d k. = n k + d*. - n k 
-f k where d*. is the conditional shortest path obtained in N P =l, ... , m ij r P 
in the first step of the algorithm. Consider the same shortest path be­
tween the nodes u and v given in G above. Since ueN' and veN', from 
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Theorem 6 the shortest distance obtained on G network corresponds to 
the actual shortest path in the network G. Call this shortest path 
between u and v as p'. Hence, 
-k -k -k -k -k 
£ d . . = S (TT . + d* . - TT .) = TT - TT + S d* . 
<i,j)eP' ̂  <i,j)eP' 1 XJ J - v ) e p , ij 
= n k - n k + d* 
U V uv 
where d* is the length of the shortest path between nodes u and v. There-
a T -k -k -k fore, for each pair of nodes u and v in G , 2 d. . = TT + d* - T T ij u uv v 
which is exactly the same as the quantity obtained in (7) for the net-
£ k k k k̂ 
work G . Therefore, if TT and ff are shown to be identical on G and , u u 
„f 
G" , then the proof is complete. 
k+1 k k The labeling function TT , for a given flow f and the label TT , 
f k+1 k k for G was given by TT^ = TT^ + w^ if node i is accessible from s in 
f k k+1 k k G . Otherwise, TT . = w. = 0 0, where w. is the length of the shortest 
f k 
path from node s to node i in G • Similarly the labeling function 
-k+1 . ,/fk _ . , TT in G network was given by: 
-k+1 -k . -k .̂  j • . . - . - I , //f TT . = TT. + w., if node l is accessible from node s in G : i i i ' 
-k+1 -k -k 
TT^ = w^ = +00, otherwise. The w_̂  is the length of the shortest 
//fk k path between nodes s and i in G with respect to flow f . From Theorem 
k -k -k k / 6 w. = w., and hence, TT . = TT. for all ieN , Therefore, from theorem 10, 
1 1 i i , ' ' 
k k f k n\ and f are compatible in G" for each k, and TT^ gives the length of 
the shortest path from node s to node i in the original network G = (N,A) 
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with respect to the weights d_ . Also TT^ ^ T K . QED. 
Example for Algorithm D 
The example problem given for algorithm C will be utilized for 
the application of algorithm D. Suppose the network G = (N,A) is as 
given below., 
Let N x = {1,2}, X1 = {3,4,5}, N 2 = {6,7,8}, X 2 = {9,15,12}, N 3 = {10,11, 
14,13}. Hence, = {1,2,3,4,5,6,7,8,9,15,12}, N 2 = C3,4,5,6,7,8,9,15, 
12}, N 3 = (9,15,12,10,11,14,13). 
Iteration 1. The network ISL and the corresponding D-o-o(Nn) are 




* -o 3 











-o Upon replacing d^(N^) = 2 with d^ = 0 0 we have the following network 
-o and the corresponding conditional distance matrix for 
3 4 5 6 7 8 9 12 15 
3 "o 23 25 2 20 26 5 27 0 0 
4 0 0 0 2 0 0 0 0 3 0 0 4 0 0 
5 0 0 0 0 0 0 0 0 0 1 0 0 2 0 0 
6 0 0 21 23 0 18 24 3 25 0 0 
7 0 0 3 5 0 0 0 6 0 0 7 0 0 
8 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
9 0 0 18 20 0 0 15 21 0 22 0 0 
12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 5 0 0 4 6 0 0 1 7 0 0 8 0 
Upon replacing d̂  ^ = 0 0 bY d§ 12 u ^2^ = 2 2 a n d d 
(N°U N^) = 8 we get the following network and corresponding shortest 




By using algorithm B we obtain w.. = 0, w = 3, w. = 0 0, w = 100, w Q = 
1 J m- _) 9 
8, w°̂ _ = 0 0, w ^ = 30 and w°^ = 20. Therefore, the flow augmenting path 
is 1-3-9-13 with length 20 which corresponds to the actual shortest 
path 1-3-9-11-14-15-7-4-2-5-8-12-13. The maximum flow which can be 
sent along this path is 1. Therefore, f / = f ° + l = l , f 1 Q = 1, f Q Q = 
13 39 
f9,ll = ]L' fll,14 = l> f14,15 = l' f15,7 = 1' f7,4 = 1' f42 = 1' 
f o c = 1, f_ 0 = 1, f 0 1 0 = l and f 1 0 1 0 = 1. The marginal cost networks 
Z_) j j O o , 1Z 1Z , U 
-1 -1 -1 N , N_, . . . , N and their respective shortest distances are given in 2 m 
iteration 2., 
Iteration 2. and its corresponding conditional shortest 
distance matrix is given below. 
1 2 3 4 ! 
0 99 3 98 100 
c o Q c o — I c o 
o o o o 0 0 0 c o 
c o c o c o 0 0 0 
c o -1 c o -2 0 
-1 Upon replacing d ^ = 0 0 by d*4(N^) = ~2 we get the following marginal 







9 I -5 
]_5 0 0 00 0 0 
1 2 ° o - 4 - 2 
0 14 
o o 0 
o o -8 
Upon replacing 1 5 = 0 0 bY <** 1 5 = 14 and d 1 2 1 5 by d*2 1 5 = -8 we 
obtain the following marginal cost network and its corresponding 
shortest distance matrix D-Lrjl(N). 
N 3 3 
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Application of algorithm B will give the following labels: w^ = 0, w^ 
= 3, w* = 98, w* = 100, w* = 8 , w^ 5 = min jw* + 19, w* -4, w* -oj = 
w* + 19 = 2.2, w^ 2 = co, w ^ = min jw* + 113, w* 5 + 99, w* £ + 91j = w* + 
113 = 121. Therefore, the flow augmenting path is 1-3-9-13 with length 
121. This path corresponds to the actual path 1-3-6-9-7-15-14-13. The 
2 1 
maximum flow that can be sent along this path is 1. Hence f = f + 
1 = 1+1 = 2, f 1 3 = 2, f 3 6 = 2, f 6 9 = 2, f 9 ? = 1, f 1 5 j ? = 0, f U j l 5 = 0, 
f14,13 = 1 : 1 f7,9 = l j f4,2 = 1' f5,8 = l j f8,12 = 1> f12,13 = 1 a n d a 1 1 
other f.. = 0 . 
-2 
Iteration 3. The marginal cost network and corresponding 
shortest distance matrix is exactly the same as the marginal cost net­
work and its corresponding shortest distance matrix given in itera-
-2 
tion 1. Upon replacing the original distances in N 2 by the conditional 
-2 
distances obtained in we have the following network and its corres-
* 
ponding D matrix: 
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o o 5 
o o -18 
0 -20 
15 12 
9 -5 o o 00 0 00 o o 
15 -19 00 00 .. -14 0 00 
12 -27 -4 -2 ... . . -22 00 0 
Replacing d.̂  = -14 and d^ ^ = 00» by d*2 = -22 we get the marginal 
-2 




9 15 12 13 
9 0 CO 00 140 
15 -14 0 00 126 
12 -22 CO 0 118 
13 00 CO 00 0 
/f is given below. 
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From the application of algorithm B we get the following labels: w^ = 
2 2 2 2 2 2 0, w 3 = 3, w^ = 98, w 5 = 100, w g = 8, w 1 5= °°, w 1 3 = 148. The shortest 
path is 1-3-9-13 with the length 148 which corresponds to the actual 
shortest path 1-3-6-9-10-13 in the marginal cost network of the original 
2 
network, G • The maximum flow that can be sent along this path is 1. 
1, f. Hence, f 3 = f2+l = 2+1 = 3, f^ = 3, f 3 6 = 3, f^ = 3, f Q 10, 






































The corresponding G network is given below, 
/ f 3 Application of algorithm B on G gives the following labels: w^ = 0, 
W3 = m ' W 4 " 9 8 , W 9 = 8 ° 5 W15 = W12 = °° a n d W13 = 2 2 ° * T h e s h o r t e s t 
path is 1-4-9-13 or 1-5-9-13, both of them corresponding to the same 
f 3 
shortest path 1-5-2-4-7-9-10-13 in the marginal cost network G . The 
4 3 
maximum flow which can be sent along this path is 1. Hence, f = f + 
1 = 3 + 1 = 4, f 1 5 = 1, f 2 5 = 0, f 4 2 = 0, f ? 4 = 0, f 9 ? = 0, f 9 ) 1 Q = 2, 
"̂ 10 13 = ^ a n c* a ^ o t n e r a r c fl° w s equal to the values given in itera-
101 
Obviously, we can stop the algorithm here, since no path exists between 
= {3,4,5} and X^ = {9,15,12}. We will continue this process to show 
that no more flow augmenting path exists in G' network either. 
102 
-100 
There exists no flow augmenting path in G' with respect to the flow 
4 4 f . Therefore, the flow f and the arc flows f.. obtained in iteration 
4 are optimal. The network G and the corresponding minimum cost maxi-





Example for Algorithm E 
The same network G = (N,A), given in the previous example for the 
application of algorithm D, will be used for the application of algo­
rithm E, as well. 
T . . i . . o o o o o o o Initialization: Let TT. = TT = TT. = TT_ = TT_ = TT, _ = TT.. _ 
1 3 4 5 9 15 12 
= TT° 3 = 0 and f° = 0. 
Iteration 1. N ° , D | O - O ( N ° ) , N ° , D | O - O (N ° O N ° ) ̂  go ^ 
* o 
D-o-o(N ) are exactly as the values obtained in iteration 1 of the pre-
3 3 o 
vious example. Upon constructing the G" network, we get the following 
graph. 
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Since TT. = 0 for all i, 
1 
•;o o . o ,o d . . = T T . + d*. - TT. = d. . 
IJ 1 IJ J IJ 
Application of Dijkstra's [9] algorithm on the G network will give 
W l ~ ' 3 3 ' w 4 ' w 5 ~ » w 9 ' w15 » w12 * w13 
//f° 
There are several shortest paths in G' . We will choose the one with 
the minimum number of arcs in it (note that all those paths correspond to the same path in G ) . The actual path corresponding to the shortest 
path 1-3-9-13 in G is the path 1-3-6-9-11-14-15-7-4-2-5-8-12-13. This 
is the flow augmenting path obtained in iteration 1 of the previous 
examples. Therefore, the flow changes will be exactly as given in iter­
ation 1 of the previous example with f' = 1. 
k+1 k k From the formula TT. = TT. + w. we update the labels on the nodes I i i 
of G" as follows: 
TT^ = 0 + 0 = 0, TT* = 0 + 3 = 3. TT,1 = 0 + 1 5 = 15, TT^ = 0 + 1 7 = 1 ' 3 4 5 
17, TT* = 0 + 8 = 8, TT* 5 = 0 + 11 = 11, TT* 2 = 0 + 19 = 19, TT* 3 = 0 + 20 = 
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20. 
Iteration 2. Since we have used the same flow augmenting path 
as in iteration 1 of the previous example, the conditional shortest 
-1 -1 -1 
distances for N,, N„ and N 0 will be the same as in iteration 2 of the 
previous example. From the shortest distance tables in iteration 2 of 
/ / fl 
the previous example we can construct G network as given below. 
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From the application of Dijkstra's algorithm we get w^ = 0, w^ = 0, 
1 1 1 1 1 1 w 4 = 83, w 9 = 0, w 1 5 = 5, w 1 2 = «, w ^ = 101, w 5 = 83. 
// f 
Among the several shortest paths in G' , we will choose the 
minimum arc shortest path 1-3-9-13 which corresponds to the path 1-3-6-
9-7-15-14-13 of the marginal cost network of the original network. Note 
that this path is exactly the same as the one obtained at the end of 
2 1 
iteration 2 of the previous example. Therefore, f = f + 1 = 2 and 
the arc flows are as given in iteration 2 of the previous example. Up-
k+1 k k 
dating the labeling function by the formula n. = TT. + W . will yield 
2 2 2 2 2 2 2 2 
n l = °> n 3 = 3» n 4 = 9 8» n 5 = 1 0 0 » n 9 = 8» ni5 = 2 2> ni2 = 00» ni3 = 1 2 1 * 
Iteration 3. Again, since we used the same flow augmenting path, 
we can construct G network from the tables of iteration of the pre­




Using the formula d. . = TT. + d* . — TT . we obtain the nonnegative arc 
i J i i j j 
costs as given below. 
Application of Dijkstra's algorithm gives w^ = 0, w^ = 0, w^ - 0, w^ = 
2 2 2 2 0, w 9 = 0, w 1 5 = 0 0, w 1 2 = °°, w 1 3 = 27. The shortest path 1-3-9-13 
corresponds to the flow augmenting path 1-3-6-9-10-13 in the original 
network which is exactly the same path obtained in iteration 3 of the 
3 2 
previous example. Therefore, f = f + 1 = 3 and f..'s are given in 
1 0 8 
3 2 2 iteration 3 of the previous example. From TT. = TT. + w. , the updated i l l 
labels will be as follows: 
IT^ = 0, -n33 = 3, n£ = 98, iT̂  = 100, TT| = 8, = » , T T ^ = » , 
"13 = 1 4 8 • 
Iteration 4. With a similar argument, the G network can be 
constructed from the tables of iteration 4 of the previous example as 
given below. 
100 
-3 3 The equivalent nonnegative cost network is obtained from d.. = TT. + ij I 
3 
d*. - TT . and depicted below, ij J 
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3 3 3 3 From Dijkstra's algorithm we obtain w^ = 0 , w^ = 72, w^ = 0, w^ = 0 , 
3 3 3 3 w^ = 72, w 1 5= 0 0, w 1 2 = c° i w i 3 = ^2. Th e shortest paths 1-4-9-13 or 1-5-
9-13 or 1-5-2-4-7-9-10-13 in the marginal cost network of the original 
network. Again, this path is the same as the path obtained in iteration 
4 3 
4 of the previous example. Hence, f = f + 1 = 4 , and all the arc 
flows are as given in the corresponding iteration of the previous 
example. 
4 4 4 4 The updated labels are given as: TT^ = 0, TT^ = 75, TT^ = 98, TT^ = 
100 TT^ = 80, TT* = °°, ̂  = co, jy* = 220. 
Iteration 5. Since we are using the same flow augmenting paths 
/ / f4 
as in the previous example, we can construct G as given below. 
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No flow augmenting path exists in G with respect to the flow f . 
4 
Therefore, the flow f obtained at iteration 4 is optimal. This flow 
is exactly the same flow obtained in the previous example. 
Theoretical Efficiency 
As discussed earlier, the efficiency of a flow augmenting algo­
rithm is a linear function of the efficiency of the shortest path algo 
rithm employed in it. The efficiency of the shortest path algorithm 
(Algorithm C) employed in algorithm D is given Chapter IV as 
mu 3 + (6m-6) u 2v + (12m-8) uv 2 + (8m-14) v 3 + (m-2) v 2 + v. 
3 
Therefore, algorithm D requires 0(mu ) additions and comparisons for 
determining a flow augmenting path at each iteration. 
The number of additions and comparisons required by algorithm E 
for determining a flow augmenting path can be computed as: 
I l l 
3 3 
1) (m-2)(u+2v) + 2(u+v) additions and comparisons for deter-
-k 
mining the conditional shortest distances on N , i=l,...,m. 
? 
2) (6m-14) v" + (2m-10) v additions for obtaining the nonnega-
„f k 
tive arc weights in G 
3) [(m-1) v + 2 ] 2 additions and comparisons for determing the 
k //fk shortest distances w. on the G network. 
i 
4) [(m-1) v + 1] additions and comparisons for updating the 
labeling function T T k + * . 
Therefore, algorithm E reaches a flow augmenting path in 
mu 3 + (6m-6) u 2v + (12m-8) uv2 + (8m-14) v 3 + (m2 + 4m - 13) v 2 
+ (3m + 6) v + 5 additions and 
3 2 2 3 9 ? mu + (6m-6) u v + (12m-8) uv + (8m-14) v + (m - 2m + 1) v 
+ (5m-5) v + 5 comparisons. 
For large values of m and u and small values of v the ratio of 
the number of operations in algorighm D to the number of operations in 
algorithm E can be approximated by using their higher order terms as 
3 
mu _ , 
~ ~ 3 L ' 
mu 
This implies that algorithm E is as efficient as algorithm D in its 
theoretical upper bound. Theoretically, algorithm D is expected to take 
a smaller amount of time at each flow augmentation than algorithm E, 
but for u » v this difference becomes less and less significant. If 
the optimum flow requires k flow augmentations then the number of addi-
1 1 2 
tions and comparisons saved by algorithm D over algorithm E can be 
2 2 
approximated by k[m v ]. As an example, if 1000 flow augmentations 
are needed to reach the minimum cost flow in a given network, and m = 
10, v = 20 and u = 100, then the amount of additions and comparisons 
saved by algorithm D over algorithm E is 1000[(10)2(20)2] = 40,000,000 
additions and comparisons. The approximate number of additions and 
comparisons required by algorithm D is 
1000[10(100)3] = 10,000,000,000. 
Therefore, the efficiency of algorithm D is only .4% better than the 
efficiency of algorithm E. Thus, we can conclude that both algorithm 




In the shortest path algorithm (Algorithm C), the conditional 
shortest distances D- - (Nn u ... u N,- ) i=l, . . ., m are determined 
N .N. 1 1 
1 1 3 by utilizing Floyd's matrix algorithm. Therefore, it requires (u+v) 
additions and comparisons to obtain the conditional distances in the 
3 
first and last submatrices, whereas it needs (u+2v) additions and 
comparisons for each D- - , i=2, m-1. Obviously, the higher 
3 1 1 
order term mu in the total number of additions and comparisons in 
Algorithm C is due to this matrix operation. Again, we pay the price 
of the extra information obtained in the matrix method which is not be­
ing used. 
The discussion in this section will deal with the possibility of 
having another method which can supply the required information in 
2 
O(kmu) additions and comparisons, where k < u. Observe that, if f 
is an extreme flow in G = (N,A), then f is also extreme in N\, i=l, 
m. This can easily be shown by stating that G^ does not contain 
any negative cycles with respect to f, From this observation, we can 
conclude that for a given extreme flow f in G, there exists a labeling 
-f -f 
function TT in N^> k=l, m such that for each (i,j)eN^, k=l, m 
TT. + d. . - TT. 2> 0. 
i i j J 
Therefore, we can find a set of rr's for a given f in N5 such that TT and 
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f are compatible in N^. 
Let f and TT be compatible in N^. Define the nonnegative arc 
costs as d. . = TT. + d. . - TT.. Let P be a path between u eX, .. and ij i ij J k-1 
v ex, . Then P is a shortest path from node u to node v with respect k 
to the arc weights d^ if, and only if, P is a shortest path from node 
u to v with respect to the nonnegative arc weights d_. 
In order to be able to find a compatible set of TT'S for given f, 
we need to define the sink and the source. Remember that TT'S are updated 
k+1 k k k 
by using the equation n\ = n\ + w^, where w^ is the length of the short­
est path of a source to a node i. This observation implies the impossi­
bility of using one set of TT'S for each subnetwork k to determine 
D* , D* Y , D* and D* . By letting u*eX, - and v*eX, as 
Xk-lXk-l Xk-l Xk Xk Xk-l VSc _ k _ i k 
the source and the sink of the network N, we can find a set of labeling 
k 
function TT which is compatible for a given extreme flow f in N^. There­
fore, the shortest path problem can be solved on the nonnegative arc 
costs d.. = TT . + d.„ - TT.. Diikstra's algorithm will give us D .„ 
* * * K " 1 as well as D . . Therefore, in order to find D and D v 
U X k Xk-lXk-l Xk-l Xk 
each one of the nodes u*eX, .. have to be made a source once (the sink 
k-1 
v* being any node in X^). Similarly, in order to find the conditional 
shortest distances D as well as D , we need to make each v*eX, 
k k k k-1 
a souce once (sink being any arbitrary node u* in X, ., ) . Thus, we need 
k-1 
to carry v+v = 2v labeling functions in order to determine the condi-
tional shortest distances D , D , D and D in a 
Xk-lXk-l Xk-l Xk Xk Xk-l Xk Xk 
subnetwork N^, k=2, m-1. For the first network, we need (v+1) 
labeling functions and for the last subnetwork only one labeling will 
suffice (by labeling from the last node). 
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The number of times Dijkstra's algorithm needs to be applied on 
the subnetworks can be given as: 
v+1 times on the first subnetwork 
2v times on subnetworks N_, . . . , N , 
2 m -1 
1 time on subnetwork N 
m 
2 2 
Since Dijkstra's algorithm requires n /2 additions and n compari­
sons for an n-node network, it will require 
l/2J(v+l)(u+v)2 + (m-2)(u+2v) 2 2v + (u+v)2] = Q 
additions and 2Q comparisons in order to be able to construct G' network, 
/ 2 Finding the shortest path on G requires (m-2) v + v additions and 
2 
(m-2) v + v comparisons. Thus, the total number of additions and com­
parisons required for each flow augmentation is given by 
2 
Q + (m-2) v + v additions and 
2 
2Q + (m-2) v + v comparisons. 
These quantities can be rewritten as 
l /2 [ (2m-3) u 2v + (8m-14) uv 2 + (8m-15) v 3 + 2 u 2 + (2m-2) v 2 
+ 4uv + 2 v l additions and (2m-3) u 2v + (8m-14) uv 2 + (8m-15) v 3 + 2 u 2 + mv 2 
+ 4uv + v comparisons. 
Therefore, the efficiency of each flow augmentation is increased approxi­
mately by the ratios (u+2v)/v in the number of additions and (U^2v) in 
the number of comparisons. The new refinement will change the order 
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0(mu ) of the suggested algorithm into 0(mu v) additions and 0(2mu v) 
comparisons. 
The sacrifice obviously, in this modification, is the require­
ment of the extra storage for [(2v) x (u+2v)] matrices to store the 
2 2 
labels. In addition, we will need 2(u+v) (v+2) + 2(m-2)(u+2v) 2v addi­
tions for updating the costs and (m-2)(u+2v) + 2(u+v) additions and 
comparisons for updating the labeling functions TT in the subnetworks. 
If these extra additions and comparisons are included in the upper 
bound obtained, the proposed modification will require 
l/2J(10m-15) u 2v + (40m-70) uv2 + (40m-75) v 3 + 10u2 
2 
+ (2m+6) v + 16uv + (4m-2) v + 2muj additions and 
(2m-3) u 2v + (8m=14) uv 2 + (8m-15) v 3 + 2u 2 + mv 2 + 4uv 
+ mu + (2m-l) v comparisons. 
2 3 The higher order term in this number is still 0(5mu v) compared to 0(mu ) 
in the previous algorithm. Approximately for u > 5u the proposed modi­
fication reaches the flow augmenting path faster. 
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CHAPTER VII 
CONCLUSIONS AND RECOMMENDATIONS 
Although the theoretical upper bound obtained for Algorithm A 
(min-cut algorithm) is quadratically more efficient than a nodecomposi-
tion labeling algorithm, we know in practice that the theoretical upper 
bounds are seldom reached. As pointed out in Chapter II earlier, Algo­
rithm A has double superiority over a no-decomposition algorithm. The 
first superiority comes from the lower theoretical upper bound in the 
number of flow augmentations. The second superiority comes from the 
fact that the flow augmentation in Algorithm A is always performed on 
a smaller size network which requires a smaller amount of labeling per 
flow agumentation. Since it is not easy to forecast the sizes of the 
subnetworks dealt with in the decomposition algorithm, it is hard to 
determine the overall efficiency of Algorithm A. In any case, Algorithm 
A is always theoretically more efficient than the efficiency given in 
Chapter II. At this point we suggest that the empirical efficiency of 
the proposed algorithm (Algorithm A) be determined by a computer simu­
lation as another research study. 
3 
The higher order term 0(mu ) in the shortest path Algorithm C 
is due to the operations performed on the subnetworks to obtain the 
conditional distances. For further reduction in those terms, the 
point of attack must be to find a new algorithm to obtain the conditional 
3 
shortest distances in the subnetworks in less than 0(mu ) operations. 
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The only information needed for the construction of the G' network is 
the conditional shortest distances D v v and D v , i=l, ... , 
X.,X.+1 x i +i' xi+i 
m-2. Thus, any algorithm which can determine these conditional shortest 
3 
distances in less than 0(mu ) will change the order of operations to 
a smaller polynomial. 
We also suggest that the empirical efficiencies of the shortest 
path and minimal cost flow algorithms (Algorithms C, D and E) be deter­
mined and compared with the empirical efficiencies of the existing 
decomposition and no-decomposition algorithms. 
A large portion of the CPU time required for a no-decomposition 
algorithm is due to the "triple operations" performed on the nonexisting 
arcs of a network. This search can be avoided by using a listing of the 
arcs, but listing itself usually takes more time than the shortest path 
procedure. Therefore, by decomposing the sparse network into subnetworks 
we are reducing the number of operations performed on the nonexisting 
arcs. Any sophisticated programming technique which can be used for a 
no-decomposition algorithm can also be used on the subnetworks of the 
proposed decomposition algorithms. The feasibility of such programming 
techniques must be evaluated before being performed on the decomposition 
algorithm. 
One of the most important issues in network decomposition is the 
"overhead" involved in the decomposition process. All the comparisons 
made in this dissertation assumed that the network has already been de­
composed. Decomposing the network into M subnetworks will require sub­
stantial amount of computer time. Therefore, this aspect of network 
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