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A desirable candidate for future weather observation is a polarimetric phased 
array radar (PPAR), which is capable of both using polarimetry for multi-parameter 
measurements and the fast-scan proficiency of the PAR. However, it is challenging to 
collect high-quality polarimetric radar data of weather with a planar PPAR (PPPAR), 
whose beam and polarization characteristics change with the electronic beam direction, 
causing geometrically induced cross-polarization coupling, sensitivity losses, and 
measurement biases when the PPPAR beam is steered away from the broadside. 
As an alternative to PPPAR, the concept of cylindrical polarimetric phased array 
radar (CPPAR) was proposed, which has scan-invariant beam characteristics in azimuth 
and polarization purity in all directions using commutating scan, thus enables high 
quality polarimetric weather measurements. To validate the CPPAR concept, a small-
scale CPPAR demonstrator has been jointly developed by the Advanced Radar 
Research Center (ARRC) at the University of Oklahoma (OU) and the National Severe 
Storms Laboratory (NSSL) of NOAA.  
This dissertation presents the results of initial weather measurements, shows the 
performance of the CPPAR demonstrator, and evaluates the polarimetric data quality 
that has been achieved. The system specifications and field tests of the CPPAR 
demonstrator are provided, including system overview, waveform design and 
verification, pattern optimization and far-field tests. In addition, three methods of 
system calibration are introduced and compared, including calibration with an external 




ground clutter. It is found that calibration with weather measurements of mechanical 
scan has the best performance and it is applied on the CPPAR demonstrator for the first 
time, which effectively improved the beam-to-beam consistency and radar data quality 
in commutating beam electronic scan by minimizing gain and beamwidth variations. 
Performance of the CPPAR is assessed through system simulation and weather 
measurements. The CPPAR is evaluated through an end-to-end phased array radar 
system simulator (PASIM). The simulation framework, weather returns modeling, 
antenna pattern, channel electronics, and simulation results of CPPAR, as well as 
comparison with those that would be obtained with a PPPAR, are provided. Also, 
weather measurements of a few convective precipitation cases and a stratiform 
precipitation case made with the CPPAR, employing the single beam mechanical scan 
and commutating beam electronic scan respectively, are presented. First, a qualitative 
comparison is made between the CPPAR and a nearby operational NEXRAD. Then a 
quantitative comparison is conducted between the mechanical scan and electronic scan, 
and error statistics are estimated and discussed. In addition, a theoretical explanation of 
a feature of the commutating beam electronic scan in clutter detection that is different 
from mechanical scan is presented and verified by measurements in clear air conditions 
with the CPPAR. Moreover, clutter detection results based on multi-lag phase structure 
function, dual-scan cross-correlation coefficient, copolar correlation coefficient, and 
differential reflectivity obtained from both electronic scan and mechanical scan modes 




Chapter 1 Introduction 
1.1 Overview of Phased Array Weather Radar 
In the past few decades, weather radar has been playing an important role in 
weather observation, forecasting, and warning. A traditional single-polarization 
Doppler weather radar can measure the reflectivity factor (𝑍H), radial velocity (𝜐r), and 
spectrum width (𝜎v), which are referred to as spectral moments [1]. Specifically, 𝑍H is 
proportional to the backscattering cross-section per unit volume and provides 
microphysics information about the weather scatterers in each resolution volume. 𝜐r 
and 𝜎v  represent the mean and standard deviation (to which shear and turbulence 
contribute) of the radial velocity of scatterers in motion, respectively [2-3]. Later it was 
found that these radar spectral moments were not sufficient to characterize the 
hydrometeor particles in terms of shapes, sizes, orientations, and phase composition. 
Therefore, weather radar polarimetry, which could be realized with polarization 
diversity [1-4], was introduced as a solution to provide more detailed microphysical 
information of the cloud and precipitation [5-7]. 
In addition to the radar spectral moments mentioned above, a polarimetric radar 
can provide further measurements, such as differential reflectivity (𝑍DR ), copolar 
correlation coefficient ( 𝜌hv ), and differential phase ( 𝜙DP ), which are called 
polarimetric variables [2-3]. Specifically, 𝑍DR  refers to the ratio of reflectivity at 
horizontal and vertical polarizations. Within the Rayleigh regime, ZDR tends to increase 
for more oblate scatterers.  𝜌hv reflects the similarity of returned signals between the 




randomness, diversity, and non-Rayleigh scattering of weather scatterers in the 
resolution volume. 𝜙DP is the difference in phase shift between the horizontal and 
vertical polarization signals, which increases rapidly in heavy rain comprised of oblate 
scatterers, where the horizontally polarized wave propagates slower than the vertically 
polarized wave [8]. These three polarimetric variables can be obtained with a radar 
working in simultaneous transmission and simultaneous reception (STSR) mode, which 
is widely used in operational weather radars worldwide owing to its several technical 
advantages and practical considerations [9]. Since 2013, with the polarimetric upgrade 
of operational Next-Generation Weather Radar (NEXRAD) in the United States, 
weather radar polarimetry with multi-parameter measurements has matured in 
applications such as quantitative precipitation estimation, hydrometeor classification, 
melting layer detection, attenuation correction, microphysics retrieval, etc.  
While radar polarimetry provides more microphysical information about the 
weather scatterers, there is an increasing need for faster data updates [10]. Currently, 
the NEXRAD radar (with a mechanically scanning dish antenna) takes about 5 minutes 
to complete a volumetric scan, which is too slow to detect and issue warnings in 
advance for fast-evolving severe weather such as tornadoes and downbursts lasting for 
only a few minutes [2]. For better detection of evolutions of such severe weather 
phenomena in a timely manner, weather radar data with a higher temporal resolution 
(i.e., less than 1 minute) are desired. In recent years, phased array radar (PAR) with an 
agile beam that steers electronically has received much attention in the weather 




potential of PAR technology in weather surveillance, the National Weather Radar 
Testbed (NWRT), as the nation’s first S-band phased array weather radar, was installed 
in Norman, Oklahoma in 2003 [12]. Research has demonstrated the potential benefits 
of faster data updates and adaptive scanning strategies of NWRT in issuing warnings 
for severe and hazardous weather [13-14]. 
In addition to faster data updates, PAR also has the potential to serve for 
multiple missions, which is motivated by MPAR (Multifunction Phased Array Radar) 
and SENSR (Spectrum Efficient National Surveillance Radar) projects. The concept is 
to replace the four radar networks in the United States with a single radar network. The 
four radar networks include (1) National Weather Surveillance Radar (WSR-88D or 
NEXRAD); (2) Terminal Doppler Weather Radar (TDWR) for detecting low altitude 
wind shear; (3) Airport Surveillance Radar (ASR) for air traffic control; and (4) Air 
Route Surveillance Radar (ARSR) for long-range air surveillance [15]. As a result, 
significant lifetime cost savings and performance improvement in weather and aircraft 
surveillance are expected. Based on the these considerations, a polarimetric PAR 
(PPAR) [16] is introduced, which is capable of both the polarimetry for multi-parameter 
measurements and the fast-scan proficiency of the PAR. 
 
1.2 Planar Polarimetric Phased Array Radar 
Currently, there are mainly two candidates for PPAR. The first candidate is a 
Planar PPAR (PPPAR), which includes two configurations as well. One configuration 




mechanically steerable platform, such as the Phase-Tilt Radar for the Collaborative 
Adaptive Sensing of the Atmosphere, which performs electronic beam-steering only in 
the azimuth plane, while mechanically steering in the elevation plane [17-18], as shown 
in Figure 1-1(a). Alternatively, the 1D PPPAR can also be mechanically scanned in 
azimuth and electronically scanned in elevation, such as the X-band phased array 
weather radar (PAWR) at Osaka University in Japan, as shown in Figure 1-1(b) [19]. 
The other configuration is a two-dimensional (2D) electronic scan PPPAR, such as the 
Ten Panel Demonstrator (TPD) and Advanced Technology Demonstrator (ATD) of the 
National Severe Storms Laboratory (NSSL) as shown in Figure 1-1(c) and Figure 1-1 
(d) respectively, which can perform electronic beam-steering in both azimuth and 
elevation directions [20-21].  
Although there has been an extensive experience of PPPAR development in 
industry, it is challenging to collect high-quality polarimetric radar data of weather with 
a PPPAR, whose beam and polarization characteristics change with the electronic beam 
direction. For example, as the PPPAR beam is steered away from array broadside, the 
beamwidth will become wider, and scan loss is produced due to reduced effective 
aperture size. Moreover, as the PPPAR beam is steered away from the principal planes, 
there will be geometrically induced cross-polarization coupling [16, 22-25]. As a result, 
there will be sensitivity losses and measurement biases, which imposes a lot of 
difficulties for calibration and accurate polarimetric weather measurements. For 
example, to obtain a 𝑍DR  bias of less than 0.2 dB as required by the NEXRAD 




STSR mode currently adopted in operational polarimetric NEXRAD, which is very 
difficult to achieve in practice [26]. Even if the 𝑍DR  bias is correctable through 
calibration to the scattering matrix or to the radar variables, calibration over thousands 
of beams is extremely challenging from an operational perspective [16]. Compared with 
2D PPPAR, the 1D PPPAR always has its beam in the principal planes without 
geometrically induced cross-polarization coupling and thus maintains scan-invariant 
beam characteristics in azimuth or elevation, but its performance in weather observation 
still needs to be demonstrated. Also, mechanical rotation is not desirable for PPAR, as 
it doesn’t fully utilize the 2D electronic scan capability of PPAR and places constraints 
on the multi-mission objectives in future.  
Due to the issues of PPPAR mentioned above, during the Second MPAR 
Symposium held in Norman, Oklahoma from November 17-19, 2009, the polarimetric 
calibration was identified as the most challenging technical issue for the future PPAR 
[27]. 
 
1.3 Cylindrical Polarimetric Phased Array Radar 
The concept of cylindrical polarimetric phased array radar (CPPAR) was 
proposed for future weather measurements and multiple missions [22], which is the 
second candidate of PPAR. In a CPPAR system, beam-steering in the azimuth is 
realized by commutating scan, in which the beam direction changes in the azimuth by 
shifting a column of excited antenna sector and maintaining the weight symmetry about 




same beamwidth) in azimuth, which is beneficial for calibration and data interpretation. 
Besides, wave fields in the horizontal and vertical polarizations are orthogonal in all 
directions, so cross-polarization isolation and polarization purity is maintained, which 
allows for high-quality polarimetric weather measurements. Moreover, CPPAR utilizes 
radiation power with high efficiency. In each azimuth, only certain columns are 
activated and weighted to form the desired beams, that is, the columns on the broadside 
are mostly activated and heavily weighted, so there is less scan loss due to the element 
radiation pattern [22].  
Although CPPAR owns such advantages as mentioned above, there is very 
limited engineering development experience in CPPAR. Currently, the Syracuse 
Research Corporation (SRC) is known as the only company that has built cylindrical 
PARs. The radar is called Omni Directional Weapon Location (OWL), which has no 
dual-polarization capability [28]. To validate the CPPAR concept, a small-scale 
CPPAR demonstrator has been jointly developed by the staff engineers from Advanced 
Radar Research Center (ARRC) at the University of Oklahoma (OU) and the National 
Severe Storms Laboratory of NOAA [29-30], as shown in Figure 1-1(e). Initial weather 
measurements with CPPAR documented in [31] indicate that the measured copolar 
correlation coefficient was lower than expected due to the antenna beam mismatch 
between horizontal and vertical polarizations as well as other system instability issues. 
The frequency-scan dual-polarization column antennas were redesigned to eliminate 
the beam mismatch [32]. Besides, the CPPAR channel electronics were also rebuilt to 




weather measurements have been made with the upgraded CPPAR demonstrator shown 
in Figure 1-1(f) since the summer of 2019.  
 
1.4 Outline of the Dissertation  
This dissertation presents initial results of weather measurements using the 
CPPAR demonstrator, and initial results for assessing polarimetric data quality based 
on these measurements. Chapter 2 summarizes the system specifications and field tests 
of the CPPAR demonstrator, including system overview, waveform design and 
verification, pattern optimization and far-field tests. Then the system calibration is 
discussed in detail, which includes calibration with an external source, calibration with 
single beam weather measurements, and calibration with ground clutter. Chapter 3 
evaluates the CPPAR performance through an end-to-end phased array radar system 
simulator. It introduces the simulation framework, weather returns modeling, antenna 
pattern simulations, channel electronics modeling, and provides simulation results and 
comparison with those that would be obtained with a PPPAR. Chapter 4 presents 
weather measurements of a few convective precipitation cases and a stratiform 
precipitation case. Data of these cases are obtained using single beam mechanical scan 
and commutating beam electronic scan, respectively. Data collection and signal 
processing methods are discussed. First, the measurements are compared qualitatively 
with KTLX, which is one of the nearby operational NEXRAD radars. Then a 
quantitative comparison is made between the CPPAR mechanical scan and its 
electronic scan data, and error statistics are estimated and discussed. These preliminary 




specifications for data quality. Chapter 5 explores and verifies a feature of the 
commutating beam electronic scan in clutter detection. In addition, clutter detection 
based on multi-lag phase structure function, dual-scan cross-correlation coefficient, 
copolar correlation coefficient, and differential reflectivity with the CPPAR in both 
electronic scan and mechanical scan modes are presented and compared. Chapter 6 

















  (a)                            (b) 
 
  (c)                            (d) 
 
  (e)                            (f) 
Figure 1-1 Pictures of PPARs. (a) CASA Phase-Tilt Radar. (b) PAWR at Osaka 
University. (c) NSSL Ten Panel Demonstrator. (d) NSSL Advanced Technology 
Demonstrator. (e) OU-NSSL CPPAR Demonstrator Version 1. (f) OU-NSSL CPPAR 








Chapter 2 CPPAR System Description 
2.1 System Overview 
The CPPAR demonstrator consists of a 2-meter diameter, 2-meter height 
cylinder, inside which there is a server for system control and communication, as shown 
in Figure 2-1. The cylinder is fully populated with 96 columns of subarrays, whereas 
currently only 48 of these columns are equipped with channel electronics. Each column 
is a 19-element linear array of dual-polarization, frequency-scanned, microstrip patch 
antenna, which is designed to operate over a frequency range from 2.7 to 3.0 GHz, 
corresponding to a scanning range from 0° to 20° in elevation [29, 32]. The spacing 
between the columns on the cylinder is 6.5 cm, equivalent to an azimuthal angle of 
3.75 ° . Feed networks are designed to perform analog beamforming while doing 
commutating scans in azimuth. The technical specifications of the CPPAR 
demonstrator are listed in Table 2-1. The simplified functional block diagram of the 
CPPAR is depicted in Figure 2-2. As can be seen, each column has its own 
transmit/receive (T/R) module that includes a high-power-amplifier (HPA), circulator, 
limiter, low-noise-amplifier (LNA), etc. And CPPAR makes use of analog 
beamformers to split (during transmit) and combine (during receive) the signals, which 
employ attenuator and phase shifter to set the correct amplitude and phase for a desired 
beam-steering angle. The waveform generator, receiver, and analog-to-digital (A/D) 
converter are integrated into a single AD9361 radio frequency (RF) transceiver. The 






Figure 2-1 CPPAR demonstrator. (a) On the ground. (b) On the rooftop of Radar 
Innovations Laboratory. 
 
Table 2-1 Technical specifications of the CPPAR demonstrator 
Radar Parameters Values 
Frequency 2.7~3.0 GHz 
Waveform LFM/NLFM 
Pulse Width 1~100 μs 
Pulse Repetition Time 1~100 ms 
Antenna Element Patched column array 
Beamwidth Azimuth: 6.20°, Elevation: 5.35° 
Sidelobes ≤-28 dB 
Polarization Dual-polarization 
Peak Power 180 W per column 
Receiver Dynamic Range 74 dB 
Receiver Noise Figure 2.8 dB 
Bandwidth 1~5 MHz 









2.2 Waveform Design and Measurement 
On transmit, the AD9361 RF transceiver uses a baseband synthesizer for 
waveform generation, including simple rectangular pulse, linear frequency modulation 
(LFM) waveform, and nonlinear frequency modulation (NLFM) waveform, etc. Based 
on the maximum sampling rate and available taps of the matched filter in the RF 
transceiver, an optimized NLFM pulse compression waveform is designed by following 
the genetic algorithm documented in [33] and implemented in CPPAR. As shown in 
Figure 2-3, the optimized NLFM waveform has a maximum pulse width of 34 μs, peak 
sidelobe level below -63 dB and integrated sidelobe level below -41 dB, as well as a 
power efficiency of 93.66% and a 3-dB range resolution of 80 meters. The actual 
transmit waveform was measured by a far-field calibration horn mounted on the 
National Weather Center which is about 225 meters away from the CPPAR. The 
measured frequency spectrum and autocorrelation function are shown in Figure 2-3. 
Due to the distortion caused by nonlinearity of the HPA in the CPPAR, range sidelobes 







   
                     (a)                                        (b) 
 
                     (c)                                        (d) 
Figure 2-3 NLFM waveform in CPPAR. (a) The real component of the designed 
waveform. (b) Autocorrelation function of the designed waveform. (c) The spectrum of 
measured waveform. (d) Autocorrelation function of measured waveform. 
 
2.3 Pattern Optimization and Measurement 
For demonstrating of the CPPAR’s advantages in polarization purity and scan-
invariant beam characteristics in azimuth, the CPPAR beam patterns are measured by 
the calibration horn mentioned in Section 2.2. The horn height can be adjusted based 
on the CPPAR beam-steering elevation, which is determined by the frequency of 
operation. At the frequency of 2.76 GHz, the CPPAR points at 3.3 degrees in elevation, 
and the horn is mounted at approximately 13 meters above the CPPAR. The CPPAR 
and the far-field horn are synchronized by the Global Positioning 




the azimuthal element (column) radiation patterns are measured. As in [34], a multi-
objective optimization method is used to find the optimum weights to form the beams 
from the center of each active 90-degree sector (24 columns) of the cylinder. The goal 
is to match the copolar patterns between horizontal and vertical polarizations for all 
commutating beams while minimizing the sidelobe levels and maximizing the gain. 
Then the beamforming weights optimized from the central sector (Column No.13~36) 
are applied on all the commutating sectors for beamforming. The normalized power 
and phase of the calibration offset and beamforming weights are plotted in Figure 2-5. 
Figure 2-6 shows the optimized horizontal and vertical polarization beam patterns of 
an active 90-degree sector of CPPAR, which have sidelobe levels lower than -28 dB 
(one-way), and the cross-polarization levels are below -37 dB from the copolar peak. 
 
Figure 2-4 Relative positions of the CPPAR (within the red circle on the left) and the 






                     (a)                                        (b) 
  
                     (c)                                         (d) 
Figure 2-5 Normalized power and phase of the calibration offset and beamforming 
weights in the CPPAR. (a) Normalized power of the calibration offset. (b) Phase of the 
calibration offset. (c) Normalized amplitude of the beamforming weights. (d) Phase of 
the beamforming weights. 
 
 





2.4 System Calibration 
In electronic scan mode, due to the variations in element (column) pattern and 
channel electronics (attenuator, phase shifter, etc.), the system calibration factor (radar 
constant) may be slightly different from beam to beam. The purpose of radar system 
calibration is to minimize measurement errors due to system uncertainty, drifting, and 
instabilities. In this section, three methods are utilized to calibrate the CPPAR, 
including (1) Calibration with an external source, (2) Calibration with weather 
measurements of mechanical scan, and (3) Calibration using ground clutter. 
2.4.1 Calibration with an External Source 
The first approach utilizes the calibration horn as an external source to calibrate 
the CPPAR. As the main lobe of CPPAR beam patterns can be approximated by a 
Gaussian shape, the one-way CPPAR beam patterns measured by the calibration horn 
are fitted using the Gaussian model to find the beamwidth and gain of all the 25 
commutating beams. Besides, the phase of the peak point (beam center) in each beam 
pattern can be obtained. The fitted beam patterns (for one beam), 3-dB beamwidth, 
system gain (including antenna gain and transceiver gain), and phase of all the 25 
commutating beams in horizontal and vertical polarizations for both transmit and 





                     (a)                                        (b) 
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                     (e)                                         (f) 
Figure 2-7 CPPAR calibration with an external source (CPPAR transmit pattern). 
(a) Measured and fitted one-way beam patterns. (b) Estimated 3-dB beamwidth. 
(c) Estimated system gain. (d) Estimated phase. (e) Mean differences for ZH, ZDR, and 






                     (a)                                        (b) 
  
                     (c)                                        (d) 
 
                     (e)                                         (f) 
Figure 2-8 CPPAR calibration with an external source (CPPAR receive pattern). 
(a) Measured and fitted one-way beam patterns. (b) Estimated 3-dB beamwidth. 
(c) Estimated system gain. (d) Estimated phase. (e) Mean differences for ZH, ZDR, and 
ϕDP. (f) Gain and beamwidth contribution to ZH difference. 
Based on weather radar equation [1]:  
𝑃r = 𝑃t𝑔




the antenna gain 𝑔 can be separated into azimuth gain 𝑔az and elevation gain 𝑔el. As 
CPPAR is operated at a fixed elevation angle, 𝑔el and elevation beamwidth 𝜃 are 
constant for all the commutative beams, while the variable factors are 𝑔az and azimuth 
beamwidth φ. Then the beam-to-beam mean differences for 𝑍H, 𝑍DR, and 𝜙DP with 
source calibration are obtained as below:  
∆𝑍H = 10 ∙ log10(𝑔h
2 ∙ φh) = 2𝐺ℎ + 10 ∙ log10(φh)           (2-2) 
∆𝑍DR = 2 ∙ (𝐺h − 𝐺v) + 10 ∙ log10(φh/φv)               (2-3) 
∆𝜙DP = 2 ∙ (𝜙h − 𝜙v)                        (2-4) 
which are shown in Figure 2-7 (e) and Figure 2-8 (e), respectively. In addition, the 
contributions of gain and beamwidth variations to 𝑍H difference are shown in Figure 
2-7 (f) and Figure 2-8 (f), which indicates that gain variation plays a major role in beam-
to-beam 𝑍H difference. 
 
2.4.2 Calibration with Weather Measurements of Mechanical Scan 
The second approach is to compensate for the beam-to-beam variation based on 
weather measurements of single-beam mechanical scan. The first step is to obtain radar 
constant for the single beam formed by the central sector. It is necessary to find the 
conversion coefficient (system gain) that relates the input power level and output power 
level of CPPAR, which is related with CPPAR system components such as the RF 
transceiver, T/R module, etc. A method based on noise power measurement is 
employed to find the conversion coefficient. On the one hand, the minimum detectable 
signal (MDS) power at CPPAR receiver input is calculated as [1] 




where 𝑘 = 1.38 ∙ 10−23 is the Boltzmann’s constant in J/K, 𝑇 is the temperature of 
the thermal noise in kelvins, 𝐵 is the CPPAR receiver bandwidth in Hz, 𝑁𝐹 is the 
noise figure of the CPPAR receiver system in dB. On the other hand, the measured 
noise power at receiver output can be estimated as the minimum power for all the 
azimuth radials at a specific range bin, 





𝑚=1 ))                  (2-6) 
where 𝑉𝑚 is voltage sample in volts, 𝑀 is the number of pulses in the dwell time. Then 
the conversion coefficient is obtained as 
𝐶0 = 𝑁𝑜𝑢𝑡 − 𝑀𝐷𝑆                            (2-7) 
which is subtracted from the 𝑍H estimate. 
𝑍H = 𝑍H − 𝐶0                             (2-8) 
For validating the accuracy of the conversion coefficient, the theoretical sensitivity of 
CPPAR as a function of range is calculated as 
𝑍min = 𝑀𝐷𝑆 + 𝐶 + 20 ∙ log10𝑅                   (2-9) 
where 𝐶 = 98.14 dB is the radar constant calculated from CPPAR specifications, 𝑅 
is the range of resolution volume in km. Then the measured sensitivity of CPPAR can 
be found in each range bin and compared with 𝑍min. The comparison results measured 





                    (a)                                        (b) 
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Figure 2-9 The sensitivity of CPPAR as a function of range measured in various 
weather conditions. (a) Reflectivity measured by CPPAR on a rainy day. (b) CPPAR 
sensitivity as a function of range on a rainy day. (c) Reflectivity measured by CPPAR 
on a clear air day. (d) CPPAR sensitivity as a function of range on a clear air day. 
 
As shown in Figure 2-9, on a rainy day (clutter filtering was applied), the 
measured MDS (sensitivity) is generally higher than the theoretical curve until 30 km, 
which is due to the fact that weather returns overlap with noise in the first 30 km. As a 
comparison, on a clear air day (no clutter filtering was applied), as there is no weather 
return overlapped with noise, the two curves are very consistent except for the first 5.1 
km where is the blind range of CPPAR corresponding to a pulse width of 34 μs. 




values are also verified by a visual comparison of reflectivity with KTLX (a nearby 
operational NEXRAD) measurements. It should be noted that as the CPPAR and KTLX 
have different locations and resolutions, precise comparisons between them are not 
practical. Therefore, the following verifications mainly focus on consistency of CPPAR 
measurements using different scan methods.  
The second step is to use the differences between electronic scan and 
mechanical scan from the previous experiment to calibrate the measurements of the 
current electronic scan. The measurements used for calibration applied a threshold of 
signal-to-noise ratio (SNR) ≥ 10 dB to mitigate noise effect. Example measurements 
from CPPAR mechanical scan, electronic scan and their difference for 𝑍H, 𝑍DR, and 
𝜙DP are plotted in Figure 2-10. 
The mean differences of 𝑍H, 𝑍DR, and 𝜙DP along range in each beam used for 
calibration are shown in Figure 2-11. As can be seen, the 𝑍H differences are typically 
within 0.4 dB, the 𝑍DR differences are less than 0.3 dB, and the 𝜙DP differences are 
mostly within 5.0 degrees. This shows the consistency of the commutating beams of 
the CPPAR. After correction of these small variations, the electronic scan 












Figure 2-10 CPPAR calibration by single-beam weather measurements. Left column: 
measurements of CPPAR mechanical scan; middle column: measurements of CPPAR 
electronic scan; right column: the difference between electronic scan and mechanical 
scan of the CPPAR. 
 
 
Figure 2-11 Mean differences between electronic scan and mechanical scan for 
CPPAR calibration.  
 
2.4.3 Calibration using Ground Clutter Returns 




which is a large grain silo located about 6 km to the south (azimuth≈178 degrees) of the 
CPPAR. During the calibration, each CPPAR beam mechanically scans across the 
clutter at a slow rate of 0.5 degrees/s to mitigate beam smearing effect. Then a two-way 
beam pattern centring at the clutter direction can be obtained for each beam. Similar to 
Section 2.4.1, these patterns are fitted by Gaussian model to estimate the beamwidth, 
gain, and phase, for both horizontal and vertical polarizations, which are used to 
calculate the 𝑍H, 𝑍DR, and 𝜙DP differences among the 25 beams. It should be noted 
that for the two-way beam patterns measured with clutter, beamwidth should be 
selected as the 6-dB beamwidth, gain difference includes transmit and receive 
components, and the phase difference also contains transmit and receive components. 
The mean differences for 𝑍H, 𝑍DR, and 𝜙DP with clutter calibration are obtained as:  
∆𝑍H = 10 ∙ log10(𝑔h
2 ∙ φh) = 𝐺h + 10 ∙ log10(φh)           (2-10) 
∆𝑍DR = 𝐺h − 𝐺v + 10 ∙ log10(φh/φv)                (2-11) 
∆𝜙DP = 𝜙h − 𝜙v                        (2-12) 
Figure 2-12 (a) and (b) show the clutter in reflectivity plot measured by CPPAR 
on a clear air day and radial profiles of reflectivity for all the 25 beams; Figure 2-12 (c) 
and (d) display the images of clutter objects in Google Maps and Apple Maps, 
respectively; Figure 2-12 (e) plots the measured and fitted two-way patterns for one 








                     (a)                                        (b) 
  
                     (c)                                        (d) 
  
                     (e)                                        (f) 
Figure 2-12 CPPAR calibration by clutter. (a) Clutter in reflectivity plot measured by 
CPPAR. (b) Radial profiles of reflectivity for 25 beams. (c) Image of the ground 
clutter structure from Google Maps. (d) Image of the ground clutter structure in Apple 
Maps. (e) Measured and fitted two-way beam patterns. (f) Beam-to-beam mean 
differences for ZH, ZDR, and ϕDP. 
 
For comparison, mean differences of 𝑍H, 𝑍DR, and 𝜙DP obtained with various 





                     (a)                                        (b) 
 
                     (c)                                         
Figure 2-13 Averaged beam-to-beam variations for ZH, ZDR, and ϕDP obtained with 
various calibration methods. (a) Mean ZH difference. (b) Mean ZDR difference. (c) Mean 
ϕDP difference. 
 
As shown in Figure 2-13, source calibration using CPPAR transmit pattern and 
calibration using single beam weather measurements have similar mean 𝑍H difference. 
As the HPAs in CPPAR are more stable than that in the calibration source, the mean 
𝑍H difference obtained from CPPAR transmit pattern should be more reliable than that 
obtained from CPPAR receive pattern. Besides, it is found that calibration using single 
beam weather measurements and calibration using ground clutter have similar mean 
𝜙DP difference, whereas the results from source calibration have large fluctuations 




calibration using single beam weather measurements have more reasonable beam-to-
beam mean differences for 𝑍H, 𝑍DR, and 𝜙DP. Therefore, it is employed in practice. 
After calibration, to evaluate the CPPAR performance in weather measurements, 
an end-to-end phased array radar system simulator is developed, including the 
simulation framework, weather returns modeling, antenna pattern simulations, channel 





















Chapter 3 System Simulation for Performance Evaluation 
3.1 Introduction 
Data quality of polarimetric weather radar measurements is an important factor 
for the “research to operation” goal of polarimetric phased array radars application to 
weather surveillance. There have been three existing methods used so far for the 
evaluation of radar data quality. The first is theoretical analysis [16, 25, 35], in which 
rigorous mathematical models are used to derive analytical equations about biases and 
standard deviations of polarimetric weather radar variables. The limitation of this 
method is that many realistic system factors cannot be modeled due to the complexity, 
and the assumptions on the radar components, for example, radiating elements and their 
patterns, are usually ideal. The second method is building and evaluating actual radar 
systems for data collections. This is usually called proof-of-concept [20-21]. 
Measurements through proof-of-concept are the most realistic data for performance 
evaluations. On the other hand, developing a proof-of-concept is a long-term and costly 
process. It is largely affected by factors beyond principal scientific focuses, such as 
markets, availability of commercial components, financial resources, and cooperation 
of the weather conditions. The third method for evaluation is radar data analysis through 
system simulation. Simulation is an effective method to connect the theoretical analysis 
and actual weather measurements. It can discover the key system factors that are not 
fully addressed by either theoretical analysis or actual measurements and provide the 
results as guidance to radar designers. The block diagram to depict the relationships 




engineering designers, as well as system users and planners is presented in Figure 3-1, 
in which “radar system simulations” acts as a bridge connecting the other elements.  
 
Figure 3-1 The role of radar system simulation. 
 
Various weather radar system simulators were developed before. For example, 
Zrnić [36] described a procedure for simulating weather like Doppler spectra and 
signals, in which time series of single-polarization weather radar was generated. Galati 
and Pavan [37] extended Zrnić’s method to dual-polarized Doppler weather radar by 
generating two random sequences of horizontal and vertical polarization pairs with an 
assigned autocorrelation coefficient and a cross-correlation coefficient. Torres [38] 
presented a method for simulating over-sampled dual-polarization radar signals by 
combining Zrnić’s method and Galati’s work. Cheong et al. [39] introduced a weather 
radar simulator which derived time series signals from the output of a numerical 
weather prediction (NWP) model. Byrd et al. [40] presented a polarimetric phased array 
weather radar simulator, which evaluated the impacts of cross-polar fields on weather 
measurements and included various transmit modes. Ivić [41] introduced an approach 




et al. [42] presented a validation procedure to assess the ability of a polarimetric weather 
radar simulator to deal with raindrop-size distributions and outputs generated by NWP 
models. Recently Schvartzman et al. [43] introduced a weather radar simulator which 
uses existing NEXRAD measurement as truth and it was still based on a traditional 
frequency-domain method for polarimetric time series generation. 
Even with the achievements of prior simulations, data quality prediction and 
analysis for PPAR remain a challenge due to the limitations such as (1) using NWP 
model outputs as weather truth fields is limited to specific scenarios and events that are 
not sufficient for comprehensive and realistic representation for all different operational 
cases; (2) existing PPAR simulations are based on the traditional “frequency-domain” 
approach for time-series generation, which focuses on statistical behavior of radar 
signals in frequency domain; (3) although antenna patterns are widely included in 
previous simulators, the impacts of phased array radar electronics are as important to 
data quality in practical applications, such as the distortions caused by amplifier 
nonlinearity, phase shifter quantization, or any instabilities of the array elements that 
have been reported to affect the overall system performance and data quality [44-45]. 
Weather measurements are highly sensitive to such effects, but none of the current 
weather radar system simulators have taken them into account. 
In this Chapter, a phased array radar system simulator (PASIM) [46-48] is 
presented, which is a time-domain simulation software package that utilizes the 
operational NEXRAD Level II data as the basis of weather truth fields. Usage of such 




PASIM, a Monte Carlo method is applied for weather returns modeling. The simulation 
process employs time-domain system update and electronics behavior models to 
address the combined effects of antennas, T/R modules, and pulse compression 
waveforms. By using the functions in the MATLAB Phased Array System Toolbox and 
other tools, the software is intrinsically based on time-step simulations. The new 
simulation approach can address the challenges of large-scale system data quality 
prediction and adds new insights to the system design validations. Performance 
evaluation metrics, including bias and standard deviation of the estimated polarimetric 
weather radar variables compared to the truth fields, are direct outputs from the 
simulation system. As such, it can evaluate how the data quality differs and what design 
approaches are recommended for the best tradeoff under different types of weather.  
In addition, for the first time, the side-by-side comparisons of the results from 
the three evaluation methods for a specific PPAR are obtained. The consistency among 
the results from the three evaluations and some discrepancies are identified. It is further 
revealed through the system simulations that some potential factors such as the scan-
dependent beam characteristics of planar phased array antenna have impacts on 
generations of these discrepancies. It is concluded that PASIM is an effective solution 
that could “unify” the different evaluation methods for engineering risk mitigations. 
 
3.2 Simulation Framework 
In PASIM, all the basic radar subsystems are modeled as system objects, 




propagation path, receiver, beamformer, etc. The parameters can be defined flexibly to 
support system-level tradeoff analysis. At each scanning angle, positions of radar and 
weather scatterers can be updated based on their motions. Then the target (radar 
resolution cell) angles seen by the radar beams are calculated. After that, a steering 
vector of the current scan angle is computed, from which a radar beam is formed. 
During each dwell time, a pulse containing the designed transmit waveform is 
generated, amplified by the transmitter object and radiated by the antenna (“radiator”) 
object. When the radiated signals interact with the weather scatterers, they are reflected 
and collected by the antenna (“collector”) objects. Then the return signals are amplified 
by the receiver and beamformed, processed by a matched filter and stored into a three-
dimensional (3D) data cube (azimuth × range × pulse). During this process, if the 
receiver sampling rate is sufficiently high, the transmitted and received signals can be 
computed based on time-step evolution from a pulse to the next.  
Currently, NEXRAD Level II data are used as input into the simulator and 
sampled as “truth fields”. Note that the NEXRAD data here are not meteorological truth 
fields, but measured radar moments from NEXRAD. Based on phased array radar 
system specifications, modeling parameters, and antenna pattern measurements, an 
end-to-end system simulation can be conducted, and the in-phase and quadrature time 
series (I & Q) data can be obtained and saved as a data cube. Subsequently, the data 
cube is fed into a signal processing chain to obtain polarimetric estimates. Finally, these 




The framework of PASIM with its functional blocks, and how these blocks are 
implemented using different programming languages are depicted in Figure 3-2. The 
radar system simulation and the testing scenario are based on NEXRAD Level II data. 
Additional meteorological data are also obtained through Advanced Weather 
Interactive Processing System (AWIPS), which can be used to improve the ground truth 
data of the weather scenarios and provide a data quality visualization. The system 
component (antenna, T/R module and digital backend) parameters are provided from 
available commercial products. The core of the implementation is based on MATLAB 
Phased Array System Toolbox [49-50] and other toolboxes. Customized models 
include signal processing modules and electronics models. The output of the simulator 
is data quality analysis report.  
 




Specifically, in Figure 3-2, the input blocks are comprised of three parts. The 
“NEXRAD Moment Data” refer to NEXRAD Level II data available from the National 
Climatic Data Center and are read by the Python ARM Radar Toolkit (Py-ART), which 
is an open-source software package widely used in weather radar community [51-52]. 
The “Vendor/System Component Test Data/Transient Response Data” refer to the radar 
component parameters used in a real phased array radar system, such as the datasheet 
of AD9361/9371 RF transceiver, the nonlinear response curve of an HPA, etc. The 
“Radar Parameters” contain user-specific radar system specifications, including 
waveform (simple rectangular, pulse compression), array manifolds (planar, 
cylindrical, etc.), scanning strategy (Plan Position Indicator (PPI), Range Height 
Indicator (RHI), volume scan), etc. The “Time-Domain System Simulation” block is 
the core of PASIM, which employs the MATLAB Phased Array System Toolbox, 
RF/Communications Toolbox and electronics models to perform end-to-end time 
domain radar system simulations, as shown in Figure 3-3 (a), whose output is time 
series data organized in a 3D data cube. The “Weather Radar Data Quality Prediction” 
block produces radar data quality analysis report. Figure 3-3 (b) summarizes the overall 
data flow of weather radar data quality prediction. Time series data for all the radar 
transceiver channels are organized into a data cube, which is fed into the weather radar 
signal processing chain to compute spectral moments and polarimetric variables. The 
radar estimates are compared with the NEXRAD Level-II data to produce data quality 








Figure 3-3 Operations of the key modules of PASIM. (a) Time-domain system 
simulation. (b) Weather radar data quality prediction.  
 
3.3 Weather Returns Modeling 
3.3.1 Monte Carlo Method 
In PASIM, weather radar returns are generated in time-domain, i.e., marching 
from pulse to pulse. Scattering amplitudes of weather returns at every time step (pulse 
repetition time) are combinations from random multiple scattering centers, which is an 
extension of the complex scattering theory to distributed volume scatterers. These 
scatterers have random relative positions in the resolution volume as well as variations 
of velocities that are updated every pulse repetition time. Each scattering center’s 
backscattering amplitude and phase are determined from the weather truth fields 
measured by NEXRAD or user-defined weather scenarios. According to the definition 








2𝑁(𝐷)𝑑𝐷 = 𝐾 ∫|𝑠hh|
2𝑁(𝐷)𝑑𝐷             (3-1) 
where 𝑍hh is the reflectivity factor for horizontal polarization in mm
6 m-3, 𝜆 is radar 
wavelength in mm, 𝐷 is drop diameter in mm, 𝑁(𝐷) is drop size distribution in mm-1 
m-3, 𝐾w  is the dielectric constant factor of water (unitless), 𝑠hh  is the horizontal 
backscattering amplitude in mm. For simplicity, in PASIM it is assumed that all the 
scatterers within the resolution volume have the same size and zero canting angles, so 
that the off-diagonal terms of their backscattering matrices are zero. Therefore, 
|𝑠hh| = √𝑍hh/𝐾/𝑁                              (3-2) 
where 𝑁 is the number of scatterers in the resolution volume, which is set at 100 in the 
simulation. This is sufficient to generate Gaussian random signals. Accordingly, the 
vertical scattering amplitude of each scatterer can be calculated as 
|𝑠vv| = 𝑠hh/√𝑍dr                               (3-3) 
where 𝑍dr is the differential reflectivity on a linear scale. 
In addition, the copolar correlation coefficient 𝜌hv is assumed to be reduced by 
a factor of 𝑒−σδ
2/2  due to the random scattering phase difference, where 𝜎δ  is the 




𝜎δ = √−2ln (𝜌hv) = √𝜎δh
2 + 𝜎δv
2                      (3-4) 
For simplicity, it is assumed that 𝜎δh = 𝜎δv = 𝜎δ/√2, where 𝜎δh and 𝜎δv are 
standard deviations of the backscattering phase 𝛿h in horizontal polarization and the 
backscattering phase 𝛿v  in vertical polarization, respectively. Then the complex 




𝑠hh = |𝑠hh| ∙ 𝑒
−j𝛿h ∙ 𝑒−j𝜙DP                            (3-5) 
𝑠vv = |𝑠vv| ∙ 𝑒
−j𝛿v                                 (3-6) 
where 𝜙DP  is the differential phase. Therefore, the total complex backscattering 
amplitudes of the resolution volume are  
𝑆hh = ∑ 𝑠hh
𝑁
𝑙=1 ∙ 𝑒
−j2ki∙r𝑙                            (3-7) 
𝑆vv = ∑ 𝑠vv
𝑁
𝑙=1 ∙ 𝑒
−j2ki∙r𝑙                            (3-8) 
where 𝑘i is incident wave vectors, 𝑟𝑙 is the random position of each scatterer. 
The end-to-end array signals in PASIM is modeled as  
𝑽 = 𝑭𝐑𝑺𝑭𝐓𝑿 + 𝑵                             (3-9) 
where 𝑽  is received complex baseband voltage,  𝑿  is excitation voltage on the 
antenna port, 𝑭𝐓 and 𝑭𝐑 refer to transmit and receive antenna patterns, respectively, 
𝑺 is scattering matrix of weather scatterers, 𝑵 includes noise and interference present 
at receiver output.  
 
3.3.2 Covariance Matrix Method 
Weather returns modeling based on the statistical correlation among pulses and 
polarizations is the second method in PASIM. Firstly, two independent random 
signals  𝑉1 and  𝑉2 are generated, which follow Gaussian distribution with zero-mean 
and their standard deviations are derived from reflectivity values. According to [1], the 
autocorrelation function of the received signals in each polarization is given by 








𝜆 + 𝑁 ∙ 𝛿𝑚              (3-10) 
where 𝑆  is the average signal power, ?̅?  and 𝜎v  refer to mean radial velocity and 




of the pulse (0 ≤ 𝑚 ≤ 𝑀 − 1, where 𝑀 is the number of pulses in the dwell time), and 
𝑇s is pulse repetition time, 𝑁 is the mean white noise power, and 𝛿𝑚 is 1 for 𝑚 = 0 
and zero otherwise. Based on (3-10), a complex covariance matrix 𝐶, which is a 𝑀-
by- 𝑀  Hermitian positive-definite matrix, can be constructed. Using Cholesky 
decomposition, 𝐶 may be decomposed as 
𝐶 = 𝑃 ∙ 𝑃∗                                  (3-11) 
where 𝑃 is a 𝑀-by-𝑀 upper triangular matrix from the diagonal and upper triangle of 
covariance matrix 𝐶. Then 𝑃 is multiplied with  𝑉1 and  𝑉2 respectively as 
 𝑉1 =  𝑉1 ∙ 𝑃                                 (3-12) 
 𝑉2 =  𝑉2 ∙ 𝑃                                 (3-13) 
Finally, the complex scattering amplitudes of the resolution volume are generated as  
𝑆hh = 𝑉1                                  (3-14) 
𝑆vv = [𝜌hv ∙ 𝑉1 + √1 − 𝜌hv
2 ∙ 𝑉2] ∙
𝑒𝑗𝜙DP
√𝑍dr
                 (3-15) 
As a comparison, both Monte Carlo method and covariance matrix method are 
statistical methods. Generally, Monte Carlo method is more representative of the 
physical process in the real world, as it assumes that there are multiple scatterers within 
each resolution volume. A large number of simulations show that both methods can 
achieve similar accuracy for radar estimates when other radar system parameters are 





3.4 Antenna Pattern 
In PASIM, the phased array radar is placed on a platform, whose position, 
velocity and acceleration can be defined. The orientation axes of the platform can be 
manipulated by a rotation matrix, making it suitable for both ground-based and airborne 
applications. Besides, effects of electronic scanning such as beam broadening and scan 
loss are incorporated. Both element radiation pattern and array pattern can be imported 
from electromagnetic (EM) simulations or chamber measurements. Moreover, the 
antenna element is modeled to have polarization diversity by specifying polarized 
radiation patterns. For instance, realistic dual-polarized patch and crossed-dipole 
elements have been included, whose horizontal and vertical polarization components 
can be transmitted simultaneously or alternately to measure the target scattering matrix. 
Array axis can be specified flexibly so that array elements are located along the selected 
coordinate system axis. The computation of array factor supports linear array, planar 
array, circular array, and conformal array (i.e., cylindrical array), while beam-steering 
and beamforming are implemented by applying complex weights to the individual 
elements of the array. To accelerate the computations, a full array can be partitioned 
into one or more subarrays, and each subarray can be steered independently. 
Furthermore, both copolar and cross-polar components of antenna pattern are modeled 
in PASIM. As an example, Figure 3-4 shows the 3D radiation pattern of a dual-





         
                     (a)                                      (b)              
Figure 3-4 The 3D antenna radiating element in PASIM. (a) Copolar component. 
(b) Cross-polar component. 
 
The radiation patterns of the dual-polarized patch antenna element are generated 
using the High Frequency Structural Simulator (HFSS), which is a commercial solver 
for EM problems. The normalized power patterns and phase patterns for both copolar 
and cross-polar components of the patch element are plotted in Figure 3-5, where the 
subscripts h and v denote horizontal and vertical polarizations, respectively. The first 
index i of 𝐹ij refers to the polarization of the radiated electric field, and the second 










                       (a)                                 (b) 
 
                       (c)                                 (d) 
 
                       (e)                                 (f) 
 
                       (g)                                 (h) 
Figure 3-5 Normalized one-way element patterns for a patch antenna radiating element. 
(a) H copolar power pattern. (b) H cross-polar power pattern. (c) V cross-polar power 
pattern. (d) V copolar power pattern. (e) H copolar phase pattern. (f) H cross-polar 





3.5 Channel Electronics Modeling 
For a multi-channel polarimetric phased array radar system such as CPPAR, 
electronics instability from pulse-to-pulse (P2P) and channel-to-channel (C2C) needs 
to be modeled, including HPA distortions and instabilities in RF transceiver channels, 
quantization error of phase shifters and attenuators in T/R modules, imbalance of the 
power combiners and splitters in each channel, fluctuation in receiver noise floor, phase 
variations caused by local oscillator and reference clock instability, etc. Among all 
these factors, HPA complex gain (including amplitude and phase) variation due to 
thermal effects, which may reduce the system coherency [53], is a major source of 
electronics instability. Accordingly, several mathematical models have been developed 
to characterize the nonlinear behavior of HPA, such as Saleh model, Volterra series 
model, complex power series model, and Hammerstein-Wiener model [44]. In this 
study, Saleh model is used as a simple two-parameter function to depict the AM-to-AM 
and AM-to-PM characteristics of nonlinear amplifiers. Ideally, the input signal to the 
amplifier is expressed as [54] 
𝑥(𝑡) = 𝑟(𝑡)cos[𝜔0𝑡 + 𝜑(𝑡)]                        (3-16) 
where 𝜔0  is carrier frequency; 𝑟(𝑡)  and 𝜑(𝑡)  are respectively the amplitude and 
phase of the modulated signal. The distorted output of the nonlinear amplifier is 
𝑦(𝑡) = 𝐴[𝑟(𝑡)] cos[𝜔0𝑡 + 𝜑(𝑡) + Φ[𝑟(𝑡)]]                (3-17) 
where 𝐴[𝑟(𝑡)] refers to AM-to-AM conversion, and Φ[𝑟(𝑡)] refers to AM-to-PM 
conversion. Specifically, these two functions can be expressed as 
𝐴(𝑟) = 𝛼a𝑟/(1 + 𝛽a𝑟






2)                        (3-19) 
As an example, the optimum parameters for a solid-state power amplifier 
(SSPA) are selected as 𝛼a = 2.1587 , 𝛽a = 1.1517 , 𝛼ϕ = 4.0033 , 𝛽ϕ = 9.1040 . 
Figure 3-6 (a) shows the ideal and distorted envelope of a 30 dB Taylor-windowed 
LFM waveform, and Figure 3-6 (b) compares their autocorrelation functions (ACF). As 
can be seen, after Saleh nonlinearity model is incorporated in the amplifier, the LFM 
waveform is distorted, and the matched filter output shows increased range sidelobes 
which are undesirable. 
  
                     (a)                                         (b) 
 
                     (c) 
Figure 3-6 The impact of Saleh nonlinearity model of HPA on an LFM waveform and 
matched filter output. (a) Waveform envelope with and without nonlinear distortion. 
(b) Matched filter output with and without nonlinear distortion. (c) Amplitude and 
phase transfer function. 




PASIM as well. The C2C amplitude instability mainly distorts antenna pattern, while 
C2C phase instability will both distort antenna pattern and increase phase noise. 
Another C2C error comes from T/R module failure, which distorts antenna pattern by 
raising sidelobe and reducing gain. Also, the impact of quantization error introduced by 
digital phase shifter can also be assessed using PASIM. These errors are included 
during the beamforming process. As an example, a 2-meter diameter CPPAR 
demonstrator comprised of 96 columns and 19 rows is constructed in PASIM. It is 
assumed that 5-bit phase shifters are used. Figure 3-7 shows the comparison of CPPAR 
transmit beam patterns without quantization error and those with quantization error 
based on 5-bit phase shifters. It shows that the sidelobes of CPPAR beam patterns 
increase as a result of the quantization error caused by 5-bit phase shifters. 
 
                     (a)                                        (b) 
Figure 3-7 The simulated CPPAR beam patterns. (a) Without quantization error. 
(b) With quantization error based on 5-bit phase shifters. 
 
3.6 Simulation Results 
3.6.1 CPPAR System 
A 2-meter diameter CPPAR demonstrator comprised of 96 columns and 19 




which shifts 3.75 degrees in azimuth. Both transmit array and receive array are tapered 
to have sidelobes below -30 dB. The technical specifications of the simulated CPPAR 
demonstrator are listed in Table 3-1, which are nearly the same as the configuration 
during actual weather measurements to be shown in Chapter 4. The simulated CPPAR 
cylinder, element (column) pattern, and beam patterns are shown in Figure 3-8. The 
selected weather scenario is a 90 degrees azimuthal sector of user-defined, idealized 
uniform weather truth fields without reflectivity gradient, whose radar variables are 
listed in Table 3-2. This configuration suppresses the impacts from range sidelobes of 
pulse compression waveforms and antenna sidelobes of beam patterns, so that the 
simulated polarimetric biases can truly reflect the effects of the radar system 
components, such as the differences between the copolar fields as well as the coupling 
of cross-polar fields. At each azimuth angle, 64 pulses are transmitted. For both 
principal plane (0 degrees elevation) and non-principal plane (7 degrees elevation), the 
simulated biases for 𝑍DR , 𝜌hv , and 𝜙DP  along beam-steering angle in azimuth are 
presented in Figure 3-9. Besides, the computed polarimetric biases based on analytical 










   
(a) (b) 
 
(c)                                         (d) 
 
                     (e) 
Figure 3-8 The simulated CPPAR and beam patterns. (a) CPPAR cylinder. (b) Element 
patterns in elevation=0 degrees plane. (c) Element patterns in elevation=7 degrees 












Table 3-1 Technical specifications of the simulated CPPAR 
Parameters Values 
Frequency 2760 MHz 
Waveform LFM 
Peak Power 180 W per column 
Pulse Width 34 µs 
Pulse Repetition Time 1 ms 
Pulses Per Dwell 64 
Receiver Bandwidth 1 MHz 
Noise Figure 2.8 dB 
Beamwidth Azimuth: 6.20°, Elevation: 5.35° 
Radiating Element Patched column array 
Beam Sectors 25 
Selected Beam Sector 
Columns No.1~24,  
2~25, …, 25~48. 
Azimuth Sampling Rate 3.75° per dwell 
 
Table 3-2 Assumed values for uniform weather truth fields 
Radar Variables Values 
𝑍H (dBZ) 30 
𝜐r (m/s) 10 
𝜎v (m/s) 4 
𝑍DR (dB) 0 
𝜌hv 0.99 
𝜙DP (degree) 0 
 
As shown in Figure 3-9, all the biases of the simulated CPPAR’s polarimetric 
radar estimates are close to zero in both elevation=0 degrees and elevation=7 degrees 
planes, which can potentially satisfy NEXRAD requirements for data quality, and the 












                     (a)                                        (b) 
 
                     (c)                                         (d) 
 
                     (e)                                         (f) 
Figure 3-9 Theoretical and simulated polarimetric biases with CPPAR in observation 
of idealized uniform weather truth fields. The beam was steered 0 degrees (left column) 
and 7 degrees (right column) in elevation and ±45 degrees in azimuth with a step of 





In addition, convective precipitation with a large reflectivity gradient is 
simulated, which was observed by KTLX radar (an operational NEXRAD) on 04:33:45 
UTC on May 19th, 2013. A complete PPI image of reflectivity observed by KTLX is 
shown in Figure 3-10. The Level-II data at 0.5° elevation from KTLX radar are used as 
weather truth fields, and a sector spanning 90° in azimuth (45°~135°) which mainly 
consists of precipitation area is selected for CPPAR simulations. In principal plane (0 
degrees elevation), the simulated sector images for 𝑍H, 𝜐r, 𝜎v,  𝑍DR, 𝜌hv, and 𝜙DP 
are presented in Figure 3-11. Besides, NEXRAD sector images are also provided as the 
ground truth for comparison. As shown in Figure 3-11, all the simulated CPPAR 
polarimetric radar estimates are generally consistent with KTLX measurements except 
for the difference in resolution, as a result of the much broader beamwidth. 
 













Figure 3-11 Comparison of NEXRAD weather truth fields (left column), and simulated 





3.6.2 PPPAR System 
Simulation results of Ten Panel Demonstrator (TPD), which is a planar PPAR 
comprised of 40-by-16 elements, are also presented [55]. The technical specifications 
of the simulated TPD are listed in Table 3-3. The simulated TPD planar array and beam 
patterns are shown in Figure 3-12. For a fair comparison, the employed element patterns 
of TPD are the same as those used in CPPAR system simulation. The theoretical and 
simulated biases for 𝑍DR , 𝜌hv , and 𝜙DP  along beam-steering angle in azimuth are 
presented in Figure 3-13, for both principal plane (0 degrees elevation) and non-
principal plane (7 degrees elevation). In addition, an example of actual weather 
measurements from the TPD proof-of-concept in stratiform precipitation on April 13th, 
2017 are also provided in Figure 3-13. The weather fields were assumed to have similar 
parameters as 𝑍DR ≈ 0 𝑑𝐵, 𝜌hv ≈ 0.99, 𝜙DP ≈ 0
° , in which case all the measured 
departures from these values were induced by the TPD radar system. These 
measurements were obtained in 0 degrees (array broadside points at the zenith) and 7 
degrees (array broadside points at 7 degrees off the zenith) elevation plane, 
respectively. At each electronic beam-steering direction in azimuth, the mean values of 
estimates over range bins are calculated. The averaging in range was applied to reduce 
the standard deviation of estimates as it was assumed that the statistical properties of 







Table 3-3 Technical specifications of the simulated TPD 
Parameters Values 
Frequency 2870 MHz 
Waveform LFM 
Peak power 6 W per element 
Pulse width 20~80 µs 
Pulse repetition time 1 ms 
Receiver bandwidth 1 MHz 
Noise figure 4.7 dB 
Azimuth beamwidth Transmit: 6.3°, Receive 7.4° 
Elevation beamwidth Transmit: 2.5°, Receive 3.0° 
Radiating element Patch 
Array size 40 × 16 






Figure 3-12 The simulated TPD and beam patterns. (a) TPD planar array. (b) Beam 





(a)                                        (b) 
 
                     (c)                                         (d) 
 
                     (e)                                         (f) 
Figure 3-13 Theoretical, simulated, and measured polarimetric biases with TPD in a 
stratiform precipitation. The beam was steered 0 degrees (left column) and 7 degrees 
(right column) in elevation and ±45 degrees in azimuth with a step of 3 degrees. (a), 
(b) ZDR. (c), (d) ρhv. (e), (f) ϕDP. 
 
As shown in Figure 3-13, as the TPD beam is steered away from the broadside, 




TPD proof-of-concept measurements exhibit comparable trends as theoretical 
predictions and simulation results, while their differences in magnitude may be due to 
the fact that the actual weather fields in these measurements are not ideally uniform as 
assumed. And the main reason for variations in measured results are the instabilities in 
the TPD hardware. It should be noted in Figure 3-13 (e) and (f) that the radome mounted 
on TPD proof-of-concept introduces an additional differential phase, which is larger 
than differential phase caused by array itself, and it has been documented in [56].  
In addition, TPD simulation results in the observation of the convective 
precipitation used in Section 3.6.1 are also presented in Figure 3-11. As can be seen, 
when the TPD beam steers away from the broadside, 𝑍DR is overestimated while 𝑍H 
and 𝜙DP are underestimated, compared to the NEXRAD weather truth fields. These 
simulation results are consistent with those in Figure 3-13 and further validate that TPD 
requires calibration at each beam direction except the broadside.  
In summary, the end-to-end system simulation results of CPPAR and TPD are 
both consistent with the theoretical predictions, which show that PASIM can accurately 
assess the impacts of system components, such as antenna patterns and channel 
electronics, on polarimetric radar data quality. Therefore, PASIM is an effective tool 
that connects the theoretical analysis and actual measurements for radar data quality 
evaluation.  
 
3.7 Limitations and Future Work of PASIM 




simplicity, uniform drop size is assumed in weather returns modeling. However, to 
characterize the microphysical properties of precipitation, more realistic drop size 
distribution model such as Gamma distribution may be used. Second, for radar 
transceiver nonlinearity model, only the simple Saleh model is used in the current 
simulation, while a more accurate model for solid-state transceivers will be 
incorporated in the future, based on specific hardware designs and laboratory 
characterizations of them. In the next step, to further improve the fidelity of PASIM, 
better modeling of beam and channel mismatch between horizontal and vertical 
polarizations will be included. Besides, optimized nonlinear frequency modulation 
(NLFM) waveform and super-resolution algorithm can be studied. Further validation 
of PASIM using more measured weather data under various weather scenarios will be 
investigated. 
In addition to system simulations, actual weather measurements of a few 
convective precipitation cases and a stratiform precipitation case made with the 
CPPAR, employing the single beam mechanical scan and commutating beam electronic 










Chapter 4 Weather Measurements and Performance Evaluation with 
the CPPAR 
4.1 Data Collection and Scan Mode 
Since summer 2019, CPPAR has been operated for testing and weather 
measurements, using the single beam mechanical scan and commutating beam 
electronic scan, respectively. Currently, the enabled observation sector in azimuth for 
the CPPAR ranges from 84 degrees to 212 degrees. During the scan, the CPPAR first 
rotates mechanically from 212 degrees to 84 degrees, stops scan, moves back to the 
specified beam position that is selected based on the area of interest of the weather 
scenario, and then steers the commutating beams electronically. Typically, the data sets 
of the two consecutive scans are collected 30 seconds apart. The key scanning 
parameters during these data collections are listed in Table 4-1, which were utilized in 
all the weather cases in Section 4.2. For the CPPAR demonstrator, each beam sector is 
comprised of 24 columns corresponding to 90 degrees in azimuth. During the electronic 
scan, the beam direction changes in azimuth by shifting a column of active elements. 
As a result, CPPAR has an azimuth sampling rate of 3.75 degrees. Compared with its 
azimuth beamwidth of 6.20 degrees, CPPAR has already realized “azimuth 
oversampling”. A pulse repetition time of 1 ms was chosen to achieve a maximum 
unambiguous range of 150 km and a maximum unambiguous velocity of 27 m/s. To 
mitigate the clutter effect on weather measurements, a notched filter was used to 
remove ground clutter. Besides, to reduce noise effects, one-lag estimators were 




stratiform precipitation case are presented in Section 4.2. The weather returns from 
these three cases have different gradients of reflectivity and SNR, which are helpful for 
evaluating the performance of the CPPAR under various weather scenarios, such as the 
impacts from range sidelobes of pulse compression waveforms and antenna sidelobes 
of beam patterns. 
As a baseline of data quality requirements for a polarimetric phased array radar 
such as the CPPAR, the NEXRAD specifications for data quality are listed in Table 4-
2, which have mostly been accepted by the weather community. The accuracy and 
precision of weather radar estimates depend on several factors such as SNR, spectrum 
width, spatial resolution, etc. For example, the accuracy in the estimate of reflectivity 
shall be less than or equal to 1 dB at SNR greater than 10 dB, averaged over 1 km range 
bins [58-59].  
 
Table 4-1 CPPAR parameters during data collection 
Radar Parameters Mechanical Scan Electronic Scan 
Frequency 2760 MHz 2760 MHz 
Waveform NLFM NLFM 
Pulse Width 34 μs 34 μs 
Pulse Repetition 
Time 
1 ms 1 ms 
Pulses Per Dwell 64 64 





Columns No.1~24,  
2~25, …, 25~48 
Rotation Speed 11.75°/s N/A 
Azimuth Sampling 
Rate 
0.75° per dwell 3.75° per dwell 








Table 4-2 NEXRAD specifications for data quality 
Radar Variable Bias 
Standard 
Deviation 
𝑍H (dB) 1 1 
𝜐r (m/s) 1 1 
𝜎v (m/s) 1 1 
𝑍DR (dB) 0.1 0.2 
𝜌hv 0.005 0.01 
𝜙DP (deg) 1 2 
 
4.2 Weather Measurements 
4.2.1 Case 1: Stratiform/Convective Multicell Storms 
On 27 August 2019, measurements of a mixture of stratiform and convective 
multicell storms passing through Norman, Oklahoma were collected by the CPPAR. To 
see a larger picture of this weather case, a PPI image of reflectivity observed by KTLX 
is shown in Figure 4-1 for the same storm. Weather measurements including 𝑍H, 𝜐r, 
𝜎v, 𝑍DR, 𝜌hv, and 𝜙DP collected by the CPPAR are presented in Figure 4-2. For visual 
comparison, corresponding measurements in the same area from KTLX are also shown 
as reference [60-61].  
 












Figure 4-2 Weather measurements collected with CPPAR (SNR ≥ 5 dB) and KTLX on 
27 August 2019. Left column: CPPAR mechanical scan at 05:03:40 UTC; middle 
column: CPPAR electronic scan at 05:04:04 UTC; right column: KTLX mechanical 
scan at 05:06:10 UTC. 
 
As shown in Figure 4-2, the CPPAR electronic scan produces visually identical 




consistent with KTLX observations except for the difference in resolution. It should be 
noted that the difference in 𝜐r  and 𝜙DP  measurements is because the resolution 
volumes in precipitation are seen by CPPAR and KTLX from different radial directions. 
Furthermore, CPPAR produces higher estimates of 𝜎v due to its wider beam, which 
illuminates more weather scatterers in motion. In addition, one-one scatter plots 
between CPPAR mechanical scan and electronic scan are shown in Figure 4-3. 
   
 
Figure 4-3 Scatter plots of CPPAR measurements of precipitation (SNR ≥ 5 dB). 
 
For quantitative comparison of CPPAR measurements between electronic scan 
and mechanical scan, it is more straightforward to reduce noise effects by using high 
SNR data (see Fig. 8 in [62]), thus a threshold of SNR ≥ 20 dB was used to filter the 
raw data for error analysis. Error statistics are listed in Table 4-3, in which the mean 
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value from mechanical scan. It should be noted that the global STD includes two 
sources of error, one comes from random fluctuation due to sampling error, the other 
results from the inhomogeneity of weather scatterers due to temporal and spatial 
difference of the two scans. In this weather case, two CPPAR scans were made with 
the 24 seconds apart imposed by the scan mode switch time, during which the positions 
and velocities of weather scatterers in the resolution volume may have changed. The 
random fluctuation due to sampling error of the CPPAR is more important for system 
data quality analysis, which is referred as “Local STD”. The local STD is estimated 
from radar estimates over 11 gates (range gate No.1-11, 2-12, 3-13, ……) in each beam 
and corresponding histograms for the electronic scan are shown in Figure 4-4. Then the 
estimated local STD of each radar estimate can be obtained from the median value of 
corresponding histogram. The theoretical STD of radar estimates can also be calculated 
using the measured median value of 𝜎v and 𝜌hv, based on the equations in [1-2, 57], 
which are simplified based on high SNR and listed below, where the subscript 1 of 
radar estimate refers to one-lag estimator.  
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time, 𝑀 is the number of samples (pulses), 𝑇s is pulse repetition time, and 𝜏c is the 




2), and 𝜎vn is the normalized spectrum width defined as 𝜎vn =
2𝜎v𝑇s/𝜆, the expression of 𝐴, 𝐵, and 𝐶 can be found in Eq. (6.33) in [1], 𝑀I1 is the 
number of independent samples within the dwell time for one-lag estimator, defined as 
𝑀I1 = (𝑀 − 1)𝑇s/(𝜏c√𝜋). It should be noted that Eq.(4-8) is valid for a large number 
of samples M.  
 
 
Figure 4-4 Histograms of STD of radar estimates in electronic scan (SNR ≥ 20 dB). 
 
Table 4-3 Error statistics of CPPAR measurements based on comparison between 












𝑍H (dB) 0.23 2.52 1.54 1.04 0.94 
𝜐r (m/s) -0.15 2.10 1.19 0.80 0.76 
𝜎v (m/s) -0.04 1.75 0.96 0.63 0.56 
𝑍DR (dB) -0.01 0.82 0.51 0.36 0.31 
𝜌hv 0.001 0.021 0.011 0.007 0.007 





As shown in Table 4-3, the STD of the CPPAR estimates (second column from 
right) and STD in theory (last column) are generally very consistent for electronic scan, 
which may potentially meet the requirements of NEXRAD specifications for data 
quality. 
 
4.2.2 Case 2: Severe Thunderstorms  
On 8 May 2020, measurements of a severe thunderstorm were collected with 
the CPPAR. A PPI image of reflectivity observed by KTLX is shown in Figure 4-5 for 
the same storm. Weather measurements with the CPPAR and corresponding 
observations in the same area from KTLX are presented in Figure 4-6. In addition, 
scatter plots between CPPAR mechanical scan and electronic scan are shown in Figure 
4-7. The histograms of the local STD of radar estimates for the electronic scan are 
shown in Figure 4-8. And the error statistics are listed in Table 4-4. 
 













Figure 4-6 Weather measurements collected with CPPAR (SNR ≥ 5 dB) and KTLX on 
8 May 2020. Left column: CPPAR mechanical scan at 06:50:21 UTC; middle column: 












Figure 4-8 Histograms of STD of radar estimates in electronic scan (SNR ≥ 20 dB). 
 
Table 4-4 Error statistics of CPPAR measurements based on comparison between 












𝑍H (dB) -0.07 2.56 1.45 1.00 1.03 
𝜐r (m/s) 0.50 2.34 0.95 0.67 0.66 
𝜎v (m/s) -0.02 1.45 0.71 0.49 0.46 
𝑍DR (dB) 0.07 1.01 0.57 0.41 0.37 
𝜌hv 0.002 0.048 0.015 0.009 0.009 





As shown in Table 4-4, the STD of the CPPAR estimates (second column from 
right) and STD in theory (last column) are very consistent for electronic scan, which 
may potentially meet the requirements of NEXRAD specifications for data quality. 
In addition, it is found that in the southeastern region of CPPAR images, the 
weather returns have low 𝜌hv, which might be caused by non-uniform beam filling 
where the CPPAR beam captures a gradient of precipitation types within the beam. To 
validate, the hydrometeor classification product from NEXRAD Level-III data are 
presented in Figure 4-9, which confirms that the corresponding returns in black circle 
are mainly comprised of hail, graupel, and heavy rain. It should be noted that in the 
black circle, the measured 𝜌hv with the CPPAR is lower than that with KTLX. This is 
because the CPPAR’s wide beam illuminates more weather scatterers and the effect of 
non-uniform beam filling is even larger. 
 






4.2.3 Case 3: Stratiform Precipitation 
On 25 May 2020, measurements of a stratiform precipitation were collected 
with the CPPAR. A PPI image of reflectivity observed by KTLX is shown in Figure 4-
10. Weather measurements with the CPPAR and corresponding observations in the 
same area from KTLX are presented in Figure 4-11. In addition, scatter plots between 
CPPAR mechanical scan and electronic scan are shown in Figure 4-12. The histograms 
of the local STD of radar estimates for the electronic scan are shown in Figure 4-13. 
And the error statistics are listed in Table 4-5. 
 



















Figure 4-11 Weather measurements collected with CPPAR (SNR ≥ 5 dB) and KTLX 
on 25 May 2020. Left column: CPPAR mechanical scan at 20:30:40 UTC; middle 
column: CPPAR electronic scan at 20:31:04 UTC; right column: KTLX mechanical 











Figure 4-13 Histograms of STD of radar estimates in electronic scan (SNR ≥ 10 dB). 
 
Table 4-5 Error statistics of CPPAR measurements based on comparison between 












𝑍H (dB) -0.11 3.39 1.84 1.22 1.31 
𝜐r (m/s) 0.02 1.15 0.55 0.41 0.46 
𝜎v (m/s) 0.01 0.82 0.45 0.35 0.33 
𝑍DR (dB) 0.05 1.56 0.91 0.66 0.39 
𝜌hv 0.001 0.045 0.022 0.015 0.008 




As shown in Table 4-5, the STD of the CPPAR polarimetric estimates (second 
column from right) are generally higher than corresponding STD in theory (last 
column) for electronic scan. A possible reason is that the low SNR of the radar returns 
in the stratiform precipitation results in higher estimation error. 
According to the error statistics of the three weather cases, it can be found that 
low SNR and large reflectivity gradient have more impact on polarimetric radar 
variables than spectral moments, as radar estimates from both horizontal and vertical 
polarizations are affected simultaneously.  
Next, a theoretical explanation of a feature of the commutating beam electronic 
scan in clutter detection that is different from mechanical scan is presented and verified 
with the CPPAR in Chapter 5. Also, clutter detection results in both electronic scan and 






















Chapter 5 Clutter Detection with the CPPAR 
5.1 Introduction 
In weather radar observations, ground clutter degrades radar data quality by 
biasing Doppler and polarimetric radar measurements and hence affect quantitative 
precipitation estimation. Therefore, it is important to detect clutter and mitigate its 
effects as much as possible. For weather radar, ground clutter refers to the undesired 
returns from natural or man-made objects on the ground, which typically have zero 
mean Doppler velocity and narrow spectrum width. A conventional clutter filtering 
method utilizes a band-stop filter with a fixed notch width to mitigate the clutter effects 
[63]. However, this method will remove some spectral components of narrow-band 
weather signals with near-zero radial velocity and thus bias Doppler and polarimetric 
radar estimates [64]. In addition, it is acknowledged that clutter filtering should not be 
applied at all the range bins, especially for radar signals without clutter contamination 
but having a small Doppler velocity [62]. Therefore, it is better to first identify if a radar 
resolution volume has been contaminated by ground clutter, and then apply a proper 
filter to mitigate the clutter effect. 
Traditionally, a static clutter map obtained in clear-air conditions is used to 
identify the locations of resolution volumes contaminated by ground clutter and 
mitigate its impact on the weather measurements by filtering [65]. While the clutter 
map works for a stable clutter environment, it cannot adapt to the temporal variations 
in the clutter and the presence of anomalous propagation due to super-refractivity in the 




to detect ground clutter. Hubbert et al. [66-67] introduced a clutter mitigation decision 
(CMD) algorithm by combining clutter phase alignment (CPA), texture of reflectivity, 
and spatial variability of reflectivity field (SPIN), which is currently used in the radar 
data acquisition (RDA) subsystem of NEXRAD. Torres and Warde [68-69] proposed 
the Clutter Environment Analysis using Adaptive Processing (CLEAN-AP) filter, 
which automates the detection and mitigation of ground clutter contamination using the 
autocorrelation spectral density, which is being tested for inclusion in the NEXRAD 
radar network [2]. 
In recent years, weather radar polarimetry is widely utilized in clutter detection 
and mitigation, as ground clutter and weather scatterers have different polarimetric 
properties. Li et al. [70] proposed a simple Bayesian classifier (SBC) to distinguish 
ground clutter from weather signals, according to their different statistical properties in 
terms of power ratio, differential reflectivity, and copolar correlation coefficient. In 
addition, based on the difference in spectral properties between clutter and weather 
signals, Li et al. [71] introduced a spectrum clutter identification (SCI) algorithm that 
utilizes spectral power distribution, spectral phase fluctuation, power texture, and 
spectrum width texture as discriminants for clutter detection. 
Most recently, based on the observations that the phase fluctuations of ground 
clutter are typically slower than those of the randomly distributed hydrometeors, phase 
information of time series samples for each radar resolution volume is utilized in clutter 
detection. Golbon-Haghighi et al. [72] introduced the phase fluctuation index (PFI) and 




Further, it is found that the phase structure function (PSF) of horizontal and vertical 
polarizations, in combination with the dual-scan cross-correlation coefficient which is 
based on the difference in correlation time between weather and clutter, has a good 
separation between clutter and weather probability density functions even under low 
clutter-to-signal ratio (CSR) [73].  
While there have been numerous research work conducted in clutter detection 
and filtering mentioned above, nearly all of them are designed for weather radar with 
mechanical scan. In this chapter, clutter detection methods are explored and compared 
for the CPPAR with electronic scan and mechanical scan, respectively. 
 
5.2 Clutter Characteristics in Electronic Scan 
Normally, individual stationary ground clutter such as water towers will have 
very high 𝜌hv. According to the definition of 𝜌hv [2], 
𝜌hv = |〈𝑛𝑠hh
∗ (𝜋)𝑠vv(𝜋)〉|/√〈𝑛|𝑠hh(𝜋)|2〉〈𝑛|𝑠vv(𝜋)|2〉            (5-1)                          
where 𝑠hh(𝜋) and 𝑠vv(𝜋) are backscattering amplitudes for horizontal and vertical 
polarizations, and the angular brackets 〈⋯ 〉 denote the ensemble average. The first 
item in (5-1) can be further expanded as           
〈𝑛𝑠hh
∗ (𝜋)𝑠vv(𝜋)〉 = 〈𝑛|𝑠hh(𝜋)||𝑠vv(𝜋)|〉𝑒
−𝜎δ
2/2𝑒𝑗𝛿              (5-2) 
where the mean scattering phase difference is 𝛿 = 〈𝛿h − 𝛿v〉 that can bias the 𝜙DP 
estimate, and its standard deviation is 𝜎δ = 𝑆𝑇𝐷(𝛿h − 𝛿v) that causes decorrelation. 
Therefore, 𝜌hv  is reduced by a factor of  𝑒
−𝜎δ
2/2  due to random scattering phase 
difference in the case of melting snow, hail, and biological scatterers, as well as 




In the mechanical scan mode, there is always the beam smearing effect and the 
change of the scattering phase difference due to the fast rotation of the antenna, which 
will increase 𝜎δ of ground clutter. As a result, the measured 𝜌hv of ground clutter will 
be reduced. As an explanation, Figure 5-1 illustrates the changing differential scattering 
phase of distributed ground clutter in the mechanical scan. At the initial instant T1, 
scatterers (represented as solid black circles) are assumed to move horizontally towards 
the east, while the radar beam is pointing vertically to the north. Therefore, in the radar 
field of view, these scatterers’ radial velocity is zero. However, as the antenna rotates 
mechanically, at the next instant T2, there is a radial component of velocity shown as 
blue arrow appearing, as a result, the radial velocity of the scatterers seen by the radar 
becomes nonzero, so the measured spectrum width will increase. Besides, as the 
scatterers observed by the radar are not the same at these two instants, their contribution 
to the returned signals change, and hence differential scattering phase 𝛿h − 𝛿v 
changes, 𝜌hv reduces. In addition, the extent to which 𝜌hv reduces in the mechanical 
scan is closely related with antenna rotation speed, beamwidth, and dwell time. On the 
one hand, as the antenna rotates faster, the radial component of velocity and spectrum 
width increases more, differential scattering phase changes more violently, the 
reduction in 𝜌hv will be more. On the other hand, under the same antenna rotation 
speed, the wider the beamwidth, the smaller change in differential scattering phase of 
the scatterers, the reduction in 𝜌hv will be less. If the dwell time is short, then the 
change in differential scattering phase is smaller, but the error of the radar estimates 




continuous mechanical scan mode. If a stepped mechanical scan mode is used, then the 
reduction in 𝜌hv will be less. 
 
Figure 5-1 An illustration of changing differential scattering phase in the continuous 
mechanical scan. 
 
In contrast, the commutating scan mode has no beam smearing effect as it 
electronically steers the beam, hence the 𝜎δ of ground clutter is much lower, which 
yields the higher 𝜌hv. This is fundamentally different from the reduced 𝜌hv for clutter 
in mechanical scan measurements. Therefore, attention is needed in interpreting 
electronic PAR measurements.  
To validate this assumption, 𝜌hv measured in clear air condition are compared 
as follows [60]. As indicated in Table 4-1, azimuth sampling rate is 0.75° per dwell for 
mechanical scan and 3.75° per dwell for electronic scan of the CPPAR demonstrator, 
respectively. To make a fair comparison, azimuth sampling rate should be the same for 
the two scan modes. A possible solution is to combine every 5 consecutive radials in 
the mechanical scan into a new radial, which corresponds to an equivalent azimuth 




measurements in the clear air condition were collected at 01:09:32 UTC for the 
mechanical scan and 01:09:54 UTC for the electronic scan on 31 August 2019. For 
comparison purposes, measurements from the mechanical scan processed with the raw 
single radial are also included. It should be noted that all the results in Figure 5-2 are 
before clutter filtering, so that the performances of various scan modes in clutter 
detection can be compared in a fair way. 
As shown in Figure 5-2, due to the change in differential scattering phase during 
the scan, 𝜌hv measured from the mechanical scan with combined radials is lower for 
ground clutter within 10 km, as shown in blue pixels, compared with that from the 
electronic scan. As a comparison, 𝜌hv measured from mechanical scan with raw single 
radial shows some reduction, but not as serious as the combined beam. The reason is 
that the azimuth sampling rate of 0.75° per dwell for mechanical scan is only about one 
eighth of the beamwidth of the CPPAR demonstrator, so the change in differential 
scattering phase of ground clutter during the scan is much smaller.  
 
         (a)                     (b)                     (c) 
Figure 5-2 Comparison of ρhv under various scan modes in clear air condition. 
(a) Mechanical scan with single radial. (b) Mechanical scan with combined radials. 
(c) Electronic scan. 
 
To further validate this assumption, ground clutter measurements with the 




measurements were collected in the clear air condition using a 1 μs simple rectangular 
pulse without applying notched filter to the received time series. It should be noted that 
as the CPPAR has a wide beamwidth, to enhance the beam broadening effect of 
mechanical scan, the number of pulses in the dwell time is set at 256 for both 
mechanical scan and electronic scan during data collection for the purpose of clutter 
detection comparison. The measured 𝜌hv and corresponding histogram in clear air 
conditions with mechanical scan at 23:00:20 UTC on 17 May 2020 and electronic scan 
at 22:57:40 UTC on 17 May 2020 are shown in Figure 5-3. 
      
      
               (a)                                  (b) 
  
               (c)                                  (d) 
Figure 5-3 Measured ρhv and histogram in clear air conditions with mechanical scan at 
23:00:20 UTC on 17 May 2020 and electronic scan at 22:57:40 UTC on 17 May 2020. 
(a) ρhv in mechanical scan. (b) ρhv in electronic scan. (c) Histogram of ρhv in mechanical 





As shown in Figure 5-3, 𝜌hv  measured with mechanical scan is lower for 
ground clutter within 5 km, as shown in blue pixels, compared with that with the 
electronic scan. Besides, the median value of corresponding histograms of 𝜌hv also 
confirms this. The median value of histogram of 𝜌hv in mechanical scan is 0.859, 
whereas the median value of histogram of 𝜌hv in electronic scan is 0.944. On the one 
hand, these observations validate the assumption that electronic scan yields higher 𝜌hv 
than mechanical scan for ground clutter. On the other hand, it indicates that it is more 
challenging for clutter detection with electronic scan, as clutter has similar 𝜌hv  as 
weather returns. 
 
5.3 Clutter Detection with the CPPAR 
5.3.1 Data Sets 
To evaluate the effectiveness of the discriminant function, controlled data sets, 
including pure clutter I/Q data and pure weather I/Q data are required. As the CPPAR 
currently works at a fixed elevation angle of 3.3 degrees, pure clutter data can be 
collected in clear air conditions using a 1 μs simple rectangular pulse without applying 
a notched filter to the received time series. In that case, the blind range is only 150 m 
and hence more near-range ground clutter can be collected. Then the clutter data are 
edited by retaining those resolution volumes with radial velocity 𝜐r ≤ 1𝑚/𝑠  and 
spectrum width 𝜎v ≤ 1𝑚/𝑠. This step is to ensure the clutter field is not contaminated 
by moving targets such as birds and aircraft. On the other hand, pure weather data can 
be collected in precipitation using a 34 μs NLFM waveform and applying a notched 




as much as possible. In addition, to reduce noise impact on clutter detection, a threshold 
of SNR ≥ 10 dB is applied to both pure clutter data and pure weather data. To evaluate 
the performance of clutter detection algorithm, the combined data are formed by adding 
pure clutter data and pure weather data together. As the pure weather data have a blind 
range of 5.1 km, to ensure the two data sets seamlessly connected, the first effective 
range gate of the pure weather data is shifted from 5.1 km to 150 m. For both pure 
clutter data and pure weather data, the number of pulses in the dwell time is 256. As 
shown in Section 5.2, there is a difference in clutter detection between mechanical scan 
and electronic scan with CPPAR. Therefore, these two scan modes are discussed 
separately as below.  
 
5.3.2 Discriminant Function and Simple Bayesian Classifier 
To detect ground clutter with the CPPAR, a proper discriminant function is 
required that can differentiate weather from clutter. As is known, the wave 
backscattered from the randomly distributed hydrometeor particles produces a rapidly 
fluctuating phase due to the random size and location of scatterers, whereas the wave 
backscattered from ground clutter yields a slow fluctuation in the phase of received 
signals. Therefore, the phase structure function (PSF) of multiple lags in horizontal and 
vertical polarizations are introduced as a discriminant function to distinguish clutter 
from weather. They can be obtained from the average of phase difference between 
samples with certain lags apart for each resolution volume, as presented in (5-3) and 







∑ |𝜑h(𝑚 + 𝑙) − 𝜑h(𝑚)|
2𝑀−𝑙




∑ |𝜑v(𝑚 + 𝑙) − 𝜑v(𝑚)|
2𝑀−𝑙
𝑚=1                 (5-4) 
where 𝜑h and 𝜑v are the phase of complex voltage sample for each resolution volume 
in horizontal and vertical polarization, respectively; 𝑀  is the number of samples 
(pulses) in the dwell time, 𝑙 is the number of lags. In addition, the cross-correlation 
coefficient between two consecutive scans, which can be easily obtained owing to the 






































                 (5-6) 
where 𝑉h1 and 𝑉h2 represent complex voltage sample in horizontal polarization for 
the first and second scan, respectively; 𝑉v1 and 𝑉v2 represent complex voltage sample 
in vertical polarization for the first and second scan, respectively; 𝑀 is the number of 
samples (pulses) in the dwell time. As 𝜌12h and 𝜌12v have almost the same probability 
density function (PDF), 𝜌12 is utilized as the average of them. Besides, polarimetric 
variables 𝑍DR and 𝜌hv are also employed as discriminants. 
In this work, a simple Bayesian classifier (SBC) is used to discriminate ground 
clutter from weather signals [70-71]. The SBC is based on applying Bayes’ theorem 
with strong independence assumptions and is found to work quite well in practice. 
Using the SBC, radar returns are divided into two categories: one is ground clutter (𝑐), 
the other is weather signal ( 𝑤 ). 𝑋  represents the 5-D attribute vector, 𝑋 =










𝑂 ) . The 
SBC judges if the 𝑋 = 𝑋𝑂  belongs to 𝑐  or 𝑤 . 𝑋 = 𝑋𝑂  belongs to 𝑐  only if 
𝑝(𝑐|𝑋 = 𝑋𝑂) > 𝑝(𝑤|𝑋 = 𝑋𝑂) , where the function 𝑝  is the probability density 
function. According to Bayes’s theorem [74], 
𝑝(𝑖|𝑋 = 𝑋𝑂) = 𝑝(𝑋 = 𝑋𝑂|𝑖)𝑝(𝑖)/𝑝(𝑋 = 𝑋𝑂), where 𝑖 = 𝑐, 𝑤.         (5-7) 
𝑝(𝑋 = 𝑋𝑂) ≡ 𝐾 is the probability the observation 𝑋𝑂 occurs and is the same for both 
classes, where 𝐾  is constant. As a result, 𝑝(𝑖|𝑋 = 𝑋𝑂)  is proportional to 𝑝(𝑋 =
𝑋𝑂|𝑖)𝑝(𝑖). As the probability 𝑝(𝑖) are not known a priori, both classes are assumed 
equally likely, that is, 𝑝(𝑐) = 𝑝(𝑤) = 1/2. Then (5-7) becomes  
𝑝(𝑖|𝑋 = 𝑋𝑂) = 𝑝(𝑋 = 𝑋𝑂|𝑖)/2𝐾                       (5-8) 
Therefore, the SBC assigns 𝑋 = 𝑋𝑂 to 𝑐 only if 𝑝(𝑋 = 𝑋𝑂|𝑐) > 𝑝(𝑋 =
𝑋𝑂|𝑤). 𝑝(𝑋 = 𝑋𝑂|𝑖) is equal to: 
𝑝(𝑋 = 𝑋𝑂|𝑖) = 𝑝(𝑃𝑆𝐹h = 𝑃𝑆𝐹h
𝑂 , 𝑃𝑆𝐹v = 𝑃𝑆𝐹v
𝑂 , 𝑍DR = 𝑍DR
𝑂 , 𝜌12 = 𝜌12
𝑂 , 𝜌hv = 𝜌hv
𝑂 |𝑖)  
                                                                                 (5-9)                               
In the SBC, the simple assumption of class-conditional independence is made [75]. 
Thus (5-7) can be rewritten as: 
𝑝(𝑋 = 𝑋𝑂|𝑖) = 𝑝(𝑃𝑆𝐹h = 𝑃𝑆𝐹h
𝑂 , 𝑃𝑆𝐹v = 𝑃𝑆𝐹v
𝑂|𝑖) × 𝑝(𝑍DR = 𝑍DR
𝑂 |𝑖) 
                         × 𝑝(𝜌12 = 𝜌12
𝑂 , 𝜌hv = 𝜌hv
𝑂 |𝑖)                    (5-10)                  
In (5-8) the joint probability 𝑝(𝑃𝑆𝐹h = 𝑃𝑆𝐹h
𝑂 , 𝑃𝑆𝐹v = 𝑃𝑆𝐹v
𝑂|𝑖) is used because 𝑃𝑆𝐹h 
and 𝑃𝑆𝐹v are highly correlated, especially for weather signals, and the joint probability 
𝑝(𝜌12 = 𝜌12
𝑂 , 𝜌hv = 𝜌hv
𝑂 |𝑖) is used because they have similar physical meaning. By 




The conditional probability density functions of 𝑝(𝑃𝑆𝐹h = 𝑃𝑆𝐹h
𝑂 , 𝑃𝑆𝐹v = 𝑃𝑆𝐹v
𝑂|𝑖) , 
𝑝(𝑍DR = 𝑍DR
𝑂 |𝑖) , and 𝑝(𝜌12 = 𝜌12
𝑂 , 𝜌hv = 𝜌hv
𝑂 |𝑖) , for 𝑖 = 𝑐, 𝑤 can be obtained from 
the controlled data sets (i.e., pure clutter data and pure weather data). Thus, the joint 
conditional probability density function 𝑝(𝑋 = 𝑋𝑂|𝑖) can be calculated for each class 
to make decisions as to the presence of ground clutter. It should be noted that 
𝑝(𝑋 = 𝑋𝑂|𝑖) is dependent on the radar sites, radar characteristics, scan strategies, and 
environmental conditions [71]. 
The SBC can be summarized in the following steps: 
(1) Calculate the SNR or CNR for the current resolution volume. If the SNR or 
CNR is less than 10dB, the current gate is considered as not having a significant 
weather signal or clutter compared to the noise power, then compute the SNR 
or CSR for the next range resolution volume. Otherwise, go to step (2). 
(2) Calculate the discriminants 𝑃𝑆𝐹h , 𝑃𝑆𝐹v ,  𝑍DR , 𝜌12 , and 𝜌hv . Look up the 
conditional probability density functions 𝑝(𝑃𝑆𝐹h, 𝑃𝑆𝐹v|𝑖) , 𝑝(𝑍DR|𝑖) , and 
𝑝(𝜌12, 𝜌hv|𝑖) for 𝑖 = 𝑐, 𝑤. These conditional probability density functions are 
obtained from the controlled data sets. 
(3) If 𝑝(𝑋 = 𝑋𝑂|𝑐) > 𝑝(𝑋 = 𝑋𝑂|𝑤) , the current gate is clutter contaminated. 
Otherwise, the current gate is weather and return to step (1) for the next gate. 
 
5.3.3 Clutter Detection Using Electronic Scan Data 
5.3.3.1 Convective precipitation 
The pure clutter data collected with the CPPAR in the electronic scan on 9 May 




collected with the CPPAR in the electronic scan on 15 May 2020 are shown in Figure 
5-5. The combined data are shown in Figure 5-6. As shown in Figure 5-6, in the clutter-
contaminated area of the combined data, the reflectivity increases, the radial velocity is 
biased toward zero, and all the polarimetric estimates are biased compared to those in 
Figure 5-5. The scatter plots of 𝑃𝑆𝐹h and 𝑃𝑆𝐹v at the lag of 1 to 4 for pure clutter 
data and pure weather data are shown in Figure 5-7. 
     
           
Figure 5-4 Clutter measurements with electronic scan at 15:43:08 UTC on 9 May 2020.  
 
    
    






   
   
Figure 5-6 Combined clutter and weather measurements with electronic scan. 
 
  
(a)                                 (b) 
 
                (c)                                 (d)                              
Figure 5-7 Scatter plots of PSFh and PSFv at multiple lags for the measurements in 





As shown in Figure 5-7, there is significant overlap between weather and clutter 
in case of PSF with lag=1. As a comparison, there is less overlap between weather and 
clutter in case of PSF with multiple lags.  
The conditional probability density functions of 𝑝(𝑃𝑆𝐹h, 𝑃𝑆𝐹v|𝑖) at various 
lags for clutter and weather are shown in Figure 5-8. The conditional probability density 
























Figure 5-8 The joint conditional probability density functions of PSFh and PSFv given 
clutter (left column) and weather (right column) with electronic scan. Figures from top 






(a)                               (b) 
                                   
                (c)                                   
Figure 5-9 The conditional probability density functions with electronic scan. (a) The 
conditional probability density function of ZDR given clutter and weather. (b) The joint 
conditional probability density function of ρ12 and ρhv given clutter. (c) The joint 
conditional probability density function of ρ12 and ρhv given weather. 
 
Figure 5-8 shows that as the lag increases, the overlap between 
𝑝(𝑃𝑆𝐹h, 𝑃𝑆𝐹v|𝑐) and 𝑝(𝑃𝑆𝐹h, 𝑃𝑆𝐹v|𝑤) reduces, which indicates that it is more likely 
to distinguish clutter from weather. On the other hand, the overlapped region is likely 
to be caused by narrow-band zero-velocity weather signals that have very similar 
properties as ground clutter. Figure 5-9 shows that both 𝑝(𝑍DR|𝑐) and 𝑝(𝜌12, 𝜌hv|𝑐) 
has a much larger spread than those for weather signals. 
To evaluate the clutter detection performance, the ground truth clutter map 




biases weather radar estimates. In this study, to be consistent with NEXRAD 
specifications for data quality, a resolution volume is considered to have weather 
signals contaminated by clutter only if ground clutter biases the weather signal’s 
reflectivity estimates by more than 1 dB, or its radial velocity estimates by more than 1 
m/s, or its spectrum width estimates by more than 1 m/s. Otherwise, even if ground 
clutter from a range bin is mixed with weather signal, the combined signal is still 
considered as weather signal because the clutter’s effect on radar estimates can be 
neglected [70]. The above metrics apply to the case of 64 pulses per dwell. As 
mentioned above, there are 256 pulses per dwell for the CPPAR during data collection. 
As the standard deviation of radar estimates is inversely proportional to the square root 
of the number of samples (pulses), for 256 pulses per dwell, a resolution volume is 
considered to have weather signal contaminated by clutter only if ground clutter biases 
the weather signal’s reflectivity estimates by more than 0.5 dB, or its radial velocity 
estimates by more than 0.5 m/s, or its spectrum width estimates by more than 0.5 m/s. 
For quantitative assessment of the clutter detection performance, the probability 
of detection (POD), probability of false alarm rate (PFA), and critical success index 
(CSI) are computed, which are defined as [75] 
𝑃𝑂𝐷 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠/(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠)      (5-11) 
𝑃𝐹𝐴 = 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠/(𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠)       (5-12) 





where “Positive” means the detector classifies the location as clutter contaminated, and 
“Negative” means the detector classifies the location as weather; “True Positive (TP)” 
implies that the detector classifies the location as clutter-contaminated, and the truth is 
clutter-contaminated; “False Negative (FN)” denotes that the detector classifies the 
location as weather, whereas the truth is clutter-contaminated; “False Positive (FP)” 
denotes that the detector claims clutter, whereas the truth is weather; “True Negative 
(TN)” denotes that the detector claims weather, and the truth is weather. 
The SBC clutter detection maps of the controlled data set for 𝑃𝑆𝐹h and 𝑃𝑆𝐹v 
at various lags, as well as the ground truth clutter map, are shown in Figure 5-10. The 
POD as a function of CSR for each lag are plotted in Figure 5-11. For example, in order 
to obtain the POD at CSR = 0 dB, all the gates contaminated by ground clutter having 
CSR larger than −0.5 dB but smaller than 0.5 dB are counted and summed to give the 
true number of gates having CSR = 0 dB, which is denoted as Nt. Next, the number of 
clutter contaminated gates (for CSR = 0 dB) detected by the algorithm is summed as 
Nd. Then the ratios of Nd/Nt is the POD for CSR = 0 dB [71]. The number of TP, FN, 
FP, TN, POD, PFA, and CSI for each lag are listed in Table 5-1. For an ideal clutter 
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Figure 5-10 Detected clutter maps obtained using SBC with electronic scan. (a) Lag=1. 






                    (a)                                        (b) 
  
                    (c)                                        (d) 
Figure 5-11 POD as a function of CSR with electronic scan. (a) Lag=1. (b) Lag=2. 
(c) Lag=3. (d) Lag=4. 
 
Table 5-1 The number of TP, FN, FP, TN, POD, PFA, and CSI at various lags with 
electronic scan in convective precipitation 
 TP FN FP TN POD PFA CSI 
Lag 1 912 63 17 21622 93.54% 0.08% 0.92 
Lag 2 897 78 10 21629 92.00% 0.05% 0.91 
Lag 3 902 73 1 21638 92.51% 0.005% 0.92 
Lag 4 904 71 5 21634 92.72% 0.02% 0.92 
 
 
5.3.3.2 Stratiform precipitation 
The pure clutter data collected with the CPPAR in the electronic scan on 30 
May 2020 are shown in Figure 5-12. The pure weather data from stratiform 
precipitation collected with the CPPAR in the electronic scan on 25 May 2020 are 




of 𝑃𝑆𝐹h and 𝑃𝑆𝐹v at the lag of 1 to 4 for pure clutter data and pure weather data are 
shown in Figure 5-15. 
      
           




         
       







      
      
Figure 5-14 Combined clutter and weather measurements with electronic scan. 
 
    
 (a)                                (b) 
  
                (c)                                 (d)                              
Figure 5-15 Scatter plots of PSFh and PSFv at multiple lags for the measurements in 
Figure 5-12 and Figure 5-13. (a) Lag=1. (b) Lag=2. (c) Lag=3. (d) Lag=4. 
 




case of PSF with lag=1. As a comparison, there is less overlap between weather and 
clutter in case of PSF with multiple lags.  
The conditional probability density functions of 𝑝(𝑃𝑆𝐹h, 𝑃𝑆𝐹v|𝑖) at various 
lags for clutter and weather are shown in Figure 5-16. The conditional probability 


















    
    
    
    
Figure 5-16 The joint conditional probability density functions of PSFh and PSFv given 
clutter (left column) and weather (right column) with electronic scan. Figures from top 





    
(a)                               (b) 
                                   
                (c)                                   
Figure 5-17 The conditional probability density functions with electronic scan. (a) The 
conditional probability density function of ZDR given clutter and weather. (b) The joint 
conditional probability density function of ρ12 and ρhv given clutter. (c) The joint 
conditional probability density function of ρ12 and ρhv given weather. 
 
Figure 5-16 shows that as lag increases, the overlap between 𝑝(𝑃𝑆𝐹h, 𝑃𝑆𝐹v|𝑐) 
and 𝑝(𝑃𝑆𝐹h, 𝑃𝑆𝐹v|𝑤) reduces, which indicates that it is more likely to distinguish 
clutter from weather. On the other hand, the overlapped region is likely to be caused by 
narrow-band zero-velocity weather signals that have very similar properties as ground 
clutter. Figure 5-17 shows that both 𝑝(𝑍DR|𝑐) and 𝑝(𝜌12, 𝜌hv|𝑐) has a much larger 




The SBC clutter detection maps of the controlled data set for 𝑃𝑆𝐹h and 𝑃𝑆𝐹v 
at various lags as well as the ground truth clutter map are shown in Figure 5-18. The 
number of TP, FN, FP, TN, POD, PFA, and CSI for each lag are listed in Table 5-2. 
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                  (e)                                         
Figure 5-18 Detected clutter maps obtained using SBC with electronic scan. (a) Lag=1. 







Table 5-2 The number of TP, FN, FP, TN, POD, PFA, and CSI at various lags with 
electronic scan in stratiform precipitation 
 TP FN FP TN POD PFA CSI 
Lag 1 844 31 126 16052 96.46% 0.78% 0.84 
Lag 2 842 33 84 16094 96.23% 0.52% 0.88 
Lag 3 846 29 63 16115 96.69% 0.39% 0.90 
Lag 4 847 28 43 16135 96.80% 0.27% 0.92 
 
Table 5-2 shows that clutter detection performance in stratiform precipitation 
becomes better as the number of lags increase, because more lags will have larger phase 
change, which is helpful for 𝑃𝑆𝐹h and 𝑃𝑆𝐹v  to discriminate between weather and 
clutter. It validates that multi-lag 𝑃𝑆𝐹h  and 𝑃𝑆𝐹v  are more effective in clutter 
detection for stratiform precipitation. 
 
5.3.4 Clutter Detection Using Mechanical Scan Data 
5.3.4.1 Convective precipitation 
The pure clutter data collected with the CPPAR in the mechanical scan on 17 
May 2020 are shown in Figure 5-19. The pure weather data from convective 
precipitation collected with the CPPAR in the mechanical scan on 15 May 2020 are 
shown in Figure 5-20. The combined data are shown in Figure 5-21. The scatter plots 
of 𝑃𝑆𝐹h and 𝑃𝑆𝐹v at the lag of 1 to 4 for pure clutter data and pure weather data are 








      
           
Figure 5-19 Clutter measurements with mechanical scan at 23:00:20 UTC on 17 May 
2020.  
 
    
    










   
   
Figure 5-21 Combined clutter and weather measurements with mechanical scan. 
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                (c)                                 (d)                              
Figure 5-22 Scatter plots of PSFh and PSFv at multiple lags for the measurements in 
Figure 5-19 and Figure 5-20. (a) Lag=1. (b) Lag=2. (c) Lag=3. (d) Lag=4. 




case of PSF with lag=1. As a comparison, there is less overlap between weather and 
clutter in case of PSF with multiple lags.  
The conditional probability density functions of 𝑝(𝑃𝑆𝐹h, 𝑃𝑆𝐹v|𝑖) at various 
lags for clutter and weather are shown in Figure 5-23. The conditional probability 





















   
   
   
   
Figure 5-23 The joint conditional probability density functions of PSFh and PSFv given 
clutter (left column) and weather (right column) with mechanical scan. Figures from 
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                (c)                                   
Figure 5-24 The conditional probability density functions with mechanical scan. 
(a) The conditional probability density function of ZDR given clutter and weather. 
(b) The joint conditional probability density function of ρ12 and ρhv given clutter. 
(c) The joint conditional probability density function of ρ12 and ρhv given weather. 
 
Figure 5-23 shows that as lag increases, the overlap between 𝑝(𝑃𝑆𝐹h, 𝑃𝑆𝐹v|𝑐) 
and 𝑝(𝑃𝑆𝐹h, 𝑃𝑆𝐹v|𝑤) reduces, which indicates that it is more likely to distinguish 
clutter from weather. On the other hand, the overlapped region is likely to be caused by 
narrow-band zero-velocity weather signals that have very similar properties as ground 
clutter. Figure 5-24 shows that both 𝑝(𝑍DR|𝑐) and 𝑝(𝜌12, 𝜌hv|𝑐) has a much larger 
spread than those for weather signals. 
The SBC clutter detection maps of the controlled data set for 𝑃𝑆𝐹h and 𝑃𝑆𝐹v 




POD as a function of CSR for each lag are plotted in Figure 5-26. The number of TP, 
FN, FP, TN, POD, PFA, and CSI for each lag are listed in Table 5-3. 
    
                  (a)                                        (b) 
   
                  (c)                                        (d) 
  
                  (e)                                         
Figure 5-25 Detected clutter maps obtained using SBC with mechanical scan. 






                    (a)                                        (b) 
  
                    (c)                                        (d) 
Figure 5-26 POD as a function of CSR with mechanical scan. (a) Lag=1. (b) Lag=2. 
(c) Lag=3. (d) Lag=4. 
 
Table 5-3 The number of TP, FN, FP, TN, POD, PFA, and CSI at various lags with 
mechanical scan in convective precipitation 
 TP FN FP TN POD PFA CSI 
Lag 1 1149 76 36 21817 93.80% 0.16% 0.91 
Lag 2 1136 89 33 21820 92.73% 0.15% 0.90 
Lag 3 1133 92 24 21829 92.49% 0.11% 0.91 
Lag 4 1140 85 23 21830 93.06% 0.11% 0.91 
 
5.3.4.2 Stratiform precipitation 
The pure clutter data collected with the CPPAR in the mechanical scan on 30 
May 2020 are shown in Figure 5-27. The pure weather data from stratiform 
precipitation collected with the CPPAR in the mechanical scan on 25 May 2020 are 




of 𝑃𝑆𝐹h and 𝑃𝑆𝐹v at the lag of 1 to 4 for pure clutter data and pure weather data are 
shown in Figure 5-30. 
      
           
Figure 5-27 Clutter measurements with mechanical scan at 22:05:51 UTC on 30 May 
2020.  
 
    
    








   
   
Figure 5-29 Combined clutter and weather measurements with mechanical scan. 
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                (c)                                 (d)                              
Figure 5-30 Scatter plots of PSFh and PSFv at multiple lags for the measurements in 
Figure 5-27 and Figure 5-28. (a) Lag=1. (b) Lag=2. (c) Lag=3. (d) Lag=4. 
 




case of PSF with lag=1. As a comparison, there is less overlap between weather and 
clutter in case of PSF with multiple lags.  
The conditional probability density functions of 𝑝(𝑃𝑆𝐹h, 𝑃𝑆𝐹v|𝑖) at various 
lags for clutter and weather are shown in Figure 5-31. The conditional probability 





















   
   
   
   
Figure 5-31 The joint conditional probability density functions of PSFh and PSFv given 
clutter (left column) and weather (right column) with mechanical scan. Figures from 





   
(a)                               (b) 
                                   
                (c)                                   
Figure 5-32 The conditional probability density functions with mechanical scan. 
(a) The conditional probability density function of ZDR given clutter and weather. 
(b) The joint conditional probability density function of ρ12 and ρhv given clutter. 
(c) The joint conditional probability density function of ρ12 and ρhv given weather. 
 
Figure 5-31 shows that as lag increases, the overlap between 𝑝(𝑃𝑆𝐹h, 𝑃𝑆𝐹v|𝑐) 
and 𝑝(𝑃𝑆𝐹h, 𝑃𝑆𝐹v|𝑤) reduces, which indicates that it is more likely to distinguish 
clutter from weather. On the other hand, the overlapped region is likely to be caused by 
narrow-band zero-velocity weather signals that have very similar properties as ground 
clutter. Figure 5-32 shows that both 𝑝(𝑍DR|𝑐) and 𝑝(𝜌12, 𝜌hv|𝑐) has a much larger 




The SBC clutter detection maps of the controlled data set for 𝑃𝑆𝐹h and 𝑃𝑆𝐹v 
at various lags as well as the ground truth clutter map are shown in Figure 5-33. The 
number of TP, FN, FP, TN, POD, PFA, and CSI for each lag are listed in Table 5-4. 
    
                  (a)                                        (b) 
   
                  (c)                                        (d) 
  
                  (e)                                         
Figure 5-33 Detected clutter maps obtained using SBC with mechanical scan. 







Table 5-4 The number of TP, FN, FP, TN, POD, PFA, and CSI at various lags with 
mechanical scan in stratiform precipitation 
 TP FN FP TN POD PFA CSI 
Lag 1 1242 29 88 16317 97.72% 0.54% 0.91 
Lag 2 1235 36 71 16334 97.17% 0.43% 0.92 
Lag 3 1235 36 58 16347 97.17% 0.35% 0.93 
Lag 4 1237 34 54 16351 97.32% 0.33% 0.93 
 
Table 5-4 shows that clutter detection performance in stratiform precipitation 
becomes better as the number of lags increase, because more lags will have larger phase 
change, which is helpful for 𝑃𝑆𝐹h and 𝑃𝑆𝐹v  to discriminate between weather and 
clutter. It validates that multi-lag 𝑃𝑆𝐹h  and 𝑃𝑆𝐹v  are more effective in clutter 
detection for stratiform precipitation.  
In addition, by comparison of  Table 5-2 and Table 5-4, it can be found that the 
mechanical scan has higher POD and CSI as well as lower PFA than the corresponding 
electronic scan. This is likely caused by the clutter feature in electronic scan where 
clutter has similarly high 𝜌hv  as weather returns and hence imposes difficulties in 
clutter detection. In future work, more study is needed for various weather conditions 
and clutter types.  
It should be noted that all the statistics presented in Table 5-1 to Table 5-4 are 
based on controlled dataset. If a test data set from a different weather scenario is used, 
then the clutter detection performance is expected to reduce a little bit because of the 







Chapter 6 Conclusions and Future Work 
6.1 Conclusions 
In this dissertation, initial weather measurements using a CPPAR demonstrator 
developed at the University of Oklahoma are presented to show the performance and 
polarimetric data quality that could be achieved by a cylindrical polarimetric array 
radar. The system specifications and field tests of the CPPAR demonstrator are 
introduced, including system overview, waveform design and verification, pattern 
optimization and far-field tests. Besides, three methods of system calibration are 
described and compared, including calibration with an external source, calibration with 
single beam weather measurements, and calibration with ground clutter. It is found that 
calibration with single beam weather measurements has the best performance and it is  
applied on the CPPAR demonstrator for the first time, which improves the beam-to-
beam consistency and radar data quality in commutating beam electronic scan by 
minimizing gain and beamwidth variations. 
To evaluate the CPPAR performance, an end-to-end phased array radar system 
simulator is developed. The simulation framework, weather returns modeling, antenna 
pattern, and channel electronics are introduced. Simulation results of uniform weather 
truth fields and convective precipitation with CPPAR and TPD are provided and 
compared. Then, actual weather measurements of several convective precipitation 
cases and a stratiform precipitation case made by the CPPAR demonstrator, with single 
beam mechanical scan and commutating beam electronic scan are presented. The 




modes of the CPPAR are compared quantitatively, from which error statistics are 
derived and discussed. Both simulation and weather measurements show the CPPAR’s 
scan-invariant beam characteristics in azimuth and polarization purity, which simplifies 
the calibration and allows high quality polarimetric weather measurements. Moreover, 
a theoretical explanation of features of commutating beam electronic scan in clutter 
detection that is different from mechanical scan is presented and verified by 
observations in a clear air condition with the CPPAR. Furthermore, clutter detection 
with the CPPAR based on multi-lag phase structure function, dual-scan cross-
correlation coefficient, copolar correlation coefficient, and differential reflectivity in 
both electronic scan and mechanical scan modes are provided, which are especially 
effective in stratiform precipitation. 
The contributions of the work presented in this dissertation are summarized as 
below. First of all, three system calibration methods are applied on the CPPAR 
demonstrator, which take both antenna pattern and channel electronics into account. 
Especially, the calibraion using single beam weather measurements has effectively 
improved the beam-to-beam consistency and radar data quality in commutating beam 
electronic scan by minimizing gain and beamwidth variations, which can be employed 
in other polarimetric phased array radars. Second, in PASIM, 𝜌ℎ𝑣 reduction is taken 
into account in the weather returns modeling for the first time, which considers the 
random scattering phase difference that causes decorrelation in the case of melting 
snow, hail, and distributed ground clutter. Third, the system gain of the CPPAR is 




be effective. In addition, the concepts of global standard deviation and local standard 
deviation are put forward to differentiate between the sampling error from random 
fluctuation and the error from the inhomogeneity of weather scatterers due to temporal 
and spatial difference of two scans. These concepts can be used in the error analysis of 
weather radar measurements. Fourth, a theoretical explanation of a feature of the 
commutating beam electronic scan in clutter detection that is different from mechanical 
scan is presented and verified by measurements in clear air conditions with the CPPAR 
for the first time. Also, clutter detection results based on multi-lag phase structure 
function are provided and prove to be effective in stratiform precipitation. 
 
6.2 Future Work 
Currently, efforts are underway to improve the calibration for the commutating 
beam electronic scan mode by enhancing the beam-to-beam stability and minimizing 
gain and beamwidth variations. Besides, advanced signal processing such as multi-lag 
correlation estimators will be implemented in CPPAR to further improve the 
polarimetric radar data quality.  
On the other hand, to improve the fidelity of PASIM, better modeling of beam 
and channel mismatch between horizontal and vertical polarizations is being developed. 
In addition, optimized NLFM waveform and super-resolution algorithm may be 
implemented in simulations first. Further, to characterize the microphysical properties 
of precipitation, more realistic drop size distribution model such as Gamma distribution 
may be included in weather returns simulation. Further validation of PASIM using more 




For clutter detection, when scanning with multiple elevations is activated, 
weather measurement can be obtained in stratiform and convective precipitation at 
higher elevation angles with less clutter effects. As a result, the collected weather data 
will include both narrow-band zero-velocity weather signals and non-zero velocity 
weather signals, which will be more realistic and effective to evaluate the performance 
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