Abstract. The detection, localization, and characterization of a target embedded in a medium is an important problem in wave sensor imaging. The responses between each pair of source and receiver are collected so that the available information takes the form of a response matrix between the source array and the receiver array. When the data are corrupted by additive noise we show how the target can be efficiently detected, localized and characterized using recent tools of random matrix theory.
Introduction
The detection, localization, and characterization of a target embedded in a medium is an important problem in wave sensor imaging [8, 22] . Sensor array imaging involves two steps. The first step is experimental, it consists in recording the waves generated by the sources and received by the sensors. The data set consists of a matrix of recorded signals whose indices are the index of the source and the index of the receiver. The second step is numerical, it consists in processing the recorded data in order to estimate some relevant features of the medium (reflector locations,. . . ). The main applications of sensor array imaging are medical imaging, geophysical exploration, and non-destructive testing.
Recently it has been shown that random matrix theory could be used in order to build a detection test based on the statistical properties of the singular values of the response matrix [9, 10, 11, 1, 2]. This paper extends the results contained in [1, 2] into several important directions. First we address in this paper the case in which the source array and the receiver array are not coincident, and more generally the case in which the number of sources is different from the number of receivers. As a result the noise singular value distribution has the form of a deformed quarter circle and the statistics of the singular value associated to the target is also affected. Second we present a detailed analysis of the critical case when the singular value associated to the target is at the edge of the deformed quarter-circle distribution of the noise singular values. This analysis exhibits a new type of Tracy-Widom distribution. Third we study carefully the estimation of the noise variance of the response matrix. Different estimators are studied and an estimator that achieves the optimal trade-off between bias and variance is proposed. The use of this estimator instead of the empirical estimator used in the previous versions significantly improves the quality of the detection test based on the singular value distribution of the measured response matrix when the number of sensors is not very large. Fourth we propose an algorithm that can reconstruct not only the position of the target, but its scattering amplitude. The estimator of the scattering amplitude compensates for the level repulsion of the singular value associated to the target due to the noise and it is much better than the empirical estimator.
The Response Matrix
We address the case of a point reflector that can model a small dielectric anomaly in electromagnetism, a small density anomaly in acoustics, or more generally a local variation of the index of refraction in the scalar wave equation. The contrast of the anomaly can be of order one but its volume is small compared to the wavelength. In such a situation it is possible to expand the solution of the wave equation around the background solution [ 
where the index of refraction is given by
For any y n , z m far from x ref the field Re(Ê(y n , z m )e −iωt ) observed at y n when a point source emits a time-harmonic signal with frequency ω at z m can be expanded as powers of the volume as
where k 0 = n 0 ω/c is the homogeneous wavenumber, ρ ref is the scattering amplitude
andĜ(x, z) is the Green's function or fundamental solution of the Helmholtz equation with a point source at z: 
The associated left and right singular vectors u ref and v ref are given by:
where we have defined the normalized vectors of Green's functions:
The matrix A 0 is the complete data set that can be collected. In practice the measured matrix is corrupted by electronic or measurement noise that has the form of an additive noise. The purpose of imaging is to answer the following questions given the data set: -is there a target in the medium ? This is the detection problem. In the absence of noise this question is trivial in that we can claim that there is a target buried in the medium as soon as the response matrix is not zero. In the presence of noise, it is not so obvious to answer this question since the response matrix is not zero due to additive noise even in the absence of a target. Our purpose is to build a detection test that has the maximal probability of detection for a given false alarm rate.
-where is the target ? This is the localization problem. Several methods can be proposed, essentially based on the back-propagation of the data set, and we will describe which methods are the most robust in the presence of noise.
-what are the characteristic properties of the target ? This is the reconstruction problem. One may look after geometric and physical properties. In fact, in view of the expression (2.1), only the product of the volume of the inclusion times the contrast can be identified in the regime we address in this paper.
The paper is organized as follows. In Section 3 we explain how the data should be collected to minimize the impact of the additive noise. In Section 4 we give known and new results about the distribution of the singular values of the response matrix, with special emphasis on the largest singular value. In Section 5 we discuss how the noise level can be estimated with minimal bias and variance. In Section 6 we build a test for the detection of the target and in Section 7 we show how the position and the scattering amplitude of the target can be estimated.
Data Acquisition
In this section we consider that there are M sources and N receivers. The measures are noisy, which means that the signal measured by a receiver is corrupted by an additive noise that can be described in terms of a complex Gaussian random variable with mean zero and variance σ 2 n (in other words, the real and imaginary parts of the measurement noise are independent and follow a Gaussian distribution with mean zero and variance σ 2 n /2). The recorded noises are independent from each other.
Standard Acquisition.
In the standard acquisition scheme, the response matrix is measured during a sequence of M experiments. In the mth experience, m = 1, . . . , M, the mth source (located at z m ) generates a time-harmonic signal with unit amplitude and the N receivers (located at y n , n = 1, . . . , N) record the backscattered waves which means that they measure Real Hadamard matrices do not exist for all M . A necessary condition for the existence is that M = 1, 2 or a multiple of 4. A sufficient condition is that M is a power of two. Explicit examples are known for all M multiple of 4 up to M = 664 [20] . The Hadamard conjecture proposes that a Hadamard matrix of order 4k exists for every positive integer k. 
is a complex Hadamard matrix. A Hadamard matrix has maximal determinant among matrices with complex entries in the closed unit disk. More exactly Hadamard [16] proved that the determinant of any complex M × M matrix H with entries in the closed unit disk satisfies | det H| ≤ M M/2 , with equality attained by a complex Hadamard matrix. We now describe a general multi-source acquisition scheme and show the importance of Hadamard matrices to build an optimal scheme. Let H be an invertible M × M matrix with complex entries in the closed unit disk. In the multi-source acquisition scheme, the response matrix is measured during a sequence of M experiments. In the mth experience, m = 1, . . . , M, all sources generate unit amplitude time harmonic signals, the m source generating H m m . This means that we use all sources to their maximal emission capacity with a specific coding of their phases. The N receivers record the backscattered waves which means that they measure
Collecting the recorded signals of the m = 1, . . . , M experiments gives the matrix
where A 0 is the unperturbed response matrix and W nm are independent complex Gaussian random variables with mean zero and variance σ 2 n . The measured response matrix A meas is obtained by right multiplying the matrix B meas by the matrix H −1 :
so that we get the unperturbed matrix A 0 up to a new noise
The choice of the matrix H should fulfill the property that the new noise matrix W has independent complex entries with Gaussian statistics, mean zero, and minimal variance. We have
where E stands for the expectation. This shows that we look for a complex matrix H with entries in the unit disk such that (H −1 ) † H −1 = cI with a minimal c. This is equivalent to require that H is unitary and that | det H| is maximal. Using Hadamard result we know that the maximal determinant is M M/2 and that a complex Hadamard matrix attains the maximum. Therefore the optimal matrix H that minimizes the noise variance should be a Hadamard matrix, such as, for instance, the Fourier matrix (3.2). Note that, in the case of a linear array, the use of a Fourier matrix corresponds to an illumination in the form of plane waves with regularly sampled angles.
When the multi-source acquisition scheme is used with a Hadamard technique, we have H −1 = 1 M H † and the new noise matrix W in (3.4) has independent complex entries with Gaussian statistics, mean zero, and variance σ 2 n /M :
This gain of a factor M in the signal-to-noise ratio is called the Hadamard advantage.
Singular Value Decomposition of the Response Matrix

Singular Values of a Noisy Matrix.
We consider here the situation in which the measured response matrix consists of independent noise coefficients with mean zero and variance σ 2 n /M and the number of receivers is larger than the number of sources N ≥ M . This is the case when the response matrix is acquired with the Hadamard technique and there is no target in the medium.
We denote by σ
the singular values of the response matrix A sorted by decreasing order and by Λ (M ) the corresponding integrated density of states defined by
is a counting measure which consists of a sum of Dirac masses:
For large N and M with N/M = γ ≥ 1 fixed we have the following results.
a) The random measure Λ (M ) almost surely converges to the deterministic absolutely continuous measure Λ with compact support:
where ρ γ is the deformed quarter-circle law given by (4.2)
b) The normalized l 2 -norm of the singular values satisfies
where Z 0 follows a Gaussian distribution with mean zero and variance one. c) The maximal singular value satisfies
The type-2 Tracy-Widom distribution has the cdf Φ TW2 given by
where ϕ(x) is the solution of the Painlevé equation [13] .
Proof. Point a) is Marcenko-Pastur result [18] . Point b) follows from the expression of the normalized l 2 -norm of the singular values in terms of the entries of the matrix:
and from the application of the central limit theorem in the regime M 1. The third point follows from [17] . The type-3 Tracy-Widom distribution has the cdf Φ TW3 given by
Singular Values of the
The expectation of Z 3 is E[Z 3 ] −0.49 and its variance is Var(Z 3 ) 1.22.
Proof. Point a follows again from the explicit expression of the l 2 -norm of the singular values in terms of the entries of the matrix. Point b in the case N = M is addressed in [14] and the extension to N ≥ M is only technical. 
Following [12] we can anticipate that there are interpolating distributions which appear when
. These distributions should be modified type-3 distributions when w = 0. We will not study this problem in this paper. [7, 19] and therefore
where Z u and Z v are two independent random variables with the exponential distribution with mean one.
The Evaluation of the Noise Level
Empirical Estimator.
The truncated normalized l 2 -norm of the singular values satisfies (4.7). Therefore the truncated normalized l 2 -norm of the singular values satisfies where Z 0 follows a Gaussian distribution with mean zero and variance one, and the asymptotic bias is
is the deterministic leading-order value of the first singular value. The normalization in the truncated l 2 -norm has been chosen so that, in the absence of a target, the asymptotic bias is zero:
This implies that
is an empirical estimator of σ n with Gaussian fluctuations of the order of 1/M . This estimator satisfies
and therefore
The empirical estimator is easy to compute, since it requires the evaluation of the Frobenius norm of the measured matrix A and the first singular value:
Corrected Empirical Estimator.
It is possible to improve the quality of the estimation of the noise level and to cancel the bias of the empirical estimator. Using Proposition 4.2 we can see that the quantity 
and therefore we can propose the following estimator of the noise level σ n :
This estimator satisfies
This estimator can only be used whenσ
n and it should then be preferred to the empirical estimatorσ e n .
Kolmogorov-Smirnov
Estimator. An alternative method to estimate σ n is the approach outlined in [15] and applied in [21] , which consists in minimizing the Kolmogorov-Smirnov distance D(σ) between the observed sample distribution of the M − K smallest singular values of the measured matrix A and that predicted by theory, which is the deformed quarter circle distribution (4.2) parameterized by σ n . Compared to [15, 21] we here introduce a cut-off parameter K that can be chosen by the user. All choices are equivalent in the asymptotic framework M → ∞, but for finite M low values for K give the estimators with minimal variances but with some bias, while large values for K increases the variance but also decays the bias (see Figure 4) . We define the new estimatorσ K n of σ n as the parameter that minimizes the Kolmogorov-Smirnov distance. After elementary manipulations we find that the Kolmogorov-Smirnov estimator can be defined as
G γ is the cumulative distribution function with density (4.2):
If γ = 1, then we have
5.4. Discussion. The three estimation methods described in the three previous subsections have been implemented and numerical results are reported in As predicted by the asymptotic theory, the variance of the empirical estimator is equivalent to the one of the corrected empirical estimator, and they are smaller than the ones of the Kolmogorov-Smirnov estimator. The bias of the empirical estimator is larger than the bias of the Kolmogorov-Smirnov estimator. The corrected empirical estimator has a very small bias. The variance of the Kolmogorov-Smirnov estimator increases with K, but its bias decreases with increasing K. From these observations it turns out that: -whenσ
n , then it is recommended to use the corrected empirical estimator (5.6). It is the one that has the minimal bias and the minimal variance amongst all the estimators studied in this paper, but it can only be applied in the regime when the singular value corresponding to the target is outside the deformed quarter-circle distribution of the noise singular values.
-whenσ
n , then it is recommended to use the Kolmogorov-Smirnov estimator (5.7) with K = 1. Although its variance is larger than the one of the empirical estimator, its bias is much smaller and, as a result, it is the one that has the minimal quadratic error (sum of the squared bias and of the variance).
The estimator of the noise variance that we will use in the following is accordingly: 
Detection Test
Consider the response matrix in the presence of measurement noise:
where A 0 is zero in the absence of a target and equal to (2.4) when there is a target. The matrix W models additive measurement noise and its complex entries are independent and identically distributed with Gaussian statistics, mean zero and variance σ 2 n /M . The objective is to propose a detection test for the target. Since we know that the presence of a target is characterized by the existence of a significant singular value, we propose to use a test of the form R > r for the alarm corresponding to the presence of a target. Here R is the quantity obtained from the measured response matrix and defined by
whereσ n is the known value of σ n , if known, or the estimator (5.8) of σ n . Here the threshold value r of the test has to be chosen by the user. This choice follows from Neyman-Pearson theory as we explain below. It requires the knowledge of the statistical distribution of R which we give in the following proposition.
Proposition 6.1. In the asymptotic regime M 1 the following statements hold. 
a) In absence of a target we have
where Z 0 follows a Gaussian distribution with mean zero and variance one.
then we have (6.2).
Proof. We have on the one hand that the truncated normalized l 2 -norm of the singular values satisfies (5.2). On the other hand the maximal singular value is described by Proposition 4.2 which gives the desired result by Slutsky's theorem.
The data (i.e. the measured response matrix) gives the value of the ratio R. We propose to use a test of the form R > r for the alarm corresponding to the presence of a target. The quality of this test can be quantified by two coefficients: -The false alarm rate (FAR) is the probability to sound the alarm while there is no target: FAR = P(R > r α | no target ).
-The probability of detection (POD) is the probability to sound the alarm when there is a target:
As is well-known in statistical test theory, it is not possible to find a test that minimizes the FAR and maximizes the POD. However, by the Neyman-Pearson lemma, the decision rule of sounding the alarm if and only if R > r α maximizes the POD for a given FAR α, provided the threshold is taken to be equal to (6.5) r
where Φ TW2 is the cumulative distribution function of the Tracy-Widom distribution of type 2. The computation of the threshold r α is easy since it depends only on the number of sensors N and M and on the FAR α. We have, for instance, Φ Figure 6 . One can observe that the calibration with r α gives the desired FAR and that the POD rapidly goes to one when the singular value σ ref of the target is larger than γ 1/4 σ n . Furthermore, the use of the estimator (5.8) for the noise level σ n is also very efficient in that we get almost the same FAR and POD with the true value σ n as with the estimatorσ n .
Remark: The previous results were obtained by an asymptotic analysis assuming that M is large and σ ref and σ n are of the same order. In the case in which σ ref is much larger than σ n , then the proposed test has a POD of 100%. In the case in which σ ref is much smaller than σ n , then it is not possible to detect the target from the singular values of the response matrix and the proposed test has a POD equal to the FAR (as shown above, this is the case when σ ref < γ 1/4 σ n ).
Target Localization and Reconstruction
In this section we would like to present simple and robust way to localize the target and reconstruct its properties once the detection test has passed. By simple we mean that we will only use the first singular value and singular vector of the response matrix, and by robust we mean a procedure that allows for estimations with bias and variance as small as possible.
Localization. A standard imaging functional is the MUSIC functional defined by
where u(x) is the normalized vector of Green's functions (2.8). In fact it is a nonlinear function of a weighted subspace migration functional:
In the absence of noise the MUSIC functional presents a peak with amplitude one at x = x ref . In the presence of noise the peak of the MUSIC functional is slightly 
Therefore, provided the detection test has passed, which means that the target singular value is larger than the noise singular values, the MUSIC algorithm gives a robust and simple way to estimate the position of the reflector. The estimator of x ref that we propose is
Note that more complex and computationally expensive algorithms (using reversetime migration) can improve the quality of the estimation as shown in [2] . -the estimatorρ ref defined by (7.4) of the scattering amplitude has a very small bias because it uses the inversion formula (7.3) which compensates for the level repulsion of the first singular value. We plot in Figures 7-8 (right) the histogram of the estimated scattering amplitude and we compare with the empirical estimator , which has a large bias.
