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Abstract
Operation decisions in power systems, such as unit commitment, reduc­
ing spinning reserve, economic dispatch, reliability analysis and maintenance 
scheduling depend on the future behaviour of loads. Therefore, accurate load 
forecasting helps the electric utility dispatcher to make these operation decisions 
properly. This makes short term load forecasting (STLF) an essential part of an 
efficient power system operation.
The research work in the STLF area is still a challenge to the electrical 
engineering scholars, in spite of the numerous literatures on STLF. This is due 
to high complexity of loads and deregulation. To solve the STLF problem, 
a new approach is presented in this research work by combining state-of-the- 
art predictors, such as radial basis function (RBF) networks, support vector 
regression (SVR) and Gaussian processes (GP), with a local prediction model. 
The proposed method employs powerful phase reconstruction algorithms, such 
as the correlation dimension and mutual information methods used in time series 
analysis for data preprocessing. It makes use of relevant information, so that only 
very similar historical data patterns in the reconstructed phase space are used to 
train the forecasting algorithms. Therefore, a new systematic method is proposed 
to calculate the best number of these historical data patterns. The performance 
is evaluated with real world datasets and compared with the standard global 
algorithms and two benchmarks through multiple experiments, load types and 
prediction steps. It is demonstrated that the introduced architecture significantly 
enhances the accuracy of global forecasting.
In the local predictors, all training data contribute to the accuracy of the 
model to the same extent. However it is common that some training points 
are more important than others in the load forecasting problem. Therefore, the
v
locally weighted support vector regression (LWSVR) method is proposed in this 
research work by modifying the risk function of the support vector regression al­
gorithm with use of locally weighted regression. LWSVR gives a weight factor to 
each train load datum according to its distance to point under prediction. Fur­
thermore, the weighted distance algorithm is proposed to optimise the weighting 
function’s bandwidth. Two real world datasts have been used for evaluated the 
LWSVR method. It is demonstrated that LWSVR method significantly enhances 
the forecasting accuracy of other published methods.
To avoid the limitations of SVR and in order to follow the latest develop­
ments to have a modern system, a new approach based on group method of data 
handling (GMDH) for solving the load forecasting problem is proposed. The pro­
posed method, locally weighted GMDH (LWGMDH), is derived by combining 
the GMDH with local regression method and weighted least squares regression. 
In the proposed method, the phase space is reconstructed based on multivariate 
time series using kernel principal component analysis (KPCA) method. There­
fore, the drawbacks of traditional reconstruction techniques can be overcome. 
Two different real world datasets have been used to demonstrate the LWGMDH 
method. The numerical results show the superiority of the LWGMDH method 
over other methods.
Due to the limited generic structure of GMDH network (quadratic two- 
variable polynomial), it tends to produce an exceedingly complex network when 
it comes to highly nonlinear systems. In order to overcome this, the generalised 
LWGMDH based evolutionary algorithm is proposed in which every node in the 
network has different number of inputs and different polynomial order. In ad­
dition, the connectivity configuration in the proposed method is not limited to 
adjacent layers unlike GMDH. In order to design the whole architecture of the 
generalised LWGMDH network, the evolutionary algorithm is used where a new 
encoding scheme is proposed. The new method is examined using two different 
real world datasets and gives better performance compared with other methods.
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Chapter 1
Introduction
The electric power system is often described as the most complex system de­
vised by humans. It is a dynamic system consisting of generators, transformers, 
transmission and distribution lines, linear and nonlinear loads, and protective 
devices, The operation of these components should ensure the stability of the 
system even in cases of disturbances.
The forecasting of the future electricity load is one of the most important 
aspects of effective management of electric power systems. The precise load 
forecasting impacts the economic feasibility and the reliability of every electric­
ity company. It helps the electric utility to make many important operating 
decisions such as scheduling of power generation, scheduling of fuel purchasing, 
maintenance scheduling and planning for energy transactions. The load fore­
casting results are used by the system operators as a basis of off-line network 
analysis to determine if the system might be vulnerable. If so, corrective actions 
should be prepared, such as load shedding and power purchases.
Load forecasting is always defined as basically the science or art of predicting 
the future load on a given system, for a specified period of time ahead. It can 
be generally categorised into short term, medium term and long-term based on 
the time span under consideration and the operating decision that needs to be 
made. In long term load forecasting, the energy demand is determined in the 
time rang up to 10 years ahead. It is needed for power system planning. The 
time span of medium-term load forecasting is in the range of a few weeks to a 
few months and it is needed for maintenance and fuel supply planning. While
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the forecast time in short term load forecasting (STLF) is in the range of hours 
to a few days ahead and it is needed for the day to day operation of the power 
system.
STLF provides the input data for scheduling functions such as hydro-thermal 
coordination, scheduling of energy transactions and unit commitment as well as 
off-line studies such as load flow analysis and power system security studies. 
Because of its importance, STLF has been widely researched and a number of 
models were proposed during the past few decades [1].
In general, there are three main categories of the data sources which used as 
input variables of STLF: the historical load and weather databases, the model’s 
parameters database and the real-time data obtained from the automatic gener­
ation control (AGC). The telemetered measurements in the real-time database 
are used by the AGC to determine the measured loads which used by the STLF 
model. The manually entered data may include weather updates and parameter 
data. The typical outputs of STLF are the estimated average load for every 
hour in the day, the daily peak load, and the daily or weekly energy generation. 
Fig. 1.1 illustrates a general input-output arrangement of a STLF system and 
its main uses [2].
Short Term Load Forecasting System Major Uses
Off-line data
Historical 
load and 
weather data
Parameters data
Dispatcher
workstation
Real-time' 
load datay
Automatic
generation
control
Short Term Load 
Forecasting 
Model
- Load flow analysis
- Power system security
Off-line studies
- Scheduling of energy 
transactions
- Unit commitment
Scheduling functions
Figure 1.1: A general input-output arrangement of a STLF system.
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1.1 Importance of short term load forecasting
STLF is the basis of the operation of todays power systems. Currently, no 
electric utility is able to operate in an economical, secure and reliable manner 
without STLF.
Sophisticated forecasting tools with higher accuracy are necessary to achieve 
lower operating costs and higher reliability of the electricity supply. Over­
prediction of STLF wastes resources since more reserves are available than 
needed and, in turn, increases the operating cost. On the other hand, under­
prediction of STLF leads to a failure to provide the necessary reserves which is 
also related to high operating cost due to the use of expensive peaking units [3]. 
It is estimated that in the British power system every 1% decrease in the fore­
casting error was associated with a commensurate decrease of the operating costs 
by 10 million per year [4].
STLF deals with load forecasting from one hour up to a few days and plays 
a vital role in a multitude of different day-to-day operational functions, such 
as generation scheduling, system security, load shedding, dispatcher, purchas­
ing of additional power from neighbouring utilities, increasing the spinning and 
standby reserves of the system, etc. [1]. With the recent trend of deregulation 
of electricity markets, the need for more accurate STLF has gained more impor­
tance and greater challenges. In the market environment, precise forecasting is 
the basis of electrical energy trade and spot price establishment for the system 
to gain the minimum electricity purchasing cost.
STLF has been a very commonly addressed problem in power systems litera­
ture [5, 6, 7]. However there are numerous literatures on STLF published in last 
few decades, the accurate STLF is still a very important research issue to the 
electrical engineering scholars because of high complexity of loads, the system 
requirements, the stricter power quality requirements, and deregulation. How to 
estimate the future load with the historical data has remained a difficulty up to 
now, especially for the load forecasting of holidays, days with extreme weather 
and other anomalous days.
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1.2 Objectives
Considering the complexity of the historical load data and the uncertainty 
of the influencing factors such as weather and environments, global methods, in 
which all data of time series are involved in modelling experiments, have been 
developed with phase space reconstruction and proposed to capture complicated 
load characteristics. They can exhibit a good performance in analysing and 
predicting the short term evolution in phase spaces reconstructed from analysis 
of the original time series.
In global methods, a prediction model is trained based on the entire data 
history and used to predict the load at a specific time with a fixed data window. 
However the application of global methods in solving STLF problem is highly 
addressed in literature [3, 5, 6], they have some drawbacks. One of the disad­
vantages of this method is that if new information is taken into consideration, 
all parameters of the model may need to be updated, and also a lengthy param­
eter re-estimation stage is required. Another disadvantage is concerned with its 
disability of capitalising the historical information of the time series directly, as 
only the current window is used for prediction at a specific time.
One of the objectives of this research work is to overcome the problems of 
global methods for STLF. Therefore, radial basis function (RBF) network, sup­
port vector regression (SVR) and Gaussian process (GP) based local predictors 
are introduced for solving the STLF problem.
In STLF, there are some training points more important than others. How­
ever using local SVR all training data contribute to the accuracy of the model 
to the same extent. This is due to the use of regularisation constant as a fixed 
value. The forecasting accuracy of the local SVR can be improved by weighting 
each training point according to its importance. So, another objective of this 
work is to extend the local SVR algorithm to achieve this goal by combining it 
with locally weighted regression.
Since precise STLF remains a great challenge, another objective of this work 
is to develop a new and practical algorithm with some up-to-date techniques. 
The group method of data handling (GMDH) is a self-organising method that 
used as a multivariate analysis method for complex systems modelling and iden-
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tification. To improve the accuracy of solving the STLF problem, the locally 
weighted group method of data handling (LWGMDH) method is developed in 
this research work.
The conventional GMDH algorithm, which generates an optimal structure of 
the model through successive generations of nodes being regarded as quadratic 
regression polynomials with two input variables, has some drawbacks [8]. There­
fore, another objective of this work is to overcome these drawbacks by develop­
ing the generalised LWGMDH (G-LWGMDH) based on evolutionary algorithm 
(EA).
1.3 Thesis outline
The thesis is organised as follows:
Chapter 2 gives a literature survey for the short term load forecasting prob­
lem. The factors affecting the power system load are introduced firstly, followed 
by a description of the various forecasting methods.
In Chapter 3, the linear regression and nonlinear regression methods are 
introduced. The limitations of the linear regression and how can be overcome 
using nonlinear regression such as RBF, GP and SVR are discussed. Then this 
chapter outlines the mathematical background of these three nonlinear regression 
algorithms (RBF, GP and SVR).
Chapter 4 introduces the basics of time series phase space reconstruction. 
In order to reconstruct the time series phase space, the embedding dimension 
and time delay constant must be estimated from the time series. Therefore, a 
method for the estimation of the embedding dimension and time delay constant 
is introduced. In addition, three local predictors based on RBF, SVR and GP are 
presented and applied to solve the STLF problem. Then the performance of these 
local predictors are compared with their global versions, seasonal autoregressive 
integrated moving average (ARIMA) and Holt-Winters exponential smoothing 
methods based on three real world datasets.
Chapter 5 extends the previous work of time series reconstruction to mul­
tivariate time series reconstruction. In addition, the basics of locally weighted
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regression method are introduced. Moreover, our previous work on local SVR 
predictor is extended to locally weighted support vector machine. The weighted 
distance algorithm based on Mahalanobis distance is then presented. The per­
formance of the proposed LWSYR method is evaluated using two real world 
datasets and the results are then discussed.
Chapter 6 proposes a novel method for STLF. The kernel principal compo­
nent analysis (KPCA) method and its application for time series reconstruction 
are presented. In addition, the basics of conventional GMDH and its advan­
tages are discussed. Then the implementation of the proposed LWGMDH based 
KPCA method is described. Two test cases are presented to show the effective­
ness of the proposed LWGMDH based KPCA method by comparing its perfor­
mance with other methods.
Chapter 7 describes the design procedures of the proposed G-LWGMDH 
based EA method. A brief introduction to EA method and its operators are 
given firstly. Then, the implementation of the G-LWGMDH based EA method 
is described in details. The proposed method is applied to STLF using two real 
world datasets. Moreover, the simulation results and comparisons with other 
methods are presented.
Chapter 8 concludes the work done in this thesis based on the outcomes ob­
tained in this study. In addition, related research work that can be investigated 
in the future is suggested.
1.4 Major contributions
To overcome the problems of global methods for STLF, a local predictor 
approach based on proven powerful regression algorithms, such as RBF, SVR 
and GP combined with phase space reconstruction of time series is presented. 
The local methods overcome the drawback of global methods by utilising part of 
the relevant history directly in the prediction model. Specifically, only the set of 
points (K nearest neighbours) of the reconstructed phase space which are close 
enough to the point under prediction are used to fit the local function. To get 
the best value of the number of nearest neighbours, a new systematic method
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is proposed.
The performance of the proposed local predictors is evaluated with three real- 
world datasets and compared with the global versions of RBF, SVR and GP, as 
well as two conventional time-series predictors. The experimental results show 
the superiority of the local predictors over the global ones and the conventional 
time series predictors.
In Local SVR method, the regularisation parameter which determines the 
trade-off between the complexity and noise is constant. So, all training data con­
tribute to the accuracy of the model to the same extent. However there are some 
training points more important than others. So, a new approach is proposed by 
combining the support vector regression and locally weighted regression, which 
can be called as locally weighted support vector regression (LWSVR).
LWSVR gives a weight factor to each train load datum. This means that the 
points that are close to the point under prediction have large weights, and the 
points far from the point under prediction have small weights. The weighting 
function’s bandwidth plays an important role in local modelling. In order to 
overcome the disadvantage of using this bandwidth as a fixed value, the weighted 
distance algorithm is proposed to optimise it. To evaluate the performance of 
the proposed method, two real world datasets have been used. The results show 
that the LWSVR method can outperform other published methods.
The Group Method of Data Handling (GMDH) is a self-organising method 
that was firstly developed by Ivakhnenko [9]. There are few works reported about 
using GMDH to solve the STLF problem [10]. To improve its performance in 
solving the STLF problem, the LWGMDH method is proposed by combining the 
GMDH with local regression method and weighted least square regression.
The traditional time series reconstruction techniques have a serious prob­
lem which influence the quality of phase space reconstruction and modelling 
effect [11], Consequently, the KPCA method has been used in the proposed 
method to improve the quality of nonlinear time series reconstruction. This leads 
to enhance the LWGMDH method’s performance. Two real world datasets have 
been used to evaluate the performance of the proposed model. The simulation 
results show that the prediction performance can be greatly improved by using
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the LWGMDH method.
In order to overcome the drawbacks of conventional GMDH which is used in 
LWGMDH implementation [8], the G-LWGMDH based on EA is proposed. In 
the proposed method, a new encoding scheme is presented to evolutionary de­
sign the G-LWGMDH network in which the connectivity configuration in such 
network is not limited to adjacent layers. Moreover, each node in the gener­
alised LWGMDH network has different number of inputs and different polyno­
mial order. To evaluate the performance of the proposed method, two real world 
datasets have been used. Comprehensive comparisons show that the forecasting 
performance of the G-LWGMDH based EA is significantly improved compared 
with LWGMDH and other published methods.
1.5 Publications
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• E. E. Elattar, J. Y. Goulermas, and Q. H. Wu. Electric load forecasting 
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on Systems, Man and Cybernetics, Part C: Applications and Reviews, In 
Press (Published online on 5th February 2010).
• E. E. Elattar, J. Y. Goulermas, and Q. H. Wu. Integrating KPCA and 
locally weighted GMDH for prediction of nonlinear time series. Submitted 
to Int. Journal of Forecasting, September 2009.
• E. E. Elattar, J. Y. Goulermas, and Q. H. Wu. Generalized locally weighted 
GMDH for prediction of nonlinear time series. Submitted to IEEE Trans­
actions on Systems, Man and Cybernetics, Part B: Cybernetics, December 
2009.
• E. E. Elattar, J. Y. Goulermas, and Q. H. Wu. Local prediction methods 
for short-term load forecasting. Submitted to European Transactions on
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Conference papers
• E. E. Elattar, J. Y. Goulermas, and Q. H. Wu. Forecasting electric daily 
peak load based on local prediction. In IEEE Power Engineering Society 
General Meeting (PESGM 2009), Calgary, Canada, July 26-30, pp. 1-6, 
2009.
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Valletta, Malta, April 25-28, pp. 1528-1533, 2010.
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modified locally weighted GMDH for short term load forecasting. Sub­
mitted to 14t/l IEEE International Middle East Power System Conference 
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Chapter 2
Short Term Load Forecasting 
Literature Survey
Generally, the load of an electric utility is composed of very different con­
sumption units. Industrial activities consume a large part of the electricity while 
another part is of course used by private people and many services offered by 
society. The sum of all the consumers load at the same time is called the system 
load.
The rest of this chapter is organised as follows: In Section 2.1 the factors 
which affect the system load is discussed. Then some main STLF methods are 
reviewed in Section 2.2.
2.1 Factors affecting the power system load
Generally, the load of an electric utility is composed of very different con­
sumption units. Industrial activities consume a large part of the electricity while 
another part is of course used by private people and many services offered by 
society. The sum of all the consumers load at the same time is called the system 
load. Good understanding of the system characteristics helps to design reason­
able forecasting models and select appropriate models in different situations.
There are many factors that affect the load changes. They can be generally 
classified as weather, calendar, economical, and random factors. The effects of 
these factors are introduced as follows to provide a basic understanding of the
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power system load characteristics.
• Weather factors: These factors include temperature, humidity, cloud cover, 
light intensity and so on [12]. The change of the weather causes the change 
of consumers comfort feeling and in turn the usage of some appliances 
such as heaters and air conditioners. Weather-sensitive load also includes 
appliance of agricultural irrigation due to the need of the cultivated plants. 
The load patterns differ greatly in the areas where summer and winter 
have great meteorological difference. Figure 2.1 shows the typical different 
seasonal weekdays of England and Wales load profiles of the year 2005.
------ Spring
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------ Winter
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Figure 2.1: Typical seasonal workdays of England and Wales load profiles of the 
year 2005.
This pattern indicates the relation between the load usage and weather 
conditions in different seasons. The previous days’ temperatures also af­
fect the load profile. For example, continuous high temperature days might 
lead to heat buildup and in turn a new system peak. Humidity affects the 
human beings comfort feeling greatly, so humidity is also an important 
factor. People feel hotter in the environment of 37 °C and 80% relative 
humidity than in the environment of 40 °C and 40%. That is why temper­
ature humidity index is sometimes employed as an affecting factor of load 
forecasting. In addition, wind chill index is another factor that measures
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the cold feeling. Selecting the appropriate weather variables as the inputs 
of load forecasting is a meaningful topic.
• Calendar factor: Examples of calendar factors are day of the week, season, 
hour of forecast, sunrise/sunset, etc. From the observation of the load 
curves it can be seen that there is very strong daily, weekly, seasonal and 
yearly periodicity in the load data. For example, Fig. 2.2 shows the typical 
load curve of England and Wales for few weeks in year 2005.
x 10'
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Figure 2.2: Typical load curve of England and Wales for few weeks in year 2005.
From Fig. 2.2, we can observe that the load in weekdays (Monday through 
Friday) is usually higher than that of weekend. The load on different 
weekdays also can behave differently. In addition, the load in Sunday is a 
little lower than that on Saturday.
Holidays are more difficult to forecast than non holidays because of their 
relative infrequent occurrence [13].
• Economic factors: The economic factors play an important role to deter­
mine the evolution of the electricity demand. Economic factors, such as the 
degree of industrialisation, price of electricity and load management policy 
have significant impacts on the system load growth/decline trend. The 
relationship between electricity price and load profile is even stronger with
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the development of modern electricity markets [14, 15]. Although time-of- 
use pricing and demand-side management had arrived before deregulation, 
the volatility of spot markets and incentives for consumers to adjust loads 
are potentially of a much greater magnitude. At low prices, elasticity is 
still negligible, but at times of extreme conditions, price-induced rationing 
is a much more likely scenario in a deregulated market compared to that 
under central planning.
• Random factors: The modern power system is composed of numerous elec­
tricity users. The startup and shutdown of the large loads, such as steel 
mill is an important source of random disturbance and always lead to an 
obvious impulse to the load curve. The startup and shutdown time of these 
users is quite random, i.e.y there is no obvious rule of when and how they 
get power from the grid. In addition, special events are another source 
of random disturbance. These events may be known in advance to the 
dispatcher but their effect on load is not quite certain. A typical special 
event is, for example, a large social event or a popular TV show, which 
the dispatchers know for sure will cause increasing usage of electricity, but 
cannot best decide the amount of the usage [16, 17].
2.2 Classification of developed STLF methods
Short Term load forecasting (STLF) of electric power not only plays a very 
important role in operation scheduling, like economic emission dispatch, unit 
commitment, energy transactions, and fuel purchasing, but also has a significant 
impact on the secure operation of power systems. Accurate load forecasts will 
lead to appropriate operation and planning for the power systems, thus achieving 
a lower operating cost and higher reliability of the electricity supply.
Over the last few decades a number of forecasting methods have been de­
veloped. A variety of methods, which include similar day approach, various 
regression models, time series, neural networks, expert systems, fuzzy logic, etc. 
are used for short term load forecasting. The development, improvements and 
investigation of the appropriate mathematical tools will lead to the development
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of more accurate load forecasting techniques.
In general, the research approaches of STLF can be mainly divided into 
two categories: statistical methods and artificial intelligence (AI) based tech­
niques [5]. The former include multiple linear regression [18], stochastic time 
series [19], state space [20], Kalman filtering [21], etc.
Statistical methods usually employ a mathematical model that represents 
load as function of different factors such as time and weather. However, the 
statistical methods can predict the load curve of ordinary days very well, they 
lack the ability to analyse the load property of holidays and other anomalous 
days, due to the inflexibility of their structure.
In order to improve the performance of statistical STLF techniques in predict­
ing load patterns, researchers have focused much of their attention to AI based 
techniques, such as artificial neural networks [22], expert system [23], fuzzy in­
ference [24], radial basis function [25], etc. These methods try to imitate human 
beings’ way of thinking and reasoning to get knowledge from the historical data 
and forecast the future load.
Recently support vector regression (SYR), which is a very promising statis­
tical learning method, has also been applied to STLF with success [26]. Another 
method used for function regression is the Gaussian Process (GP) which is based 
on Bayesian modelling. The application of the GP to STLF problems in [27] has 
showed a high accuracy achieved especially at noisy environments.
Some main short term load forecasting methods can be introduced as follows.
2.2.1 Regression methods
Regression methods are widely used for electric load forecasting because they 
are relatively easy to implement. Regression methods normally assume that the 
load can be divided into a standard load component and a component linearly 
dependent on some explanatory variables such as weather and day type [1]. Of all 
the weather variables, the temperature is the most significant variable commonly 
used in regression analysis [28]. Other weather related variables such as humidity 
and wind speed can also be included in the model to provide a better forecasting 
results.
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Selection the proper input variables is the first step in performing regressive 
load method. The effect of each input variable can be identified by correlation 
analysis. The basic functional element is then formulated among the group of 
load affecting variables. The least square estimation technique is widely used to 
estimate the proper regression coefficients.
Haida and Muto [29] presented a r egress ion-based daily peak load forecast­
ing method with a transformation technique to deal with seasonal load change, 
annual load growth and the latest daily load shape.
Ramanathan et ol. [30] developed a regression model which applied to his­
torical data for the North American electric utility. The approach is a multiple 
regression model, one for each hour of the day (with weekends modeled sepa­
rately), with a dynamic error structure as well as adaptive adjustments to correct 
for forecast errors of previous hours. Its application to forecast hourly loads, for 
two years gives better performance than a wide range of alternative models.
El-Hawary and Mbamalu [31] describe a method to forecast short-term load 
requirements using an iteratively reweighted least squares algorithm. The pro­
posed model is applied to predict the Nova Scotia power corporation’s 24 hours 
ahead hourly load. The results obtained are compared with results obtained 
using the ordinary least squares procedure in order to show the superior perfor­
mance of the proposed approach. References [32, 33, 34], describe other appli­
cations of regression methods to load forecasting.
Although regression-based methods are widely used, they suffer from some 
drawbacks. There may be inherent problems in identifying the correct model 
because of the nonlinear and complex relationship between the load demand 
and the influencing factors [1]. In addition, regression-based methods may suffer 
from numerical instability.
2.2.2 Time series methods
Time series methods model the load demand as a function of historical data 
by assuming that the data follow a certain stationary pattern that depends on au­
tocorrelation, trends in the data, and daily, weekly and seasonal variations [28].
Time series have been used for decades in different fields such as digital sig-
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nal processing, economics, as well as electric load forecasting. In the literature, 
time series models appear in different forms such as Box-Jenkins, stochastic 
models, autoregressive moving average (ARMA), autoregressive integrated mov­
ing average (ARIMA), autoregressive moving average with exogenous variables 
(ARMAX), autoregressive integrated moving average with exogenous variables 
(ARIMAX), and state space models.
The basic idea in time series prediction of load demand is that the load 
value is assumed to be a combination of two components. The first component 
namely the basic component is a nonlinear function representing the periodic 
behaviour of load. This function depends only on the time of the day. The 
second component reflects the load deviation from normal load curve due to 
the environmental and random factors [1]. This deviation can be evaluated in 
terms of ARMA process. The effect of recent load data is introduced by the 
auto-regression term (AR) while the term moving average (MA) describes the 
current hour random component as a weighted random sequence from previous 
hours.
The combined model derived from above two principles (AR and MA) is 
called the autoregressive-moving average (ARMA) model. The ARMA process 
of order p and q can be expressed as follows [35]:
<h(B)yt = e(B)at (2.2.1)
where yt is the time series of load deviation component, at is a series of random 
variables in normal distribution (t — 1,..., A), N is the number of data points, 
B is the backward shift operator, &{B) = 1 — faB — faB2 — ... — (f)pBp is the 
AR operator, Q(B) = 1 ~ 6^ — Q2B2 — ... — 9qBq is the MA operator, p and q 
are the AR and MA order, respectively, ,
ARIMA is a generalisation of ARMA model, where it can be applied for the 
non-stationary time series. The basic ARIMA model can be written as:
HB)Vdyt = e(B)at (2.2.2)
where Vd = (1 — B)d is the backward difference operator and d is the difference 
order.
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The load series incorporates seasonal variation, so this basic ARIMA model is 
not suitable for describing the load time series [28], Therefore, the differencing 
with the period of seasonal variation (usually 24 for one day and 168 for one 
week) is required. The obtained model is called a seasonal ARIMA model and 
can be written as follows [35]:
<S>(B)<S>s{Bs)VdV%yt = 9{B)Qs(Bs)at (2.2.3)
where Vg — (1 — BS)D, S is the period of the seasonal variation and D is the 
seasonal difference order.
ARM A and ARIMA models use the time and load as the only input param­
eters. However, an external input variable, such as temperature in the case of 
load time series, can also be included in the model. Such a variant of the ARIMA 
model is called an ARIMAX model [36], and can in general be written:
$(£)Vdyt = w{B)u(t) + G(B)at (2.2.4)
where u(t) is the exogenous external variable (such as temperature) at time t, 
w(B) = wo+wiB-\-W2B2 + ...+wrBr is the exogenous external variable operator 
and r is the external variable order.
Amjady [19] uses ARIMA to forecast hourly loads of weekdays, as well as, 
of weekends and public holidays. The ARIMA is used to tune the unknown 
parameters using past values of the load demand and past values of the inputs, 
and then uses the model to forecast the load demand for unknown points of 
the operating system. The obtained results from extensive testing on the Iran’s 
power system network show the validity of the developed approach.
The evolutionary programming (EP) is used in [36] to identify the ARMAX 
model parameters for one day to one week ahead hourly load demand forecast. 
In [36], the temperature variable is incorporated in the ARMAX model as an 
exogenous variables. Forecasting results of the EP based identification method 
was verified to be superior to that of the traditional identification techniques.
Huang et al. [7] proposed a new particle swarm optimisation approach to 
identifying the ARMAX model for one-day to one-week ahead hourly load fore­
casts. A periodic autoregression model used by Espinoza et al. to develop a
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set of 24 seasonal equations with 48 parameters each [37]. The set of equations 
is extended to include exogenous variables that describe the temperature effects 
and the monthly and weekly seasonal variations. In [38], the seasonal autoregres­
sive moving average model is used in the comparison of univariate methods for 
prediction up to a day ahead using data obtained from 10 European countries.
The weakness in the time series methods is in the adaptability. If there is no 
change in the variables that affect load demand (such as environmental or social 
variables), time series methods can give satisfactory results. In reality, the load 
behaviour can change quite quickly at certain parts of the year, so the model 
can not adapt to the new conditions very quickly, even if model parameters are 
estimated recursively.
The treatment of the anomalous load conditions is another problem in time 
series methods. If the load behaviour is abnormal on a certain day, this di­
vergence from the normal conditions will be affect the forecasts in the future. 
Furthermore, time series methods require a significant computational time and 
may result in numerical instabilities because there is a need to use a large amount 
of historical data and a large number of complex relationships [1].
2.2.3 Neural networks
The use of artificial neural networks (ANN) has been a widely studied elec­
tric load forecasting technique since 1990 [39, 40, 41]. Neural networks are 
suitable for load forecasting because of their approximation ability for nonlin­
ear mapping and generalisation, its clear model, easy implementation and good 
performance [42].
Short introduction to neural networks
Artificial neural networks are mathematical tools based on models of bio­
logical neurons. Their basic unit is the artificial neuron. The neuron receives 
information through a number of input nodes, processes it internally, and puts 
out a response. The processing is usually done in two stages [43]. First, the 
input values are linearly combined, then the result is used as the argument of a 
nonlinear activation function. The combination uses the weights attributed to
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each connection, and a constant bias term. The activation function must be a 
nondecreasing and differentiable function; the most common choices are either 
the identity function, or bounded sigmoid (s-shaped) functions [5].
In practice network, the neurons are arranged in a relatively small number 
of connected layers of elements between network inputs and outputs. One of 
these arrangement types is the multilayer perceptron (MLP) type, in which the 
neurons are organised in layers which are input layer, output layer and some 
hidden layers (the layers between the input nodes and the output layer). The 
neurons in each layer may share the same inputs, but are not connected to each 
other. If the architecture is feed-forward, the outputs of one layer are used as 
the inputs to the following layer. The parameters of this network are the weight 
matrix (W).
The estimation of the weight matrix is called the training of the network, and 
is done by the minimisation of a loss function. The back-propagation training 
algorithm is the first devised training algorithm, which uses a steepest-descent 
technique based on the computation of the gradient of the loss function with re­
spect to the network parameters (that is the reason why the activation functions 
must be differentiable). Many other training algorithms such as Hopfield, and 
Boltzmann machine are now available [43].
STLF based on neural networks
Back propagation neural networks is the most popular artificial neural net­
work architecture for electric load forecasting. Back propagation neural networks 
use continuously valued functions and supervised learning. That is, under super­
vised learning, the actual numerical weights assigned to element inputs are deter­
mined by matching historical data (such as time and weather) to desired outputs 
(such as historical electric loads) in a pre-operational training session. Artifi­
cial neural networks with unsupervised learning do not require pre-operational 
training [28].
Bakirtzis et ai [3] developed an ANN based short term load forecasting model 
for the energy control centre of the Greek public power corporation. A fully con­
nected three-layer feedforward ANN and back propagation algorithm was used
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for training in the developed model. The historical hourly load data, tempera­
ture, and the day of the week are used as the inputs for the model to forecast 
load profiles from one to seven days.
Khotanzad et al. [44] described a load forecasting system known as artificial 
neural network short term load forecaster (ANNSTLF) which based on multi­
ple ANN strategies that capture various trends in the data. In the development 
model, they used a multilayer perceptron trained with the error back propagation 
algorithm and consider the effect of temperature and relative humidity on the 
load. ANNSTLF also contains forecasters that can generate the hourly temper­
ature and relative humidity forecasts needed by the system. A new generation of 
the above system was described in [45]. In the improved model, ANNSTLF con­
sists of two ANN forecasters, one forecasts the base load and the other forecasts 
the change in load. The final forecast is computed by an adaptive combination of 
these forecasts. Moreover, the improved model considers the effects of humidity 
and wind speed through a linear transformation of temperature.
Senjyu et al. [22] proposed a one-hour-ahead load forecasting method using 
the correction of similar day data. In this method, the forecasted load power is 
obtained by adding a correction to the selected similar day data. The correction 
is yielded from the neural network. Since the neural network yields the correction 
which is a simple data, it is not necessary for the neural network to learn all 
similar days data. Therefore, the neural network can forecast load power by 
simple learning. If the forecast day is changed, the neural network is retrained 
and it can obtain the relationship between load and temperature around the 
forecast day. Therefore, it is possible to deal with seasonal change by using the 
proposed neural network.
The electricity pricing is suggested as an additional term that can be included 
in the model in [14]. Naturally, price decreases/increases affect electricity con­
sumption. Large cost sensitive industrial and institutional loads can have a 
significant effect on loads. The Pennsylvania-New Jersey-M ary land (PJM) spot 
price data (as it related to Ontario Hydro load) is used in [14] as a neural network 
input. The results show that accurate estimates were achieved more quickly with 
the inclusion of price data.
Advanced Local Predictors for STLF
2.2 Classification of developed STLF methods 21
Some other researchers presented a three layer neural network for the fore­
casting of the next hour, peak and total daily load. Ramezani et al. [42] presented 
the development of three neural network based models for the forecasting of the 
next hour load, the next day load and the next day peak load. They used the 
multilayer perceptron (a feed-forward one) with three layer and back-propagation 
for off-line training. This model uses load profile and weather situation in input 
layer.
The ANN method, using data from the few weeks proceeding the target 
day as training data, can not accurately forecast seasonal trends mainly due to 
insufficient learning pattern, so Afkhami et al. [46] presented the development 
of an artificial neural network based short term load forecasting model. The 
purpose of this model is to forecast load accurately, using actual data from the 
same period of previous several years as training data in order to expand learning 
pattern. The ANNs described in this paper are multilayer perceptron structures 
designed to forecast the hourly load for 24 hours ahead. The back propagation 
has been for ANN training. Networks are trained using hourly historical Load 
data and daily historical max/min temperature and humidity data.
A conventional ANN model sometimes can suffer from a sub-optimisation 
problem. To improve the use of ANN in load forecasting, some researchers used 
other optimisation techniques. Ling et al. [47] proposed a novel neural network 
model which uses genetic algorithm (GA) in learning process. In this model two 
activation functions are used in the neuron and a node-to-node relationship is 
proposed in the hidden layer. This network model is found to be able to give 
better performance than the traditional feedforward neural network. A GA with 
arithmetic crossover and nonuniform mutation can help in tuning the parameters 
of the proposed network.
To create a superior forecasting method, Liao et al [48] proposed to use a 
fuzzy neural network (FNN) combined with a chaos-search genetic algorithm and 
simulated annealing (hereafter called the FCS method or simply FCS) to exploit 
the advantages of the two methods and, furthermore, to eliminate the known 
drawback of the traditional ANN trained by the back propagation method. This 
method is next put to the test for STLF using some data obtained from a study
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for various time periods, such as one year, one week, or 24 h. An extensive review 
and evaluation of neural network methodologies for short term load forecasting 
is provided in [5].
Although ANN based STLF methods are highly addressed in the literature, 
they suffer from some important drawbacks such as long training time and slow 
convergent speed. In addition, ANNs have multiple local minima problem when 
using with nonlinear systems because of the adoption of empirical risk minimi­
sation (ERM) principle. Moreover, there was no reliable theory to determine 
the structure of the network.
2.2.4 Expert systems
A successful application of AI methodologies applies specific knowledge and 
inference to simulate human reasoning in solving difficult problems. Expert 
Systems are computer software programs that solve problems in well-bounded 
problem areas (domain) that would require the knowledge and reasoning skills 
of an expert [17]. Expert systems are organised in three distinct levels:
• Knowledge base consists of problem-solving rules, procedures, and intrinsic 
data relevant to the problem domain.
• Working memory refers to task-specific data for the problem under con­
sideration.
• Inference engine is a generic control mechanism that applies the axiomatic 
knowledge in the knowledge base to the task-specific data to arrive at some 
solution or conclusion.
The organisation of these three levels shown in Fig. 2.3 [49].
The knowledge base constitutes the problem-solving rules, facts, or intuition 
that a human expert might use in solving problems in a given problem domain. 
The knowledge base is usually stored in terms of if-then rules.
The working memory represents relevant data for the current problem being 
solved. The inference engine is the control mechanism that organises the problem 
data and searches through the knowledge base for applicable rules. The devel­
opment of a functional expert system usually centres around the organisation of
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Figure 2.3: Organisation of the expert systems.
the knowledge base. A functional integration of expert systems components is 
shown in Fig. 2.4 [49].
The idea behind this algorithm is the utilisation of rule-based techniques 
derived from human experts; then, building a model that can emulate human 
reasoning and come out with decisions concerning a particular problem. For the 
load forecast problem, a possible method is to create the database associated 
with particular day types, social factors, and weather factors. Using an auto­
mated search process, the load pattern in a similar day can be predicted [49].
Ho et al. [23] described a knowledge-based expert system for short term load 
forecasting which developed for Taiwan power system. Operators knowledge and 
the hourly observations of system load over the past five years were employed 
to establish eleven day types, he developed algorithm also consider the weather 
parameters and gives better performance than the conventional Box- Jenkins 
method.
Rahman and Hazim [50] developed a short term load forecasting algorithm by 
combining the knowledge based expert systems and statistical techniques. The 
proposed method uses a limited set of historical data that resembles the target 
day. To make method site-independent, this data set is adjusted to location
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Figure 2.4: The functional integration of expert systems components.
specific conditions. Four different electric utilities in the United States were 
used to show the adaptiveness of the developed method. The authors analysed 
the knowledge acquisition and rule development process in implementing the 
expert system in a later paper [17]. The technique was tested in several sites 
in the United States with good forecasting performance. The load model, the 
rules, and the parameters presented in the paper have been designed using no 
specific knowledge about any particular site.
Hwang et al. [51] proposed a new practical knowledge-based expert system 
for short term load forecasting equipped with graphical user interface. The 
performance of the proposed method was tested using the load data of past 4 
years, the simulation results show that the forecasting accuracy is improved 
comparing to the conventional methods.
Although expert systems improve the accuracy of STLF, they have some 
drawbacks [52]. First, they suffer from lacks of common sense needed in some 
decision making. In addition, errors may occur in the knowledge base, and lead
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to wrong decisions. Finally, they can not adapt to changing environments, unless 
knowledge base is changed.
2.2.5 Integration of different algorithms
As there are many presented methods for STLF, it is natural to combine the 
results of several methods. Chen et al. [53] presented a novel similar day-based 
wavelet neural network method. The key idea is to use a similar day technique 
to select good input load, use wavelet to decompose the load into low and high 
frequency components, and then use separate neural networks to predict the 
different frequency components.
The combination of fuzzy logic and artificial neural networks creates a hybrid 
system that is able to combine the merits of each technique and overcome their 
drawbacks [54]. Chauhan et al. [55] presents a neuro-fuzzy hybrid system to 
forecast the hourly load. The author compare between two approaches the first 
one is ANN using back propagation algorithm and second one is neuro-fuzzy 
hybrid system considering type-2 fuzzy sets instead to type-1 fuzzy sets. The 
performance has been tested by one year load and temperature data. The results 
show that the performance of the system using neuro-fuzzy hybrid approach is 
better than conventional ANN.
Liao and Tsao [48] proposed a fuzzy neural network combined with a chaos 
search genetic algorithm and simulated annealing to forecast the electric power 
load profile. The author proposed this combination to exploit their advantages 
and, furthermore, to eliminate the known downside of the traditional ANN. 
To test the performance of proposed method, the author used two years load, 
temperature and rainfall index data. The results show that the proposed method 
is superior to other commonly used forecasting methods. Fuzzy inference was 
also used in combination with ANN [24] for one step ahead daily maximum load 
forecasting. A number of other papers in the literature describe applications of 
the neural fuzzy network to load forecasting [56, 57].
Mori and Kosemura [58] proposed a data mining method for discovering 
STLF rules. The method is based on a combination between the optimal regres­
sion tree and an artificial neural network. First, the proposed method classifies
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the load range into several classes, and decides which class the forecasted load 
belongs to according to the classification rules. Then the artificial neural network 
is used to predict one-step ahead loads. The proposed method is demonstrated 
with actual data and gave a good performance.
Li et al. [59] introduced a new method based on data mining to reflect the 
influence of weather factor on load. In this method, the decision tree is used 
to construct the model and used it to make short term load forecasting. The 
principle of maximum information plus which can reduce the complexity of deci­
sion tree was used to sort the test attributes during the construction of decision 
tree. Numerical results indicates that this method can improve the precision of 
forecasting.
The combined of support vector machine (SVM) method and similar day 
method for next day load forecasting has been presented in [60]. This method 
forecasts the load of next day using SVM. Then, the load curve of a similar day is 
selected to correct the curve forecasted by SVM, which can avoid the appearance 
of large forecasting error effectively. To evaluate the method proposed in [60] 
the practical power load data from China is used to predict the daily energy 
consumption 24-hour ahead and the final forecasting result was accurate and 
reliable. Cai and Min [61] proposed a novel method based on SVM using similar 
day’s load data as the training sample data for power load forecasting. The 
study in [61] used the city of Henan province China load data and compared 
the forecasting data with the operational data. The authors reported that the 
method can increase training efficiency by properly choosing the similar days.
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Chapter 3
Mathematical Background
The linear regression method is the simplest data modelling technique. It 
attempts to model the relationship between two variables by fitting a linear 
equation to observed data. In order to overcome the limitations of linear regres­
sion methods the nonlinear regression methods are used. However, the training 
time for the nonlinear regression methods are longer than linear regression. This 
happens because the nonlinear regression methods require many more training 
examples than linear regression.
The rest of this chapter is organised as follows: In Section 3.1 the basics of 
linear regression method are reviewed. Then the limitations of linear regression 
method is discussed. Section 3.2 presents an introduction of the nonlinear regres­
sion. Sections 3.3 outline the basics of RBF networks and its training techniques. 
In Section 3.4, the SYR method is presented and the kernel which is one of the 
characteristics of SVR is studied. The GP method and its prediction process are 
reviewed in Section 3.5. Finally, this chapter is concluded in Section 3.6.
3.1 Linear regression
Linear regression is a parametric regression method [62]. It refers to any 
approach to modelling the relationship between one or more variables denoted 
y and one or more variables denoted X, such that the model depends linearly 
on the unknown parameters to be estimated from the data. Given a dataset 
{yiiXijfLi, Xi = [^i,..., Xid]T, where N is the number of data points and d is the
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dimension of input space. Linear regression model assumes that the relationship 
between the variable y (target function) and x is approximately linear. The 
difficulty is that the sample can be corrupted by additive normal distribution 
noise. This noise distribution is a good approximation to many real world cases. 
The model takes the form [62]:
Vi =/3i%n + ■■■-h/3d%id += xf fl + i = (3.1.1)
or matrix form as follows:
y=f(x) = X0 + 6 (3.1.2)
where y is a vector whose itfl element is yi, X is & matrix whose ith row is x?7, 
(3 — [A., /?2) •••> Az]T are the unknown parameters to be estimated from the data 
and e.j are uncorrelated errors (noises) having zero means (E[e] — 0) and the 
same variance. Thus the dimensionality of X is iV x d.
Gauss’s theorem of least squares may be stated in the following form: the 
estimates = (/?i,/?2, Pd) of the parameters /?, which are linear in the ob­
servations and which minimise the mean square error of any linear function of 
the parameters, are obtained by minimising the sum of squares [35]:
Sm = = {y-X0)T{y-Xf3) (3.1.3)
The function S is known as the square loss function. The minimum of this 
loss function (S({3)) can be established by differentiating the square loss function 
(3.1.3) with respect to j3 and setting them equal to zero.
^& = 2(XTy-XTXIS)=0 (3.1.4)
yields the well-known ’normal equation’
XTXp = XTy (3.1.5)
therefore, the minimum least square estimator (3 is:
$ = {XTX)-1XTy (3.1.6)
The approximation function of the target function is:
f(x)=xrP (3.1.7)
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The linear regression requires fewer examples than nonlinear regression. There­
fore, its estimation of the parameters is faster than the nonlinear regression 
methods.
There are several limitation of the least square estimator. In many cases, 
the noise is not Gaussian distributed and the variance of the noise is varying. 
So, one may assume that the parameters /? are Gaussian distributed instead of 
assuming the noise is Gaussian, this assumption leads to the Gaussian Process 
(GP) regression algorithm [63].
Obviously, there are infinite functions that minimise the loss function (S(j3)), 
hence the estimation of the least square method is ill-posed. To solve this prob­
lem, various regularisation techniques can be applied in such cases. The most 
common of which is called Tikhonov regularisation [64].
In addition, the square loss function used in linear regression gives a heavy 
weight to a relatively small number of examples when the error is large. There­
fore, a small number of examples dominates the value of the loss function. To 
overcome this problem, support vector machine uses a special loss function [65].
3.2 Introduction to nonlinear regression
Nonlinear regression is a form of regression analysis in which the predictor 
does not take a predetermined form but is constructed according to information 
derived from the data. Nonlinear regression requires larger sample sizes than 
regression baaed on parametric models because the data must supply the model 
structure as well as the model estimates.
The general nonlinear regression model is written in a similar manner to the 
linear regression, but the function / is left unspecified:
Pi = + ei i = (3.2.1)
The object of nonlinear regression is to estimate the regression function / 
directly, rather than to estimate the parameters. Most methods of nonlinear 
regression implicitly assume that / is a smooth, continuous function [66]. More­
over, in the nonlinear regression, it is not restricted to approximation functions
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that have to be linear like linear regression. The approximation function is as­
sumed to belong to a class of functions such as a class of polynomial functions 
or a class of spline functions.
This assumption is added to the loss function through a constraint. So, the 
loss function of the nonlinear regression always involves two terms. The first one 
specifies the fitting of the data while the second one specifies the constraint of 
the functions.
There are many specific methods of nonlinear regression including kernel 
estimation [66, 67], local polynomial regression [66, 68], smoothing splines [69], 
K-nearest neighbours (KNN) regression [70, 71], etc. These all allow for great 
flexibility in the possible form of the regression surface and make no assumption 
about the parametric form of the model. However, many methods of nonlinear 
regression do not perform well when the number of independent variables in 
the model is large. The sparseness of data in this setting causes the variances 
of the estimates to be unacceptably large. The problem of rapidly increasing 
variance for increasing dimensionality is sometimes referred to as the “curse of 
dimensionality”.
3,2.1 Curse of dimensionality
The curse of dimensionality is the main practical problem of nonlinear regres­
sion estimation. It comes from the fact that all finite training samples are very 
sparse in the input space. The curse of dimensionality arises because nonlinear 
regression estimators are dependent variable averages local to the point at which 
the regression function is to be estimated. The number of observations ‘local’ to 
the point of estimation increases exponentially with the number of dimensions.
The curse of dimensionality problem can be overcome by restricting the target 
function / to a member of a class functions, hence restricting the complexity of 
the approximation function [72]. Suppose the parameters (3 have been estimated 
using the least square method, it can be shown that the expectation of the 
square distance between target function and the approximation function over
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the distribution of noise is [73]:
£(/(*-/W)2 = ^ (3-2’2)
which increases only linearly with the dimensionality of input space, where N is 
the number of data points, d is the dimension of the input vector (x) and <r2 is 
the variance. In general, the fixed basis function is considered as follows:
H
f(x) = (3-2.3)
i=l
where H is the number of basis function and ^ is a smooth nonlinear function. 
In this case, equation (3.2.2) can be rewritten as follows [73]:
et_2
£(/(X-7(x))2 = — (3.2.4)
There are many kinds of fixed basis function such as RBF, GP and SVM. 
These methods will be introduced in the following sections.
3.3 Radial basis function (RBF) networks
RBF network is the main practical alternative to the multi-layer perceptron 
(MLP) for nonlinear modelling. It achieves a smooth interpolation of scattered 
data in arbitrary dimensions and provides good approximations for multivariate 
functions [74]. RBF network is able to combine local representations of a multi­
dimensional space by using restricted influence zones of the basis functions. Due 
to its nonlinear approximation properties, RBF is able to model complex arbi­
trary mappings. The architecture of an RBF network is simple and consists of 
one hidden layer which performs the nonlinear mapping. The activation of the 
hidden units in an RBF network is given by a nonlinear function of the distance 
between the input vector and a weight vector [75].
There are a number of significant differences between RBF networks and 
MLPs [43]:
• The RBF generally has a simple architecture consisting of two layers of 
weights, in which the first layer contains the parameters of the basis func­
tions while the second layer forms linear combinations of the activations of
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the basis functions to generate the outputs. Whereas, the MLP often has 
many layers of weights and a complex pattern of connectivity. In addition, 
a variety of different activation functions may be used within the same 
network.
• The RBF network is typically trained in two stages where the basis func­
tions being determined first by unsupervised techniques then the second- 
layer weights subsequently being found by fast linear supervised methods. 
On the other hand, all of the parameters in the MLP are usually deter­
mined at the same time as part of a single global training strategy involving 
supervised training.
• The activation function of each hidden neuron in an RBF network com­
putes the distance (usually by using the Euclidean norm) between the input 
vector and the centre of that neuron. On the other hand, the activation 
function of each hidden neuron in an MLP network computes the inner 
product of the input vector and the weight vector of that neuron.
3.3.1 Radial basis function structure
The RBF network consists of three layers (input, hidden, output). Figure 3.1 
shows the basic structure of the RBF network. The hidden layer of the RBF 
network is nonlinear, while the output layer is linear.
Mathematically, the network output is the linear combination of the output 
for all hidden neurons which can be expressed for multi-input, multi-output 
network as follows:
M
2/JbW = 'Y^wki^i(\\x-ci\\)+wk0 (3.3.1)
where x is the input vector with elements x(i (where d is the dimension of the 
input vector), M is the number of nodes, </>;(.) are radial basis functions, q is 
the vector determining the centre of the basis function (pi, are the output 
layer weights, w^o is the biases and the norm (||.||) is typically taken to be the 
Euclidean distance. The basis function 4>(.) provides the nonlinearity and it will 
be discussed as follows.
Advanced Local Predictors for STLF
3.3 Radial basis function (RBF) networks 33
Bias
Inputs functions Output
Figure 3.1: Architecture of a radial basis function network.
3.3.2 Basis functions
There are several basis functions, which are recognised as having useful prop­
erties for RBF networks. Typical choices for the basis functions are the follow­
ing: [74]:
• Multiquadric:
0(r) = \/r2 + cr2 (3.3.2)
• Gaussian:
/ r2 \ (3.3.3)^ = expV"2^J
• Thin plate spline:
0(r) = r2 In r (3.3.4)
• Cubic:
0(r) = r3 (3.3.5)
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where r — ||x— c^[| and cr is the basis width or smoothing parameter, Gaussian 
basis function is local (gives a significant response only in a neighbourhood near 
the centre) with the property that </> —» 0 as |r| —> oo and is more commonly 
used than other types which have a global response.
3.3.3 Radial basis function training
The training process can be used to obtain the RBF network’s parameters. 
These parameters are the centre and the influence field of the radial function 
(the basis width, cr) and the output weight (between the intermediate layers 
neurons and those of the output layer). Training an RBF which is considerably 
faster than the methods used to train MLP is accomplished in two stages. In 
the first stage, an unsupervised learning procedure is used to choose the basis 
function parameters, while in the second stage a supervised method is used to 
optimise the output layer weights. These two stages are discussed below.
First stage (Unsupervised)
This stage is unsupervised and its aim is to choose the basis function centres 
Ci and, where appropriate, the basis widths ov The simplest procedure is to 
choose a subset of the data points at random and use them as the basis function 
centres. Another approach is to start with all data points as basis functions 
centres and then selectively remove centres in such a way as to have minimum 
disruption on the performance of the system [76].
The above techniques set the basis function centres only so that the widths 
of basis functions must be chosen using some other procedure. One heuristic 
approach is to choose all the widths to be equal and to be given by some multiple 
of the average distance between the basis function centres. This ensures that 
the basis functions overlap to some degree and hence give a relatively smooth 
representation of the distribution of training data. We might also recognise that 
the optimal width may be different for basis functions in different regions of 
input space [77].
A more principled approach for selecting a subset of the data points as ba­
sis function centres is based on the technique of orthogonal least squares. But
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this approach would be computationally intensive since at each step a complete 
pseudo-inverse solution for each possible choice of basis functions would be nec­
essary obtained .
A more sophisticated method is to divide the data into an appropriate number 
of clusters using clustering techniques and then to use the centres of these clusters 
for the basis function centres [75]. Moody et al. [78] use the i^-means clustering 
algorithm in which the number k of centres must be pre-determined.
Given a dataset consists of N d-dimensional input vector x in total, and we 
wish to find a set of k representative vectors c* where i = 1,k. The algorithm 
seeks to partition the data points x into k disjoint subsets Si containing data 
points, in such a way as to minimise the sum-of-squares clustering function given 
by [77]:
k
(3-3-6)
i—l z€Si
Then, the centre of the basis function can be estimated as follows [77],
c‘ = wT,x‘ (3-3-7)
* zeSi
When the centres have been established, the width of each basis function can 
be calculated [79].
ai = j[. “ c*)(x* ~ (3-3-8)
z£Si
Another method used to find the parameters is expectation maximisation 
(EM) method [80]. This technique is based on the analogy between the RBF 
network and the Gaussian mixture models. The basis function centres are de­
termined by fitting a Gaussian mixture model, while their widths are then set to 
be the largest squared distance between centres [79]. Also, it can be noted that 
the fc-means algorithm can be seen as a particular limit of the EM optimisation 
of a Gaussian mixture model [77].
Second stage (Supervised)
This stage is supervised and accomplished by solving a set of linear equations, 
the solution of which can be obtained by a matrix inversion technique such as
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singular value decomposition or by least squares [81], to compute the output 
layer weights and bias.
In equation (3.3.1) the biases w^o can be absorbed into the summation by 
including an extra basis function 4>q whose activation is set to 1:
M
yk(x) = ]T]wfci.0i(||x- Ci||) (3.3.9)
i=Q
This can be written in matrix notation as follows:
Y(x) = (3.3.10)
The weights can be optimised by minimisation the sum of square error be­
tween the actual output and the desired output of the network. Since the error 
function is a quadratic function of the weights, its minimum can be found in 
terms of the solution of a set of linear equations.
$T<f>W = §TYd (3.3.11)
where Yd is the desired output (target) matrix.
If (I^T is square and non-singular, the optimal solution for the weights, with 
fixed basis functions, can be written as follows:
PK = (^ty-^Yd (3.3.12)
The pseudo-inverse can be used to avoid problems due to possible ill-conditioning 
of the matrix O. So, equation (3.3.12) can be rewritten as follows:
W = $+$TYd (3.3.13)
where denotes the pseudo-inverse of which can be defined as follows:
$+ = lim $T($T$ + vl)-1 (3.3.14)
v—*0
where I is the unit matrix. Thus, the weights can be found by fast, linear matrix 
inversion techniques.
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3.4 Support vector regression (SVR)
Support vector machine (SVM), which is proposed by Vapnik and his research 
co-workers [82, 83], is a novel powerful machine learning method based on statis­
tical learning theory (SLT). SVM replaces the ERM principle which is generally 
employed in traditional artificial neural network, by structural risk minimisa­
tion (SRM) principle. The most important concept of SRM is the application 
of minimising an upper bound to the generalisation error instead of minimising 
the training error. Based on this principle, SVM will be equivalent to solving a 
linear constrained quadratic programming problem so that the solution of SVM 
is always unique and globally optimal.
Originally, SVM has been developed for solving the classification problems 
and achieved good performances [84, 85, 86, 87]. With the introduction of Vap- 
nik’s e-insensitive loss function, SVM has been extended to solve the regression 
problems, called support vector regression (SVR) [88]. Recently, SVR has been 
applied to various applications with excellent performances [89, 90, 91]. The 
SVR has shown a high accuracy achieved when applied to solve the STLF prob­
lem [26, 92].
3.4.1 The basic idea of SVR
Suppose there is a set of training data {xj, where each Xi 6 denotes 
the input space of the sample and has a corresponding target value ?/; e 5ft for 
i = 1,..., V, where N corresponds to the size of the training data.
SVR looks for an approximation function /(x) that has at most s deviation 
from the targets for all the training data and is as flat as possible for good 
generalisation. This means that, we do not care about errors as long as they are 
less than the s deviation.
Let the function /(x) is linear as follows:
/(x) = (iu, x)-|-5 (3.4.1)
where (.,.) denotes the dot product, w contains the coefficients that have to be 
estimated from the data and 6 is a real constant.
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The flatness of the function (3.4.1) implies seeking a small u?, through min­
imising the square norm ||in||2. Minimising ||w||2 — (w,x) is equivalent to max­
imising the distance between the data point and the approximation function [88].
The coefficients w and b can thus be estimated by minimising the regularised 
risk function [93].
1 C N 1
Rsvr^= Remp+ ^\\w\\2 = L£(yiJ (xi)) + -\\w\\2 (3.4.2)
i=l
where Rsvr and Remp represent the regression and empirical risks, respectively 
while L£('i/i, f(xi)) is e-insensitive loss function. C is the regularisation constant 
which determines the trade-off between the flatness of / and its accuracy in 
capturing the training data.
In the regularized risk function given by equation (3.4.2), the regression risk 
(test set error), Rsvr, is the possible error committed by the function / in 
predicting the output corresponding to a new (test) example input vector. In 
equation (3.4.2), the first term ^ /(xi)) denotes the empirical er­
ror (termed “training set error”), which is estimated by the e-insensitive loss 
function. The second item, !||u;j|2, is the regularization term.
To estimate w and 6, equation (3.4.2) is converted to the primal function 
by introducing slack variables &,£*. Hence we have the following optimisation 
problem for SVR [82]:
min
N
+ <?£(& + £)
t—1
(3.4.3)
Vi - (w, Xi) -b <£ + f*
subject to < (W}+b-yi < e + &1 >0
where & is the lower training error ( £* is the upper) subject to the e-insensitive 
tube. SVR avoids under-fitting and over-fitting of the training data by minimis­
ing the regularisation term ^ ||u;|j2 as well as the training error C (& + £*)• 
The e-insensitive loss function which introduced by Vapnik [82] enforces the dis­
tance between the approximation function and the examples no more that e.
Advanced Local Predictors for STLF
3.4 Support vector regression (SVR) 39
This loss function is shown in Fig. 3.2 in which the slope is determined by C 
and defined as follows:
ifi.=
0 if |£| < e 
| <5; | — e otherwise
(3.4.4)
Figure 3.2: The ^-insensitive loss function.
3.4.2 Primal and dual optimisation
The Lagrange multipliers technique can be applied to solve equation (3.4.3) 
as follows [84]:
^ N N
L = ^ ihi2+£^(&+c)+
t=l t=l
N • N
+ 2/i - (W’xi) -b)~ + r)*£*) (3.4.5)
i=l i=l
Here L is the Lagrangian and ai,a*,Tji and ij* are Lagrange multipliers with:
^oc*,r}U7]* > 0. (3.4.6)
Equation (3.4.5) is known as the primal objective function. The solution of 
this function is obtained by solving the dual objective function when the gradient 
of L with respect to re, b, £, and £* is equal to 0, therefore, we have
^ = f>* - ai) = 0 (3.4.7)
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dL— = TO - ^(a< - Of)* = 0
i—1
(3.4.8)
dL „
(3.4.9)— = C-Oti-TH = 0
9L „ . .g^ = C-ai-rii=0 (3.4.10)
By substituting equations (3.4.7)-(3.4.10) into (3.4.5), the dual optimisation
function can be obtained as follows:
max
ai.oti
Ey=i(«i - “i)K- - a'j) (xi,*}) 
-^EfciK + «i) + EbiVifo - «*)
subject to Ei!=i(«i “ «i) = o
a*) G [0, C]
(3.4.11)
In deriving equation (3.4.11) the dual variables ?■/* were eliminated through 
conditions (3.4.9) and (3.4.10) (^ — C — cti and 77* = C —a|), as these variables 
did not appear in the dual objective function anymore but only were presented 
in the dual feasibility conditions. Therefore, the support vector expansion comes 
from equation (3.4.8) which can be rewritten as follows [88]:
N N
W = ~ ai)Xi tllUS f(X) = («» _ “i ) {Xi* x) + b (3.4.12)
i=l
In order to calculate b, the Karush-Kuhn-Tucker (KKT) conditions can be 
used [94, 95]. These conditions will be stated in the SVR optimisation subsection. 
Allowing inequality constraints, the KKT approach to nonlinear programming 
generalises the method of Lagrange multipliers, which have allowed only equality 
constraints. The KKT conditions state that the product between dual variables 
and constraints has to vanish at the optimal solution.
atte + &-yi + (w, Xi) + 6) = 0 (3.4.13)
ai (£ + S' “ Vi ~ (w, Xi) - 6) - 0 (3.4.14)
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and
(<7-04)6 = 0 (3.4.15)
(C-a?)£ = 0 (3.4.16)
Consequently, when cti,a* G (0,(7), we have — 0. This allows us to 
conclude that
b — yi — {w,Xi) - e for at G (0, C) (3.4.17)
b = yi - {w,Xi) + e for o:| € (0, C) (3.4.18)
From equation (3.4.13) and equation (3.4.14), the Lagrange multipliers are 
nonzero only if \ f(xi) ~ yi\ > £. Therefore we have a sparse expansion of w in 
terms of jq. The examples correspond to the nonzero Lagrange multipliers are 
called support vectors (SV). The support vector expansion can be rewritten as 
follows:
N
f(x) ~ " a*) (xt> x) + b= £ (ai - ai) (Xiix) +b (3.4.19)
i=l ieSV
The equivalence between SVR and sparse approximation has been pointed 
out by Girosi [96] where the same solution can be obtained from both SVR and 
spars approximation by solving the same quadratic programming problem.
3.4.3 Nonlinear SVR
The next step is to make the support vector regression algorithm nonlinear. 
This could be achieved by using a nonlinear mapping (0) to map the low di­
mensional input space into a high dimensional feature space (JF) (Fig. 3.3) via 
a function, c/> : 31Ci! —> T. Then the following estimate function is used to make 
linear regression in that feature space [65] as:
/(x) = (io, 0(x)) + b (3.4.20)
where (f>(x) denotes the high dimensional feature space which is nonlinearly 
mapped from the input space, w contains the coefficients that have to be es­
timated from the data and 6 is a real constant.
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Input space Feature space
(a) (b)
Figure 3.3: Transformation process illustration of a SVR model. A nonlinear 
mapping function 0(x) defined to mapping a nonlinear problem in two dimen­
sional input space (a) to linear problem in two dimensional feature space (b).
Figure 3.4 shows an example of a nonlinear regression function with an e- 
insensitive loss function. The variables measure the cost of the errors on 
the training points. These variables are equal to zero for all points inside the 
e tube [65].
Figure 3.4: The e-insensitive loss function for a nonlinear regression function. 
The solid line is the approximation function and the dashed line is the contour 
of the margin. The points lying on or outside the £ tube are support vectors.
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The nonlinear SVR solution based on e-insensitive loss function is given 
by [43]:
max
ai.a*
2 (Vi ) (T? ) Q iXi t X3 )
~e ) + J2i=l yi(ai ~ ai)
subject to Eiiifo - = o
aii at € [0, C]
(3.4.21)
where Q(xi) xj) = ((p(xi)i (Kxj)) 18 the kernel function that is the inner product 
of the points 4>(xi) and 4>(xj) mapped into feature space.
The two parameters C and e are free parameters selected by the user. The 
complexity of SVR method depends on these parameters, therefore they must 
be tuned simultaneously. The regression output takes the following form [43]:
N
/ W = - x) + b= ^2 (Qi ~ a*)Q(xi>x) + b (3.4.22)
i=l ieSV
The e-insensitive loss function is attractive because unlike to quadratic and 
Huber cost functions, where all the data points will be support vectors, the 
algorithm solution can be sparse [97].
We can briefly review the basic properties of the SVR algorithm for regression 
as described so far. First, the input low dimensional input space (for which a 
prediction is to be made) is mapped into a high feature space by a map (j). 
Then dot products are computed with the images of the training patterns under 
the map (ft. This equivalents to calculating kernel functions. Finally, the dot 
products are added up using the weights. This, plus the constant term b yields 
the final prediction output.
3.4.4 Kernel function
As stated, the nonlinear SVR utilises the fact that the kernel Q(xZ} Xj) be­
comes a dot product on the feature space T in contrast to a dot product of the 
input space of the linear case. The dot product on the feature space is denoted 
as (</)(x^), ^(xj))^. The idea of the kernel function is to enable operations to 
be performed in the input space rather than the potentially high dimensional
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feature space. Therefore, the inner product does not need to be evaluated in the 
feature space [97],
The following theorem of functional analysis which based upon Reproducing 
Kernel Hilbert Spaces [96, 98] shows that an inner product in feature space has 
an equivalent kernel in input space (equation 3.4.23) which provided certain 
conditions hold.
Q(*i>Xj) = (<K*;)><Kxj)) (3.4.23)
If Q is a symmetric positive definite function, which satisfies Mercers Condi­
tions [82, 99],
CO
Q(xi>Xj) = ^2az(l)z{xi)(l)z{xj), where az>0 (3.4.24)
and
/ / Q(x-i, Xj (xj)dxidxj > 0, where ,ip2(x)d(x) < oo (3.4.25)
then the kernel represents a legitimate inner product in feature space.
There are different types of kernel functions that satisfy Mercers conditions 
for SVR. They can be defined as follows [83, 97]:
• Linear kernel: The linear kernel is the simplest function of all kernel func­
tions.
Q^xj) - (xi.xj) (3.4.26)
• The Gaussian radial basis function kernel:
Q{xi> xj) = exP (-'^2o-2^ ) (3.4.27)
• The polynomial kernel: A polynomial kernel of degree p is defined as:
Q(xi,xj) = {(xhxj) + 1Y (3.4.28)
• The hyperbolic tangent kernel:
Q(xi, Xj) — tanh(scale (xi, Xj) + offset) (3.4.29)
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• The Laplace radial basis function kernel:
Q(xi,x:f) = exp (3.4.30)
• The linear splines kernel:
1 + (xi,Xj) 4- (xi, Xj) min(xi, Xj) - Xt ^ Xj (min(x^ Xj))2 
+i(min(xiJXj))3 (3.4.31)
• The Additive kernels: More complicated kernels can be obtained by form­
ing summing kernels, since the sum of two positive definite functions is 
positive definite.
Q(xi, ^j) = xj) (3.4.32)
£
The Gaussian and Laplace radial basis function kernels are general-purpose 
kernels used when there is no prior knowledge about the data. Whereas, The 
linear kernel is useful when dealing with large sparse data vectors as is usually 
the case in text categorisation. In addition, the polynomial kernel is popular in 
image processing [100].
3.4.5 SVR optimisation
In the e-insensitive loss function SVR algorithm, a large quadratic program­
ming (QP) problem (equation 3.4.21) must be solved which gives a unique global 
minimum. This QP problem can be expressed in matrix notation as follows:
min ^rpTQ/3 4 cTfi (3.4.33)
2
where
subject to
A/3^Q
a*, a* € [0,C], i — 1, ■■■> A-
P =
ou
al
c — £ 4 y 
£-7
Q ~
Q Q
A = {1, 1,
N N
(3.4.34)
(3.4.35)
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y- hi, ■■■,yN]T and Q - Q^Xj) for i,j = 1,N.
According to Fletcher [101], when Q is a positive definite matrix and the 
constraints of equation (3.4.21) are linear, the solution of equation (3.4.21) must 
satisfy the KKT conditions as follows [94, 95]:
A = 0 <=> ydi > 1,
0 < A < C &yifi = 1, (3.4.36)
A = C <=> ydi < 1,
where A = f(xi) is the output of the SVM for the ith training example.
Two algorithms will be introduced to solve the large quadratic programming 
problem. They are Decomposition Algorithm (DA) [102] and Sequential Minimal 
Optimisation (SMO) [103, 88].
Decomposition algorithm
The Decomposition Algorithm (DA) solves a sequence of small quadratic 
programming sub-problems instead of solving the large quadratic programming 
problem at once [102]. It is based on the observations that a sequence of 
quadratic programming sub-problems which at least always contains one ex­
ample violating the KKT conditions will eventually converge to the optimal 
solution [104]. Osuna [104] suggested keeping a constant size matrix for ev­
ery quadratic programming sub-problem, which implies adding and deleting the 
same number of examples in each iteration.
In the DA algorithm, the index of the training set is partitioned into two 
sets. The first one is called a working set (G) while the second on is called a 
correcting set (E). So, /?,y, c and Q from equation (3.4.33) can be arranged 
properly as follows:
/3 =
A?
Pe
CG
, y =
Tg Q =
Qgg Qge (3.4.37)
. CE . . ys. . Qeg Qee _
The dual objective function can be rewritten involving the two sets G and E 
as follows:
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1
mil} gPcQGGpG ~ 0g{cgQge(3e) (3.4.38)
subject to (
l 0 < < c
where G is a column vector with all elements equal to C.
At each step, n elements exchange between set G and set E where at least 
one variable violating the KKT conditions is moved from E to G. Then the 
sub-problem (3.4.38) which involving the new working set is solved. The cycle 
repeats until no example violates the KKT conditions. Note that n is arbitrary.
Sequential minimal optimisation
Sequential Minimal Optimisation (SMO) is a special case of the DA. The 
SMO was derived in [103] and applied to text categorisation problems. Then, 
Smola et al. [88], has generalised SMO for solving the regression problems.
The SMO is derived by taking the idea of DA to its extreme and optimising a 
minimal set of just two points at each iteration {n — 2). The advantage of SMO 
comes from the fact that the optimisation problem for two data points admits 
an analytical solution, eliminating the need to use an iterative QP solver, which 
is hard to program, as a part of algorithm.
Unfortunately, keeping the size of working set equal to 2 leads to more sub­
problems which need to be solved by using SMO, but each sub-problem can be 
solved very quickly due to the existence of analytical solutions. So, the overall 
training time of the SMO is less than the DA. In addition, the SMO does not 
require extra matrix storage due to the fact that the QP sub-problem can be 
solved analytically.
There are two main components of SMO [103]. They are the analytical 
solution for the sub-problem and a heuristic strategy for choosing which two 
examples are to be optimised which corresponds to exchanging two examples 
from G to E and reverse. The implementation of the SMO is straightforward. 
The details and pseudocode of the SMO for regression can be found in [88].
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3.5 Gaussian process (GP)
The Gaussian process (GP) [105] has provided a promising nonlinear Bayesian 
approach particularly suited to regression problems since in these circumstances 
the posterior distribution of the parameters can be computed analyticaly [106, 
27, 107]. The important advantage of GP over other non-Bayesian models is 
its explicit probabilistic formulation, which gives the ability to infer model pa­
rameters such as those that control the kernel shape and the noise level [75]. 
The Bayesian analysis of forecasting models is difficult because a simple prior 
distribution over parameters implies a complex prior distribution over functions. 
GP is flexible enough to represent a wide variety of interesting model structures, 
many of which would have a large number of parameters if they were formulated 
in more classical fashion [27]. In this section, the probabilistic approach to solve 
the regression problem is reviewed [63, 108].
3.5.1 Definition of Gaussian process
The idea of using Gaussian processes directly was inspired by investigations 
by Neal [109] into priors over weights for neural networks. Suppose there is a 
dataset Dn — (x.;, v/iiHx where each x.; <E denotes the input space of the
sample and has a corresponding target value yi £ 5ft for i — 1,TV, where 
N corresponds to the number of data points. Consider a RBF network with 
fixed basis functions given by equation (3.3.1) where the weights are all given 
zero mean Gaussian priors (A/*(0, cr^I) and the outputs are all given zero mean 
Gaussian noise.
In general, regression can be regarded as the conditional probability of the 
weights (w) on the data (i.e. P(w\DN)). According to the Bayesian method, 
the posterior distribution of the weights is given by [75]:
P(Dn\w)P(w)P(w\Dn) (3.5.1)P(Dn)
where P(D^\w) is the maximum likelihood of the data, P(w) is the prior proba­
bility of w and P(D^) is a normalisation constant P(D^) = f P(D]^\w)P(w)dw. 
Therefore we have,
P(u)\Dn) oc P(L>]y\w)P(w) (3.5.2)
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When the distribution of the w is normal with zero mean, we have:
-N
P{w) = A exp — w
2'kg2 ) ^ ^ 2(t2
Substituting equation (3.5.3) into equation (3.5.2), we have [72]:
P(ta|Z)jv) cc ( 27rcr2)
-N
2
exp •(llyiv-7(^iv)ll2 + lh|l2)
2f72
(3.5.3)
(3.5.4)
where = {xf,Jtj)-}, yN = {vi^-^Vn} and / is an approximation func­
tion with coefficients (w). Therefore, the maximum of the logarithm posterior 
probability distribution is equivalent to maximising ily^ - /PC/v)|]2 + IMI2- 
It is convenient to rewrite the problem (3.3.1) in matrix form as in equation 
(3.3.10), where the fixed basis function is given as:
for i = 1,...,^ and j = 1, ...M (3.5.5)
where 4>j is the jth fixed basis function, N is the number of data points and M 
is the number of basis functions. Let yd = {ydi}fLi is the desired output (target) 
vector which are generated by Gaussian noise (e) of variance (o2) added to the 
model output (yN) and e G A/"(0, a2). Then the distribution of yd is normal with 
zero mean and the covariance matrix of yd is [72]:
Qn = (VdYd) = (§wwT$T) = crl§§T (3.5.6)
From the above analysis, it can be seen that the probability distribution of 
Yn is:
P(Yd) ~ N(0) Qn + o’2!) = A/*(0, Cjv) (3.5,7)
where Cjv — Qn P a2I.
The GP employs a covariance matrix which is equivalent to using an infinite 
number of basis functions investigated in [109]. Therefore, the GP has a further 
merit compared with the MLP and RBF networks because these networks can 
only employ a limited number of neuron functions.
3.5.2 Predicting with Gaussian process
The prediction using the GP is specified by a conditional probability dis­
tribution P(yN+i\xN+u Dn) of output yN+i given a test input x^+1 and a set
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of N training points (D^). The prediction of t/jv+i is denoted by yN+i and is 
described by:
P(yN+i\xN+u Dn) oc exp (-^(yN+iC^y^ - (3.5.8)
where is the inverse of the (N + 1) x (AT -|- 1) covariance matrix of 7^+1
(yjv+i = {2/ij —j Vn, Vn+i})-
The covariance matrix is always in the full rank due to the additive term 
a21. To overcome the computational time problem of calculating the inverse of 
(N -f-1) x (N 1) matrix, the covariance matrix Cm+i and its inverse C^l+1 can 
be partitioned as follows [75]:
Cn+i —
CN
TV
V
1
5
CT
(3.5.9)
where Cm denotes the N x N covariance matrix of the training data, rj denotes 
the TV x 1 covariance between the training data and un+i and 7 denotes the 
variance of Un+i-
According to the partitioned inverse equations, the elements of may be 
written as follows [110]:
« = (7 - T^at17?) 1
C - -nCj^r}
C = CJ + kcT (3.5.10)
K,
Using equation (3.5.9) and equation (3.5.10), the prediction of the GP is in 
the recursive form:
and
P(yN+i\xN+i, Dn) = exp
(Vn+i ~ Vn+i)' 
2cr|VN+l
Vn+1 = vCf/yM cr2 - 7 - 'N
(3.5.11)
(3.5.12)
where Z is a normalised constant.
In contrast to classical methods, by using the GP, we obtain not only a point 
prediction but a predictive distribution. This advantage can be used to obtain 
the prediction intervals that describe a degree of belief of the predictions.
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The covariance matrix of the GP, which is a kind of kernel function, only 
needs to be positive definite. Therefore, the GP approach is more flexible for 
selecting kernel function than SYR in which the kernel function should satisfy 
the Mercer condition. The advantage of the GP is that the covariance matrix 
being positive definite is not sufficient for the existence of the high dimensional 
feature space. Consequently, the solution with the covariance matrix will not 
give a sparse approximation to the target function.
3.5.3 Covariance function
The covariance function plays a key role to construct GP. It is chosen such 
that the correlation between the different training examples is expressed. In this 
thesis, the squared exponential covariance function is used which can be defined 
as follows [75]:
(3.5.13)
where d is the dimension of the input variables, cii, v0 and b are the hyper­
parameters of the covariance function which are determined using the maximum 
likelihood method, b represents the bias that controls the vertical offset of the 
GP, while vq controls the vertical scale of the process. The ai parameters allow a 
different distance measure for each dimension, many other choices of covariance 
functions are available. They have been reviewed in [75, 111, 112].
3.6 Conclusions
In this chapter the basics of linear regression method and its limitations are 
discussed. These limitations can be overcome using various nonlinear regression 
methods. The curse of dimensionality which is the main practical problem of 
nonlinear regression estimation and how to overcome it are also discussed in 
this chapter. In addition, the mathematical foundation for the three nonlinear 
regression methods utilised in this thesis, ie. RBF, SVR and GP, are introduced.
The implementation of SRM principle makes SVR superior to the others that 
employ ERM principle during the training, such as RBF. Moreover, in contrast
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with RBF, the SVR’s solution is always unique and global optimal. In addition, 
the GP method can achieve better performance than SVR in noisy environment. 
The reason is that the GP is based on Bayesian modelling and assumes that the 
parameters of the regression model are determined according to a probability 
distribution while the SVR is basically a point prediction method.
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Chapter 4
Local Prediction Method for 
Short Term Load Forecasting
4.1 Introduction
Accurate forecasting of electricity load is one of the most important issues 
in the electricity industry. It is essential part of an efficient power system plan­
ning and operation. This chapter presents and compares three local predictors 
for STLF. They are based on the existing RBF networks, SYR and GP, and 
employ the coordinate delay method (CD) for time series analysis and data pre­
processing. Local prediction makes use of similar historical data patterns in the 
reconstructed phase space to train the regression algorithm.
Three real world datasets are used to compare the performance of the pro­
posed three local predictors with their global versions and simple two benchmark 
methods. It is demonstrated that the proposed local prediction framework sig­
nificantly enhances the STLF accuracy.
The rest of this chapter is organised as follows: In Section 4.2 the basics of 
time series reconstruction are reviewed. Section 4.3 presents the local predictor 
framework for short term load forecasting. Experimental results obtained for 
STFL problems and their comparisons with other methods are presented in 
Section 4.4. Finally, this chapter is concluded in Section 4.5.
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4.2 Phase space reconstruction of time series 
based on CD method
Nonlinear time series analysis and prediction has become a reliable tool for 
the study of complicated dynamical environments and measurements. Phase 
space reconstruction is the first step in nonlinear time series analysis.
With further scrutiny, one can notice the complexity of the historical load 
data and the uncertainty of the influencing factors such as weather, economical, 
and random factors. This encourages us to apply the time series phase space 
reconstruction method to the power load forecasting.
A commonly used phase space reconstruction method in the analysis of the 
nonlinear time series is the CD method which is based on the embedding theorem 
developed by Takens [113] and Sauer et al. [114]. The theorem looks at the one 
dimensional nonlinear time series as compressed information of higher dimension 
and in this way its features can be extracted by extending one dimensional time 
series to higher dimensional one.
Takens embedding theorem [113] gives theoretical foundation for analysis of 
time series which is generated by nonlinear deterministic dynamical systems. 
Then Sauer et al [114] shows a phase space can be reconstructed from an uni­
variate nonlinear time series.
For the univariate time series, the theorem regards an 1-dimensional time 
series x(t) for t = 1,2, ...,1V, where N is the length of the dataset, as com­
pressed higher dimensional information and, thus, its features can be extracted 
by extending x(t) to a vector X(t) in a d-dimensional space as follows:
X(t) — [x(t))x(t-hrn)ix(t + 2m))...,x(t + (d— l)m)]T (4.2.1)
where d is called the embedding dimension of the system and m is the delay 
constant. In order to obtain an appropriate model reconstruction, it is necessary 
to estimate d and m.
The phase space reconstruction gives not only a picture of the phase space 
trajectory in the embedded space similar to the actual trajectory of the true 
system, but preserves the original attractor’s dynamics such as the Lyapunov
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exponents of the attractor and geometrical invariants such as the eigenvalues of 
fixed points and the fractal dimension of an attractor.
In the following two subsections, a method for calculating the embedding 
dimension and time delay constant is reviewed.
4.2.1 Estimate the embedding dimension
Let a scalar time series is a projection from the d-dimensional state space of 
a system. The states of the original system are overlapped due to the projection 
from the states to the time series, A multi-dimensional reconstructed state space 
which is an image of the original system is defined to unfold the overlapped 
states of the original system from a given time series. According to Sauer’s 
theorem [114], all overlapped states of the trajectory are eliminated when the 
embedding dimension d > 2do, where do is the box-counting dimension of the 
attractor.
In practice, there are several methods of estimating the embedding dimen­
sion such as correlation dimension method [115] singular value decomposition 
method [116] and false nearest neighbour method [117]. In this thesis, the cor­
relation dimension method is used to determine the embedding dimension. It is 
the most popular method for determining the embedding dimension because of 
its computational simplicity.
The correlation dimension D2, which is an estimation of the attractor dimen­
sion do, is defined in the following way. Firstly, the correlation integral is given 
by:
c w = 0, ft2,, H £ 0 (r - iix‘ - **11) (4-2-2)
1) t=1 p=£+i
where N = N — (d — l)m is the number of embedded data, N is the number of 
data points, xt, xp are vectors in the multidimensional space, r is a radius within 
which distance between xt and xp are tested for proximity and 0 is the Heaviside 
step function:
1 if £ > 0 
0 otherwise
(4.2.3)
It is shown that [115] for sufficiently small r and sufficiently large N, D2 can be
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evaluated from the slop of the curve InC'(r) versus In r in a linear scaling region 
as:
In nfr1^
(4,2.4)B2 = limln(7(r)r-»o hi r
Prom equation (4.2.4), we can notice that the correlation dimension depends 
on the size of r. When r is small, the behaviour of the correlation dimen­
sion is dominated by the characteristics of the noise, which has infinite dimen­
sion [118]. Suppose that D2(rmin, rmax) denote a range of correlation dimensions 
corresponding to a range of radii (rmin}rmax). The correlation dimension is de­
termined such that D2(rmin,rmax) is a constant over a number of embedding 
dimensions exceeding [2D2(rmin, rmax) + 1] [119].
4.2.2 Estimate the time delay constant
In order to use the coordinate delay method, it is necessary to choose the time 
delay constant (m). A natural choice of m is the first minimum of the autocor­
relation function such that each coordinate is linearly independent. In contrast 
to the autocorrelation function which measures only the linear dependence, the 
mutual information measures the general (linear and nonlinear) dependence of 
each coordinate. Therefore the mutual information provides a better criterion 
for the selection of m.
The mutual information from a time series proposed by Fraser et al. [120] 
can be defined as follows:
Id(m) = dHQ - Hd(m) (4.2.5)
where
1 9
Hd(m) - E In Pr(xi(m)) (4.2.6)
N £=1
where d is the embedding dimension, N = N — (d — l)m is the number of 
embedded data, N is the number of data points, Pr(xi(m)) is the probability to 
find other d-dimensional Xj within a sphere of radius r centred around the state 
vector Xi and H0 is equal to Hd when d = 1.
The Fraser’s algorithm is difficult to implement and has been applied to a 
two-dimensional case only. So, a better algorithm has been proposed by Liebert
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et ol. [121] as follows: the first minimum of I dim) is equal to the first minimum 
of In(C'i), where Cf — lim^i and is in turn defined as:
(4.2.7)
where N is the number of embedded data and Pr(xi) is the probability to find 
other d-dimensional Xj within a sphere of radius r centred around the state vector 
X{ and can be defined as follows:
Pr(xi) = i 0 [r - |xi - Xj|] 
N
(4.2.8)
4.3 Local prediction method
In global predictors, a prediction model is trained based on the entire data
history and used to predict the load at a specific time with a fixed data window.
To overcome the drawbacks of the global predictors, the local predictors can be 
used [89].
In last few decades, the local predictor approach has interested many re­
searchers to solve the nonlinear time series prediction problem such as [122, 123]. 
McNames, et ol. [124] introduced the local averaging model for time series pre­
diction. This method which can be used with smaller neighbourhoods, is more 
stable and often more accurate than local linear model for very short dataset. 
Therefore, this model was used in [124] to generate the winning entry of the 
K. U. Leuven time series prediction competition. Lau, et al. [89] combined the 
strength of SVR and local predictor. The proposed algorithm, gave a better 
prediction results than other local models when it is applied to nonlinear time 
series prediction.
Local prediction is concerned with predicting the future based only on a set of 
K nearest neighbours in the reconstructed embedded space without considering 
the historical instances which are distant and less relevant. Predictions of this 
kind are to establish a curve for the most recent data, and then make predictions 
based on the established curve. Local prediction constructs the true function by
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subdivision of the function domain into many subsets (neighbourhoods). There­
fore the dynamics of time series can be captured step by step locally in the phase 
space and the drawbacks of global methods can be overcome.
In general, the proposed algorithm consists of four stages. The first stage 
reconstructs the time series using the embedding dimension and the time delay 
constant. The second stage finds the K closest vectors, or nearest neighbours, of 
observed variables in the dataset for each query vector. The model is constructed 
in the third stage using only the K nearest neighbours, and the fourth stage 
evaluates the model using the query vector as the input to estimate the process 
output, y.
These stages can be described in detail as follows:
• Stage 1: Upload a time series dataset Sn = = 1, and set
the parameters used for the prediction method, RBF, SVR or GP algo­
rithms. Using the correlation dimension method and the mutual informa­
tion method, calculate the embedding dimension (d) and the time delay 
constant (m) for the time series data set. Then, reconstruct the time series 
dataset Sn based on d and m.
• Stage 2: Choose the Euclidian distance as the distance metric in the phase
space, dE{x, q) = - t? - l)m) - q(t2 - (j - l)m)]2
between q (the query point) and each x in Sn (corresponding to two re­
constructions of a;(ti) and a; (£2)) and finding the K nearest neighbours
• Stage 3: Regarding each neighbour as a point in the domain and
{x(qi + T)}[£x as the target value where T is the prediction step, and 
training the prediction method RBF, GP or SVR. For example training 
SVR to obtain support vectors and corresponding weight coefficients.
• Stage 4: Calculate the prediction value x(t-l-T) of the query point q based 
on the prediction method used. Then, the stages 2 to 4 can be repeated 
until the future values of different query vectors are all acquired.
Fig. 4.1 presents the computation procedure of the proposed method.
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Future load forecasting
Is this query 
vector the last one?.
Calculate dCalculate m
Load a time series dataset 
5n= {x(t), t=l,,..,N},
Reconstruct the time series 
dataset based on d and m
Finding tire K nearest neighbour's for 
the query point q using the Euclidean 
distance
Using these K nearest neighbour's only, 
; training the prediction algorithm (SYR 
algorithm for example)
Calculating tire prediction value of the 
query point q based on tire prediction 
method (SVR algorithm for example)
Figure 4.1: Flowchart of the local predictor.
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Overall, the accuracy of the local predictor is better than the global predictor, 
because the accuracy of the latter is corrupted by distant patterns that have weak 
relationship to the current query. Another advantage of local predictor is that 
the training set for each point on the reconstructed trajectory is much smaller 
than the global predictor which requires use of all the available training examples, 
and it can save computational time and memory space through decomposing the 
prediction problem to several smaller ones.
Two important aspects should be concerned in the local predictor algorithm. 
The first one is how to choose suitable neighbour points. In this thesis, the 
Euclidean distance (as the most common metric in the literatures) is used to 
choose the nearest patterns by calculating the distance between each query vector 
and each vector in the training data vectors. The second is how long into the 
predicted series we can trust, in other words what is the number of the nearest 
neighbours. In general, the number of the nearest neighbours must be larger 
than the embedding dimension of the time series. However, if the number is too 
large, some far away points may be taken into account and this could reduce 
accuracy. So choosing K is very important step in order to establish the local 
predictor.
There are some methods used in literatures to find this parameter such as 
cross validation [125] and bootstrap [126]. This parameter should be high for 
low density datasets while it should be low for high density ones. So, in this 
thesis, we calculate K by designing a systematic method as follows:
iV fcmax
M x k X~D ^
where N is the number of training points, /cmax is the maximum number of nearest 
neighbours, Dk{xi) is the distance between each training point x and its nearest 
neighbours while Dmax is the maximum distance, Nxlmax X^iLi EaST is
the average distance around the points which is inversely proportional to the 
local densities and a is a constant. The two constants kmax and a are very low 
sensitivity parameters. A;max can be chosen as a percentage of the number of 
training points {N) for efficiency while a can be chosen as a percentage.
K =round
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4.4 Experimental results
4.4.1 Datasets
To evaluate the performance of the proposed local predictors and compare 
them with the corresponding global analogues, we used three different datasets 
from June 2005 to March 2006, The first two are half-hourly load datasets for 
England-Wales [127] and Prance [128] respectively, while the third is the hourly 
load dataset for Greece [129], Two load types, namely the seasons of summer 
and winter, have been selected to validate the performance of the presented local 
predictors. For England-Wales and Prance 5,040 data and 4,032 data are used 
for summer and winter, respectively, whereas for Greece 2,520 data and 2,016 
data are used for the two seasons. The training and testing periods as well as the 
number of training and testing samples for each load type of the three datasets 
are summarised in Table 4.1.
Certain characteristics can be reported about the datasets before evaluating 
our methods. For the England-Wales dataset, as one example from the three 
datasets, the load demand data are half- hourly recorded. Figure 4.2 illustrates 
the electricity demand of England-Wales from 1st July 2005 to 31st July 2005 
for summer period, while Fig. 4.3 illustrates the electricity demand from 26th 
December 2005 to 25th January 2006 for winter period.
According to Figs. 4.2 and 4.3, the load has some seasonal patterns: the 
electricity demand in winter period is higher than the electricity demand in 
summer period. This pattern indicates the relation between the load usage and 
weather conditions in different seasons. Also, we can observe that the load has 
daily and weekly periodicity.
Load demand in weekdays (Monday through Friday) is usually higher than 
that of weekend. In addition, electricity demand in Sunday is a little lower than 
that on Saturday. Moreover, holidays also affect the load demand. On some 
major holidays such as Christmas or New Year, the electricity demand may be 
affected more compared with other holidays.
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1000 1500
Time (Hours)
Figure 4.2: Half-hourly electricity demand in England-Wales from Is' July 2005 
to 31sf July 2005 for summer period.
1000
Time (Hours)
Figure 4.3: Half-hourly electricity demand in England-Wales from 26^ December 
2005 to 25^' January 2006 for winter period.
4.4.2 Parameters
To implement a good model, there are some important parameters to choose 
including embedding dimension d, time delay constant m, number of nearest 
neighbours K and the parameters of each algorithm (RBF, SVR or GP). Choos­
ing the proper values of the d and m is a critical step in the algorithm. These 
parameters are calculated as described in Section 4.2.
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The embedding dimension is the integer greater than or equal to 2D2 + 1, 
where D2 is the correlation dimension. Figures 4.4-4'.6 show D2 for each dataset, 
where D2 can be evaluated from the slop of the curve InC'(r) versus Inr in a 
linear region.
From Figs. 4.4-4.6, D2 are 1.25, 1.57 and 1.44 for the England-Wales, France 
and Greece datasets, respectively. The optimal values of d and m for each dataset 
are shown in Table 4.2.
Table 4.2: Phase reconstruction parameters for each dataset
Data sets
Embedding
dimension d
Time delay
constant m
England-Wales 4 12
France 5 9
Greece 4 6
Also, choosing K is very important step in local prediction model. To calcu­
late the best value of K for each dataset, equation (4.3.1) is used. In addition, 
the parameters &max and a are fixed for all test cases in this Chapter at 30% of 
N and 60, respectively.
For all test cases, the Gaussian basis function (equation 3.3.3) is used for 
RBF network while the Gaussian radial basis function kernel (equation 3.4.27) 
is used for SVR. In addition, the squared exponential function (equation 3.5.13) 
is used for GP.
To train the RBF and GP algorithms, there are some parameters to choose, 
which, in order to get a good model, need to be selected carefully. To do this, 
the training data is divided into two subsets. One of them is used to train the 
model while the other, called the validation set, is used for select the model. 
According to their performance on the validation set, we infer the proper values 
of the parameters.
In addition, there are some key parameters for SVR, which are (7, e and a in 
the Gaussian kernel function. The selection of these parameters is important to 
the generalisation of the forecasting. Therefore, in order to get these parameters,
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- -0 - d=4
d=5
Figure 4.4: Correlation dimension for the England-Wales dataset.
- ~ d=4
* d=5
data4
Figure 4.5: Correlation dimension for the France dataset.
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Figure 4.6: Correlation dimension for the Greece dataset.
the training data is divided int two subsets (training set and validation set). 
Based on this partition, the suitable parameters are chosen using the following 
procedures [130]:
• Set initial values of C and e. Then, adjust the value of a till a minimum 
validation error is achieved.
• Fix the value of e and use the value of cr as calculated in the previous step. 
Then, adjust the value of C till a minimum validation error is achieved.
• Use the values of a and C as calculated in the previous two steps. Then, 
adjust the value of e till a minimum validation error is achieved.
Table 4.3 shows the number of RBF’s centers (c) and the values of SVR’s 
key parameters for each dataset.
4.4.3 Results
To evaluate the performance of the proposed local predictors, numerical sim­
ulations comparing with their global versions and two benchmark methods are 
conducted. The two benchmark methods are Holt-Winters exponential smooth­
ing and seasonal ARIMA model.
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Table 4.3: The parameters used for each dataset
Data sets Parameter Summer Winter
England-Wales
c 9 10
<T 1.16 0.91
C 35 20
France
c 10 10
a 1.05 1.21
C 50 10
Greece
c 9 7
a 1 1.18
C 25 18
The seasonal ARIMA model belongs to a family of flexible linear time series 
models that can be used to model many different types of seasonal as well as 
nonseasonal time series. Thus, each observation can be explained as a linear 
function of its past values, but with some errors. ARIMA models can also ad­
just for seasonality in the data, in which case the model is denoted by ARIMA 
(p, d, g) x {P)D,Q)s') where (p>d,q) are the nonseasonal autoregressive order, 
differencing order and moving average order, respectively and (P, D, Q) are the 
seasonal autoregressive order, differencing order and moving average order, re­
spectively while S is the seasonal order.
Holt-Winters exponential smoothing model is exponential smoothing model 
that usually used for forecasting trend and seasonal time series. The standard 
Holt-Winters method is capable of handling a series with level, trend and a 
single cycle (seasonal pattern). The initial smoothed values for the level and 
seasonal components are estimated by averaging the early observations. The 
parameters are estimated in a single procedure by minimising the sum of squared 
one step-ahead in-sample errors. These parameters lie between zero and one. For 
the Holt-Winters exponential smoothing and the seasonal ARIMA model, the 
Minitab software package [131] is used in this thesis.
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For all experiments, we quantified the prediction performance with mean 
absolute percentage error (MAPE) and normalised mean square error (NMSE). 
They can be defined as follows:
1 IW I A __ p I
MAPE = ^ Y" 1 V j| x 100 (4.4.1)
NMSE = ^ - Fif. (4.4.2)
t=l
A2 = ^
i=l
where Aj, Fi and A are the actual value, the forecasted value and the mean of 
the actual values, respectively, N is the testing dataset size, and i denotes the 
test instance index.
To objectively compare the algorithms, the hourly load from 1 up to 24 hour 
(steps) ahead is predicted for the hourly dataset and the half-hourly load from 
1 up to 48 half-hour (steps) ahead is predicted for the half-hourly datasets for 
each method for both load types. Tables 4.4-4.6 show the overall performance 
of each method for the entire testing period for both load types. These results 
are depicted in Figs. 4.7-4.12.
Table 4.4: Error of the entire testing period for the England-Wales dataset
Prediction Summer Winter
method MAPE NMSE MAPE NMSE
Seasonal ARIMA 2.15 0.068 2.24 0.072
Holt-Winters Exp. Sm. 1.98 0.059 2.13 0.063
RBF 1.95 0.057 2.09 0.060
Global GP 1.69 0.045 1.82 0.053
SVR 1.78 0.051 1.89 0.056
RBF 1.58 0.043 1.69 0.046
Local GP 1.26 0.031 1.37 0.037
SVR 1.34 0.036 1.42 0.041
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Table 4.5: Error of the entire testing period for the France dataset
Prediction Summer Winter
method MAPE NMSE MAPE NMSE
Seasonal AR.IMA 2.17 0.069 2.30 0.074
Holt-Winters Exp. Sm. 2.05 0.058 2.19 0.069
RBF 2.06 0.059 2.21 0.070
Global GP 1.75 0.050 1.91 0.057
SYR 1.83 0.054 1.95 0.058
RBF 1.73 0.047 1.86 0.056
Local GP 1.43 0.041 1.52 0.043
SYR 1.38 0.038 1.49 0.042
Table 4.6: Error of the entire testing period for the Greece dataset
Prediction Summer Winter
method MAPE NMSE MAPE NMSE
Seasonal ARIMA 2.43 0.077 2.44 0.079
Holt-Winters Exp. Sm. 2.31 0.074 2.33 0.075
RBF 2.28 0.072 2.27 0.071
Global GP 1.97 0.058 2.00 0.062
SYR 2.08 0.060 2.09 0.063
RBF 1.90 0.055 1.94 0.058
Local GP 1.46 0.042 1.48 0.043
SYR 1.56 0.044 1.60 0.046
Advanced Local Predictors for STLF
4.4 Experimental results 70
Figure 4.7: Comparison among all methods using MAPE for the England-Wales 
dataset.
0.07 -
Summer load type 
Winter load type
0.065 -
0.06 -
0.055 -
0.05
z 0.045
0.035
0.025
Figure 4.8: Comparison among all methods using NMSE for the England-Wales 
dataset.
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Figure 4.9: Comparison among all methods using MAPE for the France dataset.
0.08
Figure 4.10: Comparison among all methods using NMSE for the France dataset.
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Figure 4.12: Comparison among all methods using NMSE for the Greece dataset.
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It can be seen from these results that the local RBF, local GP and local SVR 
methods outperform their global versions, seasonal ARIMA and Holt-Winters 
exponential smoothing method for all datasets and for both load types. For the 
England-Wales dataset, the local RBF improved MAPE forecasting accuracy 
over the global RBF, seasonal ARIMA and Holt-Winters method by 18.97%, 
26.51% and 20.20%, respectively for summer period and 19.14%, 24.55% and 
20.66%, respectively for winter period. The local SVR improved MAPE fore­
casting accuracy over the global SVR, seasonal ARIMA and Holt-Winters ex­
ponential smoothing method by 24.72%, 37.67% and 32.32%, respectively for 
summer period and 24.87%, 36.61% and 33.33%, respectively for winter period. 
Also, the improvements of the local GP over the global GP, seasonal ARIMA 
and Holt-Winters exponential smoothing method were of 25.44%, 41.40% and 
36.36%, respectively for summer period and 24.73%, 35.68% and 38.84%, respec­
tively for winter period.
The results of France and Greece datasets also ascertain that the local RBF, 
local GP and local SVR methods give better performance than their global 
counterparts, seasonal ARIMA and Holt-Winters exponential smoothing for all 
cases. Moreover, the local GP gives the best performance amongst local methods 
for most cases. For summer period, the local GP improves the MAPE accuracy 
over the local RBF by 20.25%, 17.34%, and 23.16% for England-Wales, France 
and Greece, respectively. Also, it gives slightly better performance than the 
local SVR by 5.97% and 6.41% for England-Wales and Greece, respectively, 
while the local SVR gives slightly better performance than the local GP by 
3.50% for France. The analysis of the winter period gives similar accuracy than 
the summer period analysis.
The results show that the performance of all methods in the summer period 
is better than their performance in winter periods for half-hourly load datasets, 
while they give almost the same performance for hourly load data set. This is 
probably owed to seasonality characteristics pertinent to each dataset.
Figs. 4.13-4.15 present one example for each dataset for both load types. 
They show the one day ahead forecasted load versus the actual load of 22/08/2005 
and 27/02/2006 as an example of weekdays of summer and winter load types,
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respectively and 27/08/2005 and 04/03/2006 as an example of weekends of sum­
mer and winter load types, respectively. These figures are drawn using the 
local predictor which gives the best performance of each dataset (local GP for 
England-Wales and Greece datasets and local SYR for Prance dataset). These 
results show that our forecasted values are very close to the actual values.
Half hour
Half hour Half hour
Figure 4.13: England-Wales’ one day ahead forecasted and actual load of (a) 
22/08/2005, (b) 27/08/2005, (c) 27/02/2006 and (d) 04/03/2006 using local GP 
method.
By calculating the MAPE for each method for both load types (summer and 
winter) at each lead time, then each method’s performance is summarised by 
averaging these MAPE values across the three datasets. For the half-hourly 
dataset, MAPE values are calculated for 48 half-hour lead times, while, for 
the hourly dataset, the MAPE values are calculated for 24 hour lead times. 
By focusing only on the 24 hour lead times, these MAPE values are averaged 
across the three datasets for both load types and the resulting MAPE values are 
presented in Fig. 4.16.
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Weekday of summer
cd 4.5
Actual
Forecasted
Half hour 
Weekday of winter
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Forecasted
10 20 30 40
Half Hour
. x 10 Weekend of summer
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Weekend of winter
Figure 4.14: France’s one day ahead forecasted and actual load of (a) 
22/08/2005, (b) 27/08/2005, (c) 27/02/2006 and (d) 04/03/2006 using local 
SVR method.
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Figure 4.15: Greece’s one day ahead forecasted and actual load of (a) 
22/08/2005, (b) 27/08/2005, (c) 27/02/2006 and (d) 04/03/2006 using local 
GP method.
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Local RBF 
Global GP 
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24
Figure 4.16: Mean MAPE plotted against lead time for the three datasets for 
both load types.
Fig. 4.16 shows that the local RBF, local GP and local SVR methods give 
better performance than their global counterparts, seasonal ARIMA and Holt- 
Winters exponential smoothing method for all lead times. The second principle 
observation is that the local GP gives the best performance followed by the local 
SVR and then the local RBF, however by zooming the first few hours in this 
figure as shown in Fig. 4.17, it can be noticed that the local SVR gives the best 
performance followed by the local GP and then the local RBF in the first few 
hours lead times.
The reason is that the GP is based on Bayesian modelling and assumes that 
the parameters of the regression model are determined according to a probabil­
ity distribution (equation 3.5.11) while the SVR is basically a point prediction 
method (equation 3.4.22). Therefore, the local GP method can achieve better 
performance than local SVR in noisy environment. This explains why the local 
GP gives better performance than local SVR in a multi step ahead prediction 
as the noise is increasing with the increases of lead times.
Finally, as it is expected we can notice that the error is increasing propor­
tionally with the lead time. This happens because uncertainty makes it more
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Lead time (Hours)
Figure 4.17: Mean MAPE plotted against lead time for the three datasets for 
both load types for the first few hours.
difficult to predict more distant events.
The MAPE of the whole testing period for each day during the week is sum­
marised in Table 4.7 and depicted in Fig 4.18. First, the MAPE of each day 
during the testing period for each dataset for both load types is calculated. Then 
the average MAPE value across the three datasets of each day of the week (Mon­
day to Sunday) during summer and winter testing periods can be calculated. 
The table also summarises in the last column the overall mean performance for 
each method. The improvements of our three local predictors over their global 
version, seasonal ARIMA and Holt-Winters exponential smoothing method are 
shown in Tables 4.8-4.10.
From these results, we can notice that the overall MAPE of the local methods 
is better than other methods. This confirm the superiority of the proposed local 
method over their global versions, seasonal ARIMA model and Holt-Winters ex­
ponential smoothing. In addition, the improvement in STLF’s accuracy of local 
GP (in a range of 24.19% 38.43%) and local SYR (in a range of 24.2% 35.81%) 
over other methods is very worthy regarding to the literatures.
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3.5
Seasonal ARIMA 
Holt-Winters Exp. Sm. 
Global RBF
□□Global SVR 
□□Local RBF
Mon. Tue. Wed. Thu. Fri. Sat. Sun.
Figure 4.18: Average prediction MAPE of every day of the week for the three 
datasets for both load types.
Table 4.8: Improvement of the local RBF method over other methods
Prediction method Overall MAPE Improvement
Local RBF 1.79 -
Global RBF 2.14 16.36%
Holt-Winter Exp. Sm. 2.17 17.51%
Seasonal ARIMA 2.29 21.83%
Table 4.9: Improvement of the local SVR method over other methods
Prediction method Overall MAPE Improvement
Local SVR 1.47 -
Global SVR 1.94 24.23%
Holt-Winter Exp. Sm. 2.17 32.26%
Seasonal ARIMA 2.29 35.81%
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Table 4.10: Improvement of the local GP method over other methods
Prediction method Overall MAPE Improvement
Local GP 1.41 —
Global GP 1.86 24.19%
Holt-Winter Exp. Sm. 2.17 35.02%
Seasonal ARIMA 2.29 38.43%
4.5 Conclusions
In this chapter, the local prediction method has been extended using RBF, 
SVR and GP. The presented three methods start with the data preprocessing 
where the CD method is used to calculate the embedding dimension and the 
time delay constant for the power load data. Then the continuous power load 
data are used for the phase space reconstruction. After that, the local model 
can be set up using only the neighbouring points of the point under prediction.
The experimental cases with prediction up to day ahead have employed to 
consistently confirm the superiority of the local predictors over the global ones, 
seasonal ARIMA and Holt-Winters methods. Moreover, amongst the three pro­
posed local predictors, the local GP gives better performance than local RBF in 
all test cases. Also, it gives slightly better performance in most cases in com­
parison with the local SVR, especially in noisy environment. The local SVR 
and local GP can achieve 1.47% and 1.41% MAPE level, respectively for one 
day-ahead load forecasting for all three datasets. These obtained accuracy is 
very good for the practical application in comparison with published literature.
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Chapter 5
Short Term Load Forecasting 
Based on Locally Weighted 
Support Vector Regression
5.1 Introduction
In the SVR algorithm, the regularisation parameter is constant so that all 
training data contribute to the accuracy of the model to the same extent. How­
ever, in many cases, the effects of the training points are different. Therefore, 
each training data should have a weight according to its importance.
To achieve this goal, some trials are made to modify the standard SVR 
by weighting the SVR’s regularisation parameter. Tay et at [132] introduced 
a modified support vector machine (SVM) for financial time series forecasting 
which is called C-ascending SVM. In this method, each data is weighted using 
one of two designed weighting functions. They are linear weight function and 
exponential weight function. Then, the recent historical data points have larger 
weights than the distant historical data. Lee et al. [133] proposed the weighted 
SVM for quality estimation in the polymerisation process. The proposed method 
combines the support vector machine and locally weighted regression (LWR). 
Each data is weighted according to its distance to the current prediction point. 
Hu et al. [134] introduced the weighted SVM based fuzzy C-mean clustering 
algorithm to solve STLF problem. In this approach, the training samples are
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clustered into several subsets with consideration of homogenous characteristics. 
In addition, according to the time, each data is weighted. The older data points 
have smaller weights than the new ones. Unfortunately, the above trials were 
used as global predictors except [133].
In this chapter, a modified version of the support vector regression is pre­
sented to solve the load forecasting problem. The proposed model is derived by 
modifying the risk function of the support vector regression algorithm with use 
of locally weighted regression while keeping the regularisation term in its origi­
nal form. In addition, instead of using the weighting function’s bandwidth as a 
fixed value, the weighted distance algorithm based on the Mahalanobis distance 
is proposed to optimise this bandwidth. This leads to improve the accuracy of 
the algorithm. The performance of the new method is evaluated with two real 
world datasets and compared with the local support vector regression and some 
published methods using the same datasets. The results show that the proposed 
model exhibits superior performance to that of other methods.
The rest of this chapter is organised as follows: In Section 5.2 the basics 
of multivariate time series reconstruction are reviewed. Section 5.3 outlines 
the basics of locally weighted regression method. Section 5.4 presents the pro­
posed locally weighted support vector regression. Then The weighted distance 
algorithm is presented in Section 5.5. Experimental results obtained for STFL 
problems and their comparisons with other methods are presented in Section 
5.6. Finally, Section 5.7 concludes this Chapter of the work.
5.2 Phase space reconstruction of multivariate 
time series
The first step in the local predictor is time series reconstruction. In Sec­
tion 4.2 the basics of reconstruction univariate time series based on CD method 
is discussed, while this section reviews the reconstruction of the multivariate 
time series based on CD method.
For the multivariate time series, assuming there are n time series, they are 
{^(t)}, (i = 1,2, ,n and t = 1, where N is the length of the dataset.
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According to the embedding theorem developed by Takens [113] and Sauer et 
ol. [114], the reconstructed vector of multivariate time series in the phase space 
could be denoted as [135]:
Zi{t) = [xi(t),Xi{t + mi),Xi(t3-2mi),...,Xi{t + (di-l)mi)\ (5.2.1)
where i = 1,2, t = 1,2,d* and mi are the selected embedding 
dimension and time delay constant of the ith time series, respectively. L is 
the length of the embedded points generated in the phase space which can be 
computed using this formula, L = lY-maxi=li...in[(di-l)rai]. z(t) is now aLxDt 
matrix and Dt = ]T^Li dj. The details of how to choose the proper values of d 
and m using the correlation dimension method and mutual information method 
have been discussed in subsections 4.2.1 and 4.2.2, respectively.
5.3 Locally weighted regression (LWR)
LWR [136] is a kind of locally weighted learning methods. LWR forms a 
local model around a point of interest whereby only training data that is closest 
to that point will be used in handling each query, instead of using all training 
data [137]. After answering the query the aforesaid local model is discarded. To 
answer a new query, a new local model is created, which means that every set 
of training and generation period is unique and independent to others. LWR 
is a method for estimating a regression surface through multivariate smoothing: 
the response variable is smoothed dynamically, as a function of the predictor 
variables [136]. LWR consists of developing a moving local model to a set of 
nearest neighbours.
Locally weighted regression is derived from standard linear regression. This 
algorithm fits a surface to “local” points using distance-weighted regression. 
LWR is based on the (assumption) that the neighbouring values of the predictor 
variables are the best indicators of the response variable in that range of predictor 
values [136].
To estimate the value of the function f(q) at any value of query vector (q) in 
the d-dimensional space (q = xq € Ud)> the K (neighbourhood size) data points 
whose Xi values are closest to q are used (1 < AT <C IV and N is the number
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of training points). Each point in the neighbourhood is weighted according to 
its distance from q. The Euclidean distance is usually used to calculate these 
distances. The points that are close to q have large weights, and the points far 
from q have small weights [133].
Suppose we have the input data X = where each x* G and the
output values y — where each G 5ft and N is the number of data points.
Each row of X and y is multiplied by the corresponding weight wy. Thus:
U = WX (5.3.1)
V = Wy (5.3.2)
where IT is a diagonal matrix with diagonal elements W# — ^Jwi and zeros 
elsewhere.
For the linear regression which can be expressed as follows (It will be assumed 
that the constant 1 has been appended to all the input vectors to include a 
constant term in the regression):
Up = V (5.3.3)
where (3 = [A, p2) Az]T are the unknown parameters to be estimated from the
data. Equation (5.3.3) is solved for (3 as follows [137]:
UTUp = UTV (5.3.4)
and
/? = (UTU)~1UTV (5.3.5)
Formally, this gives us an estimator for each query point of the form:
V = /(?) = qT(UTU)-1UTV (5.3.6)
5.3.1 Weighting functions
The weighting function should have a maximum value at zero distance while 
it should decay smoothly as the distance increase. Discontinuities in weighting
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functions lead to discontinuities in the predictions since training points cross the 
discontinuity as the query changes. The weighting functions that go to zero at a 
finite distance allow faster implementations, since points further from the query 
than that distance can be ignored with no error whereas the infinite weighting 
functions allow exact interpolation of the stored data [137].
Many weighting functions are proposed by the researchers [136, 138]. The 
most commonly used weighting functions are:
• Gaussian weighting function: This function has infinite extent and can be 
truncated when it becomes smaller than a threshold value to ignore data 
further from a particular radius from the query.
W(dE) = e"^)2 (5.3.7)
where h is the bandwidth parameter which plays an important role in 
local modelling. The optimisation of this parameter will be discussed in 
Section 5.5. This weighting function is used in this thesis.
• Quadratic weighting function: This function has finite extent where it 
ignores the data further than a radius of 1 from the query.
W(dE) -
(1 - d2B) if \dE\ < 1 
0 otherwise
(5.3.8)
• Tricube weighting function: This function has also finite extent.
W(dE) =
(1 - d%)3 if \dB\ < 1 
0 otherwise
(5.3.9)
The weight of the data point (x^y*) then is:
Wi = W(dE{q)xi)) = W (^/(q - Xi)T(q - Xi)^ (5.3.10)
Thus Wi has its maximum value when x* is closest to q, and decreases as x{ 
increases in distance from q.
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5.4 Locally weighted support vector regression 
(LWSVR)
The work presented in this section extends our previous work in Section 4.3 by 
combining the support vector regression and locally weighted regression, which 
can be called as locally weighted support vector regression (LWSVR). LWSVR 
is an ameliorated SVR, which endows a weight factor to each train load datum. 
In the LWSVR, the regularisation constant C in equation (3.4.3) is computed as 
a function of the distance between input data points, and the concept of LWR 
is used. Therefore, each point in the neighbourhood is weighted according to its 
distance from the current point under prediction. The points that are close to 
the current point under prediction have larger weights than others.
In the presented approach, the modified risk function can be formulated as 
follows:
t=i
and
Ci = WixC (5.4.2)
where Wi is the weighting function. Replacing the constant C in equation (3.4.21) 
using equation (5.4.2), the dual problem can be written as:
max i E£=i(«i - ai)(ai ~ otfiQfaxj) 
£+ a*) + ELiVi(ai ~ a*i)
subject to - of) = o
cfy, a:* E [0, Ci]
(5.4,3)
By solving this problem, the regression output can be obtained using equa­
tion (3.4.22).
5.4.1 LWSVR conceptual interpretation
As shown in Fig. 5.1, the standard SVR with fixed C (shown by dashed line 
in Fig. 5.1) tries to track all training data with a specific model complexity.
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Therefore, the size of the forecasting error (&, ,£*) does not vary greatly. While 
the LWSVR (shown by solid line in Fig. 5.1) applies a heavy penalty to the points 
near the query point in an attempt to reduce such errors. LWSVR is expected to 
give higher forecasting accuracy, because as the shape of the weighting function 
becomes sharper, the forecasting error around the new input data are expected 
to decrease. In contrast to standard SVR, the model is retrained when the 
location of the query point moves.
Query point
Training dataLWSVR 
(Solid line)
Standard SVR 
(dash line)
Figure 5.1: LWSVR conceptual interpretation.
5.5 Weighted distance algorithm for optimising 
the bandwidth
A bandwidth parameter h defines the scale or range over which generalisation 
is performed. This is a very important parameter which plays an important role 
in local modelling. If h is infinite then the local modelling becomes global. On 
the other hand, if h is too small, then it is possible that we will not have adequate 
number of data points in the neighbourhood for a good prediction.
There are several ways to use this parameter like, fixed bandwidth selec­
tion where h is constant, nearest neighbour bandwidth selection where h is set 
to be the distance between the query point and the Kth nearest point, global
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bandwidth selection where h is calculated globally by an optimisation process, 
etc. [137]. In fixed bandwidth selection method, h is chosen as a constant value, 
therefore the training data with constant size and shape are used. However, 
it is the easiest and commonly used way to adjust the radius of the weighting 
function, its performance is unsatisfactory for nonlinear system as the density 
and distribution of data points are unlikely to be identical at every place of the 
data set [139].
In this thesis, the weighted distance algorithm which employs the Maha- 
lanobis distance for optimising the bandwidth (h) is proposed in order to im­
prove the accuracy of LWSVR method (i.e. the improvement in the accuracy 
using this method over the nearest neighbour bandwidth selection method is in 
the range of 2.50% ~ 4.00%).
The Mahalanobis distance based on correlation between variables by which 
different patterns can be identified and analysed. With this measure, the prob­
lem of scale and correlation inherent in Euclidean distance are no longer an issue. 
In the Euclidean distance, the set of points which have equal distance from a 
given location is a sphere. The Mahalanobis distance stretches this sphere correct 
for the respective scales of the different variables and to account for correlation 
among variables.
The standard Mahalanobis distance can be defined as:
MD(x) = y/(x— fi)TS~1(x — (i) (5.5.1)
where x is a vector of data, p is a mean and S~l is inverse covariance matrix.
Defining the Mahalanobis distance between the query vector xq and data 
vector x as MDq = a/(x — xq)TS~l (x — x^) where x belongs to the K nearest 
neighbours of the query vector xq and S'-1 is computed after removing the mean 
from each column, the bandwidth hq is the function of MDq:
hq = Q(MDq) (5.5.2)
where MDmin < MDq < MDmax and MDmin is the distance between xq and 
the closest neighbour while MDmax is the distance between xq and the farthest 
neighbour.
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According to the LWR method, the point corresponding to MDq — MDmin 
is most important that is hmax = Q(MDmin) — 1 while the point corresponding 
to MDq = MDmax is the least important, that is hmin = B{MDmax) = 5. 5 is a 
real constant. This constant is a low sensitivity parameter. Therefore, after few 
trials, we fix it to 0.01 which gives the best results.
The bandwidth hq can be selected as a function of MDq as following [139]:
(5.5.3)
where a, b and c are constants. By applying the boundary conditions, these 
constants are calculated and get [139]:
(5.5.4)
The Gaussian kernel weighting function which used in this thesis can be 
written as following:
(5.5.5)
Fig. 5.2 presents the computation procedure of the LWSVR method which 
can be divided to four main stages. The first stage reconstructs the multivariate 
time series using the embedding dimension and the time delay constant. The 
second stage finds the K closest vectors, or nearest neighbours, of observed 
variables in the data set for each query vector then calculates the bandwidth 
parameter (h) and weighting function of each point in the neighbourhood. After 
that, calculates the modified risk function of SVR. The third stage trains the 
SYR with modified risk function using only the K nearest neighbours. The 
fourth stage evaluates the model using the query vector as the input to estimate 
the process output.
Our approach is different from the previous works. First, the phase space of 
time series is reconstructed using the embedding dimension (d) and time delay 
constant (m). Here, the correlation dimension method and mutual information 
method are used to calculate d and m respectively. Secondly, the Euclidian 
distance is used to find the neighbouring points for each query point. Then,
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Calculate m
Is this
Future load forecasting
query the last one?
Calculate d
Load the multivariate time series dataset
Reconstruct the time series dataset
based on d and m
Calculate the new regularization constant of 
SVR by using this weighting function
Calculate the prediction value of current 
prediction point based on SVR
Find the K nearest neighbours for the current 
query using the Euclidean distance
Using the K nearest neighbours only and the 
new regularization constant, train the SVR 
algorithm
Calculate the bandwidth parameter (/j) and 
the weighting function of each point in the 
neighbourhood
Figure 5.2: Flowchart of the LWSVR algorithm.
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each point in the neighbourhood is weighted according to its distance from the 
query point to calculate the new regularisation parameter of SVR. Moreover, 
these neighbouring points only is used to train the prediction model instead of 
using all available training points, so that the drawbacks of global predictors 
can be overcome. Finally, the weighted distance algorithm is used to optimise 
the bandwidth of the weighting function so that the disadvantage of using this 
bandwidth as a fixed value can be overcome.
5.6 Case studies
To evaluate the performance of the proposed LWSVR method, two different 
datasets are used. The first one is the data provided by the EUNITE - the 
European Network on Intelligent Technologies for Smart Adaptive Systems - 
network during the daily peak load competition [140], while the second one is 
the hourly load and temperature from North American electric utility [141].
Regarding to the first dataset, EUNITE organised a world wide competition 
on methods to accurately predict electricity load [140]. The data provided to 
the competitors are as follows:
• Half hourly electricity load demand from January 1997 to December 1998.
• Average daily temperature from 1995 to 1998.
• Holidays information from 1997 to 1999.
For the second dataset, the hourly load and temperature from January 1985 
to March 1991 are available. Certain characteristics can be reported about both 
datasets. Figure 5.3 shows the hourly load of EUNITE dataset for January 1998 
and July 1998. It illustrates that the load in EUNITE dataset has some seasonal 
patterns. This figure indicates the relation between wether conditions especially 
temperature and electricity usage in different seasons where the electricity de­
mand in summer period is lower than the electricity demand in winter period. 
Also, the load has daily and weekly periodicity. Same characteristics can be also 
noticed for the North American dataset.
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Figure 5.3: Hourly electricity demand for the EUNITE dataset from (a) Is* 
January 1998 to 31st January 1998 and (b) 1st July 1998 to 31s* July 1998.
To implement a good model, there are some important parameters to choose. 
Choosing the proper values of d and m is a critical step in the algorithm. The 
correlation dimension method and the mutual information method are used to 
selecting d and m, respectively as discussed in Chapter 4 and the optimal values 
of these parameters are shown in Table 5.1. Using the obtained values of d and 
m the multivariate time series can be reconstructed as described in Section 5.2. 
Also, choosing K is very important step in order to establish the local prediction 
model. So, equation (4.3.1) is used to calculate K as described in Section 4.3 
where the parameters fcmax and a are fixed for all test cases in this Chapter at 
30% of N and 75, respectively.
For all test cases, the squared exponential function (equation 3.5.13) whose 
coefficients are determined using maximum likelihood method is used for GP. 
In addition, there are some key parameters for SVR such as C and a in the 
Gaussian kernel function. To choose the suitable values of these parameters, the 
same procedures which described in subsection 4.4.2 are used. The values of
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Table 5.1: Phase reconstruction parameters for each dataset
Dataset
Load time
series
Temperature
time series
di mi di m2
EUNITE
competition
4 2 4 2
North American
electric utility
4 5 3 9
these parameters are C = 28 and cr — 2.3 for the EUNITE dataset, while these 
values are C — 0.7 and u — 1.81 for the North American electric utility dataset.
For all performed experiments, we quantified the prediction performance 
with mean absolute percentage error (MAPE) and normalised mean square error 
(NMSE). They are defined by equation (4.4.1) and equation (4.4.2), respectively.
5.6.1 Case 1: EUNITE competition dataset
In this case, the dataset provided in EUNITE competition is used. Our goal 
in this case as well as the goal of the competition is to forecast the maximum 
daily load for January 1999. To achieve this goal, the load and temperature 
information of winter data (from January to March and October to December 
in 1997 and 1998) are used as a training period.
The performance of the LWSVR model is compared with LWR, local SVR 
and local GP methods. This comparison is shown in Table 5.2 and depicted in 
Figs. 5.4 and 5.5.
These results show that the LWSVR model outperforms LWR, local SVR 
and local GP methods. It improves the MAPE over LWR, local SVR and local 
GP methods by 24.72%, 12.42% and 11.26%, respectively. Moreover, the actual 
load and forecasted load values using LWSVR of the peak daily load of January 
1999 are plotted in Fig. 5.6. The results of Fig. 5.6 show that the LWSVR’s 
prediction values are very close to the actual values.
To further study the superiority of LWSVR over other published methods.
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Table 5.2: Comparison of the LWSVR method and other methods using the 
dataset of EUNITE competition
Prediction method MAPE NMSE
LWR 1.78 0.061
Local SVR 1.53 0.050
Local GP 1.51 0.048
LWSVR 1.34 0.032
Figure 5.4: Comparison of LWSVR method and other methods using MAPE for 
the dataset of EUNITE competition.
Its performance is compared with some published methods that employe the 
dataset of EUNITE competition. These methods are:
• Method A [26]: Support vector machine.
• Method B [142]: Support vector machine optimised by genetic algorithm.
• Method C [143]: Support vector machine based input dimension reduction.
• Method D [144]: ANN with extended Bayesian training method.
All of these methods are global methods. During the EUNITE competition, 
the real temperature of January 1999 was not provided to the competitors. So
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Figure 5.5: Comparison of LWSVR method and other methods using NMSE for 
the dataset of EUNITE competition.
- • - Actual 
—o— LWSVR
Figure 5.6: Forecasted and actual maximum daily load in January 1999.
that, the load data only was used by some competitors like [26] to forecast the 
maximum daily load in January 1999. In [26], SVM was employed to generate the 
winning entry of the EUNITE competition using the load data from January to 
March and October to December in 1997 and 1998 without using the temperature 
information. In [142], genetic algorithm was used to choose the optimal values of
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the SVM’s parameters. A new method was proposed in [143] to load forecasting 
by establishing the feature selection model and using floating search method to 
find the feature subset. Then SVM can be used to forecast the load using a 
small sample of the data. Moreover, after the competition was closed, the real 
temperature of January 1999 was available. This encourage some researchers 
like [144] to use the temperature information to forecast the maximum daily load 
of January 1999. In [144], the ANN with extended Bayesian training method 
was used and gave better results than that of the competition’s winner.
More details about the data used and the training period of each method 
can be found in Table 5.3. Moreover, the Gaussian radial basis kernel func­
tion (3.4.27) not only used in all our experiments but also used in [26, 142] 
and [143]. To compare LWSVR method with methods A, B, C and D, we used 
the same experimental setup as used in each method. This comparison is shown 
in Table 5.3. The results of Table 5.3 show that the LWSVR outperforms other 
methods. The improvements of LWSVR over methods are shown in Table 5.4.
5.6.2 Case 2: North American electric utility dataset
In this case, the dataset of the North American electric utility is used. At this 
electric power utility, the daily forecasts were made at 8:00 A.M. Forecasts were 
produced for the entire next day, starting at midnight and through the following 
midnight and hence they were made from 16 to 40 hours into the future. On 
Fliday, the forecasts were produced for the entire weekend as well as Monday 
(16 to 88 hours into the future). The objective is to forecast the hourly load, 
from 16 up to 40 hour (steps) ahead for weekdays and from 16 up to 88 hour 
(steps) ahead for weekends during the test period which goes from November 
1990 to March 1991.
To compare LWSVR method with LWR, local SVR, local GP and some 
published methods that employ the same dataset, we used the same experimental 
setup as used in [144] (Method D) and [30] (Method E) which use a multiple 
regression model called (EGRV). That is, the hourly load and temperature data 
from the month to be forecasted and from two month earlier, along with the data 
corresponding to the same window in the previous year are used as a training
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Table 5.4: Improvement of LWSVR over other methods using the dataset of 
EUNITE competition
Prediction Method Improvement
LWSVR —
Method A [26] 27.69%
Method B [142] 25.39%
Method C [143] 15.29%
Method D [144] 21.14%
period. First, the error of each day during the testing period is calculated. 
Then the average error of each day of the week (Monday to Sunday) during the 
testing period is calculated. Finally, the overall mean performance for the entire 
testing period for each model can be calculated. These results are summarised 
in Table 5.5 and depicted in Figs. 5.7 and 5.8.
Table 5.5: Comparison of LWSVR method and other methods using the dataset 
of North American electric utility
Prediction method MAPE NMSE
Method D [144] 4.88 -
Method E [30] 4.73 -
LWR 4.71 0.131
Local SVR 4.08 0.112
Local GP 4.16 0.119
LWSVR 3.62 0.083
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Figure 5.7: Comparison of LWSVR method and other methods using MAPE for 
the dataset of North American electric utility.
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Figure 5.8: Comparison of LWSVR method and other methods using NMSE for 
the dataset of North American electric utility.
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It can be seen from these results that the LWSVR method gives better perfor­
mance than LWR, local SVR, local GP, method D [144] and method E [30]. It im­
proves the performance (MAPE) over LWR, local SVR, local GP, method D [144] 
and method E [30] by 23.14%, 11.27%, 12.98%, 25.82% and 23.47%, respectively.
Fig. 5.9 shows the average prediction MAPE of every day of the week (Mon­
day to Sunday) during the testing period. These results confirm the superiority 
of the LWSVR method over other methods.
Mon. Tue. Wed. Thu. Fri. Sat. Sun.
Figure 5.9: Average prediction MAPE of every day of the week during the testing 
period using the dataset of North American electric utility.
In addition, the MAPE of the whole testing data for the 24 hours is sum­
marised in Table 5.6. From these results, it can be noticed that the LWSVR 
model exhibits a better performance than LWR, local SVR, local GP and method 
E [30]. Most MAPE values of LWSVR are under 4 (70.83% of the 24 hours), 
while in local SVR, half MAPE values are under 4. Also, we can notice that all 
MAPE values of of method E [30] are over 4 except one value only.
Fig. 5.10 presents one example for the dataset of North American electric 
utility. It shows one day ahead forecasted load using LWSVR versus the actual 
load of the period from 27th November 1990 to 3rd December 1990. These results 
show that the LWSVR’s prediction values are very close to the actual values.
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Table 5.6: Comparison of the LWSVR method and other methods using the 
dataset of North American electric utility (MAPE of the 24 Hours)
MAPE
Hour Method E [30] LWR Local SYR Local GP LWSVR
1 4.08 4,24 3.67 3.74 3.10
2 4.44 4.57 3.96 4.05 3.04
3 4.84 4.81 4.30 4.38 3.99
4 5.03 5.01 4.46 4.45 4.01
5 5.47 5.23 4,44 4.53 4.43
6 5.66 5.52 4.71 4.80 4.04
7 5.43 5.51 4.80 4.88 4.10
8 4.76 4.66 4.21 4.25 3.67
9 4.22 3.98 3.37 3,55 3.35
10 3.84 4.07 3.54 3.74 3.03
11 4.04 4.12 3.66 3.73 3.17
12 4.12 4.55 3.94 3.93 3.34
13 4.55 4.44 3.86 3.94 3.18
14 5.02 4.87 4.07 4.14 3.97
15 5.31 5.22 4.52 4.63 4.29
16 5.43 5.60 4.87 4.98 4.01
17 5.36 4.88 4.25 4.24 4.21
18 4.94 4.62 4.01 4.02 3.25
19 4.19 4.33 3.75 3.71 3.32
20 4.30 3.86 3.24 3.22 3.20
21 4.42 4.49 3.89 3.97 3.28
22 4.40 4.55 3.97 3.90 3.54
23 4.57 4.89 3.99 4.15 3.39
24 5.04 5.02 4.54 4.79 3.98
Average 4.73 4.71 4.08 4.16 3.62
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Figure 5.10: One day ahead forecasted and actual load from 27th November 1990 
to 3rd December 1990.
5.7 Conclusions
In this chapter, a new approach has been proposed to solve the load forecast­
ing problem. The idea of the proposed approach is to modify the risk function of 
the support vector regression algorithm with use of locally weighted regression 
and keeping the regularisation term in its original form. In addition, the weight­
ing functions’s bandwidth is optimised using the proposed weighted distance 
algorithm based Mahalanobis distance.
Two different real world datasets have been used to evaluate the performance 
of the proposed method (LWSVR). The proposed method has been compared 
with LWR, local SVR, local GP and some published papers employing the same 
datasets. The numerical results, achieved based on different measuring errors 
show the superiority of LWSVR over LWR, local SVR, local GP and other pub­
lished methods.
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Chapter 6
Locally Weighted Group Method 
of Data Handling Based KPCA 
for STLF
6.1 Introduction
Phase space reconstruction is an important step in local prediction methods. 
The traditional time series reconstruction techniques usually use the coordinate 
delay (CD) method [113] to calculate the embedding dimension and the time 
delay constant of the time series [145].
The traditional time series reconstruction techniques have a serious problem. 
In which there may be correlation between different features in reconstructed 
phase space. Consequently, the quality of phase space reconstruction and mod­
elling will be affected [11]. In recent years, to process nonlinear time series, 
the kernel principal component analysis (KPCA) which is one type of nonlinear 
principal component analysis (PCA) is used [146].
KPCA is an unsupervised technique that is based on performing principal 
component analysis in the feature space of a kernel. The main idea of KPCA is 
first to map the original inputs into a high-dimensional feature space via a kernel 
map,which makes data structure more linear, and then to calculate principal 
components in the high-dimensional feature space [11].
In Chapter 5 the LWSVR algorithm which is derived by combining SVR and
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LWR is proposed to solve the STLF problem and gives a very good performance. 
Nevertheless, some limitations exist in the SVR approach [147]. First, the most 
serious limitation of SVR algorithm is uncertain in choice of a kernel. The best 
choice of kernel for a given problem is still a research issue. The second limitation 
is the selection of SVR parameters due to the lacking of the structural methods 
for confirming the selection of parameters efficiently. Finally, the SVR algorithm 
is computationally slower than the artificial neural networks.
To overcome such limitations, a new method is proposed in this chapter using 
an alternative machine learning technique which is called group method of data 
handling (GMDH). GMDH is a self-organising method that was firstly developed 
by Ivakhnenko [9] as a multivariate analysis method for modelling and identifi­
cation of complex systems. GMDH has been applied to solve many prediction 
problems with success [148, 10, 149]. The main idea of GMDH is to build an 
analytical function in a feedforward network based on a quadratic node transfer 
function whose coefficients are obtained using a regression technique [150],
The proposed method is derived by combining the GMDH with the local 
regression method and weighted least squares regression and employing the 
weighted distance algorithm which uses the Mahalanobis distance to optimise 
the weighting function’s bandwidth. In the proposed model, the phase space is 
reconstructed based on KPCA method, so that the problem of the traditional 
time series reconstruction techniques can be avoided. The LWGMDH method 
has been evaluated using two real world datasets and compared with some pub­
lished methods using the same datasets. The results show that the proposed 
method exhibits superior performance to that of other methods.
The rest of this chapter is organised as follows: Section 6.2 describes the 
time series reconstruction based on KPCA method. Section 6.3 reviews the 
GMDH algorithm. The LWGMDH method is introduced in Section 6.4. Then 
the experimental results and comparisons with other methods are presented in 
Section 6.5. Finally, Section 6.6 concludes this chapter of our work.
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6.2 Time series reconstruction based on KPCA
6.2.1 Introduction to KPCA
The PCA is a well-known method for feature extraction [151]. It involves the 
computations in the input (data) space so it is a linear method in nature. KPCA 
is an unsupervised technique that is based on performing principal component 
analysis in the feature space of a kernel. KPCA can be used to reconstruct the 
time series, on the basis of which some kernel principal components are chosen 
according to their correlative degree to the model output to form final phase 
space of the nonlinear time series.
In KPCA the computations are performed in a feature space that is nonlin- 
early related to the input space. This feature space is that defined by an inner 
product kernel in accordance with Mercer’s theorem [43]. Due to the nonlinear 
relationship between the input space and feature space the KPCA is nonlinear. 
However, unlike other forms of nonlinear PCA, the implementation of KPCA 
relies on linear algebra by mapping the original inputs into a high-dimensional 
feature space via a kernel map,which makes data structure more linear.
Figure 6.1 illustrates the basic idea of KPCA [43], The feature space shown 
in Fig. 6.1(b) is nonlinearly related to the input space (Fig. 6.1(a)) via the 
transformation 0(x). The contour lines shown in Fig. 6.1(b) represent constant 
projections onto a principle eigenvector (drawn as an arrow). The transformation 
<f>(x) has been chosen in such away that the images of the data points induced in 
the feature space congregate themselves essentially along the eigenvector. Fig­
ure 6.1(a) shows the nonlinear contour lines in the input space that correspond 
to those in the feature space.
6.2.2 KPCA implementation
The basic idea of KPCA is to map the data x into a high dimensional feature 
space <j>(x) via a nonlinear mapping, and perform the linear PCA in that feature 
space as:
Qfaxj) = </>(*?)) (6.2.1)
where X;, xj are variables in input space and Q(xi,Xj) is called kernel function.
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Eigenvector
(b)
Figure 6.1: Illustration of the basic idea of KPCA: (a) Two dimensional input 
space, displaying a set of data points, and (b) Two dimensional feature space, 
displaying the induced images of the data points congregating around a principle 
eigenvector.
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Given a set of data where each x^ e and N is the number of data
points, we have a corresponding set of feature vector Accordingly,
the sample covariance matrix of </>(^) can be defined as follows:
~ 1 N
C = (6.2.2)
i—1
As in PCA method, we have to ensure that the set of feature vectors {^Xj)}^ 
have zero mean [43]:
1 N
= ° (6.2.3)
i=l
Proceeding then on the assumption that the feature vectors have been cen­
tred, KPCA solves equation (6.2.4) for the eigenvalues:
XiVi = Cvii i = (6.2.4)
where A* is one of the non-zero eigenvalues of C and Vi is the corresponding 
eigenvector.
Because the eigenvectors V{ lie in the plane which is composed of 
^(xi),0(x2), ...^(x^), therefore [11]:
Xi^Xi) ■ Vi = (p(xi) ■ Cvi i = 1,2,..., N (6.2.5)
and there exist coefficients a meet:
N
v = (6.2.6)
j=i
Substituting equation (6.2.2) and equation (6.2.6) into equation (6.2.4) and 
defining an TV x TV matrix Q which is defined by equation (6.2.1), the following 
formula can be got [43]:
N N N
]C xi) = NXY1 aAxj) (6.2.7)
i=l J=1 j=l
Equation (6.2.7) can be written in the compact matrix form [43]:
NXa = Qa (6.2.8)
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Assuming the eigenvectors of <j){pci) is of unit length Vi ■ Vi = 1, each ai must 
be normalised using the corresponding eigenvalue by d^ = i = 1, 2,A.
Finally the principal component for X;, based on d;, can be calculated as 
following:
N
Pt{i) ^vf^Xi) = '*T/siU)Q(xj>xi)> * = 1,2,...,^ (6.2.9)
j=i
From equation (6.2.9), one can notice that the maximal number of principal 
components that can be extracted by KPCA is N. The dimension of pt can be 
reduced in KPCA by considering the first several eigenvectors that is sorted in 
descending order of the eigenvalues. In this thesis, the commonly used Gaussian 
radial basis function kernel (equation 3.4.27) is employed.
6.3 Group method of data handling (GMDH)
Suppose that the original dataset consists of d columns of the values of the 
system input variables that is X = (xi(t), ^(i),xd(t)), (t = 1,2,..., N) and a 
column of the observed values of the output and N is the length of the dataset.
The connection between inputs and output variables can be represented by 
an infinite Volterra-Kolmogorov-Gabor (VKG) polynomial of the form:
N N N N N N
y — o,q -\- ^ a^Xi + EE dijXiXj + EEE aijkXiXjXk + — (6.3.1)
i=l i=l j=l j=l k—1
where N is the number of the data points, A(aQi a*, ay, Oijk, ••■) and X (xh Xj, xk,...) 
are vectors of the coefficients and input variables of the resulting multi-input 
single-output system, respectively.
It is showed by Ivakhnenko that the VKG series can be used as a cascade 
of second order polynomials using only pairs of variables [9]. The corresponding 
network as shown in Fig. 6.2 can be constructed from simple polynomial. As the 
learning procedure evolves, branches that do not contribute significantly to the 
specific output can be deleted, this allows only the dominant causal relationship 
to evolve.
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Inputs Layer 1 Layer 2 Layer 3
The selected nodes from each layer
Figure 6.2: GMDH network.
6.3.1 GMDH layers
When constructing the GMDH network, all combinations of the system input 
variables X = {xi,x2, are generated and used as inputs of the first layer of
the network. The outputs from this layer are then classified then the best nodes 
are selected for input into the next layer with all combinations of the selected 
outputs being sent into layer 2. This process is continued until the current layer 
is found to not be as good as the previous one. Therefore, the previous layer 
best neurons is then used as the final solution.
6.3.2 GMDH nodes
Each layer consists of nodes generated to take a specific pair of the combina­
tion of inputs as its source. The total number of nodes (polynomials) that can 
be constructed in each layer is equal to . Each node (polynomial) produces 
a set of coefficients A(ao, oi, <22,03,04,05) such that equation (6.3.2) is estimated 
using the set of training data.
y = a0 + aiXi + a2Xj + a^XiXj + a4xf + a5x? (6.3.2)
This equation is tested for fit by determining the mean square error (MSE)
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of the predicted y and actual y values using the set of testing data as follows:
e =jf
i—l
The least square solution of (6.3.3) is given by
A = {XtX)-1XtY
where Y = [yi)y2, >
By using these coefficients and processing the set of testing data in equa­
tion (6.3.2), the node then computes its error using equation (6.3.3). The error 
is the measure of fit that this node achieved.
6.3.3 GMDH connections
The nodes of the GMDH layer are sorted based on the error produced, then 
the best n nodes are saved. The generated y values of each node become one 
set of inputs which can be used by the next layer when it combines all outputs 
from the previous layers nodes assigning them to the new layers nodes (See 
Fig. 6.2). The layer must remember the nodes that were saved so that other data 
submitted to the network will follow the same generated path to the output [152]. 
When the GMDH network is completed, there is a set of original inputs that 
filtered through the layers to the optimal output node. This is the computational 
network that is to be used in computing predictions.
6.3.4 GMDH network and its advantages
The GMDH network training algorithm procedures can be summarised as 
follows:
'iQ
'2Q
xlpx1Q
IQ
,2
2P X2Q
1 -T' rp 'T* T1 ^2
U,Np ,Onq ^Np^NQ ^Np ^NQ
and P, Q G {1, 2,.., d}
(6.3.3)
(6.3.4)
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• GMDH network begins with only input nodes and all combinations of 
different pairs of them are generated using a quadratic polynomial and 
sent into the first layer of the network. The advantage of using pairs of 
input is that only six weights (coefficients) have to be computed for each 
node.
• Use least squares regression to compute the optimal parameters for the 
function in each node to make it best fit the training data.
• Compute the mean squared error for each node.
• Sort the nodes in order of increasing error.
• Select the best nodes which give the smallest error from the candidate set 
to be used as input into the next layer with all combinations of different 
pairs of them being sent into second layer.
• This process is repeated until the current layer is found to not be as good 
as the previous one. Therefore, the previous layer best node is then used 
as the final solution as shown in Fig. 6.3.
MSE (the smallest 
value of each layer)
▲
±
1
Best node of this 
layer is the final 
solution
Number of layers
Figure 6.3: Stopping criterion.
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There could be summarised that the GMDH networks influence the contem­
porary artificial neural network algorithms with several advantages [153]:
• The GMDH networks offer adaptive network representations that can be 
tailored to the given task. The number of layers, model structure and other 
optimal parameters are determined automatically.
• The GMDH networks learn the weights rapidly in a single step by standard 
least square regression which guarantees finding locally good weights due 
to the reliability of the regression technique.
• The GMDH networks feature sparse connectivity which means that the 
best discovered networks can be trained fast.
More details about the GMDH and its different applications have been re­
ported in [150, 154].
6.4 Locally weighted group method of data han­
dling (LWGMDH)
The LWGMDH method is derived by combining the GMDH with the local 
regression method and WLS regression. To predict the output values y for each 
query point (xq) belongs to the testing set, the GMDH will be trained using the 
K nearest neighbours only (1 < ./£ <C iV, TV is the number of training points) 
of this xq. The coefficient parameters is calculated using WLS regression where 
each point in the neighbourhood is weighted according to its distance from the 
xq. The points that are close to xq have large weights, and the points far from 
xq have small weights.
Overall, the framework of the design procedure of the LWGMDH comes as a 
sequence of the following steps.
1. Reconstruct the time series: Load the multivariate time series dataset 
X — (t — 1,2, ...,jV). Using the KPCA method
to calculate the number of principal components of each dataset (we set
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the time delay constant of all datasets equal to 1). Then, reconstruct the 
multivariate time series using these values.
2. Form a training and validation data: The input dataset after reconstruc­
tion X is divided into two parts, that is a training XtY dataset and valida­
tion Xva dataset . The size of the training dataset is Ntv while the size of 
the validation dataset is Nva.
3. For each query point xq, choosing the K nearest neighbours of this query 
point using the Euclidian distance between xq and each point in Xtr (1 < 
K « JVtr).
4. Create the first layer: Using the K nearest neighbours only, all combina­
tions of the inputs are generated based on (6.3.2) and sent into the first 
layer of the network.
5. Estimate the coefficients parameters of each node: The vector of coeffi­
cients A is derived by minimising the locally weighted mean squared error
(6.4.1)
where w is the weighting function. Many weighting functions are proposed 
by the researchers [136]. In this work, the Gaussian kernel weighting func­
tion is used as following:
(6.4.2)
where xq is the query point, Xj is a data point belongs to the nearest 
neighbours points of xq and h is the bandwidth parameter which plays 
an important role in local modelling. An optimisation method for the 
bandwidth is proposed in Section 5.5.
The weighted least square solution of (6.4.1) is given by:
A = {(WXfiWX^-'iWXfiWy) (6.4.3)
where W is the diagonal matrix with diagonal elements Wu — y/vTi and 
zeros elsewhere [137], Y = ••■,2//f]r5 -A(ao, oq, £12, a3, a4, a5), X is de­
fined in the last section but with number of rows equal to K (the number
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of the nearest neighbours). This procedure is implemented repeatedly for 
all nodes of the layer.
6. Select the nodes with the best predictive capability to create the next layer: 
Each node in the current layer is evaluated using the training and validation 
datasets. Then the nodes which gives the best predictive performance 
for the output variable are chosen for input into the next layer with all 
combinations of the selected nodes based on equation (6.3.2) being sent 
into next layer. In this thesis, a predetermined number of these nodes 
is used. The coefficients parameters of each node in this layer can be 
estimated using the same procedures in step 5.
7. Check the stopping criterion: The modelling can be terminated when:
e/+i > ei (6.4.4)
where e[+1 is a minimal identification error of the current layer while et is a 
minimal identification error of the previous layer. So that the previous layer 
(l) best node is then used as the final solution of the current query point. 
If the stopping criterion is not satisfied, the model has to be expanded. 
The steps 6 to 7 can be repeated until the stopping criterion is satisfied.
8. Then, the steps 3 to 7 can be repeated until the future values of different 
query points are all acquired.
Figure 6.4 presents the computation procedure of the proposed method.
6.5 Short term load forecasting results
To evaluate the performance of the proposed LWGMDH method, two differ­
ent datasets are used. The first one is the hourly load and temperature from 
North American electric utility [141] as presented in Section 5.6, while the sec­
ond one is the historical load, temperature and price data (for two years 2002 
and 2003) from the Victorian electricity market in Australia.
In the second dataset, the historical loads and prices in half hourly basis was 
collected from Australian Energy Market Operator (AEMO) [155], while histor­
ical weather data (temperature) was collected from the Bureau of Meteorology,
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.— Is this
Prediction point the 
last one?
Reconstruct the time series dataset
based on KPCA
Load the multivariate time series 
dataset
Create the first layer using K nearest 
neighbours only based on (6.3.2)
Estimate the coefficient parameters of 
each node in the layer using (6.4.3)
The previous layer (/) best node is then 
used as the final solution
Select the nodes with the best predictive 
capability
Set parameter K (number of the nearest 
neighbours), and KPCA’s parameters.
Find the K nearest neighbours for the 
current prediction point using the 
Euclidean distance
Create the next layer (/+1) and estimate 
its coefficient parameters with the same 
procedures in previous layer (/)
Calculate the bandwidth parameter (h) 
and Gaussian weighting function of 
each point in the neighbourhood
Figure 6.4: Flowchart of the LWGMDH method.
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VIC Climate and Consultancy Section. These data are transformed to an hourly 
basis by averaging two half hours. Fig. 6.5 illustrates the electricity demand of 
Victoria for two months (February 2003 and June 2003).
600 8C
Time (Hours)
8000 -
7000 -
Time (Hours)
Figure 6.5: Hourly electricity demand in Victoria city from (a) June 2003 (b) 
February 2003.
As the previous datasets, Fig. 6.5 indicates that the load in Victoria has 
multiple seasonal patterns, corresponding to a daily and weekly periodicity, re­
spectively. In addition, Fig. 6.5 indicates that the electricity demand in June 
2003 (winter period in Australia) is lower than the electricity demand in Febru­
ary 2003 (summer period in Australia). This shows the relation between the load 
and the temperature (the maximum and minimum temperatures for February 
2003 were recorded to be nearly 35 and 10 (7°, respectively, while these values 
are 20 and 3 C°, respectively for June 2003).
To show the effectiveness of the proposed LWGMDH method, numerical sim­
ulations comparing with conventional GMDH (as a global method), local SVR, 
LWSVR based CD and LWSVR based KPCA method are conducted. There 
are two important parameters in the KPCA algorithm, which are the number of 
principal components (nc) and o2 in the Gaussian kernel function. The optimal
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values of these parameters which computed using cross validation method are 
shown in Table 6.1. For the CD method parameters, the correlation dimension 
method and the mutual information method are used to selecting the embedding 
dimension (d) and the time delay constant (m), respectively. The optimal val­
ues of these parameters for each dataset are shown in Table 6.1. Also, choosing 
K is very important step in order to establish the local prediction model. So, 
equation (4.3.1) is used to calculate K as described in Section 4.3 where the 
parameters kmax and a are fixed for all test cases in this Chapter at 30% of N 
and 75, respectively.
Table 6.1: Phase reconstruction parameters for each dataset
Dataset
Coordination delay method
parameters
KPCA
parameters
Load time
series
Temperature
time series
Price time
series <72 nc
di mi C?2 m2 4 m3
North American
Electric Utility
4 5 3 9 - - 1.05 14
Victoria dataset 4 4 5 5 4 3 0.9 19
For all performed experiments, we quantified the prediction performance 
with mean absolute percentage error (MAPS) and normalised mean square error 
(NMSE). They are defined by equation (4.4.1) and equation (4.4.2), respectively.
6.5.1 Forecasting results using North American electric 
utility dataset
In this case, the dataset of the North American electric utility is used. The 
objective is to forecast the hourly load, from 16 up to 40 hour (steps) ahead for 
weekdays and from 16 up to 88 hour (steps) ahead for weekends during the test 
period which goes from November 1990 to March 1991.
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To compare our proposed LWGMDH method with GMDH, local SYR, LWSVR 
based CD, LWSVR based KPCA and some published methods that employ the 
same dataset, we used the same experimental setup as used in [144] (Method D) 
and [30] (Method E) which use a multiple regression model called (EGRV). That 
is, the hourly load and temperature data from the month to be forecasted and 
from two month earlier, along with the data corresponding to the same window 
in the previous year are used as a training period.
To implement the SVR algorithm, there are some key parameters to calculate. 
These parameters are calculated as described in subsection 4.4.2. The values of 
these parameters are 0.70 and 1.81 for C and a, respectively. In addition, for 
the GMDH method, the maximum number of nodes in each layer is chosen as 
16 while the number of layers of the network is chosen automatically.
As in Chapter 5, the error of each day during the testing period is calculated. 
Then the average error of each day of the week (Monday to Sunday) during the 
testing period is calculated. Finally, the overall mean performance for the entire 
testing period for each model can be calculated. These results are summarised 
in Table 6.2.
Table 6.2: Comparison of LWGMDH method and other methods using the 
dataset of North American electric utility
Prediction method MAPE NMSE
Method D [144] 4.88 —
Method E [30] 4.73 —
GMDH 4.60 0.141
Local SVR 4.08 0.112
LWSVR based CD 3.62 0.083
LWSVR based KPCA 3.26 0.080
LWGMDH 2.91 0.071
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These results illustrate that the LWGMDH method has a better prediction 
performance than than GMDH, local SVR, LWSVR based CD method, LWSVR 
based KPCA method, method D [144] and method E [30]. By using the LWG­
MDH, the performance (MAPE) is improved over method D [144], method E [30], 
GMDH, local SVR, LWSVR based CD and LWSVR based KPCA by 40.37%, 
38.48%, 36.74%, 28.68%, 19.61% and 10.74%, respectively.
The average prediction MAPE of every day of the week (Monday to Sunday) 
during the whole testing period for each method are shown in Fig. 6.6. In 
addition, the MAPE of the whole testing period for the 24 hours is summarised 
in Table 6.3. It can be seen from these results that, the LWGMDH method gives 
better performance than other methods in all cases.
There are two peak periods in each day. The first one is the A.M. peak period 
from 7 A.M. to 9 A.M., while the second one is the P.M. peak period from 4 
P.M. to 7 P.M. Figures. 6.7 and 6.8 show the average prediction MAPE for each 
method during these two peak periods for the whole testing period. From these 
figures, we can notice that the LWGMDH gives the best performance amongst 
all methods for both A.M. peak period and P.M. peak period. These results 
confirm the superiority of the LWGMDH method over other methods.
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Figure 6.6: Average prediction MAPE of every day of the week during the whole 
testing period.
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Table 6.3: Comparison of the LWGMDH method and other methods using the 
dataset of the North American electric utility (MAPE of the 24 Hours)
MAPE
Hour
Method
E [30]
GMDH Local SYR
LWSVR
+ CD
LWSVR
+ KPCA
LWGMDH
1 4.08 4.07 3.67 3.10 2.80 2.51
2 4.44 4.39 3.96 3.04 2.33 2.17
3 4.84 4.75 4.30 3.99 3.11 2.15
4 5.03 4.92 4.46 4.01 3.08 2.25
5 5.47 4.95 4.44 4.43 4.05 3.52
6 5.66 5.27 4.71 4.04 4.62 4.09
7 5.43 5.35 4.80 4,10 3.57 3.08
8 4.76 4.66 4.21 3.67 4.09 3.59
9 4.22 3.87 3.37 3.35 3.14 2.65
10 3.84 4.21 3.54 3.03 2.77 2.76
11 4.04 4.28 3.66 3.17 2.91 2.52
12 4.12 4.39 3.94 3.34 3.52 2.97
13 4.55 4.26 3.86 3.18 2.55 3,09
14 5.02 4.51 4.07 3.97 3.21 3.14
15 5.31 5.08 4.52 4.29 4.12 3.58
16 5.43 5.48 4.87 4.01 3.46 3.10
17 5.36 4.80 4.25 4.21 3.62 2.74
18 4.94 4.47 4.01 3.25 2.31 2.07
19 4,19 4.16 3.75 3.32 2.46 2.45
20 4.30 3.61 3.24 3.20 3.02 2.84
21 4.42 4.35 3.89 3.28 3.18 3.15
22 4.40 4.62 3.97 3.54 3.14 3.22
23 4.57 4.69 3.99 3.39 3.40 2.83
24 5.04 5.16 4.54 3.98 3.80 3.49
Avg. 4.73 4.60 4.08 3.62 3.26 2.91
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Figure 6.7: Average prediction MAPE of each method at A.M. peak period 
during the whole testing period.
t------------------ 1------------------ 1------------------r
Figure 6.8: Average prediction MAPE of each method at P.M. peak period 
during the whole testing period.
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6.5.2 Forecasting results using Victoria dataset
In this case, the publicly available load, pxdce and temperature data (for two 
years 2002 and 2003) of the Victorian electricity market, Australia are used.
In this case the values of SVR’s key parameters are also chosen as described 
in subsection 4.4.2. The values of these parameters are 10 and 1.10 for C and 
a, respectively. Moreover, the maximum number of nodes in each layer of the 
GMDH network is chosen as 23 while the number of layers of the network is 
chosen automatically.
To verify the predictive ability of the proposed method, its performance is 
compared with GMDH, local SVR, LWSVR based CD, LWSVR based KPCA 
and two published methods. These methods are:
• Method D [144]: ANN with extended Bayesian training method.
• Method F [15]: ANN based similar days approach.
To make results comparable with the literature, we used the same experi­
mental setup as used in [15] and [144]. That is the hourly load and temperature 
data from the month to be forecasted and from two month earlier, along with 
the data corresponding to the same window in the previous year are used as a 
training set.
First, the MAPE at each lead time (from 1 up to 6 hours ahead) is calculated 
for each method during the period from Monday, 1st September 2003 to Sunday 
7th September 2003. These results are shown in Fig 6.9.
Fig. 6.9 shows that our proposed method gives the best performance amongst 
all methods. Moreover, as it is expected we can notice that the error is increasing 
proportionally with the lead time. This happens because uncertainty makes it 
more difficult to predict more distant events.
To further study the adaptiveness of the proposed method, the simulations 
for the whole September month (from 1st to 30th September) are also performed. 
The MAPE value for one hour and six hours ahead is obtained as 0.54 and 
1.19, respectively. Table 6.4 shows the MAPE value of each method for all the 
simulated cases.
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Figure 6.9: MAPE plotted against lead time for each method during the period 
from Monday, P* September 2003 to Sunday, 7th September 2003.
These results show that our proposed LWGMDH method outperforms other 
methods. For the first week of September 2003, the LWGMDH method improves 
the accuracy over LWSVR based KPCA, LWSVR based CD, local SVR, GMDH, 
method D [144] and method F [15] by 5.00%, 15.56%, 19.15%, 20.83%, 22.45% 
and 32.14%, respectively for one hour ahead forecasting, while these improve­
ments are 8.86%, 20.00%, 26.53%, 32.08%, 32.71% and 44.62%, respectively 
for six hour ahead forecasting. In addition, for September 2003, our proposed 
method improves the accuracy over LWSVR based KPCA, LWSVR based CD, 
local SVR, GMDH and method F [15] by 5.26%, 15.63%, 20.59%, 26.03% and 
29.87%, respectively for one hour ahead forecasting, while these improvements 
are 8.46%, 19.59%, 26.99%, 37.70% and 42.23%, respectively for six hours ahead 
forecasting.
To further study the superiority of LWGMDH over other methods, the hourly 
load for one day ahead (from 1 up to 24 hour ahead) is predicted during two test 
months. These months are July 2003 (Winter season in Australia) and December 
2003 (Summer season in Australia). The performance of the LWGMDH method 
is compared with LWSVR based KPCA, LWSVR based CD, local SVR, GMDH
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methods. We calculate the MAPE of each day during each testing period. Then 
the average MAPE value of each day of the week (Monday to Sunday) during 
each testing period can be calculated. These results are shown in Figs. 6.10-6.11. 
Table 6.5 also summarises the overall mean performance of each method for each 
testing period.
—GMDH 
Local SVR 
- • - LWSVR+CD 
LWSVR+KPCA 
—LWGMDH
~
Figure 6.10: Average prediction MAPE of every day of the week during July 
2003.
-+-GMDH 
Local SVR 
- • - LWSVR+CD 
LWSVR+KPCA 
-m- LWGMDH
lu 2.5-
Figure 6.11: Average prediction MAPE of every day of the week during Decem­
ber 2003.
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Table 6.5: Overall mean performance of each method for each testing period 
using the Victoria dataset
Prediction July 2003 December 2003
method MAPE NMSE MAPE NMSE
GMDH 2.04 0.060 2.25 0.070
Local SVR 1.84 0.051 2.15 0.064
LWSVR based CD 1.60 0.042 1.92 0.056
LWSVR based KPCA 1.37 0.036 1.70 0.049
LWGMDH 1.21 0.027 1.52 0.041
It can be seen from these results that the LWGMDH method gives better 
performance than GMBH, local SVR, LWSVR based CD and LWSVR based 
KPCA methods in all days. Moreover, the results show the superiority of the 
proposed method over other methods. The MAPE improvements of LWGMDH 
over methods are shown in Table 6.6.
Table 6.6: MAPE improvements of LWGMDH over other methods using the 
Victoria dataset
Prediction Improvements
method July 2003 December 2003
LWGMDH - -
GMDH 40.69% 32.44%
Local SVR 34.24% 29.30%
LWSVR based CD 24.38% 20.83%
LWSVR based KPCA 11.68% 10.59%
Another observation from these results is that the MAPE of December is 
higher than July. This happens because December is unstable month in respect 
to load behaviour. This is due to the increase in power consumption because of
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a gradual rise in temperature (the maximum and minimum temperatures were 
recorded to be nearly 40 and 12 °C, respectively.) and the celebration activities 
(Christmas and New Year).
6.6 Conclusions
In this chapter, a LWGMDH method for STLF has been proposed where 
the phase space is reconstructed using the KPCA method. Then, the neigh­
bouring points are presented by Euclidian distance for each query point. These 
neighbouring points only can be used to train the GMDH where the coefficient 
parameters are calculated using WLS regression. Therefore, the most important 
points that are close to the query vector have larger weights than others. To im­
prove the performance of the proposed method, the weighted distance algorithm 
is also used to optimise the weighting function’s bandwidth.
According to the numerical results based on two different real world datasets, 
the proposed LWGMDH method gives a promising results for STLF. The nu­
merical results show the superiority of the proposed LWGMDH method over 
the GMDH, local SVR, LWSVR based CD, LWSVR based KPCA and other 
published methods.
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Chapter 7
Evolutionary Design of the 
Generalised Locally Weighted 
GMDH for STLF
7.1 Introduction
While providing a useful systematic design procedure, conventional GMDH 
also has some drawbacks [8]. First, it tends to generate quite complex polyno­
mial for relatively simple systems (data). Second, it also tends to produce an 
exceedingly complex network when it comes to highly nonlinear systems due to 
its limited generic structure (quadratic two-variable polynomial) [156].
To overcome these drawbacks, a number of researchers have attempted to 
hybridise GMDH with some evolutionary optimisation techniques such as ge­
netic algorithm (GA) [157], particle swarm optimisation [158], genetic program­
ming [159], etc. Onwubolu [152] proposed a hybrid of differential evolution and 
GMDH and clearly showed that the proposed framework performs better than 
conventional GMDH method.
Iba et al. [160] proposed a hybrid of genetic programming and GMDH and 
showed that this hybrid method gives better performance then the conventional 
GMDH method. Zadeh et al. [161] proposed a new GMDH-type neural network 
where GA is deployed to design the whole architecture of the GMDH-type neural 
networks. In this method, the connectivity configuration is not limited to the
128
7.1 Introduction 129
adjacent layers as in the conventional GMDH but the neurons in any layers can 
be connected to each other.
Moreover, the self-organising polynomial neural network (SOPNN) which is 
GMDH type algorithm was developed by Oh et al [8], SOPNN is more flexible 
than the conventional GMDH as each node in the network can have a different 
number of input variables as well as a different polynomial order. GA based 
SOPNN is proposed in [156] for nonlinear systems modelling and prediction. 
In [156], GA is used for each layer of the network to get the preferred nodes 
and their optimal design parameters (the number of input variables, polynomial 
order and input variables).
An evolutionary algorithm (EA) is a computer program that attempt to 
solve complex problems by mimicking the processes of Darwinian evolution. It 
operates within a population of individuals which are randomly generated. These 
individuals represent a particular solutions to a particular problem. The initial 
population evolves towards better solutions by using some operators. These 
operators are reproduction, crossover and mutation. The fitness value of an 
individual gives a measure of its performance for the given problem [162, 163].
In order to solve the STLF problem, a new design approach of generalised 
LWGMDH (G-LWGMDH) based EA is introduced in this chapter. In the pro­
posed model, the phase space is reconstructed based on KPCA method. In 
addition, the EA is used to design the whole architecture of the G-LWGMDH 
network, i.e., the value of the weighting function’s bandwidth, how many input 
variables are chosen to each node, which input variables are optimally chosen 
among input variables and what is the best type of the polynomials in each node. 
The G-LWGMDH method has been evaluated using two real world datasets and 
compared with some published methods. The results show that the proposed 
model exhibits superior performance to that of other methods.
The rest of this chapter is organised as follows: Section 7.2 reviews the EA 
algorithm. The implementation of G-LWGMDH based EA method is introduced 
in Section 7.3. Then the experimental results and comparisons with other meth­
ods are presented in Section 7.4. Finally, this chapter is concluded in Section 
7.5.
Advanced Local Predictors for STLF
7.2 Evolutionary algorithm (EA) 130
7.2 Evolutionary algorithm (EA)
The EA is started with an initial population of individuals (generation) which 
are generated randomly. Every individual (chromosome) encodes a single pos­
sible solution to the problem under consideration. The fittest individuals are 
chosen by ranking them according to a pre-defined fitness function, which is 
evaluated for each member of this population. The individuals with high fitness 
values therefore represent better solution to the problem than individuals with 
lower fitness values. Following this initial process, the crossover and mutation 
operations are used where the individuals in the current population produce the 
children (offspring). These children are assigned fitness scores. A new population 
of individuals (generation) is then formed from the individuals in current pop­
ulation and the children. This new population becomes the current population 
and the iterative cycle is repeated until a termination condition is reached [164]. 
Fig. 7.1 shows the main flowchart that describes every EA applied for function 
optimisation.
EA posses a number of features as follows:
• EA is population based. It processes a whole collection of candidate solu­
tions simultaneously.
• EA uses recombination to mix information of more candidate solution into 
a new one.
• EA is stochastic.
EA has a number of components or operators that must be specified in order 
to define a particular EA. the most important components, shown in Fig. 7.1, 
are representation, fitness function, selection method, crossover, mutation and 
termination. Each of these components will be discussed in the following sub­
sections.
7.2.1 Representation and evaluation
The first design step is called representation as it amounts to specifying a 
mapping from a phenotypes (possible solutions within the original problem) onto
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Is stopping 
criterion met?
Select fitter individuals as parents
Update the population
Initialize a population of trial solutions
Evaluate the fitness of each individual in 
the population
Generate new individuals via applying 
crossover and mutation to the selected 
parents
The output’s fittest individual is used as the 
solution to the problem described by the 
fitness function
Figure 7.1: The main flowchart of EA.
Advanced Local Predictors for STLF
7.2 Evolutionary algorithm (EA) 132
a set of genotypes (the individuals within EA) which represent these phenotypes.
It is important to understand that the whole evolutionary search takes place 
in the genotype space. Then the solution, a good phenotype, can be obtained 
be decoding the best genotype after termination.
Many individual solutions (chromosomes) are randomly generated initially 
to form an initial population. There are no specific rules for the number of 
individuals in a population. The population size depends on the nature of the 
problem. The population covers the entire range of possible solutions (the search 
space).
In general, the individuals can be encoded based on bits, labels, integers, real 
numbers, logic based rules and any other finite alphabet adequate to encode the 
solution space supplied with an en/decoder function.
Once a population is generated, a fitness function is used to evaluate the 
individuals and sort them according their fitness score. A fitness function is 
a function that assigns a quality measure to the individuals (chromosomes). 
Therefore, particular individual may be ranked against all the other individuals. 
The individuals which are more optimal, are allowed to breed and mix their data 
by any of several techniques, producing a new generation that will hopefully be 
even better.
7.2.2 Selection
Selection is the next step of EA in which the better individuals based on 
their quality are chosen from a population to become parents of the next gen­
eration. Parent selection is responsible for pushing quality improvements. The 
parent selection is typically probabilistic. Probabilistic selection of individuals is 
repeatedly despatched in order to locate the candidates applicable to the EA op­
erations. Thus, high quality individuals have a higher chance to become parents 
than those which have low quality.
There are various selection algorithms reported in [165]. The well known 
schemes are stochastic sampling with replacement, stochastic sampling with no 
or partial replacement, reminder stochastic sampling with replacement, etc.
In this thesis, the stochastic sampling with replacement scheme which is
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widely used in literature under the name of “roulette wheel selection” is em­
ployed. This selection scheme may be implemented as follows [165]:
• The fitness function is evaluated for each individual in the population 
providing fitness values. These values are then normalised by dividing the 
fitness value of each individual by the sum of all fitness values, so that the 
sum of all resulting fitness values equals 1.
• The individuals are sorted by descending fitness values.
• Accumulated normalised fitness values are computed (the accumulated fit­
ness value of an individual is the sum of its own fitness value plus the 
fitness values of all the previous individuals). The accumulated fitness of 
the last individual should of course be 1.
• A number r between 0 and 1 is chosen randomly.
• The selected individual is the first one whose accumulated normalised value 
is greater than r.
• This procedure is repeated until there are enough selected individuals
7.2.3 Crossover
The idea behind the crossover operator is to combine useful segments of 
different parents to form an offspring that benefits from advantageous bit com­
binations of both parents.
Once the parents are selected using the selection scheme, the strings are 
picked at random to form pairs with probability pc. These pairs then exchange 
some of their data creating offspring by randomly selecting a position on the 
strings and exchanging each sub-string to one side of the position.
In discrete crossover, there are many types of crossover operator, they are one 
point, two point, uniform binomial crossover. The simplest crossover operator 
is the one point crossover [166] in which a crossing site is selected at random 
and then the sub-string that follows the site are exchanged. For example, two
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possible parents could be:
Parent a: pal pa2 pa3 Pa4 Pa5
Parent b: pbl pb2 Pbs Pb4 Pb5
One point crossover could possible yield the following spring:
Child a: pal pa2\\ pb3 pbi pb5
Child b: pbl pb2\\ pa3 Pai Pa5
In real valued crossover, there are different types of crossover operator such as 
intermediate arithmetical, line arithmetical, heuristic arithmetical [162]. In this 
thesis, the commonly used line arithmetical crossover operator is employed [164]. 
Where a random number r G [0,1] is generated. Then two offspring c;, Cj are 
produced through the following linear combinations of two parental vectors p^pf
q = r x pi + (1 - r) x Pj
Cj — (l — r) x pi +r x pj (7.2.1)
This crossover produces offspring lying along the line segment joining the 
two parent points in the solution space.
7.2.4 Mutation
By mutation, individuals are randomly altered. These variations (mutation 
steps) are mostly small. They will be applied to the variables of the individuals 
with a low probability pm (mutation probability) which is set to small number to 
avoid disruption of the useful schemata. Normally, offspring are mutated after 
being created by crossover. It is intended to prevent premature convergence and 
loss of genetic diversity.
In case of binary encoding, the 0 or 1 is flipped to 1 or 0, respectively with 
a probability pm. If the encoding is not binary but still based on a discrete 
alphabet, then a different value is chosen randomly from this alphabet to replace 
the current one with probability pm.
In real valued encoding, there some different types of mutation such as uni­
form mutation, Gaussian mutation and adaptive non-uniform mutation. In this
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thesis, a Gaussian mutation method is employed for each kth gene p[k] as fol­
lows [162]:
c[k] =N(p[k]i(r2) (7.2.2)
7.2.5 Termination
After crossover and mutation, each of the population generated goes through 
a series of evaluation, selection, crossover and mutation. These procedures are 
repeated until a termination condition is reached. Different termination heuris­
tics can be applied such as:
• Fixed number of generations reached.
• A solution is found that satisfies minimum criteria.
• The highest ranking solution’s fitness is reaching or has reached a plateau 
such that successive iterations no longer produce better results.
• Combinations of the above.
7.3 Generalised LWGMDH (G-LWGMDH) al­
gorithm based EA
The G-LWGMDH has a high level of flexibility as each node can have a 
different number of input variables as well as a different order of polynomial. 
Moreover, in the LWGMDH, the nodes in each layer are only connected to node 
in its adjacent layer. The G-LWGMDH removes this restriction. This means 
that the nodes in different layers including the input layer can be connected to 
others far away not only in the very adjacent layers.
The performance of the G-LWGMDH depends strongly on choosing the value 
of the weighting function’s bandwidth, the number of input variables for each 
node, which input variables can be chosen among input variables for each node 
and what is the best type of the polynomials in each node. Therefore the de­
signer must determine these parameters before the architecture of G-LWGMDH
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is constructed but there is no guarantee that the obtained structure is the best 
one. In order to solve this problem, we use the EA which has been widely used 
as a parallel global search method for optimisation problems [167, 168].
7.3.1 Representation of chromosome for appropriate in­
formation of G-LWGMDH network
In the evolutionary design procedure of G-LWGMDH, the most important 
consideration is the representation strategy, that is how to encode the differ­
ent parameters into the chromosome. In this work, each chromosome which 
represents the structure of the whole network consists of four sub-chromosomes.
We employ different coding methods for each sub-chromosome. The first 
sub-chromosome is a real coding for the bandwidth of the weighting function 
(h). The second and third sub-chromosomes are a string of integer digits for the 
polynomial type and the number of inputs of each node, respectively. The length 
of the second and third sub-chromosomes is equal to the total number of nodes in 
the network which is initially determined by the user. The last sub-chromosome 
is a string of alphabetical digits of the input variables chosen to each node. The 
length of this sub-chromosome is equal to the sum of the numbers in the third 
sub-chromosome.
Fig. 7.2 illustrates an example of a chromosome which represents a network 
of G-LWGMDH consisting of three layers. Number of nodes of each layer are 3, 2 
and 1 (output). This network is shown in Fig. 7.3. Different types of polynomial 
are used in this thesis. Table 7.1 shows these types for up to four inputs as an 
example [8, 156].
7.3.2 Fitness evaluation
The fitness function measures the performance of the model. It is quite 
important for evolving systems to find a good fitness measurement. The fitness 
(F) of each entire string which represents a G-LWGMDH network is evaluated 
using mean square error defined as:
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a
b
Figure 7.2: Structure of the chromosome which represents a G-LWGMDH net­
work.
Polynomial type Number of inputs
Figure 7.3: G-LWGMDH network.
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Table 7.1: Different types of polynomials
Order of the polynomial
Number of inputs
2 3 4
1 (type 1) Bilinear Trilinear Tetralinear
2 (type 2) Biquadratic Triquadratic Tetraquadratic
2 (type 3)
Modified
biquadratic
Modified
triquadratic
Modified
tetraquadratic
• Bilinear = Co + ci£i + 02X2-
• Biquadratic = Cq -t- Ciaq + 02^2 + C3X1X2 + c^xf -f- c^x^-
• Modified biquadratic = c0 + ciXi + c2a;2 + 03X1X2.
• Trilinear = cq + c^xi + 022:2 4* 032:3.
• Triquadratic = c0 + CiXi + C2X2 + 032:3 + 042:12:2 + 052:12:3 + cGx2X3 + c7xj +
c82:| + Cg2:|.
• Modified Triquadratic = c0 + ciKi + c22:2 + 032:3 + 042:12:2 + 052:12:3 + 052:22:3.
• Tetralinear = Cq + 012:1 + 022:2 + 032:3 + 042:4.
• Tetraquadratic — Co +012:1+ 022:2+ 032:3-1-042:4+ 052:12:2 +062:12:3+ c72;12:4-f 
03X2X3 + 092:22:4 + 0102:32:4 + cn2:f + ci2a:| + 0132:3 + 0142;^.
• Modified Tetraquadratic = 00+01X1+02X2 + 03X3+04X4 + 05X1X2 + 06X2X3-1- 
07X1X4 + 032:22:3 + 092:22:4 + 0102:32:4.
h Nva
^ = aT - »)a (7-3-1)
iVva i=l
where iVva is the number of points in the validation set, & and are the actual 
and output values, respectively.
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7.3.3 EA operators for G-LWGMDH network reproduc­
tion
The operators of crossover and mutation can now be implemented to produce 
two offspring from two parents which are chosen using the roulette wheel selection 
method. For the first sub-chromosome which represents h, the line arithmetical 
crossover is used as follows [164]:
Ci = r x hi T (1 — r) x /i2
c2 = (1 — r) x hi -I- r x /i2 (7.3.2)
where hi and h2 are two parents, ci and c2 are two offspring and r is a random 
generated uniform number (r € [0,1]).
The crossover operator for the second and third sub-chromosomes is simply 
accomplished by exchanging the tail of each two sub-chromosomes from a ran­
domly chosen point. While the change of the fourth sub-chromosome follows the 
change in the third one. Fig. 7.4 shows an example of crossover operator for two 
chromosomes in G-LWGMDH networks. These networks after the crossover are 
shown in Fig. 7.5.
Parents
h, 1 2 1 3 2 3 2 3 2 4 3 3 b a d c a c b e d g f f g : h Tp"
h2 2 2 1 2 3 3 2 2 3 2 3 2 a d d b c b a b g e g f h
Offspring
Figure 7.4: Crossover operation for two individuals in G-LWGMDH
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Parents offspring
Figure 7.5: Crossover operation on two G-LWGMDH networks.
Similarly, the mutation operation can contribute effectively to the diversity 
of the population. In the first sub-chromosome, the Gaussian mutation (equa­
tion 7.2.2) is used. While, this operation is simply accomplished by changing 
one or more digits as genes in the second and third sub-chromosomes to another 
possible digit. In addition, the change of the fourth sub-chromosome follows 
the change in the third one. Fig. 7.6 shows an example of mutation operator 
for one chromosome in G-LWGMDH network. After that, each of the popula­
tion generated goes through a series of evaluation, reproduction, crossover and 
mutation.
Before mutation
Cl 1 2 1 2 3 3 2 3 3 2 3 2 b a d c a c b a b g e S f h i
After mutation
mi 1 2 3 2 3 3 2 3 3 2 2 2 b a d c a c b a b g e f h i
Figure 7.6: Mutation operation for an individual in G-LWGMDH.
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In every generation, the chromosome that has the worst fitness value is re­
placed by the chromosome that has the best fitness value in the previous genera­
tion. These procedures are repeated until a termination condition is reached. In 
this thesis, we use a predetermined maximum number of generation as a termi­
nation condition. After the termination condition is satisfied, the chromosome 
which gives the best performance in the last generation is selected as the output 
G-LWGMDH network.
Overall, the framework of the design procedure of the G-LWGMDH based 
EA comes as a sequence of the following steps.
• Step 1: Reconstruct the time series: Load the multivariate time series
dataset X = (zi(t), ^(t), £mM), (t — 1,2, ...,A). Using the KPCA
method to calculate the number of principal components of each dataset 
(we set the time delay constant of all datasets equal to 1). Then, recon­
struct the multivariate time series using these values.
• Step 2: Determine initial information for constructing the G-LWGMDH 
structure. The initial information for the G-LWGMDH structure can be 
determined in the following manner:
— The value of the weighting function’s bandwidth (h).
— The maximum number of layers and the number of nodes per layer.
— The maximum number of input variables arriving at each node and 
the polynomial types used.
— The EA parameters. These parameters are population size, crossover 
rate, mutation rate and the stopping criterion. In this thesis, the 
maximum number of generations is used as the stopping criterion.
• Step 3: Form a training and validation data: The input dataset after 
reconstruction X is divided into two parts, that is a training Xtr dataset 
and validation Xva, dataset. The size of the training dataset is Ntr while 
the size of the validation dataset is Nvsl.
• Step 4: For each query point xq, choosing the K nearest neighbours of this 
query point using the Euclidian distance between xq and each point in Xtl.
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(1 < X Ntr). These points only will be used to train the G-LWGMDH 
network.
• Step 5: Generation of initial population: The weighting function’s band­
width, the polynomial type of each node, the number of inputs of each node 
and the input variables chosen to each node are encoded into a chromo­
some as described in Section 7.3.1. These chromosomes are all randomly 
initialised.
• Step 6: Estimate the coefficient parameters of each node: The vector of 
coefficient parameters is derived by minimising the locally weighted mean 
squared error (equation 6.4.1) using the nearest neighbours points only. 
The weighted least square solution of equation (6.4.1) is given by equa­
tion (6.4.3). This procedure is implemented repeatedly for all nodes of 
each chromosome.
• Step 7: Evaluation: each chromosome is evaluated and has its fitness value 
as described in Section 7.3.2. Then, to produce the next generation, the 
selection, crossover and mutation operations are carried out as described 
in Section 7.3.3.
• Step 8: Check the stopping criterion: The modelling can be terminated 
when the stopping criterion is reached. If the stopping criterion is not 
satisfied, the model has to be expanded. The steps 6 to 7 can be repeated 
until the stopping criterion is satisfied.
• Step 9: After the evolution process, the chromosome which has the best 
performance in the last generation is selected as the final structure of the 
network. The output of the selected network is the predicted value of the 
current query point.
• Step 10: Then, the steps 4 to 9 can be repeated until the future values of 
different query points are all acquired.
Figure 7,7 presents the computation procedure of the proposed method.
Advanced Local Predictors for STLF
7.3 Generalised LWGMDH (G-LWGMDH) algorithm based EA 143
The initial population evolves towards better solutions by using the EA 
operators of reproduction, crossover and mutation
Reproduction; roulette wheel
Crossover
Mutation
Termination 
^ condition ^
c Future prediction 3
Is this
query point the last 
\ one?
Reconstruct the time series dataset 
based on KPCA
Estimate the coefficient parameters of each 
_______ node using equation (6.4.3)_______
Evaluation: each chromosome is evaluated 
and has its fitness value
Load the multivariate time series dataset
Generation of initial population: the 
parameters are encoded into a chromosome
Find the K nearest neighbours for the current 
query point using the Euclidean distance
The output of the selected network is the 
predicted value of the current query point
The chromosome which has the best 
performance in the last generation is selected 
as the final structure of the network
Figure 7.7: Flowchart of the G-LWGMDH based EA method.
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7.4 Numerical results
Two different datasets are used to evaluate the performance of the proposed 
G-LWGMDH based EA method. The first dataset is the hourly electricity load 
in New York city and temperature data observed at Central Park [169] (for two 
years 2003 and 2004). While the second one is the historical load, temperature 
and price data (for two years 2002 and 2003) from the Victorian electricity 
market in Australia as presented in Section 6.5.
For the first dataset, Fig. 7.8 illustrates the electricity demand of New York 
City from Is* June 2003 to 31st December 2003.
30001------------ 1------------ ^------------ 1------------ 1------------ 1------------ 1________ i________ i________ i________ l_
500 1000 1500 2000 2500 3000 3500 4000 4500 5000
Time (Hours)
Figure 7.8: Hourly electricity demand in New York city from 1st June 2003 to 
31'^ December 2003.
According to Fig. 7.8, it is clear that the load has multiple seasonal patterns. 
The electricity demand in summer period is higher than the electricity demand 
in winter period. This is because the gradual rise in temperature in the summer 
over the winter. In addition, it is also affected by calendar effect, z.e., weekends 
and holidays.
To show the effectiveness of the proposed method, numerical simulations 
comparing with conventional GMDH (as a global method), local SYR, LWSVR
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based KPCA and LWGMDH method are conducted. Table 7.2 shows the optimal 
values of the KPCA parameters. In addition, equation (4.3.1) is used to calculate 
K as described in Section 4.3 where the parameters kmax and a are fixed for all 
test cases in this Chapter at 50% of N and 90, respectively. Table 7.3 summarises 
the design parameters of EA and the initial design information for the LWGMDH 
network for all test cases.
Table 7.2: KPCA parameters of each dataset
Dataset O'2 nc
Victoria dataset 0.90 19
New York 1.30 15
Table 7.3: Design parameters of the G-LWGMDH based EA method
Parameters
EA
Maximum generation 100
Population size 40
Crossover rate 0.8
Mutation rate 0.09
LWGMDH
network
Number of layers 5
Number of nodes per layer 12,9,6,3,1
Number of inputs to be selected 2 ~ 5
polynomial type 1 - 3
Weighting function’s bandwidth 0 < h < 1
To choose the suitable values of SVR’s key parameters, the same procedures 
which described in subsection 4.4.2 are used. The values of these parameters are 
C = 13 and a = 0.90 for the New York dataset, while these values are C = 10 
and a — 1.10 for the Victoria dataset.
In addition, for the GMDH network, the maximum number of nodes in each
Advanced Local Predictors for STLF
7.4 Numerical results 146
layer of the network is chosen as 18 and 23 for the New York dataset and the 
Victoria dataset respectively. The number of layers of the GMDH network is 
chosen automatically so that it may generate quite complex polynomial for rel­
atively simple data. The proposed G-LWGMDH based EA method solves this 
problem by choosing the best number of layers and the best number of nodes in 
each layer using EA. The maximum number of layers and the maximum number 
of nodes per layer for both datasets are shown in Table 7.3.
Moreover, all nodes in the GMDH network has limited generic structure 
(quadratic two-variable polynomial), so that it tends to produce an exceedingly 
complex network when it comes to highly nonlinear systems. This problem can 
be overcome in the G-LWGMDH based EA method by using different polyno­
mial order and different number of inputs for each node. The range of these 
parameters are shown in Table 7.3 for both dataset.
7.4.1 New York dataset
In this case, the hourly electricity load in New York City and temperature 
data observed at Central Park have been considered [169]. The performance of 
the proposed G-LWGMDH based EA method is compared with GMDH (as a 
global method), local SVR, LWSVR based KPCA, LWGMDH, the prediction 
of New York Independent System Operator (NYISO) [169] and an adaptive 
two-stage hybrid network with self-organised map and support vector machine 
(SVM) [13].
To make results comparable with other methods, the training and testing 
periods are used as described in [13]. In this case, four typical months have been 
used for forecasting. The first one corresponds to January 2004 which is a winter 
month, the second one corresponds to April which is a spring month, the third 
one corresponds to July 2004 which is a summer month while the fourth one 
corresponds to October 2004 which is an autumn month.
The hourly load and temperature data from 1st January 2003 to 31s* Decem­
ber 2003 are used to forecast the winter testing month. In addition, the hourly 
load and temperature data from Is* April 2003 to 31*/l March 2004 are used to 
forecast the spring testing month. Moreover, the hourly load and temperature
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data from Is* July 2003 to 30th June 2004 are used to forecast the summer test­
ing month. Whereas, the hourly load and temperature data from 1st October 
2003 to 30^ September 2004 are used to forecast the autumn testing month.
First, the MAPE and NMSE of each day during the four test months are 
calculated. Then the average MAPE and NMSE values of each method for the 
four test months are calculated. Also, we calculate the MAPE and NMSE of the 
forecasting load published by NYISO [169] in the same period. These results are 
shown in Table 7.4 and depicted in Figs. 7.9-7.12.
These results show that the proposed method outperforms other methods. 
Table 7.5 shows the MAPE improvements of the G-LWGMDH based EA over 
NYISO [169], hybrid network [13], GMDH, local SVR, LWSVR and LWGMDH 
for each testing month. Another observation from these results is that the MAPE 
of July is higher than January. This is due to the increase in power consumption 
because of a gradual rise in temperature.
Winter month
MAPE
-■-NMSE
Figure 7.9: Comparison of the G-LWGMDH based EA method and other meth­
ods using MAPE and NMSE for winter month.
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Spring month
0.04
0.035
0.03
0.025
0.02
0.015
0.01
Figure 7.10: Comparison of the G-LWGMDH based EA method and other meth­
ods using MAPE and NMSE for spring month.
Summer month
-e—MAPE
- 0.07
-■-NMSE
- 0.06
- 0.05
- 0.04
- 0.03
0.02
Figure 7.11: Comparison of the G-LWGMDH based EA method and other meth­
ods using MAPE and NMSE for summer month.
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Autumn month
-e-MAPE 
-■-NMSE
- 0.03
Figure 7.12: Comparison of the G-LWGMDH based EA method and other meth­
ods using MAPE and NMSE for autumn month.
Table 7.5: MAPE improvements of G-LWGMDH based EA over other methods 
using the New York dataset
Prediction Improvements
method Winter Spring Summer Autumn
G-LWGMDH based EA - - - -
NYISO [169] 63.29% 58.52% 62.82% 58.47%
Hybrid network [13] 42.31% - 42.36% -
GMDH 47.76% 49.47% 48.03% 47.59%
Local SVR 37.87% 36.24% 39.17% 37.97%
LWSVR 25.00% 24.60% 25.84% 24.03%
LWGMDH 13.93% 16.67% 16.98% 15.52%
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In addition, the MAPE of the whole testing period (January 2004, April 
2004, July 2004 and October 2004) for the 24 hours is summarised in Table 7.6. 
From these results, we can notice that the proposed method exhibits a better 
performance than other methods in all cases.
Figs. 7.13-7.16 show the actual load and one day ahead forecasted load values 
using G-LWGMDH based EA method of one week, as an example, of each testing 
month. The results of Figs. 7.13-7.16 show that the G-LWGMDH based EA 
method’s prediction values are very close to the actual values.
- - Actual
— Forecasted
cd 5500
4000 1
time (Hours)
Figure 7.13: One day ahead forecasted and actual load from 5th January 2004 
to llf/l January 2004 using the New York dataset.
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Table 7.6: Comparison of the G-LWGMDH based EA method and other methods 
using the New York dataset (MAPE of the 24 Hours)
MAPE (%)
Hour
NYISO
[169]
GMDH
Local
SVR
LWSVR LWGMDH
G-LWGMDH
based EA
1 3.07 2.06 1.61 1.36 1.20 1.12
2 3.03 2.65 1.91 1.77 1.60 1.32
3 3.00 2.39 1.84 1.62 1.35 1.17
4 2.92 2.08 1.69 1.40 1.33 1.14
5 2.87 1.68 1.58 1.41 1.37 1.18
6 2.78 1.66 1.19 1.08 0.88 0.73
7 2.71 1.57 1,29 1.23 1.22 1.03
8 2.67 2.20 1.35 1.16 1.14 1.01
9 2.70 1.67 1.24 1.15 0.92 0.84
10 2.58 1.97 1.42 1.17 0.99 0.79
11 2.62 1,91 1.88 1.28 1.26 1.09
12 2.54 2.07 1.82 1.34 1.03 0.92
13 2.61 1.81 1.71 1.24 1.15 1.11
14 2.69 1.63 1.45 1.32 1.13 1.02
15 2.73 1.72 1.57 1.44 1.40 1.26
16 2.85 1.96 1.68 1.49 1.36 1.20
17 2.88 2.05 1.67 1.39 1.06 0.74
18 2.79 2.42 1.83 1.68 1.61 1.29
19 2.79 2.34 1.94 1.45 1.25 1.08
20 2.54 2.33 2.16 1.63 1.29 0.96
21 2.65 2.52 2.24 1.58 1,47 1.23
22 2.77 2.60 2.11 1.70 1.58 1.25
23 2.77 2.23 2.04 1.66 1.53 1.16
24 2.96 2.37 2.18 1.67 1.48 1.22
Average 2.77 2.08 1.73 1.43 1.28 1.08
Advanced Local Predictors for STLF
7.4 Numerical results 153
- - Actual
— Forecasted
4500 r
4000-
Time (Hours)
Figure 7.14: One day ahead forecasted and actual load from 5th April 2004 to 
IIth April 2004 using the New York dataset.
- - Actual
— Forecasted
—i 6500
Time (Hours)
Figure 7.15: One day ahead forecasted and actual load from 5</l July 2004 to 
lF/l July 2004 using the New York dataset.
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- - Actual
— Forecasted
Time (Hours)
Figure 7.16: One day ahead forecasted and actual load from ith October 2004 
to 10</l October 2004 using the New York dataset.
7.4.2 Victoria dataset
In this case, we use the same experimental setup as used in [15] and [144] in 
order to make results comparable with the literature. That is the hourly load and 
temperature data from the month to be forecasted and from two month earlier, 
along with the data corresponding to the same window in the previous year are 
used as a training set. The performance of the proposed G-LWGMDH based EA 
is compared with GMDH, Local SVR, LWSVR based KPCA, LWGMDH and 
two published methods (Method E [144] and Method F [15]).
As in Chapter 6, we calculate the MAPE at each lead time (from 1 up to 6 
hours ahead) for each method during the period from Monday, 1st September 
2003 to Sunday 7th September 2003. These results are shown in Fig 7.17.
Figure 7.17 shows that the G-LWGMDH based EA method gives better per­
formance than other methods. In addition, the hourly load for one day ahead is 
predicted during four test months. These months are April 2003 (Autumn sea­
son in Australia), July 2003 (Winter season in Australia), October 2003 (Spring 
season in Australia) and December 2003 (Summer season in Australia).
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1.6
3 4
Prediction Step
Figure 7.17. MAPE plotted against lead time for each method during the period 
from Monday, 1st September 2003 to Sunday, 7th September 2003 for the Victoria 
dataset.
The peiformance of the G-LWGMDH based EA method is compared with 
GMDH, local SVR, LWSVR based KPCA and LWGMDH methods. These re­
sults are shown in Table 7.7 which summarises the overall mean performance of 
each method for each testing month. In addition, the MAPE of each day during 
each testing period is calculated. Then the average MAPE value of each day of 
the week during the whole testing period (April 2003, July 2003, October 2003 
and December 2003) can be calculated. These results are shown in Fig. 7.18.
Fiom these results, it can be seen that the proposed method outperforms 
other methods. The proposed method has achieved the best results. Moreover, 
the MAPE of December is higher than other months. This happens due to the 
increase in power consumption because of a gradual rise in temperature and the 
celebration activities (Christmas and New Year). The MAPE improvements of 
the G-LWGMDH based EA over other methods are shown in Table 7.8.
Figures. 7.19- 7.22 show the actual load and one day ahead forecasted load 
values using G-LWGMDH based EA method of one week, as an example, of each 
testing month. The results of Figs. 7.19-7.22 show that the G-LWGMDH based 
EA method’s prediction values are very close to the actual values.
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-O- GMDH 
- ■ - Local SVR 
—LWSVR 
-♦- LWGMDH 
—EA based G-LWGMDH
----- -
Mon. Wed.
Figure 7.18: Average prediction MAPE of every day of the week during the 
whole testing period for the Victoria dataset.
Table 7.8: MAPE improvements of G-LWGMDH based EA over other methods 
using the Victoria dataset
Prediction Improvements
method Apr. 2003 Jul. 2003 Oct. 2003 Dec. 2003
G-LWGMDH based EA - - - -
GMDH 54.82% 50.49% 51.98% 45.33%
Local SVR 47.95% 45.11% 45.81% 42.79%
LWSVR 27.05% 26.28% 27.07% 27.65%
LWGMDH 18.35% 16.53% 19.17% 19.08%
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6500
— Actual
— Forecasted
5000
4500
Time (Hours)
Figure 7.19: One day ahead forecasted and actual load from 7th April 2003 to 
13'/l April 2003 using the Victoria dataset.
7000
— Actual 
----Forecasted6500
^ 6000 -
-J 5500-
5000 -
4500
Time (Hours)
Figure 7.20: One day ahead forecasted and actual load from 7th July 2003 to 
13f/i July 2003 using the Victoria dataset.
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Figure 7.21: One day ahead forecasted and actual load from 6th October 2003 
to 13^ October 2003 using the Victoria dataset.
7000
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— Forecasted
6000
5000
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Figure 7.22: One day ahead forecasted and actual load from 1st December 2003 
to 7th December 2003 using the Victoria dataset.
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7.5 Conclusions
In this chapter, a new approach is proposed to solve the STLF problem, 
which is called as the G-LWGMDH based EA. The architecture of the proposed 
G-LWGMDH based EA method is not predetermined, but can be self-organised 
automatically during the design process.
The nodes of the proposed G-LWGMDH based EA method can have a dif­
ferent number of input variables as well as a different order of the polynomial. 
In addition, the connectivity configuration in the G-LWGMDH is not limited 
to adjacent layers unlike the conventional GMDH. Consequently, the proposed 
G-LWGMDH based EA method can overcome the disadvantages of the conven­
tional GMDH due to its high level of flexibility.
The performance of the proposed G-LWGMDH based EA method is demon­
strated using two different real world datasets. The results show that the pro­
posed G-LWGMDH based EA method provides a much better forecasting perfor­
mance in comparison with GMDH, local SVR, LWSVR based KPCA, LWGMDH 
and other published methods employing the same data.
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Conclusions
This chapter concludes the work presented in this thesis and summaries the 
major achievements of the presented research in the field of power system short 
term load forecasting and presents some suggestions for future work.
8.1 Summary
In order to overcome the drawbacks of global predictors, a new predictor 
approach is presented. The new approach can be derived by combining the three 
regression algorithms, such as RBF, SYR or GP with a local prediction model. 
For data preprocessing, the embedding dimension and the time delay constant 
for the power load data are computed firstly, and then the continuous power load 
data are used for the phase space reconstruction. In addition, after choosing the 
best number of the nearest neighbours using the proposed systematic method, 
the neighbouring points are presented by Euclidian distance. According to these 
neighbouring points, the local model is set up. The local predictors can overcome 
the drawbacks of the global predictors by involving more than one model to 
utilise the local information. Therefore, the accuracy of the local predictor is 
better than the global predictor in which only one model is engaged for all 
available data that contains irrelevant patterns to the current prediction point.
Three different real world datasets with two typical load types have been used 
to evaluate and compare the performance of local RBF, SVR and GP predictors 
with their global versions, as well as two benchmark methods which are seasonal
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ARIMA and Holt-Winters models. The experimental cases with prediction up 
to day ahead have employed to consistently confirm the superiority of the local 
predictors over the global ones, seasonal ARIMA and Holt-Winters models. The 
results show that the local GP gives better performance than other methods 
for two datasets whereas local SYR gives the best performance for the third 
dataset. The local GP and local SVR methods can be recommended to the 
utility engineers because the obtained accuracy seems to be very good for the 
real-world applications.
The LWSVR method has been proposed to solve the load forecasting prob­
lem. The proposed approach combines the support vector regression and locally 
weighted regression and employs the weighted distance algorithm to optimise 
the weighting function’s bandwidth. In the proposed method, each training 
data point is weighted according to its distance from the current point under 
prediction.
In the LWSVR method, the phase space is reconstructed based on multi­
variate time series using the embedding dimension and time delay constant for 
each scalar time series. In addition, the neighbouring points are selected using 
Euclidian distance. Then the new regularisation constant of SVR is calculated 
using the weighting function whose bandwidth is optimised using the weighted 
distance algorithm. According to these neighbouring points and the new regu­
larisation constant, the LWSVR model is set up.
The proposed LWSVR method is tested using two different real world datasets. 
Our experiments have shown that the proposed LWSVR method has a better 
prediction accuracy than LWR, local SVR, local GP and other published meth­
ods. The effectiveness of LWSVR comes from weighting the SVR’s regularisa­
tion parameter using the LWR method where each point in the neighbourhood is 
weighted according to its distance from the current point under prediction. The 
points that are close to the current point under prediction have larger weights 
than others. Moreover, by using the weighted distance algorithm, the drawback 
of using the weighting function’s bandwidth as a fixed value has been overcome. 
This has led to improve the accuracy of LWSVR method.
Since precise STLF remains a great challenge, the LWGMDH based KPCA
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has been proposed. The proposed method is derived by integrating the KPCA 
method with the LWGMDH which can be derived by combining the GMDH 
with the local regression method and WLS regression. In the proposed method, 
KPCA is used to extract features of the time series and obtain kernel princi­
pal components for constructing the phase space of time series. Therefore, the 
drawbacks of using CD method can be overcome. The coefficient parameters 
of GMDH’s nodes are calculated using the WLS regression where each point in 
the neighbourhood is weighted according to its distance from the current point 
under prediction. By using LWGMDH to solve the load forecasting problem, the 
limitations of SYR can be avoided.
Two different real world datasets have been used to evaluate the performance 
of the proposed LWGMDH method which has been compared with GMDH (as 
a global method), local SYR, LWSVR based CD, LWSVR based KPCA and 
some published methods. In addition, electricity price is considered as one of 
the main characteristics of the system load in the second dataset. The numerical 
results have shown that the proposed LWGMDH method has achieved a better 
performance than GMDH (as a global method), local SYR, LWSVR based CD, 
LWSVR based KPCA and some published methods.
Furthermore, the G-LWGMDH based EA has been proposed and applied 
to STLF. In the proposed method, the EA is used to automatically select the 
weighting function’s bandwidth and the most appropriate architecture of the G- 
LWGMDH network. Besides, a new encoding scheme is also proposed in which 
each chromosome consists of four sub-chromosomes.
The proposed G-LWGMDH based EA method results in a structurally op­
timised structure and comes with a higher level of flexibility in comparison to 
the conventional GMDH. In addition, the weighting function’s bandwidth is 
optimised using EA. Through the consecutive process of such structural and 
parametric optimisation, the proposed method becomes generated in a highly 
dynamic fashion. This leads to avoid the drawbacks of conventional GMDH. 
By applying the proposed G-LWGMDH based EA method on two different real 
world datasets, the results show the superiority of the proposed method over the 
GMDH, local SYR, LWSVR, LWGMDH and other published methods.
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8.2 Suggestions for future work
This study has presented some novel techniques for solving the STLF prob­
lem. Although this study has achieved excellent results, there are still many 
aspects which can be developed in order to increase the forecasting accuracy. 
Therefore, this section addresses several related points that deserve further in­
vestigation.
In the application of support vector regression, there is a lacking of the struc­
tural methods for confirming the selection of SVR’s parameters efficiently (spe­
cially the trade-doff parameter (C)) and choosing the best kernel function. So, 
further research is still needed to locate the most appropriate parameters. In ad­
dition, if an inappropriate kernel has been used, the generalisation performance 
will suffer from overfitting. Although some work has been done on limiting ker­
nels using prior knowledge [170], the best choice of the kernel function for a given 
problem still remains as a research issue.
Genetic programming is viewed by many researchers as a specialisation of 
genetic algorithms. The population of genetic programming individuals is con­
structed as tree-structured expressions. The tree structure of individuals allows 
genetic programming to vary its size and shape, thus, achieving a high efficiency 
in searching of a solution space with respect to what genetic algorithms are 
able to do. Therefore, a new design approach of genetic programming based 
G-LWGMDH in order to improve the forecasting accuracy might be employed 
in the future.
The novel algorithms proposed in this thesis are methods to find the input- 
output relationship. So, they should not be limited to solve STLF problem. 
Future work might employ these algorithms to medium term load forecasting, 
long term load forecasting, electricity price forecasting and wind power forecast­
ing.
Recent research on demand side management enhancements have been ap­
plied to electrical energy consumers where the load curve of these users may 
have some new characteristics. Future work can focus on the load forecasting of 
the demand side management users.
STLF is the prediction of the system load over a defined time interval that
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ranges from one hour to few days for power system operation purposes. Due to 
the random nature of the load and its dependency on numerous factors, fore­
casting is never 100% accurate. Inaccuracies in load forecasting will cause an 
increase in the cost of operating the power system and on the risk measured in 
terms of expectation of energy not served due to unit outages. The economic 
impact analysis of STLF is not included in this study. Therefore, the economical 
impact of the STLF errors on the daily power system operation can be considered 
in the future.
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