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Abstract
A house is the complement of an induced path on 1ve vertices. A hole is an induced cy-
cle on 1ve or more vertices. A domino is the cycle on six vertices with a long chord. A
graph is HH-free if it does not contain a house or a hole. A graph is HHD-free if it does not
contain a house, or a hole, or a domino. We present O(n3) algorithms to recognize HH-free
graphs and HHD-free graphs. The previous best algorithms for the problems run in O(n4) time.
c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction and motivation
A house is the complement of an induced path on 1ve vertices. A hole is an induced
cycle on 1ve or more vertices. A domino is the graph with vertices a; b; c; d; e; f and
edges [a; b]; [b; c]; [c; d]; [d; e]; [e; f]; [f; a], and [b; e]. A graph is HHD-free if
it contains no houses, no holes, and no dominos as induced subgraphs. HHD-free
graphs properly generalize triangulated graphs, namely graphs with no induced cycles
of length four or more. HHD-free graphs were originally studied in the context of
perfectly orderable graphs. Given an ordered graph (G;¡), the order ¡ is called
perfect if for each induced ordered subgraph (H;¡) the greedy algorithm produces
an optimal colouring of H . The graphs admitting a perfect order are called perfectly
orderable. In 1984, Chv#atal [1] proved that an order is perfect if and only if it does
not contain the chordless path on vertices a; b; c; d, edges [a; b]; [b; c]; [c; d] with
a¡b; d¡c. The class of perfectly orderable graphs contains several classical classes
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of graphs such as triangulated graphs and comparability graphs. In [8], it was proved
that HHD-free graphs are perfectly orderable.
Chv#atal posed the problem of 1nding a polynomial time algorithm to recognize per-
fectly orderable graphs. In 1990, Middendorf and PfeiEer [13] proved that the problem
is NP-complete. However, a number of interesting subclasses of perfectly orderable
graphs can be recognized in polynomial time (for example, see [2, 9, 6]).
The four classical optimization problems (Colouring, Clique, Clique-Cover, Stable
Set) can be solved in linear time if the input graph is known to be HHD-free [10].
However, the current best algorithm to recognize HHD-free graphs runs in O(n4) time
[8]. We show in this paper that HHD-free graphs can be recognized in O(n3) time. One
of the key components in our algorithm is reduction of a subproblem to recognition of
triangulated graphs.
Our techniques also yield an O(n3) algorithm to recognize HH-free graphs, de1ned
as those graphs that contain no houses and no holes. HH-free graphs also properly
generalize triangulated graphs. Chv#atal conjectured and Hayward [7] proved that com-
plements of HH-free graphs are perfectly orderable.
Certain other subclasses of perfectly orderable graphs such as P4-lite graphs [11]
and P4-laden [4] graphs have also been studied before. We note that P4-lite graphs
and P4-laden graphs are incomparable to the classes of HHD-free graphs and HH-free
graphs. Also, in contrast to HHD-free and HH-free graphs, P4-lite and P4-laden graphs
can already be recognized in linear time [11, 4]. We also note a related work in [5].
We 1rst present an algorithm that is used as a subroutine in our recognition algo-
rithms. We then present the recognition algorithms for HH-free graphs and for HHD-
free graphs and the proofs of their correctness and complexity.
2. Handling a single vertex
In this section, we discuss the algorithm high(G; x) which determines in O(n2) time
whether a single vertex x can be eliminated from consideration from graph G during
the recognition process. We need to introduce a few de1nitions. Let H be a graph with
vertices v1; : : : ; vn and with edges [vi; vi+1] for i=1; : : : ; n − 1, and the edges [vn; v1]
and [v2; vn]; if n¿6 then H is called a building and v1 is the top of a building; if
n=5 then H is the house as de1ned earlier and v1 is the top of a house. A vertex is
high if it is the top of a house or a building, or if it belongs to a hole. The algorithm
high(G; x) decides whether vertex x is high in G.
The actual behavior of algorithm high(G; x) merits some discussion. If the algorithm
returns true, then x is high in G. On the other hand, if the algorithm returns false
then x is not high in G; however, it is possible that there is still a hole or a house
or a building in G. What this means is that if any of the HHD-free and HH-free
recognition algorithms makes the call high(G; x) and the call returns true, then the
recognition algorithm can declare that G is not in the relevant class of graphs (note
that the building contains a hole). However, if the call returned false, then more work
needs to be done to decide whether or not G is in the relevant class of graphs.
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For example, in the case of recognition of HHD-free graphs, high is always invoked
with a simplicial vertex x: a vertex is simplicial if its neighborhood induces a clique.
Observe that a simplicial vertex cannot belong to a hole or a domino. Further if a
simplicial vertex were to belong to a house, it must be the top of the house. Therefore,
if high(G; x) returns false, then it means that x is not the top of any house in G.
This then implies that x does not belong to any of a house, hole, or a domino in G.
In this case, the recognition algorithm simply deletes x from G and proceeds to test
the remaining graph.
In the recognition of HH-free graphs, high is invoked with an arbitrary vertex x.
Therefore, if high(G; x) returns false, then it means that x is not high in G and so x is
not the top of any house in G and also x is not part of any hole in G. This suggests that
for each vertex v in the given graph G, we can make the call high(G; v) to determine
whether or not G is HH-free. This is precisely what our recognition algorithm does.
For a vertex x; N (x) denotes the set of neighbors of x. Let M (x) refer to V−N (x)−x.
Also, for a vertex v∈M (x) let n(v; x) refer to N (v)∩N (x), i.e., the set of common
neighbors of v and x. For a subset S of vertices of graph G, let G[S] denote the
subgraph of G induced by S.
Our basic approach is to reduce the problem to testing whether a certain graph
constructed from G by adding some edges to G is triangulated. We 1rst turn x into
a simplicial vertex (x may already be simplicial). We then sort the vertices of M (x)
into nondecreasing order R based on the cardinality of neighborhood in N (x). We then
perform a chordal completion to turn the subgraph induced by M (x) into a triangulated
graph such that R is a perfect elimination scheme of the resulting triangulated sub-
graph induced by M (x). Here, by chordal completion, we refer to the process of adding
certain edges to a graph to make it triangulated (this will be explained in more detail
later). Also, an ordering v1v2 : : : vn of vertices of a graph is a simplicial elimination
scheme if each vi is simplicial in the graph induced by the vertices vi through vn. It is
well known [3] that a graph is triangulated if and only if its vertices can be ordered
into a simplicial elimination scheme. We 1nally test if the entire new graph is trian-
gulated. The key is that the construction of the new graph can be done in O(n2) time.
As triangulated graphs can be recognized in O(m+n) time [14], our algorithm high
runs in O(n2) time.
We now present the algorithm high and then prove its behavior and complexity.
Algorithm high
Input: Graph G and a vertex x of G
Output:
true
if x is high, i.e., at the top of a house or a building of G or in a hole of G
false
if x is not high.
236 C.T. Ho0ang, R. Sritharan / Theoretical Computer Science 259 (2001) 233–244
{
1. Turn x into a simplicial vertex in G
2. For each vertex y∈M (x) compute |n(y; x)|, cardinality of n(y; x)
3. Sort M (x) into R = y1y2 : : : yk such that i¡j implies |n(yi; x)|6|n(yj; x)|
4. Perform chordal completion of G[M (x)] to get graph H from G so that
R is a perfect elimination scheme of H [M (x)]
5. if (H is not triangulated) then
return (true)
else
return ( false)
}
We now prove some facts about the algorithm high. In the remainder of the section,
G and x refer to the inputs to the algorithm high. We use k to refer to |M (x)| in G.
Also, we use R to refer to the ordering of vertices of M (x) produced by step 3 in
algorithm. H refers to the graph that results after the 1rst four steps of the algorithm.
Finally, for the sake of proving the facts about the algorithm, we will assume that
chordal completion of G[M (x)] in step 4 is performed as in the following k iterations:
1. G0 =G (with x already turned into a simplicial vertex)
2. for i=1 to k do
Obtain Gi from Gi−1 as follows:
=∗ Make yi simplicial in the graph induced by M (x) in Gi ∗=
for every pair u; v of neighbors of yi such that u∈M (x) and v∈M (x) do
if ([u; v] is not an edge in Gi−1) then
add edge [u; v]
3. H =Gk
Chordal completion, as described above runs in O(n3) time. We will show later that
it can be implemented to run in O(n2) time.
Lemma 1. Suppose H is triangulated. Then x is not high in G.
Proof. By contradiction. Suppose H is triangulated but x is high in G.
Case 1: x belongs to a hole in G. Let the hole be W = x; x1; x2; : : : ; xk−1; xk ; x; k¿4.
Let P be a shortest path in H connecting x2 and xk−1 such that all vertices of P belong
to M (x) as well as to W ; such a path exists in G (namely the path induced by x2
through xk−1 along W ) and therefore it must also exist in H . Then, vertices of P along
with the vertices x1 and xk induce a cycle of length at least 4 in H . Therefore, H is
not triangulated, a contradiction.
Case 2: x is at the top of a house in G. Observe that if the algorithm added an
edge between vertices u and v, then either both u and v belong to N (x) or both u
and v belong to M (x). Therefore, the induced cycle on four vertices that is part of the
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house that x belongs to in G is still present in H . Therefore, H is not triangulated, a
contradiction.
Case 3: x is at the top of a building in G. A similar argument shows that this case
cannot occur.
Corollary 1. If x is high in G then high(G; x) returns true.
We will now show that if H is not triangulated, then x is high in G. For vertices
u and v belonging to M (x) in G, we say v dominates u if n(u; x)⊆ n(v; x). Note that
whether or not a vertex v dominates another vertex u is unaEected by what happens
during chordal completion of G[M (x)] and is entirely decided by the vertices of N (x)
that u and v see; for vertices u and v of a graph, by u sees v we mean u is adjacent to
v; by u misses v we mean u is not adjacent to v. Therefore, we simply say v dominates
u to mean v dominates u in G. We use internal vertices of an induced path to refer
to all the vertices on the path except the end vertices. We need the following facts:
Claim 1. Let G be a graph and x be a vertex in G such that x is not the top of
any house and is not in any hole of G. Suppose yi ∈M (x); yj ∈M (x) are vertices
such that yi comes before yj in R. Further suppose that yi sees yj in G. Then yj
dominates yi.
Proof. Suppose yj does not dominate yi. Then yi sees vertex x1 ∈N (x) that yj misses;
also, as |n(yi; x)|6|n(yj; x)|; yj must see x2 ∈N (x) that yi misses. If x1 sees x2 in G,
then the vertices x; x1; x2; yi; yj induce a house in G in which x is the top; otherwise,
the vertices x; x1; x2; yi; yj induce a hole in G, a contradiction.
Claim 2. Let G be a graph and let x be a vertex of G that is not the top of any
building and is not in any hole. Suppose in G we have yi ∈M (x); yj ∈M (x) such
that yi comes before yj in R and also that yi misses yj. If G has an induced path P
on at least three vertices connecting yi and yj all of whose vertices are in M (x) such
that both yi and yj dominate each of the internal vertices of P; then yj dominates yi.
Proof. Suppose G has an induced path P on at least three vertices connecting yi and
yj such that both yi and yj dominate each of the internal vertices of P, but yj does not
dominate yi. Then yi sees x1 ∈N (x) that yj misses; also, as |n(yi; x)|6|n(yj; x)|; yj sees
x2 ∈N (x) that yi misses. Now, as yi dominates every internal vertex of P and as yi
misses x2, every internal vertex of P misses x2. Similarly, as yj dominates every internal
vertex of P and as yj misses x1, every internal vertex of P misses x1. Also, trivially
all the vertices of P miss x. Now, if x1 sees x2 in G, then x is the top of the building
induced by the vertices x; x1; x2; yi; yj, and the internal vertices of P; otherwise, the
vertices x; x1; x2; yi, and yj, along with the internal vertices of P induce a hole in G,
a contradiction.
We need the following lemma:
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Lemma 2. Let G be a graph and x be a vertex of G that is not high. For vertices
y′ and y′′ in M (x) such that y′ comes before y′′ in R; suppose the edge [y′; y′′]
is added during chordal completion of G[M (x)]. Then; G has an induced path on
at least three vertices connecting y′ and y′′ all of whose vertices are in M (x) and
such that y′ and y′′ dominate each of the internal vertices of that path. Further; y′′
dominates y′.
Proof. We will prove the statement by induction on the iteration of chordal completion
during which an edge is added. Observe that y′ misses y′′ in G.
We will 1rst show that the statement of the lemma is true for any edge added during
the 1rst iteration, i.e., when edges are added among neighbors of y1 in M (x). Suppose
edge [y′; y′′] is added during the 1rst iteration. Then, y1 sees both y′ and y′′ in G.
Also, both y′ and y′′ come after y1 in R. By Claim 1 both y′ and y′′ dominate y1.
Therefore in G; y′y1y′′ is an induced path on three vertices connecting y′ and y′′ such
that both y′ and y′′ dominate each of the internal vertices of the path. By Claim 2,
y′′ dominates y′.
Suppose the statement of the lemma is true for all edges added in up to and including
iteration i¿1 of the algorithm. Consider an edge [y′; y′′] added during iteration i+ 1.
As yi+1 is being turned into a simplicial vertex in iteration i + 1, we have the edges
[yi+1; y′] and [yi+1; y′′] in Gi; recall that Gi is the graph obtained from G after per-
forming i iterations of the chordal completion. Also, both y′ and y′′ come after yi+1
in R.
Each of the edges [yi+1; y′] and [yi+1; y′′] of Gi was either present in G or was
added during an iteration prior to (i + 1)th. If the edge [yi+1; y′] was added in an
earlier iteration than (i+1)th, then by inductive hypothesis, G has an induced path on
at least three vertices connecting yi+1 and y′ all of whose vertices are in M (x) such
that yi+1 and y′ dominate each of the internal vertices on that path; also y′ dominates
yi+1 (by Claim 2). On the other hand, if the edge [yi+1; y′] was present in G, then
trivially yi+1 and y′ dominate each of the internal vertices on the path on two vertices
(edge) connecting them; also by Claim 1 y′ dominates yi+1.
Therefore, in G we have induced path P′ on at least two vertices connecting yi+1
and y′ such that all vertices of P′ are in M (x). Further, yi+1 and y′ dominate each of
the internal vertices of P′. Also, y′ dominates yi+1.
Similarly, in G we have induced path P′′ on at least two vertices connecting yi+1
and y′′ such that all vertices of P′′ are in M (x). Further, yi+1 and y′′ dominate each
of the internal vertices of p′′. Also, y′′ dominates yi+1.
Now, as yi+1 dominates each internal vertex of P′ and as y′′ dominates yi+1; y′′
dominates each internal vertex of P′. Similarly, as yi+1 dominates each internal vertex
of P′′ and as y′ dominates yi+1; y′ dominates each internal vertex of P′′. Therefore,
y′ and y′′ dominate each internal vertex of the path P′ and each internal vertex of the
path P′′ and the vertex yi+1. Construct P′′′, the shortest induced path in G between
y′ and y′′ that only involves vertices from P′ and P′′. The existence of P′ and P′′
guarantees the existence of P′′′. P′′′ must have at least three vertices as y′ misses y′′
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in G. Also, y′ and y′′ dominate all internal vertices of P′′′. By Claim 2, y′′ must
dominate y′.
Lemma 3. If H is not triangulated then x is high in G.
Proof. Suppose H is not triangulated but x is not high in G. It must then be the
case that some yt ∈M (x) is not simplicial in H −{y1; : : : ; yt−1} where y1; : : : ; yt−1 are
the vertices that come before yt in R. For otherwise, R=y1y2 · · ·yk followed by any
ordering of vertices of N (x) (which was turned into a clique in step 1) followed by x
is a perfect elimination scheme for H making H triangulated.
Among all such vertices yt that are not simplicial in H , let yi be the one that comes
1rst in R. In H , as R is a perfect elimination scheme for H [M (x)]; yi is simplicial
in the graph induced by M (x)− {y1; : : : ; yi−1}. Further, as N (x) is a clique in H , the
choice of yi guarantees that there must be vertices x1 ∈N (x) and yj ∈M (x) such that
x1 sees yi in H; yi sees yj in H , but x1 misses yj in H , and also such that yj comes
after yi in R. Clearly, as x1 sees yi but misses yj; yj does not dominate yi in H and
therefore in G. It then follows from Claim 1 that yi must miss yj in G. This implies
that the edge [yi; yj] must have been added during chordal completion of G[M (x)].
But, as yj does not dominate yi, by Lemma 2 edge [yi; yj] could not have been added
during chordal completion of G[M (x)], a contradiction.
Theorem 1. High(G; x) returns true if and only if x is high in G.
Proof. Observe that high returns true when H is not triangulated and false otherwise.
The proof then follows from Lemmas 1 and 3.
We note that when our algorithm 1nds that the constructed graph H is not triangu-
lated, it can indeed produce either a house or a building in the original graph in which
x is at the top or a hole containing x in the original graph. The details are actually in
the proofs of the lemmas presented earlier.
We will now establish that in O(n2) time chordal completion can be done on a given
graph G and an ordering P of vertices of G so that P is a perfect elimination scheme
of the resulting graph.
Theorem 2. Let G be a graph and let P= v1v2 : : : vn be an ordering of vertices of
G. Edges can be added to G in O(n2) time so that G becomes triangulated and also
that P is a perfect elimination scheme for the resulting graph.
Proof. The recognition algorithm for triangulated graphs given in [14] has two com-
ponents. The 1rst is an algorithm that given a triangulated graph, computes a perfect
elimination scheme of the graph. The second is an algorithm that given a graph G and
an ordering P of vertices of G, veri1es whether P is a perfect elimination scheme
for G. Both the algorithms run in O(m + n) time and it is the second one that is of
interest to us.
240 C.T. Ho0ang, R. Sritharan / Theoretical Computer Science 259 (2001) 233–244
The veri1cation algorithm basically processes P from left to right and checks at
each step whether vi is simplicial in the graph induced by vi through vn. The key idea
is that in order to check whether vi is simplicial in the graph induced by the vertices
vi through vn, it is enough to do the following: of all the neighbors of vi that come
after it in P, pick vj, the one that comes 1rst. If P is indeed a perfect elimination
scheme, then vi is simplicial in the graph induced by vi through vn if and only if vj
sees all the other neighbors of vi that come after vj and also vj is simplicial in the
graph induced by the vertices vj through vn. Therefore, when we need to check whether
vi is simplicial we simply check whether vj, as picked above, sees all neighbors of vi
that come after vj and defer the decision on vj being simplicial to a later point in time
(when we actually process vj).
We can basically mimic this algorithm to perform chordal completion. We will
pretend as if we are checking whether P is a perfect elimination scheme and in the
process add the needed edges to G so that P is indeed a perfect elimination scheme of
the 1nal resulting graph. We process vertices of P from left to right. When we consider
a particular vertex vi our goal is to add the required edges to make vi simplicial in
the graph eventually induced by vi through vn. We will do this by simply picking the
1rst neighbor vj of vi that comes after it and adding edges from vj to all the other
neighbors of vi that come after vj. We then proceed to process vi+1. Since at a later
point in time, the required actions would be taken to make vj simplicial in the graph
eventually induced by vj through vn, vi indeed would become simplicial in the 1nal
graph. As O(n) time is spent each time a vertex is processed, the complexity of the
algorithm is O(n2).
Theorem 3. Algorithm high runs in O(n2) time.
Proof. Step 1 can be done in O(n2) time, step 2 can be done in O(m+ n) time, and
step 3 takes O(n) time. Theorem 2 ensures that step 4 can be done in O(n2) time.
Finally, step 5 can be done in linear time [14].
3. Recognition of HH-free graphs
Our algorithm for recognizing HH-free graphs, given below, simply runs the algo-
rithm high on each vertex of the input graph.
Algorithm hh-free-recognition
Input: Graph G
Output: true if G is HH-free; false otherwise
{
for each vertex x of G do
if (high(G; x)) then
return ( false);
return (true);
}
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Theorem 4. Algorithm hh-free-recognition is correct and it runs in O(n3) time.
Proof. Suppose G is not HH-free. Then there is either a house in G or there is a hole
in G. Let v be a vertex that is either at the top of a house in G or is part of a hole
in G. By Corollary 1, when high(G; v) is invoked, a value of true will be returned;
therefore the recognition algorithm will correctly return false.
On the other hand, suppose G is HH-free. Then for no vertex v of G would high(G; v)
return true; therefore the recognition algorithm would correctly return true.
As every call to high takes O(n2) time and there are O(n) such calls, the complexity
of the algorithm is O(n3).
4. Recognition of HHD-free graphs
The general theme of our algorithm is similar to that given in [8]. In each step of
the algorithm, we either attempt to remove a vertex from consideration or decompose
the graph into two smaller graphs.
A module in a graph is a subset M of vertices such that any vertex outside of M
either sees all the vertices of M or sees none of the vertices of M . Any module in our
paper is considered to be nontrivial, i.e., it is neither a single vertex nor the entire set
of vertices.
It is noted in [8] that if M is a module of graph G and v is a vertex in M , then G
is HHD-free if and only if G[M ] is HHD-free and also G[V −M ∪{v}] is HHD-free.
Therefore, if we need to test whether a given graph G is HHD-free, in the case that
G has a module, we can decompose G into two smaller graphs and test the smaller
graphs instead. Thus, one could reduce the problem of recognizing HHD-free graphs
to that of testing whether a graph that does not have any modules is HHD-free.
As modular decomposition and the corresponding unique decomposition tree can now
be constructed in linear time [12], one would hope to use that algorithm to recognize
HHD-free graphs eLciently. However, unfortunately not much is known about a HHD-
free graph that does not have any modules except that such a graph must have a
simplicial vertex [8]. It is not known whether a simplicial vertex in an arbitrary graph
can be found in linear time. However, either a simplicial vertex or a module in a
HHD-free graph can be found in linear time and this is crucial to the complexity of
our algorithm.
The general scheme of our algorithm is as follows: given an arbitrary graph G, our
algorithm 1nds either a simplicial vertex of G or a module of G. In the former case a
decision is made as to whether the simplicial vertex can be deleted from G, and then
the algorithm is repeated on the smaller graph. In the latter case, G is decomposed via
the module and the algorithm is repeated on the two resulting smaller graphs. In the
case that G has neither a simplicial vertex nor a module, the algorithm terminates after
declaring that G is not HHD-free. A basic diEerence between our algorithm and the one
in [8] is in how simplicial vertices are found and handled. We now present the relevant
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results which guarantee that given an arbitrary graph G, one could in linear time either
1nd a simplicial vertex of G, or 1nd a module of G, or declare that G is not HHD-free.
It is proved in [8] that every HHD-free graph G has vertex that is not the middle
vertex of any P4 in G; Jamison and Olariu [10] call such a vertex semi-simplicial. As
an induced subgraph of a HHD-free graph is also HHD-free, it then follows that the
vertices of an HHD-free graph can be linearly ordered as v1v2 : : : vn in such a way that
each vi is semi-simplicial in the graph induced by the vertex vi and all the vertices that
follow it in the order. Jamison and Olariu [10] refer to such an ordering of vertices as
a semi-perfect elimination.
The following theorem is proved in [10]:
Theorem 5 (Jamison and Olariu [10]). For a graph G the following two statements
are equivalent:
• G is HHD-free.
• For every induced subgraph H of G; every ordering of vertices of H produced by
LBFS is a semi-perfect elimination.
LBFS, in Theorem 5, is a reference to the well-known lexicographic breadth <rst
search algorithm used in [14] for the recognition of triangulated graphs. It is well
known that LBFS can be implemented to run in O(m + n) time [14]. Note that
Theorem 5, by itself, does not imply an eLcient recognition algorithm for HHD-
free graphs. Also, graphs which admit semi-perfect elimination are more general than
HHD-free graphs: a house itself admits semi-perfect elimination.
In our algorithm, we run LBFS on the given graph G to produce an ordering
v1v2 : : : vn of vertices of G. If G were HHD-free then we know from Theorem 5
that v1 must be semi-simplicial in G. However, instead of checking whether v1 is
semi-simplicial, we 1rst check if v1 is simplicial in G. Suppose it is. Observe that a
simplicial vertex cannot belong to a hole or a domino. If a simplicial vertex were to
belong to a house, it must be the top vertex of a house. Therefore, we check whether
the simplicial vertex v1 is at the top of any house and then proceed by deleting v1
from the graph.
In the case that v1 is not simplicial but the given graph is HHD-free, the following
fact guarantees that a module can be found in the given graph. A connected component
of a graph is big if it has at least two vertices. NG denotes the complement of G. The
following appears in [8].
Fact 1 (Hoang and Khouzam). Let G be a graph and x be a semi-simplicial vertex
of G. If x is not simplicial, then each big component of the graph induced by N (x)
in NG is a module of G.
Therefore, in the case that v1 is not simplicial, if G were HHD-free then Fact 1
implies that there must be a module of G in N (x). If such a module is found, we
decompose the graph via the module and then proceed to test the smaller graphs.
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In the case that v1 is not simplicial and also that no module is found in N (x),
we can use Theorem 5 and Fact 1 to conclude that G is not HHD-free. As modular
decomposition is not a bottleneck in our algorithm, we do not use the complex linear
time decomposition algorithm given in [12].
We now present the recognition algorithm.
Algorithm hhd-free-recognition
Input: Graph G
Output: true if G is HHD-free; false otherwise
{
Run LBFS on G; let x be the 1rst vertex in the output produced;
if (x is simplicial in G) then
{
=∗ Is there a hole in G ? or Is x at the top of a house in G ?∗=
if (high(G, x)) then
return ( false)
else
return (hhd-free-recognition (G − x))
}
else =∗ some component of G[N (x)] must be big ∗=
if (every big component of G[N (x)] is a module of G) then
{
=∗ Decompose G into G1 and G2 via some module M ∗=
Let M be a big component of G[N (x)];
G1 =G[M ];
Let v be a vertex of M ;
G2 =G[V −M ∪ {v}];
return (hhd-free-recognition (G1) and hhd-free-recognition (G2))
}
else
return ( false)
}
That modular decomposition preserves the property of being HHD-free,
Theorems 1, 5, and Fact 1 imply that algorithm hhd-free-recognition is correct. We
now present the analysis of the recognition algorithm.
Theorem 6. Algorithm hhd-free-recognition runs in O(n3) time.
Proof. We will 1rst show that the algorithm spends O(n2) time per recursive call.
Note that LBFS can be done in linear time [14]. Testing whether vertex x is simplicial
can be done in linear time. In the event that x is simplicial, high runs in O(n2) time
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(see Theorem 3). In the case that x is not simplicial, 1nding the required module
followed by the decomposition can also be done easily in O(n2) time. Therefore, the
algorithm spends O(n2) time per recursive call. It was shown in [8] that the number of
recursive calls made by hhd-free-recognition is O(n). Therefore, the overall complexity
of hhd-free-recognition is O(n3).
5. Conclusions and open problems
We have shown that HH-free graphs and HHD-free graphs can be recognized in
O(n3) time improving the previous best bound of O(n4). In the case of recognition of
HHD-free graphs, we note that any further improvement perhaps requires understanding
the structure of HHD-free graphs that have no modules. Although our algorithm hhd-
free-recognition is correct, it is incapable of always producing a house, hole, or a
domino in the case that the input graph is not HHD-free. We leave this as an open
problem.
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