Summary. Many diseases arise due to exposure to one of multiple possible pathogens. We consider the situation in which disease counts are available over time from a study region, along with a measure of clinical disease severity, for example, mild or severe. In addition, we suppose a subset of the cases are lab tested in order to determine the pathogen responsible for disease. In such a context, we focus interest on modeling the probabilities of disease incidence given pathogen type. The time course of these probabilities is of great interest as is the association with time-varying covariates such as meteorological variables. In this set up, a natural Bayesian approach would be based on imputation of the unsampled pathogen information using Markov Chain Monte Carlo but this is computationally challenging. We describe a practical approach to inference that is easy to implement. We use an empirical Bayes procedure in a first step to estimate summary statistics. We then treat these summary statistics as the observed data and develop a Bayesian generalized additive model. We analyze data on hand, foot, and mouth disease (HFMD) in China in which there are two pathogens of primary interest, enterovirus 71 (EV71) and Coxackie A16 (CA16). We find that both EV71 and CA16 are associated with temperature, relative humidity, and wind speed, with reasonably similar functional forms for both pathogens. The important issue of confounding by time is modeled using a penalized B-spline model with a random effects representation. The level of smoothing is addressed by a careful choice of the prior on the tuning variance.
Introduction
For many infectious diseases, the numbers of new cases are available at regular temporal intervals through surveillance systems, but information on the pathogen responsible is only available on a subset of infected individuals for whom blood samples are obtained for lab testing. In this article, we analyze such data on hand, foot, and mouth disease (HFMD), which is an acute contagious viral infection that has caused large-scale outbreaks in Asia during the past decade (Tong and Bible, 2009) . HFMD can be caused by a number of different pathogens and often involves mild or moderate symptoms such as fever, oral ulcer, or rashes on the hand and foot; in severe cases, the disease progresses and causes problems with the nervous system, with symptoms of respiratory and circulatory disturbance. Enterovirus 71 (EV71) and Coxackie A16 (CA16) are the most common pathogens associated with HFMD. Little is known about the etiology of the specific pathogens primarily responsible for HFMD, the factors (for example, meteorological) associated with their spread, or an effective means of public health intervention. Clues to these issues will greatly benefit authorities charged with policy making to control this infectious disease. In 2003, the Chinese Center for Disease Control and Prevention (CCDC) established a disease surveillance system which regulates the reporting of 39 notifiable infectious diseases including HFMD. The purpose of the surveillance system is to monitor epidemics of infectious diseases, identify areas of high case occurrence, predict and control epidemics, and provide information for formulating policy. Each reported case from the CCDC infectious disease surveillance system consists of the patient's geographical location, gender, age, and the symptom onset date. Additionally, the surveillance data contain the severity of symptoms of each reported case, date of diagnosis, date of death (if applicable), and pathogen responsible for the infection on a subsample of cases. With respect to the latter, the exact sampling plan varies by region, but in each region a large proportion of severe cases are sampled for virology, with a far smaller proportion of nonsevere cases (Table 1) . More information about these data can be found in Wang et al. (2011) .
We are interested in exploring the temporal dynamics of pathogen-specific (EV71 and CA16) HFMD, as well as the importance of time-varying covariates, for example, meteorological variables, on the risk of EV71-and CA16-related HFMD. We are also interested in how the associations differ between the two primary pathogens. If the pathogen responsible for disease were available for all cases, it would be possible to use inferential methods developed for compartmental models, for example, susceptible-infectious-recovered (SIR) models in continuous (Ionides et al., 2006) or discrete time (Held et al., 2005; Lekone and Finkenstädt, 2006; McKinley et al., 2009) . Auxiliary variable methods (Gibson and Renshaw, 1998; O'Neill and Roberts, 1999) would be difficult to implement, given the large population sizes and small samples. In this setting, information regarding the responsible pathogen is only available for a subsample of cases, so we have the additional task of estimating the pathogen information for the unsampled cases. For influenza, another multi-pathogen infectious disease with both clinical and laboratory surveillance data, a common approach is to use standard regression methods to estimate the proportion of observed cases attributable to each of the potential components (Dushoff et al., 2006; Pitman et al., 2007; Bollaerts et al., 2013) . In this article, we develop a simple method to quickly obtain weekly stratum-specific estimates of the total number of cases attributable to each pathogen, even when there are few cases subsampled. The estimates can then be used for modeling the pathogen-specific temporal dynamics of interest.
The these are presented on the log scale for clarity. The number of subsampled cases with nonmissing pathogen information is included in the same figure. The vast majority of cases are missing pathogen information. With each of the 3 years, there are two epidemic peaks, one in the early summer (June), and the other in the fall (September-October). For the remainder of the article, we consider a stratified population partitioned on both age group and sex. The two age groups are [0, 3) and [3, 100) years of age. Numbers of cases, and severe cases are presented in Table 1 Much of the pathogen-specific research has focused on EV71, since it tends to be the pathogen responsible for the majority of severe cases.
Notation
We consolidate the data into six geographical regions of mainland China for this analysis. Web Figure 1 shows the map of the regions. Within a particular geographic region, we let N j be the population in the jth combined age-gender stratum, with this population being assumed constant over time. tj of mild and severe cases are taken within week t to gain pathogen information. We emphasize that stratified sampling by stratum j is not carried out, but we can distinguish the cases and so split the total samples by stratum, which is useful for building a model. The subsampled cases are lab tested to determine the pathogen responsible for HFMD and we let Z GM tj , Z GS tj be the number of mild and severe cases of pathogen type G so that k Figure 2 presents a graph of the data structure for a generic week and demographic stratum, with variables in square boxes being observable and those in circles being unobserved. The arrows encode the conditional dependencies in the graph, which are determined by the model we develop in Section 3.
Model Formulation
We will first derive a model in the situation in which all variables are observed, and then describe how to handle the scenario where pathogen information is measured on only a subsample of all cases.
Disease Probabilities
We assume that in week t and stratum j each member of the population can stay uninfected, or be infected by EV71, CA16, or another pathogen, and assign a multinomial distribution to these counts:
where
Laboratory Testing Subsampling
We observe subsamples of severe and mild cases that are randomly sampled for lab testing, i.e., to determine which pathogen was responsible for disease. A natural model for the numbers falling into the three pathogen classes is the multivariate hypergeometric distribution, with one distribution for mild and one for severe cases:
Model Development
If we were to model the data via a discrete time SIR model, the probabilities s
would depend on the number of cases of the respective pathogens in the previous week, but these variables are unobserved and to introduce these as auxiliary variables in the case of large populations has a substantial computational burden.
The event of becoming a case in week t is statistically rare for all pathogens and within all stratum j and so we make the approximation
for pathogens of type G = E, C, O. With three pathogens (EV71, CA16, Other), J = 4 demographic groups, and 157 weeks of data this leaves us with 3 × 4 × 157 = 1884 parameters to estimate. Recall that in the 3 years of data, 3.3% of all HFMD cases were sampled for virology, and only 17.6% of all samples were from severe cases (see Table 1 ). Moreover, even with relatively few (J = 4) strata, there are still weeks with no samples for a given stratum. Depending on the region, there
Figure 2. Graphical representation of the conditional independencies in a generic week t and a generic age-gender stratum j for the model for the China HFMD. Variables in square boxes are observed, those in circles are unobserved. Generic letters are N for population, Y for cases, k for total subsampled cases, and Z for the numbers of cases in each category. The superscripts E, C, and O are shorthand for pathogen type EV71, CA16, and Other, and M and S are shorthand for moderate (nonsevere) and severe case types.
are between 18 and 141 weeks where at least one stratum has no subsamples. See Web Appendix A.2 for further details. Given the limited data, we cannot estimate distinct probabilities s G tj and so instead we make the proportionality assumption
where p G j = Pr(Pathogen G case in a generic week | stratumj) and θ G t is the relative risk at time t. Hence, under this model, we assume the effect of time and covariates (which we will model in θ G t ) act equally across all stratum. Analogous to internal standardization, as commonly used in disease mapping (Wakefield et al., 2000) , we use the study data to pre-estimate p G j . Specifically, we begin with the marginal model
and we define the expected numbers as
We then obtain
The usual estimate of the relative risk is
i.e., the standardized morbidity ratio (SMR). In practice, however, we do not observe the stratum-and pathogenspecific counts of cases, so the above procedure must be modified. (Andrieu et al., 2010) have been developed, but are difficult to implement and have not been applied to problems of this size (Rasmussen et al., 2011; Dukic et al., 2012 ). An alternative that we pursue is to estimate the unobserved pathogen-specific disease counts, and then formulate a likelihood for the estimated log relative risks based on the asymptotic normality of the estimator.
The Likelihood

Previous Approaches to Inference
Estimation of Counts
We propose a procedure to obtain smoothed estimates of the unobserved pathogen-specific disease counts by stratum and severity. Following Hoadley (1969) , we place a multivariate Pólya prior on the unknown counts; this model is the conjugate prior for a multivariate hypergeometric distribution likelihood. In our case (1) and (2) are the likelihoods for severe and mild cases, respectively. The multivariate Pólya distribution is defined as a multinomial averaged over a Dirichlet(a) distribution. Let X be a generic random variable, with X = (X 1 , . . . , X K ). We denote the multivariate Pólya by X ∼ MultPolya(n, a) with
and where a = (a 1 , . . . , a K ) are specified a priori and a + = K k=1 a k . The mean of this distribution is E[X k ] = na k /a + , with variances and covariances (Hoadley, 1969 , Section 4)
To illustrate the steps of the Bayesian procedure, we consider the problem of estimating severe cases for a given week t and strata, j. 
. This yields a posterior distribution for the unsampled severe cases of the form,
Thus, we can derive a posterior estimate of the number of severe cases for a given pathogen as
The posterior distribution in (7) allows for computation of measures of uncertainty about the estimated counts of pathogen-specific severe cases. In particular, the posterior variance is
Similarly, we are able to estimate the covariance for the estimated counts of two pathogens. For example, for severe EV71 and CA16 cases, the posterior covariance is
.
A simple method of moments (MoM) estimator corresponds to α GS j = 0. A comparison of the two estimators appears in Web Appendix B.
We take an empirical Bayes approach to choosing α GS j and α GM j for G = E, C, O. We use the totality of lab data to estimate the proportions of severe and mild samples falling into the three pathogen types (E, C, O) in stratum j and then pick α 
Distribution of the Log Relative Risks
As likelihood, we take the asymptotic distribution of the log relative risks, with the estimates and variances being based on the posterior means and posterior covariances derived above.
To estimate the pathogen-specific relative risk of disease, the parameter we are interested in, we collapse over strata to obtain
We estimate the corresponding variance using equation (8) which simplifies, as a result of independent strata and severity, to
Similarly, we can estimate the covariance between two pathogen-specific relative risk estimates. For example,
Again, this is simplified tremendously as a result of modeling disease severity and demographic strata independently. To model these parameters on the log scale, standard delta method computations provide asymptotic variance and covariances. For week t,
We now index by region r, and let W rt = log θ E rt , log θ C rt be the log pathogen-specific relative risks and λ rt = E[log θ
rt ] be the means in region r and in week t. We model the sampling distribution of the estimators W rt as follows. For region r and week t, we model
where V rt is the known covariance matrix obtained from the estimating procedure.
Simulation Study
As reported in Web Appendix F, we conduct simulation studies to investigate the performance of the proposed approach, which we refer to as the hybrid method, and the impact of the various modeling assumptions. We investigate the performance of unobserved disease counts under various subsampling procedures. We find that estimates from the hybrid method had approximately 95% coverage, even when few cases are subsampled for virology. Coverage is somewhat worse when the true number of cases is very small. Not surprisingly, when there are no subsamples for a given stratum or week, the resulting estimates have poor coverage.
The hybrid method estimates the true pathogen-specific log relative risk for the two primary pathogens of interest well, and corresponding standard error estimates yield intervals with close to 95% coverage. When the proportionality assumption is not valid, the hybrid method yields good estimates of the weighted average pathogen-specific log relative risk. We consider the impact of modeling the two pathogens jointly. We find that accounting for the correlation induced by subsampling between the two pathogens by modeling them jointly yielded better estimates of the true effects, as well as more consistent estimation of the underlying temporal effects. When we consider estimates of the covariate effect, we obtain slightly biased estimates of the true effect. However, the estimates obtained when modeling the two pathogens together yield covariate effect estimates with a smaller mean squared error (MSE) compared to the MSE from modeling the two pathogens separately. Details of these analyses can be found in Web Appendix F.
We also compare our procedure to a MCMC analysis of the full probability model in the small population situation, when this approach is computationally feasible. The details of this analysis can be found in Web Appendix G. We find that the hybrid and MCMC procedures produce similar estimates, with comparable coverage properties and MSE. When true disease counts are small, the hybrid procedure tends to produce estimate slightly larger than those obtained via MCMC, however, coverage probabilities are close. The most dramatic difference between the two procedures is the time it takes to complete the analysis. The MCMC is orders of magnitude longer, even for relatively small populations.
Application to HFMD Data
The Model
We are interested in better understanding the temporal dynamics of EV71 and CA16, as well as the importance of area-level characteristics on disease. Following the setup in (10), we model the means as
where β G 0r is a region-and pathogen-specific intercept, x rt are covariates we model parametrically, g r is a smooth function of time in region r, and f k are smooth functions of (meteorological) covariates z k , not including time for k = 1, . . . , K covariates. Hence, we have chosen to have a common regression model for the meteorological variables but different temporal smoothers for each region. In the interest of parsimony we would like a simple model, but fits from an initial model with a single time smoother for all regions was inadequate (when residuals were examined). As we will see, the temporal pattern is complex and it is not surprising that the confounder by time model needs to be region-specific.
Smoothers were fit to each of four area-level meteorological covariates, temperature, relative humidity, wind speed, and log precipitation all at a 1 week lag, so that k = 4. Average weekly meteorological data were obtained from averaging daily weather data from multiple weather stations within each region. From an epidemiological standpoint, there is good reason to include lagged covariates in our models; the estimated incubation period of HFMD is between 3 and 7 days (Chang et al., 2012; Huang et al., 2013; Wu et al., 2014) . Hence, if there is an association, it is likely that the meteorological conditions 1 week prior would be related to the number of new cases in a given week.
Temperature, relative humidity, wind speed, and log precipitation were modeled using cubic regression splines with three degrees of freedom (and a B-spline representation), and with knots at the tertiles of the observed values for each region. Splines have previously been used to smooth meteorological covariates in models of total cases of HFMD (Onozuka and Hashizume, 2011; Wu et al., 2014) . In this exploratory analysis, the number of knots was chosen as a combination of what has been previously used in the literature and empirical investigation.
We also included an indicator for the time when school is in session versus closed (Jan 15-Feb 15 and July 1-Aug 31). We would expect to see the risk of disease decrease when schools are closed; we expect the transmission rates to decline when school is on break since there are fewer contacts. While the actual periods of school closures differed across prefectures and regions, we had no further information and therefore simply modeled school closing with the indicator. This follows the approach used in Wang et al. (2011) .
The effects we are interested in are on a short time scale. That is, we are interested in the short-term effects of meteorological conditions on the number of HFMD cases in a given week. To this end, we want to adjust for the large-scale or long-term temporal effects. We have strong confounding by time and so we will adjust for long-term seasonality trends with, as discussed above, region-specific effects. See Web Appendix C for further details.
There has been significant work into understanding how to appropriately adjust for temporal trends in the air pollution literature (Peng et al., 2006) . The risk of biased results can be high if care is not paid to these subtleties, especially when the magnitude of the effects of interest is small (Dominici et al., 2004) . The amount of smoothing in the model can influence both the bias and standard error of the estimates associated with the meteorological covariates.
We take a Bayesian approach to inference and model time as a second-order random walk (RW2), i.e., g r (t, δ
We place independent priors on the remaining coefficients.
The model for region r and week t is
where x rt are covariates modeled parametrically, in our case an indicator for school closure, and B(z) is the vector of B-spline basis functions evaluated at z. The specification of the gamma prior on the RW2 precision determines the smoothness of the estimated temporal trend and we examine the sensitivity to this key choice. The RW2 model gives fitted values that are linear in the data, i.e., W = S(τ G )W, with the smoother matrix S(τ G ) being a function of the precision of the RW2 model. The trace of S(τ G ) gives the effective number of degrees of freedom of the RW2 smoother (Ruppert et al., 2003, Section 3.13 ) and so we place a gamma prior on τ G which reflects the time scale of the long-term temporal confounding we wish to adjust for. In our case, we specify a prior with 4-8 degrees of freedom per year. Details about the prior selection can be found in Web Appendix D.
We fit the model using the integrated nested Laplace approximation (INLA) approach (Rue et al., 2009) , which has an implementation within the R programming environment. INLA is able to quickly fit such hierarchical Bayesian models by combining numerical integration and Laplace approximations in an efficient manner. Fitting the above model to data across all of China and over 3 years takes approximately 5.5 minutes on a 2.6GHz Intel Core i5 and 16GB memory computer using OSX 10.9.5.
Results
Web Figures 11-13 show the effects of changing the amount of temporal smoothing on the estimated associations of interest. There is reasonable stability of the associations in the meteorological variables over a range of levels of temporal smoothing as dictated through our prior on τ G . Here, we present results for the model where τ G ∼ Gamma(100, 0.02). Figure 3 shows the estimated pathogen-specific smoothers for both the common meteorological covariates and the region-and pathogen-specific temporal smoothers. The posterior mean curve is the solid line and approximate 95% pointwise credibility intervals are also included as shaded regions. We see a positive effect of temperature on both EV71-and CA16-specific HFMD log relative risk, although to varying degrees. For both pathogens, we see an increasing trend below 45
• F, and a lowering above that. CA16 seems to show a more substantial increasing trend above 70
• F, though the data are more sparse for these temperatures. Similar trends have been found in Wu et al. (2014) , although for all HFMD and not pathogen-specific cases. EV71-and CA16-specific log relative risks increase with increasing relative humidity, though the association is steeper for EV71. A similar relationship was found for all HFMD cases in Wang et al. (2011) .
For both EV71 and CA16, we see the weakest association between average log precipitation and pathogen-specific log relative risk. We estimate a 6.3% higher risk of EV71-specific HFMD when school is in session (95% CI: 2.4-10.4% higher). Likewise, when school is in session, we estimate a 14% higher relative risk of CA16-specific HFMD cases (95% CI: 9.6-19). Similar school effects have been reported in other studies (Wang et al., 2011) . Figure 4 shows the observed and fitted SIRs in each of the six regions and for each of EV71 and CA16. We see that the fit is reasonable in each case. 
Discussion
While there have been a number of studies examining the relationship between HFMD and meteorological covariates in a variety of areas, very few have looked at these trends for specific pathogens. Moreover, most pathogen-specific studies have focused on EV71 (not CA16), due to its association with severe disease. Nevertheless, our results are consistent with the current understanding in the literature. In general, we see that warmer temperatures (up to a point) and elevated humidity are associated with an increased rate of HFMD infections, as well as EV71-specific HFMD (Ma et al., 2010; Onozuka and Hashizume, 2011; Wang et al., 2011; Chang et al., 2012; Wu et al., 2014) . For the purposes of this article, we only considered those meteorological covariates that had been previously been shown to have a strong relationship with the number of overall HFMD cases. The approach could be used to investigate the relationship between pathogen-specific HFMD and other meteorological covariates. A limitation of the method and the data analysis is that we do not account for co-infections. While some have found that approximately 10% of HFMD cases showed signs of EV71 and CA16 co-infections (Liu et al., 2011) , co-infection data were not available to us. We have proposed a fast and simple procedure that allows us to easily impute unobserved pathogen-specific disease counts with corresponding standard errors. Once pathogenspecific disease counts are estimated, we can use these to learn about area level covariate effects using standard statistical methods which provide results commensurate with those previously published. Simulation studies show that this procedure yields good estimates and that the subsequent modeling approach was fairly robust to modeling assumptions.
The key to our approach was a first step in which we constructed relevant summary statistics to model. We believe this general approach is applicable in many situations with complex sampling schemes, such as in disease surveillance systems. The asymptotic distribution of the summary statistics is then used with hierarchical smoothing to help with small sample problems, and semi-parametric regression reveals nonlinear associations. Example code is included in Web Appendix H. 
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