Abstract: In this paper, we consider a linear quadratic stochastic two-person zero-sum differential game. The controls for both players are allowed to appear in both drift and diffusion of the state equation. The weighting matrices in the performance functional are not assumed to be definite/non-singular. A necessary and sufficient condition for the existence of a closed-loop saddle point is established in terms of the solvability of a Riccati differential equation with certain regularity. It is possible that the closed-loop saddle point fails to exist, and at the same time, the corresponding Riccati equation admits a solution (which does not have needed regularity). Also, we will indicate that the solution of the Riccati equation may be non-unique.
Introduction
Let (Ω, F , F, P) be a given complete filtered probability space along with a one-dimensional standard Brownian motion W = {W (t), F t ; 0 t < ∞}, where F = {F t } t 0 is the natural filtration of W augmented by all the P-null sets in F [13, 22] q(·), ρ 1 (·), ρ 2 (·) are allowed to be vector-valued F-adapted processes, and g is allowed to be an F T -measurable random variable. We assume that (1.2) is a cost functional for Player 1, and a payoff functional for Player 2. Therefore, Player 1 wishes to minimize (1.2) by selecting a control process u 1 (·) ∈ U 1 [t, T ], while Player 2 wishes to maximize (1.2) by selecting a control process u 2 (·) ∈ U 2 [t, T ]. The above described problem is referred to as a linear quadratic (LQ, for short) stochastic two-person zero-sum differential game, denoted by Problem (SG). The study of LQ deterministic two-person zero-sum differential games, denoted by Problem (DG), which is a special case of Problem (SG) where the stochastic part is absent, can be traced back to the work of Ho-Bryson-Baron [10] We know that when m 2 = 0, Problem (SG) is reduced to a linear quadratic stochastic optimal control problem, denoted by Problem (SLQ). Thus, Problem (SLQ) can be regarded as a special case of Problem (SG). See [6, 1, 7, 11, 21, 16, 19] for some relevant results on Problem (SLQ). Further, linear quadratic deterministic optimal control problem, denoted by Problem (DLQ), can be regarded as a special case of Problem (SLQ) and Problem (DG). The history of Problem (DLQ) can further be traced back to the work of Bellman-Glicksberg-Gross ( [3] ) in 1958, Kalman ([12] ), and Letov ([14] ) in 1960. See [22] for some historic remarks on Problems (DLQ) and (SLQ).
The rest of the paper is organized as follows. Section 2 will collect some preliminary results. Among other things, we will state some results for Problem (SLQ), which is a special case of our main results presented in later sections. In Section 3, we pose our differential game problem, carefully explaining the open-loop and closed-loop saddle points. Section 4 is devoted to the study of open-loop saddle points by variational method. In Section 5, we characterize closed-loop saddle points by means of Riccati equation. Some examples are presented in Section 6, and several concluding remarks are collected in Section 7.
Next, we recall that (Ω, F , F, P) is a complete filtered probability space and W (·) is a one-dimensional standard Brownian motion with F = {F t } t 0 being its natural filtration augmented by all the P-null sets in F . We denote
In the rest of this section, we look at Problem (SLQ). We write the corresponding state equation as follows:
The cost functional takes the following form:
We adopt the following assumptions.
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(S1) The coefficients of the state equation satisfy the following:
(S2) The weighting coefficients in the cost functional satisfy the following:
We note that under (S1), for any (t,
. Therefore, the following problem is meaningful.
Problem (SLQ). For any given initial pair
is called an open-loop optimal state process and (X(·),ū(·)) is called an open-loop optimal pair. The function V (· , ·) is called the value function of Problem (SLQ).
The following result is concerned with open-loop optimal control of Problem (SLQ) for a given initial pair.
is an open-loop optimal pair of Problem (SLQ) if and only if the following stationarity condition holds:
where (Ȳ (·),Z(·)) is the adapted solution to the following backward stochastic differential equation (BSDE, for short):
and the following convexity condition holds:
where X 0 (·) is the solution to the following:
Proof. Suppose (X(·),ū(·)) is a state-control pair corresponding to the given initial pair (t,
is independent of ε and satisfies (2.7). Then
Now, let (Ȳ (·),Z(·)) be the adapted solution to the BSDE (2.5). Then
Hence,
Therefore, (X(·),ū(·)) is an open-loop optimal control of Problem (SLQ) for (t, x) if and only if (2.4) and (2.6) hold.
For any x ∈ R n , we consider the following equation:
which admits a unique solution X(·) ≡ X(· ; t, x, Θ(·), v(·)), depending on Θ(·) and v(·). The above is called a closed-loop system of the original state equation (2.1) under closed-loop strategy (Θ(·), v(·)). We point out that (Θ(·), v(·)) is independent of the initial state x. With the above solution X(·), we define
We now introduce the following definition.
Remark 2.3. In the above, bothΘ(·) andv(·) are required to be independent of the initial state x ∈ R n .
Also, for fixed initial pair (t, x) ∈ [0, T ) × R n , (2.9) implies that the outcomē
of the closed-loop optimal strategy (Θ(·),v(·)) is an open-loop optimal control of Problem (SLQ) for (t, x). Therefore, for Problem (SLQ), the existence of closed-loop optimal strategy on [t, T ] implies the existence of open-loop optimal control for initial pair (t, x) for any x ∈ R n .
For closed-loop optimal strategies, we have the following characterization. 
and the adapted solution (η(·), ζ(·)) of the following BSDE:
In this case, any closed-loop optimal strategy (Θ(·),v(·)) of Problem (SLQ) admits the following representation:
(2.14)
Further, the value function admits the following representation:
We prefer not to give a proof of the above result here since it will be a special case of a similar result for Problem (SG), which will be presented below.
Stochastic Differential Games
We now return to our Problem (SG). Recall the sets
Player i (i = 1, 2). For notational simplicity, we let m = m 1 + m 2 and denote
With such notations, the state equation becomes
and the performance functional becomes
When b(·), σ(·), q(·), ρ(·), g(·) = 0, we denote the problem by Problem (SG) 0 , which is a special case of Problem (SG). With the above notation, we introduce the following standard assumptions:
(SG1) The coefficients of the state equation satisfy the following:
(SG2) The weighting coefficients in the cost functional satisfy the following:
Moreover, the following estimate holds:
hereafter, K > 0 represents a generic constant which can be different from line to line. Therefore, under (SG1)-(SG2), the quadratic performance functional
Having the above, we now introduce the following definition.
n are defined by the following:
which automatically satisfy the following:
In the case that
we say that Problem (SG) admits an open-loop value V (t, x) at (t, x). The maps (t, x) → V ± (t, x) and 
For any initial pair (t,
, consider the following system:
Clearly, under (SG1), the above admits a unique solution
then the above (3.6) coincides with the original state equation (1.1). We refer to (3.6) as a closed-loop system of the original system. With the solution X(·) to (3.6), we denote
Similarly, one can define J(t, x;
There are some remarks in order.
) is required to be independent of the initial state x.
(ii) In (3.7), the state process X(·) appearing in J(t, x; Θ *
which is the solution of (3.6) corresponding to
Therefore, comparing with (3.3), we see that (3.7) does not imply that (Θ *
) is an open-loop saddle point of Problem (SG), for the initial pair (t, X * (t)). This is different from Problem (SLQ) (for which the outcomeΘ(·)X(·) +v(·) of a closed-loop optimal strategy (Θ(·),v(·)) is an open-loop optimal control for the initial pair (t,X(t))).
More precisely, let us comparing the following two inequalities:
For (3.8), we look at the following state equation:
and the following cost functional
Therefore, (3.8) holds if and only if u *
is an open-loop optimal control of Problem (SLQ) with (3.10)
However, for (3.9), we look at the following state equation:
) is a closed-loop optimal strategy for a Problem (SLQ), with
Comparing (3.10) and (3.11), we see that one cannot say anything whether the outcome Θ *
for the initial pair (t, x) has anything to do with u * 1 (·).
On the other hand, the following result, which is similar to Berkovitz's equivalence lemma for Problem (DG) found in [4] , will tells something a little differently and will be useful below.
, the following statements are equivalent:
, the following holds:
, let X(·) be the solution to the following SDE: (3.14)
By uniqueness, X(·) also solves the following SDE:
Therefore,
Similarly, we have
For any x ∈ R n , and any u 1 (·) ∈ U 1 [t, T ], let X(·) be the solution of the following SDE:
then X(·) is also the solution to the following SDE:
Similarly, for any x ∈ R n , and any u 2 (·) ∈ U 2 [t, T ], we can show that
Thus, (i) holds.
We note that (iii) of Proposition 3.3 tells us that if we consider the following state equation (denoting
is an open-loop optimal control of the corresponding Problem (SLQ). Likewise, if we consider the following state equation
with the cost functional
is an open-loop optimal control of the corresponding Problem (SLQ). The above observation will be useful below.
Open-Loop Saddle Points and FBSDEs
In this section, we present a characterization of open-loop saddle points of Problem (SG) in terms of forwardbackward stochastic differential equations (FBSDE, for short). See [15] for some relevant results on FBSDEs. The main result of this section can be stated as follows. 
Theorem 4.1. Let (SG1)-(SG2) hold and let
where (Y * (·), Z * (·)) is the adapted solution to the following BSDE:
and the following convexity-concavity conditions hold: For i = 1, 2,
where X i (·) solves the following:
and X * (·) be the corresponding state process.
Further, let (Y * (·), Z * (·)) be the adapted solution to the BSDE (4.2). For any u 1 (·) ∈ U 1 [t, T ] and ε ∈ R, let X ε (·) be the solution to the following perturbed state equation:
is independent of ε satisfying (4.4) (with i = 1), and
On the other hand, we have
if and only if (4.3) holds for i = 1, and
if and only if (4.3) holds for i = 2, and
Combining (4.5)-(4.6), we obtain (4.1).
From the above result, we see that if Problem (SG) admits an open-loop saddle point
The following result is concerned with the uniqueness of open-loop saddle points. 
Closed-Loop Saddle Points and Riccati Equations
We now look at closed-loop saddle points for Problem (SG). First, we present the following result which is a consequence of Theorem 4.1. 
and the following stationarity condition holds:
We consider state equation (3.18) with the cost functional (3.19) for which we carry out some computation:
We know that v * 1 (·) is an open-loop optimal control for the problem with state equation (3.18) and the above cost functional. Thus, according to Theorem 4.1, we have
) being the adapted solution to the following BSDE:
Likewise, by considering state equation (3.20) and payoff functional (3.21), we can obtain
) being the adapted solution to the same BSDE as above. Thus,
Then the above BSDE is reduced to that in (5.1).
The following result gives a characterization for closed-loop saddle points of Problem (SG).
T if and only if the following Riccati equation:
In this case, the closed-loop saddle point (Θ * (·), v * (·)) admits the following representation:
Proof. Necessity. Let (Θ * (·), v * (·)) be a closed-loop saddle point of Problem (SG) over [t, T ], where
Proposition 5.1, for any x ∈ R n , the following FBSDE admits an adapted solution (X * (·), Y * (·), Z * (·)):
Since the above admits a solution for each x ∈ R n , and (Θ * (·), v * (·)) is independent of x, by subtracting solutions corresponding x and 0, the later from the former, we see that for any x ∈ R n , as long as
is the adapted solution to the following FBSDE:
(5.14)
one must have the following stationarity condition:
Now, we let
and let
Clearly, X(·), Y(·), and Z(·) are all well-defined square matrix valued processes. Further, (5.15) implies
Clearly, X(·) −1 exists and satisfies the following:
We define
Also, by Itô's formula,
and P (T ) = G. Thus, (P (·), Λ(·)) is the adapted solution of a BSDE with deterministic coefficients. Hence, P (·) is deterministic and Λ(·) = 0 which means
and (5.20) becomes
This implies
Using (5.23), (5.22) can be written as
Since P (T ) = G ∈ S n and Q(·), R(·) are symmetric, by uniqueness, we must have P (·) ∈ C([t, T ]; S n ).
and R † R is an orthogonal projection, we see that (5.5) holds and
Plug the above into (5.22), we obtain Riccati equation (5.3). To determine v * (·), we define
According to (5.13), we have
and R † R is an orthogonal projection, we see that (5.9) holds and
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Therefore, (η, ζ) is the adapted solution to the following BSDE:
To prove (5.6) as well as the sufficiency, we take any
X(·) ≡ X(· ; t, x, u(·)) be the corresponding state process. Then
Also, one has
Thus,
Thus, (5.4) holds. Now, if the problem has a closed-loop optimal control, then we should have
which is not in L 2 (0, 1; R). This means that the problem does not have a closed-loop optimal control. So the open-loop saddle point does not exist.
Concluding Remarks
In this paper, we present a characterization of the existence of closed-loop saddle point of linear-quadratic two-person zero-sum stochastic differential game in terms of the existence of a solution to differential Riccati equation, with certain regularity. There are at least two major problems left untouched: (i) The solvability of the Riccati equation. We mention here that some relevant results can be found in [1] and [16] . But more complete results are desirable.
(ii) The random coefficients case. This will lead to more involved issues, for example, the corresponding Riccati equation should be a BSDE, as indicated in [6, 7] for LQ stochastic optimal control problems with random coefficients. We hope to report some results relevant to the above-mentioned problems in our future publications.
