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Resumo 
Esta dissertação tem como tema central o Problema de Recobrimento de 
um Conjunto (SeP- Set eovering Problem). O objetivo principal é a proposta 
de uma nova abordagem para sua resolução, mais precisamente, este objetivo 
visa o desenvolvimento de um método heurístico, multi-algorítrnico, baseado no 
paradigma de Times Assíncronos. 
Um segundo objetivo desta dissertação, e de grande importância na funda-
mentação do método ora proposto, é um estudo das principais características 
estruturais do problema; de sua formulação como um problema de programação 
linear inteira 0-1 e dos principais métodos computacionais (heurísticos e exatos) 
atualmente dispotúveis para sua resolução. 
Times Assíncronos são organizações de software que visam a interação efici-
ente entre vários algoritmos, para a resolução de problemas adequados à aborda-
gem multi-algorítmíca. A arquitetura proposta utiliza métodos aproximados para 
a resolução do se P e do dual da relaxação linear do mesmo. Esta abordagem 
primal-dual permite garantir que a melhor solução encontrada esteja a um certo 
percentual da solução ótima, ou mesmo, eventuahnente, provar a otimalidade 
da solução. Segundo este enfoque, os principais componentes da arquitetura 
proposta são algoritmos gulosos e de consenso, procedimentos de bttsca tabu, 
métodos de otimização por subgradientes e geradores de planos de corte. 
Os principais métodos exatos para a resolução do se P são baseados em 
metodologias enumerativas. A rna.ioria desses métodos combina ao esquema de 
enumeração diversas das técnicas heurísticas utilizadas na arquitetura aqui pro-
posta. Contudo, esses métodos apresentam desempenho insatisfatório para algu-
mas classes de instâ,ncias, por não obterem boas soluções em um lirnite razoável 
de tempo. 
A arquitetura proposta foi aplicada à instâncias dessas classes de difícil reso-
lução. Os resultados obtidos mostraram que é possível akançar, com um esforço 
computacional aceitável, resultados no mínimo comparáveis aos dos melhores 
algoritmos para o SeP. 
viii 
Abstract 
The development of an Asynchronous Tearn. Method for heuristic resol.ution o f 
the Set Covering Problem (SCP) is the main focus of this dissertation. Asynch-
ronous Teams are software organizations that aim to efficient interaction among 
severaJ. a.lgoríthms for the resolution of problems that ftt in a rnulti-algorithrn 
approach. 
Another goal of this work is an extensive study of the SCP whicb covers: 
the SCP structure; its formulation as a 0-1 ILP; and the rlescription of the main 
heuristic and exact methods currently available for its resolution. This study is 
mostly required since we are concerned with the development of a multi-algorithm 
method. 
The resulting software architecture makes use of approximate algorithms for 
the resolution of the SCP and its continuous relaxation dual. Thls primal-dual 
approach guarantees the best found solution to be at a certain percentage of 
the optimat solutíon and, eventually, proves the solutlon optimality. The main 
components of the proposed architecture are greedy and consens11s algorithms, 
tabu search procedures, subgradient methods and cutting plane generators. 
The main exact methods for the SC P resolution are based on enumera tive 
methodologies. Most of these methods deploys mauy of the heuristic technics 
used in the proposed architecture to the enumeration scheme. However, these 
rnethods have a poor performance in some instance classes, because they do not 
obtain good solutions ín a reasonable time limit. 
The proposed architecture was applied to particulady hard instances. The 
obtained results show that it is possíble to reach solutions, at a.n acceptable 
cornputational effort, that are a.t least comparable to the ones obtained by the 
best algorithms for the SCP. 
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1.1 Otimização Combinatória 
Os problemas de otimização dividem~se, basicamente, em duas categorias: 
aqueles com variáveis contínuas e os coro variáveis discretas. Tais problemas são 
de importância crescente devido ao grande número de problemas práticos que 
podem ser formulados e resolvidos como problemas de otimização. 
Otimização Combinatória é um termo relativamente recente, surgido para 
uniftcar tópicos que abrangem Programação Inteira, Teoria dos Grafos e par--
tes de Programação Dinâmica. O título Otimização Combinatória descreve as 
áreas de Programação Matemática relacionadas com a resolução de problemas 
de otimização que tem uma estrutura marcadamente discreta ou combinato-
riaL Um problema geral de Programação Matemática pode ser definido como: 
rninf(x), x E S Ç Rn, onde f é chamada de função objetivo e Sé o conjunto 
de soluções associadas ao problema. O objetivo da Programação Matemática 
é determinar se, para um certo problema, existe solução e, no caso afirmativo, 
encontrar uma ou todas as soluções ótimas. 
Uma ramificação da Programação Matemática é a Programação Inteira, na 
qual S ç zn ç R"" é o conjunto de soluções possíveis do problema. Sendo linear 
a função objetivo f(x} do problema e 8 definido por um sistema de restrições 
lineares, tem-se um problema de Programação Linear Inteira. Os problemas com-
binatórios podem ser formulados, de modo mais ou menos complicado, como um 
problema, de programação linear inteira (PLI). Essa formulação é particularmente 
interessante quando a solução de uma relaxação do problema, uma que considere 
um espaço definJdo por restrições lineares (um poliedro) S' onde S' ::> S, pode 
ser usada de forma eficiente na busca da solução inteira. 
A Programação Linear Inteira é um modelo muito ab1·angente. Embora exis-
tam técnicas gerais que lidam com essa estrutura, muito trabalho tem sido de-
senvolvido no intuito de obter~se algoritmos especiais para resolver subclasses 
particulares desse modelo gera~ como por exemplo o Problema de Recobrimento 
1 
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de um Conjunto. Neste caso particular, contudo, depois de décadas de esforço 
dedicado à resolução do problema, ainda não é conhecido um algoritmo eficiente 
para resolver grandes instâncias do mesmo. Nesta illssertação será descrito um 
método multi-algorítmico, não necessariamente seqüencial, para tratar este caso 
_particular. 
1.2 Recobrimento de um Conjunto 
O problema de recobrimento de um conjunto é equivalente à busca pelo me-
nor número de subconjuntos, de um determinado conjunto, que unidos geram 
esse conjunto principal. De maneira precisa tem-se que, dado um conjunto 
I:::::: {l, ... ,rn} e uma família F= {.lh···,In} de subconjuntos de I associ-
ada a J :::::: {1,, .. , n }, qualquer subconjunto J* Ç J define um recobrimento de 
I, se UjEr Ij = I [FR61, Edm62}. Um recobrimento J* é illto redundante se 
J* - {j} (j E J*) aínda define um recobrimento. Um caso especial de recobri-
mento, dito particionamento de I, é obtido quando J* satisfaz lj n_rk = 0 para 
j, k E r u ,p k ). 
Associando-se a cada conjunto j da família F' um custo Cj, um recobrimento 
I* terá um custo total de 'LjEJ" Cj. O interesse é encontrar um recobrimento 
de custo mínimo. Este problema de minimização é chamado de Problema de 
Recobrimento de um Conjunto (SCP- Set Covering Problem) [Law66]. Os custos 
cJ- são sempre positivos e em geral distintos. Entretanto, uma classe de instâncias 
muito estudada é aquela em que todos os custos Cj são iguais a 1 (-unico.st). Nesta 
dissertação será tratado o SCP geral, mas devido a importância do SC P de custo 
unitário, eventualmente serão feitas referências especificas a esse caso especial. 
O Problema de Recobrimento de um Conjunto é computacionalmente difícil de 
ser resolvido e claramente pertencente à dasse dos problemas NP-difíceis. Karp 
[Kar72] mostrou que o problema de se encontrar uma cobertura dos vértices de 
um grafo G reduz-se trivialmente ao problema de se encontrar um recobrimento 
de um conjunto I, do seguinte modo: dado um grafo G:::::: (V, E), para n, v E V, 
o elemento (u, v) E I se existir o arco ( u, v) E E e Ij Ç l for o conjunto de arcos 
íncidentes ao vértice j. 
Reforçando a dificuldade da resolução do Problema de Recobrimento de um 
Conjunto, Garey e Johnson [GJ79] observam que, mesmo se IIjl ::.; 3, V Ij Ç I, o 
problema continua pertencendo à classe NP-Completo. Só é possível garantir que 
seja resolvido em tempo polinomial se 1-Zil :s; 2, V Ij Ç I. Os métodos propostos 
por Norman e Rabin [NR59] e Edmonds [Edrn65}, por exemplo, resolvem este 
caso especial de forma bastante eficiente. 
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1.3 Aplicações do SCP 
O Problema de Recobrimento de um Conjunto é de importància fundamental 
em Otimização Combinatória. Sua lmportànda vem de dois fatores [KS90]: 
L O seu modelo teórico. Em particular suas interconexões com outros ramos 
da matemática discreta, tais como hipergrafos, funções boolenas e satisfa~ 
tibilidade. 
2. O grande número de situações rea.is que podem ser modeladas com o pro-
blema. 
Uma s.ituação real pode ser formulada como um Problema de Recobrimento 
de um Conjunto definindo-se apropriadamente: 
• um conjunto finito l que represente ações a serem executadas, decisões a 
serem tomadas ou alguma outra modelagem de uma situação real; 
• urna fanu1ia F de subconjuntos de I, onde cada subconjunto represente 
diferentes meios, recursos ou métodos para atingir, total. ou parcialmente, 
o objetiW) desejado; e 
• um custo associado a cada membro de Y 
A busca da melhor solução para a situação real reduz-se então a encontrar 
um conjunto de membros de F que seja de custo mínimo € recubra o conjunto I. 
Tomando-se, por exemplo, o problema de recuperação de informações em 
n arquivos Ij [GN72], onde CJ = IIJI, j = l, ... ,n, é o tamanho de cada ar-
quivo. Cada unidade de informação i é armazenada em pelo menos um arquivo 
Ij (i E Ij ). Supondo-se existirem m requisições de informações, então um re-
cobrimento ótimo fornece um subconjunto de arquivos, minimizando o volume 
total de informações que necessita ser pesquisado para garantir a recuperação das 
informações requisitadas. 
Dentre as situações que podem ser modeladas com esse problema estão: defi-
nição de escalas para tripulações de linhas aéreas, roteamento de veículos, recu-
peração de informações, investimento de capital, projeto de circuitos, coloração 
de mapas, análise PERT /CPM e lógica simbólica, dentre outras. Uma extensa 
bibliografia a respeito dessas situações pode ser encontrada em [BP76, SM89, 
FK90, BJ92], 
1.4 Organização da Dissertação 
A modelagem do SC P como um problema de programação linear inteira, as 
principais propriedades decorrentes dessa modelagem, alguns problemas direta-
mente relacionados e aspectos do poli topo associado ao se p são apresentados 
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no capítulo 2. No capítulo 3 é feito um resumo dos principct..is métodos heurísticos 
aplicávejs ao SCP. O capítulo 4 descreve as principais características de alguns 
algoritmos exatos, enumerat.ivos e baseados em planos de cortes, atualmente dis-
poníveis para a resolução do SCP. No capítulo 5 é feita a descrição da arquite-
tura de Times Assíncronos, os quais constituem uma nova abordagem algo-rítmica 
para resolução de problemas combinatórios. Ainda neste capítulo são introdu-
zidos modelos gerais aplicáveis ao se p e é proposta uma arquitetura especifica 
para resolução do SC P. No capítulo 6 são descritos os resultados computacionais 
da aplicação dos modelos propostos à várias classes de instâncias. Finalmente, 
o r.apítulo 7 apresenta algumas conclusões a respeito da aplicabilidade de Times 
Assíncronos ao SCP e propõe futuras extensões a este trabalho. 
Capítulo 2 
Estrutura e Propriedades do 
SCP 
2.1 Formalização do SCP 
Um problema geral de Programação Linear Inteira pode ser formulado como: 
n 
min(max) E CjXj 
j=l 
{ < } n (P) s.a. L aijXj b, iEM={l, ... ,m} j=l 
" X J > o jEN={l, ... ,n) 
X .1 E zn j E f c N 
Se I = N, ou seja, todas as variáveis são restritas a valores inteiros, o problema 
(P) é dito inteiro puro. Caso contrário, se I C N, (P) é dito inteiro misto. 
O Problema de Recobrimento de um Conjunto perten-ce à subclasse dos pro-
blemas de Program~ão Unear Inteira 0-1. Para a formalização do SCP a 
variável x jeosdadosaij e b;, para j = 1, .. . , n e i = 1,, .. , m são definidas como: 
Xj = { ~ 
aij = { 
1 
o 
8e o conj~mto j está no recobrímento, 
caso contrário; 
se o elemento i pertence ao conjunto j, 
caso contrário; 
O Problema de Recobrimento de um Conjunto pode agora ser escrito como 
5 
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segue: 
n 
min L e-x· 
' .1 j=:l 
n 
s.a. L a;.jXj > 1 
i=l 
Xj E {0,1} j=o:l, ... ,n 
6 
(2.1) 
Uma solução x para esse problema é um vetor de tamanho n que satisfaça as 
restrições descritas acima. Uma tal solução x é dita não redundante se pelo menos 
uma dessas restrições deixa de ser satisfeita ao se fazer Xj =o: O para qualquer 
j E {1, . .. ,n). 
Em vários tópicos dessa dissertação, será mals conveniente discutir o SC P 
em termos de conjuntos e recobrimentos do que desigualdades e variáveis. As 
definições a seguir fornecem o suporte teórico básico para a discussão do se p 
em termos de conjuntos: 
• I = { 1, ... , m} : índices referentes às restrições; 
• .J = {1, ... , n} : índices referentes às variáveis; 
• Ij ={i E I I aij =o: 1}, j E J: restrições nas quais a variável Xj aparece; e 
• J; = {j E J I a;j = 1}, i E I: variáveis contidas na restrição i. 
2.2 Problemas Relacionados 
2.2.1 SPP e SP 
Considerando-se o se P como o modelo abstrato descrito na seção 1.2, existem 
dois outros problemas diretamente ligados a ele: o Problema de Particionamento 
de um Conjunto (SPP- Set .Partitioning Problem) e o (SP- Set Packing Problem). 
Usando-se a notação definida na seção L2, o S P reduz-se a se encontrar o 
malor conjunto J* tal que UjEJ• Ij Ç I e njEJ* Ij = 0, ou seja, o problema é 
unir o máximo de subconjuntos da família F sem que haja interseção entre eles. 
O SPP é um caso especial do SeP que é obtido quando um recobrimento J* 
satisfaz lj n h = 0 para j, k E J* (j f k ), ou seja, o problema é encontrar um 
recobrimento onde a interseção entre os subconjuntos seja vazia. 
Analogamente ao SCP, esses dois últimos podem ser modelados como pro-
blemas de program~ao linear inteira. Observando-se qt1e no SP o objetivo é 
maximizar o número de subconjuntos utilizados, sua formalização é a seguinte: 
max L CjXj 
}EJ 
s.a. L Xj oS 1, iE.l (2.2) 
jEJ, 
x· .1 E {0, 1}, jEJ 
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e a formalização do S P P: 
min L CjXj 
jEJ 
s.a. I: Xj 1, i E I (2.3) 
JEJ; 
Xj E {0,1}, jEJ 
As formalizações do SCP e do SP como problemas de programação linear 
inteira são bastante semelhantes e contêm uma importante propriedade. Sendo 
os dois problemas de custos unitários, então relaxando-se a condição binária nas 
variáveis em ambos, tem-se que a relaxação do SP é o dual da relaxação do SeP. 
Uma propriedade comum aos três problemas (Se P, S P P e S P) é a solução 
ótima de cada um sempre ser um ponto extremo para a relaxação linear cor~ 
respondente. Na seção 2.4 é descrita, para o Se P, essa propriedade e algumas 
outras correlatas. 
Certas equivalências entre os três problemas são observadas com a adoção 
do modelo matemático descrito. O SPP pode ser convertido tanto para o se P 
quanto para o SP. A conversão do SPP para SeP é descrita na próxima seção 
(2.2.2) e a conversão do SPP para o SP é análoga. 
2.2.2 Conversão de SPP a SCP 
Todo SPP com solução factível pode ser convertido em rrm SCP eqtüvalente. 
No contexto, equivalência significa ambos terem a mesma solução ótima. O pro-
cedimento de conversão e sua demonstração foram extraídos de Lemke, Salkim e 
Spielberg [LSS71], Garfinkel e Nemhauser [GN72] e Taha [Tah75]. 
O procedimento de conversão dos problemas consiste na simples troca do vetor 
de custos c e, obviamente, na mudança das equações para inequações. Para tanto, 
sejam tj = L:~l ~·j, J = 1, ... ' n, e L um número tal que L > Li=t Cj. o se p 
obtido de um S P P com a mudança do vetor de custos c para cj = Cj + Ltj, j = 
1, ... , n, possui o mesmo conjunto de soluções ótimas do problema original. A 
demonstração desse procedimento mostra que qualquer solução factível para o 
se p' e infactível para o s p p' tem valor maior do que a melhol' solução factível 
para o SPP. 
Sejam Se e Sp os conjuntos de soluções para o SC.P e S' P P, respectivamente, 
observe que Se :J Sp (se Se= Sp a demonstração é trivial). Tomando-se quaisquer 
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Logo: 
L: cjxj 2: L L: ( L: xj) = L L: ( 1 + .li) 2: L(m + 1) 
jEJ iEl jEJ; iEf 
Por outro lado: 
L c;x' +L L;( L: xP) 
.J J ·I·J' ;E tE JE ; 
L CJx} + Lm:; L CJ + Lm <L+ Lm = L(m + 1) 
jEJ jEJ 
Isto mostra que c'xc > c1 xP, significando que uma solução factível apenas para 
o S C F não pode ser ótima para o S .P P. 
Esse procedimento de conversão admite que oS .P P tem solução factível, o que 
nem sempre é correto, ao contrário do SC P. Como pode ser difícil determinar 
de antemão se um S.P .P é infa<:tível, é necessário verificar1 após a resolução do 
SCF equiv<llente, se a solução obtida é factível para o SP.P, 
O procedimento anterior permite a resolução de instâncias do S .P F por meio 
de um algoritmo especialmente construído para o SCP, contudo, pode acarre--
tar em sérios erros de arredondamento na implementação computacional. Esse 
problema é particularmente suscetível de ocorrer na soma de custos grandes, re~ 
lativamente aos custos individuais, ou seja, quando o vetor de custos é composto 
por valores pequenos e próximos uns dos outros [SM89]. 
2.2.3 Modelagens de Problemas em Grafos como Problemas em 
Conjuntos 
Muitos problemas definidos em grafos podem ser modelados como problemas 
relacionados a conjuntos, ou seja, como SCP, SPP ou SP [SM89]. Nesta seção 
é descrita a equivalência entre alguns desses problemas e o SC P (ou S P). Para 
tanto, considera-se que um grafo G = (V, E) é composto de uma coleção V de 
v~...rtkes e E de arestas que os unem: 
• Recobrimento de vértices : o problema de recobrimento dos vértices 
de um grafo é equivalente a se encontrar o menor subconjunto de arcos, 
tal que cada vértice do grafO seja extremo de pelo menos um arco desse 
subconjunto. Definindo-se x j = 1, j E E, se o arco j pertence ao recobri~ 
menta, e Xj = O caso contrário; a;j = 1, i E V e j E E, se o vértice i é 
extremo do arco j, e aij =O caso contrário, então claramente esse problema 
é equivalente a um se p de custos unitários. 
• Emparelhamento de arestas : o problema de emparelhamento em grafos 
é o de se encontrar o maior subconjunto de arcos (arestas), tal que quaisquer 
dois arcos desse subconjunto não tenham extremos em comum. Seja Xj = 
1, j E E, se o axco j pertence ao emparelhamento, e Xj =O caso contrário; 
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aij :;;;; 1, i E V e j E E, se o vértice i é extremo do arco j, e a;;j ::o: O 
caso contrário. Cada vértice deve ser extremo de no máximo um arco do 
emparelhamento, o que é garantido pelas restrições L;JEE aij :S 1, í E V. 
Como o objetivo é maximizar o número de arcos no emparelhamento, então 
esse problema é equivalente ao S P e possui algoritmo de complexidade 
polinomial (Edmonds [Edm65]). 
• Corte de cardinalidade mínima: supondo-se conhecidos todos os cami-
nhos (seqüências de vértices distintos) entre dois vértices s e t, o problema é 
encontrar o menor subconjunto de arcos tal que, se removidos do grafo, to-
dos os caminhos tornem-se desconexos. Redefinindo~se V como o conjunto 
de caminhos entre s e t, então ai.i ::o: 1 se o arco j pertence ao caminho i, 
e O caso contrário. Defirúndo-se Xj:;;;; 1, j E E, se o arco j for removido, 
e Xj = O caso contrário, então o problema torna-se equivalente ao SCP, 
onde as :restrições Li EE o,iJ ?:: 1, í E V garantem que pelo menos um arco 
é excluído de cada caminho. 
2.3 Propriedades e Regras de Redução 
Esta seção lista algumas das propriedades fundamentais do SC P, bem como 
regras para testar a factibilidade ou reduzir o tamanho do problema. Essas regras 
basicamente identificam variáveis que podem ser fixadas em O ou 1 sem perda 
da otimaJidade. Estes testes são normalmente utilizados em uma fase de pré-
processamento nos algoritmos propostos para a resolução do SCP. O conteúdo 
dessa seção é baseado nos trabalhos de Lernke, Salklm e Spielberg [LSS7l] (pro-
priedades 1 a 6) e Fis.her e Kedia [FK90] (propriedade 7). 
L Custos positivos. Pode-se assumir que Cj >O, V j E J. Se CJ:::; O, então 
pode-se fazer Xj::::: 1, e excluir a coluna j e, conseqüentemente, toda linha 
i E I, tal que aij = 1, reduzindo-se assim o tamanho do problema. 
2. Valores de Xj. É suficiente considerar que Xj E {0, 1}, V j E J. Se x é 
uma solução factível com x J > 1 para algum j, fazendo-se x J = 1 a solução 
continua factível, porém com custo menor. 
3. Factibilidade. O problema é infactível se I.Ta] = O para algum a E I. 
Claramente a restrição L;eJa x j ? 1 não pode ser satisfeita. 
4. Variáveis pré~fixadas. Se IJal = 1 para algum a E [, pode-se fazer 
Xj = 1 para o único j E la· Como conseqiiêncía, pode-se excluir toda linha 
f3 E IJ, pois todas as restrições associadas a tais linhas já estarão satisfeitas 
pela variável j. 
5. Dominância de linha. Se para o:, f] E f tem-se que Ja ç: Jc., então pode-
se .fixar xi =O para todo j E (Ja \ J13) e tal que j ~ Js (li E I e ó =/:-o:), 
2.4. Propriedades da Relaxação Contínua lO 
e excluir a linha a pois a restrição associada a ela será satisfeita toda vez 
que o for a restrição associada à linha fJ. 
6. Dominância de coluna. Se para algum C C J e a E J tem-se que 
Ia ç ujEC Ij e LJEC Cj < Can então a coluna Q pode ser excluída, pois o 
custo de incluí-la no recobrimento seria maior que o de inclusão de todas 
as colunas j E C. 
7. Coluna de custo dominado. Para todo i E J, seja di= (rnin Cj I j E .li). 
Se para a E J tem-se que Ca > ZiEla di, então a coluna a pode ser excluída, 
pois as linhas por ela recobertas podem sê-las com menor custo por outras 
colunas. 
2.4 Propriedades da Relaxação Contínua 
Nesta seção são examinadas algumas das propriedades do seguinte problema 
de programação linear: 
mm I: CjXj 
JEJ 
s.a. I: Xj > I, iEI (2.4) 
jEJ; 
Xj ?: o, }EJ 
e do problema dual associado a ele: 
max I: Ui 
iEI 
s.a. Lu; < Cj, jEJ 
iElJ 
(2.5) 
u; > o, iEI 
O problema 2.4 é o mesmo 2.1, porém sem a restrição de condição binária 
nas variáveis. Portanto as propriedades a serem examinadas relacionam-se dire-
tamente ao SCP. As referências para essas propriedades são Lemke, SaLkirn e 
Spielberg [LSS71], G!over [Glo71] e Bellmore e Ratliff [BR71]. 
L Uma solução ótima viável a:, para o problema 2.4, satisfaz <Vj < 
1, j E J. 
Sejam J' = {j E J I Xj > 1} e IJ = {i E I I i E 1)- e Xj > 1, j E 
J'}, entã.o LJeJ; Xj > 1, i E Ij. Fazendo-se Xj = 1, j E J', tem-se que 
LjEJ, Xj 2: 1) i E Ij, ou seja, a solução continua factível. Por outro lado, 
como Cj > O, j E J, segue que se Xj > 1, j E J, a solução não pode ser 
ótima. 
2. O problema 2.4 tem o mesmo conjunto de soluções ótimas que o 
problema obtido de 2.4 com a adição das restrições Xj :S 1, j E J. 
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Conseqüência da propriedade 1. 
3. Se x 1 é solução factível para 2.4, então a solução x obtida com 
o arredondamento para cima de x 1 (xj = 1 se xj > O, j E J) é 
factível para 2.1. 
Como Xj .2: xj, j E J, então L,jEJ; Xj .2: LiEJ, xj .2: 1, i E I, ou seja, x é 
factível para 2.1 pois satisfaz todas as restrições e Xj E {0, 1}, j E J. 
4. O problema 2.1 é factível se, e somente se, o problema 2.4 é 
factível. 
Se x é solução factível para 2.1, claramente, tal solução também é factível 
para 2.4 (xj .2: O, j E J e :Zj=1 aijXj .2: 1, i E J). Por outro lado, se o 
problema 2.4 é factível, então, pela propriedade 3, o problema 2.1 também 
é factível. 
5. Todo ponto extremo x do conjunto de soluções de 2.4 satisfaz O 
< Xj < 1, j E J. 
Tem-se da propriedade 1 que uma solução ótima x para 2.4 satisfaz O S 
Xj S 1, j E J, e da teoria de programação linear tem-se que tal solução 
é um ponto extremo. Por outro lado, como a solução ótima de 2.4 pode 
corresponder a qualquer um dos pontos extremos, dependendo do gradiente 
da função objetívo, implica que a propriedade é necessariamente verdadeira. 
6. Se x 1 é um ponto extremo (não integral) de 2.4, então o seu arre-
dondamento x (Xj = 1 se ~j >O, j E J) é uma solução redundante 
de 2.1. 
Seja P = {.j E J I O< xj < 1} o conjunto de variáveis da solução x1 com 
valores não inteiros, e 11 o conjunto de restrições estritamente satisfeitas 
por tais ;rariáveis (pelo menos duas variáveis a, f3 E J' são necessárias para 
satisfazer cada uma dessas restrições). Claramente IJ'I '2 11'1- Portanto, 
ao se fazer x.i = 1 para apenas 1!'1 dos j E J', mantém-se a factibilidade, 
enquanto na solução arredondada x é feito x j = 1, V j E F. 
7. Se x é uma solução factível não redundante para 2.1, então x é 
um ponto extremo para 2.4. 
Seja .!' = {j E J I X.J = 1}. Se x é na.o redundante, então P'l :::; IJI. 
Como cada variável j E .!1 está em pelo menos uma restrição na lgualdade, 
então as colunas especificadas por J 1 são linearmente independentes, o que 
equivale a dizer que x é ponto t>..Xtremo. 
8. Toda solução ótima de 2.1 corresponde a um ponto extremo do 
conjunto de soluções factíveis de 2.4. 
Conseqüência das propriedades 6 e 7. 
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9. Se x 1 é solução factível para 2.4 e H :;;;: {j E J I X~· :;;;: 1 e L;jEJ, x~ 
> 1, V i E IJ} ::/- 0, então para cada j E H existe uma solução x" 
factível para 2.4 tal que x;' < x; .. 
Seja Si:;;;: {LJEJ, xj- 1}, i E .l e (Jj :;;;: rrUn{Si I i E Ij }- Tomando-se j E H 
e fazendo-se x'j:;;;: xj- min{Oj,xj}, a factibilidade da solução é mantida. 
10. Se x' é uma solução factível para 2.4 ex é o seu arredondamento 
(xj = 1 se xj > O, j E J), então a solução obtida atribuindo-se 
Xj :;;;: O, para um j tal que O < xj < 1, é factível para 2.1. 
Para qualquer j tal que O< xj < 1, tem-se que I:jEJ; Xj > 1, 'ri i E Ij. 
Logo, pela propriedade 9, a variável Xj pode ser fixada em O. 
lL Seja x uma solução não redundante para 2.1, Jl = {j E J I Xj = 
1} e B a matriz correspondente à base associada a essa solução, 
com a adição de m-IJ'j variáveis de folga Si= 1- L,jEJ, :.Vj, i E I, 
através das regras: 
• selecione Si se EJEl' aij 2: 2; 
• para cada j E J' tal que jljj > 1, arbitrariamente selecione Si 
correspondendo a qualquer um dos jiJ·j-1 elementos de IJ. 
Existe uma matriz Ê, derivada de B através de permutações apro-
priadas de linhas, tal que ÍJ-l = Ê. 
O próprio mecanismo de construção da matriz B garante que esta sem-
pre pode ter as linhas permutadas para que se obtenha a matriz Ê = 
[ I, O ] 1 onde l1 é de ordem j.J'j e h de ordem m - IJl Logo, D -I, 
B. s· [ h 0 ] c1 · · · d s· 1 · li · t" · d . = . aramente a eXJstenCla e - 1mp ca a eXls encra e o I, 
s-1 , Diz-se que a matriz B possui a propriedade de involu.ção. 
12. O problema de programação linear 2.5, dual ao problema 2.4, 
apresenta soluções de base factíveis. 
Conseqüência direta da própría estrutura do problema 2.5, 
As propriedades anteriores mostram que se o problema 2.1 tem uma solução 
factível que não é ponto extremo para 2.4, então uma solução melhor (em termos 
de valor da função objetivo) pode ser obtida transformando-se a solução original 
em ponto extremo para 2.4. Isto enfatiza a importância do problema 2.4 no 
desenvolvimento de algoritmos enumerativos e baseados em planos de cortes para 
o problema 2.1, já que a solução ótima desse último precisa ser ponto extremo para 
2.4 [Tah75] (esta propriedade se estende a todos os problemas de programação 
linear inteira em variáveis 0-1). 
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2.5 Aspectos do Poliedro do SCP 
O SCP foi extensivamente estudado nas últimas 3 décadas, contudo, esse 
estudo foi mais direcionado aos aspectos algorítmicos do problema. Sornente 
mais recentemente começou a ser estudada a estrutura facial do problema, i.e. 
a descrição linear da envoltória convexa das soluções factíveis. Logo, para o 
SCP, como para a maioria dos problemas combinatórios, ainda não é conhecido 
um método sistemático para gerar todas as desigualdades lineares que definam 
a envoltóría convexa das soluções para o problema. A seguir são relacionados os 
principais trabalhos nessa área. A terminologia e o conhecimento de base podem 
ser encontrados, por exemplo, em [Tah751 NW88]. 
o estudo das propriedades estruturais do poliedro do se p recebeu pouca 
atenção na literatura, quando comparado a outros problemas combinatórios. 
Os primeiros resultados nessa área foram apresentados por Fulkerson [Ful71], 
Nemhauser e Trotter [NT74] e Padberg [Pad79]. Mais recentemente, a envoltória 
convexa das soluções factíveis do se p foi parcialmente deí:lcrita através de resul-
tadn.'l téoricos apresentados por Bala.s e Ng [BN89a, BN89b], Cornuéjols e Sassano 
[CS89], Sassano [Sas89] e Nobili e Sassano [NS92]. 
Em [BN89a] e [BN89b], Balas e Ng caracterizaram facetas, da envoltória 
convexa do SCP, definidas por desíguaJ.dades da forma L:j=l OjXj :2: 2 (aj E 
{0,1,2}, j = 1, ... ,n). No segundo trabalho é mostrado que tais facetas po-
dem ser obtidas através de "liftinr/' de certas desigualdades contendo apenas 
três coeficientes não nulos. As facetas definidas por desigualdades da forma 
'[;j=1 GjXj ~ /1 (aj E {0, 1}, j = 1, ... , n, e j3 E z+), foram caracterizadas 
por Cornuéjols e Sassano [CS89, Sas89]. 
Sassano [Sas89} definiu uma condição suficiente, mas não necessária, para que 
uma desigualdade da forma citada anteriormente defina uma faceta. Este resul-
tado foi estendido por Cornuéjols e Sassano [CS89], que definiram uma condição 
suficiente e necessária para que taís desigualdades sejam facetas, além de in-
vestigarem a que classe de instâncias do se p elas definiriam completamente a 
envoltória convexa. 
Nobili e Sassano [NS89] caracterizaram duas classes de facetas não booleanas. 
Os autores generalizaram ainda o conceito de "web", definido por Laurent [Lau89] 
para sistemas independentes, e descreveram uma classe de facetas produzidas 
por tais estruturas. Em [NS92] Nobili e Sassano propuzeram um algoritmo de 
separação para as facetas caracterizadas em [NS89]. 
A aplicaçào computacional das classes de facetas relacionadas anteriormente, 
ou seja, o seu uso como planos de cortes em algoritmos para resolução do 8C P, 
foi pouco testada. Dos diversos trabalhos téoricos na área de descrição da es-
trutura facial do SCP, apenas um faz alguma referência a aplicações práticas, 
procurando mostrar que a abordagem poliédrica para a resolução do 8CP pode 
ser muito eficaz. Sassano [Sas89] resolveu, embora manualmente, dois dos proble-
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mas propostos por Pulkerson, N€mhauser e Trotter [FNT74], utilizando facetas, 
da dasse descríta em seu trabalho, como planos de cortes. 
Na abordagem proposta no capitulo 5 desta dissertação, para a resolução 
do SCP, são utilizadas desigualdades daformaL/]=1 ajXj ~ 2 (aj E {0,1,2}) 
como planos de cortes. Um procedimento simples para gerar tais desigualdades 
é descrito em [BN89a]. Definindo-se J,(a) = {j E J I a; = t}, t = 0,1,2 e 
S C I, obtém-se uma nova desigualdade válida para o SCP (da forma ax?: 2) 
fazendo-se : 
{ 
O se aij ::::::O V i E S; 
a} = 2 se aij = 1 V i E 5; e 
1 caso contrário. 
Observe que se ISI = 1, ou sejaS :::::: {i}, a nova desigualdade corresponde à 
í~ésima restrição multiplicada por 2. Balas e Ng estabeleceram condições ne-
cessárias e suficientes para tais desigualdades definirem facetas. 
Capítulo 3 
Resolução Heurística do SCP 
A importância dos métodos heurísticos para o SCP deve~se a dois fatores 
principais: 
• rmJ.itas instáncias do se p são extremamente difíceis de serem resolvidas 
até a otimalidade; 
• A maioría, dos métodos exatos utiliza métodos heurísticos para obtenção 
de boas soluções iniciais ou de limites superiores e inJeriores no valor da 
solução ótima. 
Existem na literatura diversos métodos heurísticos para resolução do SC P. 
Alguns dos principais estão descritos em [Rot69, Joh74, Chv79, Bak81, FW82, 
Ho82, Hoc82, VW84, VW88, FR89, KS90, EDM92]. Nas seções seguintes são 
descritos alguns desses métodos, os quais são partes integrantes dos algoritmos 
exatos descritos no cap.ítulo 4. 
Além de algoritmos exatos para o SC P, recentemente foram propostos diver-
sos algoritmos heurísticos que basicamente são composições dos métodos descritos 
nas referências listadas anteriormente. Por exemplo, Beasley [Bea90] propôs um 
algoritmo heurístico constituído de vários desses métodos. 
A aplicação de meta-heurísticas ao SC P também tem sido bastante investi-
gada em diversos trabalhos recentes. Feo e Resende [FR95] descreveram a cons-
trução de um GRA.SP ( Greedy Randomized Adaptive Search Procedure) voltado 
para o SC.P. Beasley e Chu [BC94] e Sen [Sen93] propuseram algoritmos gené-
ticos aplicados ao 8C P. Jacobs e Brusco [JB93] e Sen [Sen93] desenvolveram 
heurísticas baseadas em Simulated Annealing para o SCP. Na seção 3.1.2 é 
descrita uma aplicação simples de busca tabu ao SCP. 
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3.1 Limites Superiores 
3.1.1 Heurísticas de Construção 
Existe na literatura um grande número de heurísticas de construção para 
o SC.P. Essas heurísticas sã.o essencialmente gulosas. O procedimento geral 
seleciona repetidamente, com base em algum critério, uma variável j que receberá 
valor 1. A parada se dá quando uma solução factível é obtida. 
Considerando-se que o critério a ser usado para a escolha de uma variável é 
uma certa função f do coeficiente de Xj e da cardinalidade do conjunto Ij de 
linhas recobertas pela variável Xj, tais heurísticas têm a seguinte forma geral: 
• Heurística gulosa primai 
L N = {1, ... ,n); 
Xj = 0 e lj(x) = lj, j E N; 
2. Se lj(x) = 0 para todo j E N então PARE (o vetor x é uma solução 
factível); 
caso contrário, encontre k E N que maximize a função f(q, Ik(x))i 
:J. Faça Xk = 1, N = N- {k) e TJ(x) = IJ(x)- h(x), j E N; 
Retorne ao passo 2. 
O uso de uma fullção diferente para a escolha de uma variável corresponde 
a uma heurística diferente. Chvátal [Chv79] propôs a função f(cj 1 lj(x)) = 
CJ/Ilj(x)j, escolhendo1 em outras palavras, a variável que recobre o maior número 
de restrições, dentre as não recobertas, por unidade de custo. No caso em que 
todos os custos são unitários, ou seja, Cj = 1, V j E J, a heurística proposta por 
Chvátal reduz-se às propostas por Johnson [Joh74] e Lovász [Lov75]. 
Essa mesma função e quatro outras ( Cj, Cj/ log2 jlj( x )j, CJ/( jlj( x )jlog2 j~j( x )I) 
e cj/(llj(x )jln llj(x)l)) foram analisadas por Balas e H o [BH80]. Duas outras fun-
çõe" (cJf(IIJ(x)l)' e F;/(ilj(x)l)2 ) foram propostas por V"-'kO e Wilson [VW84j. 
Uma variação, também proposta por Vasko e Wilson, é o uso intercalado de 
várias funções de escolha das variáveis na construção de uma mesma solução. 
Na heurística proposta por Roth [Rot69], a função de escolha das variáveis foi 
eliminada, sendo a escolha feita de modo aleatório. 
Desse conjunto de heurísticas citado anteriormente, uma possível subclasse, 
é aquela formada por heurísticas que limitam as variá.veís passíveis de serem 
escolhidas em cada iteração a um subconjunto do total de variáveis. O uso de 
diferentes critérios para a escolha de tais subconjuntos gera essa subclasse de 
heurísticas. 
Balas e Ho [BH80] usaram uma heurística dessa subdasse onde cada subcon-
junto era formado pelas variáveis que compunham cada restrição do problema. 
O critério de escolha de um subconjunto foi o número de elementos em cada um, 
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sendo escolhido sempre o de menor cardinalidade. Outra modalidade de escolha 
de subconjuntos de variáveis foi proposta por Feo e Resende [FR89], onde a cada 
passo de escolha de uma variável, esta era escolhida dentre aquelas que recobriam 
um número mínimo de restrições. 
Alguma. inovação foi introduzida nessa classe de heurísticas por Fisher e Kedía 
[FK90], com a utilização de uma solução do problema dual da relaxação contínua 
do se p (problema 2.5) para determinar o impacto das restrições do problema 
na escolha de variáveis. A Heurística proposta por eles segue o mesmo padrão 
da proposta por Balas e Ho, ou seja, em cada iteração uma variável é escolhida 
de um subconjunto (variáveis em uma restrição) do conjunto de variáveis. O 
subconjunto a ser escolhido é aquele que maximlza uiiJil, onde Ui é a variável. 
dual associada a restrição i e J; é o conjunto de variáveis da restrição -i. A regra 
para escolha de uma variável dentro de um subconjunto é similar à usada por 
Chvátal [Chv79], Lovász [Lov75] e Johnson [.Toh74], exceto que Cj é trocado por 
Cj- LiEI; ui, onde Ij é o conjunto de restrições recobertas pela variável j. 
A análise de desempenho de uma heurística para o Se P, pertencente à classe 
geral citada anteriormE-nte, foi feita inicialmente por Chvátal [Chv79]. Chváta.l 
mostrou que ZHEu/Z"'::; Lj""1 1fj é o melltor limite possível, onde d:;::;: maJx lljl 
JE 
e Z* e ZHEU são os valores da solução ótima e da encontrada pela heurística, 
respectivamente. Posteriormente Ho [Ho82] mostrou. que o desempenho, no pior 
caso, de qualquer heurística dessa classe geral é dominado por aquele mostrado 
por (jhváta1 [Chv79]. Outras análises nesta área podem ser encontradas em 
[Joh74, Lov75, GJ79, BH80, Fis80, Wol80]. 
3.1.2 Heurísticas de Melhoria 
As heurísticas de melhoria buscam o aprimoramento de uma solução factível, 
para um determinado problema, através de uma seqüência de trocas de partes (ou 
elementos) da solução, em uma busca local. Em outras palavras, busca~se, em 
iterações s11cessivas, a melhor solução contida na vizinhança da soh1ção corrente. 
Denotando-se por Vk(x) o conjunto de soluções factíve.is vizinhas à solução x 
(diferem de x em não mais que k componentes_), então x é um ótimo local se não 
existe em Vk( x) uma solução melhor. Baseada nesses conceitos, uma heurística 
de busca local pode ser descrita como: 
• Heurística de busca local 
l. Encontre uma solução inicial x; 
2. Se não existe x1 E Vk(x), tal que x1 é melhor que x, PARE x é ótimo 
local. 
3. Faça x :;::;: x1; 
4. Retorne ao passo 2; 
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A eficiência de uma heurística de busca local depende basicamente da escolha 
da vizinhança a ser considerada, da busca dentro dessa vizinhança e da solução 
inicial. 
No caso do SC P, boas soluções iniciais podem ser obtidas conforme descrito 
na seção 3.1.1. A definição de vizinhança foi feita por Feo e Resende [FR95] 
em termos de uma k,p-troca, ou seja, dado p,k (p < k) e um recobrimento x, 
então uma k,p-troca corresponde a exclusão de k variáveis que pertençam ao 
recobrimento e sua substituição por p outras não pertencentes ao mesmo. A 
especialização da busca local para o SC P de custos unitá.rios proposta por Feo e 
Resende é: 
• Heurística k,p-search 
L k,p são inteiros positivos satisfazendo p < k < n- p; 
2. x é uma solução factível para o SCP; 
3. J' ~ {j E J I Xj ~ 1}; 
4. Paxa cada T, C J' (IT1I ~ k)o 
5. Verifique a existência de T2 C (J \ Tt) (IT2 1 = p); 
6. Se (.F - TL) U T2 configura uma solução factível, faça: 
7. l'=(J'-Tl)UTz. 
Essa heurística é uma generalização da proposta por Roth [Rot69], onde é 
adotado p = k - L Roth observou também que, quando os custos não são 
unítários, há sentido em se considerar p 2: k, pois mesmo assim um recobrimento 
de menor custo pode vir a ser obtido. Nesse caso a linha 5, na descrição anterior, 
deve ser alterada pd...ra: 
5. Verifique a existência de Tz C (J \ T1) (IT1I 
LjETt Cj; 
Vasko e Wilson [VW84] e Vasko e Wolf [VW88} utilizaram heurísticas de 
melhorias que basicamente eliminavam colunas redundantes no recobrimento, o 
que é equivalente à heurística descrita anteriormente fixando-se k = l e p = O. 
A heurística k,p-sean~h pode ser utilizada tanto isoladamente quanto inte-
grada a outros métodos. Uma possibilidade é a sua integração na heurística de 
perturbação e melhoria descrita a seguir. Nessa heurística o processo de aprimo-
ramento de uma solução é feito através de alterações sucessivas (perturbações) 
na mesma. O esquema de perturbação pode ser constituído de duas etapas. A 
primeira é a transformaçã-O da solução em outra redundante. A segunda é a ob-
tenção de uma nova solução não redundante, a partir do descarte dos elementos 
excedentes. 
Considerando-se Z(x) como o valor objetivo da solução x, então esta heurís-
tica pode ser mais formalmente descrita como: 
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• Heurística de perturbação de soluções 
1. x é solução factível de valor objetivo Z(x). 
2. Faça x' = x e Z(x') = Z(x). 
3. Repita k vezes: 
4. Seja,J'={jEJixj=l}; 
5. Escolha J" C (J \ J') tal que IJ"I = 6; 
6. Faça xj = 1 V j E J"; 
7. Aplique k,p-search a x'; 
8. Se Z(x') < Z(x) faça x = x' e Z(x) = Z(x'). 
Outra heurística de melhoria foi proposta por Baker {Bak81]. Nesta, através 
da composição de duas soluções factíveis, busca-se a formação de uma nova 
solução de menor custo. Nas duas soluções iniciais, a heurística identifica sub-
conjuntos de colunas que recobrem subconjuntos cUs juntos de linhas. Após todas 
as colunas terem sido fixadas a um dos subconjuntos, os custos destes são recal-
culados e os de menor custo são usados para se compor a nova solução. 
Uma heurística utilizada na implementação computacional descrita no capí-
tulo 6, também utiliza o conceito de composição de soluções factíveis. No caso, 
a composição consiste na determinação da interseção (variável a variável) entre 
um certo número de soluções. A solução parcial assim obtida é completada , 
se necessário, segundo algum esquema guloso, de modo a corresponder a um 
recobrimento. 
Esse esquema geral permite diversas variações, dependendo do n1Ímero de 
soluções e do critério de consenso utilizado. Adotando-se, por exemplo, o critério 
de igualdade (em 1) entre k diferentes soluções, então a. formalização pode ser: 
• Heurística de consenso 
L x 1 , .•• ,xk (k :2: 2) são soluções factíveis; 
2. x0 é a nova solução a ser obtida; 
3. Faça a:q ::::: .I 1 
{ 
1 se x 1 = ... = x': = 1 
1 O caso contrário; 
' j E J; 
4. Se x 0 não corresponde a um recobrimento, então utilize uma heurística 
gu.losa primaJ. (seção 3.1.1) para completá-lo. 
A busca tabu é um procedimento adaptativo usado na resolução de proble-
mas de otimização combinatória. O procedimento explora o espaço de soluções, 
para um determinado problema, a partir de uma solução inicial, obtendo uma 
seqüência de soluções através de modificações sucessivas nas mesmas. Essa se-
qüência de soluções é obtida observando-se 11m critério guloso na modificação da 
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solução corrente, ou seja, buscando-se sempre a melhor solução possível. Con-
tudo, sã.o consideradas apenas as soluções que podem seT alcançadas dentro de 
uma vizinhança restrita. Neste processo pode ocorrer, entre outros problemas, 
a ciclagem do procedimento entre um pequeno número de soluções ou a con-
vergência para uma solução que corresponda a um ótimo locaL Para se evitar 
que isso ocorra, utiliza-se um mecanismo, denominado lista tabu, que contém as 
últimas alterações realjzadas (movimentos de uma solução para outra). Assim, 
1un movimento só é realizado se não pertencer a essa lista. 
O procedimento descrito a seguir é uma aplicação de busca tabu ao SCP. 
Neste proceilimento é usado como vizinhança da solução corrente o subconjunto 
de soluções que podem ser obtidas, a partir da corrente, com a inversão de valores 
de duas das variáveis. O "tabu" é fixado às trocas de valores de v-ariáveis que 
levam a valores da função objetivo não menores do que o da solução corrente. 
• Heurística de busca local com lista tabu 
L Encontre uma solução inicial x. 
2. Faça x* = x e Z* = Z(x). 
3. Encontre x1 E V2 (x), tal que Z(x1)- Z(x) é minimaL 
4. Se Z(a/)- Z(x) <O e o movimento não é tabu: 
Faça x = x'; 
Atualize a lista tabu; 
Se Z(x)<Z' 
Faça x* = x e Z* = Z(x); 
Retome ao passo 3. 
senão 
Se Z(x') < z· 
Faça x"' = x 1 e Z* = Z(x); 
Retorne ao passo 3. 
3.2 Limites Inferiores 
3.2.1 Heurísticas de Construção 
Os limites inferiores usados nos algoritmos de Balas e Ho [BH80], Beasley 
[Bea87] e Fisher e Kedia [FK90], entre outros, foram obtidos a partir da re-
solução do problema 2.5, com o uso de uma heurística dual baseada em trabalhos 
anteriores ([Erl78, GS79, FH80, Won84]), possuindo a seguinte forma geral: 
3.2. Limítes Inferiores 
• Heurística gulosa dual 
L u; =O, 'i E .l, 
L\.i(u) = miniEJ,(CJ- L:iEI1 ni), i E I, 
I(u) ={i E I I ~;(u) >O}; 
2. Escolha k E I(u) e faça Uk = Uk + ~,(u); 
3. Para cada j E Jk 
Para cada i E Ij 
Se ó.;(u) > Cj- LiEJ
1 
'Ui faça: 
L\.i(u) = Cj- L:iElj Ui 
Se ~;(u) =O taça I(u) = I(u)- {i}; 
4. Se I(u) = 0 PARE, senão retorne ao passo 2. 
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O uso dessa heurística, nos três algoritmos citados anteriormente, difere ape-
nas no critério de escolha da variável k (passo 2). Balas e Ho usaram como critério 
de escolha a minimização da cardinalidade do conjunto Jk 1 resolvendo eventuais 
empates com a escolha da variável de menor incremento ,6.k( u ). Fisher e Kedia 
seguiram o mesmo caminho, diferindo apenas no critério de desempate, com a 
escolha da variável com o maior incremento Ó.k(u ). Beasley utilizou os mesmos 
critérios de Balas e Ho, porém buscou o aperfeíçoamento da solução obtida com 
o acréscimo à heurística, após o passo 4, do seguinte ajuste nas variáveis: 
Existem diversas variações possíveis dessa heurística. Na implementaçã-O com-
putacional descrita no capítulo 6, foi utilizada essa heurística, porém procurou-se 
chegar a uma maior uniformidade nos valores das variáveis d11ais. Para tanto, 
a escolha das variáveis tornou-se aleatória e adotou-se a estratégia de não incre-
melltar uma variável Uk do maior valor possível .ó.k( u), sendo adicionado apenas 
um percentual b desse valor. Nesse caso a linha 2 da heurística é alterada para: 
2. Escolha k E lu e faça Uk = u~; + 6.6.ku. 
3.2.2 Heurísticas de Melhoria 
Uma heurística de melhoria para o problema 2.5 (dual da relaxação contínua 
do SCP) foi proposta por Fisher e Kedia [FK90]. Essa heurística, 3-opt, é um 
procedimento de busca local análoga às descritas na seção 3.1.2 para o SCP 
(problema 2.1). 
Nessa heurística, tenta-se a melhoria do valor da função objetivo de uma 
soluçã-O dual u, através de ajustes que envolvem três das variáveis duais (u;1 ,Uj21 
e u;
3 
). A idéia é decrementar U;1 de um f'..erto valor .6. e incrementar Uiz e U;3 do 
mesmo valor, a.umentando-se assim o valor da solução em .6.. 
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Definindo~se r = {j E J I LiEI; Ui = cj} e Ji ;:::::: {j E J I LiEI; Ui < cJ} 
como os conjuntos de restrições duais ativas e inativas, respectivamente, pode-se 
mostrar facilmente que o ajuste descrito anteriormente só é factível para .6. > O 
se, e somen.te se, as condições abaixo são satisfeitas: 
üi. h2 n JiJ n Ja = 0. 
A heurística 3-opt consiste na busca direta no conjunto I X I X I de urna tripla 
-11, i 2, i3 que satisfaça às condições anteriores. Para a determinação do maior valo-r 
6. para o qual é mantida a factibilidade, são identificadas as restrições inativas 
para as quais LiEJ
1 
Ui aumenta ao se proceder os ajustes em Ui1 , Ui2 e Ui3 • O 
cálculo de .6. é feito, então, como segue: 
3.2.3 Relaxação Lagrangeana e Otimização por Subgradientes 
O termo relaxação Lagrangeana foi introduzido por Geo:ffrion [Geo74] para 
especificar o problema obtido através da remoção de restrições associadas a um 
problema e sua inclusão na função objetivo com o u_so de multiplicadores apro-
priados. 
Relaxação Lagrangeana é baseada no fato de muitos problemas de progra-
mação inteira poderem ser vistos como um problema de fácil resolução que foi 
complicado por um certo conjunto de restrições. Explorando essa observação, um 
problema Lagrangeano é criado com a substituição desse conjunto de restrições 
por um termo de penalidade na função objetivo. 
O marco inicial dessa abordagem é considerado como sendo os trabalhos de 
Held e Karp ([HK70, HK71 ]), emboTa o uso de métodos Lagrangea.nos já fosse cor-
rente antes de seu uso peJos dois autores- Em [HK70] Held -e Karp mostraram que 
uma relax:ação Lagrangeana, baseada em árvores gexadoras de custo mínimo, para 
o T S P, fornece o mesmo limite que a relaxação contínua da formulação clássica 
do TSP, No segundo artigo ([HK71]) foi introduzido um método, otimização 
por subgrad.ientes, para calcular os multiplicadores associados a um problema 
Lagrangeano. A partir de então, essas técnicas foram aplicadas com sucesso, por 
diferentes autores, a diversos outros problemas combinatórios. 
Novos resultados e extensões aos trabalhos de Held e Karp foram obtidos por 
Geoffrion [Geo74], Shapiro [Sha79] e Fisher [Fis8J.],[Fis85] para relaxação Lagran-
geana e Held., Wolfe e Crowder [HWC74], Camerini, Frata e Maffioli [CFM7.5] e 
Goffin [Gof77], para o método de otimização por subgradientes. 
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A primeira aplicação dessas técnicas ao SCP apareceu com o algoritmo de 
Etcheberry [Etc77]. Este algoritmo praticamente inaugura uma nova farm1ia de 
algoritmos para o SCP, onde deixa-se de usar a relaxação contínua no cálculo 
de limites i.nferiores para se adotar a relaxação Lagrangeana. Os principais algo-
ritmos que seguem essa tendência são os de Balas e Ho [BH80], .Beasley [.Bea87], 
Fisher e Kedia [FK90] e Beasley e Jornsten [BJ92]. 
A abordagem adotada nos algoritmos citados a:nteriormente foi a total trans-
formação do conjunto de restrições do SCP (problema 2.1) em penalidades na 
função objetivo, obtendo-se o seguinte problema: 
Zv(w) = rilln L c,x, +L w,(1- I: x,) 
JEJ ~EJ )EJ; 
Xj E {0, lL j E J, 
Zo(w) = L w; + L min (cj- L w;)xj 
iEI jEJ XJE{O,l} iEl; 
(3.1) 
onde tv;, i E I, são os multiplicadores a.ssociados às restrições. 
Este problema é de fácil resolução e fornece um limite inferior no valor da 
solução ótima do problema original. Em relação a isto, Geo:ffrion [Geo7 4] mostrou 
que ZLP ::::: ZD(u/') e que ZD( w"') ~ Z"', V w"' 2:: O, onde w"' é o vetor de 
multiplicadores referente a solução ótima de 3.1, e ZLP e Z"' são os valores das 
soluções ótimas dos problemas 2.4 e 2.1, respectivamente. Geoffrion mostrou 
ainda que um vetor x é solução ótima para 2.1 se, dado um certo conjunto de 
multiplicadores w, satisfizer as seguintes condições: 
L x é ótimo em 3.1; 
li. L: Xj:::: 1, i E I; 
jEJ; 
ut. LWi(1- L x,)=O. 
iEl jEJ; 
Definindo~se 6j ::::: Cj - L.-iEl, Wi 1 então claramente uma solução ótima para o 
problema 3.1 é obtida fixando-se: 
{ 
1 S€Ój < 0, 
Xj = Ooul se~j:::::O, 
O se Ój > O. 
Como Zv(w) ~ Z"' V ·w 2: O, o melli.or limite infe_rior possivel é obtido 
resolvendo-se rnaxZn(w). Um dos métodos para resolver esse problema é exata-
•.u>o 
mente o métod; de otimização por subgradientes, apresentado por Held e Karp 
[HK71]. Este método começa com um vetor de multiplicadores w 0 e entã,o, itera-
tivamente, calcula direções e deslocamentos para obter uma seqüência de vetores 
wk, a qual converge para o vetor w"' que maximiza Zv(w). O método pode ser 
sumarizado como segue: 
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• Método de otimização por subgradientes 
1. k =O; 
2. Determine um vetor w0 de multiplicadores; 
3. Resolva o problema 3.1 para wk; 
4. Teste a condição de parada; 
.5. Calcule os subgradientes a[::::: 1- L Xj, i E I; 
jEJ; 
6 Calcule o deslocamento t, - .-\~c(Z•-Zv(wk)). · ' - llukfl 1 
7. Faça w7+1 :::: max(O, wf + tkaf); 
8. k = k + 1; 
9. Retorne ao passo 3. 
Alguns pontos importantes a respeito do método : 
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• A escolha natural do vetor de multiplicadores w0 é w,? =O, i E J. Observe-
se, contudo, que o método gera uma seqüência de multiplicadores w", onde 
cada vetor wk está mais próximo do vetor ótimo w" (em termos da norma 
llwk- w"'ll) que seu antecessor wk-l, apesar da função objetivo não crescer 
monotonicamente. Portanto a convergência pode ser acelerada fazendo-se 
w? ::::: Ui, i E I, onde ué uma solução heurística do problema 2 . .5 (veja 
seção 3.2.1). 
• Não havendo como provar otimalidade no método, a menos que se obtenha 
wk tal que Zv(w")::::: Z", a condição de parada é estabelecida como sendo 
a execução de um número limitado de iterações. Em relação a convergência 
do método, alguns resultados teóricos, relativos a escolha apropriada de um 
deslocamento tk, mostram que ZD('wk) converge para Z* se satisfeitas a.s 
condições : tk --+O e L:k=o t~;; = oo ([HWC74]). 
• Z"' pode ser substituído por um limite superior para ZD. Este é normaJ-
mente obtido com a resolução heurística do problema 2.1 (veja seção 3.1.1 ). 
• Alguns autores, como Beasley [Bea90], sugerem que no cálculo do desloca-
mento tk o valor de Z", ou do limite superior adotado, seja multiplicado 
pelo fator 1.05, para qlle se previna um deslocamento muito pequeno à 
medida que o intervalo entre os limites inferior e superior diminui. 
• A seqüência Àk pode ser obtida 'fixando-se Ào entre 0.5 e 2 e então reduzindo-
se .\;, por um fator de 2, cada vez que não houver melhoria do limite in-
ferior em um número fixo de iterações. Este esquema, embora largamente 
utilizado na prática, viola a condição de que L: tk = oo. Assim, há a pos-
sibilidade de convergência para um ponto que não pertença ao espaço de 
soluções. 
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• As justifica.tívas para o modo como são calculados tk e Àk podem ser en-
contradas em [HK71, HWC74, Gof77]. 
Beasley [Bea90] propôs um algoritmo heurístico baseado na aplicação da.o; 
técnicas descritas nesta seção. O algoritmo utiliza as técnicas de relaxação La-
g:rangeana e otimização por subgradientes para gerar limites inferiores no valor 
da solução ótima para uma instância do SC P, Agregado ao método dos subgra-
dientes, após cada iteração do passo 7, soluções factíveis são obtidas através da 
seleção de colunas para as quais as restrições duais associadas foram violadas e 
completando-as, se necessário, de forma gulosa (veja seção 3.Ll). 
Capítulo 4 
Algoritmos para Resolução do 
SCP 
4.1 Introdução 
A maioria dos algoritmos que foram propostos para a resolução do 8C:.P são 
baseados e-m metodologias enumerativas. Muitos desses algoritmos combinam 
ao esquema de enumeração diversas outras técnicas, tais como: regras de pré-
processamento, heurísticas primais e duais, relaxação Lagrangeana e otimização 
pelo método dos subgradlentes, planos de cortes e outras. 
Embora a maioria dos algoritmos apresente essa característica de combinar 
diferentes técnicas, eles podem ser classificados em três grupos principais, de 
acordo com as técnicas dominantes ou mais importantes ([CK75, SM89]): algo-
ritmos enumerativos, baseados em planos de cortes e heurísticos. 
No capítulo 3 foram descritos alguns dos princípaís algoritmos heurísticos 
para a resolução do SCP. As principais características de alguns algoritmos dos 
outros dois grupos, enumerativos e baseados em planos de cortes, são descritas 
no restante deste capítulo. Aplicações de técnicas enumerativas ao SC P são os 
algoritmos de Lawler [Law66], Pierce [Pie68J, Garfinkel e Nemhauser [GN69], 
Lemke, Salkim e Spielberg [LSS71], Pierce e Lasky [PL73], Guha [Guh73], Etche-
berry [Etc77], Beasley [BeaS7] e Fisher e Kedia [FK90]. Os principais algoritmos 
para resolução do SCP, baseados em planos de cortes, foram desenvolvidos por 
House, Nelson e Rado [HNR66], Bellmore e Ratliff [BR71], Balas e Ho [BHSO] e 
Beasley e Jornsten [BJ92], podendo ser citados ainda Salkin e KoncaJ [SK73], que 
descreveram em um estudo computacional a aplicação do algoritmo de Gomory 
[Gom63] ao SCP. 
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4.2 Algoritmos Enumerativos 
Uma importante classe de algoritmos para resolução de problemas de pro-
gramação ínteira consiste de métodos de busca. A forma mais simples desses 
métodos equivale a enumeração exaustiva de todas as soluções. As formas mais 
elaboradas são acrescidas de técnicas que permitem a enumeração de apenas uma 
parte do conjunto de soluções, com o descarte de soluções não promissoras. 
Contudo, a eficiência de tais algoritmos depende enormemente da habilidade 
de enumerar implicitamente a maior parte das soluções. As principais meto-
dologias enumerativas incluem as técnicas de enumeração implicita e técnicas de 
branch and bound. O primeiro tipo é mais adequado a problemas de programação 
inteira 0-1, e pode ser considerado como um caso especial de branch and bound 
[Tah75]. 
No caso do SC P, os algoritmos considerados mais promissores ou que apre-
sentaram melhores resultados são baseados em técnicas de branch and bound, 
Dos algoritmos citados na seção anterior encontram-se nessa classe os de Lemke, 
Salkin e Spiel.berg, Etcheberry, Balas e Ho, Beasley e Físher e Kedia, dentre 
outros. 
As técnicas de enumeração implícita baseiam-se em dois princípios básico: 
tlm esquema en.umerativo que garanta que todas as soluções são enumeradas 
(implícita m1 explicitamente) de modo não redundante e regras de descarte que 
excluam o maior número possível de soluções parciais não promissoras. 
Branch and Bound são esquemas enumerativos fundamentados em duas ope-
rações básicas. A primeira é a decomposição do problema original em subproble-
mas. A segunda operação envolve o cálculo de limites inf~riores e superiores no 
v-alor da função objetivo. O objetivo dessa operação é acelerar o processo de des-
carte de subproblemas que não podem gerar soluções promissoras, dimin·uindo, 
conseqüentemente, a enumeração. 
A noção de decomposiçâQ é importante, pois fornece um esqnerna simples de 
enumeração das soluções para o problema tratado. Essa enumeração é construída 
com a decomposição do problema original em subproblemas, e a decomposição re-
cursiva destes. Com isto, o espaço de soltt~:ões é particionado se forem observadas 
as seguintes regras: 
L Qualquer solução factível para o problema original deve ser solução factível 
para exatamente um de seus subproblemas; 
2. Uma solução factível para qualqner um dos sub problemas deve ser factível 
_para o problema original. 
Considerando-se que o número de subproblemas que podem ser gerados é 
muito grande, embora finito, o sucesso dessa estratégia depende do descarte do 
máximo de subproblemas, evitando-se assim a total enumeração do conjunto de 
soluções. 
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.Nesse contexto a utilização de relaxações do problema original é fundamental, 
pois bons critérios de descarte de subproblemas podem ser obtidos observando-se 
as seguintes propriedades: 
Rl ~ Se a relaxação não tem solução factível, o mesmo é verdadeiro para o 
problema original; 
R2 - O valor da solução ótima do problema original não é menor do que o va-
lor da solução ótima da relaxação (considerando-se um problema de mini-
mização); 
R3 ~ Se uma solução ótima da relaxação é factível para o problema original, 
então é solução ótima também para este. 
A própria definição de relaxação implica essas propri<~dades, cujas demons-
trações são triviais. Tomando-se, por exemplo, a relaxação contínua (problema 
2.4) do SCP (problema 2.1), tem-se que essas propriedades são conseqüências 
diretas das descritas na seção 2.4. 
De .u:ordo com as propriedades Rl, R2 e R3 anteriores, um su bproblema não 
será d<~composto em novos subproblemas, e será conseqüentemente descartado, 
se a análise de uma relaxação mostrar que o subproblema: 
• não tem solução factível (decorrente de Rl); ou, 
• não tem solução factível de valor objetivo menor do que a melhor solução 
conhecida para o problema original (decorrente de R2); ou, 
• é satisfeito pela solução ótima para a relaxação (decorrente de R3), 
4.2.1 Algoritmo de Lemke, Salkin e Spielberg (1971) 
.Nas propriedades descritas na seção 2.4, foi mostrado que uma solução factível 
para o SCP (problema 2.1) pode ser construída a partir de uma solução factível 
para a relaxação contínua do mesmo (problema 2.4). O algoritmo de branch and 
bound, proposto por Lemke, Salkin e Spielberg [LSS71], é baseado na resolução 
da relaxação linear do sc~p (obtenção de limites inferiores) e na. construção de 
soluções para o se p (obtenção de limites superiores). 
Inicialmente a relaxação linear (problema 2.4) associada ao suhproblema cor-
rente é resolvida. Se o subproblema é infactível ou o valor da função objetivo 
excede o melhor limite superior (Zus), então o problema é descartado. Caso 
contrário, é guardado o índice j" referente à variável de menor valor fracionário 
na solução ótima e é verificado se o arredondamento desta solução tem valor in-
ferior a Zua. Neste caso é obtida a solução para o subproblema associado às 
variáveis fracionárias (propriedades 3, 6 e 7, seçãD 2.4). 
O uso do método dual-símplex para resolver a relaxação do subproblema pode 
fornecer um bom critérlo para o descarte do mesmo. Observe que o problema 2 . .5 
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apresenta solução dual viável inicial (propriedade 12, seção 2.4). Assim, sendo 
este um problema de maximizaçã.o, a seqiiência de valores da função objetivo 
geia~.ia pelo método dual-simplex é estritamente crescente. Portanto, o subpro-
blema pode ser descartado se em qualquer iteraç.ão do método, o valor da função 
objetivo (ZLP) exceder o valor do melhor limite superior conhecido (ZuB)· 
Após a resolução da relaxação, caso a solução obtida não seja inteira, então, 
depois da extração de uma solução factível para o Se P (obtenção do limite ZuB), 
o problema é decomposto em subproblemas. O processo de decomposiçãD baseia-
se na escolha de uma restliçã.o i E Ij~, tal que a cardinalidade IJil seja mínima. 
Um novo sub problema é construído a partir da escolha de um j E Ji que satisfaça 
às condições: 
1. x j satisfaça o maior número possível de restrições não satisfeita-s, ao menor 
custo unitário; 
li. o custo Cj de Xj, mais o custo das outras variáveis já fixadas em 1, não 
exceda Zue (melhor limite superior obtido). 
4.2.2 Algoritmo de Etcheberry (1977) 
Este algoritmo de enumeração implícita ([Etc77]) segue a estruttua bá.ska 
descrita anteriormente. A grande inovação contida nesse algoritmo é a aplicação 
da relaxação Lagrangeana e do método de otimização por subgradjentes ao SCP. 
Essa abordagem praticamente inaugura uma nova classe de algoritmos, jâ que a 
maioria dos que o seguem utilizam as mesmas técnicas. 
A exemplo da maioria dos algoritmos para resolução do SCPl este também 
utiliza algumas regras de redução do tamanho do problema (veja seção 2.3). 
Essas são aplicadas tanto ao problema original quanto aos diversos subproblemas 
advindos do processo de decomposiç.ão. 
O esquema de decomposição utilizado é similar ao esquema de particiona-
mento de linhas, proposto por Marsten [Mar7 4] em seu algoritmo para resolução 
do S P P. A estratégia é baseada na escolha de restrições i 1 e i 2 , tal que ];1 n.lt2 f. 
0 e Ji1 - Jh f 0. Dois novos subproblemas (SC.P1 e SCPz) são então obtidos 
trocando-se: 
• as restrições i1 e i 2 pela restrição l::;eJ nJ x j 2-: 1; ou, 
J '1 ':2 
Definindo-se UDt como a união de todos os subconjuntos mutuamente dis-
juntos de J- (Ji1 n Ji2 ), a decomposição de SCP1 e SCPz é dependente de tais 
conjuntos Dt. A regra usada para selecionar um subproblema da lista de can-
didatos é LIFO sendo que, a cada decomposição, se P2 é armazenado antes de 
SCP1 . 
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Escolhido um subproblema, a escolha de uma restrição í é feita de tal modo 
que a interseção de Ji com UDt seja rrúnima. Com essa estratégia é provável 
que o limite inferior associado ao subproblema em questão seja signíficativamente 
melhorado. O critério de descarte de um subproblema é baseado no limite inferior 
obtido com à aplicação do método dos subgradientes a relaxação Lagrangeana do 
subproblema. 
O algoritmo utiliza duas estratégias diferentes na seleção de um vetor inicial 
de multiplicadores Lagrangeanos w, a cada vez que o método dos subgradíentes 
for aplicado a um subproblema. A primeira estratégia é a manutenção do último 
vetor w disponível, ou seja, aquele resultante do processamento do subproblema 
anterior ao corrente. A segunda é a utilização do vetor w relativo ao subproblema 
do qual o corrente foi decomposto. Aparentemente as duas estratégias são iguais. 
Contudo, lembrando-se que o processo de decomposição gera sempre dois novos 
problemas (SCP1 e SCP2 , com SCPz sendo armazenado primeiro) e a regra para 
selecionar um problema é LIFO, então nota-se que as estratégias díferendam-se 
no processamento de SCP2• 
4.2.3 Algoritmo de Beasley (1987) 
Este algoritmo ([Bea87]) combina à metodologia de bmnch and bound, testes 
de redução do tamanho do problema1 urna abordagem heurística para resolução 
do dual da relaxação linear do SCP (problema 2.5) e programaçã.o linear. 
No algoritmo é utilizada a heurística gulosa proposta por Balas e Ho [BHSO] 
(veja seção 3.L1) para obtenção de limites superiores e um procedimento cons-
tituído de três etapas, baseado em otimização por subgradientes e programação 
linear, para gerar limites inferiores. 
A primeira etapa do procedimento de cálculo de limites inferiores consiste na 
aplicação de uma heurística gulosa dual, descrita na seção 3.2.1, para resolver o 
dual da relaxação linear do SCP (problema 2.5), gerando assim valores iniciais 
para os multiplicadores da relaxação Lagrangeana associada ao problema. Na se-
gunda, é usado o método dos subgradientes para tentar melhorar o limite inferior 
obtido na etapa anterior. A terceira etapa consiste na resolução do problema 2.5 
até a otimalidade, com o uso do método simplex. 
A eficácia do procedimento anterior depende muito da aplicabilidade de testes 
de redução do tamanho do problema, conforme descrito na seção 2.3, e de algumas 
penalidades simples que forçam rrma determinada varíável a pertençer, ou não, a 
llma solt1ção. 
Uma das penalidades é ba.seada nos coeficientes da relaxação Lagrangeana. 
Considerando-se Zn(w) como o limite inferior associado a um determinado con-
junto w de multiplicadores Lagrangeanos, ZuB como o melhor limite superior 
e Cj o= Cj ~ LieJ
1 
1Di, j E J. Tem-se que, se Zn(w) + CJ > Zr!B (Cj ;? 0), 
então a variável x j pode ser eliminada do problema, pois a sua inclusão na 
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solução levaria o límite inferior a ultrapassar o limite superior. Similarmente, 
se ZD(w)- Cj > ZuB (Cj < 0), então a variável x; deve pertencer à solução 
ótima. 
Duas outras penalidades, baseadas na alteração do custo de uma variável, 
foram usada...:; na tentativa de redução do tamanho do problema. Na primeira, 
fixa-se em "ín:finito" o custo Cj de uma variável e aplica-se a heurística gulosa 
dual, com qualquer vetor u inicial váJido. Se o limite obtido exceder ZuB, então 
a variável XJ deve pertencer à solução ótima. Na segunda, fixam-se em zero as 
variáveis duais u1 tal que i E lj, para determinado j E J, Se o limite inferior 
obtido com a aplicação da heurística dual, somado ao custo Cj, exceder ZuB, 
então a variável j não pode pertencer à solução ótima. 
Outra penalidade utilizada é baseada no particionamento de uma determinada 
restrição "Í. Nesse caso definem-se dois conjuntos .71 e .72 , tal que .71 U .72 = J; 
e .71 rl J 2 = 0, e fixam-se em "infinito'' os custos Cj, j E .Jl. Se o limite inferior 
obtido com a aplicação da heurística dual exceder ZuB, então pelo menos uma 
variável j E J 1 deve pertencer à solução ótima. Logo, pode-se fazer .li = J 1 . 
Em relação a essa penalidade Beasley observou que a desigualdade LjEJ1 Xj 2 1 
pertence à família de cortes definida por Balas [Bal80]. Assim, essa penalidade 
pode ser vista como um caso especial da abordagem de planos de cortes utilizada 
por Balas e Ho [Bil80]. 
No cálculo de um limite inferior para o problema original, são executadas as 
três etapas do procedimento de cálculo. No final da terceira etapa, resolução 
da relaxação linear do 8CP, caso a solução ótima encontrada não seja inteira, 
o problema é decomposto em outros subproblemas. Para estes são executadas 
apenas as duas pdmeirafl etapas do procedimento. 
O procedimento de decomposição dos subproblemas é baseado na escolha de 
restrições, ainda não satisfeitas, e na fixação em 1 de variáveis dessas restrições. A 
escolha da restrição depende da classe do problema a ser tratado. Se o problema 
for de custos não unitários, então a escolha da restrição baseia-se nos valores dos 
multiplicadores Lagrangeanos resultantes da aplicação do método dos subgradi-
entes. Nesse caso é escolhida a restrição i (Ujo valor do multiplicador w; associado 
seja mínimo. Se o problema for de custos unitários, o crítério é a minimização de 
IJd. Escolltida a restrição, um novo subproblem.a é criado fixando-se em 1 uma 
variável j E .li, tal que o valor Cj- LiEI; Wi seja mínimo. 
Um problema é descartado quando o limite inferior, calculado pela resolução 
da relaxação Lagrangea.na, exceder o limite superior, ou quando os test€s de 
redução indicarem que o problema não tem solução factível. 
• Algoritmo de Beasley 
L ZLB = -oo; ZuB = +oo; 
2. Utilize testes lógicos para redução do tamanho do problema. 
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3. Utilize a heurística gulosa dual para encontrar uma solução factível 
para o dual da relaxação linear do problema (limite Zc,s). 
4. Utilize a heurística gulosa primal para encontrar uma solução fattível 
para o problema (limite Zus). 
5. Utilize o método dos subgradientes. 
6. Reutilize os testes lógicos para redução do tamanho do problema. 
7. Utilize o método simplex para resolver o dual da relaxaçã.o linear do 
problema. Atualize ZLB· 
8. Se a solução dual obtida é inteira, vá para o passo 10. 
9. Decomponha o problema corrente em novos subproblemas. 
10. Se não existem subproblemas ativos, PARE. O recobrimento associado 
a Zus é ótimo. 
11. Escolha um novo subproblema. 
12. Utilize as heurísticas e o método dos subgradientes para tentar melho~ 
raros limites ZLs e Zus. 
13. Se Zc,s :?: Zus descarte o problema corrente e retorne ao passo 10. 
14. Retorne ao passo 9. 
4.2.4 Algoritmo de Fisher e Kedia (1990) 
O algoritmo de Fisher e Kedia [FK90] é o primeiro a tratar um modelo misto 
SePjSPP. Este modelo inclui como casos especiais cada um dos problemas em 
separado. 
Uma característica irnportaJlte desse algoritmo é a utilização de heurísticas 
contínuas no dual (problema 2.5) da relaxação contínua do se p (problema 2.4), 
para obtenção de limites inferiores a serem usados em um procedimento de branch 
and bound. A motivação dessa abordagem é o fato de que a relaxaçào contínua, 
principalmente do SPP, pode ser altamente degenerada e de difícil resolução. 
O algoritmo é composto de uma heurística gulosa contínua para obtenção de 
uma solução inicial para o problema 2.5 (veja seçào 3.2.1 ); uma heurística, S-opt, 
que tenta melhorar a solução obtida com a heurística anterior através ele ajustes 
em conjuntos de três variáveis duais (seção 3.2.2); o método dos subgradientes 
(seção 3.2.3); uma. heurística gulosa (seção 3.1.1) que constrói uma solução para 
o Se P, utilizando a solução dual na seleção de valores para as variáveis primals; 
testes lógicos para verificação de factibilidade e redução de tamanho do problema 
(seção 2.3); e um procedimento de branch and bound. 
O eixo principal do algoritmo é a aplicação das várias heurísticas para ob-
tenção de limites inferiores e superiores. Caso o intervalo entre estes seja supe-
rior a um determinado percentual, tenta-se melhorar o limite inferior através da 
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aplicação do método dos subgradientes à relaxação Lagra.ngeana obtida a partir 
do problema 2.5. 
No caso em que os limites não s~jam iguais, o problema é decomposto em 
subproblemas, o que é feito a partir da escolha de uma restrição i e da fixação de 
variáveis x j E Ji em L Pelo fato do algoritmo trabalhar com um modelo misto 
SCP / S P P, o processo de decomposição depende do tipo da restrição escolhida, 
ou seja, se i E 11 (SCP) ou i E / 2 (SPP). Os dois casos são: 
• se a restrição i E f 1, a decomposição depende do valor do custo reduzido de 
cada variável j E Ji. Se Cj- LieiJ ui > ZuB- ZLB, então o problema que 
seria criado fixando-se x j = 1 pode ser descartado, pois não geraria solução 
ótima. Caso contrário, considerando-se que os custos reduzidos estão orde-
nados de forma crescente segundo j 1 , •• , ,)IJ,I• os novos subproblernas são 
criados fixando-se x.ik = 1 e x j 1 = ... = xik-l = O, deixando-se as restantes 
livres. 
• se i E !2, entã.o I Jil novos subproblemas são criados fazendo-se x j = 1, V j E 
Ji· 
Para cada novo subproblema é aplicado o conjunto de heurísticas primais/ du-
ais) atualizando-se o valor da melhor solução primai, se for o caso. Um subpro-
blema é descartado se for infactível ou o limite superior, correspondente à melhor 
solução primal, rLão for maior que o limite inferíor obtido com a aplicação das 
heurísticas duais. 
O processo de decomposição gera uma lista de subproblemas para posterior 
tratamento. A cada passo de escolha de um subproblema, é escolhido aquele com 
a melhor solução factível, e o esquema descrito anteriormente é aplicado a ele: 
• Algoritmo de Fisher e Kedia 
1. ZLB = -oo; ZuB = +oo; 
2. Utilize testes lógicos para redução do tamanho do problema. 
3. Utilize as heurísticas duais (gulosa e 3-opt) para encontrar soluções 
factíveis para o dual do problema corrente. 
4. Utilize a heurística gulosa primal para encontrar uma solução factível 
para o problema corrente. 
5. Se o intervalo entre as soluções primal e dual for superior a 1%, utilize 
o método dos subgradientes e teutillze a heurística gulosa primai. 
6. Atualize, se for o caso, ZLB e ZuB· 
7. Se Zun ::; ZLB descarte o problema corrente e vá para o passo 9. 
8. Decomponha o problema corrente em novos subproblemas. 
9. Se ainda existirem subproblemas ativos, escolha um novo sub problema 
e retorne ao passo 2. 
10. PARE. O recobrírnento associado a ZuB é ótimo. 
4.3. Algoritmos Baseados em Planos de Cortes Cl4 
4.3 Algoritmos Baseados em Planos de Cortes 
Os métodos de planos d€ cort€s baseiarn~s€ no fato de que uma solução ótima, 
para um problema d€ programação linear não inteira, encontra-se em um ponto 
extremo do espaço de soluções. O princípio dos algoritmos baseados em tais 
métodos, para problemas de programação linear inteira, é que novas restrições, 
violadas pela solução ótima para a relaxação linear do problema, sejam apropri-
adamente escolhidas e adicionadas ao problema. Isto deve ser feito de tal modo 
que o espaço de soluções seja progressivamente reduzido, até que a solução inteira 
ótima coincida com um ponto extremo. 
O termo "planos de cortes" é sugerido pelo fato de que essas restrições dividem 
o espaço de soluções, eliminando regiões que não contêm soluçôes factíveis para 
o problema em questão. 
4.3.1 Algoritmo de Bellmore e Ratliff (1971) 
E-ste algoritmo ([BR71]) 11tiliza técnicas de planos de cortes de forma diferente 
do exposto acima. Os cortes utilizados aqui não se limitam a excluir soluções 
infactíveis para o problema. Os cortes são construídos de forma que soluções 
factíveis previamente consideradas não possam ser encontradas novamente. Isto 
é conseguido estipulando-se que o valor da função objetivo de uma nova solução 
factível deva ser inferior ao da melhor solução conhecida (de todas as conhecidas). 
Esta idéia para construção dos cortes é baseada nas propriedades descritas na 
seção 2.4, onde é mostrado que uma solução ótima para o SCP (problema 2.1) 
deve ser um ponto extremo para a relaxação linear do mesmo (problema 2.4). 
Portanto, se x é um ponto extremo de 2.4, B e Cs são a matriz correspondente 
a base associada a x e o respectivo vetor de custos, então a relação entre Z (o 
custo de x) e o custo Z 1 de mna solução qualquer x 1 de 2.4 pode ser expressa 
como Z' ~ Z::;::: ~ I:j~{"(Z::~ 1 CsB-1a;j ~ Cj)Xj, 
Segue-se então uma condição necessária (mas não suficiente) para que Z'- Z < 
O (e conseqüentemente a solução x possa ser melhorada): 
l::>r.:;x; . .2 1, 
jEQ 
( 4.1) 
onde Q;::::: {j I Z:::i: 1 CsB-1a;j- Cj >O}. Se Q;::::: 0 implica que x é uma solução 
ótima para 2.4 e também para 2. L Isto baseia-se nos fundamentos do método 
SJ·mplex, ou seja, para se encontrar uma solução melhor deve-se seguir por uma 
das arestas do poliedro que levam a soluções de menor valor. 
Deve-se notar que o conjunto Q não contém índices referentes às variáveis 
de folga. Logo, a desigualdade 4.1 é exatamente da mesma forma das restrições 
de 2.1. Note-se ainda que a determinação do conjunto Q é mais simples do que 
parece, não sendo necessárias operações de inversão de matrizes. Isto deve-se à 
propriedade de Jnvolução da matríz B, descrita na seção 2.4. 
4.3. Algoritmos Baseados em Planos de Cortes 
O algoritmo descrito a seguir é baseado no acréscimo sucessivo de uma res-
trição da forma 4.1. Na descrição do algoritmo, SC Po cor responde ao problema 
2.1 e SCPk é o problema resultante do acréscimo de k cortes ao problema original. 
A forma geral do algoritmo é a seguinte: 
• Algoritmo de Bellmore e Ratliff 
L SCPo ~ SCP; 
Z* = oo, x'" = 0; 
k ~o. 
2. Seja xk uma solução não redundante para SCPk e B uma correspon-
dente base com propriedade de involução. 
Se I:j::::1 Cjx; < Z", então atualize Z" e x", 
3. Seja Q = {j I 2::,1 CaB- 1aü- Cj > 0}. 
Se Q = 0, então PARE X" é solução ótima. 
4. Acrescente a restrição L;jEQ aijXJ :2 1 a SCPk. 
k~k+l. 
Retorne ao passo 2. 
Um limite superior no número de recobrimentos é dado por 2n, com isso 
mostra-se facilmente que o algoritmo pára após um número finito de iterações, 
pois pelo menos um recobrimento é eliminado a cada iteração. 
O algoritmo de Bellmore e Ratliff pode ser visto como uma evolução do pro-
posto por House, Nelson e Rado [HNR66]. Nesse algoritmo, uma nova restrição 
é adicionada ao problema, caso a solução da relaxação linear do se p (problema 
2.4) não corresponda a um ponto extremo integral. Essa restrição não elimina 
a melhor solução encontrada até então para o se p e ainda garante que, pelo 
menos, mais uma variável Xf 1 da solução de 2.4, terá valor fixado em L O mesmo 
processo é repetido para o novo problema e recursivamente para os seguintes, 
até que se obtenha um problema cuja solução inteira corresponda a um ponto 
extremo da relaxação linear do mesmo. 
4.3.2 Algoritmo de Balas e Ho (1980) 
A abordagem de Balas e H o [BH80] é importante, tanto teoricamente quanto 
na prática, devido ao fato de combinar ao esquema de "branch and bound'' um 
conjunto de heurísticas primais e duais, otimização por subgradientes, relaxação 
Lagrangeana e planos de cortes derivados de limites condicionais. 
A idéia central dessa abordagem é a derivação de desigualdades válidas para 
o SCP a partir de limites inferiores condicionais, Esses limites são válidos se 
certas desigualdades, também chamadas condicionais, tiverem sido adicionadas 
ao conjunto de restrições, 
4.3. Algoritmos Baseados em Planos de Cortes :l6 
A transposição de um limite superior por um tal limite inferior condicional 
indica que qualquer solução, de valor menor que o limite superior, viola pelo 
menos uma das desigualdades condicionais. Isto fornece uma disjunção válida 
que pode ser usada para particionar o conjunto de soluções, ou para derivar uma 
família de planos de cortes. 
Para se obter planos de <.:artes a partir de limites condicionais é necessária 
uma solução para o dual da relaxação linear do SC P (problema 2.5). Por outro 
lado, para se garantir que os planos de cortes gerados são todos distintos, cada 
desigualdade deve eliminar algum recobrimento que satisfaça a todas as desigual~ 
dades previamente geradas. Portanto, para se obter uma s-eqüência de planos de 
cortes distintos, também é necessária uma seqüência de recobrimentos. 
O algoritmo proposto baseia-se na intercalação de dois procedimentos para 
obtenção dessas duas seqüências. O primeiro procedimento gera um recobrimento 
x para o problema corrente. O segundo gera uma solução dual e usa-a para 
derivar uma desigualdade que elimina x. O algoritmo converge na proporção 
que o intervalo ZuB - ZLs, entre os limites obtidos pelos dois procedimentos, 
decresce. Quando a con.verg€ncia torna-se muito lenta, o problema é decomposto 
em novos subproblemas. O algoritmo pode ser descrito como segue: 
• Algoritmo de Balas e Ho 
L Use heurísticas para encontrar soluções factíveis para o problema cor-
.rente (limite superior Zus) e para o dual da :relaxação linear deste 
(limite inferior ZLB)· 
2. Utilize testes apropriados para fixar variáveis em O. 
3. Se Zr.s ;::: Zr/B descarte o problema corrente e vá para o passo 10. 
Se alguma variável pertencente ao recobrimento corrente foi fixada em 
O, retorne ao passo L 
4. Gere um plano de corte violado pelo recobrimento corrente. 
5. Se o número de iterações não é múltiplo de a retorne ao passo 1. 
6. Utilize o método dos subgradientes para tentar melhorar a solução 
dual e o limite inferior. 
7. Reutilize os testes de fixação de variáveis em O. 
8. Se ZLB :?: ZuB, descarte o problema e vá para o passo 10. 
Se o intervalo Zu B - ZLB diminuiu de pelo menos f > O durante as 
últimas /3 iterações, retorne ao passo L 
9. Decomponb.a o problema corrente em novos subproblemas. 
10. Se ainda existem subproblemas ativos, escolha um novo subproblema 
(usando a regra LIFO) e retorne ao passo 1. 
11. PARE. O recobrimento associado a ZuB é ótimo. 
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Os autores lltiliza.ram valores para a, ,6 e E definidos com base em experimen-
tos nú.mericos (a é a frequência de aplicação do método dos subgradientes). Estes 
parâmetros foram fixados em IJI/10 ~ a~ IJI/20, f3 ""'4o: e f""' 0.5. 
Na obtenção de limites inferiores e superiores no valor da solução ótima para 
um problema, são utilizados no algoritmo dois conjuntos de heurísticas duais e 
primais. Esses dois conjuntos são compostos de heurísticas que, basicamente, são 
variações das descritas nas seções 3.1.1 e 3.2.1. 
O método dos subgradientes usado no algoritmo é urna especialização do 
procedimento geral descrito na seção 3.2.3. Uma diferença em relação ao pro" 
cedimento geral é o uso de uma relaxação que utiliza desigualdades definidas 
por uma família de subconjuntos disjuntos. Nesse caso é escolhido um subcon-
junto (maximal) I' C I tal que Jt n h o:::: 0 V í,k E J' (i f- k), e definidas as 
desigualdades: 
l:jeJ,Xj 2:1, iEJ' 
l:jEJdjXj 2: do 
0 s; Xj s; 1, j E J 
onde dj ""' IIjl- 1 se j E J1 para algum i E r, ou dj = IIJI caso contrário, e 
d0 ""' li- I'l· A utilização de desigualdades definidas por conjuntos disjuntos 
baseia-se em idéia similar utilizada por Etcheberry [Etc77]. 
O algoritmo utiliza a rotina a seguir, a qual implemeuta um procedimento 
proposto em [Bal80], para gerar um corte válido. Neste procedimento x é o reco-
hrimento corrente, v. uma solução para o dual da relaxação contínua do problema 
corrente, S(x) ~ (j E J I x; ~ 1}, T(x) ~ {í E I I LjeJ; XJ ~ l}, ZvB e ZLB 
os valores das soluções x eu, respectivamente, e Sj o:::: Cj- Í:ieiJ Ui, j E J. 
• Construção de cortes condicionais 
1. Seja W ~ 0, 
S ~ {j E S(x) I Sj > 0}, 
t 0:::::: 1; 
2. Seja Vt""' min{ma~sh!p.in{8j I Sj;::: ZuB- ZLB}, 
JES ;ES 
Q = (j E J I Sj 2: V;}, 
J' ~ {j E SI s; =v,), 
IJ' ~ U I;; 
jEJI 
Escolha í(t) E T(x) tal que IJi(<) \ Q u Wl ~ min IJ; \ Q n Wl; 
iET(x)nlp 
Seja Jt ""' J' n Ji(t); 
Faça W ~ W U (,Ji(t) \ Q), 
ZLa = ZLB + L si; 
jEJt 
Se ZLB < ZuB, faça 
s~s\J', 
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Sj = { .Sj - JE-1 Sj 
Sj 
t = t + 1, 
retorne ao passo L 
se j E Q n Jk 
caso contrário 
3, Adicione ao SC.P a desigualdade : L Xj ;::: L 
jEW 
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E<>te procedlmento termina depois de um número de iterações igual a cardina-
lidade de S(x), ou seja, igual ao número de j E S(x), tal que Sj >O. O resultado 
é uma desigualdade satisfeita por todos os recobrimentos melhores do que ore-
cobrimento x associado a ZuB, e violada por este. Esta mesma propriedade está 
associada aos cortes de Bellmore-Ratliff (veja seção 4.3.1), os quaís são obtidos 
com o uso de bases com propriedade de involução. Balas [Bal80] mostrou. que 
esses cortes constituem uma subclasse dos cortes condicionais. 
Na fixação de variáveis em zero foi adotado o critério de se fixar todas as 
variáveis j E J, tal que s1 ;::: ZuB- I:iEJ1 Ui· Este critério é utilizado a cada vez 
que uma nova solução duaJ é obtida, seja pela.<> heurísticas ou pelo método dos 
subgradientes. 
O procedimento de decomposição do problema em subproblemas tltiliza, in-
termitentemente, duas regras. A primeira decompõe o problema de acordo com 
a disjunção vf=1 (xj =O, j E Qi I L:jEQ~ Xj:;:::: 1, k = 1,, .. ,i- 1), onde os con-
juntos Q; são construidos de modo similar ao usado no procedimento q11e gera os 
cortes. A segunda regra é uma variação da utilizada por Etcheberry [.Etc77]. Aqui 
são escolhidos í, k E I (i f:. k ), tal que i corresponde ao último corte adicionado 
ao problema, com Ih n Jil = min [Jh n Ji[ e então o problema é decomposto 
J,.nJ;i=-1/J 
de acordo com a disjunção (Xj =O, j E Ji n Jk) V ( L: Xj ~ 1). 
jEJ;nJk 
4.3.3 Algoritmo de Beasley e Jornsten (1992) 
Este aJ.goritmo ([BJ92]) é ·uma evolução do proposto anteriormente por Beasley 
(veja seção 4.23). Foram realizadas algumas alterações e introduzidas novas 
técnicas ao mesmo. 
Uma aJteração ocorreu no cálculo de limites superiores para a solttção ótima 
do SCP. Inicialmente era 11tillzada uma heurística gulosa, proposta por Balas e 
Ho [BH80], para gerar soluções factíveis para o SCP. Neste novo algoritmo foi 
utilizada uma heurística Lagrangeana proposta por Beasley [Bea90} (veja seção 
3.2.3, a qual, segundo os autores, apresentou melhores resultados para se p de 
custos não unitários. 
Essa heurística considera os coeficientes x da relaxação Lagrangeana do SCP 
(veja equação 3.1) como uma solução pardal para este. Para se chegar a uma 
solução completa, depois de identificadas as restrições não satisfeitas, são adici-
onadas à solução as variáveis de menor custo necessárias ao recobrimento dessas 
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restrições. O último passo consiste na transformação dessa solução em outra não 
redundante. 
Além dessa alteração foi introduzida uma inovação. Fo-ram incluídas antes 
da resolução da relaxação linear, restrições que excluem uma solução factíveL 
Considerando~se que X é uma solução factível para o se p e J' = {i E J I Xj = 1 }, 
então J'- {j} (j E J') não é solução factível (x é não redundante), Logo, 
adicionando-se ao problema as restrições L;jEJ' x j ~ IJ11 - 1 e Ljtf.J' x j :?: 1, x é 
excluída do conjunto de soluções do problema, o qual toma-se infactível se esta 
for a única solução ótima. 
Outra inovação foi o uso de cortes de Gomory, na tentativa de mellwrar o 
limite inferior obtido com a resolução da relaxação linear do SC P. Neste caso, a 
relaxação do problema já com as restrições que excluem uma solução factiveL A 
estratégia utilizada na aplicação dos cortes de Gomory foi a seguinte: 
a. foram gerados 30 cortes a partir da solução da relaxação linear e então o 
novo problema foi resolvido usando o método dual-s$'mplex; 
b. a metade dos cortes for:un gerados a partir das variáveis Xj, da solução 
ótima da relaxação, com maiores valores fracionários; 
c. os cortes restantes foram gerados a partir de variáveis de folga, também as 
de maiores valores fracionários. 
O processo de decomposição de um problema é baseado na escolha de uma 
restrição i, não satisfeita, tal que o produto WiCTi seja máximo ( Wi e Oi são o mul-
tiplicador de Lagrange e o subgradiente, respectivamente, associados à restrição 
i após da aplicação do método dos subgradientes à relaxação Lagrangeana). A 
decomposição é feita a partir da escolha de uma variável j E }j, tal que o valor 





Ao considerar a classe NP-difícil de problemas, observa~se que, para um popu-
loso espectro de problemas dessa classe, são conhecidos algoritmos aproximados 
que fornecem soluções de boa qualidade para um certo conjunto de instâncias do 
problema atacado. Mais ainda, quando o estudo concentra-se em casos particula-
res de um problema, algoritmos exatos e '~rápidos" podem existir. Por outro lado, 
estes algoritmos podem falhar, seja por não se adequarem à instância, seja pela 
díficuldade de se identificar que a instância corresponde a um caso pa.rticular. 
Um problema para o qual nenhum algoritmo conhecido é completamente sa-
tisfatório motiva a proposição de métodos que empreguem uma variedade de 
algoritmos. Estes métodos rrmlti-algmítmicos procuram utilizar diversos algo-
ritmos simples para realizar o trabalho q11e antes caberia a um único algoritmo 
complexo. A idéia é que, para problemas com este grau de dificuldade, algoritmos 
simples possam cooperat de modo a gerar soluções que se equiparem, ou mesmo 
superem, a solução gerada por um algoritmo complexo. Neste contexto, algo-
ritmos simples são em geral heurísticas que implementam uma intuição sobre o 
problema, e têm como característica básica um tempo reduzido de processamento. 
A simples idéia de combinar diferentes técnicas para a resolução de um pro-
blema, entretanto, não é suficiente para obter um algoritmo que garanta uma 
eficiência aceitável na resolução de qualquer instância do problema. Bons exem-
plos dessa dificuldade são os métodos exatos descritos no capítulo 4. Embora a 
maioria desses métodos seja multi-algorítmica, observando-se os seus resultados 
computacionais, nota-se que o comportamento deles, frente a uma mesma classe 
de instânciasl pode diferir muito. 
A principal dificuldade está na interação entre diferentes técnicas~ pois nem 
sempre uma determinada combinação destas permite uma boa utilização do 
tempo disponível para o processamento, ou mesmo uma colaboração eficiente 
eu tre as mesmas. 
40 
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Estas dificuldades são reduzidas quando utiliza-se urna arquitetura como a 
de Times Assincronos. Estes são organizações de softwares propostas por Taluk-
d.ar e Souza ([TS901 Ta193, ST93, Sou93]) que visam a interação eficiente entre 
vários algoritmos para a resolução de problemas adequados à abordagem multi-
algorítmica. 
Uma experiência do emprego deste paradigma é o trabalho desenvolvido por 
Souza [Sou93], que encontrou as soluções ótimas de várias instâncias da versão 
Euclideana do TSP com até várias centenas de cidades. Souza utilizou algorit-
mos heurísticos tradicionais (Lin-Kerníghan, Or-opt, Arbitrary Insertion e Held-
Karp), bem como alguns algoritmos simples especialmente desenvolvidos para 
integrar os Times Assíncronos utilizados. Duas outra.s experiências são os traba-
lhos desenvolvidos por Peixoto ([Pei95]) e Cavalcante ([Cav95]), que aplicaram 
este paradigma ao Flow Shop Problem e ao Job Shop Schedulíng, respectivamente. 
5.2 Times Assíncronos 
Uma organização é um grupo de indivíduos ou agentes que cooperam entre si, 
seguindo regras e estruturas pré-definidas, na busca de um objetivo comum. As 
organizações, como modelos de ação, podem ser classificadas em diversos grupos, 
por exemplo, segundo a flexibilidade das regras de cooperação entre seus agentes. 
As organizações, em particular as de "soft-wares", foram classificadas por 
Talukdar e Souza [TS90, TS92, TS93, Tal93] segundo um modelo estruturaL 
De acordo com este modelo, uma organização é um esquema no qual agentes 
combinam-se para formar super-agentes. Neste modelo a estrutura interna de 
um agente não é de nenhum interesse. Deste modo, apenas são considerados os 
super-agentes cujos sistemas de comunicação (o mecanismo pelo qual os agentes 
comunicam-se entre si) possam ser modelados através de um número fmito de 
memórias compartilhadas. 
Nesse contexto, super-agentes são coleções de memória,<> compMtilhadas por 
seus agentes. Assim, a estrutura de um super-agente caracteriza-se, principal-
mente, peJos fluxos de dados e fl_u,xos de controles. Os fluxos de dados deter-
minam a quais memórias um agente pode ter acesso. Os fluxos de controles 
definem quais informações os agentes podem ler/escrever nas memórias, quando 
os agentes podem processar essas informações e com que recursos. 
Em uma das configurações possíveis nesse modelo estrutural, há a ocorrência 
de fluxos cíclicos de dados e inexistem fluxos de controle nos super-agentes. Este 
caso é definido como sendo um A-Team (do inglês Asynchronous Team). Por-
tantoj um A-Tearn é composto por agentes e memórias compartilhadas, os quais 
satlsfazem as seguintes condições: 
• Todos os agentes em um A-Team atuam de forma autônoma, não existindo 
controle de dependência entre eles (no contexto aqui estudado agentes são 
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algoritmos com um protocolo de comunicação); 
• Os fluxos de dados são cíclicos, ou seja, os dados de saída de um agente são 
potencialmente dados de entrada para outro agente ou ele mesmo; 
• A comunicação entre agentes é assíncrona e se faz exclusivamente através 
de memórias compartilhadas de dados. 
As experiências citadas anteriormente com esse paradigma sugerem que a co~ 
operação entre os agentes tende a ser sinérgica., ou seja, o resultado produzido 
por estes, quando olhados em conjunto, pode ser melhor do que a da soma dos 
resultados obtidos isoladamente. Espera-se então uma maior chance de se en-
contrar uma solução próxima à ótima global para o problema sendo tratado pelo 
A- Team. Essas experiências sugerem também que um A-Team é uma organização 
eficiente em escala, ou seja, o seu desempenho melhora com a introdução de novos 
elementos (agente.'> e memórias). 
A característica mais atraente do paradigma de A- Team está na sua flexibili-
dade, Os agentes em um A- Team, atuando de forma autônoma, ficam suscetíveis 
de serem introduzidos ou retirados da organização a qualquer momento. Outro 
ponto importante é que a comunicação entre os agentes sendo assíncrona permite 
que estes sejam executados em paralelo, com a comunicação entre eles gerando 
um contím10 fluxo de modificações no conteúdo das memórias compartilhadas. 
5.2.1 Representação Gráfica 
Uma possível representação gráfica para A-Teams é o uso de arcos para re-
presentar agentes e retângulos para memórias compartilhadas, Desse modo, o 
direcionamento dos arcos indica leitura (de onde partem) e escrita (onde che-
gam) nas memórias, e o uso de retângulos permite a composição de memórias 
para formar uma nova memória compartilhada. 
Um exemplo de A-T'eam, composto de seis agentes e duas memórias, é ilustra-
do na figura 5.1. ~este exemplo o agente A1 lê dados na memória j\lh e escreve 
na memória 1\.fz, ih lê e escreve em M2, A3 lê dados em ambas e escreve em A1t 
e o agente A 4 lê em M 2 e escreve em M1 ou M2 (ou em ambas). O agente D1 
elimina dados não relevantes das memórias AI1 e M2 e o agente D2 age do mesmo 
modo na memória M2 • 
Figura 5.1: Exemplo de representaç-ão gráfica de A-Teams 
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Usando-se esta representação gráfica tornam-se evidentes as três caracterís-
ticas básicas dos A- Teams. A condição dos fluxos de dados serem cíclicos, por 
exemplo, é bastante clara na figura 5.1. Existem ai vários ciclos, como o formado 
pela memória M1 , o agente .41 , a memória M2 e o agente A4 • 
5.2.2 Parâmetros de Projeto 
Talukdar e Souza [TS92] definiram como eficientes em escala os super-agentes 
cujas arquiteturas são abertas (novos elementos, agentes e memórias, podem 
ser introduzidos ou retirados a qualquer momento) e cujos membros, novos e 
velhos, cooperam eftcazmente entre si. Uma das hipóteses levantadas pelos dois 
autores, em relação aos A-Teams, é que o subconjunto de A-Teams que contém 
mecanismos de busca de consenso na população de dados ali armazenados, tem 
uma grande interseção com o subconjunto de super-agentes eficientes em escala. 
A sinergia em super-agentes, como definida por Talukda.r [Tal93], é o fato de 
que os resultados obtidos por um super-agente são maiores (melhores) do que a 
soma dos resultados obtidos pelos seus componentes em separado, Em relaçà.o 
a isto, Talu.kdar observou que a própria estrutura básica dos A~Teams contribui 
para um comportamento anárquico do mesmo (agentes autônomos podem agir 
com propósitos conflitantes). Contudo, levantou a possibilidade de se evitar tal 
comportamento com o uso de estratégias adequacla..<J, tornando assim, sinérgica a 
cooperação entre os componentes do A-1/;am. 
Os A- Teams são, portanto, capazes de conseguir eficiência em escala e sinergia. 
Contudo, o processo como isso se dá não é totalmente claro. Dois fatores que 
contribuem para tal são: 
• a manutenção de uma população de dados alter_nativos aumenta a chance 
de que alguma dessas alternativas gere bons resultados; 
• a eliminação de alternativas ruins é, no mínimo, tão importante para o 
progresso do A-1'eam quanto a geração de boas alternativ-as. 
Souza [Son93], baseando-se nas hipóteses expostas e também em resultados 
empíricos, definiu os critérios listados a seguir como os mais importantes a serem 
observados no projeto de u.m A-1'eam: 
• Fluxos de dados : a estrutura de um A.- Team está diretamente ligada 
com os algoritmos disponíveis para a construção dos agentes. Estes, e seus 
relacionamentos com as memórias, devem ser projetados de modo a se apro-
veitar ao máximo qualquer informação a respeito dos algoritmos, para que 
o desempenho do A~Team e a qualidade das soluções geradas sejam os me-
lhores possíveisj 
• Algoritmos de consenso ; estes algoritmos geram novas soluções para o 
problema que está sendo tratado, incorporando nesse processo informações 
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(partes) de soluções já armazenadas nas memórias. Procura-se, deste modo, 
aproveitar as diferenças e semelhanças entre estas soluções, aumentando a 
eficiência da busca de novas soluções através da restrição do espaço de busca 
das mesmas; 
• Estratégias de iniciação das memórias : no preenchimento inicial das 
memórias deve~se buscar um equilfbrio entre a alta diversidade das soluções 
geradas e sua qualidade. Uma alta diversidade pode significar um grande 
número de soluções de baixa qualidade, as quais seriam processadas inutil-
mente pelos agentes. Na husca deste equilíbrio, uma memória pode ser 
preenchida, por exemplo, com soluções geradas aleatoriamente, ou com 
soluções produzidas por algoritmos d!ô'. construção, ou ainda, combinando-se 
estas duas abordagens. Outro ponto importante é que o preenchimento total 
não é necessário, uma vez que as piores soluções podem vir a ser descartadas 
logo em seguida, sem que nenhum agente as tenha selecionado. Deve-se, 
portanto, preencher as memórias com um número mínimo de soluções que 
garanta um bom funcionamento do A-Team; 
• Políticas de seleção de dados : a política de seleção define de que 
modo e de quais memórias os agentes lêem os dados que processam. Na 
escolha dos dados, para um certo agente, deve-se observar primeiro se este 
é determinístico, pois neste caso o processamento de um mesmo dado duas 
vezes será inútil. Assim, a escolha dos dados deve obedecer uma rígida 
seqüência para evitar o desperdício de recursos. No caso de agentes não 
determinísticos, pode-se escolher os dados segundo alguma distribuição de 
probabilidade, uma vez que o processamento repetido de um mesmo dado 
pode gerar resultados diferentes; 
• Políticas de destruição : a política de destruição define a estratégia para 
a troca ou exclusão de dados nas memórias. A estratégia a ser adotada é 
tão importante quan.to a geraçã.o de novos dados, já que a exclusão de 
dados não promissores influencia diretamente a diversidade dos dados nas 
memórias, auxiliando-se, assim, a convergência e din~cionamento dos dados 
ali armazenados. Uma boa estratégia considera que algumas características 
dos dados armazenados (qualidade, número de vezes que foi Udo, etc.) po-
dem ser usadas para associar a cada um uma probabilidade de ser excluído 
da memória. Considerando-se uma memória contendo soluções para um 
determinado problema, pode-se adotar, entre outras políticas, a eliminação 
da pior solução com probabilidade 1, ou a destruiçào de qualquer solução 
com distribuição uniforme (ou linear) de probabilidade, ou ainda a com-
binação destas políticas, conforme a diversidade das soluções na memória; 
e 
• Tamanho das memórias : este critério é importante uma vez que a taxa 
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de diversidade do conteúdo de uma memória está diretamente .ligada ao seu 
tamanho. Adotando~se um tamanho muito pequeno de memória, os dados 
ali armazenados podem convergir muito rapidamente. Por outro lado, em 
memórias muito grandes, a convergência pode ser muito lenta, além de se 
correr o risco de subutilização das mesmas. Nos dois casos, o desempenho 
do A-l'eam é influenciado negativamente. 
Estes critérios relacionados acima foram organizados por Peixoto [Pei95], 
em 1llla seqüência de passos e sugestões, formando uma metodologia de espe-
cificação de Times Assíncronos para problemas de Otimização Combinatória de 
uma função objetivo. 
5.3 Arquiteturas Gerais de A-Teams para o SCP 
Os algoritmos descritos no capítulo 4 conseguiram bons resultados para muitas 
instâncias do SC P, solucionando grandes instâncias do mesmo até a otimaJidade, 
ou bem perto disso, em no máximo alguns minutos. Contudo, quase todos os 
algoritmos falharam na obtenção de boaE soluções, para uma ou outra instfutcia1 
em um limite razoável de tempo. Além disso 1 sã.o conhecidas hoje instâncias 
do SC P consideradas de difícil resolução e para as quais esses algorítmos são 
considerados inadequados. 
A tais instâncias, normalrnente1 estão associados certos fatores, como por 
exemplo um grande intervalo entre os valores das soluções ótimas para a instância 
e a correspondente relaxação contínua (gap de integralidade); a densidade elevada 
dos subconjuntos, ou seja, um grande número de elementos por subconjunto em 
relação ao total de elementos; e distribuições muito particulares dos elementos 
nos subconjuntos. Além destes fatores, os custos associados aos subconjuntos 
também influenciam na Ütdlidade/di:ficuldade de resolução de urna instância. 
Considera:rrdo-se estas dificuldades, faz-se necessário definir quais informações 
se deseja extrair de tais instâncias. Embora existam várias opções, para diversas 
situações reais é suficiente considerar os seguintes objetivos a serem alcançados 
com a resolução do SCP: 
a. obtenção de limites superiores no valor da solução ótima; 
b. obtenção de limites inferiores e superiores; ou 
c. obtenção de limites inferiores e superiores, e garantia de otimalidade de 
uma solução. 
A seguir são propostos modelos gerais de A- Teams para a resolução do SC P, 
visando cada um dos objetivos citados. Na próxima seção é proposto um A-Team1 
de acordo com o terceiro objetivo, para resolução do se p. 
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• A- Team básico 
O objetivo desse A~Team básico é a geração de limites superiores, no 
valor da solução ótima, para uma determinada instáncia do SCP, ou seja, 
utilizam-se apenas soluções primais. Para que este intuito seja alcançado 
de forma satisfatória, o modelo é composto de quatro componentes básicos 
enumerados a seguir: 
a. uma memória para armazenamento de soluções factíveis para o pro-
blema a ser tratado; 
b. um agente iniciador que constrói soluções factiveis e armazena-as na 
memória, preenchendo-a total ou parcialmente; 
c. um ou mais agentes modificadores de soluções, os quais atuam sobre 
o conteúdo da memória, modificando e aprimorando as soluções ali 
contidas; 
d. um agente que elimina, segundo algum critério, soluções da memória, 
permitindo, assim, que novas soluções possam ser inseridas na mesma. 
Um modelo simples para esse A- Team básico é mostrado na figura 5.2. 
Deve-se notar que o modelo mostrado não é único, assim como não os são 
os outros propostos a seguir. Contudo, é suficiente para exemplificar um 
A-1Cam para o SC P que cumpra satisfatoriamente o objetivo em questão 
(geração de limites superiores). 
~EII PACJ1vBrs ~ 
LJ • • • LJ Dlliii'1'RUI'Oil 
MOOll!ICAOOREII 
Figura 5.2: Arquitetura básica de A-1'eam para o SCP 
• A~Team primai-dual 
O A-Team básico pode ser estendido adotando-se uma abordagem pri-
mai-dual no tratamento do problema a ser resolvido. Com esta abordagem 
pode-se desenvolver, conjuntamente, limites inferiores e superiores para o 
valor da solução ótima. O objetivo deste modelo é garantir que a melhor 
solução encontrada esteja a um certo percentual da solução ótíma. 
A figura S.3 mostra uma extensão do modelo básico. Além dos componentes 
descritos anteriormente, foram incorporados ao modelo os seguintes itens: 
a. uma memória para armazenamento de soluções factíveis para uma re-
laxação do se p (ou para o dual da relaxação), ou seja, limites inferi-
ores; 
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b. agEmtes que constroem soluções para O SC p 1 utilizando soluções da 
relaxação como auxi1lo nesse processo; 
c. um agente destrutor para agir na memória de soluções relaxadas, wm 
atuação similar ao já descrito para a outra memória; 
d. um agente iniciador do conteúdo da memória de soluções relaxadas, 
também similar ao descrito para a outra memória; 
e. agentes modificadores de soluções, que atuam em cada uma das me-
mórias, ou em ambas. 
Figura 5.3: Arquitetura primal-dual de A-Team para o SCP 
• A- Team prímal-d ual + cortes 
Um resultado bem conhecido da teoria de programação linear é o que diz 
respeito ao intervalo, que pode existir, entre os valores das soluções ótimas 
para o problema origínaJ e uma relaxação do mesmo. Tendo-se em vista 
este restütado, o objetivo do modelo anterior pode ser aluda expandido, 
buscando-se, além de bons limites inferiores e superiores, a garantia de 
otimalidade de uma solução. Para isto, o modelo deve ser expandido de 
modo a comportar novas desigualdades válidas para o problema, as quals, 
urna vez adicionadas ao mesmo, consigam diminuir o intervalo entre os 
limites, permitindo assim, eventualmente, provar a otimalidade de uma 
solução. 
Os novos componentes deste novo modelo, mostrado na figura 5.4 1 são: 
a. uma memória para armazenamento de novas desigualdades váJjdas 
para o problema; 
b. um agente, ou mais, responsável pela constmção de cortes para o 
problema. 
Além do acréscimo desses dois novos componentes, ocorre ainda a a-
daptação dos outros componentes, descritos no modelo anterior, para que 
levem em conta as novas desígualdades. 
5.4 Aplicação de A-Teams ao SCP 
Para. se testar a aplicabilidade de A-Teams na resolução do SCP, procurou-
se observar os três objetivos de qualidade das soluções, descritos na seção 5.3. 
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Figura 5.4: Arquitetura primal-dual de A-Team, com utilização de cortes, para 
o S'CP 
A arquitetura proposta a seguir permite que qualquer um deles seja alcançado. 
Isto é conseguido simplesmente com a inclusão, ou exclusão, de componentes ao 
A-Team, de modo a deixá-lo com a arquitetura de um dos três modelos descritos 
anteriormente, 
O .4-Team mostrado na figura 5.5 tem a arquitetura do modelo primai-dual 
+ cortes. Contudo, é fácil observar q11e eliminado-se alguns componentes e 
adaptando-se outros, pode ser modificado para se encaixar nas arquiteturas dos 
outros dois modelos. O A-Team é composto de três memórias compartilhadas e 
dez agentes. Comp&:!m, ainda, a estrutura do A-Team, agentes que preenchem 
inicialmente as memórias e agentes que mantêm a população de soluções dentro 
de um determinado nível. Outro elemento usado é a composição de memórias. É 
import.ante observar que os algoritmos (e técnicas heurÍsticas) que compõem os 
agentes foram descritos no capítulo 3, 
Em conformidade com o modelo primai-dual + cortes, busca-se aqui a de-
terminação de bons limites inferiores e superiores no valor da solução ótima e a 
quebra de eventuais intervalos entre estes limites. Para o cálculo de limites infe-
riores, optou-se pela resolução do dual da relaxação contínua do SCP (problema 
2.5), motivado pela disponibilidade de bons métodos heurísticos para tal. Nas 
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Figura 5.5: Proposta de arquitetura geral de A-Team para a l'esolução do SCP 
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5.4.1 Memórias 
A estrutura do A-Tearn é composta de três memórias compartilhadas básicas 
e duas outras memórias que são composições das primeiras. Observe que as duas 
últimas são virtuais, uma vez que seu uso é somente no intuito de simplificar a 
representaç.ão da interação dos agentes com as básicas. As. memórias básicas são: 
MP : armazena soluções factíveis para a instância do SC P que está sendo tra-
tada (problema 2.1), ou seja, soluções cujos valores são limites superiores 
no valor da solução ótima. 
MD : armazena soluções factíveis para o problema dual da relaxação contínua 
do SC P (problema 2.5), ou seja, limites inferiores. Esta memória é dividida 
em duas partes, uma de tamanho fixo correspondente às variáveis duais do 
problema original e uma parte de tamanho variável, que pode ser alocada 
dinamicamente, correspondente às variáveis duais criadas com a adição de 
cortes ao problema originaL 
MC armazena novas restrições válidas (cortes) para a instância em questão. 
5.4.2 Iniciadores das Memórias 
Os iulcladores das memórias são agentes especiais responsáveis pela geração 
de nrna população inicial de soluções e preenchimento das memórias. Apenas 
as memórias MD e MP sofrem a ação destes agentes. A terceira memória é 
preenchida no decorrer da execução do time como um todo. Isto é devido as 
estratégias adotadas para a construção de novas restrições (veja seção 5.4.3). 
Essas estratégias dependem da existência de bons limites inferiores e superiores, 
nem sempre disponíveis com o simples preenchimento das memórias MD e MP. 
Logo, os iniciadores são: 
InitMD : Iniciador da memória de soluções duais. Este agente utiliza um pro-
cedimento baseado em uma heurística gulosa dual, descrita na seção 3.2.1, 
para gerar as soluções. Este procedimento difere da heurística em dois 
aspectos. O primeiro é o não determinismo, ou seja, an contrário do que 
ocorre na heurística, a ordem na qual as variáveis duais são escolhidas, para 
terem os valores incrementados, é aleatória. O segundo aspecto, é o uso in-
tercalado, a cada execução do procedimento, de uma das duas politicas de 
cálculo do incremento das variáveis duaís, descritas na seção 3.2.L O ob-
jetivo destas modificações é garantir o máximo de diversidade nas soluções 
geradas. 
InitMP ! Iniciador da memória de soluções primais. Este agente também busca 
o preenchimento da memória com a máxima diversidade possível entre as 
soluções geradas. Neste processo é utilizada uma heurística gulosa, descrita 
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na seção 3.1.1, alternando-se, a cada execução da mesma, a função de esco-
lha das variáveis para compor uma solução. QnaJJdo a função a ser utilizada 
for a proposta por Fisher e Kedia [FK90], o agente busca na memória de 
soluções duais as informações necessárias ao uso de tal função. 
5.4.3 Agentes 
Os agentes classificam-se em quatro tipos, segundo as memórias para as quais 
fomecem o resultado de sua execução, ou em outra palavras, segundo o tipo de 
solução ou estruturas que geram: 
1. Agentes duais- geram soluções para o dual da relaxação contínua do SCP. 
São eles: 
GRD : Construtor de soluções duais. A função deste agente é a cons-
trução de novas soluções duais e envio das mesmas para a memória 
correspondente. Seu funcionamento é basicamente igual ao do agente 
InitMD. A diferença é que aqui, antes de se gerar uma nova solução, 
busca-se, na memória de cortes, novas restrições que são a{;rescentadas 
ao problema. 
SUBG : Modificador de soluções duais. Este agente utiliza o método de 
otimização por subgradíentes (seção 3.2.3) para a resolução da re-
la."<ação Lagrangeana descrita pela equação ;~.1. O agente busca in-
formações, necessárias ao método dos subgradientes, nas três memó-
rias: um limite superior no valor da solução ótima do se p é obtido 
na memória de soluções primais; novas restrições são buscadas na me-
mória de cortes; e da memória de soluções duais é obtida uma solução, 
cujos valores das variáveis duais funcionam como os multiplicadores 
Lagrangeanos iniciais. A nova solução dual, obtida com a resolução 
da relaxação Lagrangeana, é enviada pelo agente para a memória de 
soluções duais. 
3~0PT : Modificador de soluções duais. A ação deste agente consiste na 
busca de uma solução na memória de soluções duais, e na tentativa de 
aprimoramento da mesma, com o uso da heurístíca 3-opt descrita na 
seção 3.2.2. Sendo o resultado, uma nova solução dual, devolvido para 
a mesma memória. 
2. Agentes primais - responsáveis pela geração de soluções factíveis para a 
instância do SCP que está sendo tratada. São eles: 
GRP : Construtor de soluções primais. Este agente é basicamente igual 
ao agente InltMP, com a diferença que é considerada a possibilidade 
de adição de novas restrições ao problema. Neste caso, se necessário, 
o agente busca as novas restrições na memórias de cortes. 
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LS : Modificador de soluções primais. Este agente busca uma solução na 
memória de soluções primais e tenta melhorá-la com o uso de uma 
heurística de busca local (veja seção 3.1.2) baseada em busca tabu 
(Glover [Glo89, Glo90]). No caso, é usado como vizinhança da solução 
corrente o subconjunto de soluções que podem ser obtidas, a partir da 
corrente, com a inversão de valores de duas das variáveis. O ''tabu" é 
fixado às trocas de valores de variáveis que levam a valores da função 
objetivo não menores do que o da solução corrente. 
PERT : Modificador de soluções primals. O objetivo deste agente é o 
aprimoramento de uma solução primai através da perturbação desta. 
O processo de perturbação consiste na transformação da solução em 
outra redundante, o que se dá com a. escolha aleatória de novas variá-
veis a serem adicionadas à solução. A nova solução é, então, obtida 
com o descarte do máximo de variáveis, da solução perturbada, de 
modo que o recobrimento não seja afetado. Este processo é repetido 
um certo número de vezes, para uma mesma solução inic.ial, e a me~ 
lhor solução obtida nas várias iterações é armazenada na memória de 
soluções primais. Esta heurística está descrita na seção 3.1.2. 
CONS : Modificador/Construtor de soluções primais. A ação deste agente 
conslste na determinação da interseção (variável a variável) entre três 
soluções armazenadas na memória de soluções p:rimajs. O esquema 
adotado aqui é uma especialização da heurística de consenso descrita 
na seção 3.1.2. Considerando-se que x1 é a melhor solução ali armaze-
nada, x 2 e x3 as outras duas, e x0 a nova solução a ser gerada, então 
o crHério de consenso utilizado pelo agente é: xJ = 1 se x} = x] = 1 
ou x} = xJ = l, caso contrário xJ = O (j E J). E-ssa solução parcial 
pode não corresponder a um recobrimento. Neste caso é completada 
com as mesmas heurísticas gulosas (e mesmos critérios) utilizadas no 
agente GRP. 
3. Agente híbrido ( dual/prirnal) - é um agente que gera símultaneamente 
soluções para o SCP e para o dual da relaxação linear deste. 
HLGR : Modificador de soluções duais e construtor de soluções primais. 
Este agente é baseado na heurística Lagrangeana proposta por Be-
asley [Bea90J. Essa heurística consiste na aplicação do método dos 
subgradientes a uma relaxaç.ão Lagrangeana do SCP, com a geração 
de soluções factíveis para o SCP a cada iteração do método. Aqui, 
como no agente SUBG, são necessários uma solução dual e um limite 
superior no valor da solução ótima, para a execução do método dos 
subgradientes. Estas informações são buscadas nas memórias adequa-
das, levando-se em conta ainda, o fato de que a solução dual pode 
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ter sido gerada após a adição de novas restrições ao problema, neste 
caso, estas são buscadas na memória de cortes, A solução dual, obtida 
ao final do método dos subgradientes, e a melhor solução primai, das 
obtidas em cada iteração do método, são armazenadas nas memórias 
correspondentes. 
4, Agentes que geram desigualdades válidas e desigualdades condicionalmente 
válidas. Neste segundo caso são gerados cortes, a partir de uma determi-
nada solução, os quais eliminam esta e outras soluções de menor valor ob-
jetivo. Assim, um corte deste tipo sempre elimina pelo menos uma solução 
válida, Portanto, sob a condição de que nehuma solução melhor do que a 
que gera o corte é eliminada, d.iz-se que a desigualdade é válida condicio-
nalmente neste caso. 
BR : Este agente gera desigualdades do tipo descritas por Bellmore e Ra-
tliff [BR71]. O agente busca na memória MP uma solução e gera novas 
desigualdades utilizando o esquema mostrado na seção 4.3.1. 
BN : As desigualdades geradas por este agente foram descritas por Balas 
e Ng [BN89a]. O procedimento de construção destas é mostrado na 
seção 2,5. A partir da definição de um conjunto S C I, somam-
se as desigualdades i E S e ajustam-se os coeficientes aij da nova 
desigualdade, tal que a,j E {0, 1, 2}. Para a definição desse conjunto 
S, o agente busca uma solução primal na memória MP e considera este 
conjunto como sendo aquele formado pelas desigualdades saturadas 
(soma das variáveis igual a 1). 
5.4.4 Políticas de Seleção e Destruição de Soluções 
No modelo proposto foram consideradas três políticas de acesso às memórias. 
Seguindo essas politicas, os agentes selecionam (na memória MC) cortes alea-
toriamente e selecionam uma solução (na memória MD ou MP): aleatoriamente 
(distribuição uniforme de probabilidade); com distribuição linear de probabili-
dade da melhor para a pior solução; ou, também com distribuição linear, da pior 
para a melhor. As mesmas políticas foram consideradas na escolha de soluções a 
serem eliminadas das memórias MD e MP. 
A política de destruição adotada para a memória MC, na elimina{ão de um 
corte, considera o número de soluções duais aos quais tal corte esteja relacionado. 
Assim, só são eliminados cortes que não estão associados a soluções da memória 
MD. 
A motivação para a adoção dessa política é a facilidade no controle das 
variáveis duais, ou seja1 ao se eliminar um corte não há necessidade de se verificar 
nas diversas soluções contidas na memória MD a ocorrência de uma variável dual 
que corresponda ao corte em questão. Espera-se que essa política1 juntamente 
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com a eliminação de soluções duais de menor qualidade, mantenha na memória 
os cortes ma.is fortes, ou seja, aqueles que podem vir a. contribuir para a redução 
do gap de integralidade. 
Capítulo 6 
Resultados Computacionais 
6.1 Implementação de A-Teams 
A implementação do A~Team proposto seguiu uma arquitetura cliente-servi-
dor, que torna majs fácil o processamento paralelo/distribuído. Nesta estrutura, 
os agentes funcionam como clientes e as memórias como servidores de dados. 
Assim, os clientes (agentes) requisitam informações a processos que atuam como 
servidores (memórias), através de chamadas a procedimentos remotos. Alguns 
fatores foram determinantes na escolha desta estrutura: 
L a inexistência de restrições quanto ao número de díentes (agentes) e servi-
dores (memórias)i 
2. a garantia de integridade dos dados nas memorms, decorrente do trata-
mento, pelo servidor, das requisições dos clientes segundo a polítlca FIFO; 
3. a existência de várias ferramentas de suporte a essa abordagem (por exem-
plo o DPSK+P desenvolvido por Cardozo e Sichman [Car87, CS92]. 
O código foi desenvolvido na linguagem C, utilizando as facilidades de pro-
gramação e suporte a aplicações distribuídas oferecidas pelo DPSK+P. Esta fer-
ramenta é composta basicamente de um kernel responsável pelas funções de pro-
cessamento distribuído, uma interface para conexão do código desenvolvido à 
ferramenta e um conjunto de facilidades para gerenciar e inspecionar os objetos 
a ti vos (clientes e servidores). 
Usando~ se este modelo de implementação todos os algoritmos (clientes e ser-
vidores) podem ser executados concorrentemente em um computador (com um 
ou mais processadores) ou distribuídos em uma rede, com um computador alo-
cado para cada algoritmo. Isso sem esforço adicional de programação (alteração 
de código). 
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6.2 Definição de uma Configuração 
No desenvolvimento deste traballto foram realizados exaustivos testes com-
putacionais. Nestes testes foram analisadas diversas configurações de A-Teams 
baseadas no modelo geral primai-dual + cortes proposto na seção .5.3. As con-
figurações testadas são subconjuntos da arquitetura geral para a resoluçào do 
SCP proposta na seção SA. A configuração representada na figura 6.1 foi a que 









Figura 6.1: Configuraçã-O do A-Team utilizada nos testes computacionais 
Para a escolha de tal configuração, os testes consistiram na execuçào das con-
figurações escolhidas com um conjunto restrito de instâncias (1.3, 2.1 e :3.3- veja 
seção 6.3). Determinou-se um conjunto de parâmetros (tamanho de memórias, 
número máximo de cortes a ser adicionado ao problema e tempo máximo de 
execução do time) e realizaram-se para cada instância qttatro testes, em média, 
em cada conjunto de valores dos parâmetros. O tamanho das memórias variou 
de poucas dezenas de elementos (em torno de 30) a algumas centenas (de 600 a 
700), o número de cortes fi.cou entre menos de uma deze11a e algumas centenas 
(de 300 a 400) e o tempo de processamento variou de 1800 segundos a 170.000 
segundos ( 48 horas). 
Um dos principais objetivos dos testes realizados foi a análise do comporta-
mento de cada um dos agentes em relação a um certo subconjunto de agentes, ou 
seja, qual o tempo de processamento necessário para se gerar uma solução, qual 
a qualidade desta solução e como o agente em questão depende da geração de 
boas soluções pelos outros agentes. No caso da configuraçào que foi adotada nos 
testes :finais, os seus agentes mostraram-se dominantes em relação aos demais. A 
respeito do comportamento dos agentes, são relevantes as seguintes observações: 
3-0PT : este agente apresenta melhores resultados ao trabalhar com soluções 
duais nas quais existam muitas variáveis com folga. Assim, os agentes 
GRD e SUBG o dominaram completamente, pois os métodos heurísticos 
utilizados nestes geram soluções com um grande número de variáveis com 
folga muito pequena ou nula. 
GRP : o comportamento deste agente é dominado pelo do agente CONS. As 
heurísticas de construção de soluções são as mesmas utilizadas no agente 
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CONS. Contudo, neste último as heurísticas são utilizadas para completar 
soluções pardais, o que levou a melhores resultados. 
HLGR : este agente pode ser eliminado das configurações testadas, pois as 
soluções duais geradas equiparavam-se às geradas pelo agente SUBG, en-
quanto as soluções primais geradas mostraram-se inferiores, para a maioria 
das instâncias testadas, às geradas pelos agentes LS, PERT e CONS. 
BN : os cortes gerados por este agente mostraram-se mais fracos do que os ge-
rados pelo agente BR. Um dos motivos foi que o procedimento utilizado 
no agente BN, para construção das desigualdades, não garante que estas 
definam facetas. 
Os testes preliminares serviram também para a definição de aJguns critérios, 
para a implementação da configuração mostrada na figura 6.1. Baseando-se nos 
testes, escolheram-se tamanhos e políticas de iniciação e de destruição diferenci-
adas para cada uma das memórias, e ainda, políticas de seleção mais adequadas 
a cada um dos agentes. 
A conclusão a. que se chegou, em relação ao tamanho das memórias, fol que o 
desempenho não é sensível a pequenas variações. Os testes mostraram que, para 
uma mesma instância, pode-se chegar a resultados praticamente iguais usando-se 
diferentes tamanhos de memórias. Contudo, observou-se também que os melhores 
resultados foram obtidos para valores em determinadas faixas. Considerando-se 
[~o/f a[ como o tamanho da memória a e b o menor valor entre [J[ e [.f[, as conclusões 
para cada memória são as seguintes: 
MD : IM D[ E [b, 26]. Para valores abaixo desta faixa, a diversidade de soluções 
na memória cai muito rapidamente, lirnítando o espaço de busca. Adotan-
do-se valores S11periores, observou-se a subutilização das memóriasj 
MP : I AJ P[ E [28, 48]. A escolha de valores abaixo, e adma, desta faixa implica 
na diminuição, e aumento, respectivamente, da diversidade na memória; e 
MC : Aparentemente devido à diversidade das instâncias testadas e à estru-
tura de dados adotada na implementação desta memória (tabela hash), não 
se conseguiu determinar uma faixa de tamanhos que representassem um 
bom equilibrio entre o total de cortes armazenados e a eficiência de acesso. 
Contudo, observou-se para [MC[ < 108 um comportamento totalmente 
insatisfatório do A-Team. 
A estratégia de inlci~ão das memórias MD e MP, que rendeu melhores resul-
tados, foi o preenchimento de apenas 40% a 60% da capacidade das mesmas. Para 
valores abaixo de 40%, ocorreram problemas relativos à diversidade no conteúdo 
das memórias. Adotando-se valores acima de 60%, foi observado que muitas das 
solnções eram descartadas sem ser utilizadas pelos agentes. 
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Determinaram-se, a partir dos testes realizados, políticas de destruição di-
ferenciadas para as memórias MD e MP. A estratégia que apresentou melhores 
resultados para a memória MP foi a escolha e exclusão de qualquer solução, ex-
ceto a melhor delas, com distribuição linear de probabilidade, crescente da melhor 
para a pwr. 
A definição de uma estratégia para a memória MD foi um pouco mais com-
plexa, devido ao comportamento dos agentes GRD e SUBG e à necessidade de 
manutencão da dlversidade na memória. Observou-se que as soluções geradas 
pelos dois agentes situam-se em patamares completamente distintos. O agente 
SUBG gera, a partir de soluções geradas por GRD, soluções com valores objeti-
vos bastante próximos (ou mesmo superiores, se considerados os cortes) ao valor 
da solução ótima para a relaxação contínua do problema. Assim, a estratégia 
de destruição considera qual foi o agente gerador da nova solução a ser incluída. 
Quando GRD envia uma solução para a memória, é excluída outra wm distri-
buição linear de probabilidade, cresc·ente da melhor para a pior. Para o outro 
agente (SUBG) é utilizada a mesma política de escolha da solução a ser exduída, 
porém com probabilidade crescente da pior para a melhor. 
As estratégias de seleção de soluções mais adequadas a cada um dos agentes 
foram de modo geral, exceto para casos específicos, as seguintes: 
SUBG : seleção de soluções duais com distribuição uniforme de probabilidade e 
seleção, sempre1 da melhor solução primal; 
BR : seleção de soluções primais com distribuição linear de probabilidade, cres-
cente da pior para a mellwr; 
InitMP : seleção de soluções duais com distribuição linear de probabilidade, 
crescente da pior para a melhor; 
GRP : seleção de soluções duais com distribuição linear de probabilidade, cres-
cente da pior para a melhor: 
LS seleção de soluções primais com distribuição linear de probabilidade, cres-
cente da melhor para a pior; 
PERT : seleção de soluções prim<:Üs com distribuição uniforme de probabilidade; 
CONS : seleção de soluções duais com distribuição linear de probabilidade, cres-
cente da pior para a melhor, e seleção de soluções primais com distribuiçã-O 
linear de probabilidade, crescente da pior para a melhor. 
O esquema de construção de cortes de Bellmore e Ratliff [BR71] permite 
que, a partir de uma mesma solução primai x não redundante, sejam gerados 
até 6 = lq1l * 1121 *, .. * lqkl cortes diferentes, onde k é o número de variáveis na 
solução com valor Xj = 1 e lqil é o número de restrições saturadas por lxil· Asaim, 
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a estratégia adotada no agente BR foi a construção de apenas um subconjunto 
desses cortes 1 de cardinalidade equivalente a um percentual de li. 
6.3 Instâncias de Testes 
A aplicabilidade de A- Teams na resolução do SC P foi testada em seis classes 
de instâncias. Estas foram escolhidas de fOrma a abranger um vasto espectro de 
problemas, desde os de resolução relativamente fácil até aqueles reconhecidamente 
clifíceis de serem resolvidos. As seis classes são compostas de instâncias: 
1. gerada,.<; conforme proposto por Lucena [Luc94]. Neste esquema de geração, 
dado um conjunto I de pontos no plano, escolhem-se aleatoriamente n sub-
conjuntos Ij de I com cardinalidades proporcionais à densidade desejada 
para a instância. A cada subconjunto lj é associado um custo Cj, o qual 
corresponde ao peso da árvore geradora de custo mínimo calculada em cima 
dos pontos de Ij, considerando-se distâncias euclidianas; 
2. selecionadas entre as utilizadas por Balas e Ho [BHSOJ nos testes computaci-
onais de seu algoritmo. Os dois autores atilizaram 6 conjuntos de instâncias 
nesses testes. Assim, foram considerados os conjuntos 4, 5 e 6 para a escolha 
de um grupo de seis instâncias (4.1, 4.9, 5.2, 5.5, 6.4 e 6.5); 
:3. geradas a partir do cálculo de 1- Width de matrizes de incidência de siste-
mas de tríplas de Steiner. Estes problemas foram propostos por Fulkerson, 
Nemhanser e Trotter [FNT74]; 
4. geradas conforme esquema descrito por Balas e Ho [BH80]. Os problemas 
são gerados aleatoriamente de acordo com a densidade desejada, sujeitos a 
restrição de que cada subconjunto contenha no mínimo um elemento e rada 
elemento pertença a pelo menos dois conjuntos. Os custos associados aos 
subconjuntos são escolhidos aleatoriamente no intervalo [1, ... , 100]. Este 
tipo de problema foi largamente utilizado por vários autores em testes de 
algoritmos, como, por exemplo, Salkin e Koncal [SK73L Balas e Ho [BHSO], 
Beasley [Bea87] e Fisher e Kedia [FK90]. 
5. como descritas no item anterior, porém fixando-se custos unitários aos sub-
conjuntos; e 
6. como deeccitas no item 4, porém associando-se a cada elemento um ponto 
no plano e calculando-se os custos dos subconjuntos conforme o esquema 
descrito no item L 
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6.4 Resultados Computacionais 
As tabelas mostradas a seguir sumarizam os resultados dos testes realizados, 
com o A-Team mostrado na figura 6.1, sobre instâncias das classes descritas 
anteriormente. Os testes foram realizados em uma estação de trabalho SPARC 
Server 1000 com oito processadores, 192Mb de memória principal e 311Mb de 
memória virtual, rodando o sistema operacional SnnOS 5.5. Em todas as tabelas 
as colunas d(%) e Ztp indicam respectivamente a densidade da matriz e o valor 
ótimo da relaxação contínua correspondentes à instância associada a linha da 
tabela. zib e z,.b correspondem aos valores obtidos para os limites inferior e 
superior, respectivamente, em cada instância. C PU, quando presente, indica 
o tempo de processamento até a obtenção destes limites. Na execução do A-
T'eam foi fixado um limite de tempo ( 3600s na maioria dos testes realizados) 
como condição de parada. A coluna cortes indica o ttúmero de desigualdades 
acrescentadas ao problema original para a obtenção de Z/b. 
Em relação ws limites inferiores é importante ressaltar que eles foram gera-
dos (em todos os testes realizados) a partir da resolução do dual da relaxação 
contínua do problema. Nesse processo foi utilizado o método de otimização por 
subgradientes, o qual, quase sempre, gera soluções infactíveis. Assim, faz-se ne-
cessária a projeção da solução gerada no espaço de soluções factíveis. Com isto 
há sempre uma perda no valor da função objetivo. 
Os resultados de testes realizados sobre sete instãn.das da classe 1, com o 
A-Tearn mostrado na figura 6.1, são apresentados na tabela 6.1. Para esta classe 
de instãncias também foram realizados testes com o algoritmo heurístico de Be-
a:Üey [Bea90] e com o algoritmo exato de Fisher e Kedia [FK90]. Estes foram 
implementados nas linguagens C e FORTRAN-77, respectivamente. Na execução 
do algoritmo de Físher e Kedia, assim como para o A-Team., também foi adotado 
um limite de tempo (3600s nos testes realizados) como condição de parada. 
A-Team Beasley F&K 
III IJI I d(%) z,p z., CPU Zub CPU Zub CPU 
L1 100 200 5.0 2368.7 2723.0 317 3081.0 2 2Tl9.0 3642 
1.2 200 400 2.0 5364.6 6040.0 83 7020.0 6 6077.0 3601 
1.3 200 500 2.0 5167.5 5893.0 668 6790.0 9 5922.0 3604 
lA 200 1000 3.0 375.9 461.5 372 568.3 18 476.0 3634 
1.5 ;wo 1000 3.0 556.7 788.7 211 1009.2 29 804.9 3642 
1.6 400 1000 3.0 657.0 1011.1 2 1280.8 40 993.8 3749 
1.7 500 lO OO 3.0 769.5 1222.3 2398 1559.2 60 1249.8 3652 
Tabela 6.1: Resultados obtidos para instâncias da classe 1, com a configuração 
do A-Team mostrada na figura 6.1 
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Uma análise dos resultados apresentados permite verificar a dificuldade de 
obter boas soluções para a dasse de instâncias testadas. Observa-se que mesmo 
uma heurística sofisticada como a de Beasley não consegue soluções de boa qua-
lidade com um tempo reduzido de CPU. O algoritmo enumerativo de Fisher e 
Kedia também conta com boas heurísticas, entretanto a qualidade das soluções 
que obtém evolui somente a medida que fixações são efetuadas, o que decorre em 
um dispendioso tempo de processamento. 
O A-Team aqui proposto obteve a melhor solução em seis das sete instâncias, 
sendo que as suas melhores soluções são obtidas na maioria das vezes dentro dos 
primeiros dez m.inutos de processamento. Estes resultados indicam que a abor-
dagem por Times Assíncronos gera resultados que são pelo menos comparáveis 
com alguns dos melhores algoritmos para o BCP. 
A tabela 6.2 apresenta os limites inferiores e superiores, para duas das sete 
instâncias dessa classe, obtidos em três diferentes execuções do A-Team. Nestas 
o limitante de tempo foi fixado em 10800s. Estes resultados ilustram bem a di-
ficuldade de se ajustar certos parâmetros do A-Team para diferentes instâncias. 
Cada uma das três execuções, para a instância 1.1: foi realizada com diferentes 
tamanhos de memórias e número máximo de cortes possíveis de serem adiciona-
dos ao problema. Nos três testes o valor de Zub foi igual ao da solução ótima, 
e o de Z1b foi, em média, 10% superior ao de Z 1p. Nos outros testes, problema 
1.3l foram utilizadas as mesmas configurações para os parâmetros citados, ajus-
tados proporcionalmente às dimensões da instância. Os resultados assim obtidos 
mostraram-se totalmente irregulares, conforme observado no gráfico da figura 
6.2, o qual mostra a evolução dos limites superiores, nas três execuções, nos três 
primeiros minutos de processamento. 
1-- Execução 2·· Execução 3- Execução 
li I IJI d(%) Z1p z,, Zu; Z,; z1.b z" Zub 
111 100 200 5.0 2368.7 2533.4 2723.0 2563.9 2723.0 2596.7 2723.0 
1.3 200 .500 2.0 5167.5 5166.8 5814.0 5080.9 5923.0 5079.2 5889.0 
Tabela 6.2: Resultados de três execuções do A-Team para (luas instâncias da 
classe 1 
As instâncias da classe 2, consideradas relatív--à.mente fáceis de serem resolvi-
das, foram testadas fixando-se o tempo de execução do A~Teamem apenas 1800s. 
Os resultados obtidos estão na tabela 6.3. Em apenas uma das instâncias (2.2) o 
limite Zw., não foi igual ao valor da solução ótima. Em outra (2.3) o limite obtido 
foi melhor do que o vàlor da melhor solução conhecida. Em todas as instâncias 
(exceto 2.1 e 2.4) o valor de Z1b ultrapassou o valor de Ztp· O gráfico da figura 
6.3 mostra a evolução dos limites obtidos ao longo do tempo de execução, para a 
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Figura 6.2: Evolução do limite superior nos três testes para a instância L:J 
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instância 2.1. É importante ressaltar que o número de cortes efetivamente acres-
centados ao problema original, antes da geração de soluções duais, foi bastante 
reduzido, dentro do limite máximo de 50. 
li I IJI d(%) z,P z· Ztb cortes z"' 
2.1 (4.1) 200 1000 2.0 429.0 429.0 429.0 06 429.0 
2.2 (4.9) 200 lODO 2.0 636.6 641.0 641.0 22 644.0 
2.3 (5.2) 200 2000 2.0 299.3 307.0a 299.8 13 302.0 
2.4(5.5) 200 2000 2.0 211.0 211.0 211.0 17 211.0 
2.5 (6.4) 200 1000 5.0 128.1 131.0 129.0 32 131.0 
2.6 (6.5) 200 1000 5.0 152.5 161.0 153.4 27 161.0 
" 
. 
Melhor soluçao conhenda 
Tabela 6.3: Resultados obtidos para seis instâncias da classe 2 
A tabela 6.4 mostra os resultados obtidos para um conjunto de oito instâncias 
da classe número 4. Devido a similaridade destas com as da classe 2, foram utiliza-
das as lllesmas configurações de tamanhos de memórias usadas para os testes com 
esta classe. Os limites superiores obtidos (Zub) igualam, em sete das instâncias, 
ao valor da solução ótima (Z"). Na única exceção (instância 4.5) a diferença entre 
os dois valores foi inferior a 1%. As diferenças entre os limites inferiores ( Z1b) e 
os valores das soluções ótimas para a relaxação linear dos problemas (Zlp) foram 
inferiores a 2%. Aqui também, o desempenho com relação aos limites superiores 
pode ser considerado muito bom. Os limites inferiores, aparentemente, pode-
riam ser melhorados alterando-se os valores de algums parâmetros, tais como, 
o número de cortes adicionados ao problema original. A justificativa para tal 
dedução é que a alteraÇão de alguns dos parâmetros geroll bons resultados nos 
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Figura 6.3: Evolução dos limites inferior e superior, para a instância 2.1, durante 
a execução do A~Team mostrado na figura 6.1 
testes realizados com as instâncias da classe 2, que são bastante similares às da 
classe 4. 
III I.JI d(%) Zip z· z1b z11.b 
4.1 200 .soo 2.0 927.6 932.6 924.1 932.6 
4.2 200 500 2.0 907.3 909.5 904.8 909.5 
4.3 200 1000 2.0 497.6 497.8 497.8 497.8 
4.4 200 1000 2.0 433.3 433.5 432.9 433.5 
4.5 200 500 5.0 345.8 :373.4 34L5 375.6 
4.6 200 500 5.0 235.2 242.8 230.6 242.8 
4.7 200 1000 5.0 132.1 135.3 129.7 135.3 
4.8 200 1000 5.0 127.4 131.1 124.6 13Ll 
Tabela 6A: Resultados obtidos para oito instâncias da classe 4 
As tabelas 6.5 e 6.6 mostram os resultados obtidos para o mesmo conjunto de 
oito instâncias citadas anteriormente, porém, com custos unitários associados aos 
subconjuntos (tabela 6.5) e recalculados de acordo com o esquema proposto por 
Lucena [Luc94] (tabela 6.6). Observe que os resultados descritos nas tabelas 6.5 e 
6.6 referem-se a instâncias das classes 5 e 6, respectivamente. Como as dimensões 
das instâncias são as mesmas das da classe 4, estes testes foram realizados com 
as mesmas configurações do A~ Team. Os resultados apresentados para essas duas 
classes) confirmam. a dificuldade de ajuste dos parâmetros. 
Os resultados obtidos para a classe 3, de resolução reconhecidamente difícil, 
estão mostrados na tabela 6.4. As diversas variações testadas na arquitetura do 
A~Team não conseguiram fmcontrar, nem mesmo para a instância 3.1 de menor 
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li I IJI d(%) z,, Ztb Zub 
5.1 200 500 2.0 39.5 38.6 45.0 
5.2 200 500 2.0 38.2 37.1 43.0 
5,3 200 1000 2.0 33.3 32.6 40.0 
5.4 200 1000 2.0 33.0 32.4 39.0 
5.5 200 500 .1.0 16.5 15.8 23.0 
5.6 200 500 5.0 16.7 16.1 24.0 
5.7 200 1000 5.0 14.6 14.0 21.0 
5.8 200 1000 5.0 14.0 13.4 20.0 
Tabela 6.5: Resultados obtidos para oito instâncias da classe 5 
li I IJI d(%) z,, Z!b z,, 
6,1 200 500 2.0 5013.5 4950.7 5507.0 
6.2 200 500 2.0 4905.2 4853.2 5175.0 
6.3 200 1000 2.0 4202.0 4168.7 4548.0 
6.4 200 1000 2.0 4216.2 4181.0 4580.0 
6 • .o 200 500 5.0 3762.5 3628.7 5139.0 
6.6 200 500 5.0 3827.8 3702.7 5078.0 
6.7 200 1000 5.0 3481.9 3362.8 4904.0 
6.8 200 1000 5.0 3499.7 3433.1 4880.0 
Tabela 6.6: Resultados obtidos para oito instâncias da classe 6 
porte, limites inferiores melhores do que o valor de Ztp, embora os limites su-
periores encontrados para todas as instârccias sejam iguais (3.1 e 3.3) ou pouco 
superiores (3.2, 3.4 e 3.fi) aos das melhores soluções conhecidas (veja [FNT74] 
e [FR95]). É importante ressaltar aqui que, para todas as instâncias, o limite 
inferior Zu, foi obtido pelo agente GRD. Portanto, para essa classe de instàndas, 
as soluções obtidas pela variação proposta na seção 3.2.1 para a heur.ística gulosa 
dual ali descrita, mostraram-se dominantes em relação às obtidas pelo método 
dos subgradientes. 
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III IJI d(%) z,, z" Zub 
3.1 117 27 11.1 9.0 9.0 l9.0a 
3.2 330 45 6.7 1.5.0 14.9 31.0 
3.3 1080 81 3.7 27.0 27.0 6l.Oa. 
3.4 3015 135 2.2 45.0 44.9 105.0 
3.5 9801 243 1.2 81.0 80.9 205.0 
- .. a. soluçao ot1ma 




Esta dissertação apresenta um estudo sobre algumas características estruturais 
do problema de Recobrimento de um Conjunto, os principais métodos eomputaci-
onais para sua resolução e propõe a aplicação de uma nova abordagem heurística~ 
multi-algorítmica, ao mesmo. 
A abordagem utilizada, Times Assíncronos, no desenvolvimento de uma ar-
quitetura aplicada ao se p' mostrou-se extremamente sensível a variações em 
diversos parámetros, tais como, tamanhos de memórias, tempo de execução e 
número de agentes utilizados. Os exaustivos testes realizados em diversas classes 
de instâncias sugerem que 11m comportamento símilar pode ocorrer para outros 
problemas. A causa aparente de tal comportamento da metodologia é o grande 
número de diferentes classes de instâncias do problema. Este fator torna difícil a 
busca de uma configuração única para diferentes classes. 
A despeito dos resultados obtidos, a abordagem primaJ-dual com a utilização 
de cortes certamente é promissora. Alguma..'> obsentações que levam a tal con-
clusão são: 
1. os métodos heurísticos utilizados para a geração de soluções primais mos-
traram-se robustos, ou seja, eles conseguiram gerar as soluções ótimas, ou 
hem próximas disto, para a quase totalidade das instâncias testadas, inde-
pendentemente a que classe pertenciam; 
2. a obtenção de soluções primais, por heurísticas gulosas que utilizam variá-
veis duais no processo de construção das soluções, mostrou-se sensível à 
melhora das soluções duais; 
3. o uso da relaxação Lagrangeana e do método de otírnização por subgradi-
entes consegue produzir boas soluções duais; e 
4. o uso de cortes, efetivamente, auxília as heuristicas duais na obtenção de 
soluções de melhor valor objetivo. 
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7.2 Extensões e 'Irabalhos Futuros 
Assumiu-se, no desenvolvimento deste trabalho, que o enfoque principal seria 
dado aos métodos computacionais para a resoh1ção do SCP. Assim, os seguintes 
comentários são concernentes a respeito do conteúdo desta dissertação: 
• Capítulo I : 
O estudo mais aprofundado de aplicaçôes do problema não foi conside-
rado como relevante ao presente trabalho. Contudo, sem dúvida alguma, 
a extensa literatura a respeito de aplicações do SCP a diversos problemas 
práticos permitiria que este estudo fosse realizado. Assim, uma extensão a 
este trabalho é o mapeamento desses diversos problemas e suas modelagens 
como SCP. 
• Capítulo II 
Na seção 2.2.3 esboçou-se a importáncia do SCP na resolução de pro-
blemas advindos da Teoria dos Grafos. Além dos problemas ali citados 
existem vários outros cujas resoh1ções podem ser feitas a partir do SC P. A 
enumeração desses problemas, suas modelagens como 8C P e análises ares-
peito da eficiência dessas modelagens é outra possível extensão ao presente 
trabalho. 
Uma pequena revisão bibliográfica a respeito da estrutura fa(ial do 
SCP foi feita na seção 2.5. As referências ali contidas são apenas o ponto 
de partida para um estudo mais apronfundad.o nessa área. 
Dois dos principais problemas reladonados ao SCP, o SPP e o SP, 
foram mostrados na seção 2.2.1. Limitou-se ali a descrição destes dois pro-
blemas e suas modelagens como problemas de programação linear inteira, 
O estudo da estrutura facial desses problemas) principalmente do SP, com-
plementaria () mesmo estudo a respeito do se p. 
• Capítulo III : 
Existem na literatura várias propostas de aplicação de meta-heurísticas, 
tais como '~Tabu Search'', "Simulated Annealing" e "ORASP', ao 8CP 
([FR95, BC94, Sen93, JB93]). Considerando-se que Times Assíncronos 
também são meta-heurísticas, seria de interesse um estudo comparativo 
destes com as outras abordagens. 
Observou-se nos testes realizados que o desempenho do método de oti-
mização por subgradientes pode ser irregular, dependendo da classe de 
instâncias tratada e do número de cortes adicionados ao problema. Um 
estudo mais aprofundado desses fatores certamente auxiliaria no processo 
de convergência dos limites inferiores. 
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• Capítulo IV : 
Explorou-se no trabalho a estrutura de duas classes de algoritmos: enu-
merativos e baseados em planos de cortes. Existem outras classes de algo-
ritmos, menos utilizados no caso do SC P, que também poderíam ser anali-
sadas) como por exemplo algoritmos baseados em classificação e aglutinação 
de subconjuntos ("Group Theoretic Approach"). 
Assumiu-se nesse capítulo como bem conhecidas as estruturas dos al-
goritmos de busca e baseados em planos de cortes. Contudo, uma discussão 
mais detalhada dos mesmos seria totalmente complementar ao conteúdo do 
capítulo. 
Os algoritmos descritos foram propostos ao longo das ultimas 3 dé-
cadas. Nos testes computacionais dos mesmos foi utilizada uma grande 
diversidade de instâncias e equipamentos. Assim) torna-se difícil extrair 
alguma informação realmente útil através da comparação dos resultados 
apresentados. Resultados conclusivos só poderiam ser obtidos com a imple~ 
mentaçâo do algoritmos e realização de testes para um mesmo conjunto de 
instâncias. 
• Capítulo V : 
Conforme observado na seção 5.3 os modelos de A-Teamsal.í propostos 
pa:ra o SC P não são únicos. Existem diversas alternativas viáveis que 
podem ser utilizadas. Assim, uma extensão é a exploração de variações 
dos modelos propostos e proposição de novas alternativas. Poderia-se, por 
exemplo, propor modelos específicos para classes particulares de instâncias. 
Analisando~ se os resultados computacionais obtidos com o A- Team proposto, 
concluí-se que estes poderiam ser melhorados introduzindo-se algumas modi-
ficações na estrutura do modelo. Dentre essas modificações ident.ificou-se as se-
guintes mudanças e extensões no modelo, e na sua implementação, como mais as 
mais importantes: 
1. Melhorar os critérios utilizados par-a a exclusão de cortes armazenados na 
memória. Uma idéia é a fixação de um limite mínimo (um obtido, por 
exemplo, com o método dos subgradientes sem o \lSO de cortes) e a asso-
dação de penalidades aos cortes. Assim os cortes que fossem utilizados, e 
conseguissem contribuir para a ultrapassagem desse limite mínimo, teriam 
menor probabilidade de ser excluídos. O intuito dessa alteração é que os 
cortes mais ''fracos" sejam excluídos e os mais "fortes" sejam mantidos na 
memória. 
2. Utilizar os cortes gerados pelo agente BR (Bellmore e Ratliff) no lado primal 
do A- Team, ou seja, acrescentar os cortes ao problema antes da utilização 
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dos agentes geradores/modificadores de soluções primais. Como esses cortes 
eliminam a melhor solução conhecida até o momento da geração do corte 1 
então com essa alteração diminuí-se o espaço de busca de uma nova solução. 
3. Testar a aplicação computacional de algumas classes de facetas já descritas 
para o politopo do SCP, ou seja, o seu uso corno planos de cortes. 
4. Dividir a memória de soluções primais, criando uma memória de soluções 
parciais. Utilizar diferentes critérios de análise de consenso entre soluções 
primais na construção de soluções parciais. 
5. Estender o A-Team para utilizar a modelagem conjunta SCP-SPP pro-
posta por Fisher e Kedia. 
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