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A Modication of Sugeno Integral Describes Stability
and Smoothness of Fuzzy Control
H.T. Nguyen, New Mexico State University, Las Cruces, NM, USA
V. Kreinovich, University of Texas at El Paso, El Paso, TX, USA

1. Introduction
Two decades ago, Sugeno discovered a natural fuzzy
analogue of the classical integral. Sugeno integral has
many interesting applications.
It is reasonable to expect seems that Sugeno integral can be used in all application areas where classical
integrals are used, and in many such areas it is indeed
useful. Surprisingly, however, it has never been used
in fuzzy control, although in traditional control, classical integral is one of the main tools. It is even more
surprising because fuzzy control is one of the main applications of fuzzy systems theory, probably its most
deeply-researched and widely applied area.
In this paper, we explain why the original Sugeno
integral has not been used in fuzzy control, and how
we can modify this notion so that it will lead to useful
applications: namely, it will provide numerical characterization of stability and smoothness of fuzzy control
strategies.

2. Sugeno Integral: A Brief Reminder
2.1. Classical Integral as a Natural Method
of Handling Real Numbers That Describe the
Physical World

Sugeno integral is a natural fuzzy analogue of the
classical integral. Therefore, to describe the ideas behind Sugeno integral, we must briey recall where the
classical integral came from.
Classical mathematics of real numbers was originally
invented to describe the values of physical quantities.
For physical quantities, the most fundamental operations are those that have direct physical meaning:
addition x + y, which corresponds, e.g. to the
case when we combine two bodies together then,
the mass and the charge of the combination is
equal to the sum of the masses (charges) of the
combined component bodies
multiplication, which corresponds, e.g., to rescaling of physical quantities, etc.

In many physical problems, we combine nitely
many quantities and therefore, it is su cient to consider nite sums and products.
However, in some other practically important physical situations, the number of combined quantities is
so large that it is reasonable to assume that we are
combining innitely many quantities. For example, a
typical macro-size body consists of  1023 molecules.
This amount is so huge that even with the modern
computers, it is absolutely not possible to handle these
molecules individually. No matter into how many
pieces our computer model divides the body, each piece
still contains many molecules and can be, therefore, divided even further. In other words, a multi-molecule
macro-size body behaves, in our modeling, as if there is
no limit to division, i.e., as if we actually have innitely
many parts. This continuous approximation is indeed
very useful in physics. In this approximation, the sum
turns into its limit, i.e., into the (classical) integral.

2.2. Handling Expert Information: A Modied
Integral is Needed

Traditional (pre-fuzzy) mathematics is very good in
processing measurement results. In some applications
areas, this is quite su cient for making reasonable decisions, but in many application areas, measurement
results themselves are not su cient for making reasonable decisions: In addition to the measurement results,
we must take into consideration human expertise, expertise which is usually formulated not in precise mathematical terms, but by words from natural language.
To formalize this expert knowledge (and thus, to
make it available for computers and therefore, for automation), L. Zadeh invented fuzzy logic and fuzzy set
theory 10], in which real numbers from the interval
0 1] are used to describe the expert's degrees of certainty (also known as truth values). For truth values,
sum is not a natural operation, because, e.g., the sum
1 + 1 is not even in 0 1]. Since fuzzy logic describes
human reasoning, the most natural operations in fuzzy
logic are \or" and \and" operations _ and & on truth
values (these operations are usually called t-norms and

t-conorms see, e.g., 2, 6]).
There is an analogy between logical and arithmetic
operations that goes back to Boole, the founding father
of modern formalized logic: _ is a natural analogue of
addition, and & is a natural analogue of multiplication.
In fuzzy logic, this analogy goes even further than in
classical logic:
multiplication is actually one of the most widely
used version of an \and" operation (it is one of
the two \and" operations proposed by L. Zadeh
in his pioneer paper), and
one of the widely used \or" operations is a _ b =
min(a + b 1), i.e., addition corrected in such a
way that the result of this operation always stays
within an interval 0 1].
It is therefore, desirable to describe an analogue of the
classical interval in which addition is replaced by an
\or" operation and multiplication by an \and".
This idea was rst implemented by M. Sugeno in
his dissertation 8] the main results of this dissertation were later published in a paper form 9] for a
latest survey on Sugeno integral, see, e.g., 1].

2.3. Sugeno Integral: Deriving The Original
Denition

We have already mentioned that in physical applications, the classical integral is used to describe the case
when we have a large number of variables x1 : : : xn,
and when, instead of describing them separately, we
assume that we have a continuous family of variables
x(t) depending
on a continuous
parameter t. Then, the
R
P
sum xi tends to a limit x(t) dt.
Similarly, in fuzzy case, we consider the situation,
when we have expert degree of certainty i assigned
to a large number of situations. So, instead of analyzing these situations one-by-one, we assume that we
actually have a degree of certainty (t) for an arbitrary
value of the continuously changing parameter. This
assumption goes back to the pioneer paper of Zadeh:
it represents a membership function depending on the
parameter t. So, the fuzzy analogue of the classical
integral should be applicable
R to membership functions.
Historically, an integral xP
(t) dt was rst de ned as
a limit of the integral sums x(ti )  ti. A natural
idea is, therefore, to replace the sum by a \or" operation _, i.e., to consider _t(t), where _t means that
_ is applied to in nitely many values (t) of the membership function (t). In particular, if we take max as
an \or" operation, we have maxt (t).
The main drawback of the resulting de nition is
that most membership functions are normalized, i.e.,
for them (t) = 1 for some t. For such membership
functions, the above-de ned \integral" equals 1.

To nd out why this de nition did not work, let us
go back to the original de nition of the integral that
we were trying to fuzzify. This de nition was originally
proposed and used for continuous functions.
For functions that describe the dependency between physical quantities, continuity is a very natural requirement: For example, if we know that
voltage is determined by current, this means that
small changes in voltage should lead to small
changes in current, i.e., that the dependence
should be continuous.
On the other hand, for membership functions,
continuity is not so natural. A reasonable example of a membership function is an example
of a crisp property, in which for every t, we are
either sure that this property is true for t (i.e.,
(t) = 1), or we are sure that this property is
false for t, i.e., (t) = 0. Such functions, that
only take values 0 and 1, are not continuous.
For discontinuous functions, the above de nition of an
integral often does not work, so no wonder that its
fuzzy version is not working either.
To make it work, we need to fuzzify a dierent definition of the classical integral, a de nition that would
be applicable to discontinuous functions as well.
The extension of the notion of the integral to
complicated dis-continuous functions was proposed by
Lebesgue, the founder of the modern integration theory. For his generalization, Lebesgue used the fact that
the function
x(t) itself can be represented as an inR
tegral 0x(t) 1 d. If Rwe substitute this formula into
the desired integral x(t) dtR , and swapR the variables
t and , we conclude that x(t) dt = 0 (ft j x(t) 
g) d, where 0 (A) denotes the Lebesgue measure of
a set A (we can take any other measure instead of
Lebesgue's measure). If we replace the product by
\and" and the sum by \or", we get Sugeno's formula
_(&0 (ft j (t)  g)).
Usually, in this formula, the simplest possible \and"
and \or" operations are taken: _ = max and
& = min. In this case, Sugeno's formula turns into
max min( 0(ft j (t)  g)).

2.4. Successes and Drawbacks of the Original
Sugeno's Denition
Sugeno's de nition is very suitable for describing expert knowledge. Let us give an example. One of the
most natural way to assign the values to a membership
function (t) that describes a certain property P is to
use polling: for every value t, we ask experts whether
they believe that t satis es this property P , and take,
as (t), the fraction of experts who answered \yes".

In some cases, the property P is true for all values
t. In other words, for 100% of all the values t, 100%
of all the experts believe that P is true (i.e., (t) = 1).
What does it means that a property is, say, at least 90%
true? It is natural to de ne this notion by requiring
that for at least 0.9 of all values t, at least 90% of
all experts believe that t is true. In other words, for
some   0:9, we have 0 (ft j (t)  g)  0:9, i.e.,
we have max min( 0(ft j (t)  g))  0:9. Thus,
the degree d to which all elements satisfy the property
P can be de ned as the largest d which satis es this
inequality for some , i.e., as one can easily check, as
the Sugeno integral.
Sugeno integral is also e ciently used in image processing and in other important computer applications
areas. There is only one area where fuzzy logic is actively used but where applications of Sugeno integral
are lacking: fuzzy control. At rst glance, this is very
strange, because in traditional control, integration is
one of the main tools, so one should expect that a fuzzy
analogue of the classical integral should be widely in
fuzzy control as well. However, the above motivations
for Sugeno integral explain why the existing form of
Sugeno integral is not directly used in fuzzy control:
Traditional integral is based on the addition and
multiplication operations that are natural for
measurement results but un-natural for expert
degrees of certainty. Therefore, this integral is
very useful when we only have measurement results and no expert information (e.g., in traditional control).
Sugeno integral is based on the operations _ and
& that are natural for expert degrees of uncertainty, but un-natural for measurement results.
It is therefore very useful in the situations when
we only have expert information but few measurement results (e.g., in expert systems).
In fuzzy control, however, we need both the measurement results and the expert estimates. So,
we cannot use the original formula for Sugeno
integral, because the operations underlying this
formula are un-natural for half of the data.
In view of this conclusion, what we need for fuzzy
control is a modication of Sugeno integral that uses
both arithmetic operations (addition and multiplication) that are natural for measurement \half" of the
data and logical operations that are natural for the expert \half" of the data.
In the next two sections, we will see that this modication is indeed possible and helpful. Before we start
doing that, let us describe which numerical character-

istics of fuzzy control it is desirable to describe.

3. Numerical Characteristics of the Ideal
Control
3.1. What is Ideal Control?

Engineers rarely explain explicitly what exactly they
mean by an ideal control. However, they often do
not hesitate to say that one control is better than another one. What do they mean by that? Usually, they
draw a graph that describes how an initial perturbation changes with time, and they say that a control is
good if this perturbation quickly goes down to 0 and
then stays there.
In other words, an ideal control consists of two
stages:
On the rst stage, the main objective is to make
the dierence x = X ; X0 between the actual state X
of the plant and its ideal state X0 go to 0 as fast as
possible.
After we have already achieved the objective of the
rst stage, and the dierence is close to 0, then the
second stage starts. On this second stage, the main
objective is to keep this dierence close to 0 at all times.
We do not want this dierence to oscillate wildly, we
want the dependency x(t) to be as smooth as possible.
This description enables us to formulate the objectives of each stage in precise mathematical terms.

3.2. First Stage of the Ideal Control: Main objective

For readers' convenience, we will illustrate our ideas
on a simple plant. So, let us consider the case when
the state of the plant is described by a single variable
x, and we control the rst time derivative x_ . For this
case, we arrive at the following de nition:

Denition 1. Let a function u(x) be given (this func-

tion will be called a control strategy). By a trajectory of
the plant, we understand the solution of the dierential
equation x_ = u(x). Let's x a positive number M (e.g.,
M = 1000). Assume also that a real number  6= 0 is
given. This number will be called an initial perturbation. A relaxation time t( ) for the control u(x) and
the initial perturbation  is de ned as follows:
we nd a trajectory x(t) of the plant with the
initial condition x(0) =  , and
we take as t( ), the rst moment of time starting
from which jx(t)j  jx(0)j=M (i.e., for which this
inequality is true for all t  t( )).

For linear control, i.e., when u(x) = ;kx for some
constant k, we have x(t) = x(0) exp(;kt) and therefore, the relaxation time t is easily determined by the
equation exp(;kt) = 1=M , i.e., t = ln(M=k). Thus
de ned relaxation time does not depend on  . So, for
control strategies that use linear control on the rst
stage, we can easily formulate the objective: to minimize relaxation time. The smaller the relaxation time,
the closer our control to the ideal.
In the general case, we would also like to minimize
relaxation time. However, in general, we encounter the
following problem: For non-linear control (and fuzzy
control is non-linear) the relaxation time t( ) depends
on  . If we pick a  and minimize t( ), then we get
good relaxation for this particular  , but possibly at
the expense of not-so-ideal behavior for dierent values
of the initial perturbation  .
What to do? The problem that we encountered was
due to the fact that we considered a simpli ed control situation, when we start to control a system only
when it is already out of control. This may be too
late. Usually, no matter how smart the control is, if a
perturbation is large enough, the plant will never stabilize. For example, if the currents that go through
an electronic system exceed a certain level, they will
simply burn the electronic components. To avoid that,
we control the plant from the very beginning, thus preventing the values of x from becoming too large. From
this viewpoint, what matters is how fast we go down
for small perturbations, when   0.
What does \small" mean in this de nition? If for
some value  that we initially thought to be small, we
do not get a good relaxation time, then we will try to
keep the perturbations below that level. On the other
hand, the smaller the interval that we want to keep the
system in, the more complicated and costly this control
becomes. So, we would not decrease the admissible
level of perturbations unless we get a really big increase
in relaxation time. In other words, we decrease this
level (say, from 0 to 1 < 0 ) only if going from t(0 )
to t(1 ) means decreasing the relaxation time. As soon
as t(1 )  t(0 ) for all 1 < 0 , we can use 0 as a
reasonable upper level for perturbations.
In mathematical terms, this condition means that
t(0 ) is close to the limit of t( ) when  ! 0. So, the
smaller this limit, the faster the system relaxes. Therefore, this limit can be viewed as a reasonable objective
for the rst stage of the control.

Denition 2. By a relaxation time T for a control
u(x), we mean the limit of t( ) for  ! 0.

So, the main objective of the rst stage of control is

to maximize relaxation time.

3.3. Second Stage of the Ideal Control: Main
Objective

After we have made the dierence x go to 0, the
second stage starts, on which x(t) has to be kept as
smooth as possible. What does smooth mean in mathematical terms? Usually, we say that a trajectory x(t)
is smooth at a given moment of time t0 if the value of
the time derivative x_ (t0 ) is close to 0. We want to say
that a trajectory is smooth if x_ (t) is close to 0 for all t.
In other words, if we are looking for a control that
is the smoothest possible, then we must nd the control strategy for which x_ (t)  0 for all t. There are
in nitely many moments of time, so even if we restrict
ourselves to control strategies that depend on nitely
many parameters, we will have in nitely many equations to determine these parameters. In other words,
we will have an over-determined system. Such situations are well-known in data processing, where we often have to nd parameters p1 : : : pn from an overdetermined system fi (p1 : : : pn)  qi 1  i  N . A
well-known way to handle such situations is to use the
least squares method, i.e., to nd the values of pj for
which the \average" deviation between fi and qi is the
smallest possible. To be more precise, we minimize the
sum of the squares of the deviations, i.e., we are solving
the following minimization problem:
N ;
X
i=1

fi (p1 : : : pn) ; qi)2



!

min :

p1 :::pn

In our case, fi = x_ (t) for dierent moments of time t,
and qP
i = 0. So, least squares method leads to the criterion (x_ (t))2 ! min. Since there are in nitely many
moments of time, the sum turns into an integral, and
the criterion for choosing
a control into J (x(t)) ! min,
R
where J (x(t)) = (x_ (t))2 dt. This value J thus represents a degree to which a given trajectory x(t) is nonsmooth. So, we arrive at the following de nition:

Denition 3. Assume that a control strategy x(t)

is given, and an initial perturbation  is given. By a
non-smoothness I ( ) of a resulting
trajectory x(t), we
R
understand the value J (x) = 01 (x_ (t))2 dt.
The least squares method is not only heuristic, it has
several reasonable justi cations. So, instead of simply
borrowing the known methodology from data processing (as we did), we can formulate reasonable conditions
for a functional J (that describes non-smoothness), and
thus deduce the above-described form of J without using analogies at all. This is done in 3].

What control to choose on the second stage? Similarly to relaxation time, we get dierent criteria for
choosing a control if we use values of non-smoothness
that correspond to dierent  . And similarly to relaxation time, a reasonable solution to this problem is to
choose a control strategy for which in the limit  ! 0,
the non-smoothness takes the smallest possible value.
Mathematically, this solution is a little bit more difcult to implement than the solution for the rst stage:
Indeed, the relaxation time t( ) has a well-de ned nonzero limit when  ! 0, while non-smoothness simply
tends to 0. Actually, for linear control, I ( ) tends to 0
as  2 . To overcome this di culty and still get a meaningful limit of non-smoothness, we will divide J (x)
(and, correspondingly, I ( )) by  2 and only then, tend
this ratio J~(x(t)) = I~( ) to a limit. This division does
not change the relationship between the functional and
smoothness: indeed, if for some  , a trajectory x1(t)
is smoother than a trajectory x2(t) in the sense that
J (x1 (t)) < J (x2 (t)), then, after dividing both sides by
 2 , we will get J~(x1 (t)) < J~(x2 (t)). So, a trajectory
x(t) for which J~(x) is smaller, is thus smoother.
As a result, we arrive at the following de nition.

Denition 4. By a non-smoothness I of a control
u(x), we mean the limit of I ( )= 2 for  ! 0.

Thus, the main objective of the second stage of control is to minimize non-smoothness.

4. Modied Sugeno Integral Helps
4.1. Fuzzy Control: In Brief

In general, fuzzy control starts with the rules of the
type
If x1 is A1j and: : : and xn is Ajn , then u is B j ,
where xi are parameters that characterize the plant,
u is the control, and Aji , B j are the terms of natural
language that are used in describing j ;th rule (e.g.,
\small", \medium", etc).
The value u is a proper value of the control if and
only if one of these rules is applicable. Therefore, if we
use the standard mathematical notations & for \and",
_ for \or", and for \if and only if", then the property
\u is a proper control" (which we will denote by C (u))
can be described by the following informal \formula":

C (u)

(A11 (x1) & A12 (x2 ) & : : : & A1n (xn) & B 1 (u))_

(A21 (x1) & A22 (x2 ) & : : : & A2n (xn) & B 2 (u)) _ : : :
(AK1 (x1 ) & AK2 (x2 ) & : : : & AKn (xn) & B K (u))

If we use membership functions to describe these
natural-language terms, we describe Aji (x) as j i(x),
the degree jof belief that a given value x satis es the
property Ai . Similarly, B j (u) is represented as j (u).
Then, after choosing an appropriate & and _ operations, we get the membership function for control:
C (u) = f_ (p1  : : : pK ), where
pj = f& (j1(x1 ) j2(x2 ) : : : jn(xn ) j (u)):
To get a unique control value, in this paper, we will use
a centroid defuzzication
R
) du :
u! = Ru  C(u()udu
C
For detailed description and alternatives, see, e.g., 5].

4.2. Case Study: A Simple Plant

In this paper, we will consider a simple system, in
which the state of the plant is described by a single
variable x, and we control its time derivative x_ .
Both for x and for u = x_ , we will consider the
membership functions that are most frequently used
in fuzzy control applications: A property M0 (x) (\x is
negligible") is characterized by an even function 0(x)
(0 (x) = 0 (;x)) that is dierent from 0 only on the
interval (; ). We also have properties Mi (x) described by functions i(x) = 0(x ; i  ). For example,
M1 (x) describes \small positive", the property M;1(x)
describes \small negative", etc.
Membership functions that describe the properties
Ni (u) of the control u are assume to have the same
shape. These functions may dier by a scaling, but,
without losing generality, we can always assume that
the units for both x and u are chosen in such a way
that the membership functions for x and u are simply
identical.
In the above de nitions of stability and smoothness,
we used derivatives. Usually, in applications, continuous membership functions are considered which are
not necessarily dierentiable. It is known, however,
that an arbitrary continuous function can be approximate, with an arbitrary given accuracy, by a dierentiable function. Therefore, without losing generality,
we will assume that the function 0(x), when limited
to the interval 0 ], is everywhere dierentiable we
will also assume that, like for a triangular function, the
derivative 00 () at x =  is dierent from 0.
According to our de nitions of stability and smoothness, we are only interested in the values of the x that
are close to 0. For such values, only three of the above
membership functions may be dierent from 0: M0 ,
M1 , and M;1 . Moreover, for every x, only two membership functions are dierent from 0: when x < 0, we

only need M0 and M;1  and when x > 0, we only need
M0 and M1 . For such x, the only reasonable rules are:
\if M0 (x) then N0 (u)", \if M;1 (x) then N1 (u)", and
\if M1 (x) then N;1 (u)".
In principle, dierent \and" and \or" operations are
used in fuzzy control. Some of these operations are
not everywhere dierentiable, which, for us, is a drawback, because we want the resulting formulas to be
dierentiable. To resolve this problem, we can use our
recent result 4] that an arbitrary continuous t-norm
can be, with any given accuracy, approximated by a
strictly Archimedean t-norm, i.e., by a t-norm of the
type a&b = ;1 ( (a)  (b)), for some continuous function (a). The continuous function (a) can, in turn,
be approximated by a smooth one (and we can also
select this smooth approximation in such a way that
0 (0) 6= 0). Thus, an arbitrary continuous t-norm,
can be approximated, with an arbitrary accuracy, by
a strictly Archimedean t-norm with a smooth function
(a). Therefore, without losing generality, we can assume that our t-norm has this form.
Similarly, without losing generality, we can assume
that out t-conorm (\or" operation) has the form a _ b =
';1 ('(a) + '(b)) for some dierentiable function '(a)
for which '0 (0) 6= 0.

4.3. Results

The above de nitions of characteristics of stability
and smoothness were rather complicated, so it was not
clear how to compute them. It is, therefore, desirable
to re-formulate these de nition in more directly computable terms. This re-formulation is given in 3, 7].
Namely, if the resulting control strategy u(x) is a dierentiable function x, then: the relaxation time is equal
to ln(M )=(;u0(0)), and the non-smoothness is equal to
I = ;1=(2u0(0)). (The proof follows from the fact that
for small x, u(x)  u0 (0)  x.)
Thus, to compute both characteristics, we must estimate ju0(0)j. Our Rmain formula is ju0(0)j R= j00()j 
A=B , where B = 2 0 0(u) du, and A = 0 a(u) du,
with
a(u) = (u + )  (0 (u)) + '0 (0)  u' 0 (((0u(u)))) :
0
These formulas involve both the fuzzy logic operations (via the functions and ' that describe these operations) and the normal arithmetic operations. Therefore, these formulas describe the desired modi cation
of Sugeno integral.
The proof is based on the straightforward application of the above formulas for fuzzy control, and on explicitly dierentiating them. The main ideas (but not
the results) of such an estimation can be found in 3, 7]

the main dierence between those papers and this new
one is that in 3, 7], we were looking for \and" and \or"
operations that lead to the most stable (corr., the most
smooth) control, while in this paper, we do not necessarily restrict ourselves to these two pairs of operations,
because we realize that there are many other possible
objectives of control. Instead, we analyze the degrees
of stability and smoothness for an arbitrary choice of
\and" and \or" operations.
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