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Abstract. Brain-computer interfaces do not provide perfect recognition
of user input, for similar reasons as natural input modalities. How well
can users assess the amount of control they have, and how much control
do they need? We describe an experiment where we manipulated the
control users had in a keyboard-controlled browser game. The data of
211 runs from 87 individuals indicates a significant linear correlation
between users’ sense of control and the amount of control they really
had in terms of mutual information (not accuracy!). If users know what
they put in, they can assess quite well how much control they have over
the system. In our case, from an amount of control of above 0.68 bits in
mutual information (a 5-class accuracy of 65%), this aspect of control no
longer seems to be the critical factor for finishing the game. Deliberate
manipulation of perception may offer a way to make imperfect, uncertain
input modalities more acceptable, especially in combination with games.
Keywords: Human-computer interaction, brain-computer interfaces,
manipulation of control, perception of control.
1 Introduction
Brain-computer interfaces (BCIs) provide systems with input based on the user’s
mind, so devices and applications can respond to specific mental states. Like
other input modalities based on observations of the body, BCIs do not provide
perfect recognition of what a user tries to convey [1,2,3,4]. These inputs suffer
from problems related to noise, non-stationarities, and ambiguity [5]. This can be
problematic, as input is the basis for usable systems in general, and recognition
accuracy is most important to users of BCIs [6].
We focus on games specifically. A large part of the population plays games,
and it is known that gamers are among the first to adopt new technology [7].
Learning a new skill, like providing brain-based input, could be part of the
challenge of the game [8]. It comes as no surprise then that many of the cur-
rent commercial BCI applications are game-oriented. For scientific purposes,
games can help experiment participants to stay motivated and focused for longer
periods [9].
We have done many demonstrations and experiments in which people could
try our brain-computer interface (BCI) games. Sometimes people seemed to over-
estimate their level of control, and sometimes to underestimate it. This made us
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wonder: how well can people assess how much control they really have? Addi-
tionally, what would be the minimum amount of control necessary to operate a
given system?
Previous analysis of data from this experiment has been published in [5],
which posed that perfect control may not always be optimal. People actually
experienced more fun in the experiment game when the control was not perfect.
Our focus in this paper is the perception of control. Additionally, we investigate
how much control might be necessary so users don’t give up.
2 Background and Related Work
Perception of Control. There are many reasons to suspect that there is no sim-
ple linear relationship between the perception of control and how much control
people actually have. People overestimate their influence on things with a posi-
tive outcome, and underestimate their effect on negative outcomes [10,11]. Even
when people have no control at all, they may experience ‘the illusion of control’
[12]. Additionally, people assess more beautiful systems as being more usable,
even if they are not [13]. Norman goes even further, arguing that pleasing things
(not necessarily through beauty alone) actually work better [14]. One way pleas-
ing aspect might be using a novel input modality. People appear to be more
lenient towards mistakes made by a brain-computer interface than towards er-
rors made with a non-BCI input (in this case, a variation on mouse selection)
[15]. For more on how the user experience may affect BCI performance, see [16].
Controlled Simulation of Uncertain Control. Brain-computer interfaces do not
allow us to control the amount of control of a user over the full range from having
no control at all to complete control. So we needed a substitute of which we could
also be certain that the user has the level of control that we wanted to provide.
We looked at various alternatives: simulating imaginary-movement-based BCI
input [17], manipulating mouse input, [18], or issuing incorrect commands at
selection level [19]. Carlson, et al. evaluated the effect of shared control (with
an AI) on driving a BCI-controlled wheelchair [20] using another alternative. To
make the evaluation less time-consuming, they decided not to use actual BCI
control, but to simulate it with input transformation matrices. Such a matrix
provides a probability for each input to transform into something else, which
can then be used to actually transform input actions into other actions with
different system responses. Then an ‘expert driver’ would pretend to control
the wheelchair with a brain-computer interface, by simply pressing buttons on
a keyboard. In the end, we opted for these input transformation matrices. Its
simplicity allows us to assess only this aspect of the input. Additionally, it is
easier to implement and adjust.
Minimum Amount of Control. It has been said that for BCIs a selection accuracy
of 70% is acceptable [21]. Another BCI research group determined the minimum
level of accuracy to be 77% for four input classes [19].
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Uncertainty in Applications. There can be uncertainty about whether the input
will be interpreted correcty by the input device, but uncertainty can also be
purposefully introduced in an application [22]. For example, we observed that
uncertainty can increase the sense of fun [5].
3 Methods
3.1 Experiment Protocol
To reach a large number of participants and gather enough data for each level of
control, the experiment was run from a web browser, so people could participate
from anywhere. Social media was actively used to get the word out.
The input was provided by, the widely available, keyboard. To manipulate the
amount of control, each run, an input transformation matrix would be randomly
selected from the database. This randomization had two benefits: (1) It allowed
for a distribution of samples over the different levels of control, and (2) if the
previous experienced level of control affects the experience of the current level,
this avoids order effects in the results.
Each run started with an explanation on how to play the game. During a
run, the player tried to guide a laboratory test hamster to freedom through four
levels (Figure 1)1. After one minute, the player could decide to skip the rest of
the run. At the end of each run, a questionnaire would pop up, after which the
player would be encouraged to play another round.
3.2 Manipulation of the Input
The amount of control is varied by manipulating the keyboard input, which
consists of the four directional arrows. If the user takes no action, a ‘no action’
input is generated, also known as ‘idle state’, ‘no control’, or ‘no operation’.
This input is transformed by a matrix which dictates probabilities for each
system response (what the hamster you control ends up doing) given a particular
provided input. The probabilities for a non-matching output are set equal for all
non-matching outputs. The amount of control is thus defined by the probability
for correct classification (the hamster obeys), which is equal to the accuracy
level.
We generated 15 input transformation matrices, evenly spread out over the
whole possible range of mutual information. Mutual information is defined as
the amount of information one sequence provides over another, in bits. In this
case, the amount of information that is being shared between the actual input,
and the transformed input with a lower accuracy. This measure may be a little
less intuitive to interpret compared to accuracy, but it is more suitable, as it is
comparable for different numbers of classes and different prior probabilities [23].
The relationship between mutual information and accuracy is logarithmic.
1 The software and additional notes can be found on the following website:
www.dannyplass.nl/control
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Fig. 1. A screenshot of the game used in the experiment
To determine the mutual information I(X ;Y ) for a given input transformation
matrix concerning inputs X and responses Y , we assume a uniform probability
function over the input space (verification in the Results section). This probabil-
ity function is also known as the marginal probability function p(x) for x. The
mutual information is then computed as follows:
I(X ;Y ) =
∑
x∈X
∑
y∈Y
p(x, y)log2
p(x, y)
p(x)p(y)
where p(x) =
1
n
, with n the number of input types
3.3 Data Collection
The questionnaire consisted of 6 visual analogue scale (VAS) questions [24], and
3 open questions: age, gender, and a field for remarks. The VAS scales went
from 0 to 100, and were initialized at 50. For this analysis, the two questions of
importance are those related to control: “I had the feeling that the hamster did
what I wanted it to do” and “I had the feeling the computer was following my
commands”. Additionally, detailed action logs were maintained for each partic-
ipant, containing all keyboard inputs and the resulting transformed actions, as
well as starting, skipping, finishing, pausing, and resuming levels.
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3.4 Participants
We could identify 87 individuals based on filled out gender-age answer pairs in
combination with the IP addresses. Of these individuals 39% was male, 29%
female, and 28% unknown, with an average (provided) age of 24.9 years (in the
range of 10-58, with a standard deviation of 7.5).
For the main analysis concerning the perception of control, we excluded runs
for which not all the VAS questions were filled out. This filtering resulted in 211
runs, with at least 9 runs and at most 22 runs per level of control.
To determine when people gave up, we looked at the action logs for all started
runs, and analysed the final entries for each run, which gives an indication of
how it was ended. This resulted in the analysis of 465 runs.
4 Results
The two main questions are: (1) How well can people assess their level of control,
and (2) How much control is sufficient so users do not give up?
4.1 From Theory to Reality
The input transformation matrices were computed based on an equal occurrence
for each input. In practice, there was indeed a fairly equal distribution among
the classes (medians around 20%), but with a preference for ‘right’ (about 30%,
due to level design), and a lower occurrence for ‘no action’ (around 10%).
How does this affect the amount of control people had? Based on the confusion
matrix of observed inputs and into what system responses they were transformed,
we computed the observed mutual information. The theoretical and observed
mutual information are tightly correlated, see Figure 2.
We decided to use the medians of observed mutual information, instead of its
purely theoretical counterpart, to group the data points for each input transfor-
mation matrix. These observed medians per matrix are the dots in Figure 2. This
grouping of data allows us to provide box plots with more statistical information
about the data. The exact details per run are lost in this approximation, but
because of the close relationship between the theoretical and observed values,
this effect should be minimal.
4.2 Sense of Control
The questionnaire contained two questions related to the user’s sense of control:
“I had the feeling that the hamster did what I wanted it to do” and “I had
the feeling the computer was following my commands”. These items averaged
together form the combined sense of control scale.
Figure 3 shows the sense of control results grouped per input transformation
matrix represented by the median observed mutual information related to it.
62 D. Plass-Oude Bos et al.
Fig. 2. The theoretical mutual information shows a tight linear relationship with the
observed mutual information. How to interpret Tufte box plots: Each vertical ‘bar’
represents the minimum, lower quartile, median, upper quartile, and maximum. The
dot indicates the median, and the inter-quartile range is visualized as the vertical white
space around this dot. Crosses are outliers, which are beyond 1.5 times the inter-quartile
range from the lower and upper quartiles.
The strong and significant fit of the linear regression analysis between mutual
information and sense of control (β = 36.51, p < 0.001) indicates that people are
quite good at estimating their level of control.
How well does accuracy do as a predictor of sense of control? Again, we use the
actual accuracy as observed from the interaction logs. Accuracy is a less accurate
linear predictor of sense of control than mutual information, explaining 67% of
the variance as opposed to 72% (with p < 0.001, the same). The medians indicate
an exponential relationship, which is to be expected based on the logarithmic
relation between mutual information and accuracy.
4.3 Sufficient Control
The amount of frustration decreases when the amount of control (in mutual
information) increases (β = −23.35, p < 0.001). However, this does not tell us the
minimum amount of control users need. One could put an imaginary boundary
at some level of the VAS item, but what level of frustration is unacceptable?
Another source of information on how much control is needed is the way runs
were ended. Participants could simply leave the website, or they could wait a
minute and then skip to the questionnaire by pressing a button, or they could
finish the level by bringing the hamster to safety. At the necessary amount of
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Fig. 3. The relationship between median mutual information (representing the input
transformation matrices) and the combined control scale. A linear regression analysis
(the dashed line) showed that mutual information is a highly significant predictor of
the sense of control scale (β = 36.51, p < 0.001), accounting for 72% of the variance.
The indicated outliers were included in the regression analysis.
control, more runs should be finished, and less runs should be aborted. People
can have various reasons not to finish a run, which are not related to control.
Perhaps they did not like the game enough, or something more important came
up. As long as they are not connected to the amount of control, we can assume
that it will have an equal chance to occur at each of the levels of control.
Figure 4 shows the different ways runs were ended for each of the different
levels of control. The numbers of aborted and skipped runs slightly decrease
with increasing control, and the amount of finished runs increases accordingly.
Surprisingly, the effect of the amount of control does not seem to be very strong,
especially for higher levels of mutual information. However, on the low control
side, up to a mutual information of 0.68 bits, there does seem to be a clear
effect, with a steep decrease in aborted runs, and a similar increase in finished
runs. This seems to indicate that up until this point, the amount of control was
the critical reason to stop playing. Beyond this level of control, other unknown,
but control-independent, reasons seem to become dominant as the percentages
become more steady. The increase in aborted runs after 1.5 bits could be related
to the decrease in fun participants experienced when the level of control gets
(close to) perfect – see our previous data analysis in [5].
This critical point where the amount of control is no longer a critical factor
for finishing the game is at about 0.68 bits. This corresponds to 65% observed
accuracy for 5 classes. At the 5 inputs per second this game allowed, this is an
information transfer rate of 204 bits per minute.
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Fig. 4. The percentage of different ways of ending a run for different levels of control
5 Discussion and Conclusions
5.1 Sense of Control
People are quite good at estimating their level of control over keyboard input in
this game. There is a strong and significant linear relationship between people’s
sense of control and how much control (in mutual information) they actually had.
This observation may be generalizable to other inputs, other applications, and
less immediate effects of the input. To confirm this, more research is required.
We suspect that the key aspect for users to be able to assess their level of
control is that they are certain about what input they provide. With brain-
computer interfaces, this is not yet the case. Even with relatively simple mental
tasks such as focusing on a flickering target in the case of SSVEP, participants
can be uncertain whether they are focusing in the right way or with the right
intensity. In such situations, the psychological effects on the perception of control
might be stronger, which would correspond to what we have informally observed
in practice. However, with more practice this uncertainty, and any positive effects
from the novelty of this type of interface, will diminish. As a result, the actual
amount of control will become more dominant in the perception of control.
Some level of uncertainty will remain even with practice. This opens up a
way to make uncertain input modalities more accepted, for example through the
psychological phenomena described in the introduction. Such deliberate manipu-
lation of perception is particularly applicable for games, as the goals and results
of user actions are designed by the game designers instead of following from user
goals. Besides, ambiguity can be used as a way to enhance user engagement [22].
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5.2 Sufficient Control
We observed a critical level of control at 0.68 bits of mutual information, below
which the amount of control affects the number of finished runs. In this applica-
tion, this corresponds to an accuracy of 65% for 5 classes. This is slightly lower
than the 70% indicated by BCI research groups (see Introduction).
Again, this result is based on this one application, with keyboard input. Be-
sides, there are different ways of determining what amount of control is sufficient.
This concerns just one specific aspect, which is whether people give up playing
the game. Besides, the potential other factors that may affect the sense of control,
may likely affect the necessary amount of control as well.
All this begs for more research in this area. Not only to increase the amount
of information that can be provided through interfaces like BCIs, but also to
investigate how this critical amount of control might be reduced. Again, games
provide the perfect vehicle for this kind of research, as the goals and results are
designed for a specific experience.
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