Abstract. We present here classes of parabolic geometries arising naturally from Seashi's principle to form good classes of linear differential equations of finite type, which generalize the cases of second and third order ODE for scalar function. We will explicitly describe the symbols of these differential equations. The model equations of these classes admit nonlinear contact transformations and their symmetry algebras become finite dimensional and simple.
Introduction
The geometry of ordinary differential equations for scalar function is strongly linked to the Lie algebra sl (2, R) = sl (V ), whereV is a vector space of dimension 2. Associated to the geometry of k-th order ordinary differential equation; Thus, when k = 2 and 3, special phenomena prevail and result in rich automorphism groups so that these two cases offer examples of parabolic geometries associated with differential equations. Here the Parabolic Geometry is a geometry modeled after the homogeneous space G/P , where G is a (semi-)simple Lie group and P is a parabolic subgroup of G (cf. [Bai93] ). Precisely, in this paper, we mean, by a parabolic geometry, the geometry associated with the simple graded Lie algebra in the sense of N.Tanaka ([Tan79] ). The main purpose of this paper is to seek to find other such special phenomena and to present other classes of parabolic geometries associated with differential equations of finite type, which naturally arise from Se-ashi's principle and generalize the above cases of g 2 and g 3 . For the geometry of differential equations of finite type, our study is based on the geometry of differential systems in the following way (cf. [YY02] ) : We regard a k-th order differential equation as a submanifold R of the k-jet space J k (n, m) for n independent and m dependent variables. Defined on R, we have the differential systemD obtained by restricting to R the canonical system C [Sea88] and [YY02] . Se-ashi's procedure starts from a reductive graded Lie algebra (GLA) l = l −1 ⊕ l 0 ⊕ l 1 and a faithful irreducible l-module S. Then we form the pseudo-product GLA g = p∈Z g p of type (l, S) as follows: Let l = l −1 ⊕ l 0 ⊕ l 1 be a finite dimensional reductive GLA of the first kind such that
(1) The ideall = l −1 ⊕ [l −1 , l 1 ] ⊕ l 1 of l is a simple Lie algebra.
(2) The center z(l) of l is contained in l 0 . Let S be a finite dimensional faithful irreducible l-module. We put 
. We can construct the model linear equation R o of finite type, whose symbol at each point is isomorphic to S (see §4 [Sea88] ). R o is a µ-th order involutive differential equation of finite type. Then, we see that the symbol algebra of (R o . m has the splitting g −1 = l −1 ⊕ S −1 , corresponding to the pseudo-product structure on R o , where V = l −1 and W = S −µ . In this way, m is a symbol algebra of µ-th order differential equation of finite type, which is called the typical symbol of type (l, S).
This class of higher order (linear) differential equations of finite type were first appeared in the work of Y.Se-ashi [Sea88] , who discussed the linear equivalence of this class of equations and gave the complete system of differential invariants of these equations, generalizing the classical theory of Laguerre-Forsyth for linear ordinary differential equations.
We ask the following question for the pseudo-product GLA g = p∈Z g p of type (l, S): When is g the prolongation of m or (m, g 0 ) ? Namely we ask whether g exhausts all the infinitesimal automorphisms of the differential system (R o , D o ) or its psedo-product structure.
The answer to this question is given in Theorem 5.2 of [YY02] (Theorem 2.1 below), where we can find the classes of parabolic geometries, which generalize the cases of second and third order ordinary differential equations. More precisely, this Theorem states : For a pseudo-product GLA g = In §2, we will recall the above results from [YY02] . The symbol algebras of these parabolic geometries will be given in Theorem 2.1 in terms of root space decompositions of the corresponding simple Lie algebras. We will describe these symbol algebras and the model differential equations of finite type explicitly by utilizing the explicit matrices description of the simple graded Lie algebrab for the classical cases in §3 and by describing the structure of m explicitly by use of the Chevalley basis of the exceptional simple Lie algebras in §4. Finally, in §5, we will discuss about the equivalence of each parabolic geometry associated with the differential equations of finite type explicitly described in previous sections.
2. Pseudo-product GLA g = p∈Z g p of type (l, S)
In this section, we will summarize the results in [YY02] and explain the prolongation theorem (Theorem 2.1). We will first discuss the prolongation of symbol algebras of the pseudo-product structures associated with higher order differential equations of finite type. Moreover we will generalize this algebra to the notion of the pseudo-product GLA (graded Lie algebras) of irreducible type and introduce the pseudo-product GLA g = p∈Z g p of type (l, S) and ask when g is the prolongation of m or (m, g 0 ) , where m = p<0 g p . In the answer to this question, we will find the classes of finite type differential equations mentioned in the introduction.
2.1. Pseudo-projective GLA of order k of bidegree (n, m). We first consider a system of higher order differential equations of finite type of the following form :
where p
. These equations define a submanifold R in k-jets space J k such that the restriction p to R of the bundle projection π
Then C k gives a foliation on R when R is integrable. Namely the restriction E of C k to R is completely integrable.
Thus, through the diffeomorphism (2.1), R defines a completely integrable differential system E = p * (E) on J k−1 such that
is the bundle projection. The triplet (J k−1 ; E , F ) is called the pseudo-product structure associated with R.
Corresponding to the splitting
), we have the splitting in the symbol algebra of the regular differential system (R,
. At each point x ∈ R, e corresponds to E(x) (the point in R
(1) over x) and f corresponds to Ker(π
. Here V and W are vector spaces of dimension n and m respectively and the bracket product of C 
Now we putǧ
(n, m)) be the (gradation preserving) automorphism group of C k−1 (n, m) which also preserve the splitting C −1 = e⊕f. ThenǦ 0 is the Lie subgroup of GL(C k−1 (n, m)) with Lie algebraǧ 0 . The pseudo-product structure on a k-th order differential equation R of finite type given above, which is called the pseudo-projective system of order k of bidegree (n, m) in [Tan89] , can be formulated as theǦ 0 -structure over a regular differential system of type C 
The isomorphism φ of the pseudo-product structure on R preserves the differential system D = E ⊕ F , which is equivalent to the canonical system C k−1
. Hence, by Bäcklund's Theorem (cf. [Yam83] (1) k = 2 g 2 (n, m) is isomorphic to sl (m+n+1, R) and has the following gradation:
where the gradation is given by subdividing matrices as follows;
where V = M (n, 1), W = M (m, 1) and M (a, b) denotes the set of a × b matrices.
(2) k = 3 and m = 1 g 3 (n, 1) is isomorphic to sp(n + 1, R) and has the following gradation:
First we describe
Here I n ∈ gl (n, R) is the unit matrix and the gradation is given again by subdividing matrices as follows;
where
For vector spaces V and W of dimension n and m respectively, g k (n, m) = p∈Z g p has the following description:
. Here the bracket product in g k (n, m) is given through the natural tensor operations. For the structure of g k (n, m) in case (3), we observe the following points. We put (2.3)
where the gradation of the first kind;
is given by subdividing matrices corresponding to the decompositionV = R ⊕ V . Then
and S is a faithful irreducible l-module such that l = l −1 ⊕ l 0 ⊕ l 1 is a reductive graded Lie algebras, where
In the following sections, we will seek to find other parabolic geometries associated with differential equations of finite type, which are the generalizations of the above cases (1) and (2).
2.2. Pseudo-product GLA of type (l, S). We will now give the notion of the pseudoproduct GLA of type (l, S), generalizing the pseudo-projective GLA of order k of bidegree (n, m).
Let g = p∈Z g p be a (transitive) graded Lie algebra (GLA) over the field K such that the negative part m = p<0 g p is a FGLA, i.e., [g p , g −1 ] = g p−1 for p < 0, where K is the field R of real numbers or the field C of complex numbers. Let e and f be subspaces of g −1 . Then the system G = (g, (g p ) p∈Z , e, f) is called a pseudo-product GLA (PPGLA) of irreducible type if the following conditions hold:
(1) g is transitive, i.e., for each k 0, if X ∈ g k and [X,
(4) g −2 = 0 and the g 0 -modules e and f are irreducible. It is known that g becomes finite dimensional under these conditions (see [Tan85] , [Yat88] ).
As a typical example, starting from a reductive GLA l = l −1 ⊕ l 0 ⊕ l 1 and a faithful irreducible l-module S, we define the pseudo-product GLA g = p∈Z g p of type (l, S) as follows: Let l = l −1 ⊕ l 0 ⊕ l 1 be a finite dimensional reductive GLA of the first kind such that
(
(2) The center z(l) of l is contained in l 0 . Let S be a finite dimensional faithful irreducible l-module. We put
S −1 for p < 0 We form the semi-direct product g of l by S, and put
. Namely g is a subalgebra of the Lie algebra A(S) = S ⊕ gl (S) of infinitesimal affine transformations of S.
Then we have (Lemma 2.1 [YY02])
Lemma 2.1. Notations being as above,
Thus m is a graded subalgebra of C µ−1 (V, W ), which has the splitting g −1 = l −1 ⊕ S −1 , where V = l −1 and W = S −µ . Hence m is a symbol algebra of µ-th order differential equations of finite type, which is called the typical symbol of type (l, S). Moreover the system G = (g, (g p ) p∈Z , l −1 , S −1 ) becomes a PPGLA of irreducible type, which is called the pseudo-product GLA of type (l, S).
This class of higher order (linear) differential equations of finite type were first appeared in the work of Y.Se-ashi [Sea88] . 
As is easily seen, 
From now on, we assume that the ground field is the field C of complex numbers for the sake of simplicity. For the discussion over R, the corresponding results will be obtained easily through the argument of complexification as in §3.2 in [Yam93] . We set
, is a simple GLA. Let us take a Cartan subalgebra h of l such that h ⊂ l 0 . Then h ∩l (resp. h ∩ u) is a Cartan subalgebra ofl (resp. u). Let ∆ = {α 1 , . . . , α } (resp. ∆ = {β 1 , . . . , β m }) be a simple root system of (l, h ∩l) (resp. (u, h ∩ u)) such that α(Z) 0 for all α ∈ ∆, where Z is the characteristic element of the GLA l = l −1 ⊕ l 0 ⊕ l 1 . We assume thatl is a simple Lie algebra of type X . We set
It is well known that the pair (X , ∆ 1 ) is one of the following type (up to a diagram automorphism) (cf. §3 in [Yam93] ):
We denote by { 1 , . . . , } (resp. {π 1 , . . . , π n }) the set of fundamental weights relative to ∆ (resp. ∆ ). Since S is a faithful l-module, we have dim z(l)
1. Assume that z(l) = {0}. Let σ be the element of z(l) * such that σ(J) = 1, where J is the characteristic element of the GLA
There is an irreduciblel -module T (resp. z l (l ) -module U ) with highest weight χ (resp. η − σ) such that S = b −1 is isomorphic to U ⊗ T as an l-module, where η is a weight of u. The following theorem was obtained in Theorem 5.4 [YY02] as the answer to the following question:
When is g the prolongation of m or (m, g 0 ) ?
In the following theorem (a), the simple graded Lie algebra b =ǧ = p∈Zǧ p is described by (Y +n+1 , Σ 1 ) such that g = 
Moreover the latter two are the prolongations of (m, g 0 ).
where µ = k + 1, dim V = and dim W = n + 1. In this case g is the prolongation of (m, g 0 ).
By Proposition 4.4.1 in [Sea88] , the Lie algebra of infinitesimal linear automorphisms of the model equation of type (l, S) coincides with l. Hence the cases (a) and (b) of the above theorem exhaust classes of the equations of type (l, S), for which the model equations admit non trivial nonlinear automorphisms. These cases correspond to the parabolic geometries associated with differential equations of finite type, which generalize the case of second and third order ODEs, mentioned in the introduction. More precisely, in the cases of (A +1 , {γ 1 , γ i }) and (C +1 , {γ 1 , γ +1 }), m coincides with the symbol algebra of the canonical system of the first or second order jet spaces (cf. §4.5 [Yam93] ) and g 0 determines the splitting of g −1 , hence the parabolic geometries associated with these graded Lie algebras are geometries of the pseudo-product structures on the first or second order jet spaces. In fact the parabolic geometry associated with (A m+n , {γ 1 , γ n+1 }) is the geometry of the pseudo-projective system of order 2 of bidegree (n, m) and the parabolic geometry associated with (C n+1 , {γ 1 , γ n+1 }) is the geometry of the pseudo-projective system of order 3 of bidegree (n, 1) (see the following section).
In the other cases of the above theorem (a), (Y +n+1 , Σ 1 ) is the prolongation of m. This fact implies that the parabolic geometries associated with these graded Lie algebras are geometries of regular differential system of type m, which have the (almost) pseudo-product structure corresponding to g −1 = S −1 ⊕ l −1 . Moreover every isomorphism of these regular differential system preserves this pseudo-product structure. Thus the parabolic geometries associated with (Y +n+1 , Σ 1 ) have the canonical (almost) pseudo-product structures in the regular differential system of type m corresponding to the splitting
In the following sections, we will calculate the explicit forms of the typical symbols of type (l, S) of the above cases and describe the above (almost) pseudo-product structures as differential equations of finite type.
Symbol of the classical cases
In this section we will describe the symbol algebra m = p<0 g p explicitly as the subalgebra of C µ−1 (V, W ), where V = l −1 and W = S −µ , by utilizing the explicit matrices description of the graded Lie algebraǧ = p∈Zǧ p of type (Y L , Σ 1 ). For an explicit matrices description of the graded Lie algebra (Y L , Σ 1 ), we refer the reader to §4.4 in [Yam93] . By this calculation, we can explicitly write down the class of differential equations of finite type corresponding to the pseudo-product structure associated with the simple graded Lie algebra (Y L , Σ 1 ). In this section, we shall discuss in the complex analytic or the real C ∞ category depending on whether K = C or R.
2). This includes the first case of (b) in the above theorem as the case n = 0.
Hence µ = 2 and we obtain the following matrix representation of g = b = sl ( + n + 2, K):
We will divide the argument into the following two cases. We first consider the typical case:
(i) i = 2, n = 0. We have j = 1 and n = 0 in the above matrix description. Hence dim l −1 = dim S −2 = and dim S −1 = 1. We put 
where y 1 , . . . , y are dependent variables and x 1 , . . . , x are independent variables. By a direct calculation, we see that the prolongation of the first order system (3.1) is given by
(ii) otherwise. are independent variables. By a direct calculation, we see that the prolongation of the first order system (3.3) is given by
Hence µ = 2 and we obtainǧ = g 2 ( , n + 1). The matrix representation is given as (1) in §2.1.
are dependent variables and x 1 , . . . , x are independent variables.
.
Here I k ∈ gl (k, K) is the unit matrix and the gradation is given again by subdividing matrices as follows;
is the space of symmetric matrices. Thus we have
We will divide the argument into the following two cases. We first consider the typical case: (i) i = 2. We have j = 1 in the above matrix description. 
From the second equality, we observe that the above second order system is the model equation of the 1-dimensional embedded subspace
. Furthermore, by a direct calculation, we see that the prolongation of this second order system (3.7) is given by
By calculating [Ξ,X] and [[Â,X],X], we have
where 
Hence µ = 3 and we obtainǧ = g 3 ( , 1). The matrix representation is given as (2) in §2.1.
We have
where y is dependent variable and x 1 , . . . , x are independent variables.
. 
Here I n ∈ gl (n, K) is the unit matrix and the gradation is given again by subdividing matrices as follows;
We have dim 
where y is dependent variable and x 1 , . . . , x n are independent variables. By a direct calculation, we see that the prolongation of the second order system (3.13) is given by (3.14) ∂ 3 y ∂x p ∂x q ∂x r = 0 for 1 p, q, r n.
Here the gradation is given again by subdividing matrices as follows;
By calculating [ξ,X], we have 
as in Case (6) and the gradation is given again by subdividing matrices as follows;
By calculating [Ξ,x], we have 
By calculating [ξ,x], we have 
Here the gradation is given again by subdividing matrices as follows; 
Hence the gradation is given as in the case (9) with i = 2 and j = − 1. We have dim 
Symbol of the exceptional cases
In this section we will describe the symbol algebra m = p<0 g p explicitly as the subalgebra of C We first recall that the graded Lie algebraǧ = p∈Zǧ p of type (Y L , Σ 1 ) is described in terms of the root space decomposition as follows (cf. §3 in [Yam93] ): Let us fix a Cartan subalgebra h ofǧ and choose a simple root system Σ = {γ 1 , . . . , γ L } of the root system Φ ofǧ relative to h. For the subset Σ 1 of Σ, we put
where Φ + denotes the set of positive roots. Then the gradationǧ = p∈Zǧ p is given by
where g α is the root space for α ∈ Φ. In the following, let us take a Chevalley basis {x α (α ∈ Φ); h i (1 i L)} ofǧ and put y β = x −β for β ∈ Φ + (cf.Chapter VII [Hum72] ). We will describe the structure of the negative part m = p<0ǧ p of (Y L , Σ 1 ) in terms of {y β } β∈Φ + . For the property of the Chevalley basis, we recall that, for α, β ∈ Φ
In this section, we shall treat both complex simple graded Lie algebras (Y L , Σ 1 ) and their normal real forms at the same time and we shall discuss in the complex analytic or the real C ∞ category depending on whether we treat complex simple graded Lie algebras (Y L , Σ 1 ) or their normal real forms. 
, we fix the orientation by the following order;
Finally, for α ∈ Φ + 2 , we fix the orientation by the following;
Then, for example, we calculate
In the same way, by the repeated application of Jacobi identities, we obtain
Thus, by fixing the basis {y α i } of S −2 and {y ξ j } of l −1 , an element A = a 1 ad(y η −7 ) + a 2 ad(y η −5 ) + a 3 ad(y η −3 ) + a 4 ad(y η −1 ) + a 5 ad(y η 1 ) + a 6 ad(y η 3 ) + a 7 ad(y η 5 ) + a 8 ad(y η 7 ) 
For the gradation of type (E 6 , {γ 1 , γ 3 }), we have , we observe that α + β / ∈ Φ for α, β ∈ Φ .4) and (4.5) below up to signs.
We fix the signs of y β for β ∈ Φ 
, we fix the orientation by the following order; 
In the same way, by the repeated application of Jacobi identities, we obtain 
Thus S −1 is embedded as the 1-dimensional subspace of
By the above matrix representation, we can embed S −2 as a subspace of S −3 ⊗ (l −1 ) * ∼ = M (5, 10) and obtain the following first order system as the model equation whose symbol coincides with this subspace: j = 1, . . . , 10) , by the property of the Chevalley basis. Hence, from Planche V in [Bou68] , we readily obtain the non-trivial bracket relation amongǧ −1 and [ǧ −2 , l −1 ] as in (4.9) and (4.10) below up to signs.
For η ∈ Φ + 2 , we fix the orientation by the following order; 
Moreover we calculate as in
and obtain 
Thus, by fixing the basis {y θ } of S −3 and {y ξ 1 , . . . , y ξ 10 } of (10) is represented as the symmetric matix of the following form; 
Hence the standard differential system (M (m), D m ) of type m in this case is given by
= dp 1 + q 5 dx 8 + q 4 dx 9 + q 3 dx 10 , 2 = dp 2 − q 5 dx 5 − q 4 dx 7 + q 2 dx 10 , 3 = dp 3 + q 5 dx 4 + q 4 dx 6 + q 1 dx 10 , 4 = dp 4 + q 5 dx 3 − q 3 dx 7 − q 2 dx 9 , 5 = dp 5 − q 5 dx 2 + q 3 dx 6 − q 1 dx 9 , 6 = dp 6 + q 4 dx 3 + q 3 dx 5 + q 2 dx 8 , 7 = dp 7 − q 4 dx 2 − q 3 dx 4 + q 1 dx 8 , 8 = dp 8 + q 5 dx 1 + q 2 dx 6 + q 1 dx 7 , 9 = dp 9 + q 4 dx 1 − q 2 dx 4 − q 1 dx 5 10 = dp 10 + q 3 dx 1 + q 2 dx 2 + q 1 dx 3 . Here (x 1 , . . . , x 10 , y, p 1 , . . . , p 10 , q 1 , . . . , q 5 ) is a coordinate system of M (m) ∼ = K
26
. Thus the model equation of our typical symbol m =ǧ
where y is dependent variable and x 1 , . . . , x 10 are independent variables. By a direct calculation, we see that the prolongation of the second order system (4.11) is given by
For the gradation of type (E 7 , {γ 6 , γ 7 }), we have , we observe that α + β / ∈ Φ for α, β ∈ Φ
, if η + ξ ∈ Φ, by the property of the Chevalley basis. Hence, from Planche VI in [Bou68] , we readily obtain the non-trivial bracket relation amongǧ −1 and [ǧ −2 , l −1 ] as in (4.13) and (4.14) below up to signs.
, we fix the orientation by the following order; In the same way, by the repeated application of Jacobi identities, we obtain Thus S −1 is embedded as the 1-dimensional subspace of S −3 ⊗ S 2 ((l −1 ) * ) spanned by the following quadratic form f f (X, X) = (x 1 x 11 − x 2 x 9 + x 3 x 6 − x 4 x 5 )y α 1 + (x 1 x 13 − x 2 x 10 + x 3 x 8 − x 4 x 7 )y α 2 + (x 1 x 14 − x 2 x 12 + x 5 x 8 − x 6 x 7 )y α 3 + (x 1 x 15 − x 3 x 12 + x 5 x 10 − x 7 x 9 )y α 4 + (x 2 x 15 − x 3 x 14 + x 5 x 13 − x 7 x 11 )y α 5 + (x 1 x 16 − x 4 x 12 + x 6 x 10 − x 8 x 9 )y α 6 + (x 2 x 16 − x 4 x 14 + x 6 x 13 − x 8 x 11 )y α 7 + (x 3 x 16 − x 4 x 15 + x 9 x 13 − x 10 x 11 )y α 8 + (x 5 x 16 − x 6 x 15 + x 9 x 14 − x 11 x 12 )y α 9 + (x 7 x 16 − x 8 x 15 + x 10 x 14 − x 12 x 13 )y α 10 for X = 16 j=1 x j y ξ j ∈ l −1 . By the above matrix representation, we can embed S −2 as a subspace of S −3 ⊗ (l −1 ) * ∼ = M (10, 16) and obtain the following first order system as the model equation whose symbol coincides with this subspace: 
For the gradation of type (E 7 , {γ 1 , γ 7 }), we have , we fix the orientation by the following order;
For ξ ∈ Ψ 1 , we fix the orientation by the following order; 
From (4.18), we have S −2 = V * , by fixing the base of S −3 ∼ = K and putting l −1 = V . Moreover, from (4.19), S −1 is embedded as the 10-dimensional subspace of S 2 (V * ) spanned by the following quadratic forms f 1 , . . . , f 10 ; f 1 (X) = −x 7 x 16 + x 8 x 15 − x 10 x 14 + x 12 x 13 , f 2 (X) = −x 5 x 16 + x 6 x 15 − x 9 x 14 + x 11 x 13 , f 3 (X) = −x 3 x 16 + x 4 x 15 − x 9 x 12 + x 10 x 11 , f 4 (X) = −x 2 x 16 + x 4 x 14 − x 6 x 12 + x 8 x 11 , f 5 (X) = −x 1 x 16 + x 4 x 13 − x 6 x 10 + x 8 x 9 , f 6 (X) = −x 2 x 15 + x 3 x 14 − x 5 x 12 + x 7 x 11 , f 7 (X) = −x 1 x 15 + x 3 x 13 − x 5 x 10 + x 7 x 9 , f 8 (X) = −x 1 x 14 + x 2 x 13 − x 5 x 8 + x 6 x 7 , f 9 (X) = −x 1 x 12 + x 2 x 10 − x 3 x 8 + x 4 x 7 , f 10 (X) = −x 1 x 11 + x 2 x 9 − x 3 x 6 + x 4 x 5 .
for X = 
= dp 1 + q 10 dx 11 + q 9 dx 12 + q 8 dx 14 + q 7 dx 15 + q 5 dx 16 , 2 = dp 2 − q 10 dx 9 − q 9 dx 10 − q 8 dx 13 + q 6 dx 15 + q 4 dx 16 , 3 = dp 3 + q 10 dx 6 + q 9 dx 8 − q 7 dx 13 − q 6 dx 14 + q 3 dx 16 , 4 = dp 4 − q 10 dx 5 − q 9 dx 7 − q 5 dx 13 − q 4 dx 14 − q 3 dx 15 , 5 = dp 5 − q 10 dx 4 + q 8 dx 8 + q 7 dx 10 + q 6 dx 12 + q 2 dx 16 , 6 = dp 6 + q 10 dx 3 − q 8 dx 7 + q 5 dx 10 + q 4 dx 12 − q 2 dx 15 , 7 = dp 7 − q 9 dx 4 − q 8 dx 6 − q 7 dx 9 − q 6 dx 11 + q 1 dx 16 , 8 = dp 8 + q 9 dx 3 + q 8 dx 5 − q 5 dx 9 − q 4 dx 11 − q 1 dx 15 , 9 = dp 9 − q 10 dx 2 − q 7 dx 7 − q 5 dx 8 + q 3 dx 12 + q 2 dx 14 , 10 = dp 10 − q 9 dx 2 + q 7 dx 5 + q 5 dx 6 − q 3 dx 11 + q 1 dx 14 , 11 = dp 11 + q 10 dx 1 − q 6 dx 7 − q 4 dx 8 − q 3 dx 10 − q 2 dx 13 , 12 = dp 12 + q 9 dx 1 + q 6 dx 5 + q 4 dx 6 + q 3 dx 9 − q 1 dx 13 , 13 = dp 13 − q 8 dx 2 − q 7 dx 3 − q 5 dx 4 − q 2 dx 11 − q 1 dx 12 , 14 = dp 14 + q 8 dx 1 − q 6 dx 3 − q 4 dx 4 + q 2 dx 9 + q 1 dx 10 , 15 = dp 15 + q 7 dx 1 + q 6 dx 2 − q 3 dx 4 − q 2 dx 6 − q 1 dx 8 , 16 = dp 16 + q 5 dx 1 + q 4 dx 2 + q 3 dx 3 + q 2 dx 5 + q 1 dx 7 . Here (x 1 , . . . , x 16 , y, p 1 , . . . , p 16 , q 1 
Equivalence of Parabolic Geometries
In this section, we will discuss about the equivalence of each parabolic geometry associated with the differential equations of finite type explicitly described in §3 and §4.
In the following, we will first show a common property of the typical symbol m of type (l, S). Here m = Proof. Since the fact S p+1 ⊂ ρ(S p ) is clear, it is sufficient to prove that ρ(S p ) ⊂ S p+1 . Let ϕ be an element of ρ(S p ). The space ρ(S p ) can be considered as a subspace of Hom(l −1 , S p ).
(A) The parabolic geometry associated with (A +n+1 , {γ 1 , γ +1 }) (n 0, 1) is the geometry of the pseudo-pojective systems of second order of bidegree ( , n + 1), i.e. the geometry of the second order equations of independent and n + 1 dependent variables by point transformations. The parabolic geometry associated with (C +1 , {γ 1 , γ +1 }) ( 1) is the geometry of the pseudo-projective systems of third order of bidegree ( , 1), i.e. the geometry of the third order equations of independent and 1 dependent variables by contact transformations. . We further assume that p ) becomes a regular differential system of type m. Actually the set of n-dimensional integral elements of (R, D) forms a bundle over R, which contains R (1) as an open dense subset such that D (1) coincides with the canonical system induced by this Grassmanian construction (cf. §2 in [Yam82] , §1 in [Yam99] ). Moreover, by (1) of Proposition 5.1, integral elements of (R , D (1) ) are unique at each point of R (1) so that p ) has the (almost) pseudo-product structure corresponding to the splitting g −1 = V ⊕ S −1 . In fact S −1 corresponds to the fibre direction Ker(p ) preserves the pseudo-product structure. In particular an isomorphism of (R ) preserves the projection p , D (1) ) induces that of (R, D) and coincides with the local lift of this isomorphism of (R, D). Hence the local equivalence of (R ) is reducible to that of (R, D).
By Theorem 2.7 and 2.9 [Tan79] and Proposition 5.5 [Yam93] , we observe that parabolic geometries associated with (C +1 , {γ i , γ +1 }) (2 < i < ), (D +1 , {γ i , γ +1 }) (2 < i < ), (E 6 , {γ 3 , γ 1 }) and (E 7 , {γ 6 , γ 7 }) have no local invariants. Hence in these cases, (R, D), satisfying the integrability conditions, is always locally isomorphic to the model equation given in Case (3), (9) of §3 or Case (2), (4) of §4 respectively.
