Abstract. In this work we establish existence and multiplicity of solutions for elliptic problem with nonlinear boundary conditions under strong resonance conditions at infinity. The nonlinearity is resonance at infinity and the resonance phenomena occurs precisely in the first Steklov eigenvalue problem. In all results we use Variational Methods, Critical Groups and the Morse Theory.
Introduction
The main goal of this paper is to prove the existence and multiplicity of solutions for the linear elliptic problems with nonlinear boundary conditions where Ω ⊂ R N , N ≥ 2 is a bounded domain with boundary ∂Ω of class C 2 , c ∈ L p (Ω). Thorough this work we assume that p ≥ N and c ≥ 0 a.e.; on Ω with strict inequality on a set of positive measure. Here ∂/∂ν := ν · ∇ denotes the outward (unit) normal derivative on ∂Ω and µ 1 is first positive eigenvalue of the Steklov problem −∆u + c(x)u = 0 in Ω, ∂u ∂ν = µu on ∂Ω.
(1.
2)
The nonlinear term f : ∂Ω × R → R satisfies the well known Carathéodory conditions, i.e.; we assume that (f 0 ) The function f : ∂Ω × R → R satisfies i): f (., u) is measurable on ∂Ω, for each u ∈ R.
ii): f (x, .) is continuous on R, for a.e.x ∈ ∂Ω.
Moreover, we shall consider f subcritical, i.e.; we assume that The main objective in this work is to consider linear elliptic problems under resonance conditions at infinity on the boundary. In this way, we assume also that lim |u|→∞ f (x, u) u = 0, (
holds uniformly and almost everywhere in x ∈ ∂Ω. The limit just above says that problem (1.1) presents the resonance phenomena at the first positive eigenvalue problem given by (1.2). Our approach in this work for the problem (1.1) purely variational. Here we mention that find weak solutions of (1.1) in H 1 (Ω) is equivalent to finding critical points of the C 1 functional J : H 1 → R given by
where
f (x, s) ds, x ∈ ∂Ω, u ∈ R.
We point out that problem (1.1) presents the Steklov resonance phenomena at the first Steklov eigenvalue by assertion (1.3). These problems have been studied by many authors in the recent years, we refer the reader to G.Auchmuty [1] , J. de Godoi, O. Miyagaki, R. Rodrigues [3] , da Silva [4] , A. Fadlallah [7] , N. Mavinga [8] , N. Mavinga, M. Nkashama [9] , [10] , [11] , l. Steklov [12] , and references therein.
Recall that the Steklov resonance phenomena for problem (1.1) becomes stronger when the function f is small at infinity. In that case there is an interesting class of resonance problems called the Steklov strong resonance problems. Specifically, we say that the problem (1.1) presents the Steklov strong resonance phenomena when (SSR) lim |u|→∞ f (x, u) = 0, and |F (x, u)| ≤F (x) a.e.; in x ∈ ∂Ω, u ∈ R, holds for someF ∈ L q (∂Ω), where q ≥ 1. One more time the limit just above is uniformly and almost everywhere in x ∈ ∂Ω. It is important to mention that well known nonquadraticity condition at infinity introduced in [14] was used in order to prove compactness conditions such as the Cerami condition which is essential in variational methods. More precisely, the nonquadraticity condition at infinity can be written as
where the limit above are taken uniformly and almost everywhere in x ∈ ∂Ω. However, there are few results on the existence (see [7] ) for problem (1.1) when the conditions (N QC) + and (N QC) − are not satisfied, i.e.; when
is bounded below and above. This case occurs in the Steklov strong resonance situation when the function f is small enough at infinity. For instance, suppose (SSR) and lim sup 6) holds for some C > 0. Then the conditions (N QC) + and (N QC) − do not work in this case. In other words, under condition (SSR) the function f goes to zero faster than the function h(u) = u goes to infinity proving that the nonquadraticity conditions (N QC) + and (N QC) − are not verified. To the best of our knowledge there is no results about the multiplicity for problem (1.1) under strong resonant conditions at infinity. Here we give some existence and multiplicity solutions for the problem (1.1) which complements and extend early results in the literature.
In this paper we establish the existence and multiplicity of solutions for (1.1) assuming Steklov strong resonance conditions at infinity such that the condition (1.6) is verified. In other words, we wish to find existence and multiplicity of solutions for (1.1) where f is small enough at infinity and the primitive of f (F ) is abounded function.
In this case we will introduce some conditions which are weaker than the conditions (N QC) + or (N QC) − in the Steklov strong resonance situations. More specifically, motivated in part by [4] , we shall assume either 8) holds uniformly and a.e., in x ∈ ∂Ω. We recall that a(x) ≤ 0 a.e.; x ∈ ∂Ω with strict inequality on a set of positive Lebesgue measure of ∂Ω. The b(x) has a similar definition. In order to control the resonance we will assume the conditions (HOC) − or (HOC) − proving that the functional J satisfies the Cerami condition (We say the functional J satisfies Cerami condition at the level c ∈ R, ((Ce) c in short )) if any sequence
as n → ∞, possesses a convergent subsequence in H 1 (Ω). Moreover, we say that J satisfies (Ce) condition when (Ce) c holds for all c ∈ R. It is weaker than Palais Smale conditon. Then, using variational methods we can prove some existence and multiplicity results for problem (1.1). Firstly, using Ekeland's Variational principle, we can prove the following existence result:
In what follows we shall assume that
Under this condition, we deduce that u ≡ 0 is a trivial solution of problem (1.1). Hence the key point here is to ensure the existence of nontrivial solutions for problem (1.1).
Now we shall consider the following hypotheses: (BH1) The function f possesses the following growth at the origin:
uniformly and almost everywhere in x ∈ ∂Ω. (BH2) There are real numbers a Moreover, we consider the following hypothesis: (BH3) There are r > 0 and ǫ
Then, applying the Three Critical Point Theorem, we can also prove the following multiplicity result: This work is organized as follows: In Section 2 we give the main properties for the eigenvalue Steklov problem and for the geometry of J. In section 3 we prove that J satisfies the Cerami compactness condition. Section 4 is devoted to the proof of our main theorems.
Preliminares
In this section we shall discuss the main properties of the eigenvalue Steklov problem. Later on, we shall also discuss the geometry of J proving that J admits the mountain pass geometry, saddle point geometry or a local linking geometry at the origin. Let's define the real inner-product as
for the proof see [7] .
Proposition 2.1. Under the assumptions built on c the norm
defines a norm which is equivalent to the usual norm on H 1 (Ω).
Proof of Proposition 2.1. Clearly ||.|| c is a norm. We show that ||.|| c is equivalent to the usual norm on H 1 (Ω), recall that the norm on H 1 (Ω)
Since, we know that (from above
, where C is positive constant, so we have that
since ||u|| c (where C 2 is positive constant) is continuous and quadratic on H 1 (Ω). Conversely, there is an α > 0 such that
(For the proof see Theorem 3.2 in [1]) we have that
Thus, the two norms are equivalent.
Thorough this work we shall use the norm . c given above which it became (H 1 (Ω), . c ) an Hilbert space. The inner product is given by
See [13] For The Proof of Lemma 2.1.
with strict inequality holding in some subset with positive Lebesgue measure.
Lemma 2.2. Assume that c satisfy the above condition. Then we have the following properties:
i: 
(Ω). Therefore, by the c−orthogonality, and the characterization of µ 1 (i.e.;
c . Thus, the inequality (2.3) holds. Now assume we have that
, where ϕ 1 the eigenfunction corresponding to µ 1 . Therefore, u is a multiple of an eigenfunction of equation (1.2) corresponding to µ 1 We have that
Now let µ j = max µ ∀i ≤ j, then we have that
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Now let µ j+1 = min µ ∀ i ≥ j + 1, then we have that
and
is weakly continuous, and J
, the continuity of the trace operator from
and the Hölder inequality that J and J ′ are well defined. Using arguments similar to those in the proof of Proposition B.10 in [13] one sees that J 2 belong to C 1 (H 1 (Ω), R) with Fréchet derivative by the first two terms of J ′ (u). We shall now prove that J 2 also belong to C 1 (H 1 (Ω), R), that it is weakly continuous and that J ′ 2 (u) is compact. We first prove that J 2 is Fréchet differentiable on H 1 (Ω), and that J ′ 2 (u) is continuous. For this purpose, let u ∈ H 1 (Ω), we claim that given ǫ > 0, there exists δ = δ(ǫ, u) such that
It therefore follows that
where ϑ and κ will be defined later. It then follows that
By the Mean Value Theorem we get that
5) where θ ∈ (0, 1). It follows from (2.5) and iv : that
where a 1 , a 2 > 0 are constants, using Hölder inequality we obtain
, where
Notice that
2N −2 < 1, so there exists a σ > 1 such that (2.6) is satisfied. Using the continuity of the trace operator from
By the continuity of the trace operator from
and Hölder inequality,
Hence,
We can assume δ ≤ 1 and choose ϑ large such that
Since F ∈ C 1 (Ω × R), given anyǫ,θ > 0, there exists aκ =κ(ǫ,θ) such that
for all x ∈ ∂Ω, |ξ| ≤θ, and |h| ≤κ. In particular ifθ = ϑ andκ = κ, this implies
Chooseǫ such that. This determinesκ = κ. It follows 
.
By taking into account condition iv : and Lemma 2.1, we see that the right-hand of the above inequality tends to zero as m → ∞. Hence, J ′ 2 is continuous. Now let us prove that J 2 is weakly continuous. Let u n ⇀ u in H 1 (Ω), it follows that ||u n || c < C. By the compactness of the trace operator, there exists a subsequence
by Hölder inequality.
Therefore, by Lemma 2.1 we get that J 2 (u n k ) → J 2 (u). We claim that
, then there exists a subsequence {u nj } such that |J 2 (u nj )−J 2 (u)| ≥ ǫ. But the sequence {u nj } has a subsequence (we call again {u nj }) which convergent to u in L s+1 (∂Ω) and J 2 (u nj ) → J 2 (u). This leads to a contradiction. Thus, J 2 (u n )toJ 2 (u).
Finally, let us prove that J ′ 2 is compact. Let {u n } be a bounded sequence in Definition 2.1. A weak solution of the equation 1.1, we mean a function 
ii): There exists e ∈ H 1 (Ω) such that J(e) < 0 and e ∂ > α.
Proof of Proposition 2.2. First we show i). From (BH1) we have that
lim sup u→0 f (x, u) u < 0 < γ.
This implies that
for some q ∈ (2, N +2 N −2 ) and C > 0 where 0 < γ < µ 1 . By Sobolev's embedding and the trace theorem we have that
from Lemma 2.2 we have that
so we obtain
for all u ∈ H 1 (Ω). Putting ||u|| ∂ = α with α > 0 small enough. The proof of i) is complete. Second we show ii). Let e = tϕ 1 where ϕ 1 the first eigenfunction for the Steklov problem with (c = 0), and t ∈ R \ {0}, for any t big enough such that ||e|| ∂ > α, clearly e ∈ H 1 (Ω). Now we show that J(e) < 0
So, we have that
By (BH2), we have that J(e) < 0. The proof of ii) is complete.
Proposition 2.3. Suppose (SSR). Then the functional J is bounded from below. Moreover, the value
c inf = inf
is a critical value of J, i.e.; there exists u 0 ∈ H 1 (Ω) such that J(u 0 ) = c inf and
Proof. First of all, we shall prove that J is bounded from below. The proof for this assertion follows arguing by contradiction. Consider a sequence (u n ) ∈ H 1 (Ω) in such way that J(u n ) → −∞ as n → ∞. Thus we obtain u n → ∞. Without any loss of generality we suppose that J(u n ) ≤ 0, n ∈ N. Under this condition we have
Dividing the inequality in (2.11) we obtain
Using (SSR) and Lebesgue Dominated Convergence Theorem we have
This together with (2.12) imply that
Thanks to variational inequality for µ 1 we also that
. Now using the compact Sobolev embedding we see that
Furthermore, using the fact that the norm is weakly lower semicontinuous we have that
In particular, we see that
and v n → v in H 1 (Ω). So v = tφ 1 for some t ∈ R. After that, using that (v n ) is normalized, the inequality (2.12) says also that
This ensures that
Thus we have been showed that v = 0. Now we shall write u n = t n φ 1 + w n where t n ∈ R, w n ∈ ∞ j=2 E(µ j ). According to (2.12) and variational inequality for µ 2 it follows that
(2.20)
Using one more time (2.13) we easily see that w n || → 0 as n → ∞. As a consequence
In addition, we easily see that
Now we mention that (SSR) implies that
In particular, we have
Thus we have a contradiction with (2.22) proving that J is bounded from below. Later on, we shall prove that J satisfies the Cerami condition, see Proposition 3.2. Since J is bounded from below is standard from Ekeland's Variational Principe to show that c inf is a critical value. Hence there exists u 0 ∈ H 1 (Ω) such that J ′ (u 0 ) ≡ 0 and J(u 0 ) = c inf . This completes the proof.
Now we define the sets
and Proof. We show that J is bounded from below over A + , similar proof for bounded from below over A − we use the φ 1 orthogonal to w under c−norm and ∂−norm.
c > C , where C is some constant, so that J is bounded from below over A + , and Similarly for A − . We show that J has critical value on A + . Since J is bounded from below over A + ant it is of C 1 class and satisfy (P S) condition it follows from Theorem 4.15 [7] that J has critical value on A + . Similarly for A − . Define
Now we show that c
We consider the functionals J ± = J| A ± . Since we obtain two critical points which are denote by u 
Moreover, we see that u + 0 and u − 0 are nonzero critical points. By using (BH2) we have that
By using (BH2), (BH2) ′ , Lemma 2.2 we deduce that J restrict to ∞ j=2 E(µ j ) is nonnegative. In fact, taking w ∈ ∞ j=2 E(µ j ) we have the following estimates: 
Proof. According (SSR) is quite standard to ensure that i) is verified. We will omit the details in this case. Now we shall prove the item ii). The proof follows by contradiction. Let (u n ) ∈ E(µ 1 ) be an unbounded sequence such that J(u n ) → ∞ as n → ∞. Clearly, using the fact that E(µ 1 ) is unidimensional, we can rewrite u n = t n φ 1 for some sequence (t n ) ∈ R such that |t n | → ∞ as n → ∞. In this way, we obtain
holds for any n ∈ N big enough. This identity implies that
In particular, the last assertion yields
This is a contradiction with (2.30) proving that J is bounded from above on E(µ 1 ). So we finish the proof. Proof. First we shall consider the proof for the item i). Let w ∈ ∞ j=2 E(µ j ) be a fixed function. Using (BH3) it follows that
where we put q ∈ (2, 2 ⋆ ). Hence the last estimate and Sobolev compact embedding imply that
34) Thus the variational inequality for µ 2 and (2.34) provide us the following estimates
As a consequence we obtain a number δ 1 > 0 in such way that
So we end the proof of item i). Now we shall consider the proof for the item ii). Here we mention that any norms in E(µ 1 ) are equivalents. Thus there exists C > 0 such that
(2.37)
In particular, putting u ∈ E(µ 1 ) in such way that u ≤ r C we obtain u ∞ ≤ r where r > 0 is given by (BH3). Define δ 2 = r C . Using one more time (BH3) we also see that
This fact proves the item ii). Hence the proof of this proposition is achieved taking δ := min(δ 1 , δ 2 ). So we finish the proof.
The proof of Cerami condition
In this section we shall prove that J satisfies the Cerami condition. As a first step we shall prove that any Cerami sequence for J is bounded in H 1 (Ω). Proof of Theorem 1.3. Now we shall consider the saddle point geometry given in Proposition 2.5. Taking into account that J satisfies the Cerami we obtain a critical point u 2 ∈ H 1 (Ω) for the functional J in such way that C 1 (J, u 2 ) = 0. Here C k (J, .) is stand for the critical groups for J at some critical point. For further results on critical groups and morse theory we infer the reader to Chang [5] . Minimizing J over the sets A + , A − we obtain again two critical points u − , u + ∈ H 1 (Ω) such that C k (J, u ± ) = δ k0 Z. As a consequence u ± , u 2 are three different critical points and problem (1.1) admits at least three nontrivial solutions. So we finish the proof.
Proof of Theorem 1. 4 . First of all, the functional J satisfies the Cerami condition, see Proposition 3.2. According to Proposition 2.3 the functional J is bounded from below. Furthermore, Proposition 2.6 says that J admits the Local Liking geometry. For the Local Linking Theorem we infer the reader to [18] . Hence using the Local Linking Theorem we obtain the existence of two nontrivial weak solutions for the problem (1.1). So we end the proof.
