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Abstract
Sound wave propagation in argon gas is simulated using molecular dynam-
ics (MD) in order to determine the attenuation of acoustic energy due to
classical (viscous and thermal) losses at high frequencies. In addition, a
method is described to estimate attenuation of acoustic energy using the
thermodynamic concept of exergy. The results are compared against stand-
ing wave theory and the predictions of the theory of continuum mechan-
ics. Acoustic energy losses are studied by evaluating various attenuation
parameters and by comparing the changes in behavior at three different fre-
quencies. This study demonstrates acoustic absorption effects in a gas sim-
ulated in a thermostatted-molecular simulation and quantifies the classical
losses in terms of the sound attenuation constant. The approach can be ex-
tended to further understanding of acoustic loss mechanisms in the presence
of nanoscale porous materials in the simulation domain.
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1. Introduction
Nanomaterials show promise as sound-absorbing materials for noise con-
trol in applications such as engines, buildings, vehicles, aircraft, spacecraft
and watercraft [1–7]. Molecular simulations can play an important role in
shedding light on the detailed mechanisms by which nanomaterials absorb
sound [8–10]. However, conventional molecular dynamics simulation tech-
nique assume some conserved quantity and thus it is not straightforward to
measure dissipation of acoustic energy. Thus, a need exists for a method to
quantify attenuation of acoustic energy during sound wave propagation in a
medium (gas) that allows absorption to be modeled in a thermostatted molec-
ular dynamics simulation. Attenuation of sound occurs in a monatomic gas
due to viscous and thermal losses (also known as classical losses) of acous-
tic energy. Viscous losses occur due to the differences in relative motions
between adjacent portions of the medium such as during the compression
and expansion of the medium that accompany the transmission of an acous-
tic wave [11]. Thermal losses result from heat conduction between adjacent
portions of the medium generated by higher temperature condensations and
lower temperature rarefactions. A detailed description of such loss mecha-
nisms can be found in the literature [11, 12]. In many situations, especially
at low frequency, acoustic dissipation is insignificant and can be ignored for
the length and time scales of interest [11]. However, with high-frequency
sound wave propagation, the losses are significant for distances on the order
of a wavelength. Hence, estimation of losses in a medium for high-frequency
sound waves is very important to distinguish between the losses that occur in
the fluid and the losses that occur due to the interaction between the fluid and
any other components (for example, absorptive media). Here, a simulation
framework for molecular dynamics was developed to study the sound field
characteristics of high-frequency wave propagation in a simple gas with the
long term aim of extending the study to investigate the absorption behavior
of nanomaterials. As such, in this study, MD simulations were performed for
an acoustic system consisting of a monatomic gas that accounts for the effects
of classical absorption in high-frequency sound propagation, in which losses
occur due to the conversion of the coherent acoustic energy into random
thermal energy as the wave propagates. A noble contribution of this paper is
the use of the thermoacoustic concept of exergy to identify acoustic damping
in MD simulations. Exergy is a form of energy that accounts for the ability
to do useful work in a system in the presence of a freely accessible thermal
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reservoir at a particular temperature [13]. A method using the thermoacous-
tic concept of exergy is demonstrated to distinguish between the coherent
acoustic energy and random thermal energy, in which the losses/dissipation
of acoustic energy are defined in terms of entropy generation. Estimates of
the losses were compared with those of the classical mechanics and standing
wave theory for three different frequencies.
In conventional computer simulations of acoustic wave propagation (such
as Computational Fluid Dynamics), classical losses are defined using contin-
uum theory and the losses are quantified as a function of sound attenuation
based on continuum fluid assumptions [14, 15]. As mentioned earlier, the
classical sources of attenuation in a sound wave are internal viscous friction
and heat conduction. The losses of energy caused by internal friction are
determined by the transmitted energy (which is proportional to ρv2, where v
is the particle velocity) and the kinematic viscosity µ/ρ (where µ and ρ are
the dynamic viscosity and density of the gas, respectively) [16]. The thermal
losses caused by heat conduction are determined by the thermal conductiv-
ity κ of the propagation medium and the generated temperature gradient
∇T (where T is the gas temperature) between the hotter (condensed) and
cooler (rarefied) regions of the waves [11, 12]. The equation for the rate of
energy loss in a volume element can be derived from the classical theory of
Navier-Stokes and its extension to the Burnett and super-Burnett limits for
an acoustic field in terms of an attenuation constant, which is proportional to
the square of the frequency [11, 12, 16–18]. However, the theoretical approxi-
mations of attenuation for an acoustic system based on a fluid continuum are
only applicable at low frequencies, where the relaxation time for absorption
(viscous and thermal) is similar to the mean time between collisions [9, 11].
Thus, for frequencies approaching the relaxation frequency, where the wave-
length is about the same size as the mean free path, the assumption of fluid
continuum is inaccurate [9, 11]. Hence, the classical theory is not applica-
ble for high-frequency wave propagation or nanoscale systems for which the
characteristic length scale is comparable to the molecular mean free path. As
such, classical losses estimated based on the theory of continuum mechan-
ics may not be applicable for evaluating attenuation in molecular dynamics
simulations of acoustic wave propagation in a gas at the nanoscale. Hadjicon-
stantinou and Garcia [17] conducted DSMC (Direct Simulation Monte Carlo)
simulations of sound wave propagation in the gigahertz (GHz) range. They
derived the sound speed and attenuation coefficient by non-linear fitting the
simulation results of velocity amplitude, assuming plane-wave theory. It was
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observed that the predictions were significantly affected by the free molecu-
lar flow near the sound source in a high-frequency sound wave propagation,
where the wavelength was comparable to the mean free path. Thus, the curve
fits of the waveforms indicated the sensitivity of the results to the choice of
the distance for data fits from the sound source [17]. Therefore, it is impor-
tant to have a method that can accurately measure losses due to classical
acoustic-absorption mechanisms in a nanoscale domain for high-frequencies,
without relying on factors such as free molecular flow or continuum approx-
imations [9, 10]. Hence a comprehensive method is developed here based on
entropy generation.
This paper is organized as follows. First, Section 2 describes the simu-
lation domain and simulation parameters required to model the sound wave
propagation. Second, Section 3 presents the development of the relevant
theories and modified calculation methods that were used to obtain sound
attenuation parameters of the simulated wave. Finally, the simulation results
are discussed in Section 4. The deviations from classical mechanics are also
discussed in this section. Overall, this paper demonstrates the utility of the
MD simulation method to study classical acoustic absorption in a simple gas
at the nanoscale.
2. Simulation Details
A rectangular domain of length Lz = 150 nm in the wave propagation
direction shown in Figure 1 was used to simulate plane sound wave propa-
gating in a monatomic gas (argon). The simulation domain had dimensions
of Lx = Ly = 70 nm transverse to the wave propagation direction. The
simulation domain was chosen for high-frequency sound-wave propagation
at a frequency of f ≈ 1.5 GHz, with a domain length equivalent to approx-
imately half the wavelength of the acoustic wave to reduce computational
cost without sacrificing the accuracy of the simulation results. Molecular dy-
namics simulations were performed at frequencies of f ≈ 1.5, 2 and 2.5 GHz
to enable observations of the changes in the sound field as the excitation fre-
quency changed. The large-scale atomic/molecular massively parallel simula-
tor (LAMMPS) package[19, 20] was used for the simulations. An oscillating
wall comprising a closed packed FCC (Face-Centered Cubic) lattice of “solid”
argon atoms was used as a sound source and excited at z = 0 by imposing
a sinusoidally varying velocity in the positive z-direction. Figure 1(a) shows
a sketch of the simulation domain, where the far end of the simulation do-
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(a) Schematic of simulation geometry
(b) Snapshot of MD simulation domain
Figure 1: Simulation domain and sound source model for acoustic wave propagation in
argon gas.
main in the z-direction was terminated with a specular reflecting wall and
the system was replicated in the transverse directions using periodic bound-
ary conditions. The domain was filled with argon gas with a density of ρ =
1.8 kg m−3 (20,412 molecules) to maintain the gas pressure at P = 1 atm.
In the simulations at high frequency, an auxiliary mechanism that is com-
patible with wave propagation modeling was required to remove the addi-
tional heat from the system, in where the rapid oscillation of the sound
source heats the system rapidly as the acoustic source continuously does
work on the gas. Therefore, a Nose´-Hoover thermostat at T = 273 K was
coupled loosely (with a thermostatting damping time (τ) of 1 period) to
the degrees of freedom of the gas molecules perpendicular (x and y) to the
propagating wave (z-direction) to control the temperature [8]. The piston
wall of solid argon, combined with the thermostat applied on the gas, was
designed to mimic a diffuse reflection boundary condition. The wall was cre-
ated by holding a collection of 35,645 argon atoms fixed with respect to one
another. The oscillation of the wall was generated with a velocity assigned to
wall atoms collectively by imposing a sinusoidally varying velocity in the z-
direction. During the simulation, the piston created the sinusoidally varying
velocity while the thermostat imposed a Maxwellian-Boltzmann distribution
at the desired temperature on the velocity components of the gas molecules
perpendicular to the wave propagation direction.
The interactions between gas molecules (i.e., argon-argon) was described
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by a Lennard-Jones (LJ) 12-6 potential with LJ parameters εij = 10.33 meV
and σij = 3.40 A˚ and a cut-off distance of 3σij [21]. A short-range purely
repulsive WCA (Weeks-Chandler-Andersen) potential [22] with the same LJ
parameters was used for the interaction between the atoms of the solid wall




Simulations were initiated with a Maxwell-Boltzmann distribution of gas
velocities corresponding to a temperature of T = 273 K and were equilibrated
for 2 ns at the same temperature of T = 273 K with the piston stationary.
A Langevin thermostat was used to control the gas temperature during the
equilibration period. Thereafter, the temperature was maintained with a
Nose´-Hoover thermostat and further relaxed for 750 ps at the same temper-
ature. Then, the piston was sinusoidally oscillated at a frequency of ap-
proximately 1.5 GHz with a velocity of v0 = 0.15c = 49.69 m s
−1 to excite
the system with an acoustic wave. A timestep size of 0.5 fs was used during
the equilibration of the gas and a 1 fs timestep was used during the wave
propagation period. The simulation was run for nearly 67.5 ns, which was
equivalent to 100 periods of the propagating wave cycle. To extract sound
propagation data, sampling was done during the final 40 periods of the sim-
ulation, with 60 spatial bins (three-dimensional microscopic boxes of atoms)
per wavelength. Furthermore, it should also be reemphasized that at the
high frequency considered, i.e. f ≈ 1.5 GHz, simulations were performed
with a large initial velocity amplitude of v0 = 0.15c due to the considerable
attenuation observed at such a high frequency. However, even under these
conditions, v0 was small compared with the most probable molecular velocity
cm of the gas, which usually has the same order as the sound speed c.
By monitoring the global temperature, pressure, kinetic energy and po-
tential energy and spatial variations along the z-direction of the velocity,
density, temperature and pressure as a function of time, it was ascertained
that the system had reached equilibrium within 2.5 ns. It was also confirmed
that the distribution of gas velocities was Maxwell-Boltzmann in form for the
specified temperature under these conditions. The MD simulation framework
used here was validated by the authors in a previous publication [8] com-
paring Hadjiconstantinou and Garcia’s [17] results from DSMC simulations,




3.1. Attenuation from Total Power and Exergy
In a thermostatted molecular dynamics simulation system, the dissipated
energy is converted to the random internal energy of the gas. Thus, keep-
ing track of the conversion of coherent forms of energy into random forms
of energy is a convenient way to estimate the losses occurring in the fluid
medium. In order to estimate and demonstrate dissipation of acoustic power
in the simulation domain due to classical losses in the fluid medium, the
estimate of total power flowing in the system is useful for power balance
of the system [23]. The total power flowing in the wave-propagation direc-
tion can be related to the enthalpy in a moving gas using Rott’s acoustic









where h (= U+PV = Ek +Ep +P/ρ) is the enthalpy per unit mass, v
∗ is the
complex conjugate of the particle velocity v, κ is the thermal conductivity,
A is the cross-sectional area, Tm is the mean temperature of the gas and
the subscript ‘solid’ denotes the properties corresponding to whatever solid
is present in the system. The first term on the right side of Eq. (1) is the
time-averaged enthalpy flux and the second term is the conduction of heat
both in the gas and in the solid present in the system. Here, U is the sum of
the total kinetic (Ek) and potential (Ep) energy, P is the pressure and V is
the volume of the gas.
In order to present the power balance of the model and to estimate the
total losses in the system, the concepts demonstrated by Swift [13] for ther-
moacoustic engines and refrigerators based on the thermodynamics of effi-
ciency are employed. Similar to the method of accounting for efficiency in
a complex thermodynamic system, all losses can be measured in terms of
equivalent lost work, where a temperature T0 is identified as the temperature
of the environment at which arbitrary amounts of waste heat can be freely
exchanged [13]. The lost work (in terms of power) is expressed as the prod-
uct of the temperature of the environment and the sum of all the entropy
generated in the system due to irreversible processes that accompany the





Figure 2: Schematic of a generalized microscopic portion of the simulation domain of the
modeled acoustic system. The wave is propagating in the z-direction and the representative
microscopic portion of the simulation domain with length ∆z has acoustic power E˙ and
total power H˙ flowing into and out of the left and right open end, respectively. In between
the process, the system rejects (or absorbs) thermal power Q˙0 to ambient at T0. The
schematic is adapted from Swift [13].
which is known as the Gouy-Stodola theorem [24]. Here,
∑
S˙gen is the time-
averaged entropy generation rate, expressed as an integral of the instanta-










ρs˙gen dV dt, (3)
where ω is the angular frequency and ρs˙gen is the instantaneous rate of en-
tropy generation per unit volume, which is the sum of effects from various
dissipative processes such as viscous, thermal, frictional and chemical ones
involved in loss mechanisms responsible for irreversibility in a thermoacoustic
system [13].
Our interpretation of losses was developed from a derivation of an acoustic
approximation leading to the Gouy-Stodola theorem [13, 24] and from the
concept of exergy. The exergy is the maximum amount of work that a system
can do as it comes to equilibrium with a thermal reservoir. A brief description
of the derivation of an expression for the exergy, which is as described by
Swift [13], is presented here. A generalized portion of the simulated system,
as shown in the schematic in Figure 2, is considered. For the steady state of
the portion shown in Figure 2, the difference between energy fluxes leaving
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and entering must be zero, according to the First Law of Thermodynamics,
which can be written as [13]
0 = H˙Out − H˙In − Q˙0. (4)
Similarly according to the Second Law of Thermodynamics, the entropy gen-
erated within the portion must equal to the difference between the entropy










where E˙ is the acoustic power flowing at a mean temperature Tm along the
wave path, which is equal to active acoustic intensity Iac when presented as
an acoustic power flowing per unit area in a plane wave propagation and
H˙−E˙
Tm
is the second-order entropy flux. The active acoustic intensity Iac can
be associated with the particle velocity, v(z, f), and sound pressure, p(z, f),





Here, v∗ is the complex conjugate of the particle velocity v(z, f). To estimate
the active intensity from the simulation data, the power spectrum of the
cross-correlation between the sound pressure and particle velocity can be
used as [26]
Iac = Re(Gpv), (7)
where Gpv is the single-sided cross-power spectral density of the sound pres-





















which can be written in terms of the exergy as
T0
∑
S˙gen = X˙In − X˙Out, (9)
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with X˙(z) being the time-averaged exergy flux in the z-direction in the sim-










The Eq. (10) for exergy flux X˙ denotes the associated power to do work
in the presence of a thermal reservoir at T0 [13]. Expressing X˙In = X˙
i and
X˙Out = X˙
i+1, where i(= 1, 2, 3 · · ·M) is the bin number index along the wave
propagation direction, and presenting the difference between the exergy flux
(X˙In − X˙Out) as the change in exergy flux in two consecutive bins in the














From Eq. (11), it can be seen that work lost and entropy generation can be











which indicates the losses as the dissipation of acoustic power per unit
length in a channel along the wave path. In this study, the thermostat
was considered as the environment to which waste heat was transferred at
T0 = Tthermostat = 273 K, which is equivalent to the equilibrium gas temper-
ature of the whole system, and Tm(z) = 〈Ti〉 is the mean gas temperature of
each microscopic bin along the z-direction.
The entropy generation calculated using Eq. (11) gives the rate of energy
lost per unit length of the microscopic portion of the thermoacoustic sys-
tem. For a simulation domain of a thermoacoustic system with plane-wave
propagation in a volume V , cross-sectional area A and wavelength λ = 2pi
k
,
wavenumber k, the rate at which the energy is lost from the wave can be









Eq. (13) gives the power lost per unit volume, which can then be used to
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ρcv20) is the classical acoustic intensity for the simulated wave,
v0 = 49.69 m s
−1 is the particle velocity amplitude chosen for the study and
subscript ‘e’ is used to indicate estimation based on the exergy.
In a thermostatted molecular simulation domain, the coherent energy
contained in an acoustic wave is transferred to atoms at random times via
the stochastic nature of the interactions of atoms as the wave propagates,
which leads to an eventual reduction of the magnitude of the rarefaction and
compression. Hence, the lost work or entropy generation can be considered
as the incoherent energy associated with the loss mechanisms. Therefore,
distinguishing the incoherent energy from the coherent acoustic energy in
each microscopic bin along the wave path would give the total losses in the
system. In the above calculations of the exergy flux, it can be noticed that
all power terms represent the coherent energy in the system, which means
the lost work or entropy generation would be equivalent to the incoherent
energy in the system as the lost work is converted to random energy of the
gas atoms.
3.2. Attenuation from the Theory of Continuum Mechanics
For a simple-harmonic plane wave, the viscous loss of energy per unit











where uz = v is the particle velocity in the z-direction, µ is the dynamic
viscosity (for argon, µ = 22.2× 10−6 Pa · s) and ηB is the bulk viscosity of
gas (for monatomic gas, ηB ' 0). The losses due to thermal conduction can
be evaluated as [12]
dthermal
dt
= κ∇2T = κ
T






where κ is the thermal conductivity and T is the gas temperature. Here
T represents the gas temperature in such a way that the magnitude of the
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temperature fluctuation in the wave would be equivalent to [11]
|T − Teq| = Teq(γ − 1) p0
ρc2
, (17)
where Teq is the equilibrium temperature of the gas, p0 is the pressure ampli-
tude of the wave and γ is the specific heat ratio, which is 5
3
for a monatomic
gas such as argon.
In Eq. (16), the second term on the right is an oscillatory term whose time
average is zero [11]. The T ’s in the denominator in Eq. (16) can be replaced
by Teq to be consistent with linear acoustics [11]. However, in a molecular
system, the gas is heated up from its equilibrated temperature (273 K in
the case investigated here) during the wave propagation, as shown in Figure
3(a); hence, Teq was replaced by the mean gas temperature in modeling the







The time-averaged rate of change of the acoustic energy density (rate

















The attenuation coefficient for continuum approximations from the simula-





where subscripts ‘c’ and superscript ‘s’ are used to indicate calculation based
on continuum mechanics and simulation results, respectively.
Similarly, theoretical approximations of the classical losses based on con-











= (γ − 1) κ
cp
|kvrms|2, (22)




) is the wavenumber and vrms is the root-mean-square of acoustic ve-
locity amplitude, which is equivalent to 1√
2
× the velocity amplitude v0 for
sinusoidal motion, which is used in this simulation. The continuum approxi-




and I = 1
2
















where subscript ‘c’ and superscript ‘t’ are used to indicate calculation based
on continuum mechanics and theoretical approximations.
The classical attenuation coefficient can also be calculated from the com-
plex wavenumber kc derived for plane wave propagation from the linearized















= k − im, (24)
where ν (= µ
ρ
) is the kinematic viscosity, Pr (= µcp
κ
) is the Prandtl number,
k(= ω
c
) is the classical wavenumber and m represents the attenuation rate of
the acoustic field by the effects of viscous and thermal conductivity. It can
be shown that Eq. (24) can be approximated for low frequencies to give an
attenuation coefficient consistent with the continuum approximation of the
classical attenuation coefficient mtc in Eq. (23). The attenuation constant
calculated from the complex wavenumber kc using the relation in Eq. (24) is
denoted by mtcL where subscript ‘cL’ indicates the evaluation of the attenua-
tion coefficient without an approximation for low frequencies.
3.3. Standing Wave Theory
In the simulations presented in this paper, the wall oscillates harmoni-
cally in the z-direction, with displacement Zw and oscillation speed Vw, as a
function of time t according to
Zw(t) = a(1− cosωt), (25)
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Vw(t) = aω sinωt, (26)
where the displacement and motion of the wall is characterized by the ampli-
tude a and the angular frequency ω. The sound source yields a plane sound
wave propagating in the z-direction, leading to a velocity variation
vi(z, t) = v0 exp [i(ωt− kz)−mz], (27)
with a maximum gas velocity aω, which corresponds to the peak velocity of
the oscillating wall, v0(= aω). Due to the specular wall at the far end of the
domain, the propagating wave is reflected at the termination, thus giving a
backward propagating wave with velocity equal to
vr(z, t) = −v0 exp [i(ωt− k(2Lz − z))−m(2Lz − z)]. (28)
Superposition of the incident and reflected waves leads to a standing wave of
the form [17, 27]
v(z, t) = A(z) sinωt+B(z) cosωt, (29)
where
A(z) = v0 [e
−mz cos kz − e−m(2Lz−z) cos k(2Lz − z)], (30)
B(z) = −v0 [e−mz sin kz − e−m(2Lz−z) sin k(2Lz − z)]. (31)
A(z) and B(z) are the components of the velocity amplitude of the standing
wave, which can be extracted from the numerical solution based on a method
used by Hadjiconstantinou and Garcia [17]. A non-linear fit of Eqs. (30) and
(31) to the numerical solution of A(z) and B(z) was performed using the
Nelder-Mead simplex method [17, 28] to estimate the wavenumber k and the
attenuation coefficient m. A phase shift was included in the wave equations
for the parameter fits for theoretical prediction at high frequencies in the
GHz range due to the entrance effects near to the sound source [17].
4. Results and Discussion
4.1. Steady State Condition during Wave Propagation
The system was monitored to check the variation of the temperature and
pressure of the gas during steady-state wave propagation. It was observed
that the variation in the mean temperature and pressure of the gas due
14










































Figure 3: Variation of mean spatial (a) temperature and (b) pressure of the gas for a
simulation of acoustic wave propagation at frequency f ≈ 1.5 GHz.
to dissipation shown in Figure 3 was less than 5% of the gas equilibrium
temperature at 273 K and pressure at 1 atm, respectively. Hence the change




P ) would be within
2.5%. The temperature and pressure of the gas fluctuates harmonically due
to the oscillation of the piston.
The energy balance of the system was investigated to ensure consistency
between the energy input, the energy stored, and the energy dissipated. The
acoustic energy input into the system is equivalent to the work done by the
piston, which can be calculated from the recorded normal force on the gas
and the oscillating displacement of the piston. The energy extracted by the
thermostat was recorded during the simulations, which can also be estimated
by subtracting the sum of recorded kinetic and potential energy of interaction
of the gas and piston wall from the recorded system’s total combined energy.
A comparison of the work done and the energy extracted by the thermostat
as a function of time (in wave periods) is shown in Figure 4. It can be seen
that the two curves are almost identical, indicating the energy input to the
system by each oscillation of the wave cycle is extracted by the thermostat.
A linear fit of these curves reveals that the amount of energy input to and
extracted from the system per period is 511 kcal/mol.
15






























Figure 4: Work done on the gas by the piston and energy extracted (= Erecordsys −
Ewall & gask − Ewall & gasp ) by the thermostat as a function of time during acoustic wave
propagation for a wave frequency f ≈ 1.5 GHz.
4.2. Attenuation of Sound in the Fluid Medium
The dissipation of acoustic power was estimated from the MD simulation
data using the concepts of total power and exergy demonstrated by Swift
[13, 23]. The method is described in Section 3.1, which was used to calculate
acoustic losses and sound attenuation coefficients from a thermostatted MD
simulation of acoustic wave propagation. The results are also compared
with the continuum approach of predicting the attenuation coefficient and
nonlinear fitting of the waveforms using plane standing wave theory described
in Sections 3.2 and 3.3, respectively.
In order to calculate the losses, acoustic variables such as the sound pres-
sure and particle velocity of the standing wave at different positions along
the simulation domain were estimated using the Fourier transform of the
time domain data for these variables. Figure 5(a) and 5(b) display the half-
wavelength standing wave pattern of the sound pressure and particle velocity
for a sound wave frequency f ≈ 1.5 GHz (R = 1). The kinetic energy and po-
tential energy of the gas and the PV term were similarly computed directly
from the simulation.
The estimates of acoustic variables can be used to compute the acoustic
power E˙, total power H˙ and exergy flux X˙ for the simulation domain using
Eqs. (6), (1) and (10), respectively. Acoustic energy losses in the simulation
domain based on the exergy were then evaluated using Eq. (13). Thereafter
16





















































Figure 5: Real and imaginary components of (a) acoustic pressure and (b) particle velocity
of acoustic wave propagation at frequency f ≈ 1.5 GHz (R = 1). The minimum distance at
which points (6 nm) values are displayed is the maximum distance travelled by the piston.
Error bars in the figure represent standard deviation in the estimated values of particle
velocity and acoustic pressure. The standard errors were calculated using block averages
[29, 30].
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the attenuation was estimated using Eq. (14). In the current simulation do-




≈ 0 in Eq. (1). Furthermore, the thermostat merely extracted
excess energy from the system at each cycle of the wave and did not con-
tribute to the power balance of a thermoacoustic system for each period of
the wave propagation. Therefore, the elimination of the heat term Q˙0 in
Eq. (8) is justified, in which the thermostat was accounted for the thermal
bath by the term Q˙0 in Eqs. (4) and (5). Figure 6 shows the estimates of
acoustic power E˙, total power H˙ and exergy flux X˙ for the simulation do-
main. As shown in Figure 6(a), total power consists of a combination of
energy fluxes, whereas the exergy flux exhibited in Figure 6(b) represents
the associated power available to do work in the presence of a thermostat at
temperature T0 = 273 K. Thus, as the wave propagates, the work done due
to viscous shear across the cross section and the heat conduction between
adjacent portions of the medium reduces the power available to do work,
which results in generation of entropy. This entropy can be thought of as
lost work or the dissipation of acoustic energy in this case. Similarly, the
acoustic losses and attenuation coefficient from the simulation results based
on continuum mechanics can be evaluated using Eqs. (19) and (20). The val-
ues of the attenuation coefficient using theoretical approximations of classical
losses based on continuum mechanics and the linearized wave equation can
be calculated from Eqs. (23) and (24). The non-linear fits (see Appendix) of
the acoustic waveforms to the simulated particle velocity amplitude shown
in Figure A.7 can be used to predict the attenuation coefficient using plane
wave theory.
A comparison of the attenuation coefficients estimated from the MD simu-
lation results (based on the exergy and continuum mechanics) and theoretical
predictions (from continuum approximations and the complex wavenumber)
is presented in Table 1. The attenuation coefficients were calculated for three
different frequencies corresponding to the acoustic Reynolds numbers R =
c2ρ/ωµ =1, 0.75, and 0.5. It can be seen that the attenuation coefficient
estimated from the MD simulation results based on the exergy (me) matches
well with the theoretical predictions (mtcL) from the complex wavenumber
without low-frequency approximations and the predictions (msf) from non-
linear fits of the waveforms for each of the three simulated frequencies. The
attenuation coefficient (msc) for the MD simulation results were also evalu-
ated using the equations of continuum mechanics for viscous and thermal
losses and compared with the theoretical predictions (mtc) of the continuum
18








































































Figure 6: Comparison of acoustic power with (a) total power [Eq. (1)] and (b) exergy
[Eq. (10)] for an acoustic domain for acoustic excitation at frequency f ≈ 1.5 GHz (R = 1).
Here, the piston work represents the amount of the work done on the gas by the piston,
which is equivalent to the acoustic energy input into the system.
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Table 1: Comparison of theoretical predictions and simulation results of classical atten-
uation constant for three different frequencies simulated in this study. The attenuation
coefficient values were also compared with different calculation methods of acoustic losses.
Here, superscripts ‘s’ and ‘t’ and subscripts ‘e’, ‘f’, ‘c’ and ‘cL’ indicate simulation results,
theoretical values, exergy concepts, nonlinear fitting using standing wave theory, con-
tinuum mechanics, and continuum mechanics without the low-frequency approximation,
respectively. Here, a constant value of the sound speed c =460 m s−1 was used for these
estimates of the attenuation coefficient for all three frequencies. The mean temperatures
of the gas for steady-state acoustic wave propagation were 284 K, 280 K and 279 K for
wave frequencies of f ≈ 1.5 GHz, 2.0 GHz, and 2.5 GHz, respectively. These temperatures
were used as Teq in Eq. (18).
Approach
Acoustic Reynolds Number
R = 1 R = 0.75 R = 0.5
[f ≈ 1.5 GHz] [f ≈ 2.0 GHz] [f ≈ 2.5 GHz]
MD results:
me ×107 (m−1)∗ 0.98 1.14 2.58
msf ×107 (m−1)† [z>0.5λmfp] 0.96 1.05 1.40
msf ×107 (m−1)† [z>λmfp] 0.97 1.10 1.51
msc ×107 (m−1)‡ 1.94 1.78 2.64
me
f2
×10−12 (Np s2m−12) 4.49 2.90 3.91
msc
f2
×10−12 (Np s2m−12) 8.80 4.52 3.99
Theoretical predictions:
mtc ×107 (m−1)$ 1.25 2.23 3.76
mtcL ×107 (m−1)§ 0.69 0.96 1.23
mtc
f2
×10−12 (Np s2m−1) 5.69 5.69 5.69
mtcL
f2
×10−12 (Np s2m−1) 3.14 2.44 1.86
From Eqs. ∗(14), †(29), ‡(20), $(23),§(24)
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approximations of the equations of classical absorption. Again, the estimates
of the attenuation coefficient give consistent agreement between the simula-
tion results and theoretical predictions. However, the theoretical predictions
of the attenuation coefficient using the continuum approximations of clas-
sical absorption (mtc) and the estimates of attenuation coefficient based on
the exergy (me) do not agree well. The approximation (m
t
c) of continuum
theory overestimates of the attenuation coefficient compared with both the
simulation results (me) and the predictions (m
t
cL
) from the complex num-
ber without low-frequency approximations. The discrepancies between these
quantities can be explained by the range of validity of the continuum theory
for predictions of the attenuation coefficient. The validity of the continuum
theory is defined by the relaxation time for viscous and thermal absorptions.














respectively. To comply with the assumptions in the continuum theory for
the fluid continuum, the wave frequency, f , should be much smaller than
the relaxation frequencies fS and fκ, for viscous and thermal absorptions,
respectively [11]. Thus, the continuum theory should only be valid for values
of the dimensionless coefficient ωτS/κ much smaller than unity [11]. The di-
mensionless coefficient calculated for each frequency is listed in Table 2 and
can be seen to be order of 1, thus violating the continuum theory. Further-
more, Greenspan’s experimental data[18, 31] for sound wave propagation in a




than 10. The values of parameter ρc
2
ωµγ
for each of the simulated frequencies
is given in Table 2 and can be seen to be much smaller than 10, confirming
again that the continuum theory is not applicable to the conditions simulated
for computing the approximations of classical absorption. Hence, it can be
concluded that discrepancies in the attenuation coefficients are expected.
It can also be seen that the attenuation coefficient increases as the Reynolds
number decreases. This indicates that classical losses (attenuation) increase
with the wave frequency. The changes in the attenuation coefficient with
frequency also demonstrates that the MD method can simulate classical ab-
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Table 2: Comparison of relaxation frequency for viscous (fS) and thermal (fκ) absorptions
with wave frequencies (f). The dimensionless coefficients ωτS and ωτκ are also evaluated








R=1 [f ≈ 1.5 GHz] 13.02 11.96 0.72 0.78 1.12
R=0.75 [f ≈ 2.0 GHz] - - 0.96 1.04 0.84
R=0.5 [f ≈ 2.5 GHz] - - 1.24 1.35 0.64
sorption due to viscous and thermal losses in a fluid medium and can also
simulate the change in the effects of classical absorption due to a change in
frequency.
Furthermore, previous experimental investigations have shown that the
attenuation coefficient varies with the wave frequency and is proportional
to the square of the frequency [11]. Therefore, attenuation data are usually
presented as a function of m
f2
in experimental measurements of attenuation
and plotted against the wave frequency f to demonstrate any departure from
a linear relationship, which indicates deviations from the predictions of con-
tinuum (or classical) theory [11]. A list of the calculated values of m
f2
from
the MD simulation results is included in Table 1. It can be observed that the
value of the attenuation coefficients in the form of m
f2
gives a constant value
of 5.69× 10−12 Np s2m−1 for the theoretical prediction using continuum ap-
proximations, whereas the value of m
f2
decreases with increasing acoustic fre-
quency when the calculations were performed without the approximation for
low frequency. The simulation results for this value of m
f2
estimated based on
the exergy and continuum equations similarly indicate a departure from con-
stancy, implying deviation from the continuum theory. Thus, the simulation
results confirm the deviation from the continuum theory for the attenuation
coefficients at the high frequencies simulated in this study.
5. Conclusion
This paper presented the study of sound attenuation in high-frequency
acoustic wave propagation using a molecular dynamics simulation. An an-
alytical method was demonstrated for analyzing the sound attenuation in-
duced due to classical (thermal and viscous) losses in a thermostatted molec-
ular dynamics (MD) simulation of high-frequency wave propagation in a sim-
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ple gas, in which the coherent acoustic energy is transferred to random energy
of atoms via the stochastic nature of interactions of atoms as the wave prop-
agates. The classical losses in the acoustic medium (gaseous argon) were
quantified and described in terms of attenuation coefficients. The attenua-
tion coefficients were evaluated using the thermodynamic concept of exergy.
The attenuation coefficient results were verified against predictions using
standing wave theory and theoretical approximations based on continuum
mechanics. Estimates of the attenuation coefficient from the simulation data
provided consistent agreement across the three different frequencies stud-
ied in this study and gave a good approximation to the predictions using
standing wave theory. Calculations of the attenuation coefficients as a func-
tion of the squared frequency indicate that the estimates deviate from the
predictions of continuum theory for the high-frequency waves simulated in
this study. Based on the comparison of the theoretical calculations and MD
simulation results, it can be concluded that acoustic absorption effects in a
simple fluid can be analyzed using the concept of exergy and the demon-
strated method can be extended in the future to investigate the absorption
effects of nanomaterials.
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Appendix A. Prediction of wave parameters:Standing wave theory
The non-linear fitting of the standing wave equations described in Sec-
tion 3.3 can be used to predict the acoustic parameters such as the sound
speed (c) and attenuation coefficient (m) from the wave pattern of the par-
ticle velocity. Figure A.7 shows the waveforms fitted to the simulation data
of the cosine and sine components of the velocity amplitude without any
restriction to the zone over which the data is fit. The extracted parameters





























Curve fit region, z>1λ
mfp
Curve fit region, z>0.5λ
mfp
Curve fit region, z>0
Figure A.7: Non-linear curve fit to cosine and sine components, A(z) and B(z), of the
velocity amplitude as a function of distance for acoustic wave frequency f ≈ 1.5 GHz
(R = 1). The curve fitting was applied in the regions of the domain length z>0, z>0.5λmfp
and z>λmfp. The predicted values for each of these fits are: c = 435 m s
−1 and m =
0.914× 107 m−1, c = 442 m s−1 and m = 0.957× 107 m−1, and c = 447 m s−1 and m =
0.967× 107 m−1, respectively.
for the non-linear fitting without any restriction were c = 435 m s−1 and m =
0.914× 107 m−1. It can be seen that the fitting of the waveforms deteriorates
near to the reflective wall. Consequently, if the fitting is restricted outside
half a mean free path (λmfp = Mm/
√
2piσ2ρ = 7.28 × 10−8 m) or one mean
free path from the sound source, the waveforms give good fits of the velocity
components. However, the waveforms give the best fit of the curve for the
domain length z>λmfp by a constant sound speed c = 447 m s
−1 and attenua-
tion coefficient m = 0.967× 107 m−1. On the other hand, the fit deteriorates
very quickly in the region 0<z<λmfp. These can be attributed to the effect of
free molecular flow near the source which may be important at this frequency
[8, 17].
27
