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I. INTRODUCTION

S
OCIAL networks have become an essential part of our online existence. Whether we share photos with our friends, broadcast personal videos to our family and relatives, or exchange business contacts with prospective employees and employers, we tend to carry out all these activities through social networking sites that we frequent on a daily basis. Names like Flickr [1] , YouTube [2] , and Facebook [3] have become household words of the everyday parlance.
A typical profile of a member of an online social networking site contains information on his/her contacts, i.e., other members of the site with whom this person affiliates and also information on preferences of the member regarding multimedia content. For instance, what kind of movies or music videos the member likes to watch. Every time we share content online with our friends, many of whom are members of the same social networking sites as we are, we employ the underlying transport network, i.e., the Internet to achieve this goal. To date, the operations of these two networking layers, i.e., the social one and the transport one, have been kept in a complete separation. However, it can be easily imagined that in such scenarios the organization of the content delivery can be improved by taking into account social network data associated with the streaming participants. This brings us to the motivation behind the present work. Specifically, we are interested in investigating methods that utilize social network information for providing enhanced performance of the transport network, as illustrated in Fig. 1 . We denote this paradigm context-driven flow allocation and media delivery as contextual information, such as contacts and content preferences, associated with the participants is utilized to drive the transport network toward higher operating efficiency.
To the best of our knowledge, there have not been prior works directly related to the present paper. Still, we find examples of related ideas of exploring social network information in other contexts. For instance, in [4] and [5] , the authors propose to invite the social network friends (contacts) of a peer to join the same P2P system in order to build trust relationships and avoid free-riding in the system. Moving in the opposite direction, the work in [6] considers building social network relationships between peers in a file-sharing overlay system based on their overlaps in terms of mp3 file selections. In general, there are many synergies between the subjects of cooperation and trust in P2P systems and the paradigm of social networks, as studied for example in [7] - [9] . In particular, in the first work the authors create peer helpers out of the contacts of a peer in an existing social network, while the latter two works explore the topic of colluder detection in P2P systems based on social network mem-1932-4553/$26.00 © 2010 IEEE bers. Further examples of utilization of social network data include online advertising [10] , [11] and routing in ubiquitous computing environment [12] . Finally, it should be mentioned that cross-layer techniques represent a conceptually related approach to optimizing network performance as they adaptively combine various control mechanisms enabled at different layers of the network hierarchy stack [13] - [15] .
The present paper investigates the subject of interest in multiple ways. First, we design a linear programming optimization framework that maximizes the expected information flow-cost ratio of the transport network based on the social graph, the content preferences of the nodes, and the network cost of sending data on each edge of the graph. We call this the top-down approach as it imposes (higher) social network layer information on the underlying transport medium. Then, we design a peer tracker for efficient content discovery in P2P systems based on contextual information associated with the peers, such as their contacts and content preferences in the affiliated social network. We denote this the bottom-up approach as the nodes now can freely associate with one another at the transport layer while contextual information is still exploited via the tracking server. Finally, we design a utility-based scheduling technique that allows the nodes in the social network to efficiently communicate among themselves the data packets comprising the selected media presentation.
The rest of the paper is structured as follows. First, in the following section we introduce the models that we employ in the design of our optimization techniques and throughout the analysis of their performance. Then, in Section III we describe the proposed linear programming framework and its design criteria. In the same section, we also design a distributed version of the optimization framework that is more suitable for deployments in practical systems. Next, in Section IV, we present the design of the tracking server for peer selection in P2P systems that takes advantage of contextual information in order to provide an appropriate set of peer neighbors for a new node joining the system. The utility-based packet scheduling technique for efficient communication of media data in a social network is then described in Section V. The performance of our optimization strategies and their advantages relative to conventional solutions are subsequently studied in Section VI. Finally, concluding remarks are provided in Section VII.
II. PRELIMINARIES
Here, we describe the models that we will use in the sections that follow. First, let denote the set of neighbors in the social network graph for node . These correspond to our contacts in the online social network where we participate. Then, let denote the set of media assets that the members of the social network are interested in sharing with each other. Finally, the set describes the relative preferences of node for the content in . We normalize these quantities so that they correspond to the probabilities of selecting each of the assets by peer , i.e., . In other words, denotes the probability that node is interested in exchanging (transmit/receive) asset with its neighbors. It should be mentioned that in the case when a new media asset is introduced into the social network, the preference vectors should be renormalized to take its contribution into account. In Table I , we summarize the key notation used throughout the paper.
III. MAXIMIZING INFORMATION FLOW
The present section investigates the most efficient allocation of resources at the transport layer. Network connections at this level are established based on the social graph. Content preferences are employed to perform a probabilistic analysis of the operation of the transport network since ahead of time the actual choice of a media asset for each node in the graph is not known. We proceed by presenting in detail the optimization problem of interest. Let denote the rate at which node transmits data associated with content to node . Furthermore, let denote the cost of sending data on the network path . This could be for instance the delay of sending a unit of data between and , as provided by the Internet service provider (ISP) operating the underlying network. Then, the expected information flow-cost ratio for peer can be written as . We are interested in assigning data rates between the nodes of the social graph such that the overall information flow-cost ratio across the data delivery network is maximized. The constraints that need to be observed while doing this are the nodes' uplink and downlink capacities. In particular, the expected overall flow of information from node toward its neighbors should not exceed its uplink capacity . Similarly, the expected overall information rate toward node should not exceed its downlink capacity . Given the above the optimization problem of interest can be formally written as
where (2) and (3) ensure that the overall information flow from/to a node does not exceed its uplink/downlink capacity, respectively.
It is clear that (1)-(3) describe a linear programming problem. We solve P1 by employing an algorithm based on the interior point method for convex optimization [16] . The solution is globally optimal and unique due to the nature of P1. However, solving P1 is done in a centralized manner and requires global knowledge of all the related parameters. To relax this condition, we design in the following a distributed version of P1 that is more amenable to practical implementation. The distributed optimization consists of computational steps that are executed locally by the nodes and message passing steps that are used to exchange the results of the local computations. The nodes alternate between them in order to achieve a consensus in regard to the optimal information flow in the network.
In particular, first each node solves independently for its optimal information rates toward its neighbors such that its uplink capacity is not exceeded. That is is interested in solving (4) Using the method of Lagrange multipliers [17] , we can transform (4) into an unconstrained optimization problem as follows: (5) where is the associated Lagrange multiplier. Let , denote the optimal information rates obtained as a solution to (5) . Such computed rates can potentially exceed the downlink capacity of node on the receiving end of path . Therefore, before sending at these rates each node communicates their values to the destined recipients together with its preference set .
Each receiving node in turn collects this information from its neighbors. The node then scales the expected information flow toward it such that its downlink capacity is not exceeded. Specifically, recomputes the rates using (6) Finally, node sends back the scaled rates to its neighbors in . Upon receiving this information, each node controls whether or . If one of these conditions is true, the node can then engage in information exchange with its neighbors at data rates . Specifically, in the former case node cannot push data toward its neighbors faster than because of their limited downlinks, while in the latter case has used up all its uplink capacity for communicating data with the neighbors in .
On the other hand, if the rate conditions above are only partially true, node still has some spare uplink capacity that can be prospectively used. In particular, for all links such that node fixes its outgoing rates . The rates for the remaining links are then recomputed using the optimization described in (4) and (6) . We repeat the whole procedure until either one of the two rate conditions is satisfied fully. In essence, by rerunning the optimization we may potentially redirect the spare uplink capacity toward network links that would not have been utilized to such an extent originally because of their higher network cost. An algorithmic description of the complete procedure for distributed optimization is provided in Fig. 2 .
It should be mentioned that the search for the optimal Lagrange multiplier employed in (5) is done in an iterative fashion, until convergence. In particular, the nodes alternate between recomputing the optimal rates using (5) and using the following expression: (7) where is a small constant that ensures stability and rapid convergence of the iterative search in (7) , while the function is equal to for , and to zero, otherwise. Properties of sub-gradient algorithms, such as the one shown in (7), including their stability and convergence have been studied in the past, e.g., in [18] and [19] .
It should also be mentioned that the amount of information that the nodes need to exchange according to the algorithm in Fig. 2 is rather insignificant. In particular, the data representing the content preference vector and the computed outgoing rates that need to be sent to every neighbor of a node can typically fit into a single IP packet. The same holds true for the data representing the adjusted transmission rates that a receiver needs to return to its neighbors. Therefore, in total there are four IP packets 1 that two neighboring nodes need to exchange for each round of the optimization in Fig. 2 . The number of times that the optimization is repeatedly run by a node is bounded between one and the size of its neighborhood. Generally, not more than a few iterations of the optimization algorithm would be needed to compute the transmission rates for a node. For all practical purposes, such a message passing overhead can be safely ignored. 
IV. TRACKER-BASED PEER SELECTION
The techniques designed in Section III allow us to take advantage of online social network data such as contacts and content preferences in order to study the optimal flow of information between the nodes in the network. They compute expectations over the whole ensemble of prospective content and as such can be used by ISPs and Autonomous System 2 (AS) administrators to provision and efficiently operate their networks when they serve as the underlying transport medium for online social networks.
In this section, we consider another scenario where social network information can be exploited in order to provide enhanced networking services. Specifically, P2P systems have been steadily growing in popularity because of their capability to deliver large amounts of data to large audiences at low cost [20] , [21] . A key feature of every practical P2P deployment in the Internet is the existence of a tracking server that assists new peers when they join the overlay network. In particular, the tracking server provides a set of nodes already present in the network which the newly joining node can contact when searching for the content of interest. However, these prospective neighbors are selected at random by the server and as such they may not be helpful to the new peer in finding the desired content in the overlay. In particular, they may have completely different content preferences relative to the new peer. Moreover, these prospective neighbors may exhibit very long distances from the new peer in the topology of the underlying network which would make the exchange of information between the two quite inefficient and costly. The operation of the conventional tracker is illustrated in Fig. 3 .
To overcome the disadvantages of the above approach, we propose to design a tracking server that is aware of both, the content preferences of each peer and the relative distances between the peers in the underlying network topology, as illustrated in Fig. 4 . The former information can be obtained from the social network data associated with a peer while the latter can be obtained from ISP portals, as considered, e.g., in the Provider Portal for P2P Applications (P4P) framework [22] . The tracking server will take advantage of this information to provide a more intelligent choice of prospective neighbors for an incoming peer. Specifically, we are interested in determining the peer neighborhood that will feature the highest likelihood of content discovery and the smallest network cost for the associated data transport. In the remainder of this section, we describe in detail the operation of the tracking server in achieving this goal. When a new node wants to join the overlay, it registers first with the tracking server by sending it its node ID (typically its IP address as provided by its ISP) and content preferences. Specifically, let the new node be denoted as and its content preference vector as , following the notation from Section III. The server, in turn, stores this information in its database of nodes comprising the overlay. It then searches for the most suitable neighbors for this node, as follows. Let the set of nodes already present in the overlay be denoted as . Then, for each node , the server correlates its preference vector with the one from the new node. In particular, the server computes the correlation coefficient between the two using the following expression: (8) where denotes the norm of a vector and the operator " " denotes the scalar, i.e., dot, product between two vectors, i.e.,
. In essence, the correlation coefficient describes the similarity between two content preference vectors with large or small corresponding, respectively, to strong similarity or dissimilarity in content selection between nodes and .
Finally, the server scores each node as a suitable neighbor for peer using (9) where corresponds to the cost of transmitting data between nodes and in the underlying network topology, as introduced in Section III, and the variable describes the emphasis the server places on each of the two factors, content preference similarity and network cost, when computing the score . For the two factors are weighted equally, i.e., their contributions are given equal importance in regard to . In essence, with (9) the score is computed as a convex combination (in the logarithmic domain) of and . The server sorts in descending order the nodes in its database of overlay peers according to their scores. Then, it sends the IDs of the first peers from the head of the sorted list to node as its prospective neighbors. Here, denotes the prospective size of a neighborhood for a node and it is a system parameter that is set ahead of time. The new node in turn contacts these peers, checking whether they have the content of interest. The node then establishes overlay connections with the peers that answer positively. An algorithmic description of the main operational steps of the proposed tracking server is provided in Fig. 5 .
In the following, we analyze the advantages of our approach relative to the conventional technique of selecting peer neighbors at random, as explained earlier. In particular, we study the improvements that the proposed tracker provides in terms of increased probability of discovering the content of interest and reduced network cost of receiving it from the selected neighbors.
A. Increased Likelihood of Content Discovery
In our analysis, we assume that the preferences of the peers are correlated as a function of their location in the social network graph. In particular, the preference vector of a node is the most correlated with those of its immediate/direct neighbors in the social graph. The content preference correlation then decays as the distance between two nodes in the graph increases in terms of intermediate neighbors. This assumption matches well with earlier findings on content correlation preferences among social network members reported in the context of MP3 audio file sharing systems [6] and Yahoo! Instant Messenger [10] .
Following the above, we can model the probability that two nodes in the graph select the same content from as a monotonically decreasing function of the distance between the nodes in the graph. In particular, let , for , denote this probability in the case of nodes whose distance in the graph in terms of number of hops (edges) is , respectively. For instance, corresponds to the probability that a node discovers the content of interest at its direct neighbors in the social network graph. Then, it holds , where beyond a distance of hops in the graph the likelihood of choosing the same content settles at a small constant value .
The tracker needs to return a set of prospective neighbors to a new node joining the overlay. Given its mode of operation, our tracker will select those peers in the overlay that are the most correlated with the new node in terms of content preference. Assuming there are enough social network contacts of the node already present in the overlay, the likelihood of discovering the content of interest among the nodes returned by the tracker can be expressed as (10) On the other hand, for a conventional tracker the set of prospective neighbors will be selected at random, as explained earlier. Therefore, these nodes will exhibit random distances in the social graph relative to the new peer. Hence, the likelihood of discovering the desired content in this case can be written as (11) where in this context denotes the diameter of the social network graph. That is represents the number of links between the farthest pairs of nodes in the graph.
Finally, the increase in likelihood of content discovery as provided by the proposed tracker can be formulated as the ratio of and , i.e.,
Next, we quantify the speed at which each of the two approaches will detect the content of interest among the returned neighbors. In particular, we study the number of these neighbors that the new peer will need to contact on the average until it comes across a neighbor that has the desired content. In the case of the proposed tracker, this quantity is equal to as all the returned prospective neighbors will feature the highest content correlation with the peer, as explained earlier. On the other hand, for the conventional approach the prospective neighbors will feature various likelihoods of common content interest with the new peer, due to the fact that they are selected at random. Therefore, the average probability of content discovery among them is . Hence, the number of these neighbors that the new peer will need to contact, on the average, until the desired content is found, will be the reciprocal of this quantity. Using the two expressions, we can formulate the improvement in time to content detection that the proposed tracker provides as (13) Note that (13) also denotes how many more neighbors with the desired content among the returned peers will the new node detect by using the proposed tracker. Specifically, for every neighbor selected at random and having the content of interest the new node will encounter of them in the neighborhood returned by our tracker. This is important as it can increase times the speed at which the new peer will complete the download of the desired content from the nodes in the returned neighborhood.
B. Reduced Network Cost
The proposed peer selection mechanism sorts the nodes in the overlay based on their network cost, in addition to their content preference correlation, relative to the new node joining the overlay, as described in Section IV. Here, we quantify the savings in network transmission cost that the proposed tracker provides relative to the conventional approach of selecting peer neighbors at random. Let be the network cost associated with the network connection between peers and . We model the cost as being confined to the range described by minimum and maximum values, where the latter two depend on the actual network topologies employed for transmitting the data and the related costs that they incur to the ISPs operating them. In the case of random node selection the peers comprising the neighborhood returned by the tracker will feature network cost distributed uniformly between and . On the other hand, the proposed tracker returns prospective neighbors sorted in ascending order in terms of their communication cost with the new peer. Therefore, the range of cost values that the new peer will encounter in the node neighborhood will be different in this case. In the remainder of this section, we provide a formal analysis of the statistics of network cost values characterizing a neighborhood provided by our tracker.
Let denote the set of nodes in the overlay and let denote their respective network transmission cost values relative to the new peer. As explained above, we assume that the cost distribution in is bounded, i.e., it exhibits lower and upper limits. We consider to represent a sample set of realizations of random variables independently and identically distributed over the range described by the two bounds, i.e., . Let the cumulative distribution function (cdf) of each of these variables be denoted as . The proposed tracker sorts in increasing order which corresponds to creating an order statistics [23] of the original random variables . The tracker then returns the first nodes from the head of the list as prospective neighbors to the new peer joining the overlay.
The cdf of the th largest (for ) order statistics can be derived as at least of the (14) where the last line in (14) follows since the term in the summand is the binomial probability that exactly of the are less than or equal to . Furthermore, using a relationship between binomial sums and the incomplete beta function (14) can be rewritten as (15) where in turn , for , denotes the incomplete beta function [24] defined as and is known as the beta function. Because of the latter normalizing factor, is sometimes also called the regularized incomplete beta function.
In the case of being continuous with probability density function (pdf)
we can derive the pdf of the th order statistics as (16) Now, it is a reasonable assumption to model the original random variables as being uniformly distributed in , i.e., otherwise
as explained earlier. Furthermore, for ease of exposition and without loss of generality we will normalize this range to the (0,1) interval in the following. In other words, will represent the pdf of a uniform (0,1) random variable. It should be mentioned that in this case the random variables become beta variates [24] , for , respectively.
Then, using (16) we can derive the mean value of the network cost associated with each of the random variables comprising the neighborhood of nodes selected by the tracker as (18) (19) where in (19) we used the fact that . Furthermore, for clarity we replaced the symbol with in (18) . Interestingly, the result in (19) implies that the order statistics divides the area under the function into segments, each with expected value of . Similarly, with some work we can derive the variances of using (20) In Section VI-B, we will numerically evaluate the performance gains of the proposed tracker that we studied thus far.
V. CONTEXT-AWARE PACKET SCHEDULING
In the previous two sections, we studied the design of information flow allocation and network topology construction that take advantage of social network data in order to provide enhanced performance and services. Here, we provide a practical algorithm for scheduling the exchange of data packets between the members of the social network once they have expressed interest in a specific content. Therefore, the algorithm is complementary to the optimization techniques investigated thus far in the paper. In fact, the proposed context-aware packet scheduling can operate in concert with these techniques to provide optimized performance across multiple layers of the network hierarchy.
We first go over some necessary notation. Let denote a node in the overlay network constructed from the social network members interested in a given content and let denote the set of its neighbors in the overlay topology. Furthermore, let denote the set of data units from the media presentation that are missing at node . The node is interested in requesting these data units from its neighbors such that it maximizes its own utility of them. In particular, a peer may experience different reconstruction qualities of the media presentation played at its end commensurate to the media packets received in response to different request schedules. Therefore, peer is interested in computing the optimal schedule for requesting data from neighbors that maximizes the reconstruction quality of its media presentation.
For each data unit we define to be the sensitivity of the media presentation to not receiving data unit on time. This quantity can be computed as the overall increase in distortion affecting the media presentation by the absence of at decoding [25] . Furthermore, let and denote the size of data unit in bytes and its delivery deadline, respectively. The latter is the time by which data unit needs to be received in order to be usefully decoded. Finally, we define to be the current importance of data unit for the overall quality of the reconstructed presentation. We compute this quantity as (21) We explain each of the multiplicative factors in (21) in the following. The term represents the sensitivity of the media presentation per source byte of data unit . In other words, describes the distortion-rate trade-off for the media presentation associated with requesting data unit or not. We define the second term as the rarity factor for data unit in the neighborhood of peer . This quantity describes how infrequently this data unit is encountered among the peers in . Specifically, based on the number of replicas of data unit found in and the size of the neighborhood , the rarity factor returns a number that is inversely proportional to the ratio . When the frequency of coming across in increases, the rarity factor decreases and vice versa. The motivation behind using such a factor is to alleviate the dissemination of data units less frequently encountered among the nodes in the overlay.
Finally, the last multiplying factor in (21) accounts for the various delivery deadlines that different data units may have relative to the present time . In particular, the urgency factor provides a measure of relative urgency of data unit with respect to and among the data units in . As the deadline of a data unit approaches , its urgency factor increases. Conversely, for data units with delivery deadlines far into the future, this factor should exhibit respectively smaller values. The idea for employing an urgency factor when evaluating the present importance of the data units in is to be able to give preference to data units that need to be received sooner by peer due to their more pressing delivery deadlines.
Note that characterizing the media packets according to their present importance, as in (21), will allow us to maximize the utility of data exchange between the nodes in the social network interested in this specific content. In particular, a node equipped with our algorithm can thus request the data that maximizes the quality of the delivered content for the given bandwidth resources. At the same time, the node will be contributing toward the same goal at its peer neighbors. In the following, we describe the proposed light weight optimization algorithm for computing the request schedule for the missing data units at node . First, the current importance values for the data units in are computed using (21). These quantities are then sorted in decreasing order. Let denote the corresponding set of "sorted" data units. Next, starting from the first element of and moving toward its last one, we compute for each entry in the likelihood of receiving this data unit at before its delivery deadline. In particular, let be the data unit considered in the algorithm presently. Furthermore, let denote the subset of neighbors of that have a buffered copy of data unit available at present. Then, for every node we compute the probability that data unit will arrive at peer no later than in response to a request sent by to node at present, i.e., at time . In other words, this is the probability of experiencing a delay shorter than between the events of sending the request on the forward channel and receiving the data unit on the backward channel . In the terminology of computer networks this delay is called the round-trip time and we denote it here . Hence, we compute . The algorithm selects to send a request for to the node that exhibits the highest nonzero . Otherwise, if there is no such value, 3 the data unit is not requested and the algorithm proceeds to the next element of . Finally, once goes through all data units in the "sorted" set, it sends the computed requests to the appropriate nodes in . The major computational steps of the algorithm are summarized in Fig. 6 .
It should be mentioned that basing the packet scheduling decisions on the probabilities of timely delivery allows for an implicit rate control between the nodes in the overlay. In particular, if a node experiences a backlog of data units requested previously but not received yet, the node will decline to request even further data at present. That is because the probabilities of on-time delivery for any additionally requested data units at present will typically be very small or zero. In this way, each node will effectively control the amount of congestion that it effects in the network. Next, we describe the procedure for computing the probabilities .
A. Computing
When computing the algorithm takes into account 1) the statistics of the communication channel from node to peer , 2) any previous (pending) requests to this sender for which peer has not received yet the corresponding data units, 4 and 3) the transmission bandwidth of the channel . In particular, requesting a data unit comprises sending a small control packet to a designated neighbor. Moreover, the frequency of sending such packets is typically much smaller than the rate at which the corresponding data units are returned in response. That is because multiple data units can be requested with a single request packet. Hence, requesting data units typically consumes a very small fraction of the transmission bandwidth between two peers. Thus, it is reasonable to assume that the network effects in terms of delay and packet loss that requests experience on the forward channel are quite marginal and can be ignored for practical purposes. This is the approach that we follow here as we associate the overall delay in receiving a requested data unit to the characteristics of the backward channel only. In order to be able to compute we need a statistical characterization for the backward channel.
Here, we model as a packet erasure channel with random transmission delays [26] . Specifically, packets carrying requested data units sent on this channel are either lost with a probability or otherwise they experience a random transmission delay generated according to a certain probability distribution . Then, can be written as (22) In our case, we characterize the delay as exponentially distributed with a right shift of . This means that the delay comprises a constant component associated with and a random component exhibiting an exponential distribution with a parameter . Thus, can be written as otherwise. (23) We attribute the existence of to the prospective backlog of previously requested data units from that has not been received yet by and in addition to the required amount of time to empty out data unit itself from the transmission buffer of node . Furthermore, we relate the random component of the delay to transient bandwidth variations of the network links comprising the channel which in turn are caused by random occurrences of cross traffic on these links. The requesting peer estimates based on gaps in sequence numbers of arriving data units from and similarly it estimates the parameter based on the jitter of the inter-arrival times of these data units. Finally, let denote the download rate from node that node experiences at present and let denote the set of data units previously requested from that has not been received yet. Then, computes as (24) Once node has values for , , and , it can compute using (22) and (23) as (25) VI. PERFORMANCE EVALUATION Here, we evaluate the performance of the optimization techniques proposed in this paper. In some cases, we also study their efficiency relative to other conventional methods employed in practice today. We start by examining the performance of the algorithms for maximizing the information flow in a social network described in Section III. Then, in Section VI-B, we investigate the operation of the tracker-based system for selecting neighbors in P2P systems, as designed in Section IV. Finally, the performance of the context-aware technique from Section V for scheduling the packet transmissions among the members of a social network interested in sharing specific content is explored in Section VI-C. It should be mentioned that all our simulation experiments were carried out in an event-driven environment especially written in Matlab [27] .
A. Network Flow Maximization
For the purposes of our experiments, we synthesize social network data as follows. First, we create the topology of the social graph by allowing each node to randomly connect to other nodes-members of the social network. A node would not accept any more connections from its peers if the number of its connections at present reaches nodes. The network cost of sending data between two neighboring nodes in the social graph is chosen uniformly from an interval , where and are set respectively to one and four. In terms of network bandwidth characteristics, 25% of the nodes in the graph are characterized as Ethernet peers while the rest are declared as cable/DSL peers. Their corresponding uplink and downlink rates are selected in accord with the defining characteristics of these two classes of nodes. Finally, the content preference probabilities for the set of media assets in at a node are generated according to a suitably selected exponential distribution in order to mimic what is typically encountered in practice where some content exhibit much higher popularity than some other content.
We would like to mention that we needed to synthesize our social network data as to the best of our knowledge such data is still not freely available for research purposes. Still, while generating the data we tried to follow as closely as possible what has been reported so far publicly about its defining characteristics encountered in practice. Therefore, we are confident that the optimization techniques presented in this paper and the related conclusions that we draw about their performance would still apply in the case of data obtained from actual online social networks.
In the following, in addition to the centralized and distributed optimizations for network flow maximization from Section III we also study the performance of two other approaches. The first one ignores the content preferences exhibited by the social network members when maximizing the network information flow. In other words, this method considers that , i.e., all nodes exhibit the same equal preference across all content in . The second method, in addition to ignoring the content preferences of the nodes, also disregards the cost values associated with the network connections between the various nodes in the graph. In other words, in this case it also holds that . In practice, the latter two methods correspond to solving the maximization problem P1 from (1)-(3) under their specific additional conditions for the content preference and network cost parameters as described above. The performance of each of the four techniques studied here is then assessed by evaluating the objective function in (1) using the optimal rate allocations , as respectively computed by each technique.
First, in Fig. 7 we examine the overall information flow-cost ratio that each of the flow allocation techniques achieves as a function of the size of the network. It can be seen that the proposed optimization method denoted henceforth Opt substantially outperforms the other two approaches denoted Opt (no SN) and Opt (no SN, no Netw. Cost), where no social network data (content preferences) and no social network data + no net- work cost information are considered, respectively. Specifically, by judiciously placing network resources on most popular content and least expensive links Opt is able to achieve a significant performance margin over both Opt (no SN) and Opt (no SN, no Netw. Cost). Furthermore, as expected an additional drop in information flow-cost is observed when in addition to content preferences we also disregard network cost information, as evident from the performances of Opt (no SN) and Opt (no SN, no Netw. Cost) in Fig. 7 . We can also see from Fig. 7 that the information flow-cost ratio for all four techniques increases linearly as a function of . This is not surprising as the optimization described in (1)-(3) represents a linear function of the number of nodes in the network. Finally, the distributed optimization technique provides performance that closely matches that of its centralized counterpart, as seen from Fig. 7 . This is quite encouraging as it could lead to actual deployments of the proposed optimization in practical systems. It should be mentioned that Opt and Opt, Distr exhibited very similar performances in all our experiments. Therefore, in the rest of the figures included in this section we will only show the performance of Opt.
Next, in Fig. 8 we study the performance of the three techniques as a function of the number of media assets available in the social network. As expected, the performance of Opt is unaffected by the size of , as seen from Fig. 8 . Specifically, no matter how many media assets are shared in the social network the optimization technique should always maximize to the same value the information flow in the network, as the sum of the content preferences will always be one. On the other hand, Opt (no SN) and Opt (no SN, no Netw. Cost) are sensitive to as increasing the number of assets could lead to an increased number of inefficient allocation decisions. This is evident from Fig. 8 where the performances of Opt (no SN) and Opt (no SN, no Netw. Cost) degrade as increasingly more media assets are shared across the social network. Finally, as in Fig. 7 there are relative performance differences between the three techniques which are due to the same reasons explained earlier.
Finally, in Fig. 9 we investigate the influence of network cost on the operation of the optimization techniques. In particular, we measure the information flow-cost ratio for each of the techniques as we increase the value of while keeping fixed to one, as before. As anticipated, the performances of all three techniques degrade as the range of network cost values exhibited across the edges of the social graph increases. That is because now the nodes encounter increasingly higher transmission costs for sending their data as the upper bound on the range of cost values that the network links can exhibit increases.
It should be pointed out that from the perspective of the optimization (1)-(3) considering network cost alone does not provide substantial advantages. This is evident from the relatively smaller performance difference between Opt (no SN) and Opt (no SN, no Netw. Cost) in Figs. 7-9. In particular, by disregarding social network information it may happen that some very popular assets are assigned very low rates and similarly some very unpopular ones are assigned very high data rates in the transport network. Therefore, the positive side of taking network cost into account is averaged out by the fact that no social network information is considered, when performance is evaluated in the context of (1).
B. Peer Tracker Neighbor Selection 1) Increased Likelihood of Content Discovery:
In the following, we evaluate numerically the performance improvements provided by the social-network-aware tracker, as described in (12) and (13) in Section IV-A. To this end, we model the content discovery probabilities across the social network graph as being exponentially correlated in the number of hops between two nodes in the graph, i.e.,
, where denotes the shortest number of edges between a pair of vertices in the graph.
In Fig. 10 , we examine for different values of and as a function of the neighborhood size . First, it can be seen that the increased likelihood of content discovery as provided by the proposed tracker decays as increases, which is expected. In particular, as we query more and more nodes in the overlay the chance that we will encounter the content of interest increases by both methods, random node selection and the proposed tracker. Moreover, it can also be seen from Fig. 10 that as reduces it becomes increasingly important to select peer neighbors that exhibit similarity in terms of content preference with the new node, i.e., the likelihood factor increases. Similarly, in Fig. 11 we study as a function of , i.e., of how fast the similarity in content selection decays across hops in the graph. First, it can be seen that the increased likelihood of content discovery decreases as increases, which is expected. In particular, as the content of interest is more widely present in the social network then even random node selection would lead to its discovery provided a sufficient number of peers are examined to this end. Furthermore, as in Fig. 10 increasing the probability certainly helps increasing further the likelihood of content discovery by random selection . Therefore, the improvement provided by the proposed tracker correspondingly decreases, as evident from Fig. 11 .
Finally, in Fig. 12 we graph the improved speed in content discovery as a function of . The graph exhibits a linear relationship between the two quantities that is independent of , as expected from the expression for in (13) . It can been that as the likelihood of discovering the content even at more distant nodes in the social graph increases so do the advantages of the proposed tracker in terms of how quickly the content of interest is detected decrease. Still, even at the social-network-aware tracker provides a substantial improvement over random node selection as it discovers the desired content more than seven times faster, as seen from Fig. 12 . In other words, we observe more than a sevenfold increase in the number of peers from which the content of interest can be downloaded in a neighborhood of size relative to the conventional approach of random selection.
2) Reduced Network Cost: Here, we quantify the savings in network cost provided by the proposed social-network aware tracker, as studied earlier in Section IV-B. In Fig. 13 , we show the normalized values for some prospective neighbors from the head of the sorted list of peers as a function of the size of the overlay in number of nodes. Here, the normalizing factor is in fact the mean of the uniform network cost distribution characterizing the peers returned by the conventional method (tracker). It can be seen that the proposed tracker provides neighbors featuring much smaller average network cost values relative to the conventional random node selection. Furthermore, the fraction dramatically degrades as the network size increases, as seen from Fig. 13 where both axis are in logarithmic scale. It should be mentioned that the upper end of the -axis in Fig. 13 is where the sizes of overlay networks encountered in practice would typically lie.
It should also be mentioned that the behavior observed in Fig. 13 is not surprising as the distribution of the order statistics of network costs becomes heavily skewed towards zero even for small to medium network sizes, as illustrated in Fig. 14. For instance, we can see that increasing the network size for one decade on a logarithmic scale corresponds approximately to reducing the mean network cost value for the same factor, as evident from Fig. 14 when the pdf functions for and are compared (for ). Finally, let denote the average network cost at which the new peer communicates data in the overlay, provided that the peer selected to connect to all nodes returned by the tracker. Note that this is a worst case scenario that is very unlikely to occur in practice for two reasons. First, the new peer will preferentially connect to the nodes higher up in the sorted list provided by the tracker. Moreover, even if the peer would connect to all nodes in the list, it would still differentially allocate transmission resources across them using the optimization procedures from Section III. In particular, nodes featuring lower network cost values, i.e., located closer toward the head of the list, would receive more transmission resources from the new peer relative to the neighbors located further down the list. Therefore, even in this latter case the average network cost that the peer will experience will be smaller than , i.e., it will represent a weighted sum of the individual networks costs , where higher weights will be placed on smaller indices. Still, we consider as defined above in order to compare the worst case performance of the proposed tracker relative to the conventional approach. Note that for this latter approach the average network cost would be simply equal to as all prospective neighbors would feature the same mean cost. On the other hand, for the proposed tracker can be evaluated to be using the expression for in (19) . In Fig. 15 , we evaluate for different neighborhood sizes as a function of the network size . It can be see that similarly to what we observed in Fig. 13 the normalized average network cost exhibits small values that rapidly decrease even further as the number of nodes in the overlay increases. For instance, for network size the average network cost experienced by the new peer when communicating to its neighbors is 150, 117, 95, and 80 times smaller in the case of the proposed tracker relative to the conventional approach of random node selection, for neighborhood sizes of 12, 16, 20, and 24 nodes, respectively. Moreover, these cost savings are computed based on a very unlikely scenario of operation involving the proposed tracker, as explained earlier. Therefore, in reality it is expected that the cost reduction gains experienced in systems employing our node selection mechanism would be even more significant.
C. Adaptive Packet Scheduling
As explained earlier, the nodes in the social network graph interested in a specific content organize themselves into an overlay network through which they exchange data packets comprising the content of interest. Therefore, here we evaluate the efficiency of the algorithm proposed in Section V for scheduling the transmission of the data packets among the nodes in the social graph comprising this overlay.
Specifically, we explore the performance advantages of our context-aware scheduling, henceforth denoted Con-Aw, over two commonly employed techniques for requesting packets from peer neighbors. With EDF we denote the first of these techniques which prioritizes packets based on their delivery deadlines. In particular, earlier expiring packets are requested first, hence the name Earliest Deadline First (EDF). The second technique used for comparison simply requests packets from neighbors without taking into consideration any specific packet information, hence the name Random. In our experiments, the overlay comprises 1000 nodes, out of which 30% are Ethernet peers, while the rest are cable/dsl peers. The upload bandwidth for Ethernet and cable/DSL peers is 1000 and 300 kbps, respectively, while the corresponding download bandwidth values for these two peer type categories are 1500 kbps and 750 kbps. In the simulations, we measure performance as the average Y-PSNR (dB) of the reconstructed video frames at each peer. The content is originally stored at a media server with an upload bandwidth of 6 Mbps. Initially each peer selects eight other peers as its neighbors. The size of a neighborhood for a peer can grow subsequently to contain up to 14 other peers.
For the urgency and rarity factors, introduced in Section V, we employed the following functional forms and . As described in Section V, represents the current time, is the delivery deadline of data unit , is the size of a node's neighborhood, and is the number of neighbors that have data unit . The specific forms for and selected here allow us to adequately differentiate data units based on spatio-temporal information. There are certainly other possible choices for these functions that one can design.
The content employed in the experiments is the common test video sequence Foreman in CIF image size encoded at 30 fps using a codec based on the scalable extension (SVC) of the H.264 standard [28] . Foreman is encoded into four SNR-scalable layers, with data rates of 455, 640, 877, and 1212 kbps, respectively. The corresponding video quality of the layers is 36.5, 37.8, 39.1, and 40.5 dB, respectively, measured as the average luminance (Y) PSNR of the encoded video frames. The group of pictures (GOP) size of the compressed content is 30 frames, comprising the following frame type pattern IBBPBBP..., i.e., there are two B-frames between every two P frames or P and I frames. The 300 frames of the encoded sequence are concatenated multiple times in order to create a 900 second long video clip that is used afterwards in our simulations.
In Fig. 16 , we examine the cumulative distribution function (CDF) of average video quality for cable/dsl peers in the case of each of the three scheduling techniques. In particular, the -axis records the fraction of peers from the overall population that experienced average video quality of the decoded content smaller than a specific value shown on the -axis.
It can be seen from Fig. 16 that Con-Aw significantly outperforms the other two techniques. In particular, under the proposed context-aware scheduling the peer population exhibits a video quality distribution that is quite narrow in range and steep in slope relative to the corresponding distributions for EDF and Random. Therefore, the variations (variance) in video quality encountered across the nodes in the overlay is much smaller in the case of Con-Aw. Furthermore, context-aware scheduling also provides for much higher absolute video quality values as evident by the relative positions of the three CDF graphs in Fig. 16 . For instance, the average video quality gain over EDF is around 4 dB, while the average gain over Random is even larger, i.e., around 8 dB, as denoted in Fig. 16 . The performance improvements that Con-Aw enables are due to the fact that our technique takes into account the utility of each packet for the overall reconstruction quality of the content at any given time, while simultaneously it alleviates the dissemination of less frequently encountered data. These aspects are certainly overlooked in the design and operation of EDF and Random. Furthermore, it is expected that EDF outperforms Random, as seen from Fig. 16 , since the former at least takes into account the timing information associated with the video packets when requesting them. Finally, it should be mentioned that analogous results were obtained for the case of Ethernet peers that are not included here due to space constraints.
VII. CONCLUSION
Perhaps the most important lesson of the present paper is that more efficient networking services can be provided through context-aware operation. By taking advantage of data on contacts and content preferences found in profiles of social network members we can enable network optimization strategies that substantially outperform their conventional counterparts that typically disregard such information. Our optimization techniques address different segments of online media delivery where exploiting social data can be advantageous. They target network flow allocation, tracker-based peer selection, and data packet scheduling, and can be applied independently or in synergy across the various domains they address. Through our techniques we have been able to study the influence of relevant system parameters and the employed social information on the overall performance of the context-aware services that they enable. In our ongoing work, we are exploring personalized content adaptation and coding based on contextual information. Such mechanisms could further enhance the performance of the optimization techniques studied in this paper as they would provide yet another dimension of context-driven computing in the online media world of social networks.
