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Abstract
Voice activity detection (VAD) is utilized as a preprocessing for some speech
applications to determine speech and non-speech periods in input signals. Many
methods have been proposed to find acoustic features which are effective in distin-
guishing speech from non-speech periods especially in noisy signals. In this study,
a deep neural network (DNN)-based VAD method is proposed to improve the per-
formance of raw features, i.e., log power spectra (LPS), to detect such periods by
utilizing dynamics that refer to the time-varying properties of speech signals. In the
proposed method, the dynamics are highlighted by speech period candidates, which
are calculated based on heuristic rules for simple patterns of the first and second
derivatives of LPS that characterize the starting and ending points of utterances.
The candidates, together with LPS, are input into the DNN to determine speech pe-
riods. Experiments are conducted to evaluate the proposed method by using speech
signals smeared with five types of noise (white, babble, factory, car and pink) with
signal to noise ratios (SNRs) of 10, 5, 0 and -5 dB. The experimental results show
that the proposed method is excellent under all considered noise conditions. The ad-
dition of speech period candidates provides improvements to LPS. The results also
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Voice activity detection (VAD) is used as a preprocessing for various speech
applications to determine speech and non-speech periods in their input. In digital
cellular telecommunication systems, such as universal mobile telecommunication
systems (UMTS) [1], VAD is employed to detect non-speech frames to reduce aver-
age bit rates [2] so that the highly efficient speech coding and low bit rate transmis-
sion may be achieved [3]. In speech enhancement, for example spectral subtraction,
speech/non-speech detection is necessary to determine signal periods that contain
only noise. This is useful for noise estimations which are used in the noise reduc-
tion process [4]. VAD is also utilized to identify speech periods in observed signals
as it should be fed to a recognition engine, thus avoiding the processing of non-
speech periods that do not convey information and may even affect the recognition
process [5].
In prior studies, simple acoustic features have been used to detect speech peri-
ods, such as energy and zero crossing rates [6]. Various modifications of energy-
based features, such as those described in [7] and [8], have been proposed to im-
prove the VAD performance degraded as the signal-to-noise ratio (SNR) decreases.
Other acoustic features have also been examined and investigated to improve such
performance. For example, Ramirez et al. [9] introduced a feature called as long-
term spectral divergence (LTSD) which measures divergency between speech and
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noise spectra. Periodic to aperiodic components ratios were employed by [10]. Pek
et al. [11] investigated an effective modulation frequency range for VAD and used
indices of modulation spectra of speech data to distinguish speech and non-speech
periods. Kinnunen and Rajad [12] introduced the likelihood ratio VAD method in
which mel-frequency cepstral coefficients (MFCCs) of each input frame are utilized
to obtain speech and non-speech models. Sohn et al. [13] proposed a statistical
method based on a Gaussian model and used the mean of the likelihood ratios for
individual frequency bands as the decision of speech or non-speech, assuming a pri-
ori known noise. Davis et al. [14] proposed a scheme that combines a low variance
spectrum estimation and a statistical method for decision rules based on the SNR
ratio measured. Although these methods perform well under stationary noise, their
performances are degraded under non-stationary noise. Machine learning methods
have also been investigated to improve the VAD performance particularly in noisy
environment, for instance, support vector machine (SVM) methods [15–17] and
neural networks [18, 19].
Because background noise is a challenging problem, selecting features that
discriminate properties of speech and noise is important in designing VAD algo-
rithms [20]. Combination of several features may improve VAD accuracy. Almajai
and Milner [21] employed both audio and visual information. They use MFCCs
together with their delta and delta-delta for audio features, and 2D discrete cosine
transform (DCT) for visual features. Zhang et al. [22] attempted to optimize the ca-
pability of DNN-based VAD by combining several acoustic features: pitch, discrete
Fourier transform (DFT), MFCCs, coefficients obtained from linear predictive cod-
ing (LPC), relative-spectral perceptual linear predictive analysis (RASTA-PLP) and
amplitude modulation spectrograms (AMS) with their delta features, as the input to
DNNs. Segbroeck et al. [23] exploited spectral shape, spectro-temporal modulation,
harmonicity and long-term spectral variability to obtain a noise robust frontend for
VAD.
Recently, DNNs have attracted increasing attention for VAD and have been
found to be highly competitive with traditional VAD. The great flexibility, deep and
generative training properties of DNNs are useful in speech processing [24] includ-
2
ing speech/non-speech detection. Espi et al. [25] utilized spectro-temporal features
for a convolutional neural network (CNN) to detect non-speech acoustic signals.
Zhang and Wang [26] explored the contextual information to determine speech and
non-speech segments. Ryant et al. [27] utilized MFCCs as the input to a DNN to
detect speech activity on Youtube. Mendelev et al. [28] proposed a DNN to improve
the VAD performance when only small training data are available, using a max out
activation function to improve the accuracy carried by a drop out model. However,
choosing features as the input for a DNN is not a trivial problem. Research in au-
tomatic speech recognition has shown that raw features have potential to be used as
the input of a DNN replacing “hand-crafted” features [29].
In this study, we first attempted to utilize only log power spectra (LPS) to detect
speech periods in noisy signals using a DNN. In the preliminary experiment, we ob-
tained two important findings. First, the performance of VAD using the log power
spectra as the input of the DNN outperforms standard features, such as MFCCs and
MFCCs combined with delta and delta-delta cepstra, for both clean and noisy sig-
nals. Second, the performance of DNN-based VAD using MFCCs improves when
they are incorporated with their delta and delta-delta. These delta features are re-
ferred to as dynamics which are related to the time-varying of speech signals [30].
Thus, this result indicates that the dynamics may contribute to improve the VAD
performance. Based on the second finding, we attempt to enhance the VAD per-
formance based on the usage of LPS by introducing dynamics. The dynamics are
expressed by speech period candidates which are derived from the first and second
derivatives of the LPS.
Figure 1.1 shows the outline of the proposed method. Major speech characteris-
tics are first highlighted by using a running spectral filter (RSF) [31]. Next, masks
are composed by using the first and second derivatives of the LPS from the above-
mentioned filtering process through heuristic rules. These masks, which consist of
binary values, are then multiplied by the raw spectra expressed in decimal to ob-
tain speech period candidates. Since not all subbands signals may contribute to the
VAD decision, we consider obtaining the speech period candidates for individual
subbands. These speech period candidates, together with the LPS, are input into a
3
DNN to determine speech periods.
Figure 1.1. Outline of the proposed VAD method
1.2 Motivations and Objectives
This study is motivated by the belief that the first and second derivatives of log
power spectra (LPS) may contribute to find starting and ending points of utterances.
These derivatives are calculated just after highlighting speech characteristics in a
modulation frequency range of 1 to 16 Hz. The starting and ending points are then
characterized from simple patterns of these derivatives. The output of this process
is referred to as speech period candidates which may highlight dynamics referring
to time-varying properties of speech signals.
This study aims to enhance performance achieved by DNN-based VAD using
LPS, by adding dynamics expressed by speech period candidates. These candi-
dates, together with the LPS are fed to the DNN to get VAD output. As shown
in the experimental results, the addition of speech period candidates is effective at
improving the accuracy of the LPS for finding speech and non-speech periods, es-
pecially for low SNRs and non-stationary cases. The proposed method is superior
to other methods such as [9], [12], [13] and [23]. We also observe the DNN uti-
lizes the information carried by useful subbands which may correspond to speech
fundamental frequencies (F0) or their neighbors.
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1.3 Organization of Dissertation
This thesis is organized as follows. We describe a brief description of VAD
including various features that have been employed to identify speech periods in
Section 2. Section 3 describes the proposed method for detecting speech periods
using LPS and speech period candidates. The experimental results and discussion





2.1 Voice Activity Detection
Voice activity detection (VAD) is important for various speech applications as
it discriminates the presence of speech periods from background noise in an audio
signal [3]. Figure 2.1 shows an example of VAD. As shown in the figure, VAD
has two classes; speech and non-speech periods. It has been utilized in different
applications for a variety of purposes. In the following section, roles of VAD are
described in speech enhancement, speech coding, and speech recognition.
Figure 2.1. Voice activity detection (VAD)
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2.1.1 Speech Enhancement
One major purpose of speech enhancement is to enhance the performance of
speech communication by reducing background noise. In spectral subtraction, for
example, VAD may be useful to find out if noise reference needs to be updated.
Speech detection is essential to determine the periods that contain only noise. Such
noise-only periods are essential to allow the noise reference to be updated, thereby
suppressing noise more accurately [32]. Park et al. [33] proposed a VAD method
using Teager energy to derive speech absence probability (SAP) to be implemented
in speech enhancement algorithm to improve its performance, especially in the noisy
environment.
2.1.2 Speech Coding
VAD output allows to deactivate transmission during the absence of speech in
speech coding, and hence to reduce the amount of transmitted data while maintain-
ing quality. In modern telecommunication systems, silence compression which is
achieved by VAD in the discontinuous transmission (DTX) mode, may be utilized
to reduce the average bit rates [9]. VAD has also been implemented in cellular net-
works as shown in [34]. Some standards in telecommunication have adopted VAD
methods. For example, the International Telecommunication Union (ITU) [1] em-
ploys a VAD module in DTX mode to work with speech coding algorithm G.729.
To determine speech periods, G.729 Annex B has recommended some features such
as linear prediction (LP) spectra, full-band energy, low band (0-1 kHz) energy and
zero crossing rates (ZCR). On the other hand, European Telecommunication Stan-
dard (ETSI) also uses VAD for the digital cellular telecommunication systems. In
this standard, VAD is used in DTX for adaptive multi-rate (AMR) speech traffic
channels.
2.1.3 Speech Recognition
Another important application of VAD is speech recognition. The accuracy of
speech recognizers may degrade and indicate constraints to the operation in noisy
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environment when training conditions do not match to testing conditions [3]. VAD is
useful in such conditions since it can identify speech periods that should be fed to a
recognition engine so that the error can be reduced. Moreover, ignoring non-speech
periods can also save CPU power. Ramirez et al. [35] proposed a VAD method
to get a robust speech recognition system by improving statistical test, namely a
contextual likelihood ratio test (LRT).
2.2 Features for VAD
Feature extraction and decision scheme are general stages in a VAD algorithm
to get VAD output. The first process plays a significant role because its purpose is to
extract acoustic features, which represent discrimination between speech and noise,
from the noisy speech signals [20]. Various features have been used in conventional
VAD methods. In this section, the features used in VAD are divided into 5 groups:
2.2.1 Energy Based Features
Energy might be the earliest feature developed in the time domain for VAD. In
[6], Rabiner et al. proposed to locate endpoints of an utterance using zero crossing







where Ej is the energy of the j-th frame, x(i) is the i-th sample of the speech, and
N is the number of samples in the considered frame. The zero crossing rate of the






(|sgn(xn(i))− sgn(xn(i− 1))|). (2.2)
Figure 2.2 shows a speech signal with its energy and zero crossing rate representa-
tion.
A speech production model suggests that speech energy is concentrated in the
8
Figure 2.2. Energy and zero crossing features
frequency below 3 kHz. On the other hand, the noise energy is mostly located at
higher frequencies. Hence, this technique is somewhat suitable for a clean condi-
tion, and its performance is degraded in low SNR. To overcome such problem, many
studies have been proposed to modify the VAD method based on short time energy.
Prasad et al. [8] proposed to use an adaptive linear energy-based detector to update
a threshold value because a fixed threshold would be insufficient for varying acous-
tic environments of a speaker. Sakhnov et al. [7] utilized the energy of the speech
based on root square energy (RMSE) instead of short time energy in combination
with periodicity and the energy levels are later used to estimate the threshold.
These VAD methods based on energy features have been employed in some
standards because of its low computation complexity, for example, ITU-T Recom-
mendation G.729 Annex B [1].
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2.2.2 Spectral Features
Frequency spectrum analysis that represents the frequency components of the
signal over time has also been used to derive the features employed in VAD. A
VAD algorithm proposed by Renevey et al. [36] utilizes entropy estimation mea-
sures of a time-frequency magnitude spectrum. The idea of this algorithm relies on
a presumption that the signal spectrum shows to be more well-organized during the
speech periods than the non-speech periods. The entropy can be measured as,
H(|Y(ω, t)|2) = −
Ω∑
ω=1
P (|Y (ω, t)|2) log(P (|Y (ω, t)|2)) (2.3)
where P (|Y (ω, t)2|) = |Y (ω,t)|2∑Ω
ω=1 |Y (ω,t)|2
is the probability of the frequency band ω for
the magnitude spectrum for frame t.
Ramirez et al. [9] also proposed a VAD method using a spectral feature. They
assume that the information of spectral magnitude on time-varying signal is the most
significant clue to detect speech periods in a noisy speech signal. In this method,
they use long term spectral envelope (LTSE).Then, a long-term spectral distance
(LTSD) between speech and noise is measured as a feature to derive a decision rule.
The LTSD can be formulated as







X˜k,i = max{Xk−M,i, . . . , Xk,i, . . . , Xk+M,i}, (2.5)
whereM is the number of neighboring frames, and L is the number of fast Fourier
transform (FFT) coefficients, Ni is the i-th coefficient of the average noise spec-
trum and X˜k = [X˜k,1, . . . , X˜k,L]T is the estimated spectral envelope (LTSE) of the
neighboring (2M + 1) frames.
Ma and Nishihara proposed a long spectral flatness measure (LSFM) based VAD
method that exploits the spectral flatness of a signal to differentiate speech from
noise [37]. Gosh et al. also utilized spectral features by proposing a long-term
signal variability (LTSV) which utilizes a very long window to compute averaged
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spectrogram and entropies of each frequency bands [38].
2.2.3 Cepstral Features
Cepstra are particularly important in speech recognition. They provide an iden-
tifiable form of transcript for each particular utterance. Cepstral differences along
time are keys to the success of speech recognition [39]. Mel-frequency cepstral co-
efficients (MFCCs) are commonly used as cepstral features for VAD, such as [15]
and [12] which use MFCCs and their delta and double delta coefficients for the in-
put features to SVM and GMM classification, respectively. Another VAD method
which uses cepstra was proposed in [41]. Fukuda et al. [40] used the delta cepstra
which express the dynamic changes of the cepstral frames in their proposed VAD.








where ct is defined as the cepstrum coefficient at time t.
2.2.4 Harmonicity Features
Multiple harmonics of fundamental frequency F0 can be found in the voiced
speech structure. In noisy condition, such harmonic structures of voiced speech are
still preserved.
Autocorrelation function (ACF) can be utilized to capture the harmonic structure




norm(τ, ℓ) , (2.7)
where norm(τ, ℓ) =
√∑ℓL−N+1+τ
n=ℓL x
2(n).∑ℓL−N+1n=ℓL−τ x2(n). Some pitch-related fea-
tures for VAD are usually derived from this ACF approach. For periodic signals, it
is maximized for values of τ being integer multiples of the period. Features which
indicate the maximum ACF peak [42] or the periodicity of the ACF [43] employ
this property.
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Ishizuka et al. [44] stated that a human auditory system has the capability to
process the harmonicity (periodic) components, which may relate to vowels and
voiced consonants and remains after eliminating the aperiodic components which
deviate from predominant periodicity. In their work, they proposed an acoustic fea-
ture, namely, PAR (periodic and aperiodic ratio) which represents the power ratios
between these two components in observed signals. Then, a decision scheme to
obtain VAD decision is derived from a likelihood of the existence of target speech
signals based on the relations to the PARs.
Basu [45] used three features for VAD, such as a non-initial maximum of
normalized “noisy” autocorrelation, some autocorrelation peaks, and normal-
ized spectral entropy, which are later used in HMM. The autocorrelation vector,













where fs represents the sampling frequency.
The autocorrelation approach is also developed in the spectral domain such
as [46]. Krishnamachari et al. [46] investigated the behavior of spectral autocorre-
lation under co-channel a condition where the spectral autocorrelation ratio (SAR)
parameter is defined as




whereR(p1) is the local maximum of spectral correlation which occurs at lag p1, and
R(q1) is the second local maximum that is not related harmonically to the first peak
or the local minimum between p1 and 2p1. When the speech is silence or unvoiced, a
peak which is not related to the peak harmonically will be lower in amplitude. That
means SAR will be very high so that the frame can be used as speech. However,
when speech and interferer were of comparable magnitude, the SAR ratio might
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come near to zero, which indicate such frame is non-usable. The SAR will again
be low when there is an occurrence of a false peak of comparable magnitude along
with the harmonically related pulses. However, the physical interpretation is that
such frames can not be used when a pure tone which is mixed with the speech
signal is of comparable magnitude.
2.2.5 Modulation Features
A characteristic energy modulation, which peaks at about 2-5 Hz corresponding
to the typical syllable rate of human speech [47–49], dominates a temporal struc-
ture of speech. This speech characteristic may be employed in VAD. Shadevsky
et al. [50] exploited the characteristic in modulation spectra of speech by filtering
noise components outside the modulation frequency domain of 1 to 16 Hz in their
proposed VAD. Mesgarani et al. [51] proposed an auditory model which is based on
multiscale spectro-temporal modulations to distinguish speech from noise. Modu-
lation spectra is also used by [11] for detecting speech periods.
Batch et al. [52] considered to use amplitude modulation spectral (AMS) fea-
tures to detect speech activity. SVM is then used as the classifier to decide speech
or non-speech periods based on AMS. To obtain AMS, a signal is analyzed by us-
ing STFT and its output is computed by squared magnitude, then it is summed into
rectangular, non-overlapping Bark bands and logarithmic amplitude compression.
Another STFT is later applied to each spectral band to obtain modulation spectrum.
In the end, an envelope extraction followed by a logarithmic compression is further
applied.
2.3 VAD Decision
Feature classification of speech signals is the final stage of VAD algorithms to
determine speech periods. It determines the class of features either as speech or
non speech. The simplest way to classify a signal is by using a detection threshold
which defines the features as speech or non speech. When scalar value yk ∈ R is
the feature extracted at frame k−th, R can be divided into two classes by a fixed
13
threshold η. It is assigned as speech when the frame has yk > η, and yk < η is






More than one threshold is sometimes defined, such as [6] that computed three
thresholds, namely, an upper energy threshold, a lower energy threshold, and a zero
crossings rate threshold.
Since a fixed threshold is insufficient for varying acoustic environment, an adap-
tive threshold is used in many VAD algorithms, such as [8], [7] and [9]. Threshold
needs to be updated and it is controlled by a learning factor α. If a new noise pa-
rameter is nk at frame k-th, the threshold is updated as
ηˆ = αη + (1− α)nk. (2.13)
An α with a smaller value is useful for a situation where the background noise con-
stantly changes so the threshold can be more sensitive to such changes. Meanwhile,
a larger α will be useful for the conditions where the background noise changes
infrequently since it may make the threshold to be more modest to the changes [53].
A threshold method for a decision rule-set might be adequate when extracted
features are highly discriminative and linearly separable because they are usually
obtained heuristically. Once a feature space is non-linearly separable, a statistical
method will be a better choice. Different from such threshold method, a statistical
method needs a prior knowledge of speech. The distributions of features for speech
and noise can be modeled explicitly by using probability density functions (PDFs)
model of which parameters are estimated during a running time. The statistical
approach is contrary to the heuristic approaches where the threshold is adopted to a
likelihood ratio of the speech and noise model [20].
A well-known statistic approach is proposed by Sohn et al. [13]. They formulate
two hypotheses to consider frames as
H0 = speech absent : X = N (2.14)
H1 = speech present : X = N+ S, (2.15)
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where the bold letters represent L the discrete Fourier transform (DFT) coefficient
vectors which are asymptotically independent Gaussian random variables. S is for
speech with k−th elements Sk, N is for noise with k−th elements Nk, and X is for




















where the variance of Nk and Sk are represented as λN(k) and λS(k), respectively.






exp{ γkξk1 + ξk }, (2.18)
where ξk , λS(k)λN (k) is a priori SNR and γk ,
|Xk|
λN (k) is a posteriori SNR. A deci-
sion rule is then calculated as the mean of the likelihood ratios for the individual
frequency bands as follows









The likelihood above is calculated for a single frame. Later, a hangover scheme is
introduced to consider the dependency between successive frames. To this purpose,
two states of HMMmodel speech and non-speech. For each frame n, the VAD score
Γ(n) is calculated as follows
Γ(n) = P (H0)
P (H1)
[a01 + a11Γ(n− 1)







where aij , P (q(n) = Hj|q(n − 1) = Hi) is a state transition probability, P (H0)
and P (H1) are prior probabilities, and Λ(n) denotes the likelihood ratio at nth
frame. Finally, the VAD score is contrasted to a decision threshold η to obtain
speech/non-speech decisions.
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Besides the above method, there are some other works which also employ statis-
tical approach such as [14] and [54]. Chang et al. [54] combined multiple statistical
models, namely, complex Laplacian, Gaussian model, and Gamma probability den-
sity functions to derive the speech and non-speech decision.
Besides statistical approach, a machine learning approach has recently got large
interest to be used to obtain the VAD decision. Machine learning-based VADs are
highly competitive to traditional VADs because of several factors. They can be
integrated to speech recognition system, they guarantee to have good performance,
and they can combine multiple features together [22]. Many methods have been
proposed such as support vector machine (SVM) in [15–17], neural networks in
[18, 19], and deep neural networks (DNNs) in [22, 26, 27, 55]. Recently, DNNs
have been successfully applied in speech processing including VAD, given their
capabilities. In fact, Mohammed et al. [24, 56] describe DNNs as a flexible model
that does not require information on the specific data distribution. In addition, a
DNN can include several nonlinear hidden layers, thus increasing its flexibility and
discrimination capabilities. Furthermore, a generative pre-training allows a strong
domain-dependent regularization of the networks weights.
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Chapter 3
DNN-Based Method for VAD





h(m− n)x(n)W knK , (3.1)
where a speech signal is represented by x(n), an analysis window which is time
reversed and shifted by m frames is represented by h(n), k is a frequency variable,




visualization of the spectrum in time is represented by spectrogram as shown in Fig.
3.1. X(m, k) can be further written as,
X(m, k) = |X(m, k)|ej∠X(m,k). (3.2)
Figure 3.1. Spectrogram of speech
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Figure 3.2. Modulation spectrum of speech
Magnitude operator, |X(m, k)|, can be defined as an envelope.These envelope spec-
tra consist of short-term spectra arranged on the time axis to display the time varia-
tion of spectral characteristics. The representation of the short-term spectrum with
respect to the time variation is called as a modulation spectrum. The modulation
spectrum is achieved by transforming the spectral envelope using another STFT as
follows,
X(l, k, i) =
m=∞∑
m=−∞
g(l −m)|X(m, k)|W imI , (3.3)
where a modulation frequency analysis window is represented by g(m), a corre-
sponding hop size is expressed by l, k is an acoustic frequency and i is a modulation
frequency. Figure 3.2 shows the modulation spectral energy X(l, k, i) which is a
magnitude of subband envelope spectra in the acoustic-modulation frequency plane.
Figure 3.2 shows that the speech signal energy is concentrated in a low modu-
lation frequency range. Several investigations [47, 48, 50, 57, 58], have shown that
the energy of clean speech signals is mostly concentrated within a modulation fre-
quency range of 1 to 16 Hz. Hence, each subband envelope, |X(m, k)|, is filtered
through an RSF to remove noise outside the modulation frequency range. The RSF
output,Xrsf (m, k), consists of both negative and positive values, and we follow [31]
in replacing the negative values with zeros.
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A subband log power spectrum of the RSF output, E(m, k), is expressed as
E(m) = 10 log10
k=N∑
k=1
(Xrsf (m, k))2 (3.4)
Hereafter, we call the log power spectrum of the RSF output as LPS-RSF. The first
and second derivatives of the log power spectrum, E(m, k), obtained through the
above filtering, are calculated as follows:
∆−mE(m) = E(m)− E(m− 1) (3.5)
∆2mE(m) = ∆+m∆−mE(m)
= [E(m+ 1)− E(m)]− [E(m)− E(m− 1)]. (3.6)
These derivatives are used to produce speech period candidates that highlight the
dynamics in the LPS-RSF. These candidates are used together with the log power
spectra, derived from Eq. (3.2), to detect speech periods in the DNN described later.
The detailed block diagram of the proposed method is shown in Fig. 3.3.
Figure 3.3. Block diagram of the proposed VAD method
3.1 Speech Period Candidates
In spoken language, an utterance is a continuous piece of speech that has a start
and an end, and is separated from a successive utterance by a pause. Figure 3.4
shows the subband observations at 250 and 875 Hz of utterance /ha/ and the obser-
vations’ first and second derivatives of the LPS-RSF obtained using Eqs. (3.5) and
(3.6). The frame size used to obtain this representation is 20 ms. Since the sam-
pling frequency is 8 kHz, each frame may consist of 160 samples, and a Hamming
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(a) Subband at 250 Hz (b) Subband at 875 Hz
Figure 3.4. Subband observations of utterance /ha/, log power spectra, and their first and
second derivatives. Blue and red lines represent first and second derivatives, respectively
window is used as the analysis window with a 10 ms frame shift.
As shown in Fig. 3.4, the starting and ending points of the utterance /ha/ may
be identified from the patterns of the first and second derivatives. The starting and
ending point candidates of utterance /ha/ in the subband at 250 Hz are located at
frames 6 and 33, respectively. In contrast, in the subband at 875 Hz, the starting and
ending point candidates are found to lie at frames 6 and 30, respectively. These ob-
servations indicate that not all subband signals may contribute to the VAD decision.
Therefore, we calculate the first and second derivatives for the individual subbands
to obtain the speech period candidates.
We will use Fig. 3.5 to explain the mechanism for identifying the starting (Fig.
3.5a) and ending (Fig. 3.5b) points. These two figures show the observation frames.
To determine the starting and ending points, the speech signal is observed in seg-
ments of 8 frames with an overlap of 4 frames. The rules for identifying the starting
and ending points are as follows:
(i) To identify a starting point, we consider 8 frames at once and check the former
4 frames, as shown in Fig. 3.5a. We observe these frames to find a frame that
has the local maximum second derivative followed by a positive first derivative
in the successive frame. When this pattern holds, the respective frame becomes
a starting point candidate. This process continues for the successive eight
frames with an overlap of four frames from the previous observation.
(ii) To identify an ending point, we consider 8 frames at once and check the subse-
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(a) Starting point (b) Ending point
Figure 3.5. Method of identifying the starting and ending points
quent 4 frames, as shown in Fig. 3.5b. We observe these frames to find a frame
that has the combination of a local minimum first derivative and a local maxi-
mum second derivative that is preceded by at least one negative first derivative.
When this pattern holds, such frame becomes an ending point candidate. This
process continues for the successive eight frames overlapped with four frames
from the previous observation.
The above two processes continue until the last observation frames have been ex-
amined.
The starting and ending point candidates that are found based on rules (i) and
(ii) are marked by the simple binary number of one. Figure 3.6b shows the starting
and ending point candidates of the speech signal. We then simply add the binary
ones between the starting and ending points to obtain the masks, as shown in Fig.
3.6c.
The masks, however, may cause misjudgments with respect to non-speech peri-
ods because such masks do not carry information coming from the amplitude of the
observed signal. To minimize such misjudgement, we attempt to remove values of
’one’ coming from the signal parts when the amplitudes are relatively small simply
by multiplying the power spectra expressed in decimal by the masks. Hereafter, the
output of this process is referred to as speech period candidates. The result of the
process is shown in Fig. 3.6d. These speech period candidates, together with the
log power spectra from Eq. (3.2) become input for the DNN.
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(a) Speech signal (b) Starting and ending point candidates
(c) Masks (d) Speech period candidates
Figure 3.6. Representation of a speech signal (a), its starting and ending point candidates
using rules (i) and (ii) (b), masks (c), and speech period candidates as a result of multiplying
masks by power spectra expressed in decimal form (d)
3.2 Deep Neural Network for VAD
At the second stage, a deep neural network (DNN) is employed to get correct
speech periods. A DNN has been shown to be effective to be used in various speech
applications, including VAD, as shown in [27] and [55]. A DNN is a feed for-
ward artificial neural network which has many hidden layers (often more than two)
between its input and output, as shown in Fig. 3.7. For simplicity, if there is an
L + 1-layer DNN, layer 0 indicates the input layer and layer L is considered as
the output layer. According to [59], in the first L layers, the activation vector aℓ is
obtained as follows:
aℓ = f(zℓ) = f(Wℓaℓ−1 + bℓ), for 0 < ℓ < L, (3.7)
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Figure 3.7. Illustration of DNN
where zℓ = Wℓaℓ−1 + bℓ ∈ RNℓ×1 is an excitation vector, aℓ ∈ RNℓ×1 is an ac-
tivation vector, Wℓ ∈ RNℓ×Nℓ−1 is a weight matrix, bℓ ∈ RNℓ×1 is a bias vector,
and Nℓ ∈ R are the number of neurons at layer ℓ. a0 = o ∈ RN0×1 represents an
observation or the input feature vector, where N0 = D is the dimension of feature,
and f(.) : RNℓ×1 → RNℓ×1 is a transfer function (also known as activation function)
applied to the excitation vector element-wise z. In most application, including VAD,
the sigmoid function
σ(z) = 11 + e−z (3.8)
is used as the activation function.
For classification tasks such as VAD, each output neuron in the output layer in-
dicates a class i ∈ {1, . . . , C}, where C = NL represents the number of assigned
classes. Here, VAD consists of two classes; speech and non-speech. To accommo-
date it, a softmax function is used to normalize the excitation and added in the final
layer, as







where zLi is the ith element of the excitation vector zL. The value of the i-th output
neuron aLi represents the probability Pdnn(i|o) that the observation vector o belongs
to class i.
The model parameters, {W,b} = {Wℓ,bℓ|0 < ℓ ≤ L} are calculated by follow-
ing Eq. (3.7) to obtain the activation vectors. This is done layer by later from layer
1 to layer L − 1. In the final layer, Eq. (3.9) is used for the classification task to
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obtain the DNN output. This process is called as forward computation and shown
in Algorithm 1.
Algorithm 1 DNN Forward Computation
procedure FORWARDCOMPUTATION((O)) ◃ Each column of O is an
observation vector
A0 ← O
for ℓ← 1; ℓ < L; ℓ← ℓ+ 1 do ◃ L is the total number of layers
Zℓ ←WℓAℓ−1 + Bℓ ◃ Each column of Bℓ is bℓ
Aℓ ← f(Zℓ) ◃ f(.) can be sigmoid, tanh, or other functions
end for
ZL ←WLAL−1 + BL
if regression then ◃ regression task
AL ← ZL
else ◃ classification task




The unknown model parameters,W and b, can be estimated from training sam-
ples S = {(om, ym)|0 ≤ m < M}, where M is the number of training samples, om
is the m-th observation vector and ym is the corresponding desired output vector. A
criterion for training and an algorithm for learning can determine this process. To
minimize the expected loss (loss function), the model parameters should be trained
as




where J(W,b; o,y) represents the lost or cost function for the given model param-
eters {W, b}, the observation o, and the corresponding output vector y, and p(o)
represents the probability density function of observation o. Typically, p(o) is not
known and needs to be estimated from the training set and J(W,b; o,y) is not well-
defined for samples unseen in the training set. Thus, the DNN model parameters













yi log aLi , (3.12)
yi = Pemp(i|o) is the empirical (observation in the training set) probability that
the observation o belongs to class i, and aLi = Pdnn(i|o) is the same probability
estimated from the DNN. Given the training criterion, the error backpropagation
(BP) algorithm can learn the model parameters {W,b}. This algorithm is derived
from the chain rule used for gradient computation as described in Algorithm 2.
Algorithm 2 Backpropagation Algorithm
procedure BACKPROPAGATION((S = {(om, ym)|0 ≤ m < M})) ◃ S is the
training set with M samples
Randomly initialize {Wℓ0,bℓ0}, 0 < ℓ ≤ L ◃ L is the total number of layers
while Stopping Criterion Not Met do ◃ Stop if reached max iterations or the
training criterion improvement is small
Randomly select a minibatch O,Y withMb samples
Call ForwardComputation(O)
ELt ← ALt − Y ◃ Each column of ELt is eLt
GLt ← ELt







Wℓt+1 ←Wℓt − ϵMb∇W
ℓ
t ◃ UpdateW
bℓt+1 ← bℓt − ϵMb∇b
ℓ
t ◃ Update b
Eℓ−1t ← (Wℓt)TGℓt ◃ Error backpropagation
if ℓ > 1 then




Return dnn = {Wℓ,bℓ}, 0 < ℓ ≤ L
end procedure
The DNN is composed of multiple layers restricted Boltzmann machines
(RBMs), where each of RBM is a stochastic generative neural network constructed
by visible and hidden neurons, and there is no connection between visible-visible
and hidden-hidden as shown in Fig. 3.8. Values of hidden neurons are usually bi-
nary followed by Bernoulli distribution. Meanwhile, real or binary values are usu-
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Figure 3.8. A representation of restricted Boltzmann machines
ally taken by the visible neurons. Energy is assigned by the RBM for both visible
vector v and hidden vector h configuration. For the Bernoulli-Bernoulli RBM, the
energy is
E(v,h) = −cTv− bTh− hTWv, (3.13)
where v ∈ {0, 1}Nv×1 and h ∈ {0, 1}Nh×1. Nv is the numbers of visible neurons
and Nh are the numbers of hidden neurons. W ∈ RNh×Nv is the weight matrix
connecting visible and hidden neurons, and c ∈ RNv × 1 and b ∈ RNh × 1 are the
visible and hidden layer bias vectors, respectively. For Gaussian-Bernoulli RBM,
the energy is
E(v,h) = 12(v− c)
T (v− c)− bTh− hTWv (3.14)
for each configuration (v,h). Here, the visible neurons take real values, v ∈ RNv×1.
A probability associates to each configuration is defined as




where Z = ∑v,h e−E(v,h) is the normalization factor.The posterior probabilities
P (v|h) and P (h|v) can be calculated as
P (h = 1|v) = σ(Wv+ b), (3.16)
P (v = 1|h) = σ(WTh+ c) (3.17)
for binary values. For Gaussian visible neurons, P (v|h) is estimated as
P (v|h) = N (v;WTh+ c, I), (3.18)
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where I is the appropriate identity covariance matrix. Meanwhile, the the condi-
tional probability P (h=1|v) is equivalent to the above equation. The RBM can be
used to learn a probability distribution over its set of inputs.
Stochastic gradient descent (SGD) is used to train an RBM with goal to mini-
mize the negative log likelihood (NLL).




where F (v) is the free energy which is defined as
F (v) = − log(∑
h
e−E(v,h)). (3.20)
Then, parameters are updated as
Wt+1 ←Wt − ϵ∆Wt, (3.21)
ct+1 ← ct − ϵ∆ct, (3.22)
bt+1 ← bt − ϵ∆bt, (3.23)
where ϵ is the learning rate, and















where ρ is the momentum parameter, Mb is the minibatch size, and
∇WtJNLL(W, c, b; vm) is the gradient of the NLL criterion on model parameter
weight W, and ∇ctJNLL(W, c, b; vm) and ∇btJNLL(W, c, b; vm) are for bias W, c
and b, respectively. Derivatives of such NLL with respect to model parameters can
be calculated as










Figure 3.9. Illustration of the contrastive divergence algorithm
where model parameter is represented by θ, and ⟨x⟩data and ⟨x⟩model are the expec-
tation of x estimated from the data and from the model, respectively. Weight update
for the visible-hidden can be calculated as follows,
∇wjiJNLL(W, c,b;v) = −[⟨vihj⟩data − ⟨vihj⟩model]. (3.28)
The term ⟨.⟩model takes exponential time to compute exactly when the hidden values
are unknown, so the approximated learning algorithm, contrastive divergence (CD)
[60] is employed. Illustration of the contrastive divergence algorithm is shown in
Fig. 3.9. For the first step of Gibbs sample, initialization is implemented to a data
sample. Then, a hidden sample is generated from the visible sample based on the
posterior probability P (v|h). This process keeps continuing for many steps. When
it runs for infinite steps, ⟨vihj⟩model can be estimated from the samples as,
⟨vihj⟩model ≈ ⟨vihj⟩1 = v1iEj(v|h0) = v1i Pj(v|h0), (3.29)
⟨vihj⟩data ≈ ⟨vihj⟩0 = v0iEj(h|v0) = v0i Pj(h|v0). (3.30)
These update rules are also derived for models parameters c and b. The contrastive
divergence algorithm is summarized in Algorithm 3.
The RBM and DNN have relations that suggest a training of a very deep gener-
ative model in layer-wise manner. In the training process of RBM, each data vector,
v is used for the computation of a vector of expected hidden activation, h. Output of
this process is used to generate new features for the next RBMs. Once training has
stopped, the initial values of the weights of the hidden layers in DNN equals to the
number of RBMs trained. The DNN can be further fine-tuned which is performed to
the whole network [61].The DNN can be considered as a statistical graphical model
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Algorithm 3 The contrastive divergence algorithm for training RBMs
procedure TRAINRBMWITHCD((S = {om|0 ≤ m < M}, N)) ◃ S is the
training set with M samples, N is the CD steps
Randomly initialize {W0, c0,b0}
while Stopping Criterion Not Met do ◃ Stop if reached max iterations or the
training criterion improvement is small
Randomly select a minibatch O withMb samples
V0 ← O ◃ Positive phase
H0 ← P(H|V0) ◃ Applied column-wise
∇WJ ← H0(V0)T
∇cJ ← sumrow(V0) ◃ Sum along rows
∇bJ ← sumrow(H0)
for n← 0;n < N ;n← n+ 1 do ◃ Negative phase
Hn ← I(Hn > rand(0, 1)) ◃ Sampling, I(•) is the indicator function
Vn+1 ← P (V|Hn)
Hn+1 ← P (H|Vn+1)
end for
∇WJ ← ∇WJ −HN(VN)T ◃ Subtract negative statistics
∇cJ ← ∇cJ − sumrow(V0)
∇bJ ← ∇bJ − sumrow(H0)
Wt+1 ←Wt + ϵMb δWt ◃ UpdateW
ct+1 ← ct + ϵMb δct ◃ Update c
bt+1 ← bt + ϵMb δbt ◃ Update b
end while
Return rbm = {W,c,b}
end procedure
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and the posterior probability can be modeled as Bernoulli distribution as follows
P (hℓ|vℓ−1) = σ(Wℓvℓ−1 + bℓ), (3.31)
and the output layer estimates the label y based on the input as a multinomial prob-
ability distribution as
P (y|vL−1) = softmax(zL) = softmax(Wℓvℓ−1 + bℓ). (3.32)
The exact modeling of P (y|o) needs integration of all possible hidden values h from
the given input feature o and the label y. This is in practice so the practical way to
replace the marginalization with the mean field approximation by defining
vℓ = E(hℓ|vℓ−1) = P (hℓ|vℓ−1) = σ(Wℓvℓ−1 + bℓ). (3.33)
The above equation is equal to Eq. (3.7). Hence, the generative pre-training weights
can be used to initialize the DNN. When the pre-training finishes, a randomly ini-
tialized softmax output layer is added and the backpropagation is used to fine-tune
all the weights in the network discriminatively. Using generative pre-training to ini-
tialize DNN weights may potentially improve the performance of the DNN on the
testing set [59].
3.2.1 Designed DNN for the Proposed VAD
In the proposed VAD using DNN, the DNN is constructed by five layer RBMs as
shown in Fig. 3.10. In the input layer, a0 = o = P(m, k) ∈ RN0×1 denotes the input
feature vector of the DNN, where P(m, k) denotes the log power spectra and the
speech period candidates. P(m, k) is used as a learning instance and is mapped onto
the correct speech periods that are identified during the training process. Following
Eq. (3.7), the output of DNN through five nonlinear hidden layers as follows,
aℓ = f(f(f(f(f((a(0)w(0) + b(0))w(1) + b(1))w(2) + b(2))w(3) + b(3))
+w(4) + b(4)) +w(5) + b(5)), (3.34)
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Figure 3.10. Configuration of proposed VAD based DNN
where aℓ is the DNN output, wℓ denotes weights and bℓ denotes biases between
the ℓ−th layer and the (ℓ + 1)th layer. f(.) denotes the activation function. Here,
in this study, we use sigmoid, as described in Eq. (3.8) for the activation function
followed by softmax as shown in Eq. (3.9) for the output layer. The training pro-
cedure of the DNN mentioned above includes two processes. First, a pre-training
is performed as a greedy layer-wise unsupervised learning procedure. Contrastive
divergence algorithms (see Algorithm 3) are used in the pre-training to approxi-
mate the negative log-likelihood gradient of the data with respect to RBM’s pa-
rameters. The employed DNN in the proposed VAD is composed of five layers of
RBMs which consist of visible and hidden neurons, vj and hj , respectively. Here,
Bernoulli (visible)-Bernoulli (hidden) RBMs, i.e., vj ∈ {0, 1} and hj ∈ {0, 1}, are
used. Once the learning process has been completed for an RBM, the activity values
of its hidden units can be used as feature input for training the next RBM [62]. After
layer-by-layer pre-training, a backpropagation technique is applied throughout the
entire net to fine-tune the weights to obtain optimal results [63] (see Algorithm 2).
Because the VAD output consists of two classes (i.e., speech and non-speech),
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the DNN output for each frame, y(m), is a binary vector with elements determined
as,
y(m) = aL =

1, if speech is at framem, and
0, otherwise.
(3.35)





In the experiments, we use 99 speech files from the ASJ Continuous Speech
Corpus for Research vol. 2 [64]. These speech files are divided equally into 3 data
set. Then, we create 3 groups, each with 66 files for training (combination of 2 data
set to obtain a group is different to another group) and the rest of speech files are
used for evaluation purposes. The objective of dividing the data is to evaluate the
proposed method inside different data set. To obtain noisy signals, the clean speech
files are mixed with 5 types of noise such as white, babble, factory, car and pink
from NOISEX-92 [65]. Each noise signal is differently selected for the speech files
as well as the SNRs of 10, 5, 0 and -5 dB. Consequently, 21 sets of data are used to
produce 1386 speech files for training for each of group.
The input signals are sampled at 8 kHz for the experiments. The frame size is
20 ms, and the analysis window is a Hamming window with a 10 ms frame shift.
After filtering process using the RSF, the LPS-RSF is calculated for an individual
subband using Eq. (3.4). Then, the first and second derivatives for each individual
subband are calculated using Eqs. (3.5) and (3.6). These derivatives are used to
obtain the starting and ending point candidates in accordance with rules (i) and (ii).
After the conversion of the starting and ending point candidates from the sparse
representation to the mask, the masks are multiplied by power spectra, expressed
in decimal form, to obtain speech period candidates. Then, the DNN is applied to
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the speech period candidates in combination with the log power spectra from Eq.
(3.2). This combination is fed to the DNN to obtain the VAD decision regarding
the speech periods. Before feeding to the DNN, the input features are normalized
to zero mean and unit variance in each dimension. The DNN configuration for the
proposed VAD is shown in Fig. 3.10 (see Chapter 3). The DNN is composed by
five RBMs which are stacked together. The parameters setting of DNN are shown
in Table 4.1.
Table 4.1. Parameters setting of DNN
Number of layers 5 layers
Number of the hidden units in different layers [200,200,200,200,100]
Learning rate 0.0001
Maximum epochs for pre-training and fine-tuning 200
Note that, after determining the speech and non-speech periods, we do not per-
form any post processing such as a vad hangover because such process is out of the
range of this study.
4.2 Evaluation
To represent the proposed method performance, the receiving operation charac-
teristic (ROC) curve, in which the true positive rate (TPR) is plotted against the false
alarm rate (FPR), is considered. TPR and FPR are defined as follows,
TPR = TP
TP + FN , and (4.1)
FPR = FP
FP + TN , (4.2)
where TP (true positive) represents the number of speech frames in the speech pe-
riods correctly detected as speech, TN (true negative) shows the number of non-
speech frames in the speech periods correctly detected as non-speech, FN (false
negative) shows the number of speech frames in the speech periods incorrectly de-
tected as non-speech, and FP (false positive) represents the number of non-speech
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frames in the speech periods incorrectly detected as speech. To obtain a quantitative
ROC value, the area under the curves (AUCs) are calculated. These AUCs are the
main metric for evaluation.
The proposed method is compared with the DNN-based VAD method which
utilized the log power spectra, as the base-line of evaluation to evaluate its effec-
tiveness. In the preliminary experiment, the log power spectra are first compared
with features that are frequently used in speech processing, i.e., MFCC, delta fea-
tures and delta-delta features [27,55]. These features were input into the DNN using
the same configuration and parameters.
We also compare the proposed method to other well-known methods; VAD
based on statistical method [13], Long-Term Spectral Divergence (LTSD) based
VAD [9], the likelihood ratio based VAD from Mel-frequency cepstral coefficients
(MFCCs) [12], and the combination of contextual, discriminative and spectral cues
of human voice [23] to evaluate it.
In addition, we also evaluate the useful subbands in the DNN-based VAD to
observe which subbands have more valuable information to be used in the training
process of the employed DNN.
4.3 Results and Discussion
VAD decisions on noisy signals smeared with factory noise at various SNRs are
shown in Fig. 4.1. In Fig. 4.1, the red dashed lines indicate the true speech and
non-speech periods, whereas the solid magenta lines represent the generated VAD
output.The output of the proposed VAD is reasonably close to the correct answers as
shown in the figure. In the clean signal, the VAD decision of the proposed method is
relatively the same as the correct label. When the signal is smeared by factory noise
of 10 dB, there are only small numbers of misjudgments of speech and non-speech
periods. Even for the case of -5 dB, the proposed method gives relatively correct
judgment for the beginning and ending of the speech signals.
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(a) Clean speech (b) Factory noise, SNR= 10 dB
(c) Factory noise, SNR= 5 dB (d) Factory noise, SNR= 0 dB
(e) Factory noise, SNR= -5 dB
Figure 4.1. Representative results of the proposed VAD method
4.3.1 Comparison between the proposed method and simple
DNN-based VAD methods
In the preliminary experiment, we compared DNN-based VAD using log power
spectra and “hand-crafted” features that are frequently used in speech processing,
i.e., MFCC, delta features, and delta-delta features. The MFCCs were calculated
using the same window length of 20 ms and the same shift of 10 ms. We consider
13 MFCCs combined with delta features and delta-delta features, resulting in 39
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combined features.
Table 4.2. AUC (%) comparison between DNN-based VADmethods using log power spec-
tra and MFCCs. The bold numbers represent the best results
Noise SNR (dB)
AUC (%)- mean ± standard deviation
Log power spectra MFCCs MFCCs +∆+∆∆
Clean 98.72 ± 0.20 98.18 ± 0.08 97.79 ± 0.41
White
10 97.51 ± 0.49 96.10 ± 0.59 96.91 ± 0.57
5 97.27 ± 0.48 93.99 ± 0.85 95.11 ± 0.97
0 96.14 ± 0.76 89.58 ± 1.46 90.85 ± 1.73
-5 93.88 ± 1.10 81.43 ± 1.11 82.42 ± 1.53
Babble
10 96.50 ± 0.55 92.71 ± 0.92 93.51 ± 0.77
5 94.26 ± 0.66 87.24 ± 1.03 87.73 ± 0.8
0 88.88 ± 0.74 77.78 ± 0 .99 77.86 ± 0.82
-5 78.10 ± 1.10 65.72 ± 1.40 65.59 ± 1.40
Factory
10 96.80 ± 0.60 95.16 ± 0.79 96.04 ± 0.74
5 95.14 ± 0.72 91.60 ± 1.23 92.55 ± 1.06
0 91.17 ± 0.45 84.19 ± 1.23 84.81 ± 1.13
-5 80.49 ± 1.54 72.40 ± 1.14 72.70 ± 0.72
Car
10 98.83 ± 0.15 98.34 ± 0.23 98.26 ± 0.32
5 98.75 ± 0.16 98.22 ± 0.34 98.23 ± 0.35
0 98.56 ± 0.16 97.91 ± 0.44 98.08 ± 0.40
-5 98.06 ± 0.02 97.27 ± 0.54 97.70 ± 0.46
Pink
10 97.20 ± 0.66 95.91 ± 0.81 96.64 ± 0.62
5 96.28 ± 0.79 93.31 ± 1.00 94.28 ± 0.99
0 94.06 ± 0.95 87.96 ± 1.54 88.91 ± 1.40
-5 88.01 ± 1.54 78.30 ± 1.81 79.02 ± 1.22
As shown in Table 4.2, the DNN-based VAD performance that was achieved
using the log power spectra is superior to that achieved using the MFCCs and that
using MFCCs in combination with their delta and delta-delta cepstra. The log power
spectra features capture more detailed information in the time-frequency domain.
Consequently, these features represent a variety of important information that may
be related to the speech characteristics. In contrast, the MFCCs may suffer from
information loss, which may occur due to the dimension reduction caused by the
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discrete cosine transform (DCT) compression. Inside the preliminary study, the
DNN-based VAD performance that was achieved using the MFCCs is slightly im-
proved when temporal derivatives, i.e., delta and delta-delta features, are considered
in combination with the MFCCs. The enhancement achieved by using the MFCCs
in combination with the delta and delta-delta cepstra implies that the dynamics ex-
pressed by delta and delta-delta cepstra, play a role to improve the VAD perfor-
mance.
Table 4.3. AUC (%) comparison between the proposed method and DNN-based VADmeth-
ods using speech period candidates and log power spectra as the baseline. The bold numbers
represent the best results
Noise SNR (dB)
AUC (%)- mean ± standard deviation
Proposed Log power spectra Speech period candidates
Clean 99.06 ± 0.13 98.72 ± 0.20 98.10 ± 0.39
White
10 97.91 ± 0.28 97.51 ± 0.49 97.06 ± 0.54
5 97.44 ± 0.43 97.27 ± 0.48 96.64 ± 0.46
0 96.59 ± 0.50 96.14 ± 0.76 95.44 ± 0.57
-5 94.69 ± 0.66 93.88 ± 1.10 93.40 ± 0.60
Babble
10 96.84 ± 0.60 96.50 ± 0.55 96.19 ± 0.68
5 95.19 ± 0.71 94.26 ± 0.66 94.59 ± 0.92
0 91.30 ± 0.74 88.88 ± 0.74 90.42 ± 0.53
-5 83.20 ± 0.87 78.10 ± 1.10 81.85 ± 0.85
Factory
10 97.25 ± 0.39 96.80 ± 0.60 96.60 ± 0.56
5 95.96 ± 0.43 95.14 ± 0.72 95.48 ± 0.77
0 93.18 ± 0.46 91.17 ± 0.45 92.53 ± 0.67
-5 85.91 ± 0.29 80.49 ± 1.54 84.57 ± 0.83
Car
10 99.02 ± 0.11 98.83 ± 0.15 97.60 ± 0.45
5 98.94 ± 0.11 98.75 ± 0.16 97.37 ± 0.45
0 98.79 ± 0.09 98.56 ± 0.16 97.02 ± 0.41
-5 98.40 ± 0.05 98.06 ± 0.02 96.36 ± 0.32
Pink
10 97.79 ± 0.39 97.20 ± 0.66 96.86 ± 0.73
5 96.82 ± 0.59 96.28 ± 0.79 95.98 ± 0.74
0 95.26 ± 0.70 94.06 ± 0.95 94.26 ± 0.89
-5 91.56 ± 1.03 88.01 ± 1.54 89.91 ± 1.20
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Figure 4.2. Improvement of VAD performance
The proposed method is used to improve the DNN-based VAD performance
using the log power spectra alone by introducing speech period candidates. The
results are shown in Table 4.3 that compares the average of AUCs achieved by DNN-
based VADmethods using the log power spectra alone, the speech period candidates
alone, and the proposed method. As shown in Table 4.3, the proposed method may
improve the performance of DNN-based VAD method using the log power spectra
alone for all cases. As shown in Fig. 4.2, a relatively good improvement is obtained
in low SNR cases. The highest improvement occurs in low SNR signals at -5 dB,
for example, the performance improves by 6.52% for babble noise.
The addition of speech period candidates to the log power spectra may add dis-
criminant information to detect speech and non-speech periods. Figure 4.3 shows
the DNN output from speech period candidates, log power spectra and the proposed
method. As shown in the figure, in the beginning and ending of the speech sig-
nal which is smeared by babble noise at SNR 0 dB, the DNN-based VAD using
log power spectra misclassifies more non-speech periods than the proposed method.
The proposed method may identify non-speech periods better than the log power
spectra. This indicates that the proposed method offers advantage over the usage of
log power spectra as it may reduce misclassification caused by the use of log power
spectra.
To evaluate the effect of introducing the speech period candidates, we measure
the TPR (sensitivity) and the true negative rate (TNR or specificity). Sensitivity
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Figure 4.3. DNN-based VAD output in noisy speech (babble noise, SNR = 0 dB)
represents the percentage of correct frames detected as speech from all the speech
frames and specificity represents the percentage of correct frames detected as non-
speech from all the non-speech frames in the signal [66].
Figure 4.4 shows the mean TPR (sensitivity) and TNR (specificity). As shown
in the figure, the proposed method has a high sensitivity and specificity for both
the clean and noisy cases. Interestingly, the performance of the DNN-based VAD
method using speech period candidates approaches and even outperforms the log
power spectra in finding speech periods, as shown in Fig. 4.4a, particularly for low
SNRs and non-stationary cases. This fact may imply that the addition of speech
period candidates is useful to find speech periods for low SNRs and non-stationary
cases. The specificity in speech period candidates is higher than the log power
spectra as shown in Fig. 4.4b. This fact may imply that the speech period candi-
dates may improve the log power spectra for finding non-speech periods. Thus, the
speech period candidates do carry valuable information for judging speech and non-
speech detection. They may reduce misclassification caused by the use of log power
spectra. Hence, in the proposed method, the addition speech period candidates is
effective at improving the performance of the log power spectra at finding speech




Figure 4.4. Sensitivity and specificity comparison between the proposed method, and the
DNN-based VAD methods using speech period candidates and log power spectra
Figure 4.5 shows the ROC curves for the proposed method and the DNN-based
VAD method using speech period candidates and log power spectra, respectively,
at an SNR of -5 dB. As shown in the figure, the proposed method shows an ad-
vantage over the DNN-based VAD method using the log power spectra. The pro-
posed method is effective for low SNR cases. In the cases of white and pink noise
which represents the stationary noise, the working points of the proposed method are
close to those of the DNN-based VAD method using the log power spectra. These
methods achieve a high TPR and a low FPR. In the cases of babble and factory
noise which represent non-stationary noise, the proposed method is less affected
by the noise than the DNN-based VAD method using the log power spectra. The
performance of the proposed method is superior to that of the DNN-based VAD
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method using the log power spectra mainly due to introducing dynamics expressed
by speech period candidates.
(a) White noise, SNR=-5 dB (b) Babble noise, SNR=-5 dB
(c) Factory noise, SNR=-5 dB (d) Car noise, SNR=-5 dB
(e) Pink noise, SNR=-5 dB
Figure 4.5. ROC curves for the proposed method and for DNN-based VAD methods using
log power spectra and speech period candidates, respectively
4.3.2 Evaluation of useful subbands
The employed DNN can learn characteristics carried by the input (log power
spectra incorporating with speech period candidate). The input features may have
strong local structure, sufficient variability, and model generatively to be used by
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the DNN. When the input is fed to the DNN, the features carried by the input are
transformed to be more variant and discriminative features. The hidden layers which
are close to the input layer represents low level features capture local patterns that
are sensitive to the change of input features. Meanwhile, the hidden layers which
are close to the output layer represents high level features that are invariant and more
abstract [59].
Here, in addition to the contribution of the speech period candidates, which may
highlight dynamics, we attempt to find useful subbands for obtaining VAD decisions
in the employed DNN. We evaluate which subbands have more valuable informa-
tion than the others, by finding the similarity between the input (i.e., speech period
candidates) and the VAD output. This similarity is evaluated by employing mutual
information (MI), which aims to measure whether the inputs are dependent on the
associated labels (VAD output). The mutual information between the discretized






p(a, y) log( p(a, y)
p(a)p(y)), (4.3)
where p(a, y) is a joint probability function of a and y, p(a) is a marginal probability
distribution functions of a and p(y) is of y. Here, the feature values, a, are the input
of the DNN (speech period candidates), and the class labels, y, are the VAD output.
The larger the MI, the higher the dependency between the feature values, which
represent speech period candidates for individual subbands, and the class labels
(VAD output). Here, we rank the subbands according to their scores.
Table 4.4 shows the top 4 subband ranks using MI. As shown in Tabel 4.4, the
top 4 ranks show a similar tendency for clean and noisy signals. They mostly occur
in frequency bins 6, 7, 8, and 9 (156.25 Hz, 187.5 Hz, 218.75 Hz, and 250 Hz).
Such subband might play some roles in obtaining the VAD decision in the proposed
method. To clarify this, we perform experiments in which the 4 top subband values
in the proposed method are replaced with zeros, and the resulting VAD performance
is shown in Fig. 4.6.
As shown in Fig. 4.6, at a high SNR, the performance of the proposed method is
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Table 4.4. Subband (Hz) ranks using mutual information (MI)
Subband (Hz) ranks using MI
Noise SNR (dB) 1 2 3 4
Clean 187.5 218.75 156.25 312.5
White
10 187.5 218.75 156.25 250
5 187.5 218.75 156.25 250
0 187.5 218.75 156.25 250
-5 187.5 218.75 156.25 250
Babble
10 187.5 218.75 250 156.25
5 187.5 218.75 250 156.25
0 187.5 218.75 250 156.25
-5 187.5 218.75 250 156.25
Factory
10 187.5 218.75 156.25 250
5 187.5 218.75 156.25 250
0 187.5 218.75 250 156.25
-5 218.75 187.5 250 312.5
Car
10 187.5 218.75 156.25 250
5 187.5 218.75 312.5 250
0 187.5 218.75 250 312.5
-5 218.75 187.5 250 312.5
Pink
10 187.5 218.75 156.25 250
5 187.5 218.75 250 156.25
0 187.5 218.75 250 156.25
-5 187.5 218.75 250 156.25
Figure 4.6. VAD performance of the proposed method after replacing the subband values
of the top 4 ranks’ and the lowest 4 ranks’ with zeros
only slightly degraded when the frequency subbands of 156.25 Hz, 187.5 Hz, 218.75
Hz, and 250 Hz are replaced by zeros. In low SNR cases, the subbands are polluted
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by noise. Consequently, the performance might be degraded, and this degradation
worsens when these top 4 subbands are not utilized. In contrast, when the 4 lowest
subbands are eliminated, the output accuracy can still be maintained. These results
indicate that the top 4 subbands have a relatively important role in the decision-
making process of the proposed method. We observe that the information carried
by these subbands may correspond to the average F0 or its neighbors (the average
F0 for the data is 179.87 Hz, the average F0 for a male is 149.09 Hz and 210.84
Hz for a female). Thus, in the proposed method, the DNN may utilize information
coming from useful subbands which may correspond to the F0 or its neighbours.
4.3.3 Comparison between proposed method and other methods
We also compare the proposed method with four other methods presented in [9],
[12], [13] and [23]to evaluate its effectiveness. Illustration of VAD decisions for
those four methods are shown in Appendix A.
Figure 4.7 shows the ROC comparison of the proposed and the other methods
in clean and different noise signals with SNR -5 dB. Figure 4.7a shows that the
proposed method outperforms the other methods in [9], [12], [13] and [23]. From
Fig. 4.7b-f, we observe that the proposed method has the best performance among
all methods for noisy signals of -5 dB. ROC curves show that when the background
noise level increases, the proposed method is less affected than other methods. It
enables working on the optimal point of ROC curve. On the contrary, the work-
ing points of other methods shift to the right when SNR declines in ROC space.
The method proposed in [12] which use MFCCs yields clear advantages over other
conventional methods in white, babble and car noise. In clean signal, the statisti-
cal method proposed by [13] has relatively good TPR which indicates high correct
speech periods. But, it has more misjudgments because of high FPR. In babble noise
-5 dB, the performance of [13], [9] and [23] are close to each other. On the other
hand, the performance of [12] is close to [23] for factory noise -5 dB. The proposed
VAD also shows better performance in SNRs of 10, 5 and 0 dB (see Appendix B).
To get quantitative comparisons, we consider AUC. The results are summarized
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(a) Clean speech (b) White noise -5 dB
(c) Babble noise -5 dB (d) Factory noise -5 dB
(e) Car noise -5 dB (f) Pink noise -5 dB
Figure 4.7. ROC curve comparison between proposed method and other methods
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in Table 4.5. As shown in the table, the proposed method is superior to other meth-
ods for both clean and noisy signals. The performance of the method in [13], which
utilizes a statistical method, approaches the performance of the method in [12],
which utilizes MFCCs and a GMM as the classifier. Their performance worsens for
non-stationary noise. Alternatively, the method in [23] can give better performance
for low SNRs and non-stationary noise such as factory and babble than the method
in [9]. The proposed method is superior to that of the other methods due to the
advantages of using a DNN and features to input, i.e., speech period candidates and
log power spectra.
Table 4.5. AUC (%) comparison between the proposed method and other methods
(Ramirez et al. [9], Kinnunen et al. [12], Sohn et al. [13], and Segbroeck et al. [23]). The
bold numbers represent the best results
AUC (%) - mean ± standard deviation
Noise SNR (dB) Proposed Ramirez Kinnunen Sohn Segbroeck
Clean 99.06 ± 0.13 71.03 ± 1.02 95.65 ± 0.43 88.48 ± 1.45 84.57 ± 1.21
White
10 97.91 ± 0.28 74.09 ± 1.50 93.65 ± 1.05 93.32 ± 0.50 79.63 ± 0.24
5 97.44 ± 0.43 73.57 ± 1.36 93.02 ± 1.31 87.84 ± 0.50 77.75 ± 0.34
0 96.59 ± 0.50 72.33 ± 1.24 91.06 ± 1.59 77.34 ± 1.14 75.21 ± 0.67
-5 94.69 ± 0.66 68.97 ± 1.07 83.85 ± 1.28 66.79 ± 1.85 71.89 ± 0.77
Babble
10 96.84 ± 0.60 68.84 ± 1.32 87.71 ± 0.91 87.56 ± 0.87 81.25 ± 0.35
5 95.19 ± 0.71 67.28 ± 0.71 84.19 ± 0.80 79.97 ± 0.70 79.05 ± 0.69
0 91.30 ± 0.74 63.62 ± 0.91 76.59 ± 0.99 70.05 ± 0.94 72.99 ± 1.13
-5 83.20 ± 0.87 59.37 ± 1.01 66.73 ± 1.52 60.33 ± 0.93 62.71 ± 1.25
Factory
10 97.25 ± 0.39 70.35 ± 1.85 88.12 ± 1.73 88.04 ± 0.67 81.19 ± 0.96
5 95.96 ± 0.43 67.54 ± 1.57 84.42 ± 1.67 79.55 ± 0.85 78.99 ± 1.06
0 93.18 ± 0.46 62.78 ± 1.53 77.70 ± 1.07 67.15 ± 0.82 74.67 ± 0.87
-5 85.91 ± 0.29 57.81 ± 1.71 66.38 ± 0.76 56.28 ± 0.56 67.23 ± 0.52
Car
10 99.02 ± 0.11 69.06 ± 1.60 94.62 ± 0.36 91.56 ± 1.29 84.46 ± 0.96
5 98.94 ± 0.11 68.27 ± 1.32 93.64 ± 0.80 92.15 ± 0.83 84.38 ± 0.96
0 98.79 ± 0.09 68.50 ± 1.02 92.42 ± 0.40 92.41 ± 0.34 84.08 ± 0.91
-5 98.40 ± 0.05 68.77 ± 1.87 90.16 ± 0.17 91.81 ± 0.10 83.49 ± 1.06
Pink
10 97.79 ± 0.39 73.11 ± 1.67 90.37 ± 1.33 90.54 ± 0.40 81.00 ± 0.94
5 96.82 ± 0.59 72.36 ± 1.63 88.87 ± 1.85 82.51 ± 1.39 78.96 ± 1.21
0 95.26 ± 0.70 70.32 ± 1.53 84.13 ± 1.76 71.70 ± 1.70 76.10 ± 1.31
-5 91.56 ± 1.03 65.69 ± 1.40 74.46 ± 1.36 62.81 ± 1.82 71.78 ± 1.04
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Chapter 5
Conclusion and Future Work
5.1 Conclusion
This study presents a DNN-based VAD method for improving the performance
of VAD by introducing dynamics which may be highlighted by speech period can-
didates. These candidates are derived from the heuristic rules based on the first and
second derivatives of the LPS-RSF. The speech period candidates are calculated for
individual subbands and are then input into the DNN together with the log power
spectra to generate the VAD decision. To evaluate the performance of the proposed
method, we performed experiments using clean and noisy speech signals smeared
with five types of noise, namely, white, babble, factory, car and pink, with SNRs
of 10, 5, 0 and -5 dB. The experimental results indicate that the DNN-based VAD
performance using the log power spectra is enhanced after utilizing the log power
spectra together with the speech period candidates, particularly for noisy speech
signals in low SNR and non-stationary cases. The addition of dynamics expressed
by the speech period candidates provides positive information that contributes to
the detection of speech periods. The information carried by individual subbands
are also important for obtaining the VAD decision. In this study, we show that the




In this study, the DNN seems to learn the relations between the input (i.e., log
power spectra and speech period candidates) and the correct speech periods in the
training process. Through this study, we show that the DNN utilized information
pieces coming from subbands which may correspond to F0 and its neighbors with
relatively a good SNR. The VAD performance degrades when those subbands are
eliminated. Further studies should be performed to clarify this and other factors
that influence the behavior of the employed DNN. Moreover, the proposed method
currently works in off-line which require access to the entire voice utterances. In
the future, we intend to upgrade the proposed method to work in real time.
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Appendix A
Illustration of Other Methods
(a) Clean speech (b) Factory noise 10 dB
(c) Factory noise 5 dB (d) Factory noise 0 dB
(e) Factory noise -5 dB
Figure A.1. Illustration results of VAD proposed by Ramirez et al. [9]
50
(a) Clean speech (b) Factory noise 10 dB
(c) Factory noise 5 dB (d) Factory noise 0 dB
(e) Factory noise -5 dB
Figure A.2. Illustration results of VAD proposed by Kinnunen et al. [12]
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(a) Clean speech (b) Factory noise 10 dB
(c) Factory noise 5 dB (d) Factory noise 0 dB
(e) Factory noise -5 dB
Figure A.3. Illustration results of VAD proposed by Sohn et al. [13]
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(a) Clean speech (b) Factory noise 10 dB
(c) Factory noise 5 dB (d) Factory noise 0 dB
(e) Factory noise -5 dB
Figure A.4. Illustration results of VAD proposed by Segbroeck et al. [23]
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Illustration of DNN-based VAD Methods
(a) Clean speech (b) Factory noise 10 dB
(c) Factory noise 5 dB (d) Factory noise 0 dB
(e) Factory noise -5 dB
Figure A.5. Illustration results of DNN-based VAD method using log power spectra
54
(a) Clean speech (b) Factory noise 10 dB
(c) Factory noise 5 dB (d) Factory noise 0 dB
(e) Factory noise -5 dB
Figure A.6. Illustration results of DNN-based VADmethod using speech period candidates
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Appendix B
ROC Curve Comparison between Proposed Method and DNN-based VAD
Methods
(a) White noise 10 dB (b) White noise 5 dB
(c) White noise 0 dB
Figure B.1. ROC curve of noisy speech - white noise
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(a) Babble noise 10 dB (b) Babble noise 5 dB
(c) Babble noise 0 dB
Figure B.2. ROC curve of noisy speech - babble noise
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(a) Factory noise 10 dB (b) Factory noise 5 dB
(c) Factory noise 0 dB
Figure B.3. ROC curve of noisy speech - factory noise
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(a) Car noise 10 dB (b) Car noise 5 dB
(c) Car noise 0 dB
Figure B.4. ROC curve of noisy speech - car noise
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(a) Pink noise 10 dB (b) Pink noise 5 dB
(c) Pink noise 0 dB
Figure B.5. ROC curve of noisy speech - pink noise
60
ROC Curve Comparison between Proposed Method and Other Methods
(a) White noise 10 dB (b) White noise 5 dB
(c) White noise 0 dB
Figure B.6. ROC curve of noisy speech - white noise
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(a) Babble noise 10 dB (b) Babble noise 5 dB
(c) Babble noise 0 dB
Figure B.7. ROC curve of noisy speech - babble noise
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(a) Factory noise 10 dB (b) Factory noise 5 dB
(c) Factory noise 0 dB
Figure B.8. ROC curve of noisy speech - factory noise
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(a) Car noise 10 dB (b) Car noise 5 dB
(c) Car noise 0 dB
Figure B.9. ROC curve of noisy speech - car noise
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(a) Pink noise 10 dB (b) Pink noise 5 dB
(c) Pink noise 0 dB
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