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Abst rac t - -A  class of singularly perturbed two-point boundary-value problems (BVP) for second- 
order ordinary differential equations is considered here. To avoid the numerical difficulties in the 
solution to these problems, we divide the domain into two subdomains. The first BVP is a layer 
domain problem and the second BVP is a regular domain problem. Error estimates are derived for 
the numerical solution. Numerical examples are provided in support of the proposed method. (~) 2003 
Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Singularly perturbed ifferential equations arise frequently in many applied areas which include 
fluid dynamics, quantum mechanics, chemical reactions, and electrical networks. The principal 
characteristic of the problem is that the solutions of SPPs have a multiscale character. That 
is, there are thin layers where the solution varies very rapidly, while away from the layer(s) the 
solution, behaves regularly and varies slowly. For a detailed discussion on the analytical and 
numerical treatment of SPPs we may refer the reader to the books of O'Malley [1], Doolan et 
al. [2], Roos et al. [3], and Miller et el. [4]. 
0898-1221/03/$ - see front matter (~) 2003 Elsevier Science Ltd. All rights reserved. Typeset by A~S-TI~ 
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In this article, we are going to devise a domain decomposition method for the following singu- 
larly perturbed two-point BVP: 
Lu  - eu" (x )  + a (x )u ' (x )  - b (x )u (x )  = f (x ) ,  x e D = (0, 1), (1.1) 
B0u(0) - b(0)u(0) - a(0)V(0)  = - f (0 ) ,  B1~(1) = u(1) = Z, (1.2) 
where e > 0 is a small parameter, and a, b, and f are sufficiently smooth functions uch that 
a(x) >_ a > O, b(x) >_ "r >- O, x e D = [0,1]. Under these assumptions, the BVP (1.1),(1.2) has 
a unique solution u(x) E C2(D) N CI(D) exhibiting a weak boundary layer at x = 0; see, for 
example, [3]. 
Similar to the approach used in [5], we first follow the idea of Roberts [6], that is, to say 
we divide the domain [0, 1] into two nonoverlapping subdomains, namely, [0, ke] and [ke, 1]. In 
the boundary layer domain [0, ke], the differential equation (DE) (1.1),(1.2) subject o transition 
boundary condition at x = ke is solved by an exponentially fitted difference (EFD) scheme 
of [2]. A classical finite difference scheme is used to solve the DE (1.1),(1.2) in the regular 
domain [ke, 1]. In order to obtain the boundary condition at the interior point x = ke (called 
the transition point), the value of the asymptotic approximation is used. The method obtained 
in this way produces accurate solutions as can be implemented in two processors. Accurate rror 
estimates are provided in the paper. Regarding the numerical method used in each domain, we 
use a classical finite difference scheme at the regular interval, and we apply an EFD scheme [2] 
only in the boundary domain. 
Section 2 deals with some analytical results of the BVP (1.1),(1.2). The method is described in 
Section 3. Error estimates are derived in the fourth section. Numerical examples are presented 
in Section 5. 
In the following section a, K, and C denote generic positive constants independent of nodal 
points, mesh size, and the perturbation parameter e.
2. SOME ANALYT ICAL  RESULTS 
In this section, we study the analytical behavior of the solution of the BVP (1.1),(1.2) which 
will be used to derive error bounds for the regular domain problems with the theorems of Kellogg 
and Tsan [7]. In order to obtain bounds for the derivatives of the solution of the BVP (1.1),(1.2), 
consider the BVP 
Lu - eu"(x) + a(x)u'(x) - b(x)u(x) = g(x, ~), x E D, 
Bou(O) - b(0)u(0) - a(0)u'(0) = -g(0,e), Blu(1) -- u(1) = f~. 
(2.1) 
(2.2) 
DEFINITION 2.1. 
to X satisfy 
A function g(x, e) is said to be of Class(K, j ) ,  if the derivatives ofg with respect 
LEMMA 2.2. (See [2].) Let v be a smooth function satisfying Boy(O) >_ 0, Blv(1) >_ 0, and 
Lv(x) <_ O, for MIx  e D. Then, v(x) > O, Vx  E D. 
LEMMA 2.3. (See [2].) Let v be a smooth function. Then, we have the following uniform stability 
estimate: 
Iv(z)l <_ C [IBov(O)l + lB, v(lll + ~ lLv(y ) l ]  , 1' x ~ b. 
LEMMA 2.4. Let g E Class(K, 0). Then, the solution y of (2.1),(2.2) satisfies 
y(i)(x) < C, i = o, 1. 
PROOF. 
tion (2.1) as 
¢y"(x) + a(x)y'(x) = g(x,¢) + b(x)y(x) = h(x), 
that is, 
(y' (z) )' + ¢- l a(z)y' (x) = ¢- l h(x). 
It is a linear first-order ODE in y~(x). Integrating it, we get 
y ' (x)exp (¢-1 ~oZa(t)dt)=K~ +¢-1  ~0 = h(t)exp (¢ - :  ~ota(s)ds)dt. 
Let P(x) be an indefinite integral of a(x). Then, the above equation becomes 
/0 ( ) ( y ' (x )=C 1 h(t)exp . P (z ) -P( t )  dt+glexp 
where K1 = y~(0) = [g(0, ~) + b(O)y(O)]/a(O). Using the inequality 
exp( -P (x ) :  "P(t)) _<exp(  a(x--t))¢ , t <Cx, 
and (2.6), we get 
ly,(x) I <_ iz(x)l + iKll ex p (_axe,  
\ E /  
where 
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The result follows from Lemma 2.3 for i = 0. To prove for i = 1, we rewrite equa- 
(::.3) 
(2.4) 
/o ( )) [z(x)l _< e -1 Ih(t)l exp a(x : t) dt £ 
ax  
< + ex .  
(2.5) 
P(x) -~ P(O) ) , (2.6) 
(2.7) 
Also, IKll < C. Hence, we have ly'(x)l E C. | 
LEMMA 2.5. Let g E Class(K,j) .  Then, the solution y of (2.1),(2.2) satisfies 
[y"(0)[ < C and y(~)(0) < CE -~+l, i = 3(1)j + 1. 
PROOF. We rewrite equation (2.1) as 
y/ / (X)  = £-1 [g(X,£) -]- b(x)y (z )  - a (x )y t (x ) ] .  (2.8) 
From (2.2), we have ly"(0)[ _< C. Differentiating (2.8) once, we get 
y<3)(x ) = ~-1 [g'(x, ~) + (b(x) - a ' (~))y ' (x)  + b'(~)y(z) - a (x )y" (~) ]  (2.9) 
From Lemmas 2.3 and 2.4 and ly"(0)l _< C, we have ly(3)(0)l <_ Ca -2. 
For i > 3, the result follows by induction and repeated ifferentiation of (2.9). | 
THEOREM 2.6. Let g be o[ Class(K,j). Then, the solution y of (2.1),(2.2) satisties 
y'i)(x) <C[ l+c- i+ lexp( -~) ] ,  i=2(1) j+1,  xED.  
PROOF. The proof is based on induction. We now prove the theorem for j = 1, that is, for i = 2. 
Differentiating (2.1) once and setting z = y", we get 
~z'(x) + a(x)z(x) = h(z), (2 10) 
where h(x) depends on y, a, b, g, and their first derivatives. Using Lemma 2.4, we obtain 
h(x) < C ( l  + le-a=/~) , (2.11) 
and Lemma 2.5 allows us to conclude. The same argument is valid for the case j = i assuming 
the case / - 1 is true. | 
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COROLLARY 2.7. /f  U(X) is the solution of (1.1),(1.2) and a, b, and f are in CJ(D), 
satisfies 
U(i)(X) _<C[l+s-'/+lexp(--7)], i : l (1 ) j+ l ,  xEb. 
then u 
3. DESCRIPT ION OF  THE METHOD 
Consider the singularly perturbed BVP (1.1),(1.2). Let k > 0 be such that ks << 1 and ks is 
approximately equal to the width of the boundary layer region which is at x = 0. We divide the 
domain [0, 1] into two nonoverlapping subdomains, namely, [0, ks] and [ks, 1]. Hence, one obtains 
two BVPs as below. 
(i) Boundary layer (region) domain problem: the DE (1.1) subject o the boundary conditions 
b(0)u(0) - a(0)u'(0) = - f (0) ,  u(ks) = ft. 
(ii) Regular domain problem: the DE (1.1) subject to the boundary conditions u(ks) = fl, 
u(1) =/3, where/3 is given in the following section. 
3.1. Transit ion (Terminal) Boundary  Condit ion 
In order to obtain the boundary condition at the transition point ks, consider the asymptotic 
approximate solution fi(x) of (1.1),(1.2) given by Roos etal. [3] 
U(X)  : U 0 -{- SU 1 -[- S2(U2 -[- V0) -[- " • • • 
In particular, we have lu(x) -uo(x)l  _< C~, where u(x) is the solution of the BVP (1.1),(1.2) and 
uo (x) is the solution of the reduced problem 
- = f (=) ,   o(1) =/3 .  
3.2. Boundary  Layer Domain  
Consider the following BVP: 
su" (x )  + a(x)u ' (x )  - b(x)u(x)  = f (x ) ,  
b(0)u(0)  - a (0 )u ' (0 )  = - f (0 ) ,  
x 6 (0, ks), (3.1) 
u(k¢) = ~ = uo(ks). (3.2) 
To solve this BVP, we apply the EFD scheme of Doolan et al. [2] 
Ea~(p)D+D_u~ + a(x~)Dou, - b(x~)u~ = f(x~), 
xi E (O, ke), l < i < N-1 ,  
b(zo)uo - a(xo)D+uo = - f (xo) ,  ug  = fl, . 
(3.3) 
(3.4) 
(3.5) 
where 
and 
ai(p) = pa(xi ) coth(pa(xi) /2) 
2 
D+ui - -  Ui+I  - -  U i 
h ' 
Ui+l - 2tti -4- ui-1 
D+D_u~ = h2 
Doui  = u/+l  - -  ui-I 
2h ' 
h 
(3.6) 
(3.7) 
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3.3. Regular Domain (Region) Problem 
The regular domain problem for the BVP (1.1),(1.2) is given by 
~u"(x) +a(z ) . ' (x )  - b(z) . (x)  = I(~), 
u(ks) = ~ = uo(ks), 
x E (ks, 1), 
u(1) =~.  
(3.8) 
(3.9) 
The following classical upwind scheme is applied to solve the BVP (3.8),(3.9): 
sD+D_ui  + a(xi)D+ui - b(xi)ui = f (x i ) ,  
x ic  (ks, l), l< i<N,  
U0 = ~, UN+I ---- Z. 
(3.10) 
(3.]i) 
(3.12) 
3.4. Solution of the Original Problem 
After solving both the boundary layer and regular domain problems, their solutions are com- 
bined to obtain an approximate solution to the original problem over the entire domain [0, 1]. 
This process is repeated by increasing the value of k (thus, widening the boundary layer domain), 
until the solution profiles do not differ materially from iteration to iteration. For computational 
purposes, an absolute rror criteria of the following form is used: 
[u(~) m+l - . (z)ml < 5, (:~ 13) 
where u(x) m is the mth iteration of boundary layer domain solution and 5 is the prescribed 
tolerance bound. 
3.5. Paral le l  Computation 
Instead of solving the given BVP (1.1),(1.2) in the entire interval [0, 1], we solve the two 
BVPs (3.3)-(3.5) and (3.10)-(3.12) in the respective subdomains [0, ks] and [ks, 1]. These prob- 
lems are independent of each other; then we can use a two processor computer to determine the 
solutions. The first processor solves the BVP (3.3)-(3.5) in the interval [0, ks], and the second 
processor solves the BVP (3.10)-(3.12) in the interval [ks, 1]. 
The first task and the second task are simultaneous and require quite the same amount of work. 
This means that here the discretized matrices of both BVPs are of same order. We try to share 
the work on the two processors in a well-balanced way. In the present case, the domain I0, kc] 
is too small in comparison with [ks, 1]. In [8], we analyze the possibility of dividing the domain 
[ks, 1] into some more nonoverlapping domains, depending upon the availability of the parallel 
processors. Results similar to those proposed here allow us to obtain boundary conditions in 
these domains. 
4. ERROR EST IMATES 
In this section, we shall derive the error estimates for the numerical solutions. Here, we derive 
the estimate by considering only the two domains [0, ks] and [ks, 1]. The same estimate holds 
even though we divide the regular domain into more nonoverlapping domains. 
4.1. Boundary Layer Domain Problem 
LEMMA 4.1. Let Ul and u2 be, respectively, the solutions of the following BVPs: 
su"(x)  + a(x)u ' (x)  - b(x)u(z)  = f (~) ,  
b( c)u( c) - a( e)u ' ( c) = - f (¢ ) ,  
x e (c,d),  (4.1) 
u(d) = ~, (4.2) 
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and 
~u"(x) + a(x)u'(x) - b(x)u(x) = f (x) ,  
b(c)u(c) - a(c)ut (c) = - f (c ) ,  
x • (c, d), (4.3) 
u(d) =/3 + 0(6). (4.4) 
Then, lUl(X) - u2(x)[ <_ C¢, for all x • [c,d]. 
PROOF. Let w(x) = Ul(X) - u2(x). Then, w(x) satisfies the following BVP: 
+ - = 0 ,  
- a(c)u' (c) = o, 
x • (c, d), 
u(d) = 0(~). 
Applying Lemma 2.3 to this BVP, we get [w(x)[ _< C¢. | 
THEOREM 4.2. Let u be the solution of the BVP (4.1),(4.2) and ui be the numerical solution of 
the BVP (4.3),(4.4) by applying the EFD scheme as given in (3.3)-(3.5). Then, [u(xi) - ui[ _< 
C(h + W • 
PROOF. We have [u(x~) - uil _< [u(xi) - u2(xi)[ + [u2(xi) - ui[, where u2(x) is the solution of the 
BVP (4.3),(4.4). 
Applying Theorem 11.4 of Doolan et al. [2] to the second part of the right-hand side of the 
above inequality, we get [u2(x~) - ui[ _< Ch. Combining this with the result of Lemma 4.1, we 
obtain the required estimate. | 
The following theorem gives an error estimate for the boundary layer domain problem. Ap- 
plying Theorem 4.2 to the BVP (3.3)-(3.5) in the interval [0, ke] and observing the fact that 
= u(ke) + 0(6), where u is the solution of the BVP (1.1),(1.2), we get the following theorem. 
THEOREM 4.3. Let u and ui be, respectively, solutions of the BVPs  (1.1),(1.2) and (3.3)-(3.5). 
Then, 
[u(xi) - u d _< C(h + e), Vx  • [0, k¢]. 
4.2. Regular Domain Problem 
THEOREM 4.4. Let u be the solution of the following BVP: 
eu" (x )  + a (x )u ' ( z )  - = 
u(c) = A, 
x • (c, d), 
u(d) = B. 
And, let u~ be the numerical solution of the above BVP by applying the classical upwind scheme 
as given in (3.10)-(3.12). Then, 
lu(x,) - u, I < C h + exp ~-~-~_ ~y) , e _< h, 
where z~ E (0, a), xi E [c, a~. 
PROOF. Using Corollary 2.7, and following the method of proof given in [7], one can get the 
above results. | 
Applying Theorem 4.4 to the regular domain problem (3.10)-(3.12) in the interval [kE, 1] and 
observing the fact that ~ = u(ke) + O(e), where u is the solution of the BVP (1.1),(1.2), we get 
the following theorem. 
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THEOREM 4 .5 .  
BVP (3.10)-(3.12). Then, 
[ ( l u (x i ) -u i  I <C v+h+exp ~7~-~ / / J '  
where  ~ E (0, a) ,  x i  E [ke, 1]. 
Let u and ui be, respectively, the solutions of the BVP (1.1),(1.2) and the 
h_<e, 
~_<h, 
5. NUMERICAL  EXAMPLES 
In this section, two numerical examples are presented in order to illustrate the present method. 
In all the cases the mesh size for the boundary layer domain is h = (ke)/(lOk) and the mesh size 
for the regular domain is h = (1 - k~)/100. 
Table 1. Computational results for Example 5.1, c = 10 -3 
Nodes Numerical 
0.00000 
0.00010 
0.00020 
0.00030 
0.00040 
0.00050 
0.00060 
0.00070 
0.00080 
0.00090 
0.00100 
0.00200 
0.00300 
0.00400 
0.00500 
0.00600 
0.00700 
0.00800 
0.00900 
0.01000 
0.02000 
0.10000 
0.20000 
0.30000 
0.40000 
0.50000 
0.60000 
0.70000 
0.80000 
0.90000 
1.00000 
k=l  
0.36824722 
0.36828405 
0.36832087 
0.36835770 
0.36839453 
0.36843135 
0.36846818 
0.36850501 
0.36854185 
0.36857868 
0.36861552 
k=10 
0.36824695 
0.36828378 
0.36832060 
0.36835743 
0.36839426 
0.36843108 
0.36846791 
0.36850474 
0.36854158 
0.36857841 
0.36861525 
0.36898377 
0.36935260 
0.36972178 
0.37009132 
0.37046122 
0.37083150 
0.37120215 
0.37157316 
Solution 
1.00000000 
k=20 
0.36824695 
0.36828378 
0.36832060 
0.36835743 
0.36839425 
0.36843108 
0.36846791 
0.36850474 
0.36854158 
0.36857841 
0.36861525 
0.36898376 
0.36935260 
0.36972177 
0.37009132 
0.37046122 
0.37083150 
0.37120215 
0.37157316 
Exact 
0.36824640 
0.36828319 
0.36831999 
0.36835678 
0.36839358 
0.36843039 
0.36846720 
0.36850401 
0.36854082 
0.36857764 
0.36861447 
0.36898290 
0.36935170 
0.36972086 
0.37009040 
0.3704630 
0.37083058 
0.37120123 
0.37157224 
Error 
5.49678E-07 
5.84647E-07 
6.16290E-07 
6.44926E-07 
6.70839E-07 
6.94290E-07 
7.15513E-07 
7.34720E-07 
7.52103E-07 
7.67837E-07 
7.82078E-07 
8.67873E-07 
8.99790E-07 
9.11906E-07 
9.16745E-07 
9.18910E-07 
9.20092E-07 
9.20914E-07 
9.21603E-07 
0.37194455 0.37194455 0.37194363 9.22244E-07 
0.37567890 0.37567798 9.28400E-07 
0.40656966 0.40656966 0.40656966 0.40693460 3.64941E-04 
0.45147117 0.45147117 0.45147117 0.44968741 1.78376E-03 
0.49865625 0.49865625 0.49865625 0.49693185 1.72440E-03 
0.55077284 0.55077284 0.55077284 0.54913982 1.63302E-03 
0.60833634 0.60833634 0.60833634 0.60683279 1.50355E-03 
0.67191604 0.67191604 0.67191604 0.67058702 1.32902E-03 
0.74214071 0.74214071 0.74214071 0.74103932 1.10140E-03 
0.81970485 0.81970485 0.81970485 0.81889337 8.11478E-04 
0.90537553 0.90537553 0.90537553 0.90492682 4.48706E-04 
1.00000000 1.00000000 1.00000000 O.O0000E+O0 
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Table 2. Numerical solution for Example 5.1, 6 ---- 10 -4. 
Nodes 
0.00000 
0.00001 
0.00002 
0.00003 
0.00004 
0.00005 
0.00006 
0.00007 
0.00008 
0.00009 
0.00010 
0.00020 
0.00030 
0.00040 
0.00050 
0.00060 
0.00070 
0.00080 
Numerical Solution Exact Error 
k = 1 k = 10 k = 20 Solution 
0.36791623 0.36791623 0.36791623 0.36791622 5.57404E-09 
0.36791991 0.36791990 0.36791990 0.36791990 5.92355E-09 
0.36792359 0.36792358 0.36792358 0.36792358 6.23977E-09 
0.36792727 0.36792726 0.36792726 0.36792726 6.52588E-09 
0.36793094 0.36793094 0.36793094 0.36793094 6.78473E-09 
0.36793462 0.36793462 0.36793462 0.36793461 7.01893E-09 
0.36793830 0.36793830 0.36793829 7.23083E-09 0.36793830 
0.36794198 0.36794198 0.36794198 0.36794197 7.42253E-09 
0.36794566 0.36794566 0.36794566 0.36794565 7.59597E-09 
0.36794934 0.36794934 0.36794934 0.36794933 7,75288E-09 
0.36795302 0.36795302 0.36795302 0.36795301 7.89484E-09 
0.36798981 0.36798981 0.36798980 8.74718E-09 
0.36802661 0.36802661 0.36802660 9.05935E-09 
0.36806341 0.36806341 0.36806340 9.17283E-09 
0.36810021 0.36810021 0.36810021 9.21321E-09 
0.36813702 0.36813702 0.36813701 9.22671E-09 
0.36817383 0.36817383 0.36817383 9.23033E-09 
0.36821065 0.36821065 0.36821064 9.23030E-09 
0.00090 0.36824747 0.36824747 0.36824746 9.22893E-09 
0.00100 0.36828429 0.36828429 0.36828428 9.22708E-09 
0.00200 0.36865272 0.36865271 9.20577E-09 
0.10000 0.40656966 0.40656966 0.40656966 0.40660624 3.65815E-05 
0.20000 0.45115331 0.45115331 0.45115331 0.44936490 1.78841E-03 
0.30000 0.49834905 0.49834905 0.49834905 0.49662005 1.72899E-03 
0.40000 0.55048199 0.55048199 0.55048199 0.54884455 1.63743E-03 
0.50000 0.60806862 0.60806862 0.60806862 0.60656097 1.50765E-03 
0.60000 0.67167947 0.67167947 0.67167947 0.67034685 1.33262E-03 
0.70000 0.74194473 0.74194473 0.74194473 0.74084043 1.10430E-03 
0.80000 0.81956054 0.81956054 0.81956054 0.81874712 8.13419E-04 
0.90000 0.90529583 0.90529583 0.90529583 0.90484646 4.49372E-04 
1.00000 1.00000000 1.00000000 1.00000000 1.00000000 0.00000E+00 
EXAMPLE 5.1. Consider the following singularly perturbed two-point BVP: 
~"(z )  + ~' (x )  - u (z )  = 0, x e (0 ,1) ,  
u(0)  - ~' (0)  = 0, ~(1)  = 1. 
The exact solution of this problem is 
u(x) = (1 - ml) exp(m2x) - (1 - m2) exp(mlx) 
DR 
DR = ((1 - ml)  exp(m2) - (1 - m2) exp(ml)),  
-1  ± ~/i---÷ 4e 
?nl'2 ~ 2~ 
For the transition boundary conditions, the following reduced problem solution is evaluated at 
the required points: 
~(x) = uo(x) = exp(x - 1). 
A Numerical Algorithm 
The  numer ica l  resu l t s  a re  g iven  in Tab les  1 and  2. 
EXAMPLE 5 .2 .  Cons ider  the  nonhomogeneous  SPP  
~u'(x) + u'(x) = - (1  + 2x) ,  x e (0, 1), 
-u ' (0 )  = 1, u (1)  = 0, 
whose  exact  so lu t ion  is g iven  by  
u(x)=2(1-~) -x ( l+x-2e)+2s2(exp( -X) -exp( -1 ) ) .  
The  reduced  prob lem so lu t ion  is 
~(x) = uo(x) = 2 - x (1  + x) .  
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Table 3. Computational  results for Example 5.2, ~ -- 10 -3. 
Nodes Numerical Solution Exact Error 
k = 1 k = 10 k = 20 Solution 
0.00000 1.99800053 1.99800198 1.99800197 1.99800200 3.49936E-08 
0.00010 1.99790053 1.99790198 1.99790197 1.99790200 3.46685E-08 
0.00020 1.99780052 1.99780198 1.99780196 1.99780200 3.43584E-08 
0.00030 1.99770052 1.99770197 1.99770196 1.99770199 3.40620E-08 
0.00040 1.99760051 1.99760196 1.99760195 1.99760198 3.37779E-08 
0.00050 1.99750049 1.99750195 1.99750193 1.99750196 3.35050E-08 
0.00060 1.99740047 1.99740192 1.99740190 1.99740194 3.32422E-08 
0.00070 1.99730043 1.99730189 1.99730187 1.99730190 3.29885E-08 
0.00080 1.99720039 1.99720186 1.99720183 1.99720186 3.27432E-08 
0.00090 1.99710033 1.99710179 1.99710177 1.99710180 3.25053E-08 
0.00100 1.99700026 1.99700172 1.99700170 1.99700174 3.22742E-08 
0.00200 1.99600026 1.99600024 1.99600027 3.02205E-08 
0.00300 1.99499709 1.99499707 1.99499710 2.84116E-08 
0.00400 1.99399203 1.99399201 1.99399204 2.66927E-08 
0.00500 1.99298500 1.99298499 1.99298501 2.50071E-08 
0.00600 1.99197600 1.99197598 1.99197600 2.33336E-08 
0.00700 1.99096500 1.99096498 1.99096500 2.16646E-08 
0.00800 1.98995200 1.98995198 1.98995200 1.99972E-08 
0.00900 1.98893700 1.98893698 1.98893700 1.83305E-08 
0.01000 1.98792000 1.98791998 1.98792000 1.66640E-08 
0.02000 1.97764000 1.97764000 8.27116E-15 
0.10000 1.89000000 1.89000000 1.89000000 1.88820000 1.80000E-03 
0.20000 1.75040000 1.75040000 1.75040000 1.75840000 8.00000E-03 
0.30000 1.60160000 1.60160000 1.60160000 1.60860000 7.00000E-03 
0.40000 1.43280000 1.43280000 1.43280000 1.43880000 6.00000E-03 
0.50000 1.24400000 1.24400000 1.24400000 1.24900000 5.00000E-03 
0.60000 1.03520000 1.03520000 1.03520000 1.03920000 4.00000E-03 
0.70000 0.80640000 0.80640000 0.80640000 0.80940000 3.00000E-03 
0,80000 0,55760000 0.55760000 0.55760000 0.55960000 2.00000E-03 
0.90000 0,28880000 0.28880000 0.28880000 0.28980000 1.00000E-03 
1.00000 0~00000000 0.00000000 0:00000000 0.00000000 0.00000E+00 
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Table 4. Computational results for Example 5.2, e --- 10 -4. 
Nodes 
0.00000 
0.00001 
0.00002 
0.00003 
0.00004 
0.00005 
0.00006 
0.00007 
0.00008 
0.00009 
O.0OO1O 
0.00020 
0.00030 
0.00040 
0.00050 
0.00060 
0.00070 
0.00080 
0.00090 
O.OO10O 
0.00200 
Numerical Solution Exact Error 
k = 1 k = 10 k = 20 Solution 
1.99980001 1.99980002 1.99980002 1.99980002 3.49936E-10 
1.99979001 1.99979002 1.99979002 1.99979002 3.46684E-10 
1.99978001 1.99978002 1.99978002 1.99978002 3.43584E-10 
1.99977001 1.99977002 1.99977002 1.99977002 3.40619E-10 
1.99976001 1.99976002 1.99976002 1.99976002 3.37778E-10 
1.99975000 1.99975002 1.99975002 1.99975002 3.35049E-10 
1.99974000 1.99974002 1.99974002 1.99974002 3.32422E-I0 
1.99973000 1.99973002 1.99973002 1.99973002 3.29885E-10 
1.99972000 1.99972002 1.99972002 1.99972002 3.27432E-10 
1.99971000 1.99971002 1.99971002 1.99971002 3.25053E-10 
1.99970000 1.99970002 1.99970002 1.99970002 3.22742E-10 
1.99960000 1.99960000 3.02204E-10 
0.40000 
1.99960000 
1.99949997 
1.43388000 
1.99949997 1.99949997 2.84115E-I0 
1.99939992 1.99939992 1.99939992 2.66927E~10 
1.99929985 1.99929985 1.99929985 2.50071E-10 
1.99919976 1.99919976 1.99919976 2.33336E-10 
1.99909965 1.99909965 1.99909965 2.16646E-10 
1.99899952 1.99899952 1.99899952 1.99972E-10 
1.83305E-10 1.99889937 1.99889937 
1.99879920 
1.43388000 
1.99889937 
1.43388000 
1.99879920 1.99879920 1.66640E-I0 
1.99779640 1.99779640 5.55112E-17 
0.10000 1.89000000 1.89000000 1.89000000 1.88982000 1.80000E-04 
0.20000 1.75184000 1.75184000 1.75184000 1.75984000 8.00000E-03 
0.30000 1.60286000 1.60286000 1.60286000 1.60986000 7.00000E-03 
6.00000E-03 
1.24490000 
1.43988000 
0.50000 1.24490000 1.24490000 1.24990000 5.00000E-03 
0.60000 1.03592000 1.03592000 1.03592000 1.03992000 4.00000E-03 
0.70000 0.80694000 0.80694000 0.80694000 0.80994000 3.00000E-03 
0.80000 0.55796000 0.55796000 0.55796000 0.55996000 2.00000E-03 
0.90000 0.28898000 0.28898000 0.28898000 0.28998000 1.00000E-03 
1.00000 0.00000000 0.00000000 0.00000000 0.00000000 0.00000E+00 
REMARK. We wish to discuss the convergence of the method  here. From the error est imates 
derived in Section 4, it is evident that  the solutions of the boundary  layer and regular domain 
problems converge. Also, from the singular per turbat ion  ature  of the prob lem and from our 
boundary  values at the interior points, the  procedure converges in a few i terat ions;  for more 
details, one may refer to the articles [9]. One can also see this from the examples provided in 
this section. 
6. D ISCUSSION 
In this article, we presented a paral lel  domain decomposi t ion method.  It  is an i terat ive method,  
and the i terat ion is carr ied out  by giving various values for 'k '  in 'kv'.  In order to reduce the 
number  of i terations, one may take large values of k or one may calculate it as the width of the 
boundary  layer from I21. Since EFD schemes approx imate  the solut ion better  inside the boundary  
layer than outside, the present method  exploits this fact. To sketch the graph of the solution 
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of SPPs inside the boundary layer domain, one needs solutions at a large number of points in 
this domain, and hence, the present method provides the solution at a large number of points in 
the boundary layer domain, with a priori chosen accuracy. Classical upwind schemes perform 
very well in the regular domain, and hence, are applied there. The present method gives better 
accuracy which was seen from the numerical examples given in the previous ection. It is evident 
that the present method is better than applying 
(i) EFD throughout the interval [0, 1] (here, we cannot get more points in the boundary layer 
region and also unnecessarily we are evaluating the value of the fitting factor a~ (p) at each 
mesh in the regular domain), and 
(ii) classical upwind scheme iteratively in the boundary and regular domains (it does not work 
very well in the boundary layer domain). 
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