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This paper develops practical methods for deciding whether a given kernel 
function induces a compact integral operator from certain spaces of functions, 
defined on a compact subset B of [w”, into the space of continuous functions over 
Q. Necessary and sufficient conditions for compactness are introduced, and 
several tests for deciding if these conditions are satisfied are developed. The 
paper concludes with an illustration of the practical use of the theory. 
INTRODUCTION 
In this paper we consider the linear integral operator K, defined by 
KY(~) = s, W, 4Y(S) 4 (1) 
where Q is a compact subset of lhP and k and y are real-valued or complex- 
valued functions defined on Sz x Q and 52 respectively. Defining, for each t E Q, 
the function k, as 
k(s) = k(t, 4, SEQ, 
we can rewrite (1) more concisely as 
KY(~) = Jl, W) Y(S) ds. 
We shall assume throughout that y and kt , for each t E Q, are Lebesgue measur- 
able functions, so that (1) is well defined. 
We shall refer to K as the integral operator induced by the kernel k, and 
consider it as an operator from La(Q) to C(Q), or as an operator from C(Q) to 
C(Q), where 1 < q < co, and where C(Q) is the space of continuous scalar- 
valued functions on $2. 
We recall that a linear operator K is compact (or completely continuous) if it 
is bounded, and if the image under K of any bounded set has compact closure. 
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In this work we are concerned with the development of sufficient conditions 
for the integral operator induced by K to be a compact operator from D(Q) to 
C(Q). Of course, if k does induce such a compact operator for some q in the 
range 1 < q < co, then for all Y in q < r < co, it follows from the inclusions 
(which are valid because &? is compact), that K also induces a compact operator 
from L’(Q) to C(Q), and from C(Q) to C(Q). The latter is often the most impor- 
tant case for applications. 
This work is motivated by both abstract and practical considerations. The 
abstract study of compact operators has long been an important part of func- 
tional analysis, these operators being, in a sense, the natural extension of linear 
transformations in a finite-dimensional space. Similarly, the well developed 
spectral theory for compact operators can be seen as an elegant generalisation 
of the classical eigenvalue theory for matrices. 
Practical applications of the work of this paper arise, for example, in connection 
with the solution of Fredholm integral equations of the second kind, 
y =f +A@. (2) 
In this connection the compactness of K, as an operator from C(Q) to C(Q), 
is of practical as well as theoretical importance, because of the very complete 
theory of existence of solutions to (2) (the “Fredholm alternative”) that is then 
available (see, for example [5, p. 4971). M oreover, the compactness of K plays 
a vital role in many numerical methods for the approximate solution of (2) 
(see PI>. 
From either viewpoint, it is clear that the easy recognition of compact opera- 
tors is a useful goal, and the purpose of this paper is to make that recognition 
easier. 
A convenient starting point is a necessary and sufficient condition for compact- 
ness, contained in Theorem 1 below. The theorem is based on results attributed 
to Radon [8]. (F or a summary of Radon’s results, see [lo, pp. 90-911.) Related 
results are also given by Krasnosel’skii et al. [6]. 
The following conventions are used throughout the paper. The norm 11 . [I9 
denotes the p norm in the space D(Q). The integral sf is an abbreviation for 
the integral 
Two numbersp, q which satisfy 1 \cp < co and l/p + l/q = 1 (implying that q 
also lies in the range 1 < q < co) will be referred to as conjugate indices. In this 
definition we use the convention 
l 0 -= , 00 
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and this convention will also be used elsewhere in the paper without further 
comment. 
THEOREM 1. A NECESSASSARY AND SUFFICIENT CONDITION FOR COMPACTNESS. 
Let p, q be any pair of conjugate indices, 1 < p < co. Then the integral operator K 
given by (1) is compact as an operator from Lr(S2) to C(Q) for all r in the range 
q < r < CO if and only if k satisfies 
(3) 
and 
1;~ II k, - k, 119 = 0, for all 7 e 0. (4) 
The theorem is proved in Section 1. 
The two conditions in this theorem occupy a central place in the work of this 
paper. It is therefore convenient to introduce the following definition. 
DEFINITION. A kernel function k which satisfies both (3) and (4) will be said 
to belong to the class &P(Q). 
For the particular case p = 1, Theorem 1 asserts that the two conditions 
and 
sup s 
1 k(t, s)I ds < co 
tea f2 
vi J‘, 1 k(t, s) - k(T,s)I ds = O, TEL& 
are necessary and sufficient for K to be a compact operator from L”(Q) to C(Q), 
and hence are sufficient for K to be a compact operator from C(Q) to C(Q). These 
conditions, or similar ones, are often cited in papers on the numerical solution 
of integral equations (for example [7], [l, p. 251). 
It may be noticed, however, that verification of the conditions (3) and (4) 
of Theorem 1 (and especially of the latter) is not necessarily a trivial task, even if 
p = 1. It is true that many of the commonly occurring kernels are of so-called 
potential type (see for example [6, p. 144]), f or which the compactness question 
has been well studied. Kowever, more complicated kernels may present pro- 
blems. Consider, for example, the kernel given by 
k(t, s) = cos(ts) 1 t - s [-114 In I t + s I (1 - +-1/Z, (5) 
with Q = [-1, l] C R. In this case the verification of (3), for appropriate values 
of p, is straightforward, but the direct verification of (4) involves much tedious 
analysis. 
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The problem is further complicated if the underlying space is of more than one 
dimension. Consider, for example, the difficulty of analysing the two-dimensional 
analogue of (5) 
k(t, s) = cos(t * s) I/ t - s 11-li4 In 11 t + s 11 (1 - II s (12)-1/2, (6) 
where t, s E Q _C R2, t . s is the inner product of t and s, and II * 11 denotes, say, 
the Euclidean norm in R2. 
It is clear from these examples that the practical value of Theorem 1 depends 
on the development of useable tests for determining when (3) and (4) are satis- 
fied, i.e. for determining values of p for which K E ALP(Q). 
The first such test, expressed in Theorem 2 below, is based on the recognition 
that the kernels occurring in practice often consist, as in (5) and (6) above, of the 
product of a finite number of more or less simple factors. (They may also, of 
course, consist of a sum of such products. However, the handling of sums is in 
practice trivial, since the sum of two compact operators is compact.) 
The purpose of the theorem is to show that if K is a product of factors W, 
i=l ,..., m, and if each factor Fi) satisfies the conditions (3) and (4) of Theorem 1 
with p replaced by pi , then K itself also satisfies the conditions for a certain 
value of p. 
THEOREM 2. KERNELFUNCTIONSOFPRODUCTTYPE. Letk(t,s)=k(l)(t,s) x 
kf2’(t, s) ... k(“)(t, s), where kc*) E W*(Q), 1 < i < m, with 1 <pi < co, and let 
the numbers p, ,..., p, be such that 
~++++...+j+a. m 
This theorem is proved in Section 2. 
To make use of Theorem 2, one should be able to determine, for each factor 
kc”) in the kernel, the values of p, for which kci) E &P(Q). Two special cases of 
importance are dealt with in Theorem 3. Between them, they appear to cover 
the great majority of cases likely to be encountered in practice. 
The first part of Theorem 3 deals with the case of continuous kernels, for 
which the result is especially simple. 
THEOREM 3(i). CONTINUOUS KERNELS. If k is continuous on D x Q, then 
k E Mp(sZ) for all p in the range 1 < p < co. 
(Note that it is not necessary to specify a norm on the space 52 x iR, because 
all norms on a finite-dimensional space are equivalent.) 
The second part of Theorem 3 is designed to handle kernels (or factors within 
a kernel) of the difference form k(t, s) = I,/I(S - t), or other similar forms such as 
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#(s + t), or even just I/(S). More generally, we consider K(t, s) = #J(S -g(t)), 
where g is a continuous function from D to lP. The set L?* in the theorem is 
simply the set of all values of the argument of $ as s and t range over 52. 
THEOREM 3(ii). DIFFERENCE-TYPE KERNELS. Let the Kernel function h be 
given by 
46 4 = 54s - g(t)), s, teSZ, 
where g is a continuousfunction from Q to UP. Moreover, let 1+4 E Lp(B*) for some p 
in the range 1 < p < CO, where 52* = {s - g(t): s, t E 52). Then h E Mp(S2). 
EXAMPLE. If 52 = [--I, I] C [w, and h(t, s) = 1 t - s I-l/m with 1 < 01 < cc, 
then the theorem can be applied with g(t) = t, #(x) = 1 x I-ija and 52” = 
[-2,2]. Since I/ E LP(Q*) if 1 < p < 01, it follows that k E Ma(Q) for all p in the 
range 1 <p < 01. 
Theorems 3(i) and 3(ii) are proved in Section 3. 
Taken together, Theorems 2 and 3 give a method for determining, in most 
cases, whether a given kernel function satisfies (3) and (4). If it does, then Theo- 
rem 1 gives a range of values of Y for which K is compact from L’(B) to C(Q). 
A bonus from Theorem 1 is that since (3) and (4) are both necessary and 
sufficient, their necessity can be used, in principle and often also in practice, to 
determine the range of values of r for which K is not compact. However, the 
remaining theorems, 2 and 3, express merely sufficient conditions, and so cannot 
be used to prove non-compactness. 
The following three sections are devoted to the proofs of the theorems stated 
above. In the final section, Section 4, we discuss an example to illustrate the 
way the results can be used in practice. 
1. A NECESSARY AND SUFFICIENT CONDITION FOR COMPACTNESS 
The main result of this section is the proof of Theorem 1, which is stated in 
the Introduction. The proof follows easily from three results, Theorems Rl-R3 
below, which are attributed to Radon (as described in the Introduction). 
THEOREM Rl. Let p, q be conjugate indices, 1 <p < co, and let K be the 
integral operator defined by (1). Then K operates from Lg(Q) to C(Q) if and only ;f 
(9 suPtc~ II kt /I9 < co, 
and 
(ii) for all measurable subsets D of Q and for any r E IR we have 
lim J k,(s) ds = S, h7(s) ds. 
f-w D 
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Proof. Suppose K operates from L*(Q) to C(Q), with 
for some 4 in the range 1 < Q < co. We first prove (ii). Suppose D is a measur- 
able subset of Q, and let xD denote the characteristic function on J2 of the set D. 
Now x0 ED(Q), since Q is compact and hence has finite measure, and it follows 
from the assumption that KxD E C(Q). Since 
Kx&) = jD k,(s) ds, 
(ii) then follows. 
To prove (i), we first observe from the assumption that k,y is integrable for 
all t E IR and all y ED(Q), from which it follows that k,y E Ll(.Q). Hence we can 
assert that kt ED’(Q) - for 1 < 4 < co a proof is indicated in [4, p. 232, 
(15.14) (b)], and for 4 = 1 in [4, p. 3481. For 4 = co the result follows easily by 
considering Kz, where z is the function on Lr which is identically 1. 
Now for each t ~52 define dz, on D(Q) by 
@t(r) = j by. (7) 
It is clear from Holder’s inequality that Qt is a continuous linear functional on 
LQ(Q), and that 
II @t II < II 4 I/p - 
We now demonstrate, using standard methods, that in fact 
Consider firstp in the range 1 < p < co. If I/ kt /lP = 0, then (8) follows trivially. 
If II kt II9 > 0, let Y = I h V-l GF(W kt II?“, where @i(w) is zero if w is zero 
and is %/I w I if w is non-zero. It then follows that y EL*(Q), II y IIn = 1, and 
I @t(r)1 = II kt Ih t 
from which (8) follows. For p = co, either 11 k, Ilrn = 0, in which case (8) is 
trivially satisfied, or 11 k, Ilm > 0. In the latter case, let E > 0 and E = {s E Sz: 
1 k,(s)] > /j k, Ijo - c}. It is clear that 0 < p(E) < PC(Q) < co, where for any 
measurable set A, the measure p(A) is given by 
586 
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1 
y = PW 
__ XE sgn(W, 
then it follows that Ij y l/r = 1, and that 
I @t(Y)1 = &j 1 I WI ds 3 II h Ilm - E. 
E 
Since this is true for arbitrary E > 0, (8) is satisfied. 
Now since K operates into C(Q) and since Sz is compact, it follows that, for 
all y E 22(Q), 
sup I @t(Y)1 G N?, P 
tan 
where N, is a positive number which may depend on y. It follows by the princi- 
ple of uniform boundedness [9, p. 1031, applied to the Banach space Lq(Q), that 
sup II @t II < a)* 
ten 
Then, on using (8), (i) follows. 
Conversely, let conditions (i) and (ii) hold. First we consider p in the range 
1 < p < co, so that 4 lies in the range 1 < Q < co. Let y ED(Q), and let E > 0. 
Since the simple (step) functions are dense inLq(SZ), there exists a simple function 
g such that 
II Y - g II4 < 6. (9 
Now fix r in Q. From the triangle inequality and Holder’s inequality it follows 
that, for all t E Q, 
I KY(t) - KYWI G I KY(t) - aw + I &w - a41 + I Q(4 - KY(T)1 
< j I MY - 811 + I 4?(t) - Qb)I + 1 I h(g - Y)l 
< II At II9 II Y - g /Ia. + I Kg(t) - Kg(T)1 + Ii A, Ilo II g - Y IIq 
Now since g is a simple function, it follows from (ii) that there exists 6 > 0 
such that, for all t E Q satisfying / t - 7 / < 6, we have 
1 f%(t) - &?(T)/ < E, 
and hence from (9) and (lo), 
1 KY(t) - KY(T)/ < (2 SUP 11 kt 119 + 1) E. 
ED 
This implies, with the aid of (i), that Ky E C(Q) as required. 
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For the case p = 1, refer to [2, p. 2911. From this source it follows that if K 
satisfies conditions (i) and (ii), then K, converges weakly (in the sense of Dunford 
and Schwartz [2, p. 671) to k, in Ll(sZ) as t-+ 7, for all T E Q. Hence by the 
known results on the representation of linear functionals onLl(Q) [9, p. 1361, it 
then follows that, for all y E L”(Q) and for all 7 E Q, 
Thus, since Ky(t) = J&y, it follows that Ky E C(Q). This completes the proof 
of Theorem Rl. 
THEOREM R2. Let K be the integral operator defined by (1) and let q lie in 
the range 1 < q < co. If K operates from Lq(Q) to C(Q), then K is bounded. 
Proof. The proof follows immediately from Theorem Rl, with the aid of 
Holder’s inequality. Let y EL”(Q) with 11 y Ijq < 1, and consider the uniform 
norm of Ky in C(Q). Then 
< sup II kt Ilp II Y lh G sup II kt IID < N, 
ten tEJ) 
where N is some positive number independent of y. So K is bounded with 
II KII < N. 
THEOREM R3. Let p, q be conjugate indices, 1 < p < co, and let K be the 
integral operator defined by (1). Suppose K operates from L’(Q) to C(Q). Then K 
is compact if and only if, 
1,~ II kt - k, 11s = 0, for all 7 E Q. 
Proof. Suppose K is compact as an operator from Lq(Q) to C(Q) for some q 
in the range 1 < q < co. Then conditions (i) and (ii) of Theorem Rl hold for 
the kernel k. 
For t E Q let Qt denote the linear functional on Lq(Q) defined by (7). Then by 
an argument similar to that used in proving (8), it follows that for all t, 7 E 52, 
Qt - @, is also a linear functional on Lq(Q), and satisfies 
II @t - @, II = II kt - 4 IL. 01) 
But we also have, by definition, 
II @t - @, II = zj~ 1 j. (4 - k,)y 1 = ;y; I KY(t) - KY(~I 3 (12) 
I g 
where B, denotes the closed unit ball in Lq(Q). 
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Since K is compact, the Ascoli-Arzela theorem [2, p. 2661 implies that the set 
KB, must be equicontinuous, hence it follows from (12) that 
9-y II @t - a7 II = 0, for all 7 E Q. 
Hence, using (1 l), it follows that 
1;: II h - JG IID = 0, for all 7 E SI, 
as required. 
Conversely, suppose 
1): II 4 - h, I/B = 0, for all 7 E Q. 
This implies that the mapping t -+ K, which, by Theorem Rl, maps Q intoP( 
is continuous. Hence, since t -+ K, is a continuous mapping from a compact 
metric space to another metric space, it follows (see, for example [2, p. 241) that 
this mapping is also uniformly continuous. 
To prove that K is compact, we must show that the closure of KB,, is compact 
as a subset of C(Q). We do this by showing that KB, is bounded and equi- 
continuous, and evoking the Ascoli-Arzela theorem. It follows easily from 
Holder’s inequality that, for all t, r E Sz and all y E B, , we have 
I KY(t) - KY(T)1 < II At - k, IID . (13) 
Now fix E > 0. The uniform continuity of the mapping t + k, then implies 
the existence of 8 > 0 with the property that 
for all t, T in 52 satisfying I t - T / < 6. Thus it follows from (13) that 
I KY(t) - KY(T)1 < E, (14) 
for all t, r in Q satisfying I t - r / < 6, and all y E B, . Hence KB, is an equi- 
continuous subset of C(Q). Also, Theorem R2 implies that K is bounded, so 
KB, is also a bounded set. The Ascoli-Arzela theorem then implies that the 
closure of KB, is compact, and this completes the proof of the compactness of K. 
We now prove the main result of this section. 
Proof of Theorem 1. Suppose K is compact as an operator fromLr(Q) to C(Q) 
for all Y in the range q < r < co. Then, using the specific case of Y = q, we have, 
by Theorem RI 
sup II 4 lb < *, 
ta.3 
COMPACTNESS OF INTEGRAL OPERATORS 589 
and, by Theorem R3, 
lt$ II kt - k, 119 = 0, for all 7 E Q. 
Thus K satisfies conditions (3) and (4). 
Conversely, suppose k E M’(Q); that is, k satisfies (3) and (4). Let D be any 
measurable subset of 52, and let T E Q. Then 
Since K E M,(Q). 
~ll~,--K,l19(~(Q))1’*-to as t-+-r, 
Then we deduce from Theorems Rl and R2 that K is a bounded operator 
from L*(Q) to C(Q), and in turn, from Theorem R3, that K is compact as an 
operator from U(Q) to C(Q). If r is any number in the range q < Y < to, it 
then follows trivially, as discussed in the Introduction, that K is compact as an 
operator from Lr(Q) to C(Q). Thus the proof of Theorem 1 is complete. 
2. KERNEL FUNCTIONS OF PRODUCT TYPE 
The main result of this section is Theorem 2 which is stated in the Introduc- 
tion. The proof follows easily once some preliminary results have been esta- 
blished. We will require the following simple consequence of the H6lder 
inequality, stated without proof. 
PROPOSITION. Suppose p, p, , p, satisfy 
and 
l<P<Q 1 <Pl<% 1 <P2<% 
l/P1 + l/P2 = l/P* I 
(15) 
Morecwer, suppose X is any measure space and let f E L%(X), g E L%(X). Then 
fg ~UX) and 
llfg IID G Ilf lIPI I g lloa - 
LEMMA 1. Suppose k(t, s) = k(l)(t, s) kc2)(t, s), for all (t, s) E $2 x Q, and let 
p, p, , p, be numbers atisfying (15), such that k(l) E M%(Q) and kt2) E M%(l(2). 
Then it follows that k E MD(G). 
Proof. Suppose the hypotheses are satisfied, and let t E 52. Then 
II kt Ilo = II k!‘@ II9 
G II At(l) h1 II kI”’ Ilr,,a 9 
409/68/z-18 
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which implies 
sup II 4 119 < sup II At(l) IDI sup II kI”’ l/p2 < a, 
&R tsR ten 
and therefore (3) is satisfied. 
Next, let t, 7 E Q and consider 
/I k, - k, IID = 11 kt(,‘kt(,’ - k;‘k:’ 112, 
= I, &$I”’ _ /$‘k~’ + kl”kp’ _ k!“‘k!“a 
< /I kI”(kI”’ - kF’)lj, + II - k:‘) k!’ IID 
< II k6” IID II AI”’ - @) l/p2 + II kI” - A:’ llsl II k$’ llse 
-0 as t -+ 7. 
Thus (4) is satisfied and k E Mp(Q). 
Proof of Theorem 2. The theorem follows easily from Lemma 1 by induction 
on m, where m is the number of factors in the product. 
3. Two IMPORTANT SPECIAL CAKES 
This section is devoted to the proof of Theorems 3(i) and 3(ii), stated in,the 
Introduction. The first is the simpler result and is already known [3, p. 6571, but 
a proof is included for completeness. 
Proof of Theorem 3(i). Since 52 is compact, Q x Q is compact and k, since it 
is continuous on Q x Q, must also be bounded there. Thus, by a trivial argu- 
ment, we have, for any p in the range 1 < p < co, 
sup II kt 119 < 00. 
ten 
Also, the function (t, s) + k(t, s) is continuous, and hence uniformly con- 
tinuous on Sz x J2 with the uniform topology. Thus, choosing E > 0, we can 
find a 6 > 0 such that 
I 46 4 - MT, 41 < ~9 
for all s E Q, and all t, r E Q satisfying 
1 t--71 <a. 
It follows easily from this that, for any p in the range 1 <p < 03, 
t+y II kt - 4 II?, = 0, for all 7 E 0, 
and the theorem is proved. 
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Proof of Theorem 3(ii). Let jl l/t denote thep norm in the spaceL’(Q*), and 
for all t E Sz let &(s) = #(s - g(t)). It then follows that 
II ht I19 = II *t l/D 
d II *II,* < *, for all t E 52, 
where the first inequality is achieved merely by extending the domain of integra- 
tion from Q to sZ*. Thus (3) follows. 
To prove (4), let E > 0 be given. Since 1 <p < CO and since # ELP(Q*), it 
follows [9, p. 711 that there exists FE C(Q*) such that 
/I # --Fll,* < 43. (16) 
For all t G Q let F,(s) = F(s - g(t)). Th en, fixing 7 E Q, we can write, for all 
2ESZ, 
II h - h, I/B = II 94 - *7 112) 
=ll~,-~,+~,--F,+~,--~lI, 
< II #t - Ft IID + II Ft - F, lip + II F, - $7 Ila . (17) 
Now, for any t E Q we have 
Also, Q* is compact, since it is the image of the compact set Sz x J2 under the 
continuous mapping (s, t) -+ s - g(t), and it follows that F, being continuous on 
Q*, must also be uniformly continuous there. Hence we can find 6 > 0 such 
that 
I Fb - s(t)> - F(s - d4)l < 43MQY’p, (1% 
for all s E Q and all t E Q satisfying 
I g(t) - &)I < 6. 
By the continuity of g we can find 6’ > 0 such that (19) holds for all s E 52 and 
all t E 52 satisfying 
1 t---7/ (6’. 
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Thus, if / t - T j < a’, we have 
(20) 
Using (18) and (20) in (17), it follows that 
/I k, - k, !iD < e/3 + E/3 + e/3 = 6, 
for all t 6 51, satisfying 
j t - 7 1 < 6’. 
Since E was chosen arbitrarily (4) follows and the theorem is proved. 
4. A PRACTICAL ILLUSTRATION 
We now show how to apply Theorems l-3 to find a range of values of p for 
which the induced operator of the kernel function 
k(t, S) = cos(ts) / t - s /-Ii4 In j t + s j (1 - 9)--l/2 
is compact as an operator from D(Q) to C(Q), where Q = [- 1, l] C R. 
We adopt the following notation: 
k’l’(t, S) = cos(ts), 
k@‘(t, S) = / t - s /-1/4, 
kt3)(t, S) = In ( t + s I , 
kc4)(t, s) = (1 - ~~)-l/~. 
Our first step is to investigate the ranges of p for which each of the above 
functions is in M*(Q). To do this we use the following easily verified facts: 
Let 0 < b < co. Then, 
(Fl) If #(x) = x-lla on the interval (0, b), where 1 < OL < co, then 
I,% EP[O, b] for all p in the range 1 < p < 01. 
(F2) If #(x) = In I x j on the interval (0, b), then # ELP[O, b] for all p in 
the range 1 <p < cc. 
Now, with the aid of these facts, we apply the results of Theorem 3. 
(1) k(l) is continuous on Q x 52 and thus, by Theorem 3(i), k(l) E Mfl(J2). 
for all p in the range 1 < p < co. 
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(2) WJ(t, s) = +(s -g(t)) where g(t) = t and #(LX) = 1 x /-l/J, and 
employing (Fl) and Theorem 3(ii) we can infer that k’s) E W’(Q) for all p in the 
range 1 <p <4. 
(3) P(t, s) = +(s -g(t)) where g(t) = --t and #(x) = In 1 x 1 . Using 
(F2) and Theorem 3(ii), it follows that K(s) E &P(Q) for 1 <p < co. 
(4) P4)(t, s) = #(s - g(t)) where g(t) = 0 and $(x) = (1 - x2)-li2. It 
is easy to verify that # E:LP(SZ*) for p in the range 1 < p < 2, which in turn 
implies that kt4) E W’(Q) for p in 1 <p < 2. (Note that in this case Q = Q*.) 
The next step is to collect results (l), (2), (3) and (4) above, and use Theorem 2 
to infer that k E iW(Q) where p is any number strictly less than the number P 
given by 
1 -=;+$+;++=$. 
P 
So K E &P(Q) for any p in the range 
The final step is to employ Theorem 1 to assert (because the conjugate index 
of -$ is 4) that K is compact from P(Q) to C(Q) (and hence also from C(Q) to 
C(Q)), where r is any number in the range 
4<r<co. (21) 
In this particular example we can also use Theorem 1 directly to show that K 
is not compact from D(Q) to C(Q) ‘f 1 r is any number outside the range (21). 
To see this, let t = 1 and consider 
11 K, 11; = fl 1 cos(s) (1 - ~)-l’~ In(1 + s) (1 - ?)-1’2 1’ ds 
1 
= 
I I 
cos(s) ln(1 + s) 
-l (1 - s)3’4 (1 + ,)1’s I 
2, ds 
’ 
which is clearly infinite ifp > $. So R $ &P(Q) ifp 3 9, and Theorem 1 implies 
that K is not compact from L+‘(Q) to C(Q) for any Y outside the range (21). 
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