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Abstract
The present work attempts to conduct numerical simulations of turbulent two-phase flows
in two academic burners with methanol/air spray flames. It is challenging to simulate tur-
bulent spray flames as many complex phenomena such as turbulence-chemistry interaction,
spray dispersion and evaporation, and atomisation processes of liquid fuel occur simulta-
neously. The transported sub-grid scale (sgs) probability density function (pdf ) equation
in conjunction with the Eulerian stochastic field method formulated in the context of Large
Eddy Simulation (LES) is applied to the experimental configurations operated with dif-
ferent fuel delivery systems, namely a commercial ultrasonic atomiser and a Research
Simplex Atomiser (RSA).
The performance of the LES methodology as an effective modelling tool for two-phase
combusting flows is assessed by simulating a methanol/air turbulent nonpremixed spray
flame with a fine droplet distribution achieved by the ultrasonic atomiser. Comparisons of
the computed gas phase and droplet statistics with measurements show a good agreement,
suggesting that the stochastic dispersion and evaporation models employed in this work
are appropriate. The fundamental aspects of this turbulent spray flame such as the occur-
rence of external group combustion and its development into separate combusting islands
are well reproduced. For this particular configuration, the significance of the sgs chemistry
model in capturing the development of the flame is highlighted.
A systematic, stochastic approach towards modelling a polydisperse droplet distribution
associated with the simplex atomiser is developed in this study. The predictive capabil-
ities of the stochastic breakup model are validated by detailed comparisons between the
simulated results and the experimental data in terms of droplet and gas phase statistics.
The general features of this spray flame including the lift-off height and the formation of a
double reaction zone are reasonably well captured, confirming the validity of the LES-pdf
formulation when applied to turbulent nonpremixed spray flames.
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l Liquid phase
p Particle properties
ref Reference conditions
s Droplet surface
sgs Sub-grid scale
x, y, z Cartesian coordinates
16
1 Introduction
Two-phase, multispecies combustion systems with fuel sprays have been applied in various
engineering applications such as propulsion devices, internal combustion engines and indus-
trial burners because liquid fuels possess several benefits over other fuels: high density energy,
easy handling and less requirement of storage space. The abundant application of liquid fuels
therefore necessitates a good understanding of both physical and chemical processes while de-
veloping and operating a new apparatus. Despite recent advances in measurement techniques,
the numerical prediction of two-phase reacting flows still faces an ongoing challenge since the
underlying physics of such flows is an extremely complex phenomenon. Dispersion of liquid
droplets, their evaporation, and mixing of the fuel vapour with oxidiser which then yields spray
flames occur simultaneously, possessing a wide spectrum of length and time scales. In addi-
tion to this multi-scale nature, turbulent spray flames exhibit more complicated phenomena than
those observed in standard diffusion and premixed flames due to the interaction between carrier
fluids and droplets and the chemistry/turbulence interaction [126]. Owing to these complexities
in turbulent spray flames, precise quantitative observations on the properties of the flow field
are often difficult to obtain and subject to large measurement uncertainties. The computational
capabilities to precisely model and predict particle-laden flows may therefore supplement tra-
ditional experimental approaches in the design of various combustion systems in terms of their
efficiency and reduction in the pollutant emission.
In practical applications, e.g., gas-turbine combustors, atomisation of liquid fuel resulting in
a fine spray is required to enhance vaporisation rates by increasing the surface area of droplets
immersed in a hot gas and hence to effectively burn in combustion chambers. Generally, the
most effective spray atomisation can be achieved either by feeding the fuel through a small ori-
fice at high pressure or by mixing the liquid with high pressure air or other gas [29]. The liquid
fuel ejected from the orifice is often delivered into a combustor in the form of a thin liquid
film/sheet. Although various atomisation characteristics may exist depending on the operat-
ing conditions, the main drive towards disintegration of the sheet into ligaments and relatively
large droplets is due to its interaction with the turbulent structure of the surrounding gas. Fur-
ther disintegration occurs until the size of final drops is small enough to obtain a certain level
of stability, often assessed by the Weber number. Various experimental and numerical efforts
have been made in order to understand the fundamental physics involved in atomisation process
and to provide reliable diagnostic tools which enable accurate predictions of breakup process.
Along with all the aforementioned challenges in turbulent spray flames, the physical complex-
ities involved in the atomisation process further impede the complete insight into the problem
and the development of comprehensive numerical models which are capable of representing
the general flow field of turbulent spray flames.
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In order to gain significant insight into the fundamental physics of turbulence, various numeri-
cal techniques which complement traditional experimental techniques have been advanced with
a rapid growth in their applications. A particular example is the development of Direct Numer-
ical Simulation (DNS) which is a powerful research tool as it resolves all length and time scales
present in turbulent flows. The DNS approach, which does not require any turbulence models,
has shown its ability to provide the quantities of interest with a superior level of accuracy and
in detailed description. The origin of DNS applied to the study of multiphase flows can be
tracked back to the initial development of computational fluid dynamics in the early 60’s [193].
Since then, DNS has been widely used in many aspects of multiphase flows such as particle
dispersion [38, 81], turbulence modulation by particles [3], and particle-particle interaction
[195]. Recently, the capabilities of DNS have extended to the prediction of the behaviour of
simple spray flames including weakly turbulent dilute-spray flames [167], autoignition in tur-
bulent spray flames [179], and combustion of multicomponent fuel droplets [94]. In spite of
advances in computing facilities, it is unfortunate that this direct approach is still limited for
real engineering applications often with high Reynolds numbers since the size of grids needs
to be extremely small so as to capture a cascade of energy in a realistic manner. The problem
becomes even more complex for most turbulent multiphase flows involving a large number
of degrees of freedom to be directly computed. In order to overcome the current status of fi-
nite computer resources, simplification which led to averaging and statistical methods has thus
gained the most attention from the field of turbulent reacting flows.
When averaging methods to describe the time-averaged properties of the turbulent flows
are used, unclosed terms arise due to the nonlinearity of the convective terms in the Navier-
Stokes equations and special care must be taken that the problems are closed. This type of
numerical approaches is referred to as Reynolds-averaged Navier-Stokes (RANS) method. In
this technique, the transport equations for the mean velocity components are calculated while
the effects of the entire spectrum of turbulence on the mean motion must be modelled. The
conventional closure models include a turbulent viscosity model or a Reynolds stress model
(RSM). Amongst other turbulent viscosity models, the k −  model [84] in which the turbulent
viscosity is approximated from the solution of two additional transport equations is the most
widely-accepted approach. In RSM [103], the transport equations derived for each component
of the Reynolds stress are solved to close the time-averaged governing equations. However,
these methods contain model constants which have to be calibrated depending on the nature
of the problem being considered. Alternatively, a tractable way of calculating the statistical
behaviour of turbulent reacting flows of practical importance can be achieved by a probability
density function (pdf ) method. In the context of RANS, the most common approach to solv-
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ing the evolution of the joint pdf of scalar variables in turbulent reactive flows is based on a
Lagrangian Monte-Carlo particle method (for additional information, please see the paper by
Pope [152]). In this particle-based pdf approach, an ensemble of stochastic particles is used to
represent the joint pdf. The pdf method has been quite successful in predicting the statistics
of single-phase reacting flows and has been applied to turbulent spray flames [134, 145]. The
popularity of RANS calculations comes from the fact that predictions can easily be performed
for complex geometries owing to their simplicity. However, RANS methods which rely on the
solution of the time-averaged transport equations cannot capture the scales of time-dependent
unsteady motion occurring in turbulent combustion. Large Eddy Simulation (LES) which lies
between DNS and RANS has thus emerged as a strong alternative.
In LES, as opposed to RANS, the large-scale energetic turbulent motions are explicitly
solved while the effects of the sub-grid scale (sgs) motions on the resolved flow field must be
accounted for via suitable modelling. This is based on the rationale that the structure of large
eddies in turbulent flows is generally characterised by the geometry of the configuration while
that of small eddies is more universal. LES is now recognised as a reliable tool for predicting
the complex behaviour of turbulent reacting flows as it has demonstrated its ability to reproduce
unsteady behaviour with less computational load compared with DNS. Although LES predic-
tions can be relatively expensive, the method appears to offer advantages over RANS in several
aspects. For example, improvements in predicting the mean properties of unsteady turbulent
flows can be anticipated in areas where traditional approaches have been proven insufficient
because only the statistically isotropic small scales need to be modelled in LES. For flows with
features of the large scale turbulent motions, the expectation of LES predictions being reliable
is reasonable. Free shear flows at high Reynolds numbers, in which the quantities of interest are
transported dominantly by the resolved large scale motions and there exists the energy cascade
mainly from the large to the small scales, are one typical example where LES to be successful
[154].
LES has been successful over many areas of complex flows since the conceptual foun-
dations of LES were shaped by the pioneering works of Smagorinsky [183] and Lilly [114].
Possibly, the very first application of LES to a problem of engineering interest, i.e., turbulent
channel flow, was made by Deardorff [37] and Schumann [180]. Since then, LES has been
widely applied to characterise the unsteady behaviour of turbulent flows of increasing com-
plexity. Recently, along with advances in many aspects of LES such as sgs modelling, accurate
numerical schemes and so on, extensions to include an important phenomenon of interest in
the present work, i.e., turbulent combustion, have been made. Different LES models for turbu-
lent combustion have been developed including artificially thickened flames (ATF), Conditional
Moment Closure (CMC), Flame Surface Density (FSD) and more. A comprehensive review of
LES combustion models can be found in the paper by Pitsch [150]. In recent years, the pdf
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method, which was originally developed in the context of RANS, has been extended to LES
based on a transport equation which describes the temporal evolution of the sgs probability
density function (pdf ) of relevant scalars [57]. In contrast to the traditional particle method
originally introduced by Pope [152], a new approach to solving the sgs-pdf equation by an
ensemble of Eulerian stochastic fields has been developed by Valin˜o [197] and Sabel’nikov
[173]. This method is referred to as either the Eulerian Monte Carlo field method or stochastic
field method. The LES-pdf approach with Eulerian stochastic fields has shown the promising
results in all combustion regimes including autoignition in a hot coflow [88], piloted flames
with extinction [89] and gas turbine combustion chamber [23] to cite a few examples. One of
the main advantages of this method is that it can be easily implemented into any existing CFD
codes with Eulerian solvers owing to its form being fully Eulerian.
1.2 Objectives of the Current Work
Although the LES-pdf method in conjunction with the stochastic field solution method has been
already applied to turbulent two-phase combusting flows, it is still premature to draw a conclu-
sion that the predictive capabilities of LES for turbulent spray flames are thoroughly confirmed.
Examples of very few previous applications are swirl combustor [86], spark ignition in a gas
turbine combustor [90] and auto-ignition in a vitiated coflow [157]. The aim of the present
research is therefore to further extend effectiveness of LES simulations for two academic burn-
ers exhibiting turbulent methanol/air spray flames with a particular focus on improvements in
liquid phase modelling. In recent years, LES has been further advanced to include another
complex phenomenon, i.e., liquid atomisation process, with the use of stochastic breakup mod-
els [7, 8, 85]. However, their applications are mainly made to nonreacting spray conditions
and, to the author’s knowledge, there exist only a few cases in which stochastic breakup mod-
els are employed to represent atomisation process in turbulent spray flames [82, 135]. This
work thus attempts to deliver a comprehensive breakup model which can effectively charac-
terise the behaviour of the reacting spray emerging from a type of pressure-swirl atomisers. In
LES calculations, the initial properties of gas and liquid are often determined by a trial and
error procedure in order to match the experimental results at the first measurement location.
In order to remove this dependence of LES simulations upon experiments, a systematic way
of setting the inlet/boundary conditions for characteristics of liquid fuels emerging from either
a commercial ultrasonic atomiser and a Research Simplex Atomiser (RSA) is also introduced
herein. Detailed comparisons of the predicted results are made against measurements in order
to prove the applicability of the stochastic field method in conjunction with the improved spray
equations.
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In Chapter 2, an Eulerian framework for the governing equations of turbulent reacting flows is
introduced. A brief description of the nature of turbulence is given. Several challenges associ-
ated with solving the equations in turbulent flows are then addressed. The LES methodology
including the concept of spatial filtering and models for sgs fluxes is described. The fundamen-
tals of combustion theory including chemical reaction kinetics and various methanol oxidation
models are summarised. The pdf method employed as a closure method for the filtered chem-
ical source term is discussed. This chapter ends with presenting the Eulerian stochastic field
method used to describe the temporal evolution of sgs-pdf of relevant scalars.
In Chapter 3, a Lagrangian representation of the spray equations for dispersion and evap-
oration of droplets is described. A short review of probabilistic approaches that represent the
statistical behaviour of the spray is made together with the reasons for the choice of such ap-
proaches. The existing dispersion model with a stochastic closure accounting for the influence
of unresolved fluctuations is briefly explained. The most widely-accepted evaporation models
in the literature are compared against measurements of single droplet evaporation in order to
validate improvements made for liquid modelling.
In Chapter 4, the underlying physics of spray atomisation is described. Ultrasonic atomiser
and pressure-swirl nozzle of interest are characterised in terms of the respective mechanisms
involved in the formation of droplets. A brief summary of the existing prediction models for
primary breakup of liquid sheets and secondary breakup of droplets is given. A stochastic
breakup model which accounts for the effects of sgs motions on droplet breakup is formulated.
In Chapter 5, the LES predictions from simulations of a turbulent methanol/air spray flame
are presented. The stochastic spray equations for droplet dispersion and evaporation are applied
while the stochastic breakup model is not in use as fine droplets are produced on the vibrating
surface of ultrasonic atomiser. The simulated results are then compared with experimental data
in terms of the time-averaged statistics of gas and liquid phase. The performance of the LES
methodology is discussed, commenting its predictive capabilities and possible improvements
for this particular burner.
In Chapter 6, numerical investigations of a more challenging case with spray atomisation
involved are presented. The predictive performance of the developed stochastic breakup model
is confirmed by a detailed comparison of droplet statistics against measurements under non-
reacting conditions. The reacting spray case is also simulated in order to further confirm the
applicability of the present LES code under different flow conditions. The structure of this
spray flame is discussed in depth with an aid of experimental findings in similar configurations.
In Chapter 7, the findings of this work are summarised and the outlook for future work is
given.
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As the aim of the present work is to assess the predictive capabilities of the LES methodology
for turbulent spray flames, the LES governing equations for physical variables of the continu-
ous phase flows must be accounted for in this chapter. The set of the instantaneous equations
governing the incompressible gas flow is initially considered with an introduction of source
terms which represent a direct contribution of the dispersed phase to the gas flow. The nature
of turbulent flows is then described with a focus on the problem of turbulence modelling in
order to highlight the importance of the filtering approach to turbulence. The filtered governing
equations with the appearance of several unknown terms, as a result of spatial filtering, are
presented. This chapter then moves on to explain the fundamental physics of combustion phe-
nomena including chemical reaction kinetics and reaction mechanisms. For turbulent reacting
flows, the probability density function (pdf ) approach adopted in this work due to the non-
linearity of chemical reactions is described with its closure method. Here and henceforth, all
the equations mentioned are expressed in the Cartesian tensors when the Einstein’s summation
convention has been adopted.
2.1 Instantaneous Governing Equations
The governing equations derived from the principles of mass, momentum and energy balance
together with the continuum hypothesis can be used to describe characteristics of fluid flow.
In order for the continuum approach to be valid, the Knudsen number defined as the ratio of
the mean free path of the molecules, λ, to the smallest geometric length scale in a flow field,
`, should be much less than unity [10]. For Kn ≡ λ/`  1, fluids can therefore be treated
as continuous media. The characteristic length scales of a dispersed phase are presumed to be
small in comparison to those of the smallest resolved turbulent motions so that the influence of
liquid droplets can be regarded as point sources with respect to the gas phase. This assumption
leads to several source terms appearing in the partial differential equations (pdes) governing the
continuous phase flow. These two-way coupling source terms then represent the net effect of
contributions from all the particles within the incremental fluid element onto the instantaneous
gaseous phase.
Detailed derivations of the conservation equations are not explained here as they can readily
be found in many text books including Batchelor [11] and Aris [9] for the continuity and Navier-
Stokes equations and Bird et al. [20] and Turns [196] for the transport equations for species
and energy. All the governing equations presented in this work are represented in the form
introduced by [4] and [112].
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2.1.1 Continuity and Navier-Stokes Equations
The simplest balance equation describing the physical law of conservation of mass, known as
continuity equation, can be written as:
∂ρ
∂t
+
∂ρuj
∂xj
= m˙ (2.1)
where ρ is the fluid density, t is the time, xj (j = x, y, z) are the Cartesian coordinates, uj
are the corresponding Cartesian components of the velocity vector and m˙ is the mass transport
term between phases. When the liquid phase dispersed in the gaseous medium experiences
evaporation, for example, m˙ represents the rate of addition of mass to the gas phase per unit
volume through droplet evaporation.
Applying Newton’s second law, the momentum equation can be derived to relate the accel-
eration of the fluid to the surface forces (pressure, normal and shear stresses) and body forces
(gravity) as:
∂ρui
∂t
+
∂ρuiuj
∂xj
= − ∂p
∂xi
+
∂τij
∂xj
+ ρgi + fmom,i (2.2)
where p is the pressure, τij is the viscous stress tensor, gi is the gravitational acceleration and
fmom,i is the transfer of momentum between phases. The source term is again added in order
to account for the force per unit volume exerted on the gas phase by droplets undergoing ac-
celeration (drag force) and evaporation. For Newtonian fluids, which are true for many actual
situations [20], the viscous part of the symmetric stress tensor, i.e., τij = τji, can be writ-
ten as a function of the coefficient, µ, (known as the dynamic viscosity) and the local strain
(deformation) rate, Sij , as:
τij = 2µSij − 2
3
µ
∂uk
∂xk
δij (2.3)
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(2.4)
in which δij is the Kronecker delta (δij = 1 when i = j and δij = 0 otherwise) and µ is
generally a function of the temperature and composition of the fluid.
By substituting Eq. (2.3) into the general momentum equation Eq. (2.2), the Navier-Stokes
equations are obtained as follows:
∂ρui
∂t
+
∂ρuiuj
∂xj
= − ∂p
∂xi
+
∂
∂xj
[
µ
(
∂ui
∂xj
+
∂uj
∂xi
− 2
3
∂uk
∂xk
δij
)]
+ ρgi + fmom,i (2.5)
Equations (2.1) and (2.5) can be used to provide characteristics of incompressible, isothermal
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flows. These equations, however, need to be supplemented if one considers chemically reacting
flows involving the chemical composition of the fluid mixture.
2.1.2 Scalar Transport Equations
For the description of reacting flows, the instantaneous conservation equation for species α
should now be considered:
∂ρYα
∂t
+
∂ρYαuj
∂xj
=
∂
∂xj
(
ρDα
∂Yα
∂xj
)
+ ρω˙α + m˙Yα (2.6)
where Yα is the mass fraction of the chemical species α, the chemical source term, ρω˙α, rep-
resents the net formation rate due to chemical reactions of the chemically reactive species and
m˙Yα is the rate of creation of species α through the evaporation of droplets. Dα is the dif-
fusion coefficient of the species α into a multi-component mixture and Fick’s law is adopted
to describe diffusion process. By assuming the equal diffusivities, i.e., D = Dα, the balance
equation for species can be written as:
∂ρYα
∂t
+
∂ρYαuj
∂xj
=
∂
∂xj
(
µ
Sc
∂Yα
∂xj
)
+ ρω˙α + m˙Yα (2.7)
where Sc = µ/(ρD) is the Schmidt number.
The last balance equation that needs to be considered in order to draw a complete descrip-
tion of instantaneous flow variables including the temperature field is a balance equation in the
form of enthalpy conservation. The specific enthalpy, h, of the mixture with Nsp species can
be expressed as a function of species mass fractions and temperature:
h = h(Y1, Y2, ..., YNsp , T ) =
Nsp∑
α=1
Yα
Wα
(∫ T
T0
Cp,αdT + h0,α
)
(2.8)
where Wα is the molecular weight of species α, h0,α is the specific enthalpy of formation of
each species α and Cp,α is the specific heat capacity of species α at constant pressure. The
enthalpy transport equation for compressible flows can be expressed as in [51]:
∂ρh
∂t
+
∂ρhuj
∂xj
=
Dp
Dt
+
∂
∂xj
(
µ
Pr
∂h
∂xj
)
+ Φ +Bh + m˙h (2.9)
where Pr = µCp/κ is the Prandtl number, κ is the thermal diffusivity, Φ = τij ∂ui∂xj is the
viscous dissipation, Bh is the rate of work done by the body force acting on the fluid element
moving at a velocity and m˙h is the enthalpy source term. In the present work, Eq. (2.9) can
be simplified significantly by assuming the low-Mach number jet flames, i.e., Ma  1. The
following assumptions can be made:
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1. The viscous dissipation term (third term on the r.h.s. of Eq. (2.9)) can be neglected.
2. The pressure term can be approximated by replacing the total pressure with a global
reference pressure po:
Dp
Dt
≈ dpo
dt
(2.10)
The global reference pressure remains constant for the jet flames located in a steady,
quiescent environment and hence the time derivative can be ignored. This simply filters
the sound propagations from the system of interest.
3. The influence of the body force can be neglected as it is much smaller than thermal energy
due to chemical reactions.
With the above assumptions, the simplified enthalpy equation can be expressed as:
∂ρh
∂t
+
∂ρhuj
∂xj
=
∂
∂xj
(
µ
Pr
∂h
∂xj
)
+ m˙h (2.11)
The gas temperature can now be obtained from the enthalpy and the species mass fractions,
T = T (h, Yα).
A general transport equation for scalar quantities including species concentration and en-
thalpy can be formulated as there are commonalities between Eq. (2.7) and Eq. (2.11). The
transport equation for the number of scalars Ns (species + enthalpy) has the following form:
∂ρφα
∂t
+
∂ρφαuj
∂xj
=
∂
∂xj
(
µ
σ
∂φα
∂xj
)
+ ρω˙α,h(φ, T ) + m˙α (2.12)
where φ = [φα = φ1, · · ·, φNs ] and σ is the Schmidt and Prandtl number as appropriate. The
source terms ρω˙α,h(φ, T ), when considering the reactive species, represent the net formation
rate due to chemical reactions or are the enthalpy sink/source term such as radiative heat transfer
and spark energy in the case of the enthalpy. The source term m˙α appeared due to the presence
of droplets is the fuel vapour source or enthalpy source as appropriate.
For ideal gases, the equation of state provides a relationship between the local pressure,
density, temperature and composition:
p = ρR0T
Nsp∑
α=1
Yα
Wα
(2.13)
where R0 = 8314.3 J/(kg·K) is the universal gas constant and the mixture density can be ob-
tained if other state variables are known:
ρ = ρ (p, T, Yα) (2.14)
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A fluid medium experiences transition to a turbulent state when inertial effects become dom-
inant over the damping action of fluid’s viscosity. Reynolds [168] showed that turbulence is
likely to develop if the inertial forces are sufficiently greater than the viscous forces. This
concept is quantitatively described by the Reynolds number:
Re =
ρuL
µ
(2.15)
where u and L represent a characteristic velocity and a characteristic length scale of the flow,
e.g., the diameter of a pipe, respectively.
The most significant features of turbulence are its irregularity, i.e., randomness in time and
space, and high levels of vorticity which lead to enhanced mixing. This randomness leads to a
difficult challenge when one attempts to determine the unique characteristics of turbulent flows
through a deterministic approach. In many practical flows, there are many driving factors that
may cause perturbations imposed on the flow field. Perturbations result in an increasing num-
ber of random fluctuations which rapidly propagate into the motion of any continuous medium.
The mean flow field is extremely sensitive to such perturbations. Due to the interaction between
viscous terms and nonlinear inertia terms appearing in the equation of motion, it is extremely
complex, or even impossible, to mathematically solve the state of the flow field for many com-
plicated practical devices. There are still many theoretical works undergoing in order to draw
a universal solution for the nonlinear partial differential equations which could be feasible for
practical devices. Turbulent motion exhibits a highly diffusive behaviour, which in turn causes
rapid mixing and increases the rates of transfer for mass, momentum and heat. It is therefore
unavoidable to introduce turbulence into practical devices which require rapid mixing and thus
enhanced burning. A reliable, efficient numerical method is therefore required in order to over-
come the problems arising from the presence of turbulent motion and to numerically solve the
non-linear pdes.
2.2.1 Different Spectra and Scales of Turbulent Flows
According to an outstanding hypothesis proposed by Richardson [169], developed turbulence
is composed of a hierarchy of eddies, i.e., disturbances, of different sizes. In this theory, the
eddies of smaller scale arise as a consequence of the loss of stability of larger scale. A energy
cascade process is a terminology which explains that the energy of the overall flow is transferred
from large scale eddies to smaller and smaller eddies through a breaking-down mechanism of
large eddies into smaller ones. This process persists until the smallest possible scale where
molecular viscosity plays an important role in dissipating the kinetic energy transferred from
the large scales into heat.
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A major step in the development of statistical fluid mechanics was made by Kolmogorov
[97, 98]. According to his theory, it can be presumed, for very high Reynolds number flows, that
the structure of the small-scale turbulent motions (smaller than the length scale of the largest
eddy motions, l0) is statistically isotropic, meaning that the statistical properties of turbulence
in these scales are not influenced by any external conditions, but depend on internal properties
alone. Kolmogorov’s hypothesis also suggests that the small-scale turbulent motions (smaller
than a length scale, lEI) exhibit a universal behaviour that can be characterised by two important
parameters, namely the kinematic viscosity, ν, and the mean rate of dissipation of the turbulent
kinetic energy per unit mass of fluid, . The size range, l < lEI , is known as the universal
equilibrium range.
If the two parameters, ν and , are given, the Kolmogorov length scale, η, and the Kol-
mogorov time scale, τη, which determine the order of which the smallest scales are presented
in a turbulent flow are given by:
η =
(
ν3

)1/4
(2.16)
τη =
(ν

)1/2
(2.17)
where the kinematic viscosity is defined as ν = µ
ρ
. The universal equilibrium range can be
further split into two subranges. At scales smaller than lDI ≈ 60η [153], the effects of viscosity
on the energy dissipation become dominant. This range of scales, l < lDI , is referred to as the
dissipation range. Above the upper limit of the dissipation region, the effects of fluid’s viscosity
are no longer important so that the behaviour of turbulent motions in the range, lDI < l < lEI ,
is determined by inertial effects. This second subrange is called the inertial subrange. Another
important characteristic length which is that of the largest eddy motions, l0, needs to be defined
in order to determine the range of scales for which the bulk of the energy is contained within
the large eddies. The lower limit of this range is given by lEI ≈ l0/6. This range of scales is
defined as the energy containing range in the size lEI < l < 6l0.
2.2.2 Modelling
Analytical solutions to the governing equations are not feasible for many practical devices
except a limited number of cases in which the geometry is simple enough to impose rela-
tively straightforward initial and boundary conditions, for example, laminar flows in a simple
configuration. Alternatively, numerical methods to obtain the solution of the equations allow
researchers to achieve a more complete picture of practical problems in engineering. In mod-
ern times, there are three numerical approaches which are commonly adopted when modelling
turbulent flows:
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• Direct Numerical Simulation (DNS)
• Reynolds Averaged Navier-Stokes Equations (RANS)
• Large Eddy Simulation (LES)
The conservation equations are directly solved in the context of DNS without any modelling
efforts. A DNS simulation is extremely expensive in terms of computational cost as it solves the
entire spectrum of length and time scales involved in turbulent flows. This leads to a demand
of extremely fine grid resolution, small time steps and high-order discretisation schemes. It
has been shown by Branley [22] that the resolution requirement for such numerical approach
is expected to increase proportional to Re9/4 in regions away from a solid wall. If interested in
regions close to the wall, the requirement can be higher. Furthermore, the computational time
grows as Re3. Due to a lack of computational power available now, DNS is limited to a few
problems with low Reynolds numbers. Probably, the only possibility for engineering flows can
be achieved through a statistical description of the flow behaviour.
The statistical treatment of turbulence has been very popular since Reynolds first con-
tributed to the statistical formulation in order to solve the Navier-Stokes equation. Rather than
solving a wide spectrum of scales in turbulent flows as in DNS, all the unsteadiness is aver-
aged out; modelling is required to add the effects of fluctuating motions on the mean flow field.
This can be achieved by decomposing all flow quantities into a time-averaged mean value and
a fluctuating value. Introducing this decomposition into the governing equations gives rise to
unknown terms known as the Reynolds stress, ρu′iu′j , and turbulent scalar flux, ρu′iφ′. There are
many available models, out of which the k −  model [84] is the most preferable one. Due to
the averaging procedure over all the turbulent scales, RANS provides a poor prediction when
compared with DNS results, but requires a lower demand for computational power. In order
to overcome the drawbacks associated with DNS and RANS, LES has emerged as an alter-
native mathematical formulation which solves the spatially filtered conservation equations for
momentum and scalars. The fundamentals of LES will be explained in detail in the following
section.
2.3 Large Eddy Simulation
The key aspect of LES is the use of a filter in order to separate the resolved, large-scale turbulent
motions (which are not universal, but depend on the nature of flows determined by the physical
geometry) from eddies with scales smaller than the filter width, which is generally characterised
by the size of the numerical grid. The influence of unresolved eddies (which hold, to some
degree, a universal behaviour) on the resolved turbulence is taken into account by a means of
sub-grid scale (sgs) modelling. In LES, the filtered velocity field contains the majority of the
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turbulent kinetic energy in the flow field and hence a small fraction of the energy remains in the
sgs motions. Therefore, the filtered velocity field can be sufficiently resolved on a reasonably
coarse grid when compared with that used in DNS. Therefore, the concept of LES lies between
DNS and RANS in terms of computational expense.
2.3.1 Filtering
In order to achieve a separation of scales in the required LES equations, a low-pass spatial filter
in frequency introduced by Leonard [106] is applied to the conservation equations of mass,
momentum and relevant scalars. The spatial filter of a generic instantaneous flow variable
f = f(x, t) at spatial positions x = [x1, x2, x3] and time t is defined as its convolution with a
filter function G according to the following equation:
f¯(x, t) =
∫
Ω
G(x− x′; ∆)f(x′, t)dx′ (2.18)
where the integration is carried out over the entire flow domain, Ω, and ∆ is a cut-off (or filter)
width, which determines the characteristic of the filter function. It should be noticed that this
integration is performed in three-dimensional space not in time and the overbar represents the
spatial-averaging not time-averaging. In the current research, the size of the filter width is
explicitly determined by the grid resolution and the homogeneous filter width, i.e., independent
of x, can therefore be obtained as the cube root of the local computational volume:
∆ = (∆x∆y∆z)
1/3 (2.19)
There are several commonly used filters such as the Gaussian filter, the sharp spectral filter
and the Cauchy filter. Readers interested in the properties of these filters can refer to [174]. The
top-hat (or box) filter is adopted in the BOFFIN-LES code:
G(x− x′; ∆) =
{
1
∆
if |x− x′| ≤ 2/∆
0 otherwise
(2.20)
The above filter is applied to remove contributions from the small-scale motions onto the struc-
ture of large-scale turbulence. This spatial filtering effectively results in a cell average of scalars
within the cell volume which is similar to the concept of finite volume method. As a result, it
is relatively straightforward to adopt the filtering procedure into the existing code.
The instantaneous velocity field, for example, can be decomposed into the filtered velocity
field, u¯, and the residual field, u′ as:
u(x, t) = u¯(x, t) + u′(x, t) (2.21)
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Although this appears analogous to the Reynolds decomposition, there are differences; (i)
u¯(x, t) is a random field and (ii) the spatially-filtered residual is other than zero (u′ 6= 0).
The commutativity between filtering and differentiation can be achieved when using the
spatially uniform filter:
∂u¯
∂t
=
(
∂u
∂t
)
(2.22)
Nonuniform filters lead to a lack of commutation with derivatives and a closure method is
required not only for the nonlinear terms (convective terms), but also for the linear terms [64].
It is therefore necessary in LES to adopt the spatially homogenous filter. For turbulent flows of
engineering interest, however, the filter width (in general directly related to the mesh spacing) is
required to vary throughout the computational domain owing to the geometrical complexities
and the need to capture variations in the length scales of turbulence. Consequently, spatial
filtering and differentiation no longer commute and the commutation error will be introduced.
Wille [206] reported that the commutation error can be minimal provided that the expansion
ratio between adjacent grid cells is small (< 10%). In LES, it has become a standard procedure
to ignore this commutation error while special care must be taken in order to ensure that the
mesh expansion factor satisfies this criteria. The quality of the mesh applied to the problems
being investigated in this work is such that this requirement is met.
2.3.2 Filtered Governing Equations for Isothermal Flows
In turbulent reacting flows where fluid density variations in the resolved and unresolved scales
are present, the most straightforward way of taking into account these fluctuations is via the use
of a density-weighted (or Favre-weighted) filtering [54]. LES explicitly solves for variations in
the large-scale density field whereas sgs fluctuations are accounted for using density-weighted
filtering. Through the application of Favre filtering to the continuity equation, for example, the
presence of the second order correlation between the density and velocity components, i.e., ρuj ,
is effectively avoided. As a consequence, no additional sgs term arises. The Favre-weighted
variable f˜(x, t) is defined as following:
f˜(x, t) =
ρ(x, t)f(x, t)
ρ¯(x, t)
(2.23)
Applying the density-weighted filtering to the continuity equation then gives:
∂ρ¯
∂t
+
∂ρ¯u˜j
∂xj
= ˜˙m (2.24)
It can easily be noticed that no residual flux is introduced in the Favre-weighted mass equation.
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The momentum equation after filtering can be written as:
∂ρ¯u˜i
∂t
+
∂ρ¯u˜iu˜j
∂xj
= − ∂p¯
∂xi
+
∂τ¯ij
∂xj
− ∂τ˜
R
ij
∂xj
+ ρgi + f˜mom,i (2.25)
where the residual stress tensor, τ˜Rij , appears in the filtered momentum equation because the
filtered product is not the same as the product of the filtered velocities, i.e., u˜iuj 6= u˜iu˜j . The
sgs stress tensor is defined as:
τ˜Rij = ρ¯ (u˜iuj − u˜iu˜j) (2.26)
and represents the lost information on the interaction between the resolved motions and sgs
fluctuations. The residual stress tensor is decomposed into:
τ˜Rij = τ˜
r
ij +
1
3
ρ¯τ˜Rkkδij = τ˜
r
ij +
2
3
ρ¯krδij (2.27)
where τ˜ rij is the anisotropic residual stress tensor, kr =
1
2
τ˜Rkk is the residual kinetic energy
and the second term in the above term represents the isotropic contribution to the sgs stress.
Introducing Eq. (2.27) into Eq. (2.25) results in the following form:
∂ρ¯u˜i
∂t
+
∂ρ¯u˜iu˜j
∂xj
= − ∂p¯
∂xi
+
∂τ¯ij
∂xj
− ∂τ˜
r
ij
∂xj
− ∂
∂xj
(
1
3
ρ¯τ˜Rkk
)
+ ρgi + f˜mom,i (2.28)
In order to close the filtered momentum equation for u˜i, a closure model is required to provide
the anisotropic sgs tensor, τ˜ rij . The isotropic stress can be absorbed into the filtered pressure
term, i.e., p¯∗ ≡ p¯+ 1
3
ρ¯τ˜Rkk.
2.3.3 Modelling the Residual Stress - Smagorinsky Model
In comparison to RANS approach, the sgs stress in the filtered momentum equation is expected
to be small, if the filter width is selected in such a manner, that most of the energy containing
spectrum is resolved. The wider resolved spectrum of turbulent scales therefore makes LES
closure methods for the residual stress much simpler. The most commonly used method to
close the unknown residual stress is that of Smagorinsky [183]. The Smagorinsky model with
an eddy viscosity type hypothesis in the context of RANS [84] provides the closure for the
anisotropic residual stress τ˜ rij:
τ˜ rij = −2µsgsS˜ij ≡ −µsgs
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
(2.29)
where µsgs is the Smagorinsky eddy viscosity and S˜ij is the filtered rate of strain tensor. The
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sub-grid viscosity can be obtained from the following expression:
µsgs = ρ¯ (Cs∆)
2 ||S˜ij|| (2.30)
in which ||S˜ij|| refers to the Frobenius norm
√
2S˜ijS˜ij of the resolved strain tensor. The eddy
viscosity is used in Eq. (2.29) in order to dissipate the turbulent kinetic energy at the correct
rate. It can be noticed from the above expressions that τ˜ rij is linearly related to S˜ij using the
Smagorinsky eddy viscosity with the length scale, Cs∆. Here, the length scale is assumed to
be proportional to the size of the filter width since the length scale at the sub-grid level is not
known in the context of LES.
It is unfortunate that the value of Cs is not constant; it might be a function of the Reynolds
number and might take different values depending on the type of turbulent flows under con-
sideration. For example, with a Smagorinsky constant Cs globally set throughout the entire
computational domain, it may not be possible to reproduce the correct sgs contribution to en-
ergy dissipation at all locations, especially in the case of highly anisotropic turbulent flows. In
order to overcome such a problem induced from the selection of a single constant, a dynamic
calibration of the Smagorinsky constant was proposed by Germano et al. in [63]. The dynamic
Smagorinsky model allows the value of Cs to be automatically calculated as a function of time
and position without the need to specify a value of Cs by the user.
The concept of the dynamic Smagorinksy model is to automatically determine the model
parameter, Cs, depending on time and location. This can be achieved by applying a test filter
with a size larger than the original filter width, i.e., ∆˜ > ∆, to the filtered momentum equation;
filtering a generic flow variable, f , at both filter levels gives ˆ¯f or ˆ˜f . A dynamic approach by
Piomelli and Liu [149], which is employed in this work, determines the Smagorinksy constant
as a function of time and space, Cs = Cs(x, t):
(
Cs∆
2
)
= − 1
2α2
[
L
(a)
ij −
(
̂ρ¯ (C∗s∆)
2 ||S˜||S˜ij
)]
Mij
MklMkl
(2.31)
Mij = ˆ¯ρ|| ˆ˜Sij|| ˆ˜Sij (2.32)
where α = ∆˜/∆ is the ratio of the size of the test filter to that of the original filter, L(a)ij is the
anisotropic part of the stress tensor based on the Germano identity [63] and C∗s is a suitable
estimate of Cs(x, t). The easiest method to estimate C∗s is to use the value of Cs from the
previous time step. It is hence possible to ensure that the model constant varies as a function of
time and spatial locations.
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2.3.4 Filtered Transport Equation for Scalars
Introducing the density-weighted filter to the general transport equation for Ns variables, Eq.
(2.12), leads to the filtered transport equation shown below:
∂ρ¯φ˜α
∂t
+
∂ρ¯φ˜αuj
∂xj
=
∂
∂xj
(
µ
σ
∂φ˜α
∂xj
)
+ ρω˙α,h(φ, T ) + ˜˙mα (2.33)
where φ˜α represents the filtered scalar quantities (species concentration or enthalpy). As in the
filtered momentum equation, the nonlinear convective term, φ˜αuj , makes the filtered transport
equation unclosed. Using the decomposition of the residual stress tensor, the following sgs
scalar fluxes, J˜sgsα,j , can be introduced:
J˜sgsα,j = ρ¯
(
φ˜αuj − φ˜αu˜j
)
(2.34)
A closure model, which will be discussed in Sec. (2.5.1), is again required for the sub-filter
fluxes and introducing Eq. (2.34) into Eq. (2.33) leads to:
∂ρ¯φ˜α
∂t
+
∂ρ¯φ˜αu˜j
∂xj
+
∂J˜sgsα,j
∂xj
=
∂
∂xj
(
µ
σ
∂φ˜α
∂xj
)
+ ρω˙α,h(φ, T ) + ˜˙mα (2.35)
The above equation contains the filtered chemical source term, ρω˙α,h(φ, T ), in the case of
the chemical species. Owing to the nature of chemical reactions being highly nonlinear, this
term is unclosed and the direct evaluation of this term is the main challenge in simulating
turbulent reacting flows. Originally developed in the context of RANS, pdf methods have
gained popularities in LES as no closure method is further required for the evaluation of the
chemical reaction term; pdf methods provide all the necessary information to compute the
reaction rates.
2.4 Combustion Physics
Having discussed the fundamentals of turbulence and the filtered governing equations in the
previous sections, this section moves on to provide a brief introduction to the combustion the-
ory related to the present research. A short overview of the basic theory of chemical reaction
kinetics is first made since the rate of chemical reaction predominantly determines the rate
of combustion and hence controls the formation and destruction of pollutants. Several reac-
tion mechanisms for methanol oxidation available in the literature are then summarised as the
present work investigates turbulent methanol/air spray flames. The relationship between turbu-
lence and combustion will be explained in the last subsection. The readers interested in a more
comprehensive description of combustion phenomena can be referred to [147, 196].
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2.4.1 Chemical Reaction Kinetics
Combustion is an exothermic chemical reaction between fuel and oxidiser converting the en-
ergy of the fuel chemical bonds into heat and products. In a stoichiometric mixture, the amount
of fuel and oxidiser is such that all the reactants are consumed to form only the products of
combustion once the process is completed. This theoretical mixture is likely to result in the
maximum flame temperature because all the energy resulting from combustion is used to heat
the products. Considering the complete burning of methanol (CH3OH) in air (21% O2 and 79%
N2), the combustion equation can be expressed in a global formulation as:
CH3OH +
3
2
(O2 + 3.76N2)→ CO2 + 2H2O + 5.64N2 (2.36)
This stoichiometric reaction equation simply illustrates the ideal conversion of all the reactants,
i.e., species on the left-hand side of Eq. (2.36), into those appearing on the right-hand side
termed the products of combustion without considering time. More generally, combustion
equations can be written in the following form:
v′1S1 + v
′
2S2 + · · · → v′′1S3 + v′′2S4 + v′′3S5 + · · · (2.37)
where v′1, v
′
2, etc., represent the global stoichiometric coefficients of the reactants, v
′′
1 , v
′′
2 , etc.,
are the corresponding coefficients of the product species and S1, S2, etc., denote the considered
species. In reality, the chemical pathway is more complex than this global reaction involving
a large number of elementary reactions and intermediate species (e.g., a comprehensive reac-
tion mechanism by Held and Dryer [73] includes 89 reaction steps and 22 chemical species).
As many elementary steps and many chemical species are involved in a reaction mechanism,
it is convenient to introduce a compact notation for a global chemical reaction of arbitrary
complexity as follows:
Nsp∑
j=1
v′jSj →
Nsp∑
j=1
v′′jSj (2.38)
where Sj represents the specification of the molecule of the j-th chemical species. In order to
provide the chemical source term ω˙α in Eq. (2.12), the net rate of production of each species
α has to be computed in a chemical mechanism with Nreact reaction steps and Nsp chemical
species using:
ω˙α ≡ d[Xα]
dt
=
Nreact∑
i=1
(v′′α,i − v′α,i)
[
kf,i
Nsp∏
α=1
[Xα]
v′α,i − kr,i
Nsp∏
α=1
[Xα]
v′′α,i
]
(2.39)
where the notation [Xα] is used to represent the concentration of species α in the mixture, v′α,i
34
2.4 Combustion Physics
and v′′α,i denote the stoichiometric coefficients for forward and reverse (or backward) reaction
respectively, and kf,i and kr,i are the elementary forward and backward rate coefficients, re-
spectively, for the i-th reaction. The term in the bracket represents the rate of progress variable
for the i-th elementary reaction. In general, the reaction rate coefficient k can be expressed in
the Arrhenius form:
k (T ) = AT bexp
(−EA
R0T
)
(2.40)
where A is the pre-exponential factor, AT b is the collision frequency and EA is the activation
energy. The values of A, b and EA are the empirical parameters depending on the nature of the
elementary reaction [146]; the exponent b varies between 0 and 1. The coefficient exhibits a
strong dependence on the temperature.
2.4.2 Reaction Mechanisms for Methanol Oxidation
Methanol has attracted considerable attention as an alternative fuel owing to its simple chem-
ical structure and favourable combustion characteristics including efficient combustion (as
methanol has a high octane number) and lower pollutant emissions, e.g., CO, NOx and sooting
particles. The negative aspects of methanol include its high miscibility with water and forma-
tion of oxygenated species. Various experimental and theoretical investigations of methanol
oxidation have been carried out in order to gain the fundamental understanding of kinetically
influenced phenomena, e.g., flame ignition/extinction and pollutant emissions. A detailed re-
view of the previous investigations relevant to methanol oxidation can be found in [73, 110].
Achieving high-accuracy predictive modelling tools for turbulent combusting flows often
requires the use of detailed reaction mechanisms, if computational resources permit, which can
accurately describe the microscopic chemical processes controlling the global physical pro-
cesses such as flame speed, autoignition time and flame propagation [73]. As discussed in the
previous subsection, rate constants of each elementary reaction in the detailed kinetic mod-
els are determined by fundamental experiments (such as flow reactor, shock tube and premixed
laminar flame experiments) or theoretical approaches. Therefore, this necessity has led to ongo-
ing efforts from different research groups and resulted in various studies of methanol oxidation.
The focus of the present work is made on the comprehensive kinetic models developed by Dryer
and his co-workers although there are more detailed mechanisms. For example, the model of
Grotheer et al. [68] includes 43 reactive species and 414 reaction steps. The application of this
reaction mechanism to LES calculations may be prohibitive due to the presence of numerous
elementary reactions. In addition, a reduced reaction mechanism of Lindstedt and Meyer [115]
is considered in the interest of reduced computational cost.
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Comprehensive Mechanisms
The term comprehensive indicates that the following kinetic mechanisms have been proposed
and validated against several experimental database covering a wide range of conditions. The
first comprehensive kinetic model of methanol oxidation, involving 26 elementary species and
84 chemical reactions, was introduced by Westbrook and Dryer [203]. Comparisons between
model predictions and measurements from flow reactor and shock tube experiments were made
over a temperature range of 1000-2180 K, for equivalence ratios between 0.05 and 3.0 and for
pressures between 1 and 5 atm.
Norton and Dryer [140] improved the kinetic model of Westbrook and Dryer by taking into
account more recent kinetics investigations suggesting various modifications in reaction rate
coefficients and a consistent set of thermochemical data. Although no attempt was made therein
to recompute all the experiments used for comparisons in the original paper, calculations using
the updated mechanism were carried out for a new set of atmospheric-pressure flow reactor
database with temperatures from 1025 to 1090 K and equivalence ratios between 0.6 and 1.6.
The importance of the hydroperoxyl radical (HO2) was revealed in this work and improvements
in the results were acquired in comparison to those from the original mechanism.
In the work of Held and Dryer [73], the two mechanisms proposed by Norton and Dryer
were taken as the starting basis for an improved methanol mechanism. Comparing with the
original mechanisms, a number of changes in rate constants were made to account for more
up-to-date rate constant measurements. A set of measurements obtained from laminar flame,
shock tube, flow reactor and static reactor experiments were used for comparisons in order to
validate the updated mechanism for methanol oxidation. The compared measurements contain
data covering conditions of temperatures between 633 and 2050 K, pressures from 0.26 to 20
atm and equivalence ratios of 0.05-2.6. This mechanism involves 89 reaction steps and 22
species.
With the methanol oxidation model of Held and Dryer as the initial point, the most cur-
rent update, leading to a comprehensive C1 kinetic mechanism for CO, CH2O and CH3OH
combustion, was achieved by Li et al. [108] through the use of more recently published rate
constants and thermochemical database for OH, HO2 and CH2OH. Using this new C1 mecha-
nism, excellent predictions of measurements (e.g., laminar premixed flames, shock tubes and
flow reactors for methanol oxidation) were attained. Particularly, improvements over the orig-
inal mechanism were observed in terms of the ignition delay times in a shock tube experiment
and laminar flame speeds of methanol/air mixtures at different operating temperatures, i.e.,
318, 340 and 368 K. This revised C1/O2 mechanism is composed of 84 reversible elementary
reactions and 18 chemical species.
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Reduced Mechanisms
In recent years, numerous previous and still ongoing efforts aimed at providing systematically
reduced chemical kinetic mechanisms have been promoted without the loss of general features
which detailed reaction models possess. Such attempts can be very useful in the field of com-
putational modelling, especially in simulations which involve solving the governing equations
with high dimensionality. A significant reduction in computational cost can be achieved when
a systematically reduced model is adopted in CFD modelling.
A reduced reaction mechanism of Lindstedt and Meyer [115] for the C/H/O system in
which 14 reaction steps and 18 chemical species are involved was proposed on the basis of
systematically reducing the detailed starting mechanism of low-alkane oxidation with 326 steps
and 52 species (please see [115] for further references). The reduced chemical kinetic model
was validated against a set of database from shock tube, flow reactor and premixed laminar
flame measurements. All the key features, e.g., laminar flame speeds, ignition delay times, etc.,
observed using the original detailed mechanism were attained by the reduced model which, in
turn, implies its applicability to numerical investigations of laminar and turbulent methanol/air
flames.
In the work of Liao et al. [110], a reduced kinetic mechanism involving 40 reactions and 17
chemical species was developed by identifying the most important species and reaction steps in
methanol oxidation pathways. The comprehensive models of Held and Dryer [73] and Li et al.
[108] were chosen as the base mechanism for reduction owing to their well-tested applicability.
The reduced model of Liao et al. was then validated against a series of measurements including
shock tubes, static reactors and flow reactors. The results obtained from this reduced model
were in good agreement with those from the comprehensive mechanisms in terms of laminar
flame speeds, ignition delay times and species profiles in flow reactors and static reactors.
In order to provide a historical pathway regarding the development of chemical kinetic
models for methanol oxidation, a list of the aforementioned reaction mechanisms is presented
in Table. 2.1.
Table 2.1: Overview of methanol reaction mechanisms
Authors No. of species No. of reactions Temperature (K) Pressure (MPa) Equivalence ratio Year
Westbrook and Dryer [203] 26 84 1000-2180 0.1-0.5 0.05-3.0 1979
Norton and Dryer [140] 26 84 1025-1090 0.1 0.6-1.6 1989
Grotheer et al. [68] 43 414 1992
Held and Dryer [73] 22 89 633-2050 0.026-2 0.05-2.6 1998
Lindstedt and Meyer [115] 18 14 2002
Li et al. [108] 18 84 300-2200 0.1-2 0.05-6.0 2007
Liao et al. [110] 17 40 823-2180 0.005-2.0 0.2 - 2.6 2010
In the current investigation, the comprehensive models of Held and Dryer [73] and Li et al.
[108] together with the reduced mechanism of Lindstedt and Meyer [115] are implemented. In
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order to validate their implementations into the LES code, comparisons with three flow reactor
experiments [140] covering a range of equivalence ratios of 0.6-1.6 at temperatures of nearly
1030 K are made with the respective predictions from the original papers. As an example, Fig.
2.1 compares the predicted species and temperature profiles against measurements. It should
be noted that the experimental results are shifted in time in order to match the time-shifting
strategy used in each experimental investigation. For flow reactor experiments, there is an un-
certainty associated with the specification of an absolute zero time so that all the predicted
calculations have to be translated in time. A more complete argument is given in [73]. Regard-
less of the choice of the chemical kinetic models, the predicted results are in good agreement
with experimental data in terms of the species and temperature profiles. The computed level of
CH2O obtained from the mechanism of Lindstedt and Meyer is considerably overpredicted in
comparison to the measured profile while the agreement is slightly better when the other two
models are used. Using the reduced reaction mechanism, there is a considerable overestimation
in the rate of fuel consumption, which then leads to a reduction in time for flame ignition to
occur. All the reaction mechanisms exhibit a two-step ignition behaviour. In Chapter 5, the
influence of using different reaction mechanisms on the structure of a turbulent methanol/air
spray flame is investigated.
2.4.3 Modelling of Turbulent Combustion Phenomena: Challenges
The fundamental characteristics of turbulent flows as well as the underlying physics of com-
bustion phenomena have been discussed in the previous sections. The problem becomes even
more challenging when one attempts to achieve the development of accurate predictive models
for the complex phenomena occurring in practical combustion systems, which mostly involve
turbulent flows. The major challenges being tackled by many researchers in the field of turbu-
lent combustion modelling include the treatment of the sub-filter scales, the many chemically
reacting species present in combustion and the strong coupling between chemistry and molecu-
lar diffusion in a turbulent flow field [155]. The source term due to chemical reactions is highly
nonlinear in the thermodynamic state variables while large spatial and temporal fluctuations of
these variables occur in turbulent flows. This means that the random nature of turbulent flows
leading to scalar fluctuations can significantly influence combustion.
Due to the presence of the strong coupling between turbulence and chemistry, it is neces-
sary to numerically capture the entire range of length and time scales involved in these two
phenomena. As discussed in Sec. 2.2.2, however, it is infeasible to directly solve for the mo-
tion of the smallest scales. The concept of LES is therefore attractive as it directly solves the
large scale motions while only the small scales are treated via the appropriate modelling. An
additional closure method is required to represent the unknown interaction between turbulence
and combustion at the smallest scales. In the context of LES, the statistical representation of the
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Figure 2.1: Comparisons of reaction profiles in the atmospheric flow reactor. Initial conditions: CH3OH
= 0.78%, O2 = 1.98%, N2 = 97.24% at initial temperature 1027 K. Symbols represent the data of Norton
and Dryer [140] while lines are predictions from the considered mechanisms
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chemical composition is often achieved by the joint pdf of relevant scalars such as the species
mass fractions and enthalpy. In this work, the transported pdf approach in which a modelled
governing equation is solved by the stochastic field method to describe the temporal evolution
of the joint pdf of chemically reacting scalars is adopted. More information on pdf methods
can be found in several books (e.g., Pope [153] and Fox and Herbert [55]).
2.5 LES-PDF Formulation
This section describes a mathematical formulation which represents the pdf transport equation
of relevant scalars in terms of continuous-in-space stochastic fields. This statistical method,
which was originally named field Monte Carlo formulation, was developed in the pioneering
work of Valin˜o [197] for a single passive scalar field undergoing turbulent convection, molec-
ular diffusion and chemical reaction. Generally speaking, reactive flows involve many chem-
ically reacting species. This means that the pdf transport equation for a single scalar is not
sufficient to properly describe multi-species chemically reacting turbulent flows. For this rea-
son, an extension of the field Monte Carlo Formulation for a single scalar problem to a more
rigorous multi-variable situation was introduced by Hauke and Valin˜o [71]. The first applica-
tion of this method to LES calculations was made in the numerical investigation of Mustata
[136] for a turbulent piloted methane/air diffusion flame (Sandia D). The exact derivation of
the method is described in Valin˜o [197] and Sabel’nikov and Soulard [173].
2.5.1 Filtered PDF
The generic transport equation for scalars, i.e., Eq. (2.35), contains the chemical source term
which represents the net rate of formation and consumption of the chemically reacting species.
Since this process is highly nonlinear, the effects of sub-grid velocity fluctuations on chemical
reaction cannot be ignored. In the present work, a detailed description of small-scale fluctu-
ations is achieved through an introduction of the joint sgs-pdf. With the use of the filtering
operation and the shifting property of the Dirac delta function [57], a joint sgs-pdf for the Ns
scalar quantities, i.e., φα, can be defined as:
P¯sgs
(
ψ;x, t
)
=
∫
Ω
G (x− x′,∆ (x))×
Ns∏
α=1
δ [ψα − φα (x′, t)] dx′ (2.41)
where δ(...) is the Dirac delta function and ψ = [ψα] is the probabilistic space for the scalar
variables φ = [φα]. The probability of the random variables φ taking the values in the proba-
bilistic range, ψ ≤ φ ≤ ψ+dψ, within the filter volume is P¯sgs
(
ψ;x, t
)
dψ. It is convenient to
introduce a density-weighted joint sgs-pdf, P˜sgs, when considering variable density flows. An
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exact equation governing the temporal evolution of the density-weighted pdf is:
ρ¯
∂P˜sgs
(
ψ
)
∂t︸ ︷︷ ︸
I
+ ρ¯u˜j
∂P˜sgs
(
ψ
)
∂xj︸ ︷︷ ︸
II
+
∂
∂xi
[(
J˜sgsi,α
∣∣∣φ = ψ) P˜sgs (ψ)]︸ ︷︷ ︸
III
=
−
Ns∑
α=1
Ns∑
β=1
∂2
∂ψα∂ψβ
[(
µ
σ
∂φα
∂xi
∂φβ
∂xi
∣∣∣∣φ = ψ
)
P˜sgs
(
ψ
)]
︸ ︷︷ ︸
IV
+
∂
∂xi
(
µ
σ
∂P˜sgs
(
ψ
)
∂xi
)
︸ ︷︷ ︸
V
−
Ns∑
α=1
∂
∂ψα
[
ρ¯ω˙α(ψ)P˜sgs
(
ψ
)]
︸ ︷︷ ︸
VI
−
Ns∑
α=1
∂
∂ψα
[
ρ
(
m˙α(ψ)− m˙(ψ)ψα
)
ρ(ψ)
P˜sgs(ψ)
]
︸ ︷︷ ︸
VII
(2.42)
where the dependence of the sgs-pdf on space and time has been dropped for simplicity. There
are two well-known open terms, i.e., Terms III and IV, appearing in the above equation and
they require a closure. Each term involved in Eq. (2.42) has the physical meaning as follows:
(I) This term describes the temporal evolution of the pdf and reflects the possible oscillation of
the scalar variation.
(II) This expresses the convection of the scalar pdf owing to the filtered velocity; the pdf is
transported in physical space by the filtered flow in the same way as the scalar is.
(III) In the context of RANS, this term should be replaced by the conditional turbulent convec-
tion term, i.e.,
〈
u′|φ = ψ〉. Here, this term represents the convection at the sub-grid level or
sgs transport of pdf which is unknown. The sgs turbulent diffusion coefficient, Γsgs, is used to
take into account the influence of the residual flux on the sgs-pdf. The sgs scalar flux can be
determined using a gradient-diffusion model [178] in an analogy to the Smagorinsky model:
J˜sgsi,α = −Γsgs
∂φ˜α
∂xi
(2.43)
with the sgs turbulent diffusion coefficient:
Γsgs ≡ ρ¯ (Cs∆)
2
σsgs
|S¯| = µsgs
σsgs
(2.44)
where σsgs is the subgrid Schmidt number assigned to be 0.7 [136, 157]
(IV) As in RANS approaches, this open term is known as the molecular mixing term reflecting
the unknown effects of the molecular transport at scales smaller than the size of LES grid. This
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term contains φ derivates which describe a transport in the probabilistic space. Since P˜sgs
(
ψ
)
is a one-point pdf, there is no information on the scalar derivates and hence a closure model is
necessary for this term. There are several models available in the literature, but a simple model,
i.e., Linear Mean Square Estimation (LMSE) [43, 45] (also known as interaction by exchange
with the mean (IEM) [200]), is adopted herein. This model is formulated based on the fact that
there is a reduction in scalar fluctuations due to molecular mixing. The sgs micro-mixing time
scale is given by:
τ−1sgs = Cd
Γ′
ρ¯∆2
(2.45)
where Γ′ = µsgs
σsgs
+ µ
σ
is the total diffusion coefficient and Cd is the micro-mixing constant.
A sensitivity analysis to determine this constant should be conducted for different configura-
tions. The influence of this micro-mixing term is therefore to be investigated for turbulent spray
flames in this work.
(V) This simply accounts for the molecular diffusion in physical space. For highly-turbulent
flows, this term can be neglected as the turbulent diffusion process can be much larger. How-
ever, this term can still be computed as no closure is required.
(VI) This term represents the chemical reaction of the scalar in a closed form even for highly
nonlinear reactions. This is the main advantage of using the pdf transport equation for studying
turbulent reacting flows.
(VII) The last term takes into account the liquid source term.
The transport equation for the joint sgs scalar pdf can now be written in a closed form as:
ρ¯
∂P˜sgs
(
ψ
)
∂t
+ ρ¯u˜j
∂P˜sgs
(
ψ
)
∂xj
=
ρ¯
τsgs
Ns∑
α=1
∂
∂ψα
[(
ψα − φ˜α (x, t)
)
P˜sgs
(
ψ
)]
+
∂
∂xi
[(
µsgs
σsgs
+
µ
σ
)
∂P˜sgs
(
ψ
)
∂xi
]
−
Ns∑
α=1
∂
∂ψα
[
ρ¯ω˙α(ψ)P˜sgs
(
ψ
)]
−
Ns∑
α=1
∂
∂ψα
[
ρ
(
m˙α(ψ)− m˙(ψ)ψα
)
ρ(ψ)
P˜sgs(ψ)
] (2.46)
In this work, the Eulerian stochastic field method is employed in order to provide the solution
of Eq. (2.46).
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2.5.2 Representation of Sub-grid PDF by Stochastic Fields
The next step is to extend the representation of the sgs-pdf by an ensemble of N stochastic
fields with each field involving Ns scalars, namely ξnα(x, t) with 1 ≤ n ≤ N and 1 ≤ α ≤ Ns.
All fields have to be twice differentiable in space:
P˜sgs
(
ψ;x, t
)
=
1
N
N∑
n=1
1
ρ¯
∫
Ω
ρ (x′)G (x− x′,∆ (x))×
Ns∏
α=1
δ [ψα − ξnα (x′, t)] dx′ (2.47)
The above equation simply represents that the one-point sgs-pdf is the ensemble average of the
fine-grained pdf [44], i.e., δ [ψα − φα(x, t)] over N stochastic fields and Ns scalars. Finally,
the evolution of each stochastic field and scalar variable ξnα (x, t) can be described by:
ρ¯dξnα =− ρ¯u˜i
∂ξnα
∂xi
dt+
∂
∂xi
(
Γ
′ ∂ξnα
∂xi
)
dt
+ ρ¯
√
2Γ′
ρ¯
∂ξnα
∂xi
dW ni −
ρ¯
2τsgs
(
ξnα − φ˜α
)
dt
+ ρ¯ω˙nα(ξ
n)dt+
(
m˙α(φ˜α)− m˙(φ˜α)ξnα
)
dt
(2.48)
where dW ni is an increment of the Wiener process, different for each spatial direction i and each
stochastic field n, but independent of the spatial location x. The Wiener process is modelled
as dW ni = ξ
n
i
√
∆t, where ξni is a {−1,+1} dichotomous random variable; this approximation
leads to a time accuracy of order
√
∆t [96]. The stochastic term has no influence on the first
moments (i.e., filtered mean values) of ξnα. The solution of Eq. (2.48) for each field satisfies the
mass conservation and preserves the boundedness of the scalar of interest because the gradient
of the scalar tends to zero when approaching extrema (e.g., the species mass fraction is always
positive and sums to unity). The filtered mean values of each scalar φ˜α can be evaluated by the
following ensemble average over the stochastic fields:
φ˜α =
1
N
N∑
n=1
ξnα (2.49)
Here, the liquid phase contribution in Eq. (2.48) is evaluated by calculating the spray
equations on the basis of the filtered mean values of species concentrations and enthalpy. The
role of the sgs micro-mixing term is to drive instantaneous chemical compositions or enthalpy
of the n-th stochastic field towards their ensemble-averaged value according to the sub-grid time
scale. TheseN stochastic fields do not represent any particular realisation of the real flow field,
but constitute a set of stochastic realisations which are statistically equivalent to the one-point
sgs-pdf equation [58]. Each field is required to be smooth so it can be discretised at the length
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scale equivalent to the grid size [71]. In other words, ξnα(x, t) is an Eulerian differential field
that is smooth on the scale of the filter width; it is important that this should not be confused
with other representations such as a real field realisation or a Lagrangian particle.
2.6 Concluding Remarks
In this chapter, the instantaneous equations which govern turbulent reacting flows are intro-
duced. The importance of the statistical approach to turbulent flows is outlined as the com-
putational cost associated with DNS is prohibitive to calculate the exact equations describing
the entire spectrum of scales involved in high Reynolds number flows. As an alternative to
the RANS approach which is computationally efficient, but cannot provide accurate solutions
to highly unsteady flows, the LES methodology with the use of spatial filtering is considered.
In LES, the resolved motions are explicitly computed in a time-dependent manner while the
influence of the residual stress tensor is modelled by the dynamically-calibrated Smagorin-
sky model. For turbulent reacting flows, another closure problem arises because of the highly
nonlinear nature of chemical reaction rates. The unknown interaction between turbulence and
chemistry is then dealt with by the sgs-pdf method. In contrast to the traditional Lagrangian
particle method, the temporal evolution of the one-point sgs-pdf of chemically reacting scalars
is represented by the Eulerian stochastic field method.
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3 Mathematical Modelling for Liquid Phase: Acceleration
and Evaporation
In this chapter, a general framework for the description of a dispersed phase immersed in a
turbulent continuum fluid phase is presented. A phase in a multi-phase system is said to be dis-
persed or discontinuous phase when a collection of its elements cannot be viewed as forming
a continuum in physical space. A typical example of dispersed phases is fine droplets result-
ing from spray atomisation which is of interest in this work. In many practical, especially
combustion-related configurations, a statistical approach may well be taken as the only feasi-
ble technique as there are so many dispersed elements involved in the system. In contrast to the
gas phase, a Lagrangian approach which treats droplets as a set of discrete particles is adopted
to deal with the liquid phase.
In the first part of this chapter, a short overview on the statistical representation of a pop-
ulation of droplets is given. The necessity of closure methods to account for the effects of
unresolved velocity fluctuations on the spray governing equations is briefly discussed. In the
following part, the current stochastic dispersion model is presented. The evaporation models
available in the literature are then summarised while the numerical predictions of single droplet
evaporation using the two most commonly used models are compared to experimental data sets
which provide the evaporation rate for different liquid fuels. The implementation of the evapo-
ration models into the LES code as well as calculation of the detailed transport properties are
validated through comparison. Finally, the effects of droplets upon the turbulent gaseous mix-
ture are introduced via the two-way coupling source terms with a point source approximation.
This assumption is made based on the fact that the characteristic dimensions of the particulate
phase are small in comparison to the size of the filter width.
3.1 Overview
Historically, a Lagrangian approach to describe the motion of many particles has attracted many
applications including RANS, LES and DNS [19, 38, 59]. If the properties of the gas phase
flow, ϕ(t) = (ρ(t),U(t), p(t), T (t)), at the particle position are known down to the smallest
scale, discrete liquid particles can be described deterministically by a state vector, Φ = [Φn].
This state vector can contain any relevant elements required to represent the evolution of the
dispersed phase. In turbulent spray flames, where droplet dispersion and evaporation take place,
the state vector will contain the following particle properties such as position, velocity, diameter
and temperature,Φ = (Xp,Vp, Dp, Tp). The deterministic method of describing the state of the
spray can be achieved in the context of DNS. However, the limitation of DNS for many practical
applications was outlined and the LES formalism which is more accessible was introduced
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based on a conceptual partition of scales of turbulent flows in Sec. (2.3).
In LES, an additional problem arises which must be carefully accounted for. The filter-
ing procedure to the gas phase equations is adopted to allow the following decomposition:
ϕ (x, t) = ϕ˜ (x, t) +ϕ′ (x, t), in which ϕ˜ (x, t) is the filtered flow field and ϕ′ (x, t) contains
all the contributions from small scale fluctuations removed by the convolution process. In other
words, only the filtered properties of the continuous phase, ϕ˜ (x, t), are available at each parti-
cle’s location. The size of droplets is in general smaller than, or comparable to, the length scale
of the smallest turbulent motions which are resolved in LES and their dynamics are therefore
affected by the nature of the flow at the sub-filter level whose information is lost. This lack of
information in LES highlights that the existing spray equations should be reconsidered in order
to take into account the missing information on high-frequency modes, ϕ′ (x, t).
In the LES associated with the Eulerian/Lagrangian representation for the gas and dispersed
phases respectively, the instantaneous equations governing the motion of drops are solved as
in DNS since a spatial filtering operation is not applied to the Lagrangian equation of motion
[15]. For practical high Reynolds number systems with the dispersion of many discontinuous
elements, however, it is prohibitive to solve for the exact equations describing the temporal
evolution of the physical variables inside the droplets and around their immediate vicinity. The
only approach to make this problem tractable in the context of LES is that the size of droplets
is assumed to be smaller than or comparable to that of the filter width so that the influence of
droplets on the gas phase is treated as a point force or source (e.g., [16, 107]).
3.1.1 Regimes of Coupling between Fluid and Particles
Depending on the degree of interaction between the gas phase and particles, particle-laden
turbulent flows can be classified into three different regimes. Firstly, for two-phase flows with
very low values of volume fraction of particles (Φp ≤ 10−6 [50]), particles do not impose any
significant effects on the structure of turbulent flows, but their dispersion depends on the state
of turbulence. The momentum transfer from the liquid to the gas phase does not affect the
mean flow field due to the negligible concentration of particles. This interaction is referred
to as one-way coupling. When the concentration of droplets increases to the second regime,
i.e., 10−6 < Φp ≤ 10−3, the momentum transfer from particles can no longer be ignored as
the nature of turbulence is altered considerably. This regime is termed as two-way coupling.
Flows with the behaviour of either the one-way or two-way coupling regime are called dilute
suspensions. Lastly, when the increased particle loading (Φp > 10−3) is applied to the two
phase systems, flows are said to be in dense suspensions. In the third regime, particle/particle
collision occurs in conjunction with the two-way interaction between particles and turbulence.
This interaction is hence called four-way coupling. As in other LES simulations [85, 86], the
problems of interest in this work are assumed to be dilute in order to remove the interactive
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correlation between particles.
3.1.2 Stochastic Parcel Method
If the population of particles involved in two-phase turbulent flows is extremely large to con-
duct individual treatment of particles effectively, the stochastic parcel method can be used as
explained in the work of Dukowicz [46]. A computational particle represents a parcel which
comprises a group of physical particles assigned with identical properties. The present spray
code consists of a fully-interaction combination of Eulerian fluid and Lagrangian particle cal-
culations. Dukowicz reported that a Lagrangian description of the dispersed phase avoids nu-
merical diffusion and allows individual attributes, e.g., particle size, composition, velocity, etc.,
to be statistically assigned for each computational particle. In other words, the dispersed phase
is represented by discrete particles which are described by a statistical (Monte Carlo) formu-
lation as the finite number of droplets injected represents a sample of the total population of
particles. Each stochastic parcel is then considered to describe the behaviour of the group of
particles having the same properties such as velocity, temperature and diameter.
3.1.3 Statistical Description of a Dispersed Phase
The origin of a probabilistic approach that represents the behaviour of sprays can be tracked
back to the spray equation developed by Williams [207]. The equation governing the evolution
of the droplet distribution function was proposed to describe the statistical behaviour of the
spray in terms of particle growth rate, particle acceleration, formation of new particles, particle
acceleration and collisions between particles. The pdf methods, which were originally for-
mulated for single-phase turbulent reactive flows [112, 152], have been extended to two-phase
flows (see for example, Pozorski and Minier [156] and Peirano et al. [145]).
Dimension of the State Vector
It is first necessary to determine a set of macroscopic variables which can sufficiently describe
the physical state of a single particle at time t. The choice of the state vector corresponds to the
nature of the problem considered in this work, which consists of a particulate phase undergoing
dispersion, evaporation and atomisation. The i-th spray droplet can be characterised by its
position vector, X(i)(t), i.e., defined at the centre of mass of the droplet, its velocity vector,
V (i)(t), its diameter, D(i)(t), and its temperature, Θ(i)(t). The diameter is always bigger than
zero since only droplets with non-zero diameter belong to the spray system, D(i)(t) > 0. In
order to account for droplet breakup, additionally, the number of droplets, N(t), is introduced
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as a stochastic variable. The state vector can now be written as:
Φ = (X,V , D,Θ, N) (3.1)
For simplicity, the dependence of the physical variables on time and the superscript (i) have
been dropped.
PDF Modelling of Sprays
The probabilistic representation of the dispersed phase constructed in the work of Bini and
Jones [18] is adopted herein. The required filtered joint pdf is P¯spr (v, d, θ, n;x, t) in which
Ψ = {v, d, θ, n} is the corresponding phase space for the state vector, Φ = {V , D,Θ, N}.
The equation describing the temporal evolution of this joint pdf can be expressed as:
∂P¯spr
∂t
+
∂(aP¯spr)
∂v
+
∂(D˙P¯spr)
∂d
+
∂(T˙ P¯spr)
∂θ
+
∂( ˙N P¯spr)
∂n
= 0 (3.2)
where a, D˙ , T˙ and ˙N represent the conditional particle acceleration, the conditional rate
of change of droplet diameter through evaporation, the conditional rate of change of droplet
temperature caused by heat transfer from the surrounding gas and the conditional rate of change
of the droplet number through droplet breakup process, respectively; they can be expressed in
the general form as:
E
(
Dψk
Dt
|Φ = Ψ
)
where Ψ = v, d, θ and n (3.3)
where E
(
Dψk
Dt
|Φ = Ψ) is the expectation of Dψk
Dt
conditioned upon Φ = Ψ anywhere within
the filter volume. These quantities are unknown and hence closure models are required.
In order to first model and solve Eq. (3.2), it should be replaced with an equivalent sys-
tem [58] of stochastic differential equations (sdes) which describe the trajectories of stochastic
particles in the phase space {v, d, θ, n}. The unclosed terms appearing in Eq. (3.2) are decom-
posed into a deterministic part and a stochastic contribution. The deterministic contribution to
the Lagrangian rates of change of relevant variables is determined using the filtered values of
the gaseous phase properties at the particle location whereas the additional influence of unre-
solved fluctuations on the filtered Lagrangian rates of change requires a modelling procedure.
In the following sections, two stochastic models are presented: a closure method for particle
acceleration which is responsible for sgs dispersion of particles and another sub-grid approxi-
mation for droplet evaporation in order to determine the total (deterministic + stochastic) rates
of change of droplet temperature and mass. In addition, the fundamental mechanisms involved
in spray atomisation process are discussed in Chapter 4 wherein a stochastic breakup model is
formulated.
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3.2 Particle Dispersion: Acceleration
It is necessary to employ a suitable model for the particle acceleration into the LES code since
it has a direct influence on the particle dispersion in a turbulent flow field. The model for the
acceleration term is mainly divided into two parts, one a deterministic contribution and the
other a probabilistic one. The deterministic contribution to the particle acceleration consists of
only viscous drag and gravitational forces taken from the Maxey and Riley formulation [127]
for the force per particle mass:
a =
dup
dt
=
u˜− up
τp
+
(
1− ρ¯g
ρl
)
g (3.4)
where a is the particle acceleration, up is the particle velocity, u˜ is the filtered gas phase
velocity which is known at the particle location, g is the gravitational acceleration and τp is the
particle response time which is expressed as:
τp =
4
3
ρlDp
ρ¯gCD
1
|u˜− up| (3.5)
in which ρl is the particle density, ρ¯g is the filtered gas phase density, Dp is the particle diameter
and CD is the particle drag coefficient which is determined from the drag law of Yuen and Chen
[210]:
CD =
{
24
Re
(
1 + Re
2/3
6
)
: 0 < Re < 1000
0.424 : Re ≥ 1000
(3.6)
where Re is the Reynolds number based on the droplet diameter and the relative velocity of the
droplet with respect to the gas phase.
Bini and Jones [17, 19] introduced a stochastic Markov model in order to represent the
direct influence of the unresolved velocity fluctuations on the p-th stochastic particle over a
time dt as:
dup =
√
Co
ksgs
τt
dWt (3.7)
where ksgs = (2∆SijSij)2/3 is the sgs kinetic energy of the gas phase, Co is a model constant,
τt is a sub-grid time scale and dWt represents the increment of the Wiener process. The model
constant is assigned a value of unity, i.e., Co = 1, as used in [19, 157]. The sub-grid time
scale determines the rate of interaction between the particle and turbulence dynamics in the gas
phase.
The complete formulation representing the deterministic and stochastic contributions to the
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dispersion of particles is now obtained as follows:
dup =
u˜− up
τp
dt+
√
Co
ksgs
τt
dWt +
(
1− ρ¯g
ρl
)
gdt (3.8)
According to Bini and Jones [17], applying the above equation with a right choice of the sub-
grid time scale is able to reproduce the observed heavy tailed pdf s and high levels of probability
of extreme acceleration events. The time scale is obtained from the following relationship:
τt =
τ 2αp(
∆
k
1/2
sgs
)2α−1 (3.9)
It has been shown from the previous LES simulations [17, 19] that the time scale with α =
0.8 was capable of reproducing the high values of kurtosis and pdf s observed experimentally.
This particle dispersion model has been found to be capable of representing accurately particle
dispersion in a droplet laden turbulent mixing layer [18].
3.3 Vaporisation Models
Miller et al. [133] evaluated a number of liquid droplet vaporisation models, including both the
equilibrium and non-equilibrium evaporation formulations, through comparisons with experi-
mental data. They stated that all of the vaporisation models lead to nearly identical predictions
in a good agreement with the experimental results when the evaporation rates are relatively low
for gas temperatures much lower than the boiling temperature of droplets. The non-equilibrium
vaporisation models show a better agreement with a wider range of experimental measurements
for the temporal variations of both the droplet size and temperature. These improved results
are expected only when temperature of the gas phase is either almost equal to, or substantially
higher than the boiling point of liquid drops, which leads to relatively moderate or large evap-
oration rates, respectively. It should be noted that, however, the evaporation models tend to be
much more sensitive to the selection of particular physical constants and liquid properties than
to a change of the evaporation formulations when the droplet evaporation occurs far from the
critical conditions. The focus of this work is therefore on the evaluation of mixture properties
used in the spray equations. In addition, the two most widely accepted evaporation models, i.e.,
classical rapid mixing model and Abramzon-Sirignano model, are investigated further.
Following the work of Miller et al. [133] the rates of change of the droplet temperature and
mass can be expressed as:
dTp
dt
=
f1Nu
3Prg
(
Cp,g
Cp,l
)
T˜g − Tp
τp
+
(
hfg
Cp,l
)
m˙p
mp
−H∆T (3.10)
50
3.3 Vaporisation Models
m˙p =
dmp
dt
= − Sh
3Scg
(
mp
τp
)
HM (3.11)
where f1 is a correction to heat transfer due to droplet evaporation, Prg and Scg are the gas
phase Prandtl and Schmidt numbers, Cp,g and Cp,l are the gas and liquid phase specific heat
capacities at constant pressure, Nu and Sh are the Nusselt and Sherwood numbers, T˜g and Tp
are the gas and droplet temperatures, and hfg is the latent heat of vaporisation. The Nusselt and
Sherwood numbers, Nu and Sh, are empirically modified in order to account for convective
corrections to heat and mass transfers. HM represents the specific driving potential for mass
transfer, i.e., analogous to T˜g − Tp for heat transfer. H∆T takes into account any additional
terms used to incorporate non-uniform internal temperature effects (i.e., finite liquid thermal
conductivity).
3.3.1 Classical Rapid Mixing Model
This classical evaporation model of Godsave [66] and Spalding [185], which is also referred to
as the “D2 law”, has received the most attention since it is straightforward to implement within
computational codes. This evaporation formulation calculates the rate of change of droplet
temperature and size with the following assumptions. Firstly, no evaporation correction to heat
transfer, i.e., f1 = 1, is accounted for which means that the effects of the Stefan flow on heat and
mass transfer between the gas and the droplet are ignored. Secondly, the influence of the inter-
droplet temperature gradient is not considered by assuming infinite liquid conductivity (H∆T =
0). Lastly, the logarithmic form for the mass transfer potential (HM = ln(1+BM)) is used with
an assumption that the gas phase is in the quasi-steady condition. Under these assumptions, the
evolution of droplet temperature and mass is expressed in the following equations:
dTp
dt
=
Nu
3Prg
(
Cp,g
Cp,l
)
T˜g − Tp
τp
+
(
hfg
Cpl
)
m˙p
mp
(3.12)
m˙p =
dmp
dt
= − Sh
3Scg
(
mp
τp
)
HM (3.13)
For the evaporation of a droplet in a quiescent atmosphere, Nu and Sh are equal to 2. In
many practical situations, however, this is not valid as droplets are exposed to the surrounding
gas with a non-zero velocity. The commonly used Ranz-Marshall correlations [160, 161] are
chosen to correct the unmodified values of Nu and Sh according to:
Nu = 2 + 0.552Re
1/2
d Pr
1/3
g (3.14)
Sh = 2 + 0.552Re
1/2
d Sc
1/3
g (3.15)
whereRed is the Reynolds number based on the slip velocity, the gas properties and the particle
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diameter.
The Spalding transfer number for mass, BM , under equilibrium conditions is defined as:
BM =
YF,s − YF,∞
1− YF,s (3.16)
in which YF,s represents the mass fraction of the droplet vapour at its surface and YF,∞ refers
to the free stream vapour mass fraction away from the droplet surface. While YF,∞ is that
interpolated from the neighbouring cells to the location of droplets, YF,s needs to be calculated
with an assumption that the fluid at the droplet surface is saturated. The following equation can
be used to obtain YF,s:
YF,s =
XF,sWF∑N
i=1XiWi
=
XF,sWF
XF,sWF + (1−XF,s)W nF,s
(3.17)
where XF,s is the mole fraction of the fuel vapour at the droplet surface, WF is the molecular
weight of the fuel andW nF,s is the molecular weight of the mixture of all the species other than
the fuel. Assuming that the mixture does not vary between the droplet surface (s) and the free
stream (∞), W nF,s is calculated from:
W nF,s = W nF,∞ =
1− YF,s
1− YF,s WWF
W (3.18)
whereW represents the molecular weight of the mixture of all the species. In order to determine
YF,s in Eq. (3.17), XF,s can be written in relation to the fuel vapour saturated pressure, pF,s, as:
XF,s =
pF,s
p
(3.19)
The vapour pressure of fuel can be determined using the appropriate experimental correlation or
can be further related to the surface temperature, Ts, by the Clasius-Clapeyron vapour-pressure
equation as:
pF,s = pF,refexp
[
WFhfg
R0
(
1
Ts,ref
− 1
Ts
)]
(3.20)
where pF,ref and Ts,ref are the arbitrary reference values on the saturation curve. The latent
heat of vaporisation as a function of the surface temperature, hfg (Ts), can be obtained from:
hfg (Ts) = hvap (Ts)− hl (Ts) (3.21)
in which hl and hvap are the specific enthalpy of liquid and vapour, respectively. With the
assumption of droplet temperature being spatially uniform, the surface temperature can be cal-
culated from Eq. (3.12).
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3.3.2 Abramzon-Sirignano Model
The Abramzon-Sirignano model [2] is a revised version of the infinite conductivity model to
take into account the effects of Stefan flow on heat and mass transfer. Here, the heat transfer
number, BT , is corrected using the modified values of Nusselt and Sherwood numbers, Nu∗
and Sh∗, respectively:
B′T = (1 +BM)
φ − 1, φ = Cp,l
Cp,g
Sh∗
Nu∗
1
Le
(3.22)
Nu∗ = 2 +
Nu0 − 2
FT
(3.23)
Sh∗ = 2 +
Sh0 − 2
FM
(3.24)
where Le is the Lewis number evaluated using reference conditions and the correction factors,
FT and FM , are given by:
FT =
(1 +B′T )
0.7
B′T
ln(1 +B′T ) (3.25)
FM =
(1 +BM)
0.7
BM
ln(1 +BM) (3.26)
It should be noted that the Ranz-Marshall correlations for Nu and Sh in Eqs. (3.14) and
(3.15) overpredict the mass and heat transfer rates at low Reynolds numbers (i.e., below 10).
Abramzon and Sirignano [2] pointed out that they may lead to the physically incorrect super-
sensitivity of the transfer rates to the small turbulent velocity fluctuations in the vicinity of zero
Reynolds number because of (dNu/dRe)Re→0 = ∞. Furthermore, Crocco [36] noted that
this could result in the erroneous simulations during a combustion instability analysis. The
following equations by Clift et al. [34] can be used as an alternative to the Ranz-Marshall
correlations:
Nu0 = 1 + (1 +RePrg)
1/3f(Re) (3.27)
Sh0 = 1 + (1 +ReScg)
1/3f(Re) (3.28)
in which f(Re) is given by:
f(Re) =
{
Re0.077 : 1 < Re ≤ 400
1 : Re ≤ 1 (3.29)
The above correlations are valid up to the Reynolds number of 400. The typical range of
Reynolds numbers in the test cases under consideration falls into the range above.
The corrected heat transfer number, B′T , can only be obtained through iteration which may
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result in an increase in the computational cost. This means that this model may be expensive for
spray calculations with many droplets. The transfer number, however, reaches its convergence
typically within two or three iterations as confirmed in the present work and others [1, 2].
Chen and Periera [28] conducted many-droplet spray calculations with the rapid mixing model
and the Abramzon-Sirignano model and concluded that there is an improved agreement with
experimental results when using the latter formulation.
The step-by-step algorithm in order to determine the rates of droplet evaporation and heat-
ing, m˙p and
dTp
dt
, respectively, is described below:
1. Assume that droplet temperature, gas phase temperature, fuel vapour mass fraction away
from droplet surface and relative velocity between droplet and surrounding gas are all
known.
2. Calculate the mass fraction of the fuel vapour at the droplet surface using Eq. (3.17).
3. Calculate all the average gas-film properties based on 1/3 rule.
4. Re, Prg and Scg are computed using the gas phase properties.
5. Determine initial values of Nusselt and Sherwood number, Nu0 and Sh0, respectively.
6. Calculate the Spalding mass transfer, BM , diffusional film correction factor, FM , and
modified version of Sherwood number, Sh∗.
7. Calculate the droplet evaporation rate, m˙p.
8. Assume that B′T = BM .
9. Calculate the correction factor for the thermal film thickness, FT .
10. Calculate the modified value of Nusselt number, Nu∗.
11. Calculate the parameter, φ, and the corrected value of the heat transfer number, B′T , with
the calculated φ.
12. Return to STEP 9 in order to recalculate FT based on the new value of B′T .
13. Iterate until |B′T −B′T,old| <  where  is the desired accuracy during the transfer number
evaluation. In this work,  is set to be 10−4 as defined in [1].
14. Calculate the final value of FT .
15. Calculate the final value of Nusselt number, Nu∗, from Nu0 and FT .
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With a knowledge of the corrected heat transfer number and the modified Sherwood num-
ber, the rates of change of droplet temperature and mass can now be obtained from the following
expressions:
dTp
dt
= − m˙p
mpB′T
(
Cp,g
Cp,l
)
(T˜g − Tp) +
(
hfg
Cp,l
)
m˙p
mp
(3.30)
m˙p =
dmp
dt
= − Sh
∗
3Scg
(
mp
τp
)
HM (3.31)
3.3.3 Stochastic Vaporisation
Following the approach proposed in the work of Bini and Jones [19], the influence of the miss-
ing sgs velocity fluctuations on the temporal evolution of droplet mass is accounted for by
decomposing the parameter governing convection, Sh, into two parts: the resolved contribu-
tion, Shdt, and the unresolved part, Shsgs. The stochastic Sherwood number is modelled via the
use of the Wiener process which guarantees continuity, randomness and physical realisability.
The rate of change of droplet mass after this decomposition can be expressed in the following
manner:
dmp = − mp
3Scgτp
(
Shdt + Shsgs
)
ln (1 +BM) dt (3.32)
in which the deterministic Sherwood number, Shdt, is determined by either Eq. (3.15) or Eq.
(3.24) depending on the choice of the evaporation models. The stochastic contribution to Eq.
(3.32) is calculated according to:
Shsgsdt = CvSc
1/3
g
(
ρg
k
1/2
sgsDp
µg
)1/2
|dWt|1/2 τ 3/4p (3.33)
where Cv is a model constant which is assigned a value of unity as applied in [19, 157]. A
similar term to the Nusselt number could be added, but is not taken into account because the
influence of Shsgs for the experimental configurations of interest in this work is found to be
small in comparison with that of Shdt. For the same reason, no attempts are made to correct
the stochastic Sherwood number when the model of Abramzon and Sirignano is utilised.
3.3.4 Evaluation of the Mixture Properties
For a given evaporation model, the numerical predictions of droplet vaporisation rate are found
to be very sensitive to the choice of thermophysical properties [133]. All the gas phase proper-
ties with the subscript (·)g in Eqs. (3.10) - (3.33) should actually be referred to as the properties
of a mixture of the liquid vapour and the surrounding gas. The most common approach to
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evaluate the mixture properties is to use an interpolation between the droplet surface, s, and the
far-field,∞, weighted with a factor of 1/3 (e.g., Hubbard et al. [80]). According to this simple
rule, the reference states in terms of the temperature (Tref ) and mass fraction (Yref ) are defined
as:
Tref = Ts + 1/3 (T∞ − Ts) Yref = Ys + 1/3 (Y∞ − Ys) (3.34)
from which all the necessary properties of the mixture are calculated. The mixture density is
evaluated assuming an ideal gas mixture while the specific heat capacities at constant pressure
and the specific enthalpy are obtained from JANAF polynomial database [24]. The pure species
gas transport properties are calculated from the method of Chung et al. [32, 33] for both
viscosity and thermal conductivity and the Chapman-Enskog kinetic theory of gases [26] for
binary diffusion coefficient. The Wilke mixture rule is used for viscosity [205] and diffusion
coefficient [204] and the mixing rule of Wassiljewa [202] is adopted for thermal conductivity.
A more complete description regarding the evaluation of the mixture properties together with
liquid phase properties is given in Appendix A.
3.4 Source Terms: Effects of Particles upon Gas Phase
In the present work, the influence of particles on the gas phase is accounted for by using several
source terms, which represent the dynamics of particles, in the filtered LES equations, i.e., Eqs.
(2.24), (2.28) and (2.35). The source terms appearing in the filtered gas phase equations can
be interpreted as the volume average over the source contributions of every discrete particle
instantaneously located at a specific filter volume, ∆3. The total contribution of all the droplets
present in the filtering volume under consideration to the sources for mass, momentum and
enthalpy or species can be evaluated as:
˜˙S(x) =
1
∆3
n∑
i=1
S˙(i) (3.35)
where the summation is carried out over the number of droplets lying in the cell volume of
interest and S˙(i) represents the appropriate source term arising from the i-th droplet.
The relevant source terms for mass, momentum, enthalpy and vapour mass fractions are
given below:
m˙(i) = −dm
(i)
p
dt
(3.36)
f˙
(i)
mom,j = −
(
m(i)p
dV
(i)
j
dt
+
dm
(i)
p
dt
V
(i)
j
)
(3.37)
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m˙
(i)
h = −
(
piDpNuλg(T˜g − Tp) + m˙(i)p hvap
)
(3.38)
m˙
(i)
h = −
(
m˙
(i)
p
B′T
Cp,g(Tp − T˜g) + m˙(i)p hvap
)
(3.39)
m˙
(i)
Yv
=
1
ρ¯∆3
dm
(i)
p
dt
(3.40)
where hvap is the vapour specific enthalpy and λg is the thermal conductivity of the mixture. It
should be noted that the source term for heat exchange between phases should be represented
accordingly depending on the use of different evaporation models. Equation (3.38) is used to
represent the heat flux from particles to the surrounding gas when using the classical rapid
mixing model while Eq. (3.39) should be adopted in the application of Abramzon-Sirignano
model.
3.5 Simulations of Single Droplet Evaporations
A typical range of droplet sizes often found in many practical spray applications [182] and
also in the academic burners of interest herein is less than 100 µm. Hydrocarbon droplets in
two-phase reactive flows undergo vaporisation in conditions, i.e., high temperature and con-
vective gas. Ideally, for purposes of this work, comparisons of single droplet evaporation for
small liquid fuel droplets should therefore be made to evaluate the implemented evaporation
models together with the calculation of detailed transport properties. Unfortunately, no exper-
imental data covering measurements of droplet vaporisation rate with small diameters, which
is applicable for model validations, could be found in the literature; the smallest droplet size
considered for comparison is 500 µm.
As the focus of this work is to conduct the spray flame simulations with methanol droplets,
the experiment of Law et al. [104] which investigated the vaporisation of a methanol droplet
in air with different conditions (various levels of humidity, but fixed at room temperature) is
considered first. It is unfortunate, to the author’s knowledge, that no experimental studies of
methanol vaporisation at elevated temperatures have been investigated previously. Figure 3.1
compares the computed results with experimental data for a methanol droplet with its initial
diameter of 1.60 mm vaporising in dry air at 298 K. It can be readily observed that there is an
initial cooling period during which the droplet temperature is measured to decrease from its
initial value towards the wet-bulb temperature just above 270 K. This constant temperature is
correctly estimated using the rapid mixing model whereas the steady-state value simulated by
the Abramzon-Sirignano model is slightly underpredicted by around 3 K which, in turn, leads
to a lower evaporation rate. The theoretical model from Law et al. [104], which involves spatial
calculations of the gas and liquid phase equations, also underpredicted the measured wet-bulb
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temperature and hence the vaporisation rate. The authors suggested several possible explana-
tions for this discrepancy, one of which involves the heat transfer through the suspension fibre
(or thermocouple). The hypothesis was demonstrated that the steady-state temperature was, in
fact, increased by 2.7 K, when measured by a thicker thermocouple (0.3 mm), in comparison
with that recorded by a thinner thermocouple (0.15 mm).
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Figure 3.1: Development of (a) the droplet temperature and (b) the normalised diameter squared,
(D/D0)
2, for methanol droplet vaporising in dry air (D0 = 1.60 mm, Tp,0 = Tg = 298 K)
The evaporation models are further evaluated through comparisons with the experimental
investigation of Wong and Lin [208], which provides measurements of time-varying internal
temperature distributions and droplet sizes for relatively high vaporisation rates. This study
includes experimental data for a single droplet of n-decane with its initial diameter of 1961
µm and temperature of 315 K. The droplet experiences vaporisation in a high-temperature
(1000 K) convective environment with its initial Reynolds number of 17 corresponding to the
gas velocity of 1 m/s. In Fig. 3.2, diameter and temperature evolution predictions are com-
pared with measurements (note that the measured temperature was taken at r/R0 = 0.6). The
temporal development of droplet temperature during the initial heat-up period as well as the
wet-bulb temperature (∼ 420 K) are well reproduced by the model of Abramzon-Sirignano.
However, time variations of the droplet diameter are rather overestimated throughout the entire
droplet lifetime. With the rapid mixing model in use, there exists a swift increase in the droplet
temperature which then reaches to its boiling temperature of 446.83 K. As a consequence of
this large disagreement, there presents a substantial discrepancy in determining the measured
droplet diameter.
The last physical problem to be investigated for the purpose of model validations is the
experimental configuration of Nomura et al. [139]. An n-heptane droplet of initial diameters
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Figure 3.2: Temporal variation of (a) the droplet temperature and (b) the normalised diameter squared
for n-decane (D0 = 1961 µm, Tp,0 = 315 K, Tg = 1000 K, Reg,0 = 17)
ranging between 0.6 and 0.8 mm was suspended at the tip of a horizontal silica fibre (diameter
of 0.15 mm). The n-heptane liquid initially at room temperature was quickly placed into an
electric furnace, vaporising in a high-temperature, quiescent atmosphere. Nitrogen was used
as an ambient gas at temperatures in the range of 400 - 800 K and pressures varying between
0.1 and 5 MPa. Recently, the influence of heat conduction through the supporting fibre on
droplet vaporisation was experimentally investigated in the work of Chauveau et al. [27].
The vaporisation process of n-heptane droplets was measured in the configuration identical
to Nomura et al. In contrast, a cross-fibre technique with its diameter of 14 µm was introduced
to suspend droplets while the evaporation process takes place. The quality of measurements
was claimed to be more reliable as this new method removes the heat transfer through the fibre
and produces nearly spherical droplets even in normal gravity environment. As vaporisation
of droplets at high pressures is not of interest in the present work, temporal variations of the
droplet size are compared only at atmospheric pressure, i.e., 0.1 MPa.
The experimental results of Chauveau et al. [27], which are presented in Fig. (3.3), are
those measured for n-heptane droplets with an initial diameter of 500 µm evaporating at slightly
different temperatures (indicated in figure). It can be noticed that the normalised evaporation
time measured by Nomura et al. [139] is roughly one-half of that predicted by Chauveau et al.
Direct comparisons are possible, despite the fact that n-heptane droplet vaporisation was stud-
ied with different initial diameters in these two experimental works, because the evolution of
droplet sizes is plotted against the evaporation time normalised by the square of respective ini-
tial diameters. Furthermore, preliminary simulations made in the present work have confirmed
that the evaporation rate is not altered due to the slight difference in ambient temperatures. The
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Figure 3.3: Comparisons of the normalised droplet diameter squared versus the evaporation time nor-
malised by the initial diameter squared ( - neither fibre heat condition nor radiative absorption are
included; - both fibre heat conduction and radiative absorption are considered
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evaporation calculations presented in the remainder of this section are thus performed using
conditions given in [27].
Figure (3.3) shows comparisons between the computed results and measurements from
Nomura et al. and Chauveau et al. using three different gas temperatures, i.e., 473, 548 and
748 K. The calculated evaporation rates when using the model of Abramzon-Sirignano are in
good agreements with those of Chauveau et al. for all three conditions. On the other hand, the
time evolution of droplet diameters from Nomura et al. is well predicted by the rapid mixing
model. The application of the present evaporation models, which do not account for the effects
of fibre heat conduction and radiative absorption, thus indicates that the Abramzon-Sirignano
is a better option for evaporation calculations.
Yang and Wong [209] proposed a comprehensive model which takes into account the ef-
fects of radiation from the furnace wall and heat conduction into droplets through the suspend-
ing fibre. The theoretical results representing the evaporation rate of n-heptane droplets were
obtained considering the same conditions as in Nomura et al. The calculated evaporation rate
was compared using the following three cases; (i) ignoring both heat conduction through the
fibre and radiative absorption, (ii) accounting for an additional source, i.e., radiative absorption,
and (iii) considering both source terms. As presented in Fig. (3.3), the computed evaporation
rate from case (i) is much slower than that measured in the experiment. When both fibre heat
condition and radiative absorption are included, on the other hand, there exists excellent agree-
ment with the experimental data. To some extent, the numerical results from Yang and Wong
show predictions close to measurements of Chauveau et al. and the computed results using the
model of Abramzon-Sirignano in this work when ignoring both source terms.
All these aforementioned findings suggest that the results of Nomura et al., which have been
widely accepted for the intent of evaporation model validations [133], and other measurements
using fibres having large diameters may possibly be accompanied with systematic errors in
the measured vaporisation rates. A careful consideration must therefore be made when using
measurements of Nomura et al. and others for model comparisons.
The validity of the implemented evaporation models has been confirmed by simulating
evaporation rates of methanol, n-decane and n-heptane. Overall, the rapid mixing model has
been found to overpredict the evaporation rates while the general trends are better captured
by the Abramzon-Sirignano model over a wide range of operating conditions. However, it is
still valuable to examine the performance of respective evaporation models when applied to
practical applications in which the establishment of group combustion is often faced [30]. The
assessment of the predictive capabilities of each model will be performed in Chapter 6.
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This chapter has considered the statistical description of the dispersed phase because it is not
feasible to exactly treat individual dispersed elements involved in practical two-phase systems.
The filtered joint pdf is adopted to describe the physical state of the spray undergoing droplet
dispersion, vaporisation and breakup. As the filtering approach to the gas phase governing
equations results in the missing energy spectrum in high frequency modes, it is necessary to
account for the influence of the sgs motions on the dispersion and evaporation of droplets.
The most commonly adopted vaporisation models, i.e., the classical rapid mixing model and
Abramzon-Sirignano model, in the literature have been implemented into the LES code while
a special attention has been given to the evaluation of the mixture properties. The model pre-
dictions obtained from the two models are validated against measurements of single droplet
evaporation for methanol, n-decane and n-heptane. It has been found out that the model of
Abramzon and Sirignano is superior to the former in the prediction of the temporal evolution
of droplet diameter and temperature.
62
4 Spray Atomisation
This chapter provides a short overview on the most relevant features of spray atomisation pro-
cesses involving complex physical phenomena of primary atomisation of liquid sheet/jet, sec-
ondary breakup, and droplet deformation. The second part lays out the main characteristics
of ultrasonic atomisers, which are of interest in the present work, in terms of their geomet-
rical features, physical fundamentals involved in the formation of fine droplets and empirical
correlations. The focus of the next part is on describing the fundamental aspects of a type
of pressure-swirl atomisers, known as simplex nozzles, regarding the formation of the spray
through disintegration of liquid sheets into droplets. A summary of the previous theoretical
models developed to represent the breakup process as well as to account for the effects of de-
formation on droplet drag then follows. In the last part, a stochastic breakup model which
has been developed and implemented into the LES code is presented in depth, highlighting the
features of droplet fragmentation under turbulent flows. A number of improvements on the
breakup model in comparison to the previous formulation devised by Jones and Lettieri [85]
are also outlined.
4.1 Overview of Atomisation Physics
There are numerous engineering applications in industry such as diesel engines, gas turbines
and rocket engines where liquid fuels are often delivered into combustion chambers via a means
of the atomisation. The formation of liquid spray involves many complex phenomena coupled
with the presence of spray flames, which are not fully understood despite ongoing efforts by
various researchers. When a column of liquid fuel is discharged into a gas flow, it becomes
unstable and disintegrates into smaller droplets which then evaporate, create fuel vapour mixing
with the surrounding gas and burn. This atomisation process plays a crucial role in determining
the overall performance of two-phase reactive flows in terms of the rate of fuel consumption and
pollutant emissions. The design of spray injection systems leading to a reduction in the final
size of atomised droplets and hence an increase in fuel evaporation rates is also vital because
improvements in the combustion efficiency can be achieved.
In what follows, the droplet formation with a non-swirling liquid jet is explained for brevity
and simplicity. Conventionally, when a liquid jet leaves a nozzle into a stagnant gas, the under-
lying physical mechanisms towards the development of fine spray are considered to occur as
a result of the following stages: (i) formation of a jet, (ii) transformation of the jet into liquid
ligaments, (iii) disintegration of ligaments into relatively large drops and (iv) further disinte-
gration into smaller drops until they become stable [176]. In many combustion-related fields,
liquid is often delivered in the form of liquid sheets whose disintegration into ligaments and
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droplets can also be described by the above concept. In reality, however, the initial stage of
atomisation process is more complicated than this simple description. A direct treatment of the
fundamental physics related to disintegration of liquid jet/sheet into ligaments and droplets is
beyond the scope of this work, but numerical approaches have been proposed. They include
level set and Volume of Fluid (VOF) methods [39, 143], combined level-set Volume-of-Fluid
(CLSVOF) method [132] and coupled LES/VOF technique [188].
A schematic representation of the near-field atomisation of a round liquid jet issuing from
a pressure nozzle is shown in Fig. 4.1. Generally speaking, two regions of spray development
can be observed: (i) dense spray region where fragmentation of liquid jet into ligaments and
droplets occurs due to instabilities caused by interaction between liquid and gas and (ii) dilute
spray region where fine droplets resulting from primary and secondary breakup produce the
fuel vapour mixing with the surrounding gas. There exist two separate regions within dense
sprays such as the liquid core and the dispersed flow away from the surface of the liquid core.
It should be noted that a dilute spray region is formed along the outer boundary of the flow,
even upstream of the streamwise distance where all the flow becomes dilute [52]. In the region
close to the injector, mean liquid volume fraction is on the order of unity and the liquid phase
cannot be said to be dispersed in the gas phase. As the void fraction starts to increase away
from the injector, large liquid chunks entering the surrounding gas become unstable and break
up into ligaments and relatively large droplets. This process forms the dense spray region. In
this region, where liquid volume fraction is still high, collisions and droplet deformation are
dominant. Further downstream, as liquid volume fraction continues to decrease, the probability
of collisions becomes small and the shape of fine spray approximates spheres. This region
corresponds to the dilute spray region.
Figure 4.1: A schematic diagram of the near-field atomisation of a round liquid jet issuing from a typical
pressure nozzle [53]
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Ultrasonic atomisation uses mechanical energy in the form of high-frequency vibrations gen-
erated via a piezoelectric element in order to distribute a liquid across an atomising surface.
Depending on the technique by which capillary waves are produced, ultrasonic nozzles can
be classified into the following categories; (i) the transducer and horn, (ii) vibrating capillary,
and (iii) ultrasonic twin fluid [67]. The first type of ultrasonic nozzles will only be discussed
in detail as it is the one investigated in Chapter 5. The basic transducer and horn design, as
shown in Fig. 4.2, consists of a pair of piezoelectric discs sandwiched between two titanium
horn sections, i.e., amplifying front horn and supporting rear horn. The horns are located along
the centre of the large-diameter external housing while the atomising surface on which liquid
disintegration occurs is located at the end of the small-diameter nozzle serving as a liquid feed
channel. The nozzle is effectively isolated from the external housing by two O-rings. Liquids
are then introduced onto the vibrating surface through the axial tube spanning along the length
of the device.
Figure 4.2: Ultrasonic atomiser and standing wave pattern [194]
In ultrasonic atomisers, disintegration of liquids into droplets is achieved as follows. The
piezoelectric transducer elements are stimulated with a high-frequency electrical signal from
a power generator and convert the input electrical energy into kinetic energy in the form of
vibrating oscillations. The nozzle is geometrically designed such that excitation of the piezo-
electric transducers results in the establishment of a standing wave pattern (Fig. 4.2), which is
required for resonant operation. The transducer discs share their interface at a nodal plane since
the equal, but opposite, forces there prevent any net movement. At each end of the nozzle, there
exist anti-nodes with the maximum amplitude of the standing wave. It should be noted that the
much larger vibration amplitude is observed at the atomising tip as a result of a transition in the
diameter of the nozzle at the second node. A lot of energy to achieve fine atomisation would be
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consumed without the application of this wave amplifier. Lang [99] demonstrated that liquid
atomisation occurs when the wave amplitude reaches to a critical point where the wave crests
in the film can no longer remain stable. Overall, ultrasonic atomisation can be considered as
a two-stage process: (i) standing surface waves with a regular pattern appear on the atomising
tip and (ii) droplets are detached from the tips of the wave when resonance is reached.
4.2.1 Injection Characteristics
It was originally believed that cavitation caused by the intense sound wave plays a major role
in the process of ultrasonic atomisation [184]. More recent works of Bisa et al. [21] and
Antonevich [6], however, suggested that the primary cause of ultrasonic atomisation might be
associated with the formation of capillary surface waves based on the observation that drop size
produced from a thin layer of liquid on an ultrasonically excited surface is directly linked to the
wavelength of these capillary waves on the liquid surface. The experimental work of Lang [99]
was carried out to support these previous hypotheses: (i) to determine if capillary waves are
in fact responsible for ultrasonic atomisation and, if so, (ii) to locate if there exits a consistent
relationship between the capillary wavelength at a given exciting frequency and the size of the
drops produced. At exciting sound frequencies varying between 10 and 800 kHz, a comparison
of the number median diameter of droplets with the wavelength of capillary waves led to a
suggestion that the mean drop size is a constant fraction, i.e., 0.34, of the capillary wavelength.
The number median diameter defines a half point in drop diameter distributions; the first half
of the total number of droplets in the spray are of smaller diameter than the median whereas
the other half of droplets have larger diameter. The wavelength, λ, can be obtained according
to Kelvin’s equation [49] in terms of the exciting frequency, f , and properties of the liquid as:
λ =
(
8piσ
ρlf 2
)1/3
(4.1)
where σ and ρl represent the surface tension and density of liquid respectively. Now, the number
median droplet size, D¯n,0.5, can be obtained:
D¯n,0.5 = 0.34λ = 0.34
(
8piσ
ρlf 2
)1/3
(4.2)
This empirical median droplet diameter agrees well with a theoretical suggestion of Lobdell
[117] which found that the most likely diameter of droplets is 0.36 times the wavelength of
capillary waves, i.e., 0.36λ.
In addition to determining drop sizes with the highest likelihood, it is also important to
decide a specific distribution law which droplets produced from ultrasonic nozzles are likely
to follow. The drop number distribution as a function of droplet diameter, f(D), in the region
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close to the Sono-Tek atomising surface of interest in this work has been characterised by the
manufacturer [47]. It is believed that the typical pdf of drop size in the spray ultrasonically
produced follows a log-normal distribution law as shown below:
dN
dD
= f(D) =
1√
2piDsg
exp
[
−1
2
(
lnD − lnD¯n,0.5
sg
)2]
(4.3)
where N is the number of particles, D is the particle diameter, sg is the geometric standard
deviation and D¯n,0.5 is the number geometric mean droplet size (or the number median droplet
size).
The number probability density function can be converted into the cumulative number dis-
tribution, F (D), by integrating Eq. (4.3) as:
F (D) =
∫ Dmax
0
f(D)dD (4.4)
and we now have the cumulative distribution function (cdf ) as follows:
F (D) =
1√
2pisg
∫ Dmax
0
exp
[
−1
2
(
lnD − lnD¯n,0.5
sg
)2]
dD
D
=
1
2
[
1 + erf
(
lnD − lnD¯n,0.5
sg
√
2
)] (4.5)
where the error function of x is defined by:
erf (x) =
2√
pi
x∫
0
exp
(−t2) dt (4.6)
The number median drop size and the geometric standard deviation for water produced by
Sono-Tek atomisers are measured to be 32 µm and 0.6, respectively. Figure 4.3 shows the
measured and calculated cumulative distribution function using Eq. (4.5).
4.3 Pressure-swirl atomisers
Pressure-swirl atomisers have attracted numerous theoretical and experimental investigations
owing to their wide range of application, e.g., gas turbine engines and gasoline direct injection
engines. In spite of such ongoing efforts, however, the underlying physics involved in pressure-
swirl atomisation is not fully understood and requires further studies. The simplex atomiser,
i.e., a kind of pressure-swirl nozzles, can deliver the liquid fuel at much wider cone angles
compared with those achieved by plain-orifice atomisers. The simplex nozzles can mainly be
categorised into the following two types. The first type forms a solid-cone spray with relatively
uniform droplet distributions through the spray volume. In other type, most of the drops are
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Figure 4.3: The cumulative distribution function for water produced by Sono-Tek ultrasonic atomiser
situated along the outer periphery of the spray; this is called a hollow-cone spray. One of the
major drawbacks of solid-cone nozzles is that coarse atomisation may be obtained and the size
of drops at the centre of the spray is larger than those at the edge [191]. On the other hand,
hollow-cone nozzles are preferable for many industrial purposes, especially for combustion-
related applications, owing to their superior atomisation capabilities. As a consequence, the
uniform droplet distribution can be achieved in the radial direction, leading to a air-fuel mix-
ture with better homogeneity. The homogenous mixture helps to improve the combustion per-
formance and also to reduce pollutant emissions [175]. In the following subsection, the main
features of hollow-cone nozzles, which are of interest in the current work, are explained in more
depth. Please see other references (e.g., Lefebvre [105] and Bayvel [12]) for a comprehensive
description of other pressure-swirl nozzles.
4.3.1 Hollow-cone Simplex Nozzles
A schematic diagram describing the formation of a liquid film through a simplex swirl atomiser
is shown in Fig. 4.4. Liquid is delivered into a small swirl chamber through several tangential
slots and an axial nozzle outlet, i.e., the final orifice. The tangential inlets imparting a high
angular velocity to the fluid produce a rotating liquid flow along the swirl chamber. A hollow-
conical, swirling sheet is formed as the rotating fluid leaves the axial orifice. As this conical
sheet spreads outwards radially, its thickness gets thinner and the liquid becoming unstable
disintegrates into ligaments and small droplets in the shape of a hollow-cone spray. The relative
magnitude of the axial and tangential velocity components at the exit mainly controls the actual
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spray cone angle.
(a) (b)
Figure 4.4: Schematic view of (a) tangential ports and (b) a simplex atomiser
With a gradual increase in the liquid injection pressure from zero, there exist five develop-
ment stages of the spray, i.e., dribble stage, distorted pencil, onion stage, tulip stage and fully
developed spray [105]. During the onion stage, the simplex nozzle starts to form a smooth
film in the conical shape, but fails to produce drops due to surface tension forces preventing
the onset of instabilities. In the next stage, the liquid film opens into a hollow tulip shape and
coarse spray atomisation, starting from the end of the smooth film, can be observed. Finally, a
steady state is reached leading to fine atomisation in the form of a hollow-cone spray.
4.3.2 Characteristics of Simplex Nozzles
As depicted in Fig. 4.4, there is an air-cored vortex formed along the centreline of the nozzle
chamber. At low swirling flows, i.e., low injection pressure, the liquid leaves the final orifice
in a full jet. With an increase in the swirl intensity, by either increasing the injection pressure
or liquid flow rate, the liquid discharging from the nozzle forms a hollow-cone film with the
air core developed along the chamber. The presence of the air core moving the liquid fluid
away from the centreline results in the discharge coefficient of a pressure-swirl atomiser being
relatively low.
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The discharge coefficient of pressure swirl nozzles CD can be considered as independent
of the Reynolds number based on the diameter of the final orifice. Racliffe [159] investigated
a series of pressure swirl atomisers using a number of fluids covering a wide range of density
and viscosity. The conclusion was that the thickening of the liquid film at the nozzle exit occurs
due to the influence of viscosity at low Reynolds numbers, resulting in an increase in CD. For
larger Reynolds numbers (> 3000 [105]), i.e., the case for a simplex atomiser investigated in the
present work, CD becomes practically independent of the Reynolds number. All the following
theoretical correlations are derived based on the convention disregarding the effects of viscosity
at low Reynolds numbers.
The nozzle discharge coefficient can be calculated following the analysis of Giffen and
Muraszew [65]:
CD =
m˙l
Ao (∆pρ)
1/2
(4.7)
where m˙l is the mass flow rate of liquid, Ao is the cross-sectional area of the orifice, ∆p =
pinj − patm is the pressure difference between the injection pressure, pinj , and the ambient
pressure, patm, and ρ is the liquid density.
The next parameter, which is of interest, is the velocity coefficient, Kv, defined as the ratio
of the actual total velocity, U , to the theoretical velocity in relation with the pressure drop
across the nozzle:
Kv = U
(
ρ
2∆p
)1/2
(4.8)
and the velocity coefficient can also be expressed in terms of CD, X , i.e., the ratio of the area
between the air core and the final orifice, and θ, i.e., the half spray angle, according to [171]:
Kv =
CD
(1−X) cosθ (4.9)
where X is a function of the film thickness, X = (Do − 2h)2/D2o .
The focus of the experimental work by Marchione et al. [120] was to investigate the global
behaviour of kerosene Jet A-1 spray produced by a simplex pressure-swirl nozzle in quies-
cent air conditions regarding mean droplet diameters, velocity profiles and spray cone angle
variations over time. To the author’s knowledge, this study is the only work in the literature
which experimentally determines temporal variations of the average cone angle associated with
pressure-swirl atomisers. The simplex atomiser selected therein is manufactured by the Dela-
van Corporation. Its nozzle exit diameter and nominal spray cone angle are 0.46 mm and 80
deg respectively. Using a high-speed CCD camera with two different sampling rates, that is,
3000 frames/s and 10000 frames/s, the fluctuating spray behaviour resulting in a wide range
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of the average cone angle was observed. On the one hand, when the sampling rate of 3000
frames/s is in use, the temporal history of the measured cone angles reveals that the spray an-
gles vary from 90 to 108 deg; on the other hand, the range of the angles becomes much wider
fluctuating between 65 and 114 deg when measured at the higher sampling frequency (10000
frames/s). The discrepancy in the minimum and maximum values of the cone angle measured
individually at one of the two sampling rates can be attributed due to the fact that measurements
at the slower sampling rate are likely to suffer from aliasing. The histogram of the measured
angles is also provided, highlighting that a peak value is present around the mean angle of 98
deg, but regardless of the sampling rate. Although no strong conclusions concerning the cause
of the measured oscillations were made, they suggested that the turbulent and unsteady flow
within the swirl chamber may exhibit unsteadiness and instabilities leading to the fluctuating
behaviour of the spray angle. Ma [118] conducted an experimental investigation to study the
internal flow field of a pressure-swirl nozzle and concluded that the turbulent motion is the main
source causing unsteady fluctuations inside the chamber. Since the internal flow characteristics
within the pressure-swirl chamber may directly dictate the formation of the liquid sheet at the
final orifice, the oscillating dynamics of the spray cone angle is likely to be affected by the
internal unsteadiness.
4.3.3 Droplet Generation in Pressure-swirl Atomisers
In pressure-swirl atomisers, droplets with a wide range of sizes are generated through a series
of primary and secondary breakup processes. Due to the tangential velocity component inside
the nozzle, as explained in Sec. 4.3.1, a hollow sheet of liquid emerges from the nozzle and
spreads outwards in the radial direction. The consequence of the radial spreading is that conical
sheets are formed and attenuated. Away from the nozzle exit, disintegration of the liquid sheet
into drops occurs in the manner depending on the operating conditions [42]. The principal
mechanism of liquid sheet disintegration is due to the growth of instability on the liquid caused
by its interaction with the surrounding gas. In the presence of the relative velocity between
the liquid film and the gas, the aerodynamic instability results in fast growing waves imposed
on the liquid surface. Disintegration into the form of ligaments and then into relatively large
droplets occurs when the amplitude of a perturbation grows and reaches a critical value. This
process is known as primary breakup. If the droplets, i.e., first generated at the end of primary
breakup, have a size exceeding a critical value, they undergo further fragmentation into smaller
drops until the size of all the drops falls within the stable limit; a process often referred to as
secondary breakup.
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Primary Breakup: Liquid Sheet Breakup
In the literature, the majority of theoretical works regarding the breakup of a liquid sheet ap-
plies a concept of the aerodynamic instability growing on the liquid sheet and leading to its
disintegration into smaller drops. As opposed to the aerodynamic instability theories, exper-
imental works from Dombrowski, Fraser and others [41, 42, 56] provide useful insight into
several different causes towards liquid sheet disintegration. For example, fragments torn off
the liquid sheet rapidly contracting into ligaments can be observed owing to the formation of
perforations on the sheet. Perforated-sheet integration is not well understood, but impingement
of small droplets on the liquid surface, turbulence inside the sheet, etc., can cause the onset
of holes on the surface of liquid sheets. This complexity has lead to a general acceptance, at
least in modelling perspectives, that the aerodynamic instability mainly causes the liquid film
to break up. The theoretical studies described in Sec. 4.4 assume a growth of Kelvin-Helmholtz
waves on the liquid sheet which eventually produces ligaments and droplets.
Secondary Breakup
Upon the first generation of relatively large droplets from primary atomisation process, they
may experience another stage of fragmentation into smaller drops depending on the magnitude
of aerodynamic forces. When disruptive aerodynamic forces are large enough, droplets undergo
significant deformation and eventual breakup into a multitude of small fragments. This process,
known as secondary breakup, is cascading in nature and will persist until the final daughter
droplets become stable. The Weber number, We, used to assess the stability of droplets is
defined as the ratio of the disruptive aerodynamic force to the restorative surface tension force:
We =
ρg|U¯s|2Dp
σ
(4.10)
where ρg is the density of the ambient fluid, |U¯s| is the relative velocity between the fluid and
drop, Dp is the droplet size and σ is the surface tension. A higher Weber number indicates a
higher probability for droplet breakage to occur. Another parameter of interest is the Ohnesorge
number, Oh, which can be defined as:
Oh =
µl
(ρlσDp)
1/2
(4.11)
where µl and ρl are the liquid dynamic viscosity and density respectively. Oh represents the ra-
tio of droplet viscous forces to surface tension forces. Liquid droplets with higher viscosity are
more likely to resist deformation and also to dissipate energy created by aerodynamic forces.
A larger Oh therefore indicates a lower likelihood of droplet fragmentation.
The manner in which droplets can break depends on the Weber number and Ohnesorge
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number. However, the experimental work of Hsiang and Faeth [79], which investigated the
transition between the modes of secondary breakup, suggests that the We required for breakup
regime transitions remains essentially constant for small Oh, i.e., less than 0.1. Different
breakup modes, which are referred to as vibrational, bag, multimode (or often bag and sta-
men), sheet-thinning and catastrophic, occur depending on the nature of the flow. Table 4.1
represents the five different types of secondary breakup together with the transition We as sug-
gested in [69]. In the table, the transition We from vibrational to bag breakup is an average
value of numerous experimental works, the values of Hsiang and Faeth [78] are taken to rep-
resent the transition among bag, multimode and sheet-thinning breakup and the final transition
towards catastrophic breakup is taken from the value reported in the work of Pilch and Erdman
[148].
Table 4.1: Types of secondary breakup with transition We when Oh < 0.1
Types of breakup Range of transition We
Vibrational We < 11
Bag 11 <We < 35
Multimode 35 <We < 80
Sheet-thinning 80 <We < 350
Catastrophic We > 350
Figure 4.5 represents the clear differences in the morphology of secondary droplet breakup
depending on regimes. In vibrational breakup, oscillations grow on the drop at its natural
frequency and produce only a few fragments with sizes comparable to the size of the mother
droplet. As reported in [148], this breakup mode does not occur regularly and proceeds at
much slower rates when compared with other modes. Many investigators studying secondary
atomisation therefore neglect this breakup regime. In spite of that, the typical We of droplets
experiencing secondary atomisation associated with pressure-swirl atomisers might be less than
11 suggesting that vibrational breakup is likely to occur [175]. This is also the case in the
experiment under investigation.
According to Chou and Faeth [31], bag breakup can be considered having four separate
stages; (i) deformation during which the shape of an initially spherical drop evolves into an
oblate spheroid, (ii) bag formation during which a separation of the flow around the deformed
drop creates a positive pressure differential between the front stagnation point and the wake. As
a result, the force is exerted on the centre of the drop which is then blown downstream forming
a thin hollow bag attached to a thicker toroidal ring, (iii) bag breakup where the bag bursts into
a large number of fine fragments, and (iv) ring breakup through which a few large fragments
are produced. Typical bag breakup is illustrated in the first row in Fig. 4.6. The minimum
We marking the initiation of bag breakup is often used to establish the criteria for the onset of
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Figure 4.5: Morphology of secondary droplet breakup. From top to bottom, the breakup modes are
referred to as vibration, bag, multi-mode, sheet-thinning and catastrophic [69]
secondary atomisation. The critical Weber number, Wec, is found to vary between 9 and 13 in
shock tube experiments with Oh < 0.1 [69].
As droplets are exposed to higher initial relative velocities than those in bag breakup, sheet-
thinning breakup takes place, but proceeds in a remarkably different fashion (Fig. 4.6). Upon
initial deformation, a sheet formed at the periphery of the drop evolves into unstable ligaments.
Further downstream, ligaments break into a multitude of small fragments. This phenomenon
goes on until the original drop is completely fragmented or until aerodynamic forces become
negligible by its acceleration to obtain comparatively small slip velocities. Hsiang and Faeth
[78] report that, in the latter case, the core of the drop remains intact upon the completion of
the breakup process.
During the transition between bag breakup and sheet-thinning breakup, multimode breakup
[78] occurs in a manner similar to bag breakup, but is accompanied by the presence of a stamen
(i.e., a long ligament located at the centre of the bag [148]). As shown in Fig. 4.6, a large
number of fragments varying in sizes are produced first by disintegration of the hollow bag,
followed by breakage of the rim and the stamen. In this transitional breakup mode, different
terms have been proposed such as multimode breakup adopted in the present work, bag-and-
stamen mode in [148] and dual-bag breakup regime in [25].
Finally, catastrophic breakup is observed at extremely high We. As discussed in the work
of Faeth et al. [53], this breakup regime is not associated with most practical spray applications
involving velocities and droplet sizes which do not satisfy the criteria for the mode to occur.
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Figure 4.6: Shadowgraphs of droplet secondary breakup in the bag, multimode and sheet-thinning
regimes. Time increases from left to right while aerodynamic forces increase from top to bottom [69]
Therefore, this mode is one of the least investigated breakup regimes [69]. In contrast to other
breakup modes, the formation and rapid growth of unstable surface waves on the leading sur-
face of the deformed droplet are the main cause towards fragmentation. A corrugation of the
drop surface due to the disruptive waves with large amplitude and long wave-length generates
a few large fragments which consequently break into even smaller ones. A thorough discus-
sion of the breakup morphology depending on the modes of secondary breakup together with a
summary of numerical modelling efforts can be found in [69].
4.4 Modelling for Primary Breakup of Liquid Sheets
Following the pioneering work of instability analysis of a moving liquid sheet by Squire [186],
extensive researches have been made in order to gain an in-depth understanding towards disin-
tegration of liquid sheets, for example, Dombrowski and Johns [42] and Li and Tankin [109].
There are forces, which are imposed on liquid sheets and cause disintegration to occur, such
as the inertial force, aerodynamic force, restoring force due to liquid surface tension, viscous
force and centrifugal force [111]. The competition among these forces, i.e., either resisting
against disintegration or promoting it, determines the stability of liquid sheets. As mentioned
earlier in Sec. 4.3.3, it is agreed that the aerodynamic instability growing on liquid sheets is
the prime cause towards liquid sheet disintegration. In the work of Dombrowski and Johns, a
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dispersion relation for the growth rate of long waves with infinitesimal amplitude was derived
considering the effects of aerodynamic forces, surface tension and liquid viscosity. The wave-
length associated with the largest growth rate was identified and assumed to break up the liquid
sheet at half wavelength intervals into ligaments. According to Weber’s theory for the breakup
of a cylindrical liquid column, the ligaments were then undergone further disintegration into
droplets.
Among other theoretical models developed for the primary breakup of the liquid sheet
emerging from pressure-swirl injectors (e.g., Liao et al. [111]), the Linearized Instability Sheet
atomisation (LISA) model of Schmidt et al. [177, 181] is considered here because of its wide
application. This linear stability analysis consists of including the effects of the surrounding
gas and liquid viscosity and surface tension on the wavelengths that grow on the surface of the
liquid sheet. A critical gas Weber number of 27/16 for the transition from a long wavelength
regime to a short wavelength regime was identified using a simplified inviscid model equation.
Long waves are found to be the main cause of sheet disintegration in the case of low-speed
liquid sheets, which is true for the pressure-swirl atomiser under investigation, while the short
wavelength regime becomes dominant for high-speed sheet atomisation. The effects of liquid
viscosity become significant in the second regime with gas Weber numbers above the critical
value.
4.4.1 Liquid Sheet Formation
In the current investigation, the initial thickness of the liquid film emerging from the pressure-
swirl nozzle is calculated according to the work of Senecal et al. [181]. Figure 4.7 represents a
schematic diagram of liquid film formation in the pressure-swirl atomiser with notations used
in the following correlations.
The velocity magnitude of the liquid film at the injector exit, Vexit, can be estimated in a
relation with the injector pressure, ∆P , as follows:
Vexit = kv
√
2∆P
ρl
(4.12)
where the velocity coefficient, kv, is a function of nozzle design and injection pressure as
recommended by Lefebvre [105]. However, Schmidt et al. [177] argued that this correlation
may lead to unphysical results; for example, the velocity coefficient becomes larger than unity.
If the tangential ports are treated as nozzles, Eq. (4.12) alternatively represents the coefficient
of discharge for the swirl inlets, assuming that the pressure drop across the injector mainly
occurs at the injector ports. The experimental work of Lichtarowicz et al. [113] was conducted
to measure discharge coefficients (CD) through sharp-edged orifices with a range of length-
to-diameter ratios, up to 10. They reported that the coefficient of discharge for an L/D of 4
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Figure 4.7: Liquid film formation associated with pressure-swirl atomisers
is typically 0.78 or less and it can be as low as 0.61 in the case of cavitation. Senecal et al.
[181] allowed other momentum losses across the injector by a further reduction of 10% in the
discharge coefficient, yielding an estimate of 0.7.
Other physical limits on kv such as (i) it must be less than unity following conservation of
energy, (ii) it must be large enough to allow sufficient mass flow and (iii) the thickness of the
air core is non-negative are also considered in [177, 181] and the following expression is used
to satisfy all these conditions:
kv = max
[
0.7,
4m˙
piD2injρlcosθ
√
ρl
2∆P
]
(4.13)
where m˙ is the mass flow rate of liquid,Dinj is the diameter of the injector and θ is the half spray
angle which must be given experimentally. Assuming that ∆P is known from the experiment
of interest, Eq. (4.13) can be used to determine the total velocity of the sheet and its axial
component v via:
v = Vexitcosθ (4.14)
The initial film thickness δ0 can be estimated by iteration to conserve the measured mass flow
rate of liquid:
m˙ = ρlvpiδ0 (Dinj − δ0) (4.15)
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The initial thickness of the liquid sheet with its initial spray angle h0 can now be determined
by:
h0 = δ0cosθ (4.16)
In the LISA model, a further estimation of primary breakup length and liquid sheet frag-
mentation into ligaments and droplets is carried out by considering a two-dimensional, viscous,
incompressible liquid film of thickness 2h discharging at velocity Vexit into a quiescent, invis-
cid, incompressible gas flow. In the present work, however, the secondary breakup model is
adopted to represent both primary and secondary breakup of droplets which are injected with a
diameter equivalent to h0.
4.5 Secondary Breakup Modelling
Historically, the most representative models for secondary breakup calculations are the Taylor
Analogy Breakup (TAB) model [141] and the surface wave instability (WAVE) model [163]
because of the fact that it is relatively straightforward to implement these models which have
shown their ability to predict the secondary breakup process with a reasonable level of accuracy.
The TAB method considers the oscillating dynamics of a single droplet and can therefore be
suitable for the purpose of secondary breakup modelling. The WAVE model is based on the
unstable growth of Kelvin-Helmholtz waves which are believed to dominate breakup process
in high-speed jets. This therefore makes the model suitable for the breakup of droplets in the
stripping regime (high We). Although there are more sophisticated models available in the
literature such as E-TAB model [189] and KH-RT hybrid model [13], a brief summary of only
the two models is made in the following.
4.5.1 TAB breakup model
The TAB breakup model was originally developed by O’Rourke and Amsden [141] and has
been considered as one of the well-accepted models applied for spray breakup computations.
The TAB model is based on an analogy suggested by Taylor [192], where an oscillating and
distorting liquid drop is described as a spring-mass system. The restoring force of the spring,
the external force acting on the mass and the damping force, which is an extra term suggested in
[141], correspond to the liquid surface tension force, the gas aerodynamic force and the liquid
viscosity effect respectively. This model might be more successful when in use for low-We
breakup as the shattering of droplets which occurs in high-speed injections cannot be described
well by this spring-mass analogy.
The oscillation of the drop surface is expressed using the following second-order ordinary
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differential equation:
y¨ =
CFρg|u¯s|2
Cbρlr2
− Ckσ
ρlr3
y − Cdµ
ρgr3
y˙ (4.17)
which is equivalent to that of a damped, forced harmonic oscillator. In Eq. (4.17), the displace-
ment of the equator of the droplet from its equilibrium position, x, is non-dimensionalised by
defining y = x/(Cbr). Breakup is assumed to occur if and only if y > 1. Please note that y is a
function of the flow conditions and properties of both the liquid and gas. For constant relative
velocities, analytical solution to Eq. (4.17) can be applied. The dimensionless parameters, i.e.,
CF , Ck, Cd and Cb, were determined by comparing theoretical and experimental results and
their values are:
CF =
1
3
, Ck = 8, Cd = 5, Cb =
1
2
(4.18)
In the work of O’Rourke and Amsden [141], a comparison of the large Weber number
breakup time (i.e., in the regime of stripping breakup) that the TAB model predicts is made
with that observed in shock experiments [138]. Experimentally, the breakup time for large We
has been found to be proportional to:
tbreak ∝
√
ρl
ρg
(D0/2)
|U¯s|
(4.19)
while the TAB model predicts the breakup time in a similar condition to the experimental work
as follows:
tbreak =
√
3
√
ρl
ρg
(D0/2)
|U¯s|
(large We) (4.20)
When droplets experience fragmentation in the bag breakup regime close to the critical
Weber number, the breakup time can be determined from the following equation:
tbreak = pi
√
ρl (D0/2)
3
8σ
(We ≈Wecrit) (4.21)
This breakup time is adopted to represent the deterministic contribution of droplet fragmenta-
tion as the typical Weber number of droplets in the experimental burner under consideration is
well within the range. Upon the completion of breakup, the sizes of resulting daughter frag-
ments are predicted by an equation derived from energy conservation analysis (for more detail,
please refer to the original paper [141]). The numerical calculations using the TAB method in
[141], for modelling the aerodynamic breakup of liquid droplets in diesel engine, were found
to be promising through comparisons with the experimental work of Hiroyasu and Kadota [75].
However, the experimental results are insufficiently detailed for the purpose of thorough model
validations as it provides measurements of drop sizes only at one axial location.
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4.5.2 WAVE model
As an alternative to the TAB method, the WAVE model was initially developed by Reitz [163]
based upon the stability analysis of the fast-growing Kelvin-Helmholtz instability for a round
liquid jet [164]. The unstable growth of waves on a liquid surface is said to be the main cause
towards the stripping breakup of the liquid jet which is represented by parent droplets having a
diameter equal to the size of the injecting nozzle. The maximum growth rate (or most unstable
wave), Ω, and its corresponding wavelength, Λ, are given by the following expressions:
Ω =
(
σ
ρlr3p
)1/2 (0.34 + 0.38We3/2g )
(1 +Oh) (1 + 1.4Ta3/5)
(4.22)
and
Λ = 9.02rp
(
1 + 0.45Oh1/2
) (
1 + 0.4Ta7/10
)(
1 + 0.87We
5/3
g
)3/5 (4.23)
where rp is the radius of parent drops and Ta = Oh
√
Weg is the Taylor number. The breakup
of liquid drops is modelled by postulating that the radius of new droplets, rst, is proportional to
the wavelength of the unstable wave on the surface of the parent droplet:
rst = B0Λ (4.24)
where B0 = 0.61 is a model constant given in the work of Reitz [163]. The characteristic
radius of an unstable parent droplet decreases continuously during the breakup process and is
determined by the equation below:
drp
dt
= −rp − rst
τbu
(4.25)
where τbu is the breakup time which can be calculated from:
τbu = 3.726
B1rp
ΛΩ
(4.26)
where a model constant, B1, should be adjusted depending on the nature of the injector being
investigated. In the literature, the value of this constant varies between
√
3 and 20 [163, 166]
4.5.3 The Effects of Deformation on Drag
Regardless of breakup modes in which a drop bursts into smaller daughter drops, the initial
stage of secondary atomisation is its deformation approximately into an oblate ellipsoid. The
influence of deformation on dynamics of liquid droplets has been the subject of much research
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as it significantly changes the drag coefficient and hence the trajectory of droplets. A correlation
between deformation and drag coefficient is therefore required to calculate the dispersion of
droplets.
In the work of Hsiang and Faeth [78], the following empirical correlation which relates
between the maximum deformed drop diameter in the cross-stream direction, Dp,cmax, and the
initially undeformed drop diameter, Dp,o, was suggested as a function of the Weber number:
Dp,cmax
Dp,o
= 1 + 0.19We1/2 when Oh < 0.1, We < 102 (4.27)
They suggested that the cross-stream drop diameter increases linearly as a function of time prior
to the onset of deformation (i.e., equivalent to vibrational in the present work) and bag breakup
modes. In the work of Gel’fand et al. [62], similar behaviour was experimentally observed
for sheet-thinning breakup mode. However, measurements of Reinecke and Waldman [162]
for higher We (> 106) exhibit, to some extent, delayed growth of Dp,c. These experimental
findings suggest that the linear increase of drop deformation in the early stages of fragmentation
may be valid for We < 105.
Liu et al. [116] proposed a simple correlation to modify the drag coefficient as a function
of droplet distortion as shown below:
CD,y = CD (1 + 2.63y) (4.28)
where CD,y is the coefficient of drag for the deformed drop, CD is that of the initially spherical
drop at the same Reynolds number, which can be readily obtained from Eq. (3.6), and y is
the droplet distortion calculated from the TAB breakup model. Please note that the droplet
distortion varies between a sphere (y = 0) and a fully deformed drop (y = 1). In the case
of no deformation, i.e., y = 0, the drag coefficient of a sphere is recovered whereas the drag
coefficient becomes that of a flat disk as a drop undergoes maximum distortion, i.e., y = 1.
The effective drag coefficient of the deformed drop simply follows a linear interpolation of
distortion until the drag coefficient of a circular disk which is about 3.6 times higher than that
of a sphere is reached. The knowledge of droplet distortion can be obtained from the second-
order differential equation, i.e., Eq. (4.17). Owing to its simplicity, this correlation has been
used in the majority of spray calculations in order to account for the drop distortion.
There have been only a few attempts reported in the literature where drag of a deforming
drop is numerically investigated owing to several challenging issues, e.g., representation of an
arbitrary-shaped interface and necessity of unstructured adaptive grids and high-order discreti-
sation schemes. Wadhwa et al. [201] numerically studied time-dependent deformation and
drag coefficient of drops in flow conditions similar to those found in the near-field of a diesel
spray, i.e., the We in the range of 1 − 100, Oh between 0.01 and 0.1 and Reg set to be 150.
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When We = 1, at which surface tension effects are dominant compared with inertial forces,
drop deformation is minimal almost in a spherical shape. An oscillating, but small, movement
of the drop is observed as a result of surface tension forces maintaing the spherical shape in a
balance with inertial forces acting to alter that into a deformed shape. Consequently, the drag
coefficient is oscillating, but very close to that obtained from a solid sphere at the same flow
conditions. At a higher Weber number, i.e., We = 10, the drop starts to experience relatively
fast deformation towards an oblate shape since surface tension forces can no longer overcome
inertial forces. The drag coefficient tends to increase as long as drop deformation proceeds.
The maximum transient drag coefficient of the deformed drop shows an increase by a factor of
about 2.5 relative to that of a solid sphere. In addition, the numerical investigation carried out
by Haywood et al. [72] found out an increase in the drag coefficient of the distorted drop when
it undergoes deformation for We below 10.
The finding from these studies suggests that calculating the drag force on liquid drops by
that of a rigid sphere, Eq. (3.6), may lead to undesirable errors (e.g., overestimated drift)
in predicting the motion of deforming droplets even when We is as low as 10. The drag
coefficient suggested by Bini [16] cannot account for droplet deformation for low We. The
simple model of Liu et al. [116] is therefore adopted to account for the variation of CD in
relation with droplet distortion. In the current investigation, similar to the work of Liu et al.,
liquid droplets do not break into smaller ones although the maximum distortion limit (y = 1)
is reached. For the breakup computations, the WAVE model was used therein throughout the
drop lifetime while the breakup frequency, i.e., inverse of the breakup time, is calculated in this
work based on the stochastic breakup model explained in Sec. 4.7. However, the solution
of Eq. (4.28) is computed during the entire lifetime of each droplet so that the distortion
parameter once reached its maximum value drops below unity. This enables us to take into
account the tendency of fully-distorted drops reverting back to less deformed or undeformed
spherical shape when the relative velocity between the gas and drops decreases.
4.6 Breakup of Droplets under Turbulent Flows
All the aforementioned secondary breakup models are deterministic considering the aerody-
namic forces as the sole cause towards secondary atomisation. It is, in the context of LES,
necessary to account for the effects of sub-grid fluctuating motions on droplet breakup process.
4.6.1 Theoretical Models for Stochastic Breakup
In the present work, the sub-grid contribution to droplet fragmentation is based on the work of
Martı´nez-Baza´n et al. [122, 123] who proposed a theoretical model based on purely kinematic
considerations unlike other previous models, which used an imaginary array of eddies collid-
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ing with droplets and hence leading to fragmentation. They also set up an experimental facility
where the breakup of air bubbles immersed in a turbulent water flow over a wide range of turbu-
lence intensities and bubble diameters was investigated. Measurements were carried out at a far
field from an air injection needle surrounded by a water jet nozzle in order to achieve zero rela-
tive velocity between water and bubbles. Consequently, the breakup of air bubbles was caused
due only to turbulent turbulent velocity fluctuations surrounding them. This phenomenological
model was further extended to study liquid-liquid systems by Eastwood et al. [48]. Lasheras
and others [101, 102] also adopted the model to characterise the far-field breakup of a liquid jet
by a high-speed annular gas jet. In their investigations, the critical distance (i.e., the distance
downstream from the nozzle where a local equilibrium is reached and the turbulent breakup no
longer occurs) was measured over a wide range of gas velocities and liquid mass loadings. The
measured location of the droplet breakup equilibrium point was found to agree well with the
prediction using the droplet breakup time which was proposed in [122]. These previous works
together with suitable adjustments of a model constant involved in the breakup formulation
may justify its application to investigate the breakup of liquid droplets in an air jet.
The model can be applied when the initial size of droplets is within the inertial subrange of
turbulence (between the Kolmogorov microscale and the integral length scale, i.e., η < D0 <
L) and when surface tension forces are much larger than internal viscous deformation forces.
A critical energy required to deform a particle with its diameter D is the surface energy defined
as:
Ec(D) = piσD
2 (4.29)
The confinement energy per unit volume due to surface tension (i.e.,Ec/Volume), while viscous
forces are neglected, is the minimum confinement stress required to restore the deformation and
can be written as:
τs(D) =
6Ec
piD3
=
6σ
D
(4.30)
The average deformation stress acting on the surface of the droplet due to velocity fluctuations
existing between two points separated by the droplet diameter can be approximated as:
τt(D) =
1
2
ρ∆u2(D) (4.31)
where ∆u2(D) represents the average value of the velocity fluctuations acting on particles
having a diameter D. When turbulence is homogeneous and isotropic, Kolmogorov’s universal
theory can be applied to estimate ∆u2(D) as:
∆u2(D) = |u(x+D, t)− u(x, t)|2 = β(D)2/3 (4.32)
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where  is the rate of dissipation of turbulent kinetic energy and an integration constant β was
determined to be 8.2 by Batchelor [10].
It is now necessary to define a critical diameter below which particles are stable and will
never break (D < Dcrit). When the particle with its diameter greater than the critical value,
i.e., D > Dcrit, on the other hand, it will become unstable leading to its rupture at a breakup
time tbreak. The critical diameter can be obtained by imposing τs = τt:
Dcrit =
(
12σ
βρ
)3/5
−2/5 (4.33)
Martı´nez-Baza´n et al. [122] postulated that droplets with a diameter greater than Dcrit will
experience breakup events at a time which is inversely proportional to differences between
the gradient of pressure due to turbulent fluctuations acting on the surface of droplets and the
restoring pressures caused by surface tension:
tbreak ∝ D
ubreak
=
D√
∆u2(D)− 12σ/ (ρD)
(4.34)
where ubreak is the characteristic velocity of the droplet breakup process. Finally, the breakup
frequency ωstoch can be calculated from:
ωstoch(,D) =
1
tbreak
= Kg
√
β(D)2/3 − 12σ/ (ρD)
D
(4.35)
where a value ofKg = 0.25 was determined experimentally in the case of air bubbles immersed
in turbulent water jets. This constant is the only fitting parameter in the stochastic breakup
model which is subject to modifications when adopted in the present investigation.
4.6.2 Stochastic Breakup Models in the Context of LES
In the field of LES, the deterministic breakup models have not gained popularity as they are
suitable mainly to RANS computations. There have not been many attempts which investi-
gate the atomisation of droplets using LES calculations, but Apte et al. [7] are among a few
which developed a stochastic model for LES of atomising spray. The model is based on Kol-
mogorov’s discrete model which is rewritten in the form of Fokker-Planck equation to formu-
late the probability of size of daughter droplets. The stochastic breakup model developed by
Jones and Lettieri [85] is adopted and further developed in the present work. A Monte Carlo
trajectory integration is used to reproduce the influence of unresolved velocity fluctuations on
the secondary breakup of droplets. The adopted breakup model has been validated with the
experiment of Park et al. [144] and the measurement of Hiroyasu and Kadota [75].
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The present breakup model is introduced in order to reproduce droplet generation through pri-
mary and secondary breakup processes emerging from pressure-swirl atomisers. The purpose
of this model is to achieve a good prediction of the breakup of droplets without considering
all the physically complicated phenomena involved in the primary breakup, i.e., formation of
conical sheets through pressure-swirl nozzles, disintegration of liquid film into ligaments and
eventual formation of first large droplets. In addition, the primary breakup process is not fully
understood and requires further investigations to provide an accurate model. It is therefore
sensible for the present work to introduce the breakup model capable of reproducing droplet
characteristics such as number density and mean diameters at a certain axial distance where the
actual atomisation process completes.
4.7.1 Statistical Description of Droplet Breakup
As discussed in Sec. 3.1.3, droplet breakup processes are statistically treated through the con-
ditional Lagrangian rate of change of the droplet number, ˙N , appearing in Eq. (3.2). His-
torically, a distribution function, i.e., P (D,V ;x, t)dDdV dx, can be defined to represent the
probable number of droplets with diameters in the range (D < D′ < D + dD), located within
the spatial range (x < x′ < x + dx), with a velocity range (v < v′ < v + dv) at time t.
In the present work, each stochastic parcel contains a given number of droplets, Nstoch, and
the variation in the droplet number is assumed to arise only through droplet fragmentation
(breakup). A Boltzmann-type transport equation, usually referred to as the population balance
equation (PBE), can be formulated to represent the temporal and spatial evolution of the distri-
bution function, P . There have been numerous studies in which the PBE is applied to describe
droplet fragmentation, e.g., Martı´nez-Baza´n et al. [122, 123] and Lasheras et al. [100]. More
information on the PBE can be found in the recent review paper of Rigopoulos [170].
In the present work, a Monte-Carlo trajectory integration is employed to reproduce the
influence of the deterministic contribution and sgs fluctuations on the breakup of droplets.
Each droplet fragmentation is described in a statistical manner using a discrete Poisson process
while the size of the daughter droplets is determined by a probabilistic model used to yield the
pdf of daughter droplet diameters depending on the properties of the turbulent gaseous flow.
Following the approach in [100], the rate of change of the number density of droplets, ˙N , only
due to fragmentation can be modelled as:
˙N =
∫ ∞
D
m (D0) f (D,D0)ω (,D0)n (D0, t) dD0 − ω (,D)n (D, t) (4.36)
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where m (D0) is the mean number of droplets resulting from the fragmentation of a mother
droplet of size D0, f (D,D0) is the size distribution of daughter droplets produced upon the
breakup of a mother droplet of size D0, ω (,D0) is the breakup frequency of droplets of size
D0. The physical meaning of Eq. (4.36) is the sum of the birth rate of droplets of sizeD formed
from the breakage of droplets larger than D and the death rate of droplets of size D due to their
further disintegration into smaller ones. In order to solve Eq. (4.36), suitable closure models
in the breakup problem must be provided. They are responsible for modelling the breakup
frequency, ω (,D), the pdf of daughter droplet sizes, f (D,D0), and the expected number of
daughter droplets, m (D0), respectively. The individual treatment of the fragmentation param-
eters is explained in the following.
4.7.2 Deterministic and Stochastic Breakup Frequency
According to Coulaloglou and Tavlarides [35], the breakup of a droplet of size D is defined as:
ω (,D) =
1
tbreak
∆N (D)
N (D)
(4.37)
where tbreak is the breakup time, N (D) is the total number of droplets of size D and
∆N(D)
N(D)
is the fraction of droplets experiencing fragmentation. In order to take into account the sgs
contribution to the droplet breakup, the present breakup model is decomposed into two terms:
ω (,D) = ωdet(D) + ωstoch(,D) (4.38)
where ωdet is the deterministic component of the breakup frequency which is an inverse function
of the low Weber number breakup time, i.e., Eq. (4.21), and it is given by:
ωdet(D) =
1
pi
√
8σ
ρl (D/2)
3 (4.39)
The stochastic formulation ωstoch, which is used to represent the effects of sgs fluctuations on
the droplet breakup, is computed using Eq. (4.35). The total (i.e., deterministic + stochastic)
breakup frequency can now be written as:
ω (,D) =
1
pi
√
8σ
ρl (D/2)
3 +Kg
√
β (D)2/3 − 12σ/ (ρD)
D
(4.40)
The stochastic component of the breakup frequency contains the rate of dissipation of kinetic
energy  which requires a reliable knowledge. In the context of LES, it can be obtained from
 = 2 (v + vsgs) S˜ijS˜ij where S˜ij is the filtered strain tensor.
The variation in the deterministic and sgs breakup frequencies as a function of droplet sizes
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is presented in Fig. 4.8 with the properties of methanol under the turbulent conditions of in-
terest in Chapter 6. It can be observed that there is a rapid increase in the magnitude of the
deterministic component as the droplet diameter decreases. The smallest droplets, however,
may not experience fragmentation as the critical diameter below which droplets become stable
is determined using Eq. (4.33) in the present work. The critical diameter shown in the figure is
given as only one of many possibilities depending on the properties of the turbulent gas flow.
The stochastic breakup frequency is zero below the critical diameter and increases dramatically
until it reaches a maximum value. The diameter for which the stochastic breakup frequency is
at its peak is a function of only the critical diameter, i.e., Dωmax = 1.63Dcrit [122]. Then, the
breakup frequency decreases monotonically with respect to the droplet diameter. With increas-
ing the rate of dissipation of kinetic energy, , furthermore, the critical diameter decreases while
the breakup frequency grows in its magnitude; this means the greater likelihood of droplets to
experience fragmentation.
0.0E+00
2.0E+05
4.0E+05
6.0E+05
8.0E+05
1.0E+06
0 Dcrit 20 40 60 80 100
ω
d
e
t 
[1
/s
]
D [µm]
(a)
0 20 40 60 80 100
0.0E+00
5.0E+04
1.0E+05
1.5E+05
2.0E+05
2.5E+05
ω
s
to
c
h
 [
1
/s
]
D [µm]
(b)
Figure 4.8: Variation (a) in the deterministic breakup frequency and (b) in the stochastic breakup fre-
quency versus droplet diameter. Red arrow indicates the increasing trend in the rate of dissipation of
turbulent kinetic energy ()
4.7.3 Probability Density Function (PDF) of Daughter Droplet Sizes
In the case of bubbly flows, the probability of binary bubble breakup is high (close to or even
higher than 95%) according to the experimental results of Hesketh et al. [74] and Andersson
and Andersson [5]. For liquid droplets, in contrast, multiple fragments are more often observed;
the probability of binary droplet breakup is less than 40% [5]. In spite of that, binary droplet
breakup can still be assumed for the following reason. Unlike the breakage of bubbly flows
through which the size of daughter bubbles is unequally formed, the most frequent outcome
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resulting from droplet breakup events is found to be two equal-sized droplets and a satellite
droplet with a small fraction of the initial volume of mother droplets. In fact, the two main
droplet fragments contribute on around 96% of the total volume of their mother. It is therefore
reasonable to assume binary droplet breakup in the current work.
Based on energy principles, Martı´nez-Baza´n et al. [123] proposed a statistical model to
determine the probability density function of the size of daughter particles resulting from the
fragmentation of a mother bubble immersed in a turbulent water flow. The model assumes
a mechanism of binary droplet breakup leading to daughter droplet diameters D1 and D2 =
D0
[
1− (D1/D0)3
]1/3
when a mother droplet with its size of D0 undergoes fragmentation.
The probability density function of the daughter size can be written as follows:
f ∗(D∗) =
[
D∗2/3 − Λ5/3] [(1−D∗3)2/9 − Λ5/3]∫ D∗max
D∗min
[D∗2/3 − Λ5/3]
[
(1−D∗3)2/9 − Λ5/3
]
dD∗
(4.41)
where D∗ = D1/D0 and Λ = Dcrit/D0. The critical diameter, Dcrit = [12σ/ (βρ)]
3/5 −2/5,
simply represents the diameter of the largest droplet which will not undergo any fragmentation
under the turbulent action of the flow. However, Martı´nez-Baza´n and others [124] reviewed
the model for the daughter size pdf and suggested the corrected version which satisfies the
volume-conserving condition as:
f ∗(D∗) =
D∗2
[
D∗2/3 − Λ5/3] [(1−D∗3)2/9 − Λ5/3]∫ D∗max
D∗min
D∗2 [D∗2/3 − Λ5/3]
[
(1−D∗3)2/9 − Λ5/3
]
dD∗
(4.42)
A comparison of the daughter size pdf obtained from Eqs. (4.41) and (4.42) under different
turbulent conditions, i.e.,  = 10000 m2/s3 and  = 100000 m2/s3 respectively, is shown in Fig.
4.9. The difference becomes obvious when increasing ; the corrected pdf model leads to
higher probabilities around the equally-sized daughters (D∗ ≈ 0.8) while the old daughter size
model seems to result in bigger values over a wider spectrum of D∗, especially the first half
of the range of D∗. The change over the shape of the daughter size pdf due to the revision
correctly corresponds to the aforementioned experimental finding that the highest probability
for the two equal-sized droplets emerging from liquid fragmentation is observed.
4.7.4 A discrete Poisson distribution - breakage probability and distribution
In the experimental work of Maaß and Kraume [119], where the breakup of a single droplet in
a single drop breakage cell is studied, the breakage probability and the number distribution of
breakup events over the mean breakage time under various droplet sizes and turbulent condi-
tions are measured. The assessment of the breakage probability, which is defined as the ratio of
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Figure 4.9: The daughter droplet size pdf with ρ = 787.24 kg/m3, σ = 0.023552 N/m2 and D0 = 80 µm
(dashed lines = old pdf and solid lines = new pdf )
the number of droplets experiencing fragmentation to the total number of injected droplets with
a given diameter, reveals that mother droplets with increasing their diameters have a general
trend towards a higher probability of undergoing breakup events. It is observed that there are
always mother drops, regardless of their initial sizes, which do not break into smaller ones. In
addition, a detailed analysis of the breakage distribution reflects that the unequal distribution
of breakup events over the arithmetic average breakup time is observed. A β-distribution was
found to be the best fit amongst others such as a normal or a log-normal distribution, but more
experimental studies are required to provide more definite relations between fitting parameters
and experimental conditions such as droplet diameters, turbulent conditions, etc.
In the present work, a discrete Poisson distribution with its mean equivalent to the computed
fragmentation frequency of each droplet is used in order to add random deviates in the expected
droplet lifetime. The Poisson distribution demonstrates the probability of a given number of
events occurring in a fixed interval of time providing that these events occur with a known
average rate and do not depend on the last event [70]. A discrete random variable X which has
a distribution in the following form:
f(λ; k) = P (X = k) =
λk
k!
e−λ, k = 0, 1, .... (4.43)
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is said to follow a Poisson distribution with a mean of λ. Its cumulative form reads:
P (X ≤ k) = e−λ
[k]∑
i=0
λi
i!
(4.44)
Figure 4.10 shows the density function of the Poisson distribution with a mean of unity
as well as its cumulative function. As can be seen in the figure, the Poisson distribution with
λ = 1 provides a value of zero which mimics the possibility of mother droplets experiencing
no breakup events and integer values between one and seven to have the unequal distribution
of breakup events around the mean breakup time. Sampling is carried out using a rejection
method to make integer-valued outputs as recommended in [158].
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Figure 4.10: (a) Density function of the Poisson distribution with λ = 1 and (b) its cumulative form
4.7.5 Grouping Technology
In the case of flows with complex geometries, it is quite challenging to achieve a computational
domain with the control volumes equally distributed among all the used processors when using
structured, multi-blocked grid cells. In BOFFIN-LES, however, computational times spent for
gas-phase flows do not suffer from any severe load-imbalance as the computation of chemical
reactions (i.e., the largest time consumption in the code) is passed over to other blocks where
there is no reaction taking place via Message Passing Interface (MPI). The Lagrangian particle
tracking method, however, may lead to the varying number of droplets; the highest spray num-
ber density near the injector and zero droplet concentration in many blocks far away from the
core of the spray. As a consequence, a huge increase in the computational time can be faced
especially when breakup models producing many daughter droplets are adopted (resulting in
around 5 million droplets in the case under consideration).
A grouping technology is introduced in order to overcome the load-imbalance caused by
differences in the number of droplets across each computational domain. A group of physical
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droplets (Nstoch = 1) which is located at the same control volume and has a certain range
of diameters determined using a prescribed threshold is combined into a stochastic parcel
(Nstoch > 1). The new location of the parcel is updated according to a mass-weighted av-
eraging from individual droplets in the size bin. The diameter of the newly-formed parcel with
an increase in the number of droplets Nstoch is calculated by conserving mass. The velocity
components and temperature are assigned to the parcel by conserving momentum and enthalpy
respectively.
The minimum diameter above which no grouping is conducted was determined to be 20
µm as there is a rapid increase in the number of droplets with diameters below 20 µm when
the breakup model is used to represent the atomisation process in the pressure-swirl atomiser
under investigation. The width of the size bin was set to be 4 µm because using a smaller
value did not reduce the total number of droplets considerably and hence no improvements in
the computational speed were achieved. In order to validate the use of this grouping method,
the following two cases, one without the grouping technology and another with that used,
are compared. Figure 4.11 represents a comparison of the droplet size pdfs achieved from
the two testings. It can be easily noticed that introducing the grouping method to improve
the computational speed does not alter the shape of the pdf of droplet diameters significantly.
All the numerical results which will be discussed later on are therefore computed using this
grouping procedure.
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Figure 4.11: pdf of droplet sizes (a) without grouping and (b) with grouping
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In this chapter, a statistical approach for the simulation of droplet secondary breakup has been
formulated. The fundamental aspects of the ultrasonic atomiser which is of interest in this work
have been discussed in terms of the physical mechanism involved in the formation of the fine
spray and the empirical correlations which are applicable to set the initial properties of droplets
formed on the vibrating surface. The existing models developed for the complex phenomena
including primary atomisation of liquid sheet, secondary breakup and drop deformation are
summarised while it was highlighted that the influence of drop deformation on drag coefficient
should not be underestimated even for low Weber number flows. The proposed stochastic
breakup formulation is an improved version of the previous model in terms of the deterministic
breakup frequency, the daughter droplet size pdf and the determination of the expected drop life
time through the discrete Poisson process. The improvement was made to simulate the global
behaviour of the spray emerging from pressure-swirl atomisers operated at low pressure.
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5 Large Eddy Simulation of a Methanol/Air Spray Flame
with Ultrasonic Atomiser
The purpose of this chapter is to conduct LES simulations of a turbulent spray flame with mul-
tiple length and time scales involving chemical reactions and interactions between gas phase
turbulence and evaporating droplets. The predictive capabilities of the LES code with ma-
jor improvements regarding liquid phase modelling are validated by predicting the turbulent
flame structures of an experimental burner [92]. The spray flame configuration studied in the
present paper has also been the subject of a previous numerical study [14], where a Reynolds
averaged approach was adopted with a Reynolds stress transport equation model being used
in conjunction with a probability density function (pdf ) equation method. Account was taken
of droplet evaporation and two-way coupling of mass and momentum exchange. It appears,
however, that the present work represents a first attempt at applying LES to the configuration
under consideration.
The structure of the present chapter is as follows. First, a brief description of the experimen-
tal apparatus investigated in this research is given. The preliminary findings obtained from a
simplified computational domain are presented and discussed in detail. Next, several issues ad-
dressed in the preliminary investigation are tackled by implementing a number of improvements
such as the quality of numerical grids, the use of a more comprehensive methanol oxidation
model and a better geometrical representation of the experimental configuration. Concluding
remarks are made in the last section.
5.1 Experimental configuration
The experimental burner is a canonical turbulent methanol/air spray flame designed by Karpetis
and Gomez [92]. The two main aspects guiding to obtain the required flame structures are (1)
to maximise the level of turbulence, counteracting the inevitable relaminarisation of the gas
due to the high temperature of combustion products and (2) to minimise the influence of the
droplet initial conditions on the surrounding. The configuration used to achieve these goals is
shown in Fig. 5.1. The liquid fuel, methanol, is fed into the burner housing using a commercial
ultrasonic atomiser (Sono-Tek). This device can produce fine droplets (≤ 100 µm) and disperse
them at minimal velocity. The drops are carried upwards by air through a number of primary
holes. Furthermore, around 4% of the total air flow rate is diverted around the atomiser in
order to carry the drops past its tip and create a small region of recirculation where the flame
is attached. The optimal locations of the primary air supply (Q˙1 in Fig. 5.1) were decided by
a trial and error procedure in order to maximise turbulence levels and droplet dispersion at the
burner exit. The presence of the contraction section brings a reduction in the burner diameter
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to D = 12.7 mm and thus leads to an increase in the Reynolds number at the exit.
(a) (b)
Figure 5.1: (a) A schematic diagram of the methanol spray burner and flame structures and (b) the flame
holding within the burner housing (taken from [92])
In the experiment, two methanol spray flames with Reynolds numbers based on cold con-
ditions of 21,000 and 28,000 are examined and referred to as flame I and II respectively; in
the present work, only flame I is examined. The total mass flow rates of air and methanol
are 1.6×10−3 kg/s and 8.5×10−5 kg/s respectively. The measurements are performed at 0.1D,
0.5D and at every half burner exit diameter thereafter up to 6.5D in the axial direction. Phase
Doppler Anemometry (PDA) is used to measure spray properties, i.e., droplet number den-
sity and size and velocity statistics. Chemiluminescence imaging and Raman spectroscopy are
adopted to obtain the spray flame images and the gas phase temperature respectively.
5.2 Preliminary Examination
In what follows, the preliminary results of the methanol spray flame are discussed and presented
including the argumentation published in the recent work of Jones et al. [87].
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5.2.1 Numerical investigation
The in-house CFD code (known as BOFFIN-LES) [83] is based on the use of a block-structured,
parallel, pressure-based flow solver with a low-Mach number, variable density approximation.
The gas phase reaction of methanol and air is represented by a reduced reaction mechanism in-
volving 14 reaction steps and 18 chemical species [115] and gas phase sgs turbulence-chemistry
interactions are described by the stochastic fields/sgs-pdf equation method. Eight stochastic
fields are used.
As shown in Fig. 5.2, the computational domain consists of the burner housing and the
combustion chamber which extends 33D and 16D in the axial and radial directions respectively
with a total number of about 1 million cells and 92 blocks. There are 36 computational cells
covering the exit of the burner housing (or burner exit). A finer grid resolution with the smallest
cell size of 0.17 mm is applied in the region close to the burner exit where the rapid mixing
of air and fuel vapour occurs. The grid size then expands both axially and radially with a
maximum expansion ratio of 1.1 and the size of the largest cells becomes 5.2 mm close to the
exit boundaries. The inlet velocity through 24 primary air supply holes is set to 8.12 m/s while a
small fraction of air with its velocity of 0.42 m/s is diverted around the atomiser tip matching the
total mass flow rate of air provided in the experimental work. The initial gas phase temperature
through all holes and across the entire domain is estimated to be 293 K. Non-reflecting outflow
boundary conditions are applied at the exit plane of the computational domain and free slip
conditions are used along the sides of the combustion chamber. The injected particle velocity
and temperature are 0.325 m/s and 293 K respectively. The flame is ignited using 4 sparks as
an enthalpy source to the gas phase within the burner housing.
To approximate the pdf of drop diameter, the following procedure was adopted. As dis-
cussed in Sec. 4.2.1, technical data sheets provided by Sono-Tek Corporation [47] show that
the typical pdf of drop size for water follows a log-normal distribution with the number median
drop size of 32 µm and the standard deviation of 0.6. The correlation, i.e., Eq. (4.2), is used
to reproduce the likely pdf of methanol drops. Figure 5.3 represents the estimated cdf and pdf
of methanol droplets as well as the computational points through which discrete elements are
introduced. The number median diameter for methanol is calculated to be 23.45 µm and the
standard deviation of water is retained. In order to approximate the spatial distribution of drops
across the injection plane, 5000 injection points are prescribed. At each computational time
step, droplets are injected randomly at the prescribed points satisfying the overall mass flow
rate of liquid.
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Figure 5.2: An image of computational grid used across the domain with a detailed view close to the
burner exit
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Figure 5.3: (a) The likely cdf (F(D)) and pdf (f(D)) of methanol droplets and (b) the computational
injection points
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5.2.2 Results and Discussion
The simulation was conducted with a time step of 1.0 µs. A flow-through time corresponds to
0.0213 s knowing that the bulk velocity and the length of the geometry under consideration are
20 m/s and 0.426 m respectively. 90,000 time steps (0.09 s) corresponding to 4.2 flow-through
times were initially run in order to remove disturbances induced by the initial conditions. All
the statistical results presented here were collected over another 80,000 time steps, i.e., 3.8
flow-through times.
General Features and Droplet Behaviour
Figure 5.4 presents a contour plot of the instantaneous temperature field with a typical snapshot
of individual droplets in order to provide an overall impression of the predicted spray flame
structure. The flame attachment to the atomiser tip can be observed and it extends through the
contraction section. At the burner exit, a dense column of evaporating droplets is surrounded
by a thick envelope flame corresponding to external group combustion. In the upper part of the
flame structure, the flame expands slowly in the radial direction and eventually transforms into
a turbulent brush flame.
The spray properties such as the droplet number density, D10 and the pdf of drop size are
discussed first as the present configuration is very sensitive to droplet concentrations. Figure 5.5
presents a comparison of the simulated droplet number density and D10 against measurements
just above the burner exit (z/D = 0.1). The computed number density exhibits under-predictions,
but falls within the range of experimental errors which are as large as 30% [91] while there is
an excellent agreement for the average droplet size.
Figure 5.6 shows a comparison between the simulated and measured pdf of drop size at
z/D = 0.1 and z/D = 3.5 along the centreline of the flame. The computed pdf of particle size
at z/D = 0.1 shows a minor shift towards the smaller size, but is very similar to that specified
at the injector. This suggests that the particles travelling within the burner housing may well
experience saturation at their surface; the evaporation rate of droplets thus decreases to zero.
The simulated droplet size pdf is in general satisfactory.
Gas Phase Velocities
The measured gas velocity statistics are represented by the smallest drops below 8 µm while the
simulated gas velocities together with those computed by considering all droplets smaller than
12 µm are presented. The increase in the size cut-off used as gas tracers is necessary from the
numerical point of view to enlarge the sampled population. This increase is justifiable because
differences in the average velocities using either 8 µm or 12 µm are found to be minimal.
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Figure 5.4: A contour plot of the instantaneous temperature field with droplet motions as well as a close
look of the flame structure in the burner housing
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Figure 5.6: The pdf of droplet size along the centreline of the flame
Radial profiles of the mean axial velocities are presented in Fig. 5.7. The overall features
such as a distinct depression along the centreline of the flame due to the heavy loading of
particles and decelerations of the gas in the axial direction as a result of the jet spreading are
well captured from LES simulations. At z/D = 0.1, the predicted droplet axial velocities along
the centreline of the flame agree well with experimental data while differences tend to increase
away from the centreline. This error is likely to be a result of low droplet concentrations leading
to a small number of statistical samples at a given time of the simulation. Nevertheless, it is
questionable whether the velocity statistics of small drops can actually be ascribed to those of
the gas in the region where the velocity field fluctuates considerably. In the upper part of the
flame, the magnitude of the simulated droplet velocities is close to the computed gas velocities
as well as the measured velocities obtained using gas tracers since particles have enough time
to adjust to slow decelerations of the gas. On the other hand, the computed gas velocities show
a considerable difference compared with the measured axial velocity away from the centreline
in the lower part of the flame.
Figure 5.8 shows the measured and simulated radial velocities. The computed radial veloci-
ties of the smallest drops are again in excellent agreement with those measured experimentally,
in contrast the predicted gas phase velocity shows a very different distribution. The numeri-
cal work of [14] also reveals that the smallest particles are not suitable to represent the radial
velocity components of the gas. The use of small droplets as gas tracers is often justified by
Stokes number considerations. The Stokes number is defined as the ratio of the characteristic
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Figure 5.7: Radial profiles of the mean axial velocities
time of a droplet and a characteristic flow time, i.e., St = τd
τg
=
ρlD
2
p
18µg
1
τg
. In order for particles
to closely follow the gas, the particle response time should be much smaller than the smallest
time scale of the flow, typically St 1.0 [172]. In the experiment, the largest Stokes number
for an 8 µm droplet is estimated to be close to unity [92]. Seeding particles with diameters
between 1 and 12 µm were injected and tracked to study the variation of Stokes number. The
Stokes number of 1 µm particles had a maximum of 0.01 near the burner exit whilst that of
12 µm particles was between 3 and 4 at the same location. Beyond the burner exit, the Stokes
numbers of all the tracked particles tend to decrease with axial distance falling to values well
below 1.0. Therefore, the smallest particles are more capable of following the gas flow along
the upper part of the flame.
Gas Phase Temperature
Figure 5.9 presents a comparison between radial profiles of the simulated and experimental av-
erage gas temperature. The peak gas temperature of around 1650 K is obtained both from LES
and experiment. However, there is a large discrepancy between the numerical results and the
experimental data. The radial profiles of the simulated gas temperature (z/D ≤ 2.0) show a de-
pression with values of around 1300 K along the centreline of the flame while all the measured
profiles are bell-shaped with a maximum value of 1650 K at the centreline. The depression
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Figure 5.8: Radial profiles of the mean radial velocities
along the centreline has also been reproduced in the simulation of [14]. In the upper part of
the flame, the gas temperature profiles are over-estimated at all axial locations. Furthermore,
the mean temperature from the LES tends to decrease towards the shear layer of the flame and
reach the atmospheric temperature. This decreasing trend is not observed experimentally be-
cause the technique used therein cannot measure gas temperatures with accuracy below about
600 K [91].
It is possible that the discrepancy between the results obtained from LES simulations and
experiment may be attributable to experimental uncertainty. The Raman thermometry used
measures the gas temperature through an averaging technique conditioned on the absence of
drops. To make the effects of this conditional average on accuracy of the temperature measure-
ment visible, contour plots of the instantaneous temperature field together with droplet motion
close to the burner exit and further downstream are shown in Fig. 5.10. In the vicinity of
the burner exit, the flame is located away from the dense column of drops and the conditional
averaging technique will reject most of the laser pulses that are interfered by the presence of
drops. The locations of the heavy loading of particles are found to oscillate considerably in
the radial direction and the Raman technique captures a moment when the maximum tempera-
ture is situated along the centreline of the combustor. Further downstream, the flame opens up
and develops into the turbulent brush flame with separate burning regions. In contrast to the
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Figure 5.9: Radial profiles of the mean gas temperature
behaviour of particles near the burner exit, they are carried by the large corrugated flame struc-
tures. This means that the conditional averaging will lower the gas temperature in the upper
part of the flame.
Figure 5.10: Contour plots of the instantaneous temperature field with the corresponding droplet field
(a) in the vicinity of the burner exit and (b) in the upper part of the flame
The conditional gas temperature technique used in the experiment has been mimicked by
placing 21 probe volumes with a diameter of 600 µm at z/D = 0.1. No computational probes
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were located in the upper part of the flame because of the significant reduction in the droplet
number density in this region. Figure 5.11 represents the simulated pdf of unconditional and
conditional gas temperatures at the centreline of the flame. The pdf of unconditional tempera-
ture shows its maximum at around 1250 K while the conditional measurement results in a shift
of its maximum pdf towards the higher temperature. The mean unconditional and conditional
temperatures are found to be about 1300 K and 1450 K respectively at the centreline of the
flame.
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Figure 5.11: The pdf of unconditional and conditional gas temperature at the centreline of the flame
Liquid Phase Velocity Statistics
Figure 5.12 shows radial profiles of the average axial velocity for all droplet sizes at several
measurement points. In general, the spray axial velocities from LES simulations agree well
with those obtained from measurements at all axial positions, indicating that the gas phase
velocity fields are well reproduced in the present work. A dip along the centreline of the flame
at z/D = 2.0 is still observed because the rate of spreading of the jet may be under-estimated.
The droplet size and velocity correlations along the centreline of the flame are presented
in Fig. 5.13 to verify the particle dispersion model used in the current work for different drop
sizes. At the burner exit, the axial velocity of the smallest particles (< 12 µm) is close to
that of the gas phase, but shows that larger particles in the size width are less responsive to
gas fluctuations. With increasing the axial distance, the difference in the velocity is minimal
regardless of the droplet diameter. The computed droplet size-velocity correlation is found to
be very close to measurements [91].
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Figure 5.12: Radial profiles of the mean axial velocities for all droplet sizes
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Figure 5.13: Droplet size-velocity correlations along the centreline of the flame
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5.2.3 Preliminary Remarks
In this preliminary investigation, a turbulent methanol spray flame is studied with the aid of
LES. The Eulerian stochastic field method coupled with a reduced reaction mechanism involv-
ing 14 reaction steps and 18 reactive species are adopted to describe the turbulent combusting
gas phase and particle dispersion and evaporation are described in a fully coupled Lagrangian
formulation. A reasonably accurate way of estimating the pdf of drop size produced by the
particular atomiser is proposed in spite of a lack of experimental information. An analysis of
the Stokes number of the small particles suggests that 8 to 12 µm particles do not adequately
’follow’ the gas flow, especially in the region close to the burner exit. The agreement in the
maximum gas temperature at the burner exit is a good indication over the suitability of the
implemented evaporation model liberating enough amount of the fuel vapour within the burner
housing. The reproduction of gas temperature measurements conditioned on the absence of
droplets confirms the presence of a depression in the temperature field along the centreline of
the flame. However, it is still uncertain if the large discrepancies further downstream are due to
experimental uncertainties or necessitate a further improvement in computational models. The
current droplet dispersion model reproduces the spray velocities very accurately.
5.3 A Further Investigation to Improve Flame Structures
The preliminary results presented in the previous section are found to be quite satisfactory in
many aspects, confirming the predictive capabilities of the LES code when applied to turbulent
two-phase flames. A further investigation, however, appears to be of value since the structure
of the spray flame in terms of gas temperatures along the second part of measurement locations
is not well predicted. Several improvements are thus made which, as a consequence, may better
characterise the flame structure.
5.3.1 Improvements
Representation of Atomising Surface
The geometrical representation of the ultrasonic atomiser within the burner housing is improved
in order for the recirculation zone around the atomising surface to be modelled in a more
accurate manner. The role of this recirculation in the development of premixed conditions was
reported to be essential in obtaining the flame attachment to the atomiser tip [92]. As shown
in Fig. (5.14), the updated computational domain now includes the physical geometry of the
atomising surface which is the key feature for the anchoring of the spray flame. The atomiser
tip under investigation has a conical shape, but is simplified as a flat surface with droplets being
injected at angles normal to the conical surface. Within the burner housing, a finer resolution of
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computational cells with a minimum size of around 0.1 mm is applied in order to better capture
the formation of this non-premixed flame. In addition, another local refinement is made along
the upper part of the flame where the preliminary results have shown the large differences in
the prediction of gas temperatures in comparison to the measured profiles. The entire domain
comprises a total number of 2 million computational cells and 227 blocks.
Figure 5.14: A representative plot of the resolution of refined grids in the vicinity of the atomising
surface
Influence of Chemical Kinetics and Sub-grid Mixing
Next, the effects of using a more comprehensive reaction mechanism developed by Li et al.
[108] upon the features of this spray flame are examined. One of the disadvantages of the
reduced kinetics model of Lindstedt and Meyer [115] is that the predicted profiles of some
intermediate species such as CH2O and CH3 are in considerable disagreement with measure-
ments (e.g., flow reactor [140] and premixed flames [198]). During the oxidation of oxygenated
hydrocarbon species, CH2O plays a major role as almost all of the carbon atoms in methanol
are oxidised through a path including CH2O [73]. The oxidation of CH2O is thus of great
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importance to correctly model methanol oxidation. In the work of Li et al., good agreement of
the predicted profiles of CH2O was achieved against measurements because a set of the most
recent rate constants for its elementary reactions were implemented.
Lastly, the influence of the sub-grid mixing on the fluctuating behaviour of gas temperature
fields is investigated. There are two model parameters that directly determine the sub-grid
contribution, namely the number of stochastic fields and sgs mixing time scale via Cd. Through
a comparison of model predictions using 8 and 16 stochastic fields for Sandia Flame D [136]
and auto-ignition phenomena [88], it has become a standard procedure to use 8 stochastic
fields which were found to be sufficient to capture the influence of sgs fluctuations on the
filtered scalars. In the work of Jones and Prasad [89], the effects of the sub-grid mixing were
studied for Sandia Flame F and no significant changes on the simulated temperature profiles
were observed. However, it is still worthwhile to check that the LES results are insensitive to
the choice of the value of Cd because there has been no previous sensitivity analysis of this
time constant for turbulent spray flames.
Table 5.1 presents a set of three different test cases carried out in the interest of comparison
of the influence of the improvements mentioned above on the structure of the spray flame.
Additionally, Case I with the use of 1 stochastic field is considered in order to study the effects
of the pdf method on the flame structure. For the purpose of comparison of the predicted
results with those from the preliminary study, Case IV is that simulated during the preliminary
investigation.
Table 5.1: A summary of three different test cases carried out in the further investigation together with
the preliminary simulation (referred to as Case IV)
Cases No. of stochastic fields Cd Reaction Mechanism
Case I 1 field no sgs model Li et al.
Case II 8 fields 2.0 Li et al.
Case III 8 fields 1.0 Li et al.
Case IV 8 fields 2.0 Lindstedt and Meyer
5.3.2 Results and Discussion
In the following, the predicted results from LES calculations are discussed in depth. Firstly, the
impact of the sgs chemistry modelling for this particular configuration is analysed through a
comparison of the model predictions using 1 and 8 stochastic fields, i.e., Case I and II, respec-
tively. The numerical results obtained from Case II and III are compared against measurements
in order to examine if the structure of the flame is better characterised with such improvements
mentioned previously. In addition, radial profiles of the time-averaged and rms quantities are
presented and discussed here.
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Effects of Stochastic Field Method
Figure 5.15 represents two different series of snapshots of the instantaneous gas temperature
fields obtained from LES calculations with the use of 1 and 8 stochastic fields, respectively.
In the limiting case of single stochastic field, the stochastic and micro-mixing terms appearing
in Eq. (2.48) are omitted, i.e., no sub-grid closure for the unknown interaction between turbu-
lence and chemistry. It can be easily noticed that the development of the spray flame within
the burner housing is not reproduced using 1 stochastic field. The initial formation of the spray
flame is observed in the region close to the atomising surface. Through the contraction section
into the measurement field, however, flame extinction occurs and the structure of the flame cor-
responding to external group combustion is not achieved. On the other hand, the spray flame
predicted using 8 stochastic fields remains anchored at the atomiser tip and extends outwards
in the radial direction where the stoichiometric burning takes place. As a result of the contrac-
tion where the level of turbulence is enhanced due to a decrease in the burner diameter, the
spray flame then appears to behave like an envelope flame surrounding a high-loading central
core of the spray close to the burner exit. In order to achieve the development of the spray
flame in this particular configuration, it is essential to correctly predict the enhanced interac-
tion between turbulence and chemical reaction along the contraction. Thus, it can be said that
the pdf approach in conjunction with the stochastic field method is crucial for modelling the
structure of the turbulent spray flame, at least in the configuration of interest in this work. To
further support this argumentation, the numerical investigation of Prasad et al. [157], in which
turbulent auto-ignited methanol spray flames were studied, can be considered. They observed
that the auto-ignition sequence is not captured or delayed, depending on the fuel loading, in the
LES calculations obtained from the application of 1 stochastic field while the decreasing trend
in lift-off heights with increasing the fuel loading was well captured using 8 stochastic fields in
comparison to the experiments. It can therefore be argued that the numerical predictions using
1 stochastic field are case sensitive (in other words, its results may depend on the level of inter-
action between turbulence and chemistry) while the sgs-pdf method provides reliable solutions
over a range of different flow conditions. Moreover, the statistical results obtained from the use
of single field should not be considered as a representation of the flow field because no closure
for the influence of the sub-grid velocity fluctuations on the scalar quantities is employed.
Influence of Improvements
The influence of further improvements made in Case II and III on the general features of the
spray flame is examined through a quantitative comparison of the predicted statistics with ex-
perimental database. The numerical results obtained from the preliminary investigation are also
presented in order to clearly show if any changes in model predictions are achieved (note that
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Figure 5.15: Snapshots of the instantaneous temperature fields obtained from 1 field (top) and 8 fields
(bottom). The black lines indicate iso-contours of the stoichiometric mixture fraction
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the preliminary results are referred to as Case IV in the upcoming figures). In Figs. 5.16 and
5.17, the predicted results are compared to the experimental results in terms of the mean axial
and radial velocity components. No apparent changes in the results are found; the magnitude
and the shape of the predicted velocities remain virtually identical. The mean velocity quanti-
ties are not discussed further here as the detailed comparison of the predicted results was made
in the preliminary investigation (Sec. 5.2.2).
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Figure 5.16: Radial profiles of the mean axial gas velocity
Radial profiles of the simulated fluctuating axial and radial velocity components are com-
pared in Figs. 5.18 and 5.19, respectively. The predicted fluctuating gas velocities obtained
from all the cases under consideration are presented while those computed by considering
droplets smaller than 12 µm only from the preliminary simulation are shown (recall that the
experimental gas phase velocities are represented by the smallest drops below 8 µm, as dis-
cussed in Sec. 5.2.2). For simplicity, the simulated statistics of the smallest drops from Case II
and Case III are not shown as they are found to be nearly identical to the preliminary results.
The computed and measured axial fluctuating velocity is higher in the vicinity of the burner
exit (z/D = 0.1) and shows a decreasing trend as the axial distance increases. The profiles of
radial velocity fluctuations exhibit a different tendency; there exists a depression along the cen-
treline and a considerable increase in the magnitude with respect to the radial direction. The
enhanced fluctuating behaviour of the gas is indeed observed, from both the LES simulations
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Figure 5.17: Radial profiles of the mean radial gas velocity
and the experiment, due to the contraction section within the burner housing. The large in-
homogeneity of velocity fluctuations appearing as a consequence of stretching of large scale
vortices through the contraction is well captured in all the LES simulations. Along the upper
part of the field of measurements, the irregularity in the profiles of both u′ and v′ becomes less
pronounced. Overall, the simulated profiles of velocity fluctuations match reasonably well with
measurements.
Figure 5.20 represents a comparison between the simulated and experimental time-averaged
gas temperature. This is the statistical quantity of interest in this further investigation. It is,
however, unfortunate to observe that the temperature field predicted in all the test cases does
not show any recognisable improvements in comparison to the preliminary results. Along the
second part of the measurement field (4.0 < z/D < 6.5), the gas temperature profiles are still
overpredicted. The influence of the comprehensive reaction mechanism on the structure of
the flame, in respect of the gas temperature, is therefore negligible for the configuration under
consideration. In addition, the finding from this investigation as well as from the previous work
[89], suggests that the sgs mixing constant, Cd, does not affect the evolution of the scalar fields.
As in the mean gas temperature, the profiles of the simulated fluctuating gas temperature
presented in Fig. 5.21 show a large underprediction, especially in proximity to the centreline.
The preliminary findings have suggested that the depression in the predicted mean temperature
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Figure 5.18: Radial profiles of the rms fluctuations of the axial velocity
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Figure 5.19: Radial profiles of the rms fluctuations of the radial velocity
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Figure 5.20: Radial profiles of the mean gas temperature
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Figure 5.21: Radial profiles of the fluctuating gas temperature
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is reasonable as the cooling of the gas occurs due to the evaporation of the dense spray travelling
along the centreline. This hypothesis was confirmed by the reproduction of the conditional
measurement technique used in the experiment. In the numerical work of Beishuizen and
Roekaerts [14], the depression in both the mean and fluctuating gas phase temperature has also
been observed. A noticeable improvement of their computed results towards measurements
was attained by mimicking the technique of conditional sampling.
5.4 Concluding Remarks
This chapter has addressed the performance of the pdf method with improvements in the com-
putation of droplet evaporation rates for the turbulent nonpremixed spray flame. It was high-
lighted, at least for this particular configuration, that the unknown interaction of turbulence
and chemistry must be accounted for as the development of the turbulent non-premixed flame
through the contraction section in the burner housing was not achieved in the LES simulation
using 1 stochastic field. The LES-pdf formulation was able to capture the main features of
this spray flame including the development of external group combustion in the vicinity of the
burner exit and its transform into separate burning islands. Furthermore, the simulated results
are found to be promising as the predicted results are in good agreement with measurements
for the majority of the measured quantities. In preliminary studies, the presence of the de-
pression in the gas temperature along the centreline of the flame was confirmed by mimicking
gas temperature measurements conditioned on the absence of droplets. On the other hand, the
large discrepancies in the gas temperature field along the upper part of the flame were observed,
leading to further studies. Considerable efforts have therefore been devoted to the investigation
of possible factors which may contribute to the improved results. In further investigations, the
influence of the grid refinement, the comprehensive kinetic model and the micro-mixing con-
stant on the evolution of the temperature field was examined. Despite such efforts, no apparent
improvement of the predicted results towards the measured gas temperature was achieved and
the cause of the large differences is still undetermined.
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6 Large Eddy Simulation of a Pressure-swirl Atomiser with
Stochastic Breakup Modelling
The aim of the present chapter is to deliver numerical investigations of an academic burner in
which a nonswirling air-assisted methanol spray is injected using a type of pressure-swirl atom-
isers. The experimental work of McDonell et al. [128, 129] is found to be a good candidate
for validation of stochastic breakup simulations since measurements given in the experiment
consist of the following cases: (i) isothermal case without spray where the choice of the com-
putational setup can easily be assessed, (ii) nonreacting spray case which does not possess a
strong interaction between the presence of a turbulent spray flame and droplets, meaning that a
more complete validation can be made only in terms of the stochastic breakup model, and (iii)
reacting spray case where the effects of the flame on spray atomisation can be analysed and the
applicability of the Eulerian stochastic field method can be confirmed for this particular spray
flame.
The first section of this chapter provides a brief introduction of the experimental config-
uration under consideration as well as a summary of measurement techniques used therein.
Details of the numerical arrangement including the computational domain and inlet/boundary
conditions are also explained. The second section can be divided into three parts. In the first
part, comparisons of the predicted results over isothermal data are made, discussing the quality
of the numerical setup. Following this, the model predictions accounting for both primary and
secondary atomisation simultaneously are compared with measurements obtained under non-
reacting case. In the last part, the numerical results for reacting spray case are presented and
discussed in depth. Finally, a summary of this chapter is presented.
6.1 Test Case Configuration
6.1.1 Experimental Burner
The spray flame configuration under investigation is that of McDonell et al. [128, 129] built
from the University of California, Irvine Combustion Laboratory. A dilute methanol spray is
injected using a Research Simplex Atomiser (RSA) manufactured by Parker Hannifin, i.e., a
type of pressure-swirl atomisers, alongside an air passage through which three different modes
such as simplex (no atomising air), nonswirling air-assist and swirling air-assist are operated.
A complete description of the operating conditions can be found in [131]. In the present work,
the second operating mode will only be studied. A schematic drawing of the burner together
with a close look of the nozzle assembly are shown in Fig. 6.1. The simplex atomiser has a flow
number of 1.36 and a nominal spray angle of 85 degrees in full. The injection assembly with a
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hole of 4.9 mm in diameter (D = 4.9 mm) is mounted at a 495 × 495 mm square duct. In the
combustion chamber, there is an additional air passage coflowing around the atomiser assembly
at an average velocity of 1.0 m/s. All experimental data were obtained at atmospheric pressures
and room temperatures between 18 and 25 ◦C. A mass flow rate of air is 1.32 g/s resulting in
a pressure drop of 3.73 kPa while the liquid fuel is injected at 1.26 g/s corresponding to ∆pl
= 420 kPa. This operating condition results in a Reynolds number of 20,000 based on the
diameter of the injector assembly exit D and a bulk velocity of 62.5 m/s through the atomiser
opening.
(a) (b)
Figure 6.1: (a) A schematic diagram of the methanol/air spray flame facility and (b) a detailed view of
the RSA assembly [131]
In order to stabilise the flame, the experimental apparatus was operated in a down-fired
orientation. It is claimed that the stability of the reaction zone was enhanced by natural (or
buoyancy-driven) convection of hot products travelling upstream. McDonell et al. [128] in-
dicated that the stable flame was not achieved when the atomiser was oriented in an up-fired
direction. In the down-fired arrangement, the flame stabilises and remains in axial distances
ranging from 50 to 60 mm away from the atomiser opening. The flame then blows off at higher
116
6.1 Test Case Configuration
Reynolds numbers starting from 22,640.
In the experimental work, phase Doppler interferometry (PDI) was adopted to measure the
gas phase velocities in the case of both the single and two-phase flow. This is achieved by
seeding the gas phase with roughly 2 µm alumina power for the gas velocity measurements.
The PDI system was also adopted to obtain data regarding liquid volume flux, droplet velocity
as a function of size classes and droplet size. Additionally, the fuel vapour concentration was
measured using infrared extinction/scattering (IRES). All the quantities are provided at the
following axial locations: 15, 25, 50, 75, 100 and 150 mm away from the exit of the nozzle
assembly. Comparisons are made at all the measurement locations unless otherwise stated.
6.1.2 Previous Numerical Simulations
This turbulent spray flame has been involved in a very active research area of Gutheil and others
(Hollmann and Gutheil [76], Hollmann and Gutheil [77], Ge and Gutheil [59], Ge and Gutheil
[60] and Ge et al. [61]) for the development of flamelet models and pdf methods in RAN ap-
proaches. For example, a joint mixture fraction-enthalpy pdf was introduced in [60] while an
extended k−  model [77] was employed to close the transported pdf equations and to provide
mean values of the gas flow required for spray computations. Measurements at the first cross
section were used to specify the initial conditions in all these previous studies. The insufficient
amount of measurements such as coarse data points of droplet statistics in the radial direction
was claimed to be the main cause of large differences between the numerical results and exper-
imental data [76]. The spray computations are very sensitive to droplet characteristics which
means that a complete set of experimental data is essential to determine the initial properties
of not only the liquid phase, but also the gas phase. In order to avoid the dependence of model
predictions on the quality of measurements, the physical geometry of the configuration of in-
terest is thus considered in the current investigation. Additionally, to the author’s knowledge,
this work appears to be a first LES effort to characterise the behaviour of the spray using a
secondary breakup model for the configuration under consideration.
6.1.3 Simulation Details
Computational Grid
The methanol/air spray flame with the pressure-swirl atomiser is numerically investigated with
the use of the stochastic breakup model. A fully structured, multi-block mesh of the considered
burner was produced using ICEM CFD and includes 1.4 million cells and 162 blocks. The
computational domain extending 30D radially and 100D axially is composed of the nonswirling
atomising air inlet, nozzle assembly in which the liquid fuel is injected, coflow inlet, main
combustion chamber and exit. Figure 6.2 represents a detailed description of the computational
117
6.1 Test Case Configuration
mesh applied to the regions covering the main inlet plane, atomising air passage and liquid
fuel injector. The grid points across the atomising air inlet are determined in a manner that the
time-varying structure of turbulent inflow is well reproduced. The size of the grid is stretched
with a factor of below 10% along the axial and radial directions to ensure a fine resolution of
computational grids in the vicinity of the nozzle exit as well as to minimise the commutation
error associated with variations in the size of the filter width. In order to avoid the presence of
computational cells with a large aspect ratio further downstream (due to the stretching of cells
in the axial direction), the first two blocks after the nozzle exit are expanded radially.
Figure 6.2: A detailed view of the numerical grid in the vicinity of the nozzle assembly
Another 2-D slice of the mesh is presented in Fig. 6.3 in order to express a better impression
of the computational domain. A local refinement in the axial and radial grid spacings is made in
the region near the nozzle exit where the breakup of methanol droplets, mixing of fuel vapour
and air and shear layer of the expanding air jet take place. The size of the smallest cells is
0.1 mm with an aspect ratio of almost unity while the maximum meshing space has a value of
around 6 mm and is located close to the exit plane.
Inlet/Boundary Conditions
In order to represent a spatially and temporally inhomogeneous turbulent flow through the
atomising air inlet, a statistical method based on digital filters, originally developed by Klein
118
6.1 Test Case Configuration
Figure 6.3: A 2-D slice of representing grid resolutions in the vicinity of the injector plane
et al. [40, 95], is adopted herein. In this approach, a knowledge of the time-averaged velocity
components and Reynolds-stress tensor is required to achieve realistic turbulent inflow data.
These quantities might be known from experimental data or can be determined in an auxiliary
computation. No measurements within the atomising assembly were made in the experimental
work. An additional RANS simulation is therefore performed using the Reynolds stress model
(RSM) available in a commercial CFD software, i.e., Fluent. The choice of the RSM is justified
due to its capability to compute and provide all the necessary quantities for the generation of
synthetic turbulent flows. The computational domain consists of a cylindrical annulus with
its inner and outer radii of Ri = 4 mm and Ro = 6.1 mm, respectively. The length of the
computational domain is set to 0.25 m in order to ensure that a fully-developed velocity profile
is attained and the spatial gradient of the velocity field does not vary in the streamwise direction
well before a plane from which all the required variables are taken. The length scales for each
coordinate direction corresponding to the inlet plane, Lx and Lz, are assumed to be the integral
length scale of the annulus, i.e., Lx = Lz = 0.321 mm. The turbulence intensity is estimated to
be 5.56% by the following relationship, I = 0.16Re−1/8dh , where Redh is the Reynolds number
based on the hydraulic diameter of the pipe. The gas composition and temperature at the
atomising air inlet are that of air and 298.15 K, respectively.
The experimental measurement given at the axial location of 0 mm, i.e., the reference plane
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collocated with the exit of the nozzle, is used to assign the axial velocity component of the
air (≈ 1.0 m/s) through the coflow boundary. A zero gradient boundary condition was exper-
imentally observed at roughly 180 mm away from the centreline, but free slip conditions are
applied along the outer plane of the computational domain located at 150 mm away from the
centreline. This is justifiable because of the presence of the zero gradient in all the measured
quantities well before the radial distance of 150 mm. Furthermore, the exit plane of the domain
is assigned with a zero-gradient outflow boundary condition. The initial gas temperature and
pressure are set to 298.15 K and 1 atm throughout the computational domain.
Liquid Injection
A systematic approach to determining the initial conditions for liquid injection is described
in the following. Rather than a single-point introduction of stochastic parcels, i.e., the blob-
injection model of Reitz and Diwakar [165] often used for liquid jets issuing from non-swirling
nozzles, a concept of ring-shaped injection is developed to represent the formation of a hollow-
cone liquid sheet associated with simplex nozzles. The liquid sheet formation proposed in the
LISA model, Eqs. (4.13) - (4.15), is adopted in the present work in order to assign an initial
diameter of around 81 µm and a velocity magnitude of 22.8 m/s to each droplet being fed into
the computational domain. Conserving the measured mass flow rate of liquid, each stochastic
parcel representing the formation of the liquid sheet is injected randomly around 1000 circular
points with a diameter overlapping along the central circumference of the estimated liquid
film thickness. This injection plane is located at an axial position corresponding to the actual
location of the final injector orifice. The axial velocity component is assumed to be constant
whereas the tangential velocity responsible for the swirling motion inside simplex nozzles is
set to vary depending on spray cone angles at which each droplet is injected.
An initial estimate of the injection angle was taken from the “nominal” spray angle of the
simplex atomiser investigated. Preliminary studies suggested that injecting droplets with a
fixed angle of 85 deg could not capture the spray behaviour correctly; for example, the vapour
mass fraction was overestimated away from the centreline of the combustor. This indicates
that the simulated droplet concentrations along the edge of the spray were higher than those
measured in the experiment. The experimentation of Marchione et al. [120], as discussed in
Sec. 4.3.2, suggests that the nominal spray angle is not necessarily equal to the measured cone
angle and unsteadiness caused by turbulence inside the swirl chamber may be the main reason
for the oscillating behaviour of the spray angle. The histogram of the measured spray angles
reveals the highest probability around the average value of the cone angle. The probability
then reduces towards the lowest and largest values of the spray angle. Unfortunately, there
exist no empirical findings to estimate the range of the oscillating spray angles in relation to
the geometrical features of pressure-swirl nozzles. In the current work, therefore, the standard
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normal distribution, i.e., N(0, 1), is used to mimic the most likely event around the average
injection angle as well as the gradual decrease in pdf towards the minimum and maximum
injection angles. The mean spray angle is chosen such that the dispersion of spray agrees well
with experimental database. Figure 6.4 presents variations of the injection angles collected over
10,000 drops along with the number of counts against the range of injection angles used.
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Figure 6.4: (a) variations of injection angle and (b) number of counts versus injection angle
6.2 Results and Discussion
6.2.1 Isothermal Case without Spray
The isothermal test case was carried out with a time step of around 0.4 µs ensuring a maximum
CFL number of below 0.3. A flow-through time based on the bulk velocity at the nozzle exit
and the length of the computational domain, i.e., 62.5 m/s and 0.5 m, is 0.008 s corresponding
to 20,000 time steps. In order to flush initial disturbances induced by inlet conditions out of
the computational domain, 10 flow-through times were initially performed. Another 30 flow-
through times were simulated in order to present all the statistical results for the isothermal
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case. Comparisons of the predicted results with measurements are made at the following axial
locations, i.e., 15, 25, 50, 75, 100 and 150 mm unless otherwise specified.
Statistical Results
The measured gas velocity statistics are compared with those predicted from the LES simu-
lation. Radial profiles of the mean and fluctuating axial velocity component are presented in
Figs. 6.5 and 6.6, respectively. The spreading rate of the air jet, the peak value of the mean
axial velocity component along the centreline and the level of turbulence are reproduced at all
the measurement locations with a high level of accuracy. The isothermal case in the absence of
droplets displays a typical behaviour of a free jet with a maximum value of u′Y occurring at a
radial distance close to that associated with a peak in the radial gradient of the axial velocity,
dU¯Y /dR. This region is known as the shear layer which becomes less pronounced along the
axial distance as the air jet decays due to the entrainment of air from the surrounding.
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Figure 6.5: Radial profiles of the mean axial velocities
Figures 6.7 and 6.8 show a comparison of the simulated and measured time-averaged and
rms profiles of the radial velocity component at the same axial locations. Radial profiles of u′R
exhibit trends similar to those observed for u′Y in terms of both the appearance and magnitude.
Overall, the numerical results are in excellent agreement with measurements apart from a slight
underprediction along the second half of the measurement locations, i.e., Y = 75 mm to Y =
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Figure 6.6: Radial profiles of the fluctuating axial velocities
150 mm. This difference might be attributed to the quality of computational grids in this region
being coarser than those applied upstream. However, no attempts are made to improve the grid
resolution along the second part as it is likely to significantly increase the computational cost.
Additionally, the ratio of the axial to radial velocity component is so large that no significant
changes in the general pattern of the flow are expected upon the improvement in the size of the
mesh.
The use of the synthetic turbulence generator of Klein et al. at the atomising air inlet and the
quality of the computational domain are demonstrated by achieving this excellent agreement
between the predicted results and experimental database in terms of the time-averaged gas
velocities.
6.2.2 Nonreacting Spray Case
Having reproduced the structure of the turbulent flow field in the absence of droplets, the valid-
ity of the stochastic breakup approach is now examined. Parametric studies on the model con-
stant, Kg, appearing in Eq. (4.40) are presented to correctly represent the breakup of droplets
emerging from the simplex atomiser under investigation. The nonreacting spray cases were
initialised with solutions from the isothermal case corresponding to 0.027 seconds (i.e., 3 flow-
through times) in order to avoid the influence of the initial disturbances on the formation of the
spray. The accumulation of statistics was initiated after 20 flow-through times were simulated
123
6.2 Results and Discussion
−4
−2
0
2
4
U−
R
 [
m
/s
]
Y = 15mm Exp
LES
Y = 25mm Y = 50mm
−4
−2
0
2
4
0 10 20 30 40 50 60 70 80
U−
R
 [
m
/s
]
R (mm)
Y = 75mm
0 10 20 30 40 50 60 70 80
R (mm)
Y = 100mm
0 10 20 30 40 50 60 70 80
R (mm)
Y = 150mm
Figure 6.7: Radial profiles of the mean radial velocities
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to ensure that the structure of the spray becomes fully-developed across all the measurement
locations. All the statistical results which are subject to comparisons with measurements in the
following were then obtained at the end of another 8 flow-through times.
Parametric Studies
A parametric investigation is performed in order to determine the influence of the model con-
stant, Kg, on the general behaviour of spray atomisation processes. This constant appears to be
the only fitting parameter involved in the present stochastic breakup model. The model param-
eter is initially assigned a value of 0.25 as determined in the experimental work of Martı´nez-
Baza´n et al. [122]. In order to confirm the sensitivity of the breakup model with respect to Kg,
an additional simulation is carried out with the model constant set to 0.10. Figure 6.9 represents
the pdf of the deterministic and sub-grid breakup frequencies conditioned on the occurrence of
droplet breakup events. It can be observed that the order of magnitude of the deterministic fre-
quency is much larger than the stochastic contribution. The conditional pdf of the deterministic
frequency, which is a function of only the droplet size, remains almost unchanged while that of
the stochastic breakup frequency undergoes a shift towards the smaller frequency in response
to the decrease in the value of the model constant from 0.25 to 0.10.
To represent the influence of the sgs contribution on breakup model predictions in a more
comprehensive manner, the ratio of the stochastic to deterministic breakup frequency is now
compared. Again, the pdf of the ratio presented in Fig. 6.10 is collected over the droplets
experiencing breakup processes. No droplet fragmentation takes place when there is no or
small sgs contribution (i.e., fstoch/fdet < 0.05). This is due to the fact that droplets having a
diameter below the critical value defined in Eq. (4.33) are assigned a value of zero stochastic
frequency and, as a consequence, the daughter droplet pdf is not reproduced using Eq. (4.42).
Then, the smallest ratio corresponds to the lowest sub-grid frequency of droplets with diameter
equal to or just above the critical diameter, as can be seen in Fig. 6.9. For Kg = 0.10, the
highest probability of the ratio collected upon fragmentation is located in a range of the ratio
varying between 0.04 and 0.12. The pdf of the ratio then decreases gradually until it reaches
a minimum value at the ratio of unity. When the model constant of 0.25 is used, on the other
hand, there is a considerable increase in the stochastic contribution with respect to the total
breakup frequency; the sub-grid frequency becomes much more dominant.
The number of daughter droplets resulting from fragmentation as a function of computa-
tional time steps is compared in Fig. 6.11. As might be expected from the analysis of the
pdf of the stochastic contribution, the mean number of particles produced per time step shows
a reduction of around 11% in the case of Kg = 0.10. The predicted results using the two
model constants are now compared with measurements in terms of the mean droplet diameters,
i.e., D10 and D32, and the droplet number density through Figs. 6.14 - 6.16. Regardless of the
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Figure 6.9: The conditional pdf of (a) the deterministic breakup frequency and (b) the stochastic
breakup frequency
choice of the model constant, a similar trend is observed in radial profiles of the simulated mean
diameters while the droplet number density obtained from the use of Kg = 0.25 become much
higher along the centreline. This means that there are more discrete particles to be calculated in
the computational domain. In the interest of computational economy, all the results presented
and discussed in the following sections are achieved using Kg = 0.10. The fully-developed
nonreacting spray involves around 5 million discrete particles even if the grouping technology
introduced in Sec. 4.7.5 is adopted to reduce the total number of the dispersed elements lying
in the entire domain.
General Flow Patterns
Figure 6.12 represents a contour plot of the instantaneous gas velocity field together with a
snapshot of individual droplets to provide a general impression on how the nonreacting spray
is dispersed in the gas. A detailed impression of droplet fragmentation near the atomiser is also
shown. Initial droplets with a fixed diameter of about 81 µm equal to the calculated liquid sheet
thickness are injected at a range of the estimated full spray angles between 40 and 90◦. The
injected droplets then experience breakup events which create smaller droplets having a wide
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Figure 6.10: The conditional pdf of the ratio of the deterministic frequency to the sgs frequency when
(a) Kg = 0.10 and (b) Kg = 0.25
spectrum of diameters determined from Eq. (4.42). Generally, small droplets with their large
fluctuating velocities tend to quickly travel towards the centreline as they almost immediately
lose their initial momentum and closely follow the gas. On the other hand, those within large
size classes are more likely to resist the momentum transfer from the surrounding gas and
hence retain the injected spray angle for a longer distance. As a result, large drops are confined
along the edge of the spray. A dense core of smaller droplets is observed to be surrounded by
relatively large, slow drops travelling at radial locations away from the shear layer of the jet.
Characteristics of Spray Atomisation
Four development stages, starting from the early phase of the injection and ending at the point
of time taken for the fully-developed spray to occur at axial distances further downstream of
the last measurement location, of the nonreacting spray structure as well as contour plots of
the commensurate mass fraction of fuel vapour released by the evaporation process of droplets
are presented in Fig. 6.13. During the first-half period of spray images, a dense central core
accompanied with the smallest droplets is observed to form at first as they quickly accelerate to
nearly the velocity of the jet. Following the formation of the dense core, relatively large, slow
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Figure 6.11: The number of daughter droplets formed from fragmentation per computational time step
collected over 2000 time steps for (a) Kg = 0.10 and Kg = 0.25. Blue lines indicate the mean number
of drops produced per time step
drops located along the edge of the spray commence to develop and completely surround the
central region in the fully-developed spray. The simulated radial spread of the nonreacting spray
is found to be in good agreement with experimental data, which provides the outer boundary
of the spray given as radical locations with zero vapour mass fraction. The rate of the radial
spreading of large drops starts to decrease due to their continuous exposure to an inwardly
radial force imposed by the entrainment of coflow into the jet. Their trajectories eventually
become almost parallel to the streamwise direction at roughly Y = 120 mm away from the
nozzle exit.
It can be easily noticed in Fig. 6.13 that the fuel vapour spreads out radially with increasing
the axial distance. Many driving factors might be related to the radial dispersion of the vapour,
some of which include the transport of the fuel vapour by turbulent diffusion and sources in-
duced by individual droplets. It is, in addition, observed that the accumulation of the fuel
vapour in close proximity to the spray boundary seems to be impeded in comparison with the
location of droplets. The slow transfer process of the methanol vapour is attributed to the fact
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Figure 6.12: (a) The instantaneous gas velocity field with droplet motions and (b) a detailed view of
breakup processes near the atomiser
that the velocity of the gas is slower than that of droplets travelling along the edge of the spray.
On the other hand, the axial dispersion of the fuel vapour along the centreline nearly coincides
with droplet motions, suggesting that the velocity of the jet is similar to that of the smallest
drops.
Statistical Comparisons: Droplet Distributions
Comparisons of the droplet distributions are first presented and discussed here. The measured
and simulated droplet mean diameters are compared in terms of the arithmetic mean diameter
(D10) and the Sauter mean diameter (D32) in Figs 6.14 and 6.15, respectively. At all the mea-
surement locations, the simulation results appear to agree well with the experimental data in
terms of spreading and magnitude. The radial span of the simulated mean diameters between
Y = 50 mm and Y = 150 mm is extended in comparison with that observed in the experiment.
This might be attributable to the fact that the predicted results are presented up to radial dis-
tances with zero droplet concentration. Both the numerical and experimental radial profiles
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Figure 6.13: Instantaneous snapshots of the spray dispersion (top row) and the corresponding fuel
vapour mass fraction (bottom row)
exhibit typical characteristics of those from a hollow-cone simplex atomiser, i.e., minimum
values along the centreline and maximum values at certain radial distances. This occurs owing
to partition of droplets depending on their resistance to momentum transfer from the gas. The
increase of the maximum mean diameters observed in both the LES simulation and the exper-
iment is due to droplet dispersion; smaller droplets with less inertia are convected in towards
the centreline which results in a higher population of large drops along the spray boundary
in the streamwise direction. At the last measurement location, the gradient at which D10 and
D32 increase radially is found to be steeper in the numerical prediction. This overprediction is
caused by the fact that the radial velocity of the spray is underestimated between the last two
measurement locations, as shown in Fig. 6.19. The outwards radial spreading of droplets is, as
a consequence, less pronounced in the simulation.
Figure 6.16 presents radial profiles of the droplet number density. It is striking to see a
large discrepancy between the simulated results and experimental data. The reason for this
difference can be explained as follows. In the experiment, the PDI instrument was used in
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Figure 6.14: Radial profiles of the arithmetic mean diameter (D10)
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order to obtain volume distribution quantities such as the liquid volume flux and droplet number
density. The accuracy of the PDI measurements on the absolute counting of droplets suffers
from a severe illness because it is a single particle counter [131]. This means that measurements
are invalidated when there are more than a particle travelling through the probe volume at the
same time. As a result, the measured droplet number density in the vicinity of the centreline,
where a high loading of small droplets is present, is subject to large errors. Furthermore, probe
volume-related measurements are calculated based on many assumptions which are responsible
for additional inaccuracies. A good reproduction of droplet concentrations is actually achieved
at radial locations where the rate of droplet arrival is unlikely to exceed the counting capabilities
of the PDI. In order to confirm if the predicted droplet concentration is reasonably correct, the
mass fraction of the fuel vapour is to be investigated later in this subsection.
0⋅10
2⋅10
4
4⋅10
4
6⋅10
4
8⋅10
4
1⋅10
5
N
 [
d
ro
p
s
/c
m
3
]
Y = 15mm Exp1
Exp2
Exp3
LES(Kg=0.10)
LES(Kg=0.25)
Y = 25mm Y = 50mm
0⋅10
2⋅10
4
4⋅10
4
6⋅10
4
8⋅10
4
1⋅10
5
0 10 20 30 40 50 60 70 80
N
 [
d
ro
p
s
/c
m
3
]
R (mm)
Y = 75mm
0 10 20 30 40 50 60 70 80
R (mm)
Y = 100mm
0 10 20 30 40 50 60 70 80
R (mm)
Y = 150mm
Figure 6.16: Radial profiles of the droplet number density
Statistical Comparisons: Droplet Velocity Behaviour
The spray dynamics are now discussed. Radial profiles of the computed mean and fluctuat-
ing axial velocities for all droplet size classes are first compared with measurements in Figs.
6.17 and 6.18. The time-averaged axial spray velocities are well reproduced at all the axial
locations while profiles of the rms fluctuations of the axial droplet velocities are generally in
good agreement with the experiment, expect for the second-half of the measurement locations.
At Y = 150 mm, there exists a noticeable underprediction in radial profiles of the fluctuating
axial velocities away from the centreline. The cause of this underprediction is due to the fact
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that small droplets experimentally observed to travel along the spray boundary are found to be
convected in towards the centreline in the LES simulation. This means that their fluctuating
behaviour is not counted in this region, leading to the underestimation. However, the predicted
results are in general satisfactory.
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Figure 6.17: Radial profiles of the mean axial velocities for all droplet size classes
The predicted results of the mean radial spray velocities, as presented in Fig. 6.19, agree
well with the experimental data until the last measurement location at which the magnitude of
the radial velocities is almost completely dampened. This might be inherited from the radial
velocity of the gas which is also found to be less than that measured in the experiment. In
turn, this underprediction in the radial velocity component is the cause of dispersion of small
droplets with their fluctuating behaviour more towards the centreline that that in the experiment,
leading to the underestimation in the mean droplet diameters and the rms fluctuations of both
the axial and radial droplet velocities. Figure 6.20 shows a comparison between the simulated
and measured fluctuating radial velocities. As expected, radial profiles of such quantities are
underpredicted at the last two measurement locations. Apart from this underprediction, the
numerical results are in good agreement again.
Statistical Comparisons: Correlation of Drop Size and Velocity
The mean axial velocity statistics which are calculated as a function of different size classes are
investigated in order to observe the dependence of the behaviour of droplets on a particular size
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Figure 6.18: Radial profiles of the fluctuating axial velocities for all droplet size classes
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Figure 6.19: Radial profiles of the mean radial velocities for all droplet size classes
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Figure 6.20: Radial profiles of the fluctuating radial velocities for all droplet size classes
class. In Fig. 6.21, radial profiles of the simulated mean axial velocity as a function of droplet
sizes are compared with measurements (note that the gas phase mean axial velocity statistics
are also presented in the figure for reference purposes). Along the first half of the measurement
field, there exists a strong correlation between droplet size and velocity; larger drops which
can maintain their initial momentum for a longer distance show significant slip velocities with
respect to the gas phase whereas smaller droplets are more likely to follow the dynamics of
the gaseous flow. This size-velocity correlation is well predicted except for the appearance
of the smallest drops (11-20 µm) along the edge of the spray. This might be attributable to
the fact that, in reality, some of the drops within this size class torn off the outer boundary of
the liquid film are situated away from the centreline. This phenomenon is not captured in the
simulation as all the smallest drops are quickly convected towards the vicinity of the centreline.
The measured and simulated axial velocity of the gas phase is found to exceed that of the
drops at the centreline, indicating that momentum is transferred from the spray to decelerate
the gas flow. Along the centreline of the combustor, the deceleration of the gas phase due to
the presence of the nonreacting spray is well captured as evidenced by the good agreement in
the peak value along the first half of the measurement locations. After Y = 75 mm, however,
the strong correlation of size and axial velocity is no longer evident because of the relatively
long time for the droplets to reach this axial distance; the long-exposure of large droplets to the
gas phase leads to their eventual relaxation. Moreover, there are no significant slip velocities
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between phases indicating that momentum transfer is minimal along the second part of the
measurement locations.
Statistical Comparisons: Vapour Concentration
It has been mentioned previously that the measurement of total droplet population is highly
qualitative, especially along the centreline of the combustor. This quantity has been compared,
but could not draw a strong conclusion in the predictive capabilities of the present breakup
model to correctly represent the concentration of droplets. It is therefore worthwhile to validate
the predicted droplet concentration through comparisons of the concentration of the fuel vapour
as the maximum systematic error associated with the IRES measurement is reported to be 7%
for the nonreacting data [131].
Figure 6.22 compares the predicted mass fraction of the fuel vapour with the experimental
results. The maximum physical concentration of methanol vapour at atmospheric conditions
(i.e., Patm = 101.325 kPa and Tatm = 293 K) is 12.5% [128]. Owing to evaporation process
together with a relatively high enthalpy of vaporisation for methanol, cooling of the surrounding
gas occurs while the temperature of droplets decreases to a wet-bulb (or saturation) temperature
of 264 K in the simulation and 263 K in the experimental work. As a consequence of the
evaporative cooling, the maximum concentration is measured to vary between 1.8 and 2.5%.
A local peak in the fuel vapour mass fraction is experimentally observed at Y = 50 mm which
is claimed to exist due to the relative rates of vaporisation and the cooling of the surrounding.
On the other hand, the predicted YCH3OH along the centreline shows a consistent peak value
of around 1.8%, that is, 0.2% lower than that measured in the experiment. Apart from this
slight underprediction in the peak value, the simulated results agree well with the experimental
results in terms of the rate of the radial spreading of the fuel vapour. The population of droplets
predicted by the stochastic breakup model which consequently affects the concentration of the
fuel vapour is thus confirmed.
Local Droplet Dynamics
The detailed comparison of the simulated results with experimental data has been presented
and discussed in terms of the time-averaged behaviour of the spray thus far. However, it is
also important to correctly reproduce the instantaneous structure of the spray. For this reason,
a further assessment of the predictive capabilities of the present breakup model is made by
examining the local time-resolved collection of the droplet dynamics at two radial locations,
i.e., Y = 75 mm and R = 0 and 24 mm. At the centreline (R = 0 mm), as presented in Fig.
6.23, the range of drop sizes collected from the LES simulation is found to fall well within that
measured experimentally. The clustering of drops, i.e., associated with either atomisation or
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Figure 6.22: Radial profiles of the concentration of the fuel vapour
aerodynamics of the flow as reported in [130], is numerically established (Fig. 6.23b). The
visible evidence of the clustering, possibly in response to the flow pattern of the gaseous flow,
can be observed in Fig. 6.13. The numerical investigation of Squires and Eaton [187] also
suggests that the clustering might be attributed directly to the aerodynamics of the surrounding
flow field. As can be seen in Fig. 6.24, drop arrival at the edge of the spray (R = 24 mm) is,
to some extent, more consistent than it is at the centreline. However, the local voids where no
drops are present as well as the clustering of drops are numerically and experimentally detected
to repeat in a random fashion throughout the entire period of the time series collection. This
kind of droplet arrival is not desirable since local fluctuations of stoichiometry affecting either
the stability of the flame or pollutant emissions could be produced [130].
6.2.3 Reacting Spray Case
Having achieved a high degree of accuracy in representing the general features of the nonre-
acting spray, the reacting case is now investigated in terms of the structure of the spray flame
including lift-off height and the influence of the flame on spray atomisation process. The gas
phase reaction of the methanol/air spray flame is represented using a comprehensive reaction
mechanism of Li et al. [108] with 84 elementary steps and 18 chemical species. Further-
more, the unknown interaction of gas-phase sgs turbulence and chemistry is described by the
transported sgs-pdf method in conjunction with the use of 8 stochastic fields. All the flame
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Figure 6.23: Time series collection of drop sizes at Y = 75 mm and R = 0 mm: (a) 5-ms window and (b)
1-ms window. Red solid and dashed lines indicate the arithmetic mean diameter and the range of drop
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calculations were initiated by taking the nonreacting solutions corresponding to 0.018 seconds
(i.e., 2 flow-through times) and run for adequate computational steps (around 12 flow-through
times) in order to observe that the anchoring of the stable flame is established at a certain lift-off
height. It is unfortunate that only the preliminary findings are presented when discussing the
statistical results later in this chapter as the collection of statistics over less than a flow-through
time has been achieved up to date.
Effects of Evaporation Models
The influence of the two evaporation models, i.e., the classical rapid mixing model and the
model of Abramzon and Sirignano, on the structure of the flame is examined. Figure 6.25
represents two contour plots of the instantaneous gas temperature field obtained using the for-
mer and the latter, respectively (note that the plots are taken at around the same computational
time between the two cases). As can be observed in the figure, the initial formation of the
spray flame predicted using the classical rapid mixing model is located at an axial location of
around 30 mm away from the nozzle exit while the anchoring of the flame occurs at Y = 50
mm in the application of the Abramzon-Sirignano model. Recalling that the measured lift-off
height ranges between 50 and 60 mm away from the nozzle exit, as mentioned in Sec. 6.1.1,
the predicted lift-off height is therefore in better agreement when the model of Abramzon and
Sirignano model is employed.
The underprediction in the lift-off height associated with the use of the classical rapid mix-
ing model might be attributed to the following reason. Relatively large drops, which can pen-
etrate the flame front, evaporate rapidly in the hot combustion products and produce a fuel
vapour source which is then consumed to sustain the flame structure. As investigated in Sec.
3.5, the calculated evaporation rate when using the former model is found to be considerably
higher than that predicted by the latter model. This is visibly evident, as represented in Fig.
6.26, that the computed mass fraction of the fuel vapour in the hot gas is substantially higher
when the classical rapid mixing model is used. As a consequence, the role of this increased
vapour source in maintaing the spray flame could be enhanced so that the anchoring of the
flame occurs at the axial location upstream of the measured lift-off height. In the following, the
structure of this spray flame is discussed in more detail.
Examination of Spray Flame Structures
Prior to presenting the statistical results, the structure of the methanol spray flame is first dis-
cussed in depth. In the experimental work, a type R thermocouple was used to acquire gas phase
temperature measurements in regions away from the presence of the spray. Unfortunately, er-
rors associated with gas temperature are reported to be high [128], resulting in qualitative data.
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(a) (b)
Figure 6.25: Contour plots of the instantaneous gas phase temperature field obtained in the application
of (a) the classical rapid mixing model and (b) the Abramzon-Sirignano model
(a) (b)
Figure 6.26: Contour plots of the instantaneous fuel vapour mass fraction obtained in the application of
(a) the classical rapid mixing model and (b) the Abramzon-Sirignano model
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No quantitative comparison of the computed gas temperature with measurements is thus made.
Nevertheless, the simulated results are presented for aid in characterisation of the development
of the flame which exhibits a distinctive flame structure associated with the use of pressure-
swirl nozzles. The numerical results presented here are taken from the flame calculation with
the use of the Abramzon-Sirignano model as the measured lift-off height is better reproduced.
Figure 6.27 represents a contour plot of the instantaneous, time-dependent gas temperature
field with the visible appearance of reacting drops as well as experimental images of the spray
acquired under nonreacting and reacting conditions. The structure of this methanol spray flame
reproduced in model predictions is, at least qualitatively, in good agreement with that observed
in the experiment as follows. In regions close to the atomising assembly, the general properties
of the reacting spray are comparable to the behaviour of the nonreacting spray; for example,
the initial development of a central core highly loaded with small drops and the surrounding of
the core by relatively large droplets. This zone in advance of the onset of chemical reactions
corresponds to a region where the breakup of hollow-cone liquid sheet primarily takes place
with no apparent sign of combustion. In contrast to the structure of the nonreacting spray, the
formation of reacting droplets shows distinct differences starting from an axial location, i.e.,
approximately between 50 and 60 mm [128]. In proximity to this axial location, a local void
of large drops can be observed away from the centreline, which indicates the location of the
reaction zone. The smallest drops along the centreline travel relatively further downstream, but
they become fully evaporated at axial distances corresponding to a zone where the two flame
fronts initially away from the centreline join together. Furthermore, it can be noticed that large
droplets are also detected at radial locations beyond the location of the reaction zone.
To the author’s knowledge, only a few experimental studies of turbulent spray flames with
polydisperse sprays generated by pressure-swirl atomisers have been performed in the past,
e.g., [121, 199]. However, thanks to advances in optical diagnostic techniques such as OH
planar laser-induced fluorescence (OH-PLIF), the structure of turbulent spray flames has been
characterised in more detail. The experimental findings therein are used to yield a qualitative
comparison of the predicted flame structure. Two snapshots of the instantaneous mass frac-
tion of OH as well as the corresponding droplet field and the stoichiometric mixture fraction
highlighted in red solid lines are shown in Fig. 6.28. The structure of the methanol/air spray
flame computed in this work can be characterised by a double flame structure as a result of
the polydisperse droplet distribution obtained using the simplex nozzle. The double reaction
flame observed in the LES simulation involves two flame fronts diverging radially inwards or
outwards on each half-side of the combustion chamber. The flame fronts are initially joined
together at the leading edge of the flame, which can also be referred to as a stabilisation point.
Depending on radial positions of these two flame structures relative to the axis of symmetry,
they can be categorised into the inner and outer reaction zones.
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(a) (b)
Figure 6.27: (a) The instantaneous gas phase temperature with the reacting spray and (b) the experi-
mental photograph of the spray structure: (a) nonreacting spray and (b) reacting spray [128]
The outer reaction zone burning in the coflow with its low velocity exhibits less wrinkled
and stable flame structures as it is well isolated from the turbulent nature of the jet. The ap-
pearance of the simulated OH mass fraction as a thin band along the stoichiometric mixture
supports that the outer reaction zone may possess a typical characteristic of diffusion flames
[93]. In contrast to the stable outer zone, the flame structure of the inner zone close to the
stabilisation point is highly wrinkled and, to some extent, thinner owing to the interaction of
turbulence with the flame front. This region burns like a diffusion flame and experiences rela-
tively high strain rates when compared with the outer reaction zone [121]. Further downstream,
the inner flame structure then experiences a transition to partially premixed combustion due to
the role of turbulent mixing along the shear layer. This transition from diffusion-like to partially
premixed flame is confirmed by the widening of the simulated OH concentration. In premixed
or partially premixed combustion, the broadening of the OH signal is obtained as a result of
the presence of OH radicals within the hot combustion products [190]. For these combustion
regimes, it might therefore not be appropriate to determine the location of the reaction zone
using planar imaging of OH fluorescence.
The smallest droplets with high vaporisation rates travelling in the vicinity of the centreline
produce the fuel vapour which is then supplied to sustain the inner reaction zone. On the other
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hand, relatively large drops are capable of penetrating the flame front along the inner reaction
zone and then evaporating rapidly in the hot combustion products caused by the noticeable heat
release from the oxidation process. This region serves as a fuel vapour source to maintain both
the stable outer diffusion flame and the diffusive structure of the inner zone [190]. The flame
stabilises at the axial location of around 50 mm away from the nozzle exit. The stabilisation of
the flame occurs at points where the local gas composition is close to the stoichiometric mixture
and the speed of the incoming flow is such that flame propagation against it is possible.
Figure 6.28: Instantaneous mass fraction of OH together with the corresponding droplet motions and
the stoichiometric mixture fraction highlighted in red solid lines
Statistical Results: Droplet Distributions
The statistical results shown in the upcoming discussion are preliminary as no strong conver-
gence is achieved as a result of the accumulation of statistics over less than one flow-through
time. In Figs. 6.29 and 6.30, radial profiles of the simulated mean droplet diameters, i.e., D10
and D32, are compared with measurements at the same axial locations as in the nonreacting
spray case (note that, for reference, the numerical results for the nonreacting spray are pre-
sented in blue solid lines). The predicted and measured mean diameters remain unchanged at
the first three axial locations, i.e., up to Y = 50 mm, because no reaction takes place in this
region of the spray. At Y = 75 mm, there is a considerable reduction in the mean diameters at
radial locations away from the centreline. A significant difference between the two cases can be
observed at Y = 100 mm; the radial location at which the discrepancy becomes apparent moves
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towards the centreline and there are only few drops further away from the centreline due to the
presence of the reaction zone. The predicted results show another peak at the radial location of
R = 70mm as there are droplets travelling away from the outer edge of the flame. This is visu-
ally observed in the experiment as can be seen in Fig. 6.27. At the last measurement location,
most of drops become fully evaporated in the region close to the centreline. As represented in
Fig. 6.31, the numerical and experimental results of the droplet number density at Y = 150 mm
also suggest that only few droplets are present in this region. The rapid reduction in the droplet
number density can be interpreted as an indicator that the reaction zone has penetrated to the
centreline.
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Figure 6.29: Radial profiles of the arithmetic mean diameter (D10)
Statistical Results: Droplet Mean Velocity Behaviour
The influence of the reaction on the behaviour of droplet dynamics is now discussed. Again,
radial profiles of the mean spray velocities presented in Figs. 6.32 and 6.33 show identical
results between the nonreacting and reacting cases along the axial locations up to Y = 50 mm.
The effects of the reaction on both the axial and radial velocities become evident from the axial
locations beginning at Y = 75 mm. The increase in the magnitude of the velocity components
is associated with the expansion of the gas phase during the reaction. Despite the fact that the
numerical results are not converged, the acceleration of the spray is reasonably well captured
along the second part of the measurement field.
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Figure 6.31: Radial profiles of the droplet number density
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Figure 6.32: Radial profiles of the mean axial velocities for all droplet size classes
−12
−8
−4
0
4
8
12
U−
R
,S
P
R
A
Y
 [
m
/s
]
Y = 15mm Exp
LES
LES
Y = 25mm Y = 50mm
−12
−8
−4
0
4
8
12
0 10 20 30 40 50 60 70 80
U−
R
,S
P
R
A
Y
 [
m
/s
]
R (mm)
Y = 75mm
0 10 20 30 40 50 60 70 80
R (mm)
Y = 100mm
0 10 20 30 40 50 60 70 80
R (mm)
Y = 150mm Exp
LES
LES
Figure 6.33: Radial profiles of the mean radial velocities for all droplet size classes
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6.3 Concluding Remarks
In this chapter, the predictive capabilities of the current stochastic breakup model have been
assessed by simulating the experimental configuration of McDonell et al. [128, 129]. In order
to confirm the validity of the numerical setup including the quality of the computational grid
and the use of the synthetic turbulence generator at the atomising air inlet, the comparison of the
predicted results for the isothermal case is first made against measurements in terms of the time-
averaged mean and rms fluctuations of the velocity components. Having accurately reproduced
the turbulent structure of the flow field, the nonreacting spray case is conducted to examine
the suitability of the breakup model for this particular burner. The parametric studies have
suggested that the computed results in terms of the droplet mean diameters are insensitive to the
variation in the model constant (between the originally proposed value of 0.25 and 0.10). In the
interest of saving the computational loading, however, the predicted findings using Kg = 0.10
are compared to the experimental results as the total population of discrete particles formed
from fragmentation is found to be less than that obtained from the original value. The excellent
agreement is achieved in terms of the dispersion of the spray, the mean droplet distributions, the
time-averaged spray velocities and the correlation of droplet size and velocity. Furthermore, the
predicted mass fraction of the fuel vapour is found to be in good agreement with that measured
experimentally while the reproduction of the instantaneous structure of the spray is confirmed
by comparing the local, time-dependent dynamics of the spray. For the reacting spray case, only
the preliminary results have been presented and discussed. Despite the quality of the computed
results being premature, the qualitative findings have been drawn; (i) the lift-off height is better
reproduced by the use of the Abramzon-Sirignano model in comparison to that predicted by
the classical rapid mixing model and (ii) the experimental configuration of interest exhibits the
double flame structure due to the polydisperse droplet distribution produced by the simplex
atomiser. Lastly, the statistical results are found to be encouraging as the influence of the flame
on the behaviour of the spray is reasonably well captured in terms of a reduction in the mean
droplet diameters due to faster evaporation rates of the drops travelling within the hot gas and
the increased spray velocities following the expansion of the gas during the reaction.
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In the present work, the predictive capabilities of the LES Eulerian-Lagrangian particle method-
ology for turbulent two-phase combustion flows are assessed through the simulation of two aca-
demic burners in which the fine distribution of methanol sprays is achieved by a commercial
ultrasonic atomiser and a type of pressure-swirl atomisers, i.e., Research Simplex Atomiser,
respectively. The transported pdf /Eulerian stochastic field method is used to represent the un-
known coupling of turbulence and chemistry while the temporal evolution of the dispersed ele-
ments undergoing droplet dispersion, evaporation and breakup is described by the appropriate
Lagrangian stochastic models.
The performance of the two most commonly used evaporation models is examined with
special attention to the evaluation of the mixture properties whose importance is often underes-
timated. The model predictions for single droplet evaporation of several liquid fuels over a wide
range of conditions are compared against measurements in order to validate the implementation
of the models as well as the calculation of the detailed transport properties of the mixture. For
the given physical properties of the mixture, the model of Abramzon and Sirignano is found to
yield better agreement with the experimental results in comparison to the performance of the
classical rapid mixing model. It is also highlighted that the conventional experimental tech-
niques used to measure the rate of change of droplet size might be subject to large uncertainties
as there exists a considerable amount of the heat conduction through the supporting fibre with
relatively large diameters to the droplet. For the purpose of evaporation model validation, ac-
count should therefore be taken of the quality of the experimental results under consideration
as measurements with the use of thick fibres might be subject to considerable systematic errors
in the measured evaporation rates.
The experimental work of Karpetis and Gomez [92] is first considered to examine the per-
formance of the transported sgs-pdf equation in conjunction with the Eulerian stochastic field
method. This experimental configuration is found to be a good candidate for the validation
of the implemented evaporation model with improvements in liquid phase modelling as fine
droplets of methanol are formed on the atomising surface and convected by the surrounding
gas; this means that there are no additional complexities (e.g., droplet breakup, deformation
and coalescence) which need to be taken into account. In order to eliminate the dependence of
LES predictions on the quality of measurements at the first cross section, a systematic approach
is proposed to set the initial properties of the spray emerging from the ultrasonic atomiser. No
trial and error procedure approach to match the spray properties at the first measurement lo-
cation, which is often inevitable in the computation of turbulent spray flames, is therefore
involved in this work. The simulated results are compared against experimental data in terms
of statistical quantities and discussed in detail.
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The quality of the preliminary results obtained from the application of the reduced reaction
mechanism of Lindstedt and Meyer [115] involving 14 reaction steps and 18 reactive species
was encouraging in many aspects of the methanol/air spray flame. The comparison of the pre-
dicted spray properties such as the droplet number density, D10 and the pdf of drop sizes shows
a reasonably good agreement with the experimental results. It is pointed out that the use of
relatively large drops (i.e., less than 12 µm) as gas tracers may lead to undesirable errors in
measuring the gas phase velocity statistics. The spray velocities for all size classes are well
reproduced at several measurement locations, confirming the suitability of the current droplet
dispersion model. The maximum temperature of around 1650 K at the burner exit is numer-
ically captured which might indicate that the evaporation rate of the spray within the burner
housing is correctly estimated using the implemented evaporation model. The appearance of
the depression in the simulated temperature field along the centreline of the flame is justified
by the reproduction of gas temperature measurements conditioned on the absence of droplets
travelling through the probe volume. Radial profiles of the gas phase temperature along the
upper part of the measurement field are, however, overestimated. As the cause of the large
discrepancies in the gas temperature statistics was undetermined in the preliminary investiga-
tion, further studies on several factors which may improve the structure of this spray flame are
conducted.
In the further investigation, a number of improvements in modelling have been considered
including: (i) the representation of the atomising surface together with refinement in the quality
of the computational grid, (ii) the application of the comprehensive kinetic model of Li et al.
[108] with 84 elementary reactions and 18 chemical species and (iii) the influence of the sub-
grid mixing term. For this particular configuration, it is found that the application of the sgs-pdf
method is essential to reproduce the enhancement of the molecular mixing due to the increasing
level of turbulence across the contraction section of the burner housing. In spite of all the efforts
to better reproduce the structure of this turbulent spray flame, no improved results are achieved
in terms of the magnitude of the gas phase temperature along the upper part of the flame.
Nevertheless, all the other quantities such as the mean and rms fluctuations of the gas phase
velocities are very well reproduced. The only parameter, which has not been considered in this
work, affecting the performance of the sgs turbulence-chemistry model and hence the evolution
of the scalar field is the number of stochastic fields. It might be of value to examine if the gas
temperature field is better represented by the increased number of stochastic fields. In addition,
there is room for improvement in the evaporation model. As discussed in the work of Miller
et al. [133], for example, it might be an interesting task to account for thermodynamic non-
equilibrium effects which are reported to become significant for small drops, say less than 50
µm. Most of the droplets in the first configuration have a size smaller than this diameter range,
suggesting that non-equilibrium evaporation behaviour may prevail. The Langmuir-Knudsen
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evaporation model is an example which accounts for non-equilibrium effects.
A statistical approach for secondary atomisation of droplets emerging from pressure-swirl
atomisers is formulated and validated for its predictive accuracy. The experimental results of
McDonell et al. [128, 129] represent a good test case to be simulated for the validation of
the current breakup model as detailed measurements of a methanol spray produced by a non-
swirling air-assist simplex atomiser operated under both nonreacting and reacting conditions
are provided. The performance of the stochastic breakup model is examined by simulating the
nonreacting spray case. Through a parametric investigation, the only fitting parameter, Kg,
appearing in the stochastic term of the present breakup model is assigned a value of 0.25 and
0.10. Although the predicted spray distributions such as D10 and SMD are observed to remain
unchanged, the choice of Kg = 0.10, in which there exists a reduction in the total number of
droplets produced upon fragmentation, is preferred for less computational effort. The injected
droplets with a fixed value of diameter experience fragmentation and produce daughter droplets
with a wide range of sizes determined based on the statistical pdf correlation. The predicted re-
sults are found to be, both locally and globally, in good agreement with the experimental results
in terms of the following quantities: (i) the mean droplet diameters, (ii) the mass fraction of
the fuel vapour, (iii) the dynamics of the spray and (iv) the size-velocity correlation. Therefore,
the capabilities of the stochastic model with improvements in the breakup frequency, the pdf
of daughter droplet sizes and the expected droplet life time through the discrete Poisson pro-
cess have demonstrated that this stochastic formulation is suitable for the simulation of spray
atomisation processes in the use of pressure-swirl nozzles. The simplex atomiser of interest
in this work is operated at low pressure leading to the formation of droplets having low We-
ber numbers. Therefore, in the future, the predictive capabilities of the present breakup model
should be further assessed in another configuration with a pressure-swirl atomiser operated at
higher pressure. The only change which has to be made in the current model is the determin-
istic breakup frequency term so that the dependence of the frequency on the Weber number is
accounted for.
Unfortunately, more work is required to draw strong conclusions about the quality of the
predicted results for the reacting spray case as the statistical quantities need to be collected over
a longer period of time. In the preliminary investigation, however, a typical flame structure
which is often observed with the polydisperse spray generated by the simplex atomiser, is well
reproduced. In spite of the premature state of the numerical results, the comparison of the
simulated statistics shows encouraging agreement in terms of the influence of the flame on the
droplet distributions including the droplet mean diameters, D10 and D32. The acceleration of
the spray, as a consequence of the expansion of the gas phase through the reaction, is reasonably
well captured. For future work, the comparison of the converged statistical results should be
made in order to further assess the performance of the sgs-pdf method in connection with
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the stochastic breakup model. Additionally, the influence of the evaporation models on the
fundamental characteristics of this spray flame including the variation in the time-averaged
spray quantities due to the presence of the reaction needs to be further examined.
For what concerns droplet atomisation, coalescence of droplets due to collisions is another
interesting phenomenon which should be addressed in order to further improve the performance
of the current breakup model. Liquid drop collisions in a dense spray region may alter the
general behaviour of the spray in terms of the droplet distributions and the dynamics of droplets.
In spray simulations, it is not feasible to account for droplet collisions in detail by solving
additional transport equations in the spray solver. An example, which is affordable in spray
flow simulations, is a modelling approach proposed by O’Rourke and Bracco [142]. Their
model is based on the estimation of the coalescence efficiency which is the probability that
coalescence takes place after collisions. If the coalescence is determined to occur, the newly
formed drops are assigned a value of diameter and velocity which are calculated from the
conservation of volume and momentum.
152
References
[1] B. Abramzon and S. Sazhin. Convective vaporization of a fuel droplet with thermal
radiation absorption. Fuel, 85(1):32–46, 2006. 54
[2] B. Abramzon and W. A. Sirignano. Droplet vaporization model for spray combustion
calculations. International Journal of Heat and Mass Transfer, 32(9):1605–1618, 1989.
53, 54, 168
[3] A. M. Ahmed and S. Elghobashi. On the mechanisms of modifying the structure of
turbulent homogeneous shear flows by dispersed particles. Physics of Fluids (1994-
present), 12(11):2906–2930, 2000. 18
[4] J. Anderson. Computational Fluid Dynamics. McGraw-Hill Education, 1995. 22
[5] R. Andersson and B. Andersson. On the breakup of fluid particles in turbulent flows.
AIChE Journal, 52(6):2020–2030, 2006. 87
[6] J. N. Antonevich. Ultrasonic atomization of liquids. Ultrasonic Engineering, IRE Trans-
actions on, pages 6–15, 1959. 66
[7] S. V. Apte, M. Gorokhovski, and P. Moin. LES of atomizing spray with stochastic
modeling of secondary breakup. International Journal of Multiphase Flow, 29(9):1503–
1522, 2003. 20, 84
[8] S. V. Apte, K. Mahesh, M. Gorokhovski, and P. Moin. Stochastic modeling of atomiz-
ing spray in a complex swirl injector using large eddy simulation. Proceedings of the
Combustion Institute, 32(2):2257–2266, 2009. 20
[9] R. Aris. Vectors, tensors and the basic equations of fluid mechanics. Courier Corpora-
tion, 2012. 22
[10] G. K. Batchelor. The theory of homogeneous turbulence. Cambridge university press,
1953. 22, 84
[11] G. K. Batchelor. An introduction to fluid dynamics. Cambridge university press, 2000.
22
[12] L. P. Bayvel. Liquid atomization, volume 1040. CRC Press, 1993. 68
[13] J. C. Beale and R. D. Reitz. Modeling spray atomization with the Kelvin-
Helmholtz/Rayleigh-Taylor hybrid model. Atomization and Sprays, 9(6), 1999. 78
[14] N. A. Beishuizen and D. Roekaerts. Reynolds Stress and PDF Modeling of Two-Way
Coupling and Vaporisation Interaction in a Turbulent Spray Flame, volume 17 of ER-
COFTAC Series, chapter 5, pages 133–165. Springer Netherlands, 2011. 93, 99, 101,
114
[15] J. Bellan. Perspectives on large eddy simulations for sprays: issues and solutions. At-
153
REFERENCES
omization and Sprays, 10(3-5), 2000. 46
[16] M. Bini. Large Eddy Simulation of particle and droplet laden flows with stochastic
modelling of subfilter scales. PhD thesis, University of London, 2007. 46, 82
[17] M. Bini and W. P. Jones. Particle acceleration in turbulent flows: A class of nonlinear
stochastic models for intermittency. Physics of Fluids (1994-present), 19(3):035104,
2007. 49, 50
[18] M. Bini and W. P. Jones. Large-eddy simulation of particle-laden turbulent flows. Jour-
nal of Fluid Mechanics, 614:207–252, 2008. 48, 50
[19] M. Bini and W. P. Jones. Large eddy simulation of an evaporating acetone spray. Inter-
national Journal of Heat and Fluid Flow, 30(3):471–480, 2009. 45, 49, 50, 55
[20] R. B. Bird, W. E. Stewart, and E. N. Lightfoot. Transport Phenomena. Wiley, 2007. 22,
23
[21] K. Bisa, K. Dirnagl, and R. Esche. Zersta¨ubung von flu¨ssigkeiten mit Ultraschall.
Siemens Zeitschrift, 28:314–347, 1954. 66
[22] N. Branley. Large Eddy Simulation of Non-premixed Turbulent Flames. PhD thesis,
University of London, 1999. 28
[23] G. Bulat, W. P. Jones, and A. J. Marquis. Large Eddy Simulation of an industrial gas-
turbine combustion chamber using the sub-grid PDF method. Proceedings of the Com-
bustion Institute, 34(2):3155–3164, 2013. 20
[24] A. Burcat and B. Ruscic. Third millenium ideal gas and condensed phase thermochem-
ical database for combustion with updates from active thermochemical tables. Argonne
National Laboratory Argonne, IL, 2005. 56, 168
[25] X.-K. Cao, Z.-G. Sun, W.-F. Li, H.-F. Liu, and Z.-H. Yu. A new breakup regime of
liquid drops identified in a continuous and uniform air jet flow. Physics of Fluids (1994-
present), 19(5):057103, 2007. 74
[26] S. Chapman and T. G. Cowling. The mathematical theory of non-uniform gases: an
account of the kinetic theory of viscosity, thermal conduction and diffusion in gases.
Cambridge university press, 1970. 56, 169
[27] C. Chauveau, F. Halter, A. Lalonde, and I. Gokalp. An experimental study on the droplet
vaporization: effects of heat conduction through the support fiber. In Proc. of 22 nd
Annual Conference on Liquid Atomization and Spray Systems (ILASS Europe 2008),
2008. 59, 61
[28] X.-Q. Chen and J. C. F. Pereira. Computation of turbulent evaporating sprays with well-
specified measurements: a sensitivity study on droplet properties. International Journal
of Heat and Mass Transfer, 39(3):441–454, 1996. 54
154
REFERENCES
[29] N. A. Chigier. The atomization and burning of liquid fuel sprays. Progress in Energy
and Combustion Science, 2(2):97–114, 1976. 17
[30] H. H. Chiu and T. M. Liu. Group combustion of liquid droplets. Combustion Science
and Technology, 17(3-4):127–142, 1977. 61
[31] W. H. Chou and G. M. Faeth. Temporal properties of secondary drop breakup in the bag
breakup regime. International Journal of Multiphase Flow, 24(6):889–912, 1998. 73
[32] T. H. Chung, M. Ajlan, L. L. Lee, and K. E. Starling. Generalized multiparameter
correlation for nonpolar and polar fluid transport properties. Industrial & Engineering
Chemistry Research, 27(4):671–679, 1988. 56, 169, 170
[33] T. H. Chung, L. L. Lee, and K. E. Starling. Applications of kinetic gas theories and mul-
tiparameter correlation for prediction of dilute gas viscosity and thermal conductivity.
Industrial & Engineering Chemistry Fundamentals, 23(1):8–13, 1984. 56, 169, 170
[34] R. Clift, J. R. Grace, and M. E. Weber. Bubbles, drops, and particles. Courier Corpora-
tion, 2005. 53
[35] C. A. Coulaloglou and L. L. Tavlarides. Description of interaction processes in agitated
liquid-liquid dispersions. Chemical Engineering Science, 32(11):1289–1297, 1977. 86
[36] L. Crocco. Theoretical studies on liquid-propellant rocket instability. Symposium (Inter-
national) on Combustion, 10:1101–1128, 1965. 53
[37] J. W. Deardorff. Three-dimensional numerical study of turbulence in an entraining mixed
layer. Boundary-Layer Meteorology, 7(2):199–226, 1974. 19
[38] A. Dehbi. Turbulent particle dispersion in arbitrary wall-bounded geometries: A coupled
CFD-Langevin-equation based approach. International Journal of Multiphase Flow,
34(9):819–828, 2008. 18, 45
[39] J. Delteil, S. Vincent, A. Erriguible, and P. Subra-Paternault. Numerical investigations
in Rayleigh breakup of round liquid jets with VOF methods. Computers & Fluids,
50(1):10–23, 2011. 64
[40] L. Di Mare, M. Klein, W. P. Jones, and J. Janicka. Synthetic turbulence inflow conditions
for large-eddy simulation. Physics of Fluids (1994-present), 18(2):025107, 2006. 119
[41] N. Dombrowski and R. P. Fraser. A photographic investigation into the disintegration
of liquid sheets. Philosophical Transactions of the Royal Society of London. Series A,
Mathematical and Physical Sciences, pages 101–130, 1954. 72
[42] N. Dombrowski and W. R. Johns. The aerodynamic instability and disintegration of
viscous liquid sheets. Chemical Engineering Science, 18(3):203–214, 1963. 71, 72, 75
[43] C. Dopazo. Probability density function approach for a turbulent axisymmetric heated
jet. Centerline evolution. Physics of Fluids, 18(4):397, 1975. 42
155
REFERENCES
[44] C. Dopazo. Recent developments in PDF methods, chapter 7, pages 375–474. Academic
Press, London, 1994. 43
[45] C. Dopazo and E. E. O’Brien. Functional formulation of nonisothermal turbulent reac-
tive flows. Physics of Fluids, 17(11):1968, 1974. 42
[46] J. K. Dukowicz. A particle-fluid numerical model for liquid sprays. Journal of Compu-
tational Physics, 35(2):229–253, 1980. 47
[47] R. Eagle. International Coating Science and Technology Symposium, 2010. 67, 95
[48] C. D. Eastwood, A. Cartellier, and J. C. Lasheras. The breakup time of a droplet in a
fully-developed turbulent flow. In APS Division of Fluid Dynamics Meeting Abstracts,
volume 1, 1999. 83
[49] W. Eisenmenger. Dynamic properties of the surface tension of water and aqueous solu-
tions of surface active agents with standing capillary waves in the frequency range from
10 kc/s to 1.5 Mc/s. Acta Acustica united with Acustica, 9(4):327–340, 1959. 66
[50] S. Elghobashi. On predicting particle-laden turbulent flows. Applied Scientific Research,
52(4):309–329, 1994. 46
[51] G. Erlebacher, M. Y. Hussaini, C. G. Speziale, and T. A. Zang. Toward the large-eddy
simulation of compressible turbulent flows. Journal of Fluid Mechanics, 238:155–185,
1992. 24
[52] G. M. Faeth. Mixing, transport and combustion in sprays. Progress in Energy and
Combustion Science, 13(4):293–345, 1987. 64
[53] G. M. Faeth, L. P. Hsiang, and P. K. Wu. Structure and breakup properties of sprays.
International Journal of Multiphase Flow, 21:99–127, 1995. 9, 64, 74
[54] A. Favre. Turbulence: Space-time statistical properties and behavior in supersonic flows.
Physics of Fluids (1958-1988), 26(10):2851–2863, 1983. 30
[55] R. O. Fox and H. L. Stiles. Computational models for turbulent reacting flows, volume
419. Cambridge university press Cambridge, 2003. 40
[56] R. P. Fraser, P. Eisenklam, N. Dombrowski, and D. Hasson. Drop formation from rapidly
moving liquid sheets. AIChE Journal, 8(5):672–680, 1962. 72
[57] F. Gao and E. E. O’Brien. A large-eddy simulation scheme for turbulent reacting flows.
Physics of Fluids A: Fluid Dynamics, 5(6):1282, 1993. 20, 40
[58] C. W. Gardiner. Handbook of Stochastic Methods for Physics, Chemistry, and the Natu-
ral Sciences. Springer, 2004. 43, 48
[59] H.-W. Ge and E. Gutheil. Probability density function (pdf) simulation of turbulent spray
flows. Atomization and Sprays, 16(5), 2006. 45, 117
156
REFERENCES
[60] H.-W. Ge and E. Gutheil. Simulation of a turbulent spray flame using coupled PDF gas
phase and spray flamelet modeling. Combustion and Flame, 153(1):173–185, 2008. 117
[61] H.-W. Ge, Y. Hu, and E. Gutheil. Joint gas-phase velocity-scalar PDF modeling for tur-
bulent evaporating spray flows. Combustion Science and Technology, 184(10-11):1664–
1679, 2012. 117
[62] B. E. Gel’Fand, S. A. Gubin, and S. M. Kogarko. Various forms of drop fractionation
in shock waves and their special characteristics. Journal of Engineering Physics and
Thermophysics, 27(1):877–882, 1974. 81
[63] M. Germano, U. Piomelli, P. Moin, and W. H. Cabot. A dynamic subgrid-scale eddy
viscosity model. Physics of Fluids A: Fluid Dynamics (1989-1993), 3(7):1760–1765,
1991. 32
[64] S. Ghosal and P. Moin. The basic equations for the large eddy simulation of turbulent
flows in complex geometry. Journal of Computational Physics, 118(1):24–37, 1995. 30
[65] E. Giffen and A. Muraszew. The Atomisation of Liquid Fuels. Chapman & Hall, 1953.
70
[66] G. A. E. Godsave. Studies of the combustion of drops in a fuel spray—the burning of
single drops of fuel. Symposium (International) on Combustion, 4:818–830, 1953. 51
[67] D. Y. Goswami. The CRC handbook of mechanical engineering. CRC press, 2004. 65
[68] H.-H. Grotheer, S. Kelm, H. S. T. Driver, R. J. Hutcheon, R. D. Lockett, and G. N.
Robertson. Elementary Reactions in the Methanol Oxidation System. Part I: Establish-
ment of the Mechanism and Modelling of Laminar Burning Velocities. Berichte der
Bunsengesellschaft fu¨r physikalische Chemie, 96(10):1360–1376, 1992. 35, 37
[69] D. R. Guildenbecher, C. Lo´pez-Rivera, and P. E. Sojka. Secondary atomization. Exper-
iments in Fluids, 46(3):371–402, 2009. 9, 73, 74, 75
[70] F. A. Haight. Handbook of the Poisson distribution. Wiley, 1967. 89
[71] G. Hauke and L. Valin˜o. Computing reactive flows with a field Monte Carlo formulation
and multi-scale methods. Computer Methods in Applied Mechanics and Engineering,
193(15-16):1455–1470, 2004. 40, 44
[72] R. J. Haywood, M. Renksizbulut, and G. D. Raithby. Numerical solution of deforming
evaporating droplets at intermediate Reynolds numbers. Numerical Heat Transfer, Part
A Applications, 26(3):253–272, 1994. 82
[73] T. J. Held and F. L. Dryer. A comprehensive mechanism for methanol oxidation. In-
ternational Journal of Chemical Kinetics, 30(11):805–830, 1998. 34, 35, 36, 37, 38,
106
[74] R. P. Hesketh, A. W. Etchells, and T. F. Russell. Experimental observations of bubble
157
REFERENCES
breakage in turbulent flow. Industrial & Engineering Chemistry Research, 30(5):835–
841, 1991. 87
[75] H. Hiroyasu and T. Kadota. Fuel droplet size distribution in diesel combustion chamber.
Bulletin of JSME, 19(135):1064–1072, 1976. 79, 84
[76] C. Hollmann and E. Gutheil. Modeling of turbulent spray diffusion flames including
detailed chemistry. Symposium (International) on Combustion, 26:1731–1738, 1996.
117
[77] C. Hollmann and E. Gutheil. Diffusion flames based on a laminar spray flame library.
Combustion Science and Technology, 135(1-6):175–192, 1998. 117
[78] L. Hsiang and G. M. Faeth. Near-limit drop deformation and secondary breakup. Inter-
national Journal of Multiphase Flow, 18(5):635–652, 1992. 73, 74, 81
[79] L. P. Hsiang and G. M. Faeth. Drop deformation and breakup due to shock wave and
steady disturbances. International Journal of Multiphase Flow, 21(4):545–560, 1995.
73
[80] G. L. Hubbard, V. E. Denny, and A. F. Mills. Droplet evaporation: effects of transients
and variable properties. International Journal of Heat and Mass Transfer, 18(9):1003–
1008, 1975. 56
[81] I. Iliopoulos, Y. Mito, and T. J. Hanratty. A stochastic model for solid particle disper-
sion in a nonhomogeneous turbulent field. International Journal of Multiphase Flow,
29(3):375–394, 2003. 18
[82] A. Irannejad, A. Banaeizadeh, and F. Jaberi. Large eddy simulation of turbulent spray
combustion. Combustion and Flame, 162(2):431–450, 2015. 20
[83] W. P. Jones, F. di Mare, and A. J. Marquis. LES-BOFFIN: User’s Guide. London, 2002.
95
[84] W. P. Jones and B. Launder. The prediction of laminarization with a two-equation model
of turbulence. International Journal of Heat and Mass Transfer, 15(2):301–314, 1972.
18, 28, 31
[85] W. P. Jones and C. Lettieri. Large eddy simulation of spray atomization with stochastic
modeling of breakup. Physics of Fluids, 22(11):115106, 2010. 20, 46, 63, 84
[86] W. P. Jones, S. Lyra, and S. Navarro-Martinez. Large Eddy Simulation of a swirl stabi-
lized spray flame. Proceedings of the Combustion Institute, 33(2):2153–2160, 2011. 20,
46
[87] W. P. Jones, A. J. Marquis, and D. Noh. LES of a methanol spray flame with a stochastic
sub-grid model. Proceedings of the Combustion Institute, 35(2):1685–1691, 2015. 94
[88] W. P. Jones and S. Navarro-Martinez. Large eddy simulation of autoignition with a
158
REFERENCES
subgrid probability density function method. Combustion and Flame, 150(3):170–187,
2007. 20, 107
[89] W. P. Jones and V. N. Prasad. Large Eddy Simulation of the Sandia Flame Series (D-F)
using the Eulerian stochastic field method. Combustion and Flame, 157(9):1621–1636,
2010. 20, 107, 111
[90] W. P. Jones and A. Tyliszczak. Large eddy simulation of spark ignition in a gas turbine
combustor. Flow, Turbulence and Combustion, 85(3-4):711–734, 2010. 20
[91] A. N. Karpetis and A. Gomez. Self-similarity, momentum scaling and Reynolds stress in
non-premixed turbulent spray flames. Journal of Fluid Mechanics, 397:231–258, 1999.
97, 101, 103
[92] A. N. Karpetis and A. Gomez. An experimental study of well-defined turbulent non-
premixed spray flames. Combustion and Flame, 121(1):1–23, 2000. 10, 93, 94, 100,
105, 149
[93] J. B. Kelman and A. R. Masri. Simultaneous imaging of temperature and OH number
density in turbulent diffusion flames. Combustion Science and Technology, 122(1-6):1–
32, 1997. 143
[94] T. Kitano, J. Nishio, R. Kurose, and S. Komori. Evaporation and combustion of multi-
component fuel droplets. Fuel, 136:219–225, 2014. 18
[95] M. Klein, A. Sadiki, and J. Janicka. A digital filter based generation of inflow data for
spatially developing direct numerical or large eddy simulations. Journal of Computa-
tional Physics, 186(2):652–665, 2003. 119
[96] P. Kloeden and E. Platen. Numerical Solution of Stochastic Differential Equations.
Springer Berlin Heidelberg, 2013. 43
[97] A. N. Kolmogorov. The local structure of turbulence in incompressible viscous fluid for
very large Reynolds numbers. In Dokl. Akad. Nauk SSSR, volume 30, pages 299–303,
1941. 27
[98] A. N. Kolmogorov. On degeneration (decay) of isotropic turbulence in an incompressible
viscous liquid. In Dokl. Akad. Nauk SSSR, volume 31, pages 538–540, 1941. 27
[99] R. J. Lang. Ultrasonic atomization of liquids. The Journal of the Acoustical Society of
America, 34(1):6–8, 1962. 66
[100] J. C. Lasheras, C. Eastwood, C. Martı´nez-Baza´n, and J. Montanes. A review of statistical
models for the break-up of an immiscible fluid immersed into a fully developed turbulent
flow. International Journal of Multiphase Flow, 28(2):247–278, 2002. 85
[101] J. C. Lasheras and E. J. Hopfinger. Liquid jet instability and atomization in a coaxial gas
stream. Annual Review of Fluid Mechanics, 32(1):275–308, 2000. 83
159
REFERENCES
[102] J. C. Lasheras, E. Villermaux, and E. J. Hopfinger. Break-up and atomization of a round
water jet by a high-speed annular air jet. Journal of Fluid Mechanics, 357:351–379,
1998. 83
[103] B. E. Launder, G. J. Reece, and W. Rodi. Progress in the development of a Reynolds-
stress turbulence closure. Journal of Fluid Mechanics, 68(03):537–566, 1975. 18
[104] C. K. Law, T. Y. Xiong, and C. Wang. Alcohol droplet vaporization in humid air. Inter-
national Journal of Heat and Mass Transfer, 30(7):1435–1443, 1987. 57
[105] A. Lefebvre. Atomization and sprays, volume 1040. CRC press, 1988. 68, 69, 70, 76
[106] A. Leonard. Energy cascade in large-eddy simulations of turbulent fluid flows. In Tur-
bulent Diffusion in Environmental Pollution, volume 1, pages 237–248, 1974. 29
[107] C. Lettieri. Large Eddy Simulation of Two-phase Reacting Flows. PhD thesis, Imperial
College London, 2010. 46
[108] J. Li, Z. Zhao, A. Kazakov, M. Chaos, F. L. Dryer, and J. J. Scire. A comprehensive
kinetic mechanism for CO, CH2O, and CH3OH combustion. International Journal of
Chemical Kinetics, 39(3):109–136, 2007. 36, 37, 106, 138, 150
[109] X. Li and R. S. Tankin. On the temporal instability of a two-dimensional viscous liquid
sheet. Journal of Fluid Mechanics, 226:425–443, 1991. 75
[110] S.-Y. Liao, H.-M. Li, L. Mi, X.-H. Shi, G. Wang, Q. Cheng, and C. Yuan. Development
and validation of a reduced chemical kinetic model for methanol oxidation. Energy &
Fuels, 25(1):60–71, 2010. 35, 37
[111] Y. Liao, A. T. Sakman, S. M. Jeng, M. A. Jog, and M. A. Benjamin. A comprehen-
sive model to predict simplex atomizer performance. Journal of Engineering for Gas
Turbines and Power, 121(2):285–294, 1999. 75, 76
[112] P. A. Libby and F. A. Williams. Turbulent Reacting Flows. Academic Press, 1994. 22,
47
[113] A. Lichtarowicz, R. K. Duggins, and E. Markland. Discharge coefficients for incom-
pressible non-cavitating flow through long orifices. Journal of Mechanical Engineering
Science, 7(2):210–219, 1965. 76
[114] D. K. Lilly. The representation of small scale turbulence in numerical simulation ex-
periments. In IBM Scientific Computing Symposium on Environmental Sciences, pages
195–210, 1967. 19
[115] R. P. Lindstedt and M. P. Meyer. A dimensionally reduced reaction mechanism for
methanol oxidation. Proceedings of the Combustion Institute, 29(1):1395–1402, 2002.
35, 37, 95, 106, 150
[116] A. B. Liu, D. Mather, and R. D. Reitz. Modeling the effects of drop drag and breakup
160
REFERENCES
on fuel sprays. Technical report, DTIC Document, 1993. 81, 82
[117] D. D. Lobdell. Particle Size-Amplitude Relations for the Ultrasonic Atomizer. The
Journal of the Acoustical Society of America, 43(2):229–231, 1968. 66
[118] Z. Ma. Investigation on the internal flow characteristics of pressure-swirl atomizers.
PhD thesis, University of Cincinnati, 2002. 71
[119] S. Maaß and M. Kraume. Determination of breakage rates using single drop experiments.
Chemical Engineering Science, 70:146–164, 2012. 88
[120] T. Marchione, C. Allouis, A. Amoresano, and F. Beretta. Experimental investigation of
a pressure swirl atomizer spray. Journal of Propulsion and Power, 23(5):1096–1101,
2007. 70, 120
[121] S. K. Marley, E. J. Welle, K. M. Lyons, and W. L. Roberts. Effects of leading edge
entrainment on the double flame structure in lifted ethanol spray flames. Experimental
thermal and fluid science, 29(1):23–31, 2004. 142, 143
[122] C. Martı´nez-Baza´n, J. L. Montan˜e´s, and J. C. Lasheras. On the breakup of an air bubble
injected into a fully developed turbulent flow. Part 1. Breakup frequency. Journal of
Fluid Mechanics, 401:157–182, 1999. 82, 83, 84, 85, 87, 125
[123] C. Martı´nez-Baza´n, J. L. Montan˜e´s, and J. C. Lasheras. On the breakup of an air bubble
injected into a fully developed turbulent flow. Part 2. Size PDF of the resulting daughter
bubbles. Journal of Fluid Mechanics, 401:183–207, 1999. 82, 85, 88
[124] C. Martı´nez-Baza´n, J. Rodrı´guez-Rodrı´guez, G. B. Deane, J. L. Montan˜e´s, and J. C.
Lasheras. Considerations on bubble fragmentation models. Journal of Fluid Mechanics,
661:159–177, 2010. 88
[125] E. A. Mason and S. C. Saxena. Approximate formula for the thermal conductivity of gas
mixtures. Physics of Fluids (1958-1988), 1(5):361–369, 1958. 171
[126] A. R. Masri and J. D. Gounder. Turbulent spray flames of acetone and ethanol approach-
ing extinction. Combustion Science and Technology, 182(4-6):702–715, 2010. 17
[127] M. R. Maxey and J. J. Riley. Equation of motion for a small rigid sphere in a nonuniform
flow. Physics of Fluids (1958-1988), 26(4):883–889, 1983. 49
[128] V. McDonell, M. Adachi, and G. S. Samuelsen. Structure of reacting and nonreacting,
nonswirling, air-assisted sprays, Part I: Gas-phase properties. Atomization and Sprays,
3(4):389–410, 1993. 12, 115, 116, 136, 140, 142, 143, 148, 151
[129] V. McDonell, M. Adachi, and G. S. Samuelsen. Structure of reacting and nonreact-
ing, nonswirling, air-assisted sprays, Part II: Drop behavior. Atomization and Sprays,
3(4):411–436, 1993. 115, 148, 151
[130] V. G. McDonell, M. Adachi, and G. S. Samuelsen. Structure of reacting and non-reacting
161
REFERENCES
swirling air-assisted sprays. Combustion Science and Technology, 82(1-6):225–248,
1992. 138
[131] V. G. McDonell and G. S. Samuelsen. An experimental data base for the computational
fluid dynamics of reacting and nonreacting methanol sprays. Journal of Fluids Engi-
neering, 117(1):145–153, 1995. 10, 115, 116, 132, 136
[132] T. Me´nard, S. Tanguy, and A. Berlemont. Coupling level set/VOF/ghost fluid methods:
Validation and application to 3D simulation of the primary break-up of a liquid jet.
International Journal of Multiphase Flow, 33(5):510–524, 2007. 64
[133] R. S. Miller, K. Harstad, and J. Bellan. Evaluation of equilibrium and non-equilibrium
evaporation models for many-droplet gas-liquid flow simulations. International Journal
of Multiphase Flow, 24(6):1025–1055, 1998. 50, 55, 61, 150
[134] J.-P. Minier and E. Peirano. The pdf approach to turbulent polydispersed two-phase
flows. Physics Reports, 352(1):1–214, 2001. 19
[135] P. Moin and S. V. Apte. Large-eddy simulation of realistic gas turbine combustors. AIAA
Journal, 44(4):698–708, 2006. 20
[136] R. Mustata, L. Valin˜o, C. Jime´nez, W. Jones, and S. Bondi. A probability density
function Eulerian Monte Carlo field method for large eddy simulations: application to
a turbulent piloted methane/air diffusion flame (Sandia D). Combustion and Flame,
145(1):88–104, 2006. 40, 41, 107
[137] P. D. Neufeld, A. R. Janzen, and R. A. Aziz. Empirical Equations to Calculate 16 of the
Transport Collision Integrals ω(l,s)∗ for the Lennard-Jones (12-6) Potential. The Journal
of Chemical Physics, 57(3):1100–1102, 1972. 170
[138] J. A. Nicholls. Stream and droplet breakup by shock waves. NASA SP-194, pages 126–
128, 1972. 79
[139] H. Nomura, Y. Ujiie, H. J. Rath, J. Sato, and M. Kono. Experimental study on high-
pressure droplet evaporation using microgravity conditions. Symposium (International)
on Combustion, 26:1267–1273, 1996. 58, 59
[140] T. S. Norton and F. L. Dryer. Some new observations on methanol oxidation chemistry.
Combustion Science and Technology, 63(1-3):107–129, 1989. 9, 36, 37, 38, 39, 106
[141] P. J. O’Rourke and A. A. Amsden. The TAB method for numerical calculation of spray
droplet breakup. Technical report, SAE Technical Paper, 1987. 78, 79
[142] P. J. O’Rourke and F. V. Bracco. Modelling of drop interactions in thick sprays and a
comparison with experiments. Proceedings of the Institution of Mechanical engineers,
9:101–106, 1980. 152
[143] Y. Pan and K. Suga. A numerical study on the breakup process of laminar liquid jets into
162
REFERENCES
a gas. Physics of Fluids (1994-present), 18(5):052101, 2006. 64
[144] S. W. Park, S. Kim, and C. S. Lee. Breakup and atomization characteristics of mono-
dispersed diesel droplets in a cross-flow air stream. International Journal of Multiphase
Flow, 32(7):807–822, 2006. 84
[145] E. Peirano, S. Chibbaro, J. Pozorski, and J.-P. Minier. Mean-field/PDF numerical ap-
proach for polydispersed turbulent two-phase flows. Progress in Energy and Combustion
Science, 32(3):315–371, 2006. 19, 47
[146] S. S. Penner. Introduction to the study of chemical reactions in flow systems. Technical
report, DTIC Document, 1955. 35
[147] N. Peters. Turbulent Combustion. Cambridge University Press, 2000. 33
[148] M. Pilch and C. A. Erdman. Use of breakup time data and velocity history data to predict
the maximum size of stable fragments for acceleration-induced breakup of a liquid drop.
International Journal of Multiphase Flow, 13(6):741–757, 1987. 73, 74
[149] U. Piomelli and J. Liu. Large-eddy simulation of rotating channel flows using a localized
dynamic model. Physics of Fluids (1994-present), 7(4):839–848, 1995. 32
[150] H. Pitsch. Large-eddy simulation of turbulent combustion. Annu. Rev. Fluid Mech.,
38:453–482, 2006. 19
[151] B. E. Poling, J. M. Prausnitz, and J. P. O’connell. The properties of gases and liquids,
volume 5. McGraw-Hill New York, 2001. 13, 169, 172
[152] S. B. Pope. PDF methods for turbulent reactive flows. Progress in Energy and Combus-
tion Science, 11(2):119–192, 1985. 19, 20, 47
[153] S. B. Pope. Turbulent flows. Cambridge university press, 2000. 27, 40
[154] S. B. Pope. Ten questions concerning the large-eddy simulation of turbulent flows. New
Journal of Physics, 6(1):35, 2004. 19
[155] S. B. Pope. Small scales, many species and the manifold challenges of turbulent com-
bustion. Proceedings of the Combustion Institute, 34(1):1–31, 2013. 38
[156] J. Pozorski and J.-P. Minier. Probability density function modeling of dispersed two-
phase turbulent flows. Physical Review E, 59(1):855, 1999. 47
[157] V. N. Prasad, A. R. Masri, S. Navarro-Martinez, and K. H. Luo. Investigation of auto-
ignition in turbulent methanol spray flames using Large Eddy Simulation. Combustion
and Flame, 160(12):2941–2954, 2013. 20, 41, 49, 55, 108
[158] W. H. Press. Numerical Recipes in Fortran 77: The Art of Scientific Computing : Volume
1 of Fortran Numerical Recipes. Cambridge University Press, 1992. 90
[159] A. Radcliffe. The Performance of a Type of Swirl Atomizer. Proceedings of the Institu-
163
REFERENCES
tion of Mechanical Engineers, 169(1):93–106, 1955. 70
[160] W. E. Ranz and W. R. Marshall. Evaporation from drops: Part I. Chem. Engng. Prog,
48:141–146, 1952. 51
[161] W. E. Ranz and W. R. Marshall. Evaporation from drops: Part II. Chem. Engng. Prog,
48:173–180, 1952. 51
[162] W. G. Reinecke and G. D. Waldman. A study of drop breakup behind strong shocks with
applications to flight. Technical report, DTIC Document, 1970. 81
[163] R. D. Reitz. Modeling atomization processes in high-pressure vaporizing sprays. Atom-
isation Spray Technology, 3:309–337, 1987. 78, 80
[164] R. D. Reitz and F. V. Bracco. Mechanism of atomization of a liquid jet. Physics of Fluids
(1958-1988), 25(10):1730–1742, 1982. 80
[165] R. D. Reitz and R. Diwakar. Structure of high-pressure fuel sprays. Technical report,
SAE Technical Paper, 1987. 120
[166] R. D. Reitz and C. J. Rutland. Development and testing of diesel engine CFD models.
Progress in Energy and Combustion Science, 21(2):173–196, 1995. 80
[167] J. Reveillon and L. Vervisch. Analysis of weakly turbulent dilute-spray flames and spray
combustion regimes. Journal of Fluid Mechanics, 537:317–347, 2005. 18
[168] O. Reynolds. An experimental investigation of the circumstances which determine
whether the motion of water shall be direct or sinuous, and of the law of resistance
in parallel channels. Proceedings of the Royal Society of London, 35(224-226):84–99,
1883. 26
[169] L. F. Richardson. Weather Prediction by Numerical Process. Cambridge, 1922. 26
[170] S. Rigopoulos. Population balance modelling of polydispersed particles in reactive
flows. Progress in Energy and Combustion Science, 36(4):412–443, 2010. 85
[171] N. K. Rizk and A. H. Lefebvre. Prediction of velocity coefficient and spray cone angle
for simplex swirl atomizers. International Journal of Turbo and Jet Engines, 4(1-2):65–
74, 1987. 70
[172] D. E. Rosner. Transport processes in chemically reacting flow systems. Courier Corpo-
ration, 2012. 100
[173] V. Sabel’nikov and O. Soulard. Rapidly decorrelating velocity-field model as a tool for
solving one-point Fokker-Planck equations for probability density functions of turbulent
reactive scalars. Physical Review E, 72(1):016301, 2005. 20, 40
[174] P. Sagaut. Large Eddy Simulation for Incompressible Flows: An Introduction. Springer,
2002. 29
164
REFERENCES
[175] A. Saha, J. D. Lee, S. Basu, and R. Kumar. Breakup and coalescence characteristics of a
hollow cone swirling spray. Physics of Fluids (1994-present), 24(12):124103, 2012. 68,
73
[176] S. Sazhin. Droplets and sprays. Springer, 2014. 63
[177] D. P. Schmidt, I. Nouar, P. K. Senecal, C. J. Rutland, J. K. Martin, R. D. Reitz, and J. A.
Hoffman. Pressure-swirl atomization in the near field. Technical Report 0148-7191,
SAE Technical Paper, 1999. 76, 77
[178] H. Schmidt and U. Schumann. Coherent structure of the convective boundary layer
derived from large-eddy simulations. Journal of Fluid Mechanics, 200:511–562, 1989.
41
[179] P. Schroll, A. P. Wandel, R. S. Cant, and E. Mastorakos. Direct numerical simulations
of autoignition in turbulent two-phase flows. Proceedings of the Combustion Institute,
32(2):2275–2282, 2009. 18
[180] U. Schumann. Subgrid scale model for finite difference simulations of turbulent flows in
plane channels and annuli. Journal of computational physics, 18(4):376–404, 1975. 19
[181] P. K. Senecal, D. P. Schmidt, I. Nouar, C. J. Rutland, R. D. Reitz, and M. L. Corra-
dini. Modeling high-speed viscous liquid sheet atomization. International Journal of
Multiphase Flow, 25(6):1073–1097, 1999. 76, 77
[182] W. A. Sirignano. Fluid dynamics of sprays—1992 Freeman scholar lecture. Journal of
Fluids Engineering, 115(3):345–378, 1993. 57
[183] J. Smagorinsky. General circulation experiments with the primitive equations: I. The
basic experiment. Monthly Weather Review, 91(3):99–164, 1963. 19, 31
[184] K. So¨llner. The mechanism of the formation of fogs by ultrasonic waves. Transactions
of the Faraday Society, 32:1532–1536, 1936. 66
[185] D. B. Spalding. The combustion of liquid fuels. Symposium (International) on Combus-
tion, 4:847–864, 1953. 51
[186] H. B. Squire. Investigation of the instability of a moving liquid film. British Journal of
Applied Physics, 4(6):167, 1953. 75
[187] K. D. Squires and J. K. Eaton. Particle response and turbulence modification in isotropic
turbulence. Physics of Fluids A: Fluid Dynamics (1989-1993), 2(7):1191–1203, 1990.
138
[188] V. Srinivasan, A. J. Salazar, and K. Saito. Numerical investigation on the disintegration
of round turbulent liquid jets using LES/VOF techniques. Atomization and Sprays, 18(7),
2008. 64
[189] F. X. Tanner and G. Weisser. Simulation of liquid jet atomization for fuel sprays by
165
REFERENCES
means of a cascade drop breakup model. Technical report, SAE Technical Paper, 1998.
78
[190] M. A. Tanoff, M. D. Smooke, R. J. Osborne, T. M. Brown, and R. W. Pit. The sensi-
tive structure of partially premixed methane-air vs. air counterflow flames. Symposium
(International) on Combustion, 26:1121–1128, 1996. 143, 144
[191] R. W. Tate. Sprays. Kirk-Othmer Encyclopedia of Chemical Technology, 18:634–654,
1969. 68
[192] G. I. Taylor. The shape and acceleration of a drop in a high speed air stream. The
Scientific Papers of GI Taylor, 3:457–464, 1963. 78
[193] G. Tryggvason, R. Scardovelli, and S. Zaleski. Direct numerical simulations of gas-
liquid multiphase flows. Cambridge University Press, 2011. 18
[194] S. C. Tsai, P. Childs, and P. Luu. Ultrasound-modulated two-fluid atomization of a water
jet. AIChE Journal, 42(12):3340–3350, 1996. 9, 65
[195] T. Tsuji, R. Narutomi, T. Yokomine, S. Ebara, and A. Shimizu. Unsteady three-
dimensional simulation of interactions between flow and two particles. International
Journal of Multiphase Flow, 29(9):1431–1450, 2003. 18
[196] S. Turns. An Introduction to Combustion: Concepts and Applications. McGraw-Hill
Education, 2011. 22, 33
[197] L. Valin˜o. A field Monte Carlo formulation for calculating the probability density func-
tion of a single scalar in a turbulent flow. Flow, Turbulence and Combustion, 60(2):157–
172, 1998. 20, 40
[198] J. Vandooren and P. J. Van Tiggelen. Experimental investigation of methanol oxidation in
flames: mechanisms and rate constants of elementary steps. Symposium (International)
on Combustion, 18:473–483, 1981. 106
[199] A. Verdier, B. Renou, A. Vandel, S. Saengkaew, G. Cabot, G. Gre´han, and M. Boukhalfa.
Experimental characterization of fuel droplet temperature in a spray jet flame, 2015. 142
[200] J. Villermaux and J. C. Devillon. Repre´entation de la coalescence et de la re-
dispersion des domaines de se´gre´gation dans un fluide par un mode`le d’interaction
phe´nome´nologique. In Proceedings of the 2nd International symposium on chemical
reaction engineering, pages 1–13. Elsevier New York, 1972. 42
[201] A. R. Wadhwa, V. Magi, and J. Abraham. Transient deformation and drag of decelerating
drops in axisymmetric flows. Physics of Fluids (1994-present), 19(11):113301, 2007. 81
[202] A. Wassiljewa. Wa¨rmeleitung in gasgemischen. Phys. Z, 5(22):737, 1904. 56, 171
[203] C. K. Westbrook and F. L. Dryer. Comprehensive mechanism for methanol oxidation.
Combustion Science and Technology, 20(3-4):125–140, 1979. 36, 37
166
REFERENCES
[204] C. R. Wilke. Diffusional properties of multicomponent gases. Chemical Engineering
Progress, 46(2):95–104, 1950. 56, 171
[205] C. R. Wilke. A viscosity equation for gas mixtures. The Journal of Chemical Physics,
18(4):517–519, 1950. 56, 171
[206] M. K. W. Wille. Large eddy simulation of jets in cross flows. PhD thesis, University of
London, 1997. 30
[207] F. A. Williams. Spray combustion and atomization. Physics of Fluids (1958-1988),
1(6):541–545, 1958. 47
[208] S.-C. Wong and A.-C. Lin. Internal temperature distributions of droplets vaporizing in
high-temperature convective flows. Journal of Fluid Mechanics, 237:671–687, 1992. 58
[209] J.-R. Yang and S.-C. Wong. On the discrepancies between theoretical and experimental
results for microgravity droplet evaporation. International Journal of Heat and Mass
Transfer, 44(23):4433–4443, 2001. 61
[210] M. C. Yuen and L. W. Chen. On drag of evaporating liquid droplets. Combustion Science
and Technology, 14(4-6):147–154, 1976. 49
167
Appendix A Evaluation of Mixture Properties
A.1 Thermodynamic Properties of the Gas Phase
The density of a species is evaluated using the equation of state for an ideal gas as:
ρ =
PMw
RT
(A.1)
where P , Mw, R and T represent the pressure, the molecular weight, the universal gas constant
and the temperature respectively. In order to calculate the density of air and fuel vapour mixture
in the film region, the standard additive rule for an ideal gas is adopted in the present work as
suggested by Abramzon and Sirignano [2]:
ρm = [(Yref/ρl) + (1− Yref )/ρair]−1 (A.2)
in which Tref and Yref represent the reference temperature and fuel concentration in the film
region respectively and are determined using the popular weighting method known as the 1/3
rule:
Tref = (2/3)Tp + (1/3)Tg Yref = (2/3)Ys + (1/3)Y∞ (A.3)
The specific heat capacity at constant pressure of the mixture is evaluated as:
Cp,g = YrefCp,vap + (1− Yref )Cp,∞ (A.4)
where Cp,vap and Cp,∞ are the specific heat capacity of the fuel vapour and the surrounding gas,
respectively. The specific enthalpy and heat capacity at constant pressure are evaluated using
JANAF polynomial database [24].
A.2 Detailed Transport Properties using the Kinetic Theory of Gases
In the context of two-phase combustion processes, it is important to accurately evaluate the
effects of transport and thermodynamic properties of the mixture on droplet burning rates be-
cause most of the practical spray combustion systems involve many chemical species. In the
computation of the rate of change of droplet mass and temperature, the transport properties
involved are the dynamic viscosity, thermal conductivity and binary mass diffusivity whereas
the thermodynamic properties includes density, specific enthalpy and heat at constant pressure.
The accuracy of the numerical two-phase simulations may well be strongly dependent on how
accurately the thermo and transport properties are evaluated. It is thus necessary to properly
define the properties of the mixture in the film region close to the droplet core. The transport
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properties of a gas can be modelled in a simple manner using the kinetic theory of gases. This
area has been extensively covered in other texts (e.g., Poling et al. [151]). The methods adopted
in this work are explained below in detail.
Following the method of Chung et al. [32, 33], the dynamic viscosity of a gaseous molecule
can be calculated from:
µ = 40.785
Fc(MwT )
0.5
V
2/3
c Ωv
(A.5)
where µ, Fc,Mw, T , Vc, Ωv are the dynamic viscosity, a factor to take into account the shapes of
a molecule and polarities of dilute gases, the molecular weight, the temperature, the critical vol-
ume and the viscosity collision integral respectively. The correction factor can be determined
from:
Fc = 1− 0.2756ω + 0.059035µ4r + κ (A.6)
in which ω is the acentric factor, µr represents a dimensionless dipole moment and κ is the
association factor. The dimensionless dipole moment is then obtained using:
µr = 131.3
η
(VcTc)1/2
(A.7)
where Tc and η represent the critical temperature and the dipole moment, respectively.
The viscosity collision integral is calculated from:
Ωv = [1.6145(T
∗)−0.14874]
+ 0.52487[exp (−0.77320T ∗)] + 2.16178[exp (−2.43787T ∗)]
(A.8)
where T ∗ represents the dimensionless temperature and is determined by:
T ∗ =
kT
ε
= 1.2593
T
Tc
(A.9)
in which k is Boltzmann’s constant and ε is the minimum of the pair-potential energy. With a
knowledge of the association factor, κ, the correction factor, Fc, are obtained and the viscosity
can then be calculated using Eq. (A.5).
The binary diffusion coefficient,DAB, for a binary mixture of A and B can be determined in
a similar manner to the determination of the viscosity. The following relationship which results
from solving the Boltzmann equation is taken from the work of Chapman and Enskog [26] :
DAB =
0.00266T 3/2
PM
1/2
ABσ
2
ABΩD
(A.10)
where P is pressure, MAB is the reduced atomic mass of the pair (A and B), σAB is the charac-
169
A.2 Detailed Transport Properties using the Kinetic Theory of Gases
teristic length and ΩD is the diffusion collision integral. MAB is determined using:
MAB = 2.0
(
1
MA
+
1
MB
)−1
(A.11)
where MA and MB represent the molecular weights of species A and B respectively. The
characteristic Lennard-Jones energy and length, ε and σ respectively, have to be used in order
to obtain the interaction value, σAB, and ε on which the diffusion collision integral is calculated.
The following simple rules are used:
εAB = (εAεB)
1/2 (A.12)
σAB =
σA + σB
2
(A.13)
The diffusion collision integral is then determined using the relation of Neufield et al. [137]:
ΩD =
1.06036
(T ∗)0.15610
+
0.19300
exp(0.47635T ∗)
+
1.03587
exp(1.52996T ∗)
+
1.76474
exp(3.89411T ∗)
(A.14)
in which the non-dimensional temperature, T ∗ is determined by:
T ∗ =
kT
εAB
(A.15)
The thermal conductivity of each species in the mixture is calculated using the relation of
Chung et al. [32, 33]:
λ =
3.75Ψ
Cv/R
µCv
Mw
(A.16)
where Cv is the specific heat capacity at constant volume and Ψ is calculated using the follow-
ing relation:
Ψ = 1 + α[0.215 + 0.28288α− 1.061β + 0.26665Z]/[0.6366 + βZ + 1.061αβ] (A.17)
in which α, β and Z are obtained from:
α = (Cv/R)− 3
2
(A.18)
β = 0.7862− 0.7109ω + 1.3168ω2 (A.19)
Z = 2.0 + 10.5T 2r (A.20)
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It is now required to determine the transport properties of the mixture which are used in
the calculation of droplet evaporation rates. First, the following simple relation was derived by
Wilke [204] to obtain the diffusion coefficient of a species A to the remaining mixture (i.e., B,
C, D, ...) as shown below:
DA,m =
1−XA
XB
DAB
+ XC
DAC
+ XD
DAD
+ · · · (A.21)
in which DAB, DAC and DAD are the binary diffusion coefficients of the species A to each of
the remaining species, B, C and D in the mixture, respectively and XA, XB, etc., represent the
mole fraction of the species A, B, etc.
Following a simplified relation from the kinetic theory approach by Wilke [205], the dy-
namic viscosity of the multicomponent mixture can be evaluated:
µm =
n∑
i=1
Xiµi
n∑
j=1
Xjφij
(A.22)
where
φij =
[1 + (µi/µj)
1/2(Mj/Mi)
1/4]2
[8(1 +Mi/Mj)]1/2
(A.23)
Lastly, the thermal conductivity of mixtures is determined in a similar fashion to the theo-
retical relation of Wilke for mixture viscosity. The following empirical relation was proposed
by Wassiljewa [202]:
λm =
n∑
i=1
Xiλi
n∑
j=1
XjAij
(A.24)
Mason and Saxena [125] suggested that Aij in Eq. (A.24) may well be represented by the
interaction parameter for mixture viscosity:
Aij = φij (A.25)
In this work, the seven main constituent species in the combustion products (i.e., CO, CO2,
H2, H2O, O2, N2 and CH3OH) are considered. This assumption becomes feasible considering
the fact that other species having small fractions on mole (or mass) basis are negligible when
summing the transport properties of each species for the evaluation of the mixture properties.
171
A.2 Detailed Transport Properties using the Kinetic Theory of Gases
In the following table, all the necessary parameters used to evaluate the transport properties
of each species in the gaseous mixture are listed.
Table A.1: Necessary constants for the evaluation of the mixture properties [151]
Species Tc (K) Vc (cm3/mol) Dipole (Debye) ω κ σ (A˚) /k (K)
CO 132.85 93.10 0.1 0.0450 0.0000 3.690 91.700
CO2 304.12 94.07 0.0 0.2250 0.0000 3.941 195.20
H2 33.250 65.00 0.0 -0.2160 0.0000 2.827 59.700
H2O 647.14 55.95 1.8 0.3440 0.0000 2.641 809.10
O2 154.58 73.37 0.0 0.0220 0.0000 3.467 106.70
N2 126.20 90.10 0.0 0.0370 0.0000 3.798 71.400
CH3OH 512.64 118.0 1.7 0.5650 0.2150 3.626 481.80
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