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ABSTRACT
We present a new technique for overcoming confusion noise in deep far-infrared Herschel space
telescope images making use of prior information from shorter λ < 2µm wavelengths. For the deepest
images obtained by Herschel, the flux limit due to source confusion is about a factor of three brighter
than the flux limit due to instrumental noise and (smooth) sky background. We have investigated the
possibility of de-confusing simulated Herschel PACS-160µm images by using strong Bayesian priors
on the positions and weak priors on the flux of sources. We find the blended sources and group them
together and simultaneously fit their fluxes. We derive the posterior probability distribution function
of fluxes subject to these priors through Monte Carlo Markov Chain (MCMC) sampling by fitting
the image. Assuming we can predict FIR flux of sources based on ultraviolet-optical part of their
SEDs to within an order of magnitude, the simulations show that we can obtain reliable fluxes and
uncertainties at least a factor of three fainter than the confusion noise limit of 3σc=2.7 mJy in our
simulated PACS-160 image. This technique could in principle be used to mitigate the effects of source
confusion in any situation where one has prior information of positions and plausible fluxes of blended
sources. For Herschel , application of this technique will improve our ability to constrain the dust
content in normal galaxies at high redshift.
Subject headings: Noise:Confusion – galaxies: Infrared – galaxies: dust content – Method: Markov
Chain Monte Carlo
1. INTRODUCTION
A significant fraction of the radiation emitted by stars
and Active Galactic Nuclei (AGN) over the lifetime of
the universe is absorbed by dust and re-radiated at long
wavelengths. It is thus crucial to measure this re-emitted
radiation and develop an understanding of how dusty
radiative transfer evolves in galaxies over cosmic time.
There has been a revolution over the past two decades in
our ability to measure far-infrared (FIR) radiation, with
the increasing sensitivity of sub-mm telescopes and de-
tectors and with the launch of the Herschel Far-infrared
Observatory (Pilbratt et al. 2010). However, at the flux
levels relevant for typical galaxies at redshifts z > 1, our
deepest images of the sky at wavelengths 24-1000µm are
dominated by confusion noise (Condon 1974). If we were
to boost the Milky Way′s star-formation rate (SFR) by a
factor of 100, it still would not be detectable in the deep-
est Herschel images if it were placed at redshifts z > 2.
Furthermore, the main-sequence of star-forming galax-
ies (Elbaz et al. 2011; Noeske et al. 2007) drops below
the confusion limit at z > 2 (Magnelli et al. 2013). It
is therefore important to find techniques to overcome or
mitigate confusion noise.
Star-formation buried inside molecular clouds could be
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hidden from ultraviolet(UV)-optical observations due to
10-100 mag of extinction, and would be only revealed in
the FIR. UV photons from the newly born stars are ab-
sorbed by dust (and for photons with hν > 13.6 eV by
neutral hydrogen) inside the molecular cloud, and in re-
turn the absorbed energy by the dust is emitted in the
FIR (see Silva et al. 1998; Charlot & Fall 2000; Cheval-
lard et al. 2013 for detailed modeling of extinction in
diffuse interstellar medium (ISM) and birth clouds).
At high redshifts, SFRs are inferred from an estimate
of the unattenuated far-UV luminosity (LUV ; Meurer et
al. 1999; Finkelstein et al. 2012; Bouwens et al. 2012),
nebular line emissions (such as Hα, Lyman-α, Moustakas
& Kennicutt 2006), rest frame 8 µm luminosity (Elbaz et
al. 2011), dust emission in the FIR (Magdis et al. 2010;
Heinis et al. 2014; Wardlow et al. 2014) and Sub-mm
observations (Blain et al. 1999). A thorough review of
this subject is presented in Madau & Dickinson (2014).
For galaxies with roughly constant SFR, the UV-
continuum slope at 1200 < λ < 2000 is approximately
flat in fν . For such galaxies, departures from a flat con-
tinuum are mostly due to dust. The dust attenuation is
commonly estimated by measuring the UV-continuum
slope β (fλ ∝ λβ Meurer et al. 1999; Calzetti et al.
1994). Under the assumption that light missing from
the UV is re-emitted in the FIR (i.e., ignoring scatter-
ing), local samples of galaxies have been used to cal-
ibrate the relation between the slope and the ratio of
FIR to UV luminosity IRX = logLIR/LUV (Meurer et
al. 1999). While this works reasonably well for nor-
mal star-forming galaxies, luminous infrared galaxies
(LIR(8 − 1000µm) > 1011L) which dominate the SFR
density at z > 1 (e.g. Le Floc’h et al. (2005); Caputi et
al. (2007); Magnelli et al. (2009, 2011); Murphy et al.
(2011)) do not follow the suggested β − IRX relation
(Goldader et al. 2002), suggesting hidden ongoing star
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2formation activity in them. Moreover, the very large
scatter in β− IRX relation renders its application prob-
lematic (Conroy 2013).
Even for un-attenuated galaxies, the UV-continuum
slope is a reliable measure of LUV only for galaxies with
constant SFR. If a galaxy is experiencing quenching, the
O and B stars die off and are not replaced by the next
generation. Therefore, the old stellar population will
dominate the UV-continuum making the slope redder
(the same as dust would do) and skewing the underlying
β − IRX relation. This is an important issue because
it is difficult to differentiate between an old stellar pop-
ulation and a dusty star forming galaxy (this is often
referred to as the age–dust degeneracy). If the estimate
of SFR based on the UV continuum slope is reliable,
the correction that needs to be applied to obtain the
unattenuated LUV is generally large–typically a factor of
∼5 for Lyman-break galaxies (Meurer et al. 1999; Reddy
et al. 2012). Therefore relatively small photometric un-
certainties of 10-20% (the quoted error on β is 20% in
Adelberger & Steidel 2000; Finkelstein et al. 2010) can
balloon into uncertainties on the star-formation rates of
50-100%.
Measurements in the FIR yield a more robust estimate
of SFR but have their own biases (Kennicutt et al. 2009).
In the case of dwarf galaxies and metal poor systems,
where the fraction of obscured star forming regions is
low, the FIR does not trace the total SFR. To obtain
the most reliable estimates of SFR, it is best to com-
bine the estimates from UV and the FIR (Kennicutt et
al. 2003). It is important to note that FIR-based mea-
surements of SFR are not a minor correction to the SFR
estimates based on rest frame UV observations. Reddy
et al. (2012) found that 80% of star formation in Lyman
Break Galaxies (LBGs) at z ∼ 2 is hidden in dust and is
only revealed in FIR dust emission.
Currently studies of the massive end of the main se-
quence of star-forming galaxies at z >2 in the FIR have
been limited to stacking analysis. Stacking has the intrin-
sic assumption that the underlying distribution of galax-
ies is a normal distribution where the mean and median
are well behaved. Furthermore, the median or mean of
some derived physical quantity for a sample of galaxies
is not necessarily the same as the value for that physical
quantity derived from the mean or median of the stacks
(Ryan et al. 2014; Vargas et al. 2014). In stacking, the
presence of local background around a particular object
can skew the final results. Moreover, because galaxies are
clustered, a portion of any detected signal could be due
to physical neighbors. Detected sources are often sub-
tracted before doing the stacking (to improve the S/N),
but this risks subtracting a portion of the flux of the
sources of interest. In addition, the estimate for the mean
optical/FIR flux ratio from the stacks can be biased by
sources in the tails of the distribution. Therefore indi-
vidual detections (i.e. not stacked photometry) of high
redshift galaxies will provide more reliable estimates of
their SFRs; however source confusion restricts the abil-
ity to detect faint objects and de-blend neighbors. FIR
studies of individual high redshift lensed galaxies are cur-
rently limited to a small number of systems (e.g. Egami
et al. 2010).
Confusion noise was first recognized in the context
of deep radioastronomical observations (Scheuer 1957).
An image can be considered as confusion limited when
the uncertainties in the measured fluxes of the sources
are dominated by the uncertainties due to overlapping
sources. Murdoch et al. (1973) discussed two types of
confusion: blending confusion which comes from a high
number density of faint (but detectable if observed indi-
vidually) sources in the beam and the latter photometric
confusion which is due to sources with fluxes less than
the instrumental detection limit (Slim). The quadrature
sum of these two causes of photometric scatter is desig-
nated as confusion noise σconf .
Apart from radio astronomy (Blain et al. 1998; Con-
don 1974; Condon et al. 2012), confusion noise is impor-
tant for many other types of observations as well, such
as FIR observations (Nguyen et al. 2010; Magnelli et al.
2013; Jeong et al. 2005; Va¨isa¨nen et al. 2010; Ga´spa´r
& Rieke 2014; Kennedy & Wyatt 2012), X-ray deep ob-
servations(Barcons & Fabian 1990; Barcons 1992), grav-
itational waves(Crowder & Cornish 2004), weak lensing
(Melchior & Viola 2012), Sunyaev-Zel’dovich (SZ) cluster
surveys(Bartlett & Melin 2006), high precision astrome-
try (Hogg 2001) and studies of the galactic center(Eckart
et al. 2012; Stone et al. 2012). A typical rule of thumb
has been that one reaches diminishing returns when there
are more than 1/30 sources per beam. The classic treat-
ment of source confusion assumes that you know nothing
about the sources other than their statistical density on
the sky. Moreover, it is assumed that the sources are
distributed uniformly on the sky with Poisson statistics.
However, we know galaxies are clustered and this changes
the confusion noise limit (Takeuchi & Ishii 2004; Negrello
et al. 2004; Barcons 1992).
It is useful to consider an alternative hypothetical case,
where one knows everything about all the sources in the
image, even below the detection limit, except for one
source. In this case, all of the contaminating sources can
be subtracted perfectly. One is left with just the de-
tector noise, residual Poisson noise from the subtracted
sources and noise from the smooth sky background (cir-
rus and zodiacal dust in the case of FIR observations).
The source in question is no longer contaminated by con-
fusion. Provided there is not a systematic noise floor, the
photometric uncertainty for this source will beat down as
the square root of the exposure time.
For deep extragalactic surveys, reality is somewhere in
between these two idealized cases. The detected source
density in the deepest PACS (Poglitsch et al. 2010)
160µm images is ∼ 3.1 sources arcmin−2 (Magnelli et al.
2013). In the same region of the sky, the average detected
source density in the shallowest tier of the Hubble CAN-
DELS (Koekemoer et al. 2011; Grogin et al. 2011) 1.6µm
image is ∼200 arcmin−2 and for the Hubble Ultra-Deep
Field (HUDF, Beckwith et al. 2006) is ∼1200 arcmin−2.
This is illustrated in Figure 1.
From existing archival data, we have excellent esti-
mates on the position, redshift (spectroscopic and photo-
metric), UV–NIR SED shape, morphology, size and axis
ratio of sources that are not individually detected by Her-
schel, with which we can constrain their LIR (Wuyts et
al. 2011; Dale et al. 2007). To date, none of this infor-
mation has been used to help reduce the confusion in the
Herschel images. In this paper we show that provided we
can constrain the LIR of the galaxies to within an order
3Figure 1. Illustration of the confusion problem. On the left is
the Hubble image of the Ultra-Deep Field at 1.6µm . On the right
is the deepest Herschel PACS 160µm image of the same field. The
positions of the sources detected in the Hubble image (red dots)
are overlaid on the Herschel image with their size proportional to
their H band magnitude.
of magnitude using all the above properties, we can re-
duce the confusion noise significantly and obtain reliable
photometry for much fainter objects.
2. METHOD
The procedure for improving the Herschel photome-
try using Bayesian priors is outlined in Figure 2 using
a PACS-160µm image as an example. We need both
positional and flux priors for every single source that is
detected in the Hubble image. The positions come from
Hubble H band imaging and the the flux priors from both
analyzing the PACS-160µm image and also the short
wavelength (λ < 2µm ) SED fitting of the sources that
are detected in the Hubble images using a mock library
of SEDs(sections 2.1,2.2). For each source, we only need
a rough estimate of the PACS-160µm flux to be within
±1 dex of the corresponding true value. We use our best-
guess prediction for the PACS-160µm fluxes (section 2.3)
of the sources along with their positions to feed a graph-
ical algorithm (section 2.4) which breaks the image into
smaller regions each identifying the blended groups. Sub-
ject to the positional and flux priors, a Markov Chain
Monte Carlo (MCMC) simulation is run for each blended
group with the number of dimensions being the number
of sources with an additional background level to pro-
duce an estimate for the full posterior distribution of the
flux of each source (section 2.5).
2.1. Library
The library we propose to use for SED fitting and es-
timating the FIR flux of a given source is a set of simu-
lated CANDELS light cones based on semi-analytic mod-
els (SAMs; Somerville et al. 2008; Somerville et al. 2012;
Fontanot et al. 2009; Lu et al. 2013, Somerville et al 2014
in preparation). The library should be large enough so
that cosmic variance would not play a major role and
using all of the CANDELS fields lightcones reduces the
cosmic variance to the desired level. The SAM is ap-
plied on a set of halo merger trees extracted from a large
cosmological N -body simulation which has a box size
of 250h−1Mpc on a side with a mass resolution to fol-
low galaxies with a stellar mass ∼ 108M. Following
the merger trees, the model calculates the rates of gas
cooling, star formation, outflow induced by star forma-
tion feedback, and galaxy-galaxy mergers. The model
predicts realistic star formation histories and metallic-
ity histories for (a number) galaxies in the entire volume
in a cosmological context. These are used to produce
SEDs based on the BC03 model for the library. The
SED library includes normal star forming, quiescent and
starburst galaxies. In this set of SAM SEDs, FIR flux of
galaxies are estimated via a slab model for dust atten-
uation and estimating the amount of absorbed starlight
(LIR) based on inclination of the model galaxy and its
face on optical depth value. The FIR flux in each band
is based on the shape of the FIR SED via templates of
Chary & Elbaz (2001) while other templates could be
used as well.
2.2. Priors
Our priors consist of strong positional priors and weak
flux priors for the sources. Positions of the sources are
taken from a deep, high-resolution image from the Hub-
ble Space Telescope. For the CANDELS fields, the de-
tection band will generally be at 1.6µm , with a spatial
resolution of about 0.1 arc seconds. SExtractor (Bertin
& Arnouts 1996) is used for the source detection, and
used for PSF-matched photometry of the sources in the
Hubble images. Our fitting technique requires priors for
the FIR fluxes for every source detected in the Hubble
images. However, we find that these can be reasonably
weak (±1 dex in flux) and still yield good photometry for
most sources. We have verified (Safarzadeh et al 2014 in
preparation) that we generally are able to predict the
FIR fluxes of galaxies at low redshift to within ±1 dex
using only their SEDs at λ < 2µm for a sample of local
normal star forming galaxies in SINGS sample (Kenni-
cutt et al. 2003) and LIRGs in GOALS sample (Armus
et al. 2009). Apart from being able to estimate the LIR
for a given galaxy, a portion of the uncertainty for high
redshift galaxies comes from the error in the photometric
redshift estimates. Currently the uncertainty δz/(1 + z)
is about 0.06 (Dahlen et al. 2013) in the CANDELS data
which suggests that its effect on the SED fitting derived
quantities will be negligible. However 5% of the sources
are outliers with the true redshifts significantly different
from photo-z estimates. While the SED fits produce full
probability distribution functions (PDFs) for the mid-
and far-IR fluxes in each band, to avoid too much reliance
on the SED models, we turn these PDFs into broad (2.2
dex wide) top-hat priors which are centered on the peak
of each source’s flux PDF.
2.3. Initial source’s flux estimate
Our fitting procedure begins with an initial guess for
the 160µm flux for each source. These initial guesses are
used to find the blended group of the sources which is
the next step in our de-confusion method. For sources
brighter than 3σconf , the initial guess is based on the
measured flux with the standard PSF matching photom-
etry technique (Magnelli et al. 2013).
For sources fainter than 3σconf , our initial guess will
based on SED fitting. The SED for each source is fit
using a library of SEDs we described in section 2.1. The
fits use photometry short-wards of rest-frame 2µm – i.e.
light dominated by dust attenuated stellar emission. Ide-
ally, we would like to use as much information as possible
to make this prediction, including the spectroscopic red-
shift, the full SED from UV to mid-IR, and possibly the
galaxy axial ratio, size and morphology. For this proof-
of-concept, we have simply assumed that for every galaxy
4SED fits
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Figure 2. Illustration of the fitting procedure. Semi-analytical models are used to generate an SED library based on realistic star-forming
histories and chemical evolution and dust treatment. The SEDs are compared to the HST+Spitzer +ground-based photometry. This
comparison yields a probability distribution function (PDF) for predicted fluxes in each FIR band, which we broaden into top-hat PDFs
centered on the peak of the PDF from the SED fit, illustrated in the top center of this diagram. The sources predicted to be brighter
than some minimum flux are grouped together based on criteria that combine proximity and predicted brightness of the neighbors. Each
circle shows one source with its size being proportional to the source’s predicted flux. Each circle is color coded based on the number of
neighbors it has. The contour plot around one of the disjoint graphs shows the pixels that are fit simultaneously for that group of sources.
The sources in the disjoint graphs with an additional parameter accounting for the background are simultaneously fit and the posterior
distributions are determined via a MCMC simulation.
that is detected in Hubble images, we can predict the Her-
schel PACS-160µm flux to within an order of magnitude.
As described later, we expect that we can generally iden-
tify post-facto the cases where this prediction has failed,
and iterate the procedure to address this.
2.4. Decomposing domains for image fitting using
graphs
In this method we use graphs to identify the most
blended groups of sources in the PACS image. The
graph is constructed on the PACS image but the sources
(nodes) that makes up the graph are those sources that
are detected in the Hubble image. Each node is con-
nected to other nodes in the PACS image if there is a
strong interaction between them according to their pre-
dicted PACS-160µm flux and distance from each other.
Flux in a given PACS pixel at r from a source x at posi-
tion r0 is:
F ′r = Fx,r0 ∗ PSF (r, r0) (1)
if F ′r > α×Fy,r,then sources x and y are connected with
each other. For a PSF centered at r0, PSF (r, r0) gives
its value at position r (the PSF is normalized such as its
central pixel value is 1) and * denotes the convolution
operation. α is the sensitivity parameter. α = 1 implies
we only connect source A and source B if flux of source
A at the position of source B is more than flux of source
B at its central pixel position. α = 0.1 would imply
connecting sources A and source B if flux of source A at
the position of source B is more than 10% of flux of source
B at its own central pixel position (so more sensitivity).
In this paper, we have used α = 0.5 (lower values of
α will result into large graphs that expand the whole
image whose analysis is computationally expensive). The
result is a set of disjoint graphs that can be independently
analyzed. We separately focus on each disjoint graph,
select pixels that encompass that graph and constrain
ourselves to those pixels when fitting the image.
2.5. Fitting the image
Sources in a blended group have to be fit simultane-
ously. Due to the dispersion of the fluxes of the sources
that are not detected by PSF matching technique, the
resulting graphs have a different connectivity of nodes
than the graph based on the true input fluxes, but this
is what will happen in reality. Figure 3 shows the re-
sult of grouping the sources after dispersing their true
fluxes by 1 dex. We draw a contour around one of the
isolated graphs to show the pixels that will be analyzed
in studying the sources in that particular blended group
of sources.
We select a disjoint group of blended sources in the
simulated PACS-160µm image and estimate their flux
through MCMC sampling. We chose to implement EM-
CEE, a python based affine invariant sampler for our pur-
pose (Foreman-Mackey et al. 2013). The convergence of
the chains are based on the Gelman-Rubin test (Gelman
& Rubin 1992) and requiring the χ2r = χ
2/(Np−Ns− 1)
to be close to 1. Np is the number of pixels we use to fit
when estimating the flux of Ns blended sources together.
χ2 is defined as:
χ2 =
Np∑
j=1
(
∑Ns
i=1 Fi ∗ PSFi,j − Ij)2
σ2RMS
(2)
where Fi is the flux of source i and PSFi,j gives the
value of the PSF (centered on the position of source i)
at the pixel j and * denotes the convolution operation.
Ij is the value of pixel j flux in the image. σRMS is the
instrumental pixel noise of the image which is the same
as the science image. The variables we fit for are flux
5(Fi) of Ns sources with an additional background level
flux that is not zero due to the presence of faint sources.
3. TEST OF THE METHOD
In this section we present a demonstration of the tech-
nique we proposed on a simulated PACS-160µm image.
3.1. Constructing simulated PACS-160µm image
In order to account for the effect of clustering on the
resulting confusion noise, for our simulations we use the
actual positions of detected sources in the CANDELS
GOODS-S catalog. For the purposes of our simulation,
we need only a plausible SED from the optical through
the FIR, not one that is necessarily close to the truth
for that galaxy. We use a custom-generated GOODS-
South light cone mock catalog constructed from a SAM
(Somerville et al. 2008; Somerville et al. 2012; Fontanot
et al. 2009) to provide the library of physically plausible
galaxy SEDs. For each galaxy in the CANDELS image,
we select galaxy at random from this catalog within 0.5
mag in H-band apparent magnitude and 0.05 in redshift.
These are inserted as point sources–as the intrinsic size
of the galaxies in GOODS-S PACS images is negligible–
and convolved with Herschel PACS-160µm PSF without
adding a background level to the image. Noise is added
to the image from the RMS map of PACS science image.
Figure 4 illustrates the statistical similarity between our
simulated image and the science image of PACS-160µm
of GOODS-South field.
3.2. Flux priors and initial guesses
We analyze the simulated PACS-160µm image with
PSF matching photometric technique (Magnelli et al.
2013) and for sources which are detected to be brighter
than 3σconf , we use their measured flux as our initial
guess. In order to do so, we simulated the correspond-
ing Spitzer MIPS 24µm and Spitzer IRAC Ch1 of our
PACS-160µm simulated image. In PSF matching tech-
nique, the MIPS and IRAC images are used as priors for
analyzing the PACS image. The current procedure for
source detection and construction of the current Herschel
catalogue is outlined in Elbaz et al. (2011); Magnelli et
al. (2013).
For sources fainter than 3σconf in the PACS image,
because in our simulation we know the true flux of the
sources, we disperse their flux by drawing from a uniform
random deviate within a range ±1 dex of the true value
to mimic our ability in predicting the FIR fluxes to within
an order of magnitude and use that as our initial guess.
It should be noted that although we propose to use SAMs
libraries for SED fitting and use the predicted FIR flux
as the initial guess, for the demonstration of the method,
we only disperse the fluxes to within ±1 dex to mimic our
inability to predict the precise FIR flux of the sources. If
we were to use the SAMs library to predict the FIR flux
via SED fitting, as our sources are drawn from the same
library, the predictions would have been unrealistically
close to the true values.
3.3. Results
For a given blended group of sources that we analyze
with our technique, we compare our result with the stan-
dard photometry technique (Magnelli et al. 2013; Elbaz
et al. 2011) on the same set of sources. The result is pre-
sented in Figure 5. In the standard technique, sources
with true flux fainter that 3σconf of 2.7 mJy are barely
detected. For sources below this limit, only statistical
upper limits are provided, based on the overall confu-
sion noise of the image, not an upper limit based on
the crowding of each individual source. Even for sources
that are brighter than this limit, flux estimates from the
standard technique to be biased high relative to the true
fluxes, due to the contribution of nearby neighbors. The
de-confusion method presented in this paper is able to
probe sources as faint as the instrumental noise limit giv-
ing a posterior PDF for each individual source. The over-
all performance comparison of de-confusing technique
and the standard technique is illustrated in Figure 6.
We define the outlier fraction (OLF) as the fraction of
the sources whose measured flux is 5σ (σ denoted the
uncertainty on the measured flux) away from the true
flux. For sources brighter than 3σconf , the OLF is about
4% in the standard method and 0% in the de-confusion
method. For fainter sources, while there is no detection
in the standard technique, the OLF is about 5% in de-
confusion technique.
4. SUMMARY AND DISCUSSIONS
We have demonstrated via simulations that we are able
to obtain reliable fluxes for sources significantly below
the nominal confusion limit of the deepest 160µm Her-
schel images. To achieve this, we use strong priors on
source positions and weak top-hat priors of ±1 dex wide
on source fluxes. We also assume perfect knowledge of
the point-spread function.
In a confused image, it is crucial to simultaneously
estimate the flux of sources that are strongly affect by
each other due to their proximity in position and rela-
tive brightness. In order to do so, we have developed
a graphical method for identifying sources that need to
be fit simultaneously. This also makes the problem com-
putationally tractable as we do not have to fit for all
the HST sources in the image at once. This segregation
results in imperfect estimates of photometry and uncer-
tainties for some sources. Nevertheless, our simulations
indicate that both our fluxes and our uncertainties ap-
pear to be generally reliable down to 1 mJy, which is a
factor of ∼ 3 below the nominal 3σconf confusion limit.
In the case of real data where we do not know which
sources have good photometry in our technique, there are
various tests that can be carried out to identify possible
problems.
(1) Analyzing the residual image: Comparing the re-
sult of the image based on the predicted fluxes with the
original image can reveal if there was a source not in-
cluded in the set of priors or in the group that was si-
multaneously de-blended. This could also be revealed in
the χ2r value of the fits as well.
(2) Repeat the flux estimation within a different graph.
Using different initial guesses for the fluxes of sources
will result in different connectivity between sources, and
hence different blended groups of sources that will be
simultaneously fit. Repeating the photometry with a va-
riety of initial guesses will then provide multiple flux es-
timates for each source, and sources with a wide range of
predicted fluxes can be more easily identified and flagged.
(3) Decreasing α. The parameter α which is described
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Figure 3. The process of fitting the simulated images. Panel (a) shows a section of the simulated PACS-160µm image of GOODS-S field.
Panel (b) shows the same image overlaid with the graph whose nodes represents the galaxies and color coded by the number of neighbors
each node (galaxy) has. The size of each node is proportional to the galaxy’s flux and in this image we use true flux for each node (fluxes
are not dispersed). The presence of an edge between two nodes in the graph implies strong influence of one’s flux on the other due to
proximity and brightness. We have dispersed the flux of the sources that are not detected in the PSF matching analysis by 1 dex and then
constructed the graphs. The contour plot around one of the disjoint graphs shows the pixels that we fit for in order to infer the flux of the
blended sources in that graph. In panel (b), the color of each point indicates the number of neighbors of each node, as indicated on the
color bar.
Figure 4. a)Results of MC simulations in the GOODS-South field using PSF matching method. Blue lines represent the average
photometric accuracy defined as the standard deviation of the (Sout−Sin)/Sout distribution in each flux bin (after 3σ clipping). Red lines
show the mean value of the (Sout − Sin)/Sout distribution in each flux bin. Inset plots show the fraction of artificial sources detected in
the image (i.e., completeness) as a function of input flux (orange plain histogram) and the fraction of spurious sources (i.e., contamination)
as a function of flux density (striped black histogram). b)Results of MC simulations on our simulated PACS-160µm image. The lines are
the same as in (a). The science and simulated PACS-160µm images are statistically similar.
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Figure 5. The measured flux from our method (Blue dots) com-
pared with the fluxes estimated from the more conventional tech-
nique of Magnelli et al. (2013) (in red). Only about 10% of the
sources brighter than instrumental noise limit (0.2 mJy) are de-
tected in (Magnelli et al. 2013). The 3σconf is 2.7 mJy in our
simulated image which is shown by the blue vertical line.
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Figure 6. Comparison of the percentage of the OLF (defined in
the text) of de-confusion method and the standard photometry on
a simulated PACS-160µm image. The top row shows the result of
flux measurement of sources that are detected to be brighter than
the 1σconf in the simulated image. The bottom row shows the re-
sult for the sources that are detected to be below the 1σconf . There
is no source detected below this limit in the standard photometry
technique while our method only results in OLF of 5%. Due to the
computational costs of the MCMC, we have run our demonstra-
tion on only about a quarter of the image. Therefore the number
of sources shown in the top panel is about four times larger for
the PSF-matching technique (left) than for our de-confusion tech-
nique (right). In all the panels, the green is a Gaussian curve with
mean zero and standard deviation of 1. The histograms would fol-
low the green curve if sources were isolated (not blended) and the
background noise is gaussian.
in section 2.4, determines what sources are considered to
be in a given blended group. Decreasing α will result
in having more sources joining a given blended group
and increases the number of sources that have to be fit
simultaneously. Although higher number of sources to fit
simultaneously will be more computationally expensive,
the resulting photometry is more accurate. If there is
a faint source whose flux is easily affected by other far
distant sources, decreasing α to values around 0.1 or even
less could help improve the photometry.
(4) We expect that there will be a few optically-
undetected Herschel sources in each CANDELS field.
This will lead to posterior PDFs for a few groups of
sources that are catastrophically wrong. Cases like this
can be revealed by comparing the initial guesses to the
measured fluxes, and examining cases where the fluxes
moved unusually far (and generally became brighter)
than the initial guesses.
5. FUTURE IMPROVEMENTS
While we consider the method we have outlined so far
to be robust enough already to construct a good photo-
metric catalog, there are various ways in which it can be
improved and extended. We briefly outline these here.
(1) Improving the priors. We show in a companion
paper (Safarzadeh et al 2014 in preparation) that we
can typically predict FIR fluxes of low-redshift galax-
ies to within ±1 dex using existing SAM SED libraries.
Compared to local star-forming galaxies, main-sequence
galaxies (Noeske et al. 2007) at high redshift have higher
SFR (Whitaker et al. 2012), higher gas fractions (Magdis
et al. 2012; Daddi et al. 2010), smaller sizes (van der Wel
et al. 2014), different morphologies (Dekel et al. 2009)
and chemistry (Magdis et al. 2010). SAMs have been
successful at generating the same trend for high redshift
galaxies and we intend to use SAM libraries for predict-
ing the FIR flux of high redshift galaxies. For the first-
generation catalog, we envision using the results of SED
fitting of the photometry short wards of rest-frame 2µm
to predict the FIR fluxes. However, we are well aware
that this is not ideal and there is room for improvement
by considering other information such as galaxies size,
axial ratio and morphology.
(2) Fit multiple bands. The demonstration here used
only the Herschel PACS-160µm image (although we used
the simulated IRAC 3.6µm and MIPS 24µm images to
drive the standard PSF-fitting photometry for the simu-
lation). Our goal is to apply the de-confusion technique
to all the FIR bands in order to weed out sources with
discrepant photometry. For example, if the measured
observed 160µm flux is significantly different from the
measured 100µm flux, the measured photometry should
be flagged. The most important bands to include are
those in SPIRE, which are heavily confused for most of
the sources of interest at z > 2.
(3)De-confusing the PACS-100µm and 160µm images
will give us the rest frame 40µm and ∼ 50µm for a z ∼ 3
galaxy, which is not very close to the peak of the FIR
SED. However, de-confusing the SPIRE (Griffin et al.
2010) images – which trace the peak of FIR emission for
galaxies at z ∼ 3 – can better constrain the FIR luminos-
ity. In order to fit the SPIRE images, we plan to use the
result of de-confusing PACS-100µm and 160µm and to-
gether with shorter wavelength SED priors, de-confusing
SPIRE images, starting with SPIRE 250µm and progres-
sively move up to de-confusing longer wavelength SPIRE
images.
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