costs might disproportionately affect young adults, who are more mobile and usually entering the housing market for the first time.
After a brief review of previous work that examines young adults leaving the nest, I describe the census data and a framework for examining living arrangements. This is followed by descriptions of the cost-ofliving variables used, an overview of trends from 1970 to 2000, and the results from the empirical analysis. I conclude with a discussion of some possible implications of these findings on the transition to adulthood.
Previous Research
Many existing studies of the living arrangements of youth focus on those personal and family characteristics that influence determinants of living arrangements. 4 Testing for the effects of economic variables has been quite limited (Haurin, Hendershott, and Kim 1993) . The studies that do examine economic variables-such as housing costs-offer mixed evidence on the effects on living arrangements; they also suffer serious difficulties in isolating the effect of housing costs. This section highlights some of the findings from several key publications. Donald Haurin, Patric Hendershott, and Dongwook Kim (1993, 1994 ) use a cross-sectional dataset of young adults in 1987 to examine the effect of housing costs and economic factors on living arrangements. In one study, the authors find that higher rents cause fewer young adults to live outside of the parental home and more young adults to live in groups. In the other, they find that the relative cost of homeownership is important to a young adult's own-versus-rent decision. 5 Both studies rely on a single dataset that has small sample sizes. More importantly, by relying on a single cross-section, the authors are unable to account for other factors that vary across localities and could be correlated with both housing costs and living arrangements.
In contrast to those studies, a more recent study by Steven Garasky, Jean Haurin, and Donald Haurin (2001) finds that economic variables have little impact on the decision to leave a living arrangement or not, whether a large arrangement (more than one other nonspouse or nonpartner adult) or a small one (one nonspouse or nonpartner adult), while sociodemographic variables do matter.
This study offers a number of innovations relative to previous work. First, the previous studies were based on relatively small samples. This analysis uses census data from 1970 to 2000 with millions of observations. This study also examines changes in market conditions over long periods, whereas earlier studies examined shorter time periods (often a single point in time). Finally, this study emphasizes metropolitan-level variables (such as economic conditions) rather than focusing only on individual or family variables.
Study Sample and Methodology

Living Arrangements and Sample
The sample for this analysis was drawn from the census public use data from 1970 , 1980 , 1990 (U.S. Department of Commerce 1971 , 1995 ; for more detail on the data and sample, see appendix A). The young adults in the sample are age eighteen to thirty-four. I created four mutually exclusive living arrangements that are comparable across the 1970 to 2000 censuses. 6 Each young adult is assigned to one of these categories: 7
Independent. The young adult is either the head or the spouse, and the only members of the household are the head, the spouse, and natural, adopted, or stepchildren under the age of eighteen. For example, a married couple with young children would be included in this category, as would a young adult living by herself or himself. A single mother would also fit into this category, but a cohabitating couple would not.
Economic arrangement. The young adult resides only with same-generation family members (siblings, cousins, and so forth) or same-generation others who are not family members (or both). Households with children under age eighteen or members of an older generation (parents, grandparents, uncles, aunts, and so forth) are excluded. For example, two adult siblings sharing an apartment together would fall into this arrangement, as would two unrelated college students living in an apartment. 8 Not independent (parental arrangement) . The young adult lives in a household with only family members, and at least one of those family members is of an older generation (such as parents, grandparents, uncles, and aunts). For example, a young man living with his parents or his grandparents would fall into this category.
Other. Some household arrangements are a hybrid of these three types of arrangements and are difficult to characterize in terms of the transition to adulthood. These fall under the "other" category and are excluded from the analysis. For example, a married couple with children who rent out a room to an unrelated individual are in a living arrangement that might be considered either independent or economic. The same would be true of a single mother with a roommate. Living arrangements for a young adult male who lives with his parents and has an unmarried female partner are likewise difficult to classify. Would the unmarried female partner be classified as living in an economic arrangement, an independent arrangement, or a non-independ-ent arrangement? Across the four census decades, approximately 10 percent of young adults fall into this category, and there is very little variation by age. 9 Although this study treats independent living arrangements, economic living arrangements, and parental living arrangements as different degrees of moving into adulthood, richer microdata, if available, could be more informative. For example, a young man with wealthy parents might receive a large subsidy to live in his own apartment, yet such a subsidy suggests that he is not independent of his parents. Unfortunately, the census provides no information on intrafamily transfers for individuals living in separate households, so there is no way to detect such arrangements.
In addition to restricting the sample to individuals age eighteen to thirty-four, I excluded those living in group quarters. Because the costof-living variables vary at the metropolitan statistical area (MSA) level, I also required that the individual live in a uniquely identified MSA for the 1980 to 2000 census years (for more detail on the MSA restrictions, see appendix A). Overall, 57 MSAs had complete information on house price indices, fair market rents, and median house prices, yielding a final sample size of 3,636,296, with around 1.3 million observations on young adults in each census year.
I was unable to create categories of living arrangements that combined housing tenure (owning or renting) with household composition-that is, the simultaneous decision of housing tenure and household composition (see appendix A for details). The motivation for combining the two is to gain a more detailed characterization of the transition to adulthood. For example, most people would agree that a homeowner living independently represents a greater transition to adulthood than a renter living independently.
Analysis
A key contribution of this study is to carefully incorporate local cost-ofliving variables that vary over time and across metropolitan areas, providing a more compelling empirical framework for estimating these costs than previous studies. Given the recent real estate boom, particular attention is given to modeling the impact of housing costs. Housing prices, rental costs, transportation expenses, child care costs, and labor market conditions can all affect whether young adults can afford to live independently, and understanding those factors can help us sort out the question of whether economic conditions or other factors, such as individual preferences, are associated with their decisions to remain living with their parents or in other dependent situations.
For housing prices, I use the house price index (HPI), a broad measure of the movement of single-family house prices, available from the Office of Federal Housing Enterprise Oversight (OFHEO) on a quarterly basis (for more on this index, see appendix A). The index is based on singlefamily, detached properties using data on conventional conforming mortgages obtained from the Freddie Mac and Fannie Mae. The HPI gives only relative changes, not absolute changes, in values for housing prices. To obtain price levels, I use median home prices from the National Association of Realtors (NAR) quarterly report on metropolitanarea existing-home prices. 10 This report reflects sales prices of existing single-family homes by MSA. I account for the quality of the stock of homes over time (see appendix A for details) and also calculate the tax deductions for mortgage interest and the changing mortgage interest rates and "points" paid on a mortgage. Interest rates and points (combined) varied between 7.25 percent and 17.21 percent during the period under study.
In addition to housing prices, I also estimate the effects of rent, as measured by the fair market rent series of the U.S. Department of Housing and Urban Development (HUD). I also estimate the separate impact of transportation costs. Although transportation costs are often thought of in terms of expenditures on vehicles, insurance, maintenance, and fuel, longer commuting times are likely to be positively correlated with more intensive vehicle use. Moreover, the opportunity cost of an individual's time is itself a cost of commuting. Because it is difficult to obtain direct expenditure measures on transportation that vary across locality and over time, I use commuting time to proxy for these expenditures. Likewise, I include child care costs, controlling for fixed differences across MSAs and over time (see appendix A for details on these calculations).
The motivation for including housing costs, rents, transportation costs, and child care costs separately is that they may act differently on the transition to adulthood. For example, we might expect higher child care costs to affect a woman's transition differently than a man's, while there is little reason to believe that higher rents would have a different impact on women's and men's transitions. In addition, costof-living measures are likely to be positively correlated with each other. Localities with high housing costs tend to have longer commuting times and higher child care costs. If transportation costs or child care costs were excluded, the empirical framework would incorrectly attribute their effects on living arrangements to housing costs.
Another important factor to consider is labor market conditions. It is possible that we could find that higher housing costs or rents lead to greater independence of young adults, but that correlation could reflect the fact that healthy labor markets tend to have greater housing demand, higher incomes, and more independence. Thus, I include the statewide unemployment rate for each MSA in each census year. I use the statewide rather than the MSA-wide unemployment rate because the latter was not easily obtainable prior to 1990 (for more detail on each of these variables and their measurement, see appendix A).
To estimate the effect of each of these cost measures on a young adult's choice of living arrangement (living independently, economic arrangement, or non-independent living), I created a model that accounts for either the monthly house payment or the median house price, the fair market rent, commuting times in minutes, average estimated child care costs, and the statewide unemployment rate. I also include covariates that are believed to affect living arrangements, including controls for age (dummy variables for single years of age), sex, race-ethnicity, educational attainment, current school enrollment, U.S. citizenship, current marital status, whether the individual lived in the same state five years prior to the census, and the prior year's earnings. Finally, I include dummy variables for MSA (fifty-seven separate localities, as shown in table 7A.1) and year (1980, 1990, and 2000 ; for more detail on the model, see appendix B).
Trends in Living Arrangements by Age from 1970 to 2000
Figure 7.1 examines how each of the four living arrangements described here evolved between 1970 and 2000, by age of the young adult. Figure 7 .1 shows that the percentage of young adults who live independently has declined dramatically during the last thirty years. Further tabulations (not shown) reveal that independent living also declined from one decade to the next, and for all ages. Most notable is the decline in independent living among those in their mid-twenties. Among twenty-four-year-olds, for example, the percentage living independently fell by more than thirty percentage points. In contrast, there has been a much less dramatic change for young adults at either end of the age spectrum. One hypothesis that could explain this age pattern and time pattern is that a greater percentage of those in their early twenties are going to college and staying in school longer.
This schooling hypothesis is also consistent with the percentage of young adults living in an "economic arrangement." The fraction living with either unrelated individuals or family members of the same generation peaks in the early twenties and then declines. Over the decades (not shown), these patterns became more dramatic. For example, the percentage of twenty-one-year-olds living in an economic arrangement doubled in the last thirty years, from 10 to 21 percent. Table 7 .1 presents summary statistics for the full sample of 3.6 million young adults and also breaks out the sample by census year and whether 176 The Price of Independence Individual annual earnings (which includes nonworkers) rose in real terms, from $18,000 to $22,000, between 1980 and 2000, and the unemployment rate fell from 7.2 to 4.1 percent. The percentage who were U.S. citizens declined from 94 percent to 87 percent, and the percentage who were married fell from 48 percent to 41 percent. Mobility increased dramatically over this period. The fraction who had lived in the same state five years earlier fell from one-half to one-third.
Results from Empirical Model from 1980 to 2000
Summary Statistics
Over the entire period, the median house price was $157,320. It rose in real terms between 1980 and 1990 and then declined. 11 The monthly housing payment-which accounts for credit market conditions and tax deductibility and also keeps housing quality constant-fell dramatically, from $1,476 to $1,092, a 26 percent drop. 12 In contrast, monthly rental payments rose slightly during this period, from $726 to $741. Commuting time increased from twenty-three to twenty-seven minutes, but there was no clear trend in child care costs. Table 7 .2 summarizes the results from the model estimating the effect of housing and other costs on the probability of living independently (see table 7A .2 for full results). The first three columns examine housing values, which are measured in $10,000 increments. As the first cell shows, there is a statistically significant, negative relationship between house values and independent living arrangements. For every $10,000 increase in house value, there is a 0.61-percentage-point decline in independent living. In contrast, as housing costs rise, so does the number of youth living in an economic arrangement or living non-independently.
Main Results
Higher rents seem to have no impact on living independently; perhaps surprisingly, higher rent levels lead to fewer young adults living with parents and more young adults living in economic arrangements. Higher commuting costs slow the transition to adulthood: the likelihood of living with parents goes up one percentage point for every two additional commuting minutes. 13 The results for child care costs are not intuitive: higher child care costs lead to more independent living. This may suggest that the measure being used-child care wages-is reflecting characteristics besides the child care market. For example, markets with higher child care wages may also have higher wage levels in general. If this is the case, those higher wage levels may foster independence. 14 Source: Author's calculations. Note: Standard deviations in parentheses. "Independent" is defined as a living arrangement in which the young adult is living either alone or with a spouse and/or natural, adopted, or stepchildren under eighteen only. "Economic" is defined as a living arrangement in which the young adult is living with unrelated individuals and/or same-generation family members (for example, a spouse, siblings, or cousins), but no members of older generations (for example, parents, grandparents, or uncles/aunts); in addition, no children under eighteen are present. "Dependent" is defined as a living arrangement in which the young adult is living in a household with only family members and at least one of those family members is a member of an older generation (for example, parents, grandparents or uncles/aunts). If a young adult did not fit into one of these three categories (for example, a single mother with roommates), he or she was excluded from the regression analysis. All dollar amounts (individual earnings, median house price, monthly house payment, monthly fair market rent, average wage of child care workers, and their equivalents at age twenty-five) are expressed in constant 2000 dollars. The MSA-level measures of housing market conditions at age twenty-five are calculated only in the 1990 and 2000 census years. The sample includes MSAs that meet the following criteria: (1) 
Source:
Author's calculations.
Notes:
See appendix B for full results. Asterisk indicates variable is statistically significant at a 95 percent level of confidence.
Finally, adverse labor market conditions delay the transition to adulthood. A one-percentage-point increase in the unemployment rate lowers the probability of living independently by 0.9 percentage points.
The individual characteristics (presented in table 7A.2) show that males, Hispanics (relative to whites), other nonwhites (relative to whites), students, and individuals who lived in the same state five years prior are all significantly less likely to be in an independent living arrangement. 15 In contrast, African Americans, the currently married, the college-educated, U.S. citizens, and high earners are all significantly more likely to be living independently.
Using housing payments rather than housing values (columns 4, 5, and 6) finds a similar story. Every $100 increase in the monthly housing payment leads to a 0.58-percentage-point decline in living independently. In contrast to housing values, monthly housing payments seem to have no effect on living with parents, but they increase the likelihood of living in an economic arrangement. Higher rents significantly increase the likelihood of living in an economic arrangement but have insignificant effects on other living arrangements. Other than those differences, the results are similar to the calculations with housing values.
A number of variables in the previous specification could be criticized on the grounds that they are determined at the same time as living arrangements, meaning they are endogenous to the empirical model. One could argue that location is endogenous; that is, when an individual wants to "settle down" and live independently, he or she moves to a more affordable MSA. 16 Some of the individual characteristics could also be viewed as problematic, especially school enrollment, marital status, and earnings. The role of earnings has been addressed in previous studies. Garasky, Haurin and Haurin (2001, 332) argue that "participation in the paid labor force is a decision that occurs jointly with the decision on household formation. For example, a youth may not work because he or she is subsidized in the parental household." As a result, they use a predicted wage. I reestimated the models excluding individual earnings. The results on the cost-of-living variables are similar to the main specification. For example, a $10,000 increase in house prices leads to a statistically significant 0.49-percentage-point drop in independent living rather than the 0.61-percentage-point drop in table 7.2. 17 The statistical significance disappears for non-independent living arrangements, but all of the directions are similar to the full specification.
An important question about the main results is whether the impact of the cost-of-living variables is economically meaningful in addition to being statistically significant. To figure this out, table 7.3 shows the results of two exercises. The first exercise is moving each economic variable from the twenty-fifth percentile to the seventy-fifth. Such a movement spans a realistic range of cost-of-living values that an individual The other two noteworthy economic variables are transportation costs and labor market conditions. Moving from the first to the third quartile in travel time leads to a 2.5-percentage-point decline in independent living; a similar movement in the unemployment rate leads to a 2.2-percentage-point decline. However, labor market conditions do a poor job of explaining the time trends, because the labor market improved between 1980 and 2000 at the same time that independent living decreased. On the other hand, increased travel times can explain two percentage points of the 9.3-percentage-point decline in independent living-a larger share than housing costs.
I also estimated the model by gender, by age, and by race (results available on request). Changes in credit markets, for example, may have increased the opportunities to enter the housing market for minority youth relatively more than for whites, and these changes may also have interacted with the included cost-of-living variables. Specifically, the greater reliance by lenders on credit scoring-where race and ethnicity are not factors-would lead to relatively greater changes in opportunities for minorities to live independently and a greater responsiveness to changing market conditions. 18 Nonwhites are considerably more responsive to changing market conditions than whites. A $10,000 increase in the price of housing leads to a 0.9-percentage-point drop in independent living for nonwhites, an effect that is more than double that for whites. In addition, the effects of housing costs on living with parents (non-independent living) show up significantly for nonwhites but not for whites.
I found virtually identical marginal effects for males and females. The results by age show more responsiveness for those older than twentyfive than for younger adults, which should be expected since older adults are more likely to have completed their schooling. Nonetheless, the difference is relatively modest. A $10,000 increase in house price leads to a 4.3-percentage-point decline in independent living for older individuals, and a 3.6-percentage-point decline for younger ones.
Finally, we need to recognize that marriage, fertility, and living arrangements may be jointly determined. Living independently could facilitate marriage or children, and marriage or children could press a young adult to move out of the parents' home. In defining independent, non-independent, other, and economic living arrangements, a household with children could only fall into the first three categories.
I reran the basic specifications, attempting to control for marriage and childbearing more carefully. In particular, I reestimated the models including the number of children as an additional control, and I also estimated models separately for young adults with any children or no children. The first exercise-including number of children as an additional control-had no effect. Perhaps more interesting, the response to housing prices was virtually identical for young adults with or without children. Among those without children, the probability of independent living fell by 0.58 percentage points for every $10,000 increase in house value. For those with children, it fell by 0.62 percentage points. If anything, we would expect young adults without children to be more responsive to changes in housing prices, since they are less constrained by issues like overcrowding, schools, and neighborhood quality. The fact that the responses are the same suggests that family structure does not interact with housing prices in an important way to bias the results. Table 7 .4 summarizes results for the thirteen MSAs that experienced significant volatility in housing prices (increases in real housing costs of 30 percent in a three-year period) (full results are presented in table 7A.3). Here again, housing costs are rather limited in explaining the time-series trends. The results suggest that the impact of a $10,000 change in housing prices is about one-tenth that found in the main specification.
Before dismissing the idea that housing costs matter based on these thirteen MSAs, we should consider the possibility that many individuals did not live in the same MSA during the census year (when living arrangements were recorded) as they did at age twenty-five (when the market conditions were measured). Two-thirds of all young adults in the 2000 census lived in a different state in 1995 (the same was true for young adults in the 1990 census). By measuring the individual's locality at age twenty-five with error, the effect of housing costs is too small. Also, the sample examines MSAs with rapid rises in housing appreciation. It is possible that individuals based their decision to live independently on both current housing costs and their expectation of future housing costs. When housing prices rise rapidly in a short time period, individuals may be concerned about getting "priced out" of the market and thus respond by quickly purchasing a home. In contrast, in the primary specification with fifty-seven MSAs, housing costs are measured at a time when we are certain the individual lived in the MSA, and because prices were not appreciating as rapidly, the concern about being priced out is much smaller. Overall, the results from rapidly appreciating MSAs lend support to the idea that the role of housing costs is relatively minor, but because of some severe measurement error issues, it seems that the primary specification that includes all localities is more compelling.
Conclusion
This study explored the role of the cost of living on the living arrangements of young adults. Between 1970 and 2000, dramatically fewer young adults lived independently, with more living with parents, in economic arrangements with others of their generation, or in other arrangements. The differences across decade are most dramatic in the mid-twenties, but even at older ages the percentage living independently has declined. Several factors unrelated to the cost of living, such as marital status and school enrollment, also changed during this time and may help explain these trends.
The main goal of this chapter, however, was to assess how changes in the costs of housing, transportation, and child care have affected these living decisions. The results suggest that housing and transportation costs do impede independent living, although the effects of child care costs are counterintuitive. Nonetheless, these factors appear to explain little of the aggregate changes over the time period analyzed. Rising real housing costs can explain perhaps 15 percent of the total change in independent living arrangements between 1980 and 2000.
As more young adults are "failing to launch," many have suggested that the recent run-up in housing costs is a likely contributor. However, the decline in independent living appears to have started much earlier than the most recent rise in housing costs. What do the empirical results on housing costs mean for the transition to adulthood going forward from 2000? Although the empirical analysis stops in 2000, the results suggest that it is possible that housing costs will play a far greater role in future analysis.
Between 2000 and 2005, as table 7.5 shows, many areas experienced a real estate boom, with rises in real housing costs that went well beyond the rise from 1980 to 2000. In twenty-five MSAs-almost all in California and Florida-nominal housing prices rose by at least 100 percent. House prices increased 51 percent nationally, while general prices increased by just 13 percent. The median house price in the United States rose by $65,000 in real terms over this period (National Association of Realtors 2007).
The estimates in this chapter suggest that such large changes in housing costs would lead to fairly sizable changes in living arrangements among young adults. For example, the main results suggest a drop in in- dependent living of four percentage points from a baseline rate of 50 percent (in the year 2000), with increases in both living in economic arrangements and non-independently. 19 In addition, minorities were found to be much more responsive to changes in house prices than whites, so independent living should fall by a greater percentage after 2000. The results would also imply that independent living among youth should fall the most in California and Florida, the states that experienced the most dramatic rises in housing costs. These consequences for independent living, unfortunately, cannot be easily tested until the 2010 census is conducted.
Appendix A: Data and Sample
Sample
The 1970 census used two long-form questionnaires, one for a 15 percent sample of the population, the other for a 5 percent sample. For each questionnaire, a 1-in-100 sample was drawn with three different geographic identifiers: county groups, states, and geographic divisions with neighborhood identifiers. I use the 5 percent sample with state identifiers. The 1970 sample does not easily provide MSA identifiers, so there was no compelling reason to use the sample with county-group identifiers rather than state identifiers. Moreover, none of the relevant cost-of-living variables examined here date back as early as 1970. Therefore, young adults from 1970 are not included in the regression analysis but are included to illustrate long-term trends. I use the 1-in-20 sample for 1980, 1990, and 2000 and restrict the sample to young adults age eighteen to thirty-four in uniquely identified MSAs. This yields a sample size in excess of 4 million observations (before other exclusions).
Living Arrangements
For several reasons, I was unable to create categories of living arrangements that combined housing tenure-owning or renting-with household composition. First, previous studies, such as Frances Goldscheider (2000) focus more on housing tenure and less on household composition among nest-leavers. They model the decision of young adults who leave their parents' home to own a home, own a trailer, or rent. The authors also separately examine the choice to rent independently or share a rental unit with roommates. Yet none of these studies have examined the simultaneous decision about housing tenure and household composition. A second possibility is to focus separately on the own-versus-rent decision among young adults. I rejected this approach because it is not always possible to assign the correct ownership status to each of the young adults in the household, especially in households for which there is an economic arrangement. For example, the census 2000 long form (available at http://www.census.gov/dmd/www/pdf/d02p.pdf) defines the head of household (person 1) as "the person, or one of the people living here who owns, is buying, or rents this house, apartment, or mobile home. If there is no such person, start with any adult living or staying here." Although it is easy to assign housing tenure to those in "independent" living arrangements (married couples or single individuals living alone), assigning housing tenure to young adults in economic arrangements is more difficult. It is possible that two individuals, related or unrelated, jointly own a home or that one of them is paying rent to the other. Because the census asks these housing questions only at the household level, not the individual level, it is impossible to tell. For this reason, it did not seem worthwhile to pursue this approach.
Metropolitan Statistical Areas
The 1980, 1990, and 2000 censuses identified 272, 273, and 297 MSAs, respectively, with approximately 2.2 million young adults in each of those years. For an MSA to be included, it had to be identified in all three censuses, which narrowed the sample to 224 MSAs. From there, the MSA had to have complete information on the cost-of-living variables. For example, only 139 MSAs have a house price index that dates back to 1980. Similarly, a number of MSAs were missing information on fair market rents or median house prices.
Overall, 91 MSAs had complete information on house price indices, fair market rents, and median house prices, with around 1.3 million observations on young adults in each census year. Unfortunately, with such a large sample, I did not have the computational power to estimate the probit models while including MSA fixed effects. I found, however, that by eliminating smaller MSAs (those with fewer than 20,000 observations across the three censuses), I could estimate the models. This criterion leaves 57 MSAs. I have estimated the models at the MSA-year level of aggregation, using all 91 MSAs and three census periods. The basic conclusions on housing prices are unchanged; the models use the individual data in order to compare the effects based on several demographic criteria like race and education. Although a substantial number of MSAs are eliminated, nearly 90 percent of the young adults remain in the sample, yielding a final sample size of 3,636,296.
Estimating Cost-of-Living Variables
Housing Prices As noted, this analysis uses the housing price index. The HPI has several advantages over other available indices. First, it is constructed from a sample of millions of repeat transaction pairs going back thirty years (including both home sales and refinances). In contrast, the constant-quality home price index published by the Commerce Department is based on a sample of only around 12,000 transactions annually.
Second, the HPI is available for many MSAs, whereas the indices published by Fannie Mae or Freddie Mac are available only at the national level and census-division level or for fewer MSAs. OFHEO produces indices for 379 MSAs, with different starting points. The starting points vary because an MSA must have at least 1,000 total transactions before it can be published. In addition, an MSA must have experienced at least ten transactions in any given quarter for that quarterly value of the HPI to be published.
Third, OFHEO describes the HPI as a "constant-quality" house price index. The index for each geographic area is estimated using repeated observations of housing values for individual, single-family residential properties on which at least two mortgages have been originated and subsequently purchased by either Freddie Mac or Fannie Mae since January 1975. In December 1995, the database held more than 6.9 million repeat transactions; more recently, it held 30.7 million transactions. The index is updated each quarter as additional mortgages are purchased by Fannie Mae and Freddie Mac. The new mortgage acquisitions are used to identify repeat transactions for the most recent quarter and for each quarter since the first quarter of 1975. The use of repeat transactions on the same physical property units helps to control for observed and unobserved differences in housing quality. Moreover, lack of information on property characteristics in historical government-sponsored enterprises data precludes the estimation of hedonic house price indexes. The HPI methodology is a modified version of the Case-Shiller geometric weighted repeat sales procedure (Case and Shiller 1987, 1989) .
Excluded Housing Transactions
As indicated in the chapter, many housing transactions are included. However, several are not. The conforming mortgage loan limit for single-family homes in 2006 is $417,000. Loans whose principal is in excess of this limit (known as "jumbo loans") are excluded. Mortgages on properties financed by government-insured loans, such as the Federal Housing Administration (FHA) or Veterans Administration (VA) mortgages, are also excluded, as are mortgages on condominiums or multi-unit properties. To the extent that the excluded properties exhibit similar changes in appreciation over time, the HPI should be an accurate measure of housing prices (for more detail, see appendix A). In the regression analysis that follows, I restricted the sample to MSAs that had continuously available HPI data from the first quarter of 1980 to the first quarter of 2000.
Median House Prices
With both the HPI and median house prices, the MSAs are as defined according to the U.S. Office of Management and Budget (OMB) and include the specified city or cities and surrounding suburban areas. The median house price data, unlike the HPI, do not control for housing quality. To obtain nominal price levels from 1980 to 2000, I deflate median NAR house prices for the fourth quarter of 2004 by the HPI. Thus, the series of prices is of constant quality, reflecting the quality of the stock of homes sold in 2004. This series of nominal housing prices was then converted into constant 2000 dollars using the Consumer Price Index for all Urban Consumers (CPI-U).
Converting Housing Prices into Monthly Payments
One innovation in this study is to recognize the importance of credit market conditions and the federal tax code. Although local housing prices are clearly the main driver of affordability, both interest rates and tax rates play important roles. According to Freddie Mac, interest rates on conforming thirty-year fixed mortgages varied between 6.94 percent in 1998 and 16.63 percent in 1981; the points associated with the mortgages varied between 0.99 points in 1999 and 2.50 points in 1985. These interest rates are available at the national level only. I converted these combinations of interest rates and points into a single interest rate by assuming that 0.90 of a point translated into a 0.25 percent higher interest rate. 20 Making this adjustment leads to a time series of interest rates that vary between 7.25 percent and 17.21 percent.
It is also important to recognize that much of the interest on home mortgages is tax-deductible, and that this deduction is more valuable the higher the individual's marginal tax rate. In the period studied, the highest federal marginal tax rate varied between 28 and 70 percent. Of course, it is unrealistic to assume that a typical homeowner-especially a young adult-would face such high marginal rates (and therefore face lower effective housing payments). Although I was unable to find information on marginal tax rates for the median (young) taxpayer, I did obtain from the Congressional Budget Office information on "effective (average) tax rates" on earned income for nonelderly, childless adults from 1979 onward. Although replacing marginal rates with effective rates could dramatically affect monthly housing payments, the empirical results are fairly robust when using either the median house price or the monthly payment computed here. Despite large changes in the tax schedule and taxable income base, effective rates at the federal level stayed in a fairly narrow range, varying from a low of 11.4 percent in 1984 to 13.8 percent in 1981.
Given interest rates and tax rates, I then computed the time series of after-tax monthly payments per $1,000 of housing value. I relied on firstyear amortization calculators from "Mortgage Professor" (http://www .decisionaide.com/mpcalculators/ExtraPaymentsCalculator/Extra Payments1.asp). The monthly payment nets out the tax savings from the deductibility of mortgage interest, a factor that should be fairly important during the initial years of homeownership. On the basis of these schedules, the after-tax monthly payment per $1,000 of housing value varied between $6.08 in 1998 and $12.45 in 1981. I then applied these year-specific payments to each MSA's housing value to obtain the monthly payment.
Fair Market Rents
To control for conditions in the rental market, which may trend differently from housing prices, I obtained the Department of Housing and Urban Development's fair market rent series for two-bedroom apartments, available for many metropolitan areas from 1983 through the present. I use fair market rents (FMRs) to gauge gross rent estimates (rent plus all utilities except telephone). I use rents from all units occupied by renters who moved to their present residence within the past fifteen months. HUD combines data from the census, the American Housing Survey, and random digit dialing telephone surveys to determine the FMR.
FMRs are expressed as a percentile point within the distribution of standard-quality rental units. Currently, the fortieth percentile of rent is used, but before 1996 the forty-fifth percentile was used. Because HUD provided both the fortieth and forty-fifth percentiles of rents for each MSA in 1995, I can convert FMRs after 1995 to the forty-fifth percentile by multiplying that year's FMR by the MSA's ratio of rents in the forty-fifth and fortieth percentiles from 1995. Across all MSAs, rents in the fortyfifth percentile were 2.8 percent higher than in the fortieth; the largest difference was 6.7 percent. Because FMRs are unavailable before 1983, I deflate the 1983 numbers for the years 1980 to 1982. Finally, I convert all monthly rents to constant 2000 dollars using the CPI-U.
Transportation Costs
This study controls for transportation costs by deriving commuting-time measures from the 1980 to 2000 public use microdata samples (PUMS). Although transportation costs are often thought of in terms of expenditures on vehicles, insurance, maintenance, and fuel, longer commuting times are likely to be positively correlated with more intensive vehicle use. Moreover, the opportunity cost of an individual's time is itself a cost of commuting. Because it is not possible to obtain expenditures on transportation by locality over time, I use commuting time as a proxy. The census has detailed information on commuting patterns. In each MSA for each census year, I extracted all individuals who drove to work alone in a private vehicle, who worked at least 1,500 hours per year, and who left their home between 6:00 and 10:00 A.M. These restrictions impose a more uniform measure of transportation costs across MSAs and over time. In reality, when congestion goes up, workers find alternative means to avoid these costs, including moving closer to work, relying on public transportation or carpools, and changing their work schedules. Yet these optimizing responses to congestion, which in turn reduce congestion, entail costs in terms of convenience for workers.
I did not measure the direct, out-of-pocket costs of transportation; I speculate that relative to congestion costs, the variation across MSAs is quite minimal. Without data on direct, out-of-pocket transportation costs by MSA, I can only speculate on how they would affect the results. Explicit transportation costs are likely to be positively correlated with the implicit time costs because longer commuting times involve higher fuel consumption, greater wear and tear on vehicles, and higher insurance costs. The inclusion of MSA fixed effects will eliminate permanent fixed differences in commuting costs across localities.
Child Care Costs
To measure child care costs, I extracted all workers from the 1980 to 2000 PUMS who reported their occupation as child care and computed the average hourly wage rate in each MSA and year. I excluded individuals whose imputed wage rate was less than $1 per hour or greater than $100 per hour and converted all wage rates into constant 2000 dollars.
Although the wage rate of child care workers is admittedly a rough measure of the costs facing parents, we would expect that higher wage rates are positively correlated with higher out-of-pocket costs for parents. An advantage of using a measure derived from the census, rather than relying on measures published elsewhere, is that wage rates vary within an MSA over time. Thus, I control for fixed differences across MSAs and over time. Virtually all published measures of child care costs are at only one point in time, are at the state level rather than the metro level, or sample only a handful of MSAs.
Appendix B: Model and Identification Strategy
The basic model estimates an equation of the form: (1980, 1990, and 2000) . In practice, we do not observe the underlying value of LIVING_ARR * imt ; instead, we observe only the discrete outcome:
Assuming that ε imt~ N(0,1) and denoting Φ(•) as the cumulative normal function gives the following probability: (7A.3) When the economic variables and additionally D im and D it are included, the coefficients on β 1 -β 5 provide the difference-in-differences estimate of the impact of the cost of living on living arrangements. The dummy variables for metropolitan area account for long-standing, time-invariant differences between the different metropolitan areas. For example, some areas-such as San Francisco or Boston-persistently have a high cost of living and also tend to have high-paying job opportunities for young adults. Unless these long-standing differences in job opportunities can be adequately controlled for in the empirical models, the likely impact is to bias the effect of housing costs on deterring independent living. That is, good job opportunities, which in this instance are positively correlated with housing costs, also facilitate independent living arrangements. Although the statewide unemployment rate may partially control for these long-standing differences, it is unlikely to fully control for the differences. Thus, without MSA fixed effects, it is possible that the expected negative effect of housing costs on independent living arrangements may not emerge.
The same sorts of arguments could be made about the inclusion of time dummies. For example, national-level credit market conditions have changed over the twenty-year analysis period. The Federal Reserve Bank of San Francisco reports that subprime mortgage lending has grown tremendously since the early 1990s and now constitutes a significant fraction of the overall mortgage market. 21 Since their short credit histories may make young adults high credit risks, this is a potentially significant change that could facilitate greater independence. In the analysis, real housing prices trended upward by 16 percent from 1980 to 2000; as a result, fewer young adults may be able to afford living independently (and this is borne out). Yet we would expect that the drop in independent living would be even more dramatic if the changing credit market conditions at the national level were accounted for. The inclusion of time dummies accounts for unobserved or hard-to-measure national factors such as this.
With the inclusion of both MSA and time dummies, the estimated impact of the cost of living comes from within-MSA changes in housing costs (and other economic variables) over time. An analysis of variance reveals that roughly 15 percent of the variation in median housing costs comes from the within-MSA variation over time; the remainder is subsumed by MSA and time dummies. A similar analysis reveals that 11 percent of the variation in monthly housing payments and 15 percent of the variation in fair market rents comes from the within-MSA variation over time.
Although much of the variation is subsumed by the fixed effects, it may be inappropriate to use such variation to identify the effects of the cost of living on living arrangements in the first place. For example, when I estimate the impact of median house prices on independent living, I find that the coefficient estimate is around one-third smaller without the inclusion of MSA and time dummies. Although a difference-in-differences estimator provides more compelling evidence than either cross-sectional or time-series estimates, it does have limitations. In particular, if there are factors that change differently across MSAs over time, then it is difficult to distinguish the effect of the cost of living from those other factors. There is no perfect way to address this problem, but as a specification check, I modify the model. In particular, for young adults age twenty-five to thirty-four, I consider how the housing market conditions when they turned twenty-five affected their current living arrangement. This approach can be estimated only for 1990 and 2000 given that housing market information is unavailable prior to 1980. In this case, the variation in the cost of living comes from MSA, year, and age. The motivation for this exercise is twofold. First, other authors, in particular Garasky, Haurin, and Haurin (2001, 333) , have noted that an apparent interaction between housing costs and age has an impact on living arrangements. They state that "for older youths (25+), we expect both economic and socio-demographic variables to play significant roles" in living arrangements. Most young adults turning twenty-five have completed their schooling, so it is likely that they are in a position to become independent. Second, I restrict my attention to thirteen of the fiftyseven MSAs that experienced rapid bursts in housing prices, defined as real increases of 30 percent or more in median house prices over a threeyear-period. Table 7A .1 indicates these MSAs with an asterisk. Many of these localities are in the Northeast or in California. Figure 7A .1 shows the trajectories for six of the thirteen MSAs. Some MSAs, such as Honolulu, experienced rapid appreciation and then steep declines in housing prices. 22 Others, such as Philadelphia, experienced a burst of appreciation and relatively flat prices thereafter. Notice that these bursts of appreciation occurred at different times in different locations.
Another key point-the intuition behind this identification strategyis that some young adults might be "in the right place at the right time." Consider a twenty-five-year-old living in San Francisco in 1986 who was deciding whether to live independently, in an economic arrangement, or with his parents. He would have faced a market in which the median house price was $260,991. A similar twenty-five-year-old in 1989 would have faced a market in which the median house price was $399,916, a 50 percent increase. If the cost of living is an important factor for living arrangements, we are likely to observe higher percentages of independent living for the cohorts that happened to face dramatically lower housing prices when they turned twenty-five. Except for differences in initial This specification includes MSA*time interactions, as well as MSA*age and time*age interactions (D ia represents age dummies). The variation in travel time, child care costs, and the unemployment rate are subsumed by the MSA*time interactions. The coefficients β 1 -β 2 now represent the "triple differences" estimate of the impact of the cost of living.
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Notes
tion to adulthood, however, and it is unclear ex-ante whether higher housing costs affect only living with parents. Later results show that higher housing costs reduce the likelihood of living in a nuclear family arrangement and increase the likelihood of living in an economic arrangement. This type of household adjustment would be missed by a focus only on whether a young adult is living with parents. 7. I tried classifying young adults by both living arrangements and homeownership status. For reasons discussed later, I abandoned this approach and focused exclusively on living arrangements. 8. Although the "economic arrangement" group could be thought of as roommates, cohabitors without children would fall into this group as well. I put cohabitors with children into the "other" category and exclude them from the analysis. If, instead, cohabitors with children are classified as "independent," then the empirical findings hardly change. 9. The fraction of young adults who fall into the "other" category uniformly increases over time, from about 7 to 15 percent; most of the increase occurred between 1980 and 2000. Some of this change is due to cohabitors with children. This classification does not, however, affect the empirical results. 10. Many young adults probably buy starter homes or condominiums that cost less than the median house price. Unfortunately, the NAR data do not have other percentiles in the housing distribution. Changes in house prices by percentile are correlated with each other, so the differential responsiveness may be because of socioeconomic status. 11. For the sample of MSAs I examine, holding quality constant and adjusting for inflation, prices fell in real terms. Consider the OFHEO data for the entire United States (http://www.ofheo.gov/media/pdf/3q06_hpi_reg.xls).
In the first quarter of 1990, the index was 170.83. By the first quarter of 2000, this quality-constant index had increased to 231.86. Thus, nominal appreciation over the decade for the entire country was 35.7 percent (or an annual nominal appreciation of 3.1 percent). According to This represents a 31.7 percent increase in prices, or 2.7 percent annual inflation. Thus, for the entire United States, there was a trivial change in real housing prices. Since the actual sample used in this study includes a number of metropolitan areas that had run-ups in housing prices going into 1990 (and severe falls in the early to mid-1990s), it is plausible that real, constantquality prices fell. 12. It may appear surprising that housing payments fell, given the rise in nominal house prices, but interest rates fell from 14.2 percent in 1980 to 8.3 percent in 2000. In addition, real housing prices rose only modestly over the period. 13. The results on commuting time appear to be implausibly large. A $15,000 increase in house prices has the same effect on independence as a two-minute increase in commuting time. The results on housing prices are unaffected, however, by excluding commuting time. For example, a $10,000 change in median house price leads to a 0.64-percentage-point decline in independent living, rather than 0.61 percentage points.
14. It could also be the case that the unemployment rate, commuting times, and child care wages all tend to be correlated with each other in a way that affects the living arrangements of young adults. 15. Although same-state-of-residence is arguably endogenous, the results on house prices actually get larger by excluding it. A $10,000 change in house price leads to a 0.70-percentage-point decline in independent living. 16. One approach to dealing with the endogeneity of location is to construct an instrumental variable based on the person's birthplace. Unfortunately, this is hard to do in my analysis since I would need to know the MSA, not the state, where the individual was born. The census asks only for state of birth, not city of birth. 17. The results for all alternative specifications are available from the author. 18. According to the credit service FICO (http://www.myfico.com), credit scores do not explicitly incorporate race, color, religion, national origin, sex, marital status, or age. 19. One mitigating factor would be the fall in interest rates since 2000. As a consequence, the monthly housing payment would not rise as rapidly as median house prices. 20. This trade-off between the interest rate and points is justified by casual inspection of thirty-year mortgage loan combinations on www.eloan.com. 21. See Lederman 2001. 22 . Although Honolulu may be different from other localities for a variety of reasons, the specifications include MSA fixed effects to account for those differences.
