The goal of this work is to automatically collect a large number of highly relevant images from the Internet for given queries. A novel image dataset construction framework is proposed by employing multiple textual metadata. In specific, the given queries are first expanded by searching in the Google Books Ngrams Corpora to obtain a richer semantic description, from which the visually non-salient and less relevant expansions are then filtered. After retrieving images from the Internet with filtered expansions, we further filter noisy images by clustering and progressively Convolutional Neural Networks (CNN). To verify the effectiveness of our proposed method, we construct a dataset with 10 categories, which is not only much larger than but also have comparable cross-dataset generalization ability with manually labeled dataset STL-10 and CIFAR-10.
INTRODUCTION
Labelled image datasets have played a critical role in highlevel image understanding and drive the progress of feature designing. For example, ImageNet has acted as one of the most important factors in the recent advance of developing and deploying visual representation learning models (e.g., deep CNN). However, the process of constructing ImageNet is both time consuming and labor intensive. It is consequently a natural idea to leverage image search engine (e.g., Google Image) or social network (e.g., Flickr) to construct the desired image dataset. Generally, Google Image search engine has a relatively higher accuracy than social network like Flickr. However, directly constructing image dataset with retrieved images from Google is not practical. It is mainly due to the download restrictions for each query and the unsatisfactory accuracy of ranking relatively rearward images. In order to tackle this problem, we propose a novel image dataset constructing framework, through which a large of highly relevant images are automatically extracted from the Internet. In order to build a high-quality image dataset from Internet, we propose to construct the collection for each query by three major steps: query expanding, noisy expansions filtering and noisy images filtering. Specifically, by searching in the Google Books Ngrams Corpora (GBNC), we firstly expand the given query to a set of semantically rich expansions, from which the noisy query expansions are then removed by exploiting both word-word and visual-visual similarity. After we obtain the candidate images by retrieving these filtered expansions with search engine, as an important step, clustering and progressively CNN based methods are applied to further remove these noisy images. To verify effectiveness of the proposed automatic image dataset construction method, we build a image dataset with 10 categories named AutoImgSet-10. We evaluate its precision by comparing with methods [1, 2, 3] . In addition, we also evaluate the cross-dataset generalization ability by comparing with two manually labeled image datasets STL-10 and CIFAR-10. Fig.1 demonstrates the improvement achieved by our method over the initially downloaded images from Google and Flickr.
RELATED WORK
To our knowledge, there are three principal methods of constructing image dataset: manual annotation, semi-automatic method and automatic method. Manual annotation has a high accuracy but is labor intensive. For example, it has taken several years to construct the ImageNet. To reduce the cost of manual annotation, some works also focus on active learning (a special case of semi-supervised method). [4] randomly label some images as seed images and these seed images are used to learn visual classifiers. Then the learned visual classifiers are applied to do image classifications on unlabeled images to find out unconfident images for manual labeling. The process is iterated until sufficient classification accuracy is obtained. However, both of manual annotation and active learning require pre-existing annotations which results in one of the biggest limitations to construct a large scale dataset.
To further reduce the cost of manual annotation, automatic methods have attracted people's attention. [1] leverage the first few images returned by search engine to train image classifier (based on the fact that the first few images returned from search engine tend to be positive), classifying images as positive or negative. When image is classified positive, the classifier uses incremental learning to refine its model. With the increase of classifier accepts more positive images, the classifier can get a better description of this query. [2] employs text information to re-rank images and uses these topranked images to learn visual models to re-rank images once again. [3] propose to use clustering based method to filter noisy "group" images and propagation based method to filter relatively small noisy images. Compared to previous automatic methods using one query for image collection, our method leveraging multiple textual metadata in the process of dataset construction achieves a higher precision.
SYSTEM FRAMEWORK AND METHODS
We are targeting at constructing image dataset in a scalable way while ensuring accuracy. Fig.2 shows the process of our method. The basic idea is to leverage the high accuracy of first few images returned by search engine. In order to increase high accuracy images for the dataset, we expand the given query to a set of query expansions. However, query expanding not only take all the useful expansions, it also includes some noise. We take combined word-word and visual-visual similarity methods to filter these noisy expansions. Due to the complexity of Internet, although we just take the first 100 images returned by search engine for each query expansion, we still have lots of chance to get noisy images. To further improve the accuracy, we take clustering based and progressively CNN based methods to filter these noisy images. The following subsections describe the details of our method.
Query expanding
Images returned by search engine tend to have a higher accuracy than social network, but downloads are restricted to a certain number. Besides, the accuracy of ranking relatively rearward is also unsatisfactory. In order to obtain a large number of images with a high accuracy for the given query, we expand query to a set of query expansions and then download only few ranking forward images for these query expansions. GBNC [5] cover almost all related queries for any query at the text level. It's much more general and richer than WordNet [6] . We use GBNC to discover query expansions for the given query with Parts-Of-Speech (POS), specifically with NOUN, VERB, ADJECTIVE and ADVERB. Using GBNC helps us cover all expansions for any possible query the human race has ever written down in books. In addition, POS tag helps us to partially purify these query expansions. Table 1 shows query expanding precisions for ten queries and expanding details are shown in supplementary material.
Query filtering
Through query expanding, we get a richer semantic description for the given query. However, query expanding also brings some noisy expansions(e.g., "betting horse" and "sea horse"). These noisy expansions are mainly divided into two types: (1) visual non-salient and (2) less relevant.
visual non-salient expansions filtering
From the perspective of visual, we want to identify visual salient query expansions and eliminate visual non-salient query expansions in this step. The intuition is that visual salient expansions should exhibit predictable visual patterns. We use image-classifier based filtering method.
For each query expansion, we directly download the first 100 images from Google image search engine as positive images; then randomly split these images into a training set (75 
less relevant expansions filtering
From the perspective of relevance, we want to find both semantic and visual relevant expansions for the given query. The intuition is that relevant expansions should exhibit a small semantic and visual distance. We use combined word-word and visual-visual similarity based filtering method. Words and phrases acquire meaning from the way they are used in society. For computers, the equivalent of "society" is "database", and the equivalent of "use" is "a way to search the database". Normalized Google Distance (NGD) constructs a method to extract semantic similarity distance from the World Wide Web (WWW) using Google page counts [7] . For a search term x and search term y, NGD is defined by (1):
where f(x) denotes the number of pages containing x, f(x,y) denotes the number of pages containing both x and y and N is the total number of web pages searched by Google. We denote the semantic distance of all query expansions by a graph G g = {N, D} where each node represents a query expansion and its edge represents the NGD between the two nodes. We set the target query as center (x) and other query expansions have a score (D xy ) which corresponds to the distance to the target query. It is defined as:
. Similarly, we represent the visual distance of query and expansions by a graph G v = {C, E} where each node represents a query expansion and each edge represents the visual distance between query and expansions. Each node has a center C y which corresponds to k = 1 kmeans clustering center. The feature is 1000 dimensional Bag of visual words based on SIFT features. The edge weight E xy correspond to the euclidean distance.
The semantic distance and visual distance will be used to construct a new 2 dimensional feature V = [D xy ;E xy ]. The label is 1 (positive) or 0 (negative). We select n + positive training examples from these expansions which have small semantic distance or visual distance, a subset of these positive examples may be "noisy". The case of negative examples is more favorable: we calculate the semantic distance and visual distance between different query expansions (e.g., "horse" and "cow") and get the n − negative training examples. We don't choose to select the n − negative training examples from these expansions which have a big semantic distance or visual distance because these expansions have a higher probability to be positive than other different query expansions.
Then the problem can be translated to calculate the importance weight w for feature V to determine whether the expansion is relevant or not. Based on this situation: (1) feature dimensional and traing data is relatively small, (2) training data has a little noise. We choose to use an SVM classifier since it has the potential to train despite noise in the data and it doesn't require too many features and training examples. The training process can be translated into the following optimization problem:
where V k is the feature vector of example i and y k ∈ {1, 0} is the class label. C + and C − are the false classification penalties for the positive and negative expansions with ξ being the corresponding slack variables. We solve this optimization problem with publicly available SVM software LIBSVM. All experiments towards finding an appropriate representation were done on the training set using linear SVMs. Three parameters w, C + and C − are optimized by using 10-fold cross validation on the training set. Finally, the trained SVM is used to filter out noisy expansions based on the semantic distance and visual distance towards to the target query. Filtered expansions are then used to download the top 100 images from search engine to construct the raw image dataset for the target query. As shown in Table 1 , our method is not able to remove noisy expansions thoroughly in most of the cases. However, the raw image dataset still achieves a much higher accuracy than directly using the Flickr or Google image data. To further purify the raw image dataset, we take a series of methods to remove noisy images in the next section.
Image filtering
Although Google image search engine has ranked returned images, some noisy images are still included. The reason is that Google image is a text based search engine. In addition, a few unfiltered noisy expansions will also bring some noisy images to the raw image dataset. As shown in Fig.3 , these noisy images can be divided into three categories: artificial images (type 1), noisy images brought by noisy expansions (type 2) and noisy images which don't match query (type 3).
artificial images filtering
We remove artificial images as we are just interested in building natural image dataset. Artificial images contain: sketches, drawings, cartoons, charts, comics and so on. All of these images tend to have a few colors in large areas. Based on this motivation, we train a radial basis function SVM using color histogram features. The artificial images were obtained by using "sketch", "drawings","cartoons" and "charts" to download from image search engine (1000), natural images were obtained by manual selected (1000). When the SVM model was learned, it can be used to filter noisy artificial images on the entire raw image dataset. Although the color histogram features+SVM framework that we use is not the prevailing state-of-the-art image classification method, we found our method to be effective in removing this type of noisy images.
Clustering based images filtering
In order to further purify type 3 noisy images, we take clustering based images filtering method. The motivation is: it is much easier for computers to decide whether a group of images are sharing similar visual patterns than determine whether an individual image is relevant to an query. Due to the complexity of Internet data, we can't set a specific cluster number for all the query expansions image data. We cluster the images for each query expansion using Affinity Propagation based on their visual similarities. Then the problem is converted to how to choose the relevant clusters. Generally speaking, bigger clusters and visually consistent clusters have higher probability to be relevant to the query. In our data, as our images were downloaded from search engine with index number, clusters with lots of ranked relatively rearward images also have higher chance to be relevant to the query. Based on this motivation, we add weight w i to each image according to their ranking index number. Then the scores of each cluster can be calculated by:
where w i represent the weight of ranking i th image, I i represent the i th image and k represent the numbers of image in the cluster. In summary, we use the following features to discover relevant clusters: (1) scores of the cluster; (2) size and percentage of the cluster; (3) minimum, maximum and average distances of images in the cluster. After choosing features, we label a set of clusters to learn a SVM classifier that determine whether the cluster is relevant to query. The labeling work only need to be done once for all queries and the learned classifier can be used on all the clusters.
Progressively CNN based images filtering
In order to further purify the image dataset, we take progressively CNN based filtering method. The intuition is we want to keep images with distinct sentiment scores between classes with high probability. We fine-tune a CNN model using filtered images on a trained model "bvlc ref erence caf f enet" [8] . Then all of the filtered images are used to do image classification using the fine-tuned model. We take the probabilistic sampling algorithm to select the new training sample images according to the classification scores on the training data itself. We use the new selected sample images to further fine-tune the previous model, repeat the above steps until reach the preset iteration value (1000).
Let Scores(i) = (V i1 , V i2 ) be the classification scores for the first two classes of instance i. We choose to select the training instance i as new selected training instance with probability P (i) given by: The training instance will be kept in the training set if the classification scores of one training instance are large enough. Otherwise, the smaller the difference between the classification scores, the large probability that this instance will be removed from the training set. Type 2 and type 3 noisy images can be effectively filtered using this method. The reason for this is that the number of noisy images are relatively small in the whole image dataset for the target query. Table 2 shows the detailed scale for each query in AutoImgSet-10.
EXPERIMENTS
In our experiments, one image dataset named AutoImgSet-10 is constructed to verify the effectiveness of our method. We carry three quantitative evaluations for the learned query expansions and Image dataset.
Query expansions
The ground truth of query and expansions are similar if they are sharing similar visual patterns, otherwise not. We carry a quantitative evaluation for the learned query expansions by comparing it with method [9] which filter noisy expansions with context constraints and state-of-the-art method [10] which filter noisy expansions with visual constraints. Our method achieves a higher precision. The reason is that we filter noisy query expansions with combined semantic and visual distance which is much more efficient than just using context or visual constraints. Thus our method is more suitable to expand queries for image dataset construction. Fig.4 shows the average accuracy of Top-K query expansions for method [9] , [10] and ours.
Image dataset
The image dataset AutoImgSet-10 we constructed has 10 categories. We firstly compare the precision of our dataset with three fully automatic methods [1] , [2] and [3] . Then we compare the cross-dataset generalization ability of our dataset with two publicly image dataset STL-10 and CIFAR-10.
Due to both of the size of the datasets and the species included in the datasets are different, we can't directly compare the precision of a particular category. Instead, we compare the average precision of dataset constructed by us and three other methods in Fig.5 . Our method has a higher precision than previous methods mainly bacause we use multiple textual metadata in the process of constructing dataset.
As we can't get the dataset extracted by [1] , [2] and [3] , we compare the cross-dataset generalization ability with two publicly available dataset STL-10 and CIFAR-10. Crossdataset generalization measures the performance of classifiers learned from one dataset on the other dataset [11] . To be fair, we choose these five same categories (horse, bird, airplane, cat and dog) to verify their cross-dataset generalization ability with STL-10 and CIFAR-10. We randomly select 500 training images and 500 testing images for each category in STL-10, CIFAR-10 and our dataset (because the maximum number of training data in STL-10 is 500). Then each dataset was used to learn the image classification model based on same feature (HOG) and learning method (SVM). We use the learned model to do image classification on these three image datasets. The results are shown in Fig. 6 .
In all three cases, with the same number of training images, the best performance is achieved by training and testing on the same dataset AutoImgSet-10. Since the smallest dataset STL-10 only has 500 training images per category, we compare the performance of three different dataset at the point of 500 training images, it shows that the generalization ability of these three datasets is very close and our dataset performs slightly better than STL-10 and CIFAR-10. In addition, our dataset is larger than the other two datasets, it achieves the best performance on two testing sets when all training images are used. Note, our dataset was constructed automatically while other datasets were manually labeled.
CONCLUSION AND FUTURE WORK
In this work, we presented a new framework for automatically building high-quality image dataset with multiple textual metadata. Three successive modules were employed in the framework including query expanding, noisy expansions filtering and noisy images filtering. Using this method, we constructed a image dataset AutoImgSet-10 with 10 cat- egories. Through our experiments, we found our image dataset constructed by automatically has a higher average precision than automatic methods [1] , [2] and [3] . Besides, our dataset can surpasses the manually labeled dataset STL-10 and CIFAR-10 in terms of both scale and cross-dataset generalization ability.
Although good results were obtained in this work by the attempt to make use of textual metadata in the process of building image dataset, there is still room to improve our approach. For example, we can potentially use more sophisticated approaches to purify noisy images and that will be the focus of our future work.
