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SEMI-CLASSICAL ANALYSIS FOR FRACTIONAL SCHRO¨DINGER
EQUATIONS WITH FAST DECAYING POTENIALS
XIAOMING AN, LIPENG DUAN* AND YANFANG PENG
Abstract. We study the following fractional Schro¨dinger equation
ǫ2s(−∆)su+ V (x)u = |u|p−2u, x ∈ RN ,
where s ∈ (0, 1), N > 2s, p > 1 is subcritical and V (x) is a nonnegative continuous
potential. We use penalized technique to show that the problem has a family of solutions
concentrating at a positive local minimum of V (x) provided that 2s
N−2
+ 2 < p < 2N
N−2s
.
The novelty is that V can decay arbitrarily or even be compactly supported.
Key words: fractional Schro¨dinger; local minimum; compactly supported potential;
penalized.
1. Introduction and main results
In this paper, we consider the fractional Schro¨dinger equation
ǫ2s(−∆)su+ V (x)u = |u|p−2u, x ∈ RN , (1.1)
where N > 2s, s ∈ (0, 1), ǫ > 0 is a small parameter, p ∈ (2, 2∗s), 2
∗
s = 2N/(N−2s), V (x) ∈
C(RN → [0,+∞)) is a nonnegative potential. Problem (1.1) arise from the study of time-
independent waves ψ(x, t) = e−iEt/ǫu(x) of the following nonlinear fractional Schro¨dinger
equation
iǫ
∂ψ
∂t
= ǫ2s(−∆)sψ + U(x)ψ − f(ψ) x ∈ RN . (1.2)
Equation (1.1) has a wide application in Physics, for example, the Einstein’s theory of
relativity, phase transition, conservation laws and fractional quantum mechanic see [21, 27,
28] and the references therein for more details. The parameter ǫ is the adimensionalised
Planck constant; when ǫ goes to 0, the quantum physics will shift to the classical physics,
in which case the analysis for (1.1) is referred to as semiclassical analysis. In the local case
s = 1, the existence and concentration of solutions for equation (1.1) have been studied
extensively, see [2–4, 13, 14, 17, 18, 20, 29, 30] and their references therein for example.
In the nonlocal case 0 < s < 1, to our best knowledge, there are few results on existence
and concentration phenomena for (1.1). Actually, due to the nonlocal effect on (−∆)s,
we can not apply the techniques created for local case easily, see [22, 23] for example. In
concerning the non-vanishing case, i.e., infx∈RN V (x) > 0, Alves et al. used the penalized
method developed by Del Pino et al in [18] and extension technical developed by Caffarelli
et al. in [12] to construct a family of positive solutions for (1.1), which concentrate at a
local minimum of V when ε → 0, to see more details, we refer to [1]. Also in the non-
vanishing case, references [11, 26, 32] proved the concentration phenomena occuring at
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the nondegenerate critical points of V by using a reduction method which is based on the
nondegeneracy of the ground states proved by Frank, Lenzmann and Silvester in [22], [23].
Throughout all the works before, an assumption that infRN V > 0 was required. The
study of the case that V > 0 but infRN V = 0( lim inf |x|→∞ V (x) = 0) was initiated by
X. An et al.[6]. Using the penalized ideas of del Pino and Felmer([18]), it was proved in
[6] that equation (1.1) has a family of positive solutions concentrating at a positive local
minimum of V provided that lim inf |x|→∞ V (x)|x|
2s > 0.
In this paper, we try to solve the question of existence and concentration for more general
potentials including fast decaying potentials, i.e. potentials for which
lim inf
|x|→∞
V (x)|x|2s = 0.
A special case of a fast decaying potential is a potential V that vanishes identically, i.e., V
is compactly supported, in this case the potential term V u can not control the nonlinear
term |u|p−2u anymore.
Now let us give some assumptions and definitions of Hilbert space.
For s ∈ (0, 1), the fractional Sobolev space Hs(RN) is defined as
Hs(RN ) =
{
u ∈ L2(RN) :
u(x)− u(y)
|x− y|N/2+s
∈ L2(RN × RN)
}
,
endowed with the norm
‖u‖Hs(RN ) =
(∫
RN
|(−∆)s/2u|2 + u2 dx
) 1
2
,
where ∫
RN
|(−∆)s/2u|2dx =
∫
R2N
|u(x)− u(y)|2
|x− y|N+2s
dx dy.
Like the classical case, we define the space H˙s(RN) as the completion of C∞c (R
N) under
the norm
‖u‖2 =
∫
RN
|(−∆)s/2u|2dx =
∫
R2N
|u(x)− u(y)|2
|x− y|N+2s
dx dy.
Generally, the fractional Laplacian (see [21] for example) is defined as
(−∆)su(x) = C(N, s)P.V.
∫
RN
u(x)− u(y)
|x− y|N+2s
dy
= C(N, s) lim
ǫ→0
∫
RN\Bǫ(x)
u(x)− u(y)
|x− y|N+2s
dy.
For the sake of simplicity, we define for every u ∈ H˙s(RN) the fractional (−∆)s as
(−∆)su(x) =
∫
RN
u(x)− u(y)
|x− y|N+2s
dy.
We define the following weighted fractional Sobolev space:
DsV,ǫ(R
N) =
{
u ∈ H˙s(RN) : u ∈ L2(RN , V (x) dx)
}
,
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endowed with the norm
‖u‖Ds
V,ǫ
(RN ) =
(∫
RN
ǫ2s|(−∆)s/2u|2 + V u2 dx
) 1
2
.
Assuming that V ∈ C
(
R
N , [0,∞)
)
and satisfies
(A) There exist open bounded sets Λ ⊂⊂ U with smooth boundaries ∂Λ, ∂U , such that
0 < λ = inf
Λ
V < inf
U\Λ
V. (1.3)
The main results of this paper is the following:
Theorem 1.1. Let N > 2s, s ∈ (0, 1), p ∈ (2 + 2s
N−2s
, 2∗s). Then problem (1.1) has a
positive solution uǫ ∈ D
s
V,ǫ(R
N ) if ǫ > 0 is small enough. Moreover, suppose that xǫ ∈ Λ
and satisfies uǫ(xǫ) = supx∈Λ uǫ(x), then
lim
ǫ→0
V (xǫ) = min
Λ
V (x)
and there exists an α ∈ (2s/(p− 2), N − 2s) such that
uǫ(x) ≤
Cǫα
ǫα + |x− xǫ|α
,
where C is positive constant.
Particularly, we solve the fractional version Ambrosetti-Malchiodi question([5]) com-
pletely. It is worth mentioned that such question for the local case s = 1 have been settled
recently, see [8–10, 33] and the references therein for details.
Our approach in this work follows the variational penalization scheme in [6], which was
first introduced in [18]. Naturally, equation (1.1) is the Euler-Lagrange equation of the
functional
Iǫ(u) :=
1
2
∫
RN
(ǫ2s|(−∆)s/2u|2 + V |u|2)−
1
p+ 1
∫
RN
|u|p.
However, an elementary (but tedious) calculation shows that when 2 < p < 2∗s and V
vanishes faster than |x|2s, the second integral is not finite in DsV,ǫ(R
N). del Pino and Felmer
provided an effective way to over come such difficulty: to modify the nonlinear term. In
particular, assuming that V satisfies lim inf |x|→∞ V (x)|x|
2s > 0, in [6] the penalized problem
ǫ2s(−∆)suǫ + V (x)uǫ = χΛu
p−1
ǫ + χRN\Λmin{Pǫ(x)uǫ, u
p−1
ǫ },
where Pǫ(x) satisfies Pǫ(x) = 0 on Λ, Pǫ(x) > 0 outside Λ and Pǫ(x) ≤ ǫ
νV (x) outside Λ
with ν > 0 is a small parameter. A penalized solution then follows by the fact that the
Euler-Lagrange functional corresponding to the penalized problem owns mountain pass
geometry and is a class of C1. One has then to show that up−2ǫ ≤ Pǫ outside Λ. When V is
compactly supported this approach fails, because one should then have that the solution
uǫ are compactly supported. In brief, the potential V can not dominated the nonlinear
term if it is compactly supported. Our key observation in this paper is that, in order to
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overcome this difficulty, Pǫ can be constructed by fractional Hardy inequality saying that
there exists a positive constant CN,s such that∫
RN
|u(x)|2
|x|2s
dx ≤ CN,s|(−∆)
s/2|22 (1.4)
for all u ∈ H˙s(RN)(see [24])
One difference between equations in local case s = 1 and nonlocal case 0 < s < 1 is
the construction of penalized function. For a smooth function f ∈ C∞c (R
N), we can not
compute (−∆)s nearly as precise as −∆f . Another difference is the energy estimates. The
nonlocal effect makes us have to know the global L2-norm information that was given by
the assumption lim inf |x|→0 V (x)|x|
2s > 0 in [6] and by the Hardy inequality above in the
present paper(see (3.3) in the proof of Lemma 3.1 for instance).
The paper is organized as follows: in Section 2, we establish the penalized scheme and
obtain a penalized solution uǫ. In Section 3 we study the concentration phenomenon of uǫ.
In Section 4, we prove the penalized solution uǫ solves the origin problem by constructing
a special penalized function. In Section 5, we give a short proof for the existence and
concentration for (1.1) with more general nonlinear term.
2. The penalized problem
The following inequality exposes the relationship between Hs(RN) and the Banach space
Lq(RN ).
Proposition 2.1. (Fractional version of the Gagliardo−Nirenberg inequality) For every
u ∈ Hs(RN),
‖u‖q ≤ C‖(−∆)
s/2u‖θ2‖u‖
1−θ
2 , (2.1)
where q ∈ [2, 2∗s] and θ satisfies
θ
2∗s
+ (1−θ)
2
= 1
q
.
By the inequality above we know that Hs(RN) is continuously embedded into Lq(RN)
for q ∈ [2, 2∗s]. Moreover, on bounded set, the embedding is compact ( see [21]), i.e.,
Hs(RN) ⊂⊂ Lqloc(R
N) compactly, if q ∈ [1, 2∗s).
According to the fractional Hardy inequality (1.4), we choose a family of penalized
potentials Pǫ ∈ L
∞(RN , [0,∞)) for ǫ > 0 small in such a way that
Pǫ(x) = 0 for all x ∈ Λ, (2.2)
and
(??) lim
ǫ→0
sup
RN\Λ
Pǫ(x)ǫ
−(2s+3κ/2)|x|2s+κ = 0, (2.3)
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where κ > 0 is a small parameter. Noting that by (1.4), when ǫ > 0 is small enough, it
holds ∫
RN
Pǫ(x)|u|
2 ≤ CN,s
ǫ2s+
3κ
2
infx∈Λ |x|κ
∫
RN
|(−∆)s/2u|2
where CN,s is the constant in (1.4). Such estimate plays a key role in subsequent proofs.
Now we use the penalized potentials Pǫ above to modify the nonlinear term in (1.1).
Define the truncated nonlinearity gǫ : R
N × R→ R as
gǫ(x, s) := χΛ(x)s
p−1
+ + χRN\Λ(x)min(s
p−1
+ ,Pǫ(x)s+).
Define also Gǫ(x, t) =
∫ t
0
gǫ(x, s)ds. Following, we define the penalized superposition oper-
ators gǫ and Gǫ as
gǫ(u)(x) = gǫ(x, u(x)) and Gǫ(u)(x) = Gǫ(x, u(x)).
Following, we define the penalized functional Jǫ : D
s
V,ǫ(R
N)→ R as
Jǫ(u) =
1
2
∫
RN
(
ǫ2s|(−∆)s/2u|2 + V (x)|u|2
)
−
∫
RN
Gǫ(u).
The Hardy inequality (1.4) implies that Jǫ is well-defined on D
s
V,ǫ(R
N). Now we prove
that Jǫ is C
1 and satisfies the (P.S.) condition.
Lemma 2.2. Jǫ : D
s
V,ǫ(R
N)→ R is C1 and satisfies (P.S.) condition.
Proof. We only need to show the nonlinear term
Iǫ(u) =
∫
RN
Gǫ(u)
is C1 since the other terms are obvious. For every ϕ ∈ C∞c (R
N) and 0 < |t| < 1, we have
|Gǫ(u+ tϕ)−Gǫ(u)|/t ≤ C
(
(|u|p + |ϕ|p)χΛ + Pǫ(|u|
2 + |ϕ|2)
)
∈ L1(RN ).
The existence of first order Gateaux derivative then follows by Dominated Convergence
Theorems.
Let (un), u ∈ D
s
V,ǫ(R
N) satisfy un → u ∈ D
s
V,ǫ(R
N). By Proposition 2.1, the construction
of Pǫ, (1.4) and Dominated Convergence Theorem, we deduce that for every ϕ ∈ H
s
V,ǫ(R
N)
with ‖ϕ‖Hs
V,ǫ
(RN ) ≤ 1,
|〈I ′ǫ(un)− I
′
ǫ(u), ϕ〉|
≤ C‖un − u‖
p
Hs
V,ǫ
(RN )
+
∫
RN\Λ
∣∣min{Pǫ, (un)p−2+ }unϕ−min{Pǫ, up−2+ }uϕ∣∣dx
≤ on(1) +
∫
RN\Λ
∣∣min{Pǫ, (un)p−2+ }(un − u)ϕ∣∣
+
∣∣min{Pǫ, (un)p−2+ } −min{Pǫ, up−2+ }∣∣uϕ dx
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≤ on(1) +
∫
RN\Λ
∣∣min{Pǫ, (un)p−2+ } −min{Pǫ, up−2+ }∣∣|u|2 dx
= on(1),
which says that Jǫ is a class of C
1.
Next we show that Jǫ satisfies (P.S.) condition, i.e., to prove that any sequence {un} ⊂
DsV,ǫ(R
N) satisfying
Jǫ(un)→ c, and J
′
ǫ(un)→ 0
is relatively compact.
It is standard to verify using the fact p > 2 and the construction of Pǫ that {un} is
bounded in DsV,ǫ(R
N). By Proposition 2.1, one has thus un → u in L
p
loc(R
N).
On the other hand, one has, for every σ > 0, by the fractional Hardy inequality (1.4),
for R > 0 large enough,∫
RN\BR(0)
Pǫ(x)|un|
2 dx = sup
x∈RN\BR(0)
(C−1N,sPǫ(x)|x|
2s)CN,s
∫
RN\BR(0)
|un|
2
|x|2s
dx
≤ sup
x∈RN\BR(0)
(Pǫ(x)|x|
2s)|(−∆)s/2un|
2
2
≤
C
Rκ
< σ.
Hence
lim sup
n→∞
‖un − u‖
2
Ds
V,ǫ
(RN ) = lim sup
(
〈J ′ǫ(un)− J
′
ǫ(u), un − u〉
+
∫
RN
(gǫ(un)− gǫ(u))(un(x)− u(x)) dx
)
≤ lim sup
n→∞
(∫
RN\BR(0)
Pǫ(|un|+ |u|)
2 dx
) 1
2
≤ σ.
Since σ > 0 is arbitrary, this proves the lemma.

It is standard to show that Jǫ owns Mountain Pass geometry. Hence, from Lemma 2.2,
we have the following existence of penalized solution.
Lemma 2.3. The Mountain Pass value
cǫ := inf
γ∈Γǫ
max
t∈[0,1]
Jǫ(γ(t))
can be achieved by a positive function uǫ satisfying the following penalized problem:
ǫ2s(−∆)su+ V u = gǫ(u), (2.4)
where
Γǫ :=
{
γ ∈ C
(
[0, 1], DsV,ǫ(R
N)
)
|γ(0) = 0,Jǫ(γ(1)) < 0
}
.
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Proof. The existence of uǫ can be checked by the Mountain Pass Lemma in [35]. By the
regularity argument in [23], uǫ is C
1,α for some α ∈ (0, 1). Then, by contradiction, we
know that uǫ is positive. 
3. Concentration phenomena of penalized solutions
In this section, we prove that the penalized solutions uǫ obtained by Lemma 2.3 will
concentrate at a local minimum of Λ as ǫ→ 0. By the concentration phenomenon, we can
linearize the penalized equation (2.4) and then construct a sup-solution, see (4.1) below.
Our first task is to give the lower estimate on energy.
Lemma 3.1. Let {ǫn}n∈N be a sequence of positive numbers converging to 0, {un} be a
sequence of critical points given by Lemma 2.3, and for j ∈ 1, 2, · · · , k, {xjn} be a sequence
in RN converging to xj∗ ∈ R
N . If
lim sup
n→∞
1
ǫNn
∫
RN
{
ǫ2sn |(−∆)
s/2un|
2 + V |un|
2
}
dx <∞,
V (xj∗) > 0 and lim
n→∞
|xin − x
j
n|
ǫn
=∞ i 6= j for all i, j = 1, 2, · · · , k,
and for some ρ > 0,
lim inf
n→∞
‖un‖L∞(Bǫnρ(xjn)) > 0 for all j = 1, 2, · · ·k,
then xj∗ ∈ Λ¯ and
lim inf
n→∞
Jǫn(un)
ǫNn
≥
k∑
j=1
C(V (xj∗)),
where C(a) with a > 0 is the ground energy of the equation
(−∆)su+ au = |u|p−2u.
It is easy to check by Change-Of-Variable Theorem that C(·) : (0,+∞) → (0,+∞)
is continuous and increasing. Some details in the proof of this lemma will be omitted
since they are similar to Proposition 3.4 in [6], and more attentions will be payed on the
difference caused by the fast decaying potential V , see (3.3) below for more details.
Proof. For j ∈ {1, . . . , k}, the rescaling function vjn ∈ H
s
loc(R
N) defined by
vjn(y) = un(x
j
n + ǫny)
satisfies weakly the rescaled equation
(−∆)svjn + V
j
n v
j
n = g
j
n(v
j
n) in R
N ,
where V jn (y) = V (x
j
n + ǫny), g
j
n(v
j
n) = gǫn(x
j
n + ǫny, v
j
n). By the assumption,
sup
n∈N
‖un‖Ds
V,ǫ
(RN ) < +∞,
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the sequence {vjn}n≥1 is bounded in H
s
loc(R
N). By the regularity assertion in Appendix D
of [23], the Liouville-type Lemma in Lemma 3.3 of [6], we conclude that there exist xj∗ ∈ Λ¯,
a nonnegative vj∗ ∈ H
s(RN)\{0} such that vjn → v
j
∗ in H
s
loc(R
N) ∩ C1loc(R
N), xjn → x
j
∗ and
(−∆)svj∗ + V (x
j
∗)v
j
∗ = (v
j
∗)
p−1.
Since vj∗ ≥ 0, we see
lim inf
n→∞
1
ǫNn
∫
BǫnR(x
j
n)
{ 1
2
(ǫ2sn |(−∆)
s/2un|
2 + V |un|
2)−Gǫn(un)
}
dx
≥C(V (xj∗))− C
∫
RN\BR
{
|(−∆)s/2vj∗|
2 + V (xj∗)|v
j
∗|
2
}
dx,
where C > 0 is a universal constant.
In order to study the integral outside BǫnR(x
j
n), we choose cut-off function η(x) ∈
C∞(RN) such that 0 ≤ η ≤ 1, η = 0 if 0 ≤ |x| ≤ 1 and η = 1 when |x| ≥ 2. De-
fine
ψn,R(x) =
k∏
j=1
η
(x− xjn
ǫnR
)
.
Since un is a solution to the penalized problem (2.4), we have by taking ψn,Run as a test
function in the penalized problem (2.4) that∫
RN\∪kj=1BǫnR(x
j
n)
{
ǫ2sn ψn,R|(−∆)
s/2un|
2 + V ψn,R|un|
2
}
dx
=
∫
RN\∪kj=1BǫnR(x
j
n)
gǫn(un)unψn,R dx (3.1)
−
∫
RN\∪kj=1BǫnR(x
j
n)
∫
RN
un(y)(ψn,R(x)− ψn,R(y))(un(x)− un(y))
|x− y|N+2s
dy dx
:=
∫
RN\∪kj=1BǫnR(x
j
n)
gǫn(un)unψn,R dx+Rn.
Hence ∫
RN\∪kj=1BǫnR(x
j
n)
{ 1
2
(ǫ2sn |(−∆)
s/2un|
2 + V |un|
2)−Gǫn
}
dx
≥
1
2
∫
RN\∪kj=1BǫnR(x
j
n)
{
ǫ2sn ψn,R|(−∆)
s/2un|
2 + V ψn,R|un|
2 − gǫn(un)un
}
dx
=−
ǫ2sn
2
Rn +
∫
RN\∪kj=1BǫnR(x
j
n)
gǫn(un)(ψn,R − 1)un dx.
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By scaling, BǫnR(x
j
n) ∩BǫnR(x
l
n) = ∅ if n is large enough. Hence, by the fact that v
j
n → v
j
∗
in Lploc(R
N), we have
lim sup
n→∞
∣∣∣1
2
k∑
j=1
∫
B2R\BR
g
j
n(v
j
n)v
j
n dx
∣∣∣ = ∣∣∣1
2
k∑
j=1
∫
B2R\BR
(vj∗)
p dx
∣∣∣ = oR(1).
Now we estimate Rn. A change of variable tells us
Rn =
∫
RN
un(y) dy
∫
RN
(un(x)− un(y))(ψn,R(x)− ψn,R(y))
|x− y|N+2s
dx (3.2)
= ǫN−2sn
k∑
l=1
∫
RN
vln(y)β
l
n(y) dy
∫
RN
αln(x)(v
l
n(x)− v
l
n(y))(ηR(x)− ηR(y))
|x− y|N+2s
dx,
where the functions βln and α
l
n are defined skillfully as
βln(y) =
l−1∏
s=0
η
( y
R
+
xln − x
s
n
ǫnR
)
, β0n(y) ≡ 1
and
αln(x) =
k∏
s=l+1
η
( x
R
+
xln − x
s
n
ǫnR
)
, αkn(x) ≡ 1.
Following, we have
ǫ2s−Nn Rn =
k∑
l=1
∫
B2R
vln(y)β
l
n(y) dy
∫
Bc
2R
αln(x)(v
l
n(x)− v
l
n(y))(ηR(x)− ηR(y))
|x− y|N+2s
dx
+
k∑
l=1
∫
Bc
2R
vln(y)β
l
n(y) dy
∫
B2R
αln(x)(v
l
n(x)− v
l
n(y))(ηR(x)− ηR(y))
|x− y|N+2s
dx
+
k∑
l=1
∫
B2R
vln(y)β
l
n(y) dy
∫
B2R
αln(x)(v
l
n(x)− v
l
n(y))(ηR(x)− ηR(y))
|x− y|N+2s
dx
:= R(1)n +R
(2)
n +R
(3)
n .
By the choice of η and lim
n→∞
|xln−x
s
n|
ǫn
=∞ if l 6= s, for n large, we have
R(1)n =
k∑
l=1
∫
B2R\BR
vln(y)β
l
n(y) dy
∫
Bc
2R
αln(x)(v
l
n(x)− v
l
n(y))(1− ηR(y))
|x− y|N+2s
dx
+
k∑
l=1
∫
BR
vln(y)β
l
n(y) dy
∫
Bc
2R
αln(x)(v
l
n(x)− v
l
n(y))
|x− y|N+2s
dx
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=
k∑
l=1
∫
B2R\BR
vln(y) dy
∫
Bc
2R
αln(x)(v
l
n(x)− v
l
n(y))(1− ηR(y))
|x− y|N+2s
dx
+
k∑
l=1
∫
BR
vln(y) dy
∫
Bc
2R
αln(x)(v
l
n(x)− v
l
n(y))
|x− y|N+2s
dx
: = R(11)n +R
(12)
n
and
R(2)n =
k∑
l=1
∫
Bc
2R
vln(y)β
l
n(y) dy
∫
B2R\BR
αln(x)(v
l
n(x)− v
l
n(y))(ηR(x)− 1)
|x− y|N+2s
dx
−
k∑
l=1
∫
Bc
2R
vln(y)β
l
n(y) dy
∫
BR
αln(x)(v
l
n(x)− v
l
n(y))
|x− y|N+2s
dx
=
k∑
l=1
∫
Bc
2R
vln(y)β
l
n(y) dy
∫
B2R\BR
(vln(x)− v
l
n(y))(ηR(x)− 1)
|x− y|N+2s
dx
−
k∑
l=1
∫
Bc
2R
vln(y)β
l
n(y) dy
∫
BR
vln(x)− v
l
n(y)
|x− y|N+2s
dx
:=R(21)n +R
(22)
n .
Also, for large n,
R(3)n =
k∑
l=1
∫
B2R\BR
vln(y) dy
∫
B2R
(vln(x)− v
l
n(y))(ηR(x)− ηR(y))
|x− y|N+2s
dx
+
k∑
l=1
∫
B2R
vln(y) dy
∫
B2R\BR
(vln(x)− v
l
n(y))(ηR(x)− ηR(y))
|x− y|N+2s
dx
+
k∑
l=1
∫
B2R\BR
vln(y) dy
∫
B2R\BR
(vln(x)− v
l
n(y))(ηR(x)− ηR(y))
|x− y|N+2s
dx
:=R(31)n +R
(32)
n +R
(33)
n .
For |R
(i2)
n |, i = 1, 2, it holds
lim sup
n→∞
|R(i2)n | ≤ CR
−2s + lim sup
n→∞
2
k∑
l=1
∫
Bc
2R
dy
∫
BR
(vln(y))
2
(|y| − R)N+2s
dx.
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By the fractional Hardy inequality (1.4) and letting R˜ = R
N+1
N , we find
lim sup
n→∞
∫
Bc
2R
(
vln(y))
2 dy
∫
BR
1
|x− y|N+2s
dx
≤ C lim sup
n→∞
∫
Bc
2R
(
vln(y))
2 R
N
|y|N+2s
dy
≤ C lim sup
n→∞
∫
B
R˜
\B2R
(
vln(y))
2 R
N
|y|N+2s
dy + C lim sup
n→∞
∫
Bc
R˜
(
vln(y))
2 R
N
|y|N+2s
dy
≤ C lim sup
n→∞
∫
B
R˜
\B2R
(
vln(y))
2 dy + C lim sup
n→∞
∫
Bc
R˜
(vln(y))
2
|y|2s
RN
|y|N
dy (3.3)
≤ C
∫
B
R˜
\B2R
(
vl∗(y))
2 dy +
C
R
= oR(1).
For R
(11)
n , by the estimates of R
(i2)
n , we have
lim sup
n→∞
|R(11)n |
≤ lim sup
n→∞
k∑
l=1
∫
B2R\BR
dy
∫
Bc
2R
|vln(x)− v
l
n(y)|
2
|x− y|N+2s
dx
+ lim sup
n→∞
k∑
l=1
∫
B2R\BR
(vln(y))
2 dy
∫
Bc
2R
(1− ηR(y))
2
|x− y|N+2s
dx
≤ lim sup
n→∞
k∑
l=1
∫
B2R\BR
dy
∫
Bc
2R
∩B4R
|vln(x)− v
l
n(y)|
2
|x− y|N+2s
dx
+ lim sup
n→∞
k∑
l=1
∫
B2R\BR
dy
∫
Bc
4R
|vln(x)− v
l
n(y)|
2
|x− y|N+2s
dx+ C lim sup
n→∞
k∑
l=1
∫
B2R\BR
(vln(y))
2 dy
≤ lim sup
n→∞
k∑
l=1
∫
B2R\BR
dy
∫
Bc
2R
∩B4R
|vln(x)− v
l
n(y)|
2
|x− y|N+2s
dx+ oR(1)
≤ C
∫
B2R\BR
dy
∫
RN
|vl∗(x)− v
l
∗(y)|
2
|x− y|N+2s
dx+ oR(1). (3.4)
Similarly, we get
lim sup
n→∞
|R(21)n | ≤ oR(1)
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and
lim sup
n→∞
|R(31)n |+ |R
(32)
n |+ |R
(33)
n | ≤ oR(1).
Therefore
ǫ2s−N |Rn| ≤ oR(1). (3.5)
Letting R→∞, we have
lim inf
n→∞
Jǫn(un)
ǫNn
≥
k∑
j=1
C(xj∗).

As a result of Lemma 3.1, we prove the least energy solution uǫ concentrate at a local
minimum of V in Λ.
Lemma 3.2. Let ρ > 0. There exists a family of points {xǫ} ⊂ Λ such that
(i) lim inf
ǫ→0
‖uǫ‖L∞(Bǫρ(xǫ)) > 0,
(ii) lim
ǫ→0
V (xǫ) = inf
Λ
V (x),
(iii) lim
R→∞
ǫ→0
‖uǫ‖L∞(U\BǫR(xǫ)) = 0.
Proof. It is easy to verify using the construction of Pǫ that
lim inf
ǫ→0
‖uǫ‖L∞(Λ) > 0.
Then by the regularity assertion in Appendix D of [23], we get the existence of xǫ ∈ Λ¯. We
assume that xǫ → x∗.
By Lemma 3.1, it holds
lim inf
ǫ→0
Jǫ(uǫ)
ǫN
≥ C(V (x∗)),
But, it is easy to verify that
inf
Λ
C(V (x)) ≥ lim sup
ǫ→0
Jǫ(uǫ)
ǫN
.
Hence by the monotonicity of C(·), V (x∗) = infΛ V (x).
Arguing by contradiction, if (iii) is not hold, we will have by Lemma 3.1 that
inf
Λ
C(V (x)) ≥ lim inf
ǫ→0
Jǫ(uǫ)
ǫN
≥ 2 inf
Λ
C(V (x)),
which is a contradiction. The proof is then completed.

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4. Back to the original problem
In this section, we show that up−2ǫ ≤ Pǫ by comparison principle. First, we linearize the pe-
nalized equation (2.4). By Lemma 3.2 and the regularity assertion in [23], we immediately
have
Proposition 4.1. For ǫ > 0 small enough and δ ∈ (0, 1), there exist R > 0, xǫ ∈ Λ, such
that {
ǫ2s(−∆)suǫ + (1− δ)V uǫ ≤ Pǫ(x)uǫ(x), in R
N\BRǫ(xǫ),
uǫ ≤ C∞ in Λ.
(4.1)
Next, we construct a suitable sup-solution to the linearized equation above. For the sake
of intuitive, we convert the equation (4.1) as follows. Letting vǫ(x) = uǫ(ǫx+xǫ), it is easy
to check that {
(−∆)svǫ + (1− δ)Vǫ(x)vǫ ≤ P˜ǫ(x)uǫ(x), in R
N\BR(0),
vǫ ≤ C∞ in BR(0),
(4.2)
where Vǫ(·) = uǫ(ǫ ·+xǫ) and P˜ǫ(·) = Pǫ(ǫ ·+xǫ).
Now we construct sup-solution to (4.2). Let η˜β(|x|) : R
N → [0, 1] be a smooth decreasing
function such that η˜β(s) ≡ 1 when s ∈ [−1, 1] and η˜β ≡ 0 when s ∈ (−∞,−1 − β)
⋃
(1 +
β,+∞), where β > 0 is a small parameter. Define ηβ(|x|) = η˜β(R|x|). Noting that the
special choice of η is key, see (4.4) below.
Setting 0 < α < N − 2s and denoting
fβα (x) = ηβ(x)
1
Rα
+ (1− ηβ(x))
1
|x|α
,
we have
Proposition 4.2. Let ǫ > 0 be small enough. Then for every x ∈ RN\BR(0), it holds
(−∆)sfβα + Vǫ(x)f
β
α − P˜ǫ(x)f
β
α ≥ 0. (4.3)
Proof. For x ∈ RN\B2R(0), letting β > 0 be small enough, we have
(−∆)sfβα (x)
=
∫
BR(0)
|x|−α −R−α
|x− y|N+2s
dy +
∫
RN\BR(0)
|x|−α − |y|−α
|x− y|N+2s
dy +
∫
RN\BR(0)
η(y)|y|−α − η(y)R−α
|x− y|N+2s
dy
= (−∆)s(| · |α)(x) +
∫
BR(0)
|y|−α − R−α
|x− y|N+2s
dy +
∫
RN\BR(0)
η(y)|y|−α − η(y)R−α
|x− y|N+2s
dy
≥
fβα (x)
|x|2s
( ∫
(B1(0))c
1− |z|α
|z|N−2s|z − ~e1|N+2s
dz +
∫
(B1(0))c
|z|α − 1
|z|α|z − ~e1|N+2s
dz
)
+RN−α
(∫
B1(0)
|y|−α − 1
|x− yR|N+2s
dy +
∫
B1+β(0)\B1(0)
|y|−α − 1
|x− yR|N+2s
dy
)
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≥ Cα
fβα (x)
|x|2s
When x ∈ B2R(0)\BR(0), by the construction of ηβ and the computation above, we have
(−∆)sfβα (x)
=
∫
RN
(|x|−α − |y|−α) + ηβ(y)(|y|
−α − |x|−α)
|x− y|N+2s
dy
+
∫
RN
(ηβ(x)− ηβ(y))R
−α + (ηβ(y)− ηβ(x))|x|
−α
|x− y|N+2s
dy
= (R−α − |x|−α)
∫
RN
ηβ(x)− ηβ(y)
|x− y|N+2s
dy +
∫
RN
ηβ(y)(|y|
−α − |x|−α)
|x− y|N+2s
dy
= (R−α − |x|−α)
(−∆)sη˜β(R/x)
R2s
+
∫
RN
ηβ(y)(|y|
−α − |x|−α)
|x− y|N+2s
dy
:≥ −CβR
−(α+2s) +Kβα ,
where Cβ is a positive constant depending only on β.
For Kβα , by Change-Of-Variable Theorem and the decreasing of η˜β, we have
|x|α+2sKβα =
∫
B1(0)
ηβ(y|x|)(|y|
−α − 1)
|y − ~e1|N+2s
dy +
∫
Bc
1
(0)∩B1+β (0)
ηβ(y|x|)(|y|
−α− 1)
|y − ~e1|N+2s
dy
≥
∫
B1(0)
ηβ(|x|)(|y|
−α − 1)
|y − ~e1|N+2s
dy +
∫
Bc
1
(0)∩B1+β (0)
ηβ(|x|)(|y|
−α − 1)
|y − ~e1|N+2s
dy
≥ ηβ(|x|)
∫
B3(~e1)
(|y|−α − 1)
|y − ~e1|N+2s
dy (4.4)
≥ C˜α,
where C˜α is a constant depending only on α. Noting that in the special case that α = N−2s,
we have C˜N−2s > 0.
Finally, by the computation above, we conclude that if R is large enough and ǫ is small
enough, there hold
(−∆)sfβα + Vǫ(x)f
β
α − P˜ǫ(x)f
β
α
≥

−(Cβ + C˜α)R
−α−2s +
(
infx∈Λ V (x)
)
fβα (x), x ∈ B2R(0)\BR(0),
Cα
fβα
|x|2s
+ Vǫ(x)f
β
α − P˜ǫ(x)f
β
α , x ∈ R
N\B2R(0),
(4.5)
≥ 0
for every x ∈ RN\BR(0), where Λǫ = {x : ǫx+ xǫ ∈ Λ}. This completes the proof.
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
At the last of this section, we prove Theorem 1.1
Proof of Theorem 1.1. Let α ∈
(
2s
p−2
, N − 2s
)
, κ = α(p−2)−2s
4
,Pǫ(x) =
ǫ2s+2κ
|x|2s+κ
χRN\Λ(x),
U(x) = CRαfβα (x),
(4.6)
where the function fβα is that in Proposition 4.2.
It is easy to check that Pǫ satisfies the assumption (2.2).
By Proposition 4.2, letting the constant C > 0 above be large enough and v˜ǫ(x) =
U(x)− vǫ(x), we have
(−∆)sv˜ǫ(x) + Vǫ(x)v˜ǫ(x)− P˜ǫ(x)v˜ǫ(x) ≥ 0, in R
N\BR(0),
v˜ǫ(x) ≥ 0 in BR(0).
Then, since v˜ǫ ∈ H˙
s(RN) (when α is closed to N − 2s), testing the equation above against
with v˜−ǫ (x), by the fractional Hardy inequality in (1.4), we find v˜
−
ǫ (x) = 0, x ∈ R
N . Hence
v˜ǫ(x) ≥ 0, x ∈ R
N . Especially, we have
uǫ(x) ≤
Cǫα
ǫα + |x− xǫ|α
, ∀ x ∈ RN .
Moreover, it holds (
uǫ(x)
)p−2
≤ Pǫ(x), ∀ x ∈ R
N\Λ.
As a result, uǫ solves the origin problem. This completes the proof.
5. Further results
In this section, we will consider (1.1) with general nonlinearity, i.e.,
ǫ2s(−∆)su+ V (x)u = f(u), (5.1)
where the potential V (x) is the same as before, the nonlinearity f : R→ R is assumed to
satisfy the following properties:
(f1) f is an odd function and f(t) = o(t
1+κ˜) as t→ 0+, where κ˜ = α+ν
2s+2κ
> 0 with ν > 0
is a small parameter and κ is the parameter in (4.6).
(f2) limt→∞
f(t)
tp
= 0 for some 1 < p < 2∗s − 1.
(f3) There exists 2 < θ ≤ p+ 1 such that
0 ≤ θF (t) < f(t)t for all t > 0,
where F (t) =
∫ t
0
f(α) dα.
(f4) The map t 7→
f(t)
t
is increasing on (0,+∞).
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We have the following results which are same as Theorem 1.1.
Theorem 5.1. Let N > 2s, s ∈ (0, 1), p ∈
(
2 + 2s
N−2s
, 2∗s
)
, f satisfy (f1)- (f4) and V be
the same as before. Then problem (1.1) has a positive solution uˆǫ ∈ D
s
V,ǫ(R
N) if ǫ > 0 is
small enough. Moreover, there exist a xˆǫ ∈ Λ and an α ∈ (2s/(p− 2), 2
∗
s) such that
lim
ǫ→0
V (xˆǫ) = min
Λ
V (x)
and
uǫ(x) ≤
Cǫα
ǫα + |x− xˆǫ|α
,
where C is positive constant.
Proof. We define the penalized nonlinearity as gˆǫ : R
N × R as
gˆǫ(x, s) := χΛf(s+) + χRN\Λmin{f(s+),Pǫ(x)s+}.
In the sequel, we denote Ĝǫ(x, t) =
∫ t
0
gˆǫ(x, s) ds and define the penalized superposition
operators gˆǫ and Ĝǫ as
gˆǫ(u)(x) = gˆǫ(x, u(x)) and Ĝǫ(u)(x) = Ĝǫ(x, u(x)).
Accordingly, the penalized functional Jˆǫ : D
s
V,ǫ(R
N)→ R is given by
Jˆǫ(u) =
1
2
∫
RN
(ǫ2s|(−∆)s/2u|2 + V (x)|u|2) dy −
∫
RN
Ĝǫ(u) dy.
By conditions (f2) and (f3), we can verify using the same argument in the proof of Lemma
2.2 that Jˆǫ is C
1 and satisfies (P.S.) condition. Then by Lemma 2.3, one can show that
the mountain pass value
cˆǫ := inf
γ∈Γ̂ǫ
max
t∈[0,1]
Jˆǫ(γ(t))
can be achieved by a positive function uˆǫ ∈ D
s
V,ǫ, where
Γ̂ǫ := {γ ∈ (C[0, 1],D
s
V,ǫ(R
N)) : γ(0) = 0, Jˆǫ(γ(1)) < 0}.
Furthermore, it holds
ǫ2s(−∆)suˆǫ + V (x)uˆǫ = gˆǫ(uˆǫ). (5.2)
From [25, 31] and the condition on f , we can let the ground states of the following
limiting problem
(−∆)su+ au = f(u)
be positive. Moreover, the least energy
Cˆ(a) =
1
2
( ∫
RN
|(−∆)s/2u|2 + a|u|2
)
dx−
∫
RN
F (u) dx
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is continuous and increasing. Then, by the same argument in Lemma 3.2, there exists a
xˆǫ ∈ Λ such that
(1′) lim inf
ǫ→0
‖uˆǫ‖L∞(Bǫρ(xˆǫ)) > 0,
(2′) lim
ǫ→0
V (xˆǫ) = inf
Λ
,
(3′) lim
R→∞
ǫ→0
‖uˆǫ‖L∞(U\BǫR(xˆǫ)) = 0.
(5.3)
As a result, using (f1) to linearize (5.2), we have,{
ǫ2s(−∆)suˆǫ + (1− δ)V uˆǫ ≤ Pǫuˆǫ, in R
N\BRǫ(xǫ),
uˆǫ ≤ Ĉ∞ in Λ.
(5.4)
Then, by the same argument in Section 4, we have
uˆǫ(x) ≤
Cǫα
ǫα + |x− xˆǫ|α
, ∀x ∈ RN ,
where α is the same as that in (4.6). Following, for every x ∈ RN\Λ, since ακ˜ > 2s+ 2κ,
we have
f(uˆǫ)
uˆǫ
≤ (uˆǫ)
κ˜ ≤
Cǫακ˜
|x|ακ˜
≤
ǫ2s+2κ
|x|2s+κ
= Pǫ(x).
As a result, we have uˆǫ solves the origin problem (5.1). This completes the paper.

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