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A RIEMANN–HILBERT APPROACH TO THE MODIFIED
CAMASSA–HOLM EQUATION WITH NONZERO BOUNDARY
CONDITIONS
ANNE BOUTET DE MONVEL, IRYNA KARPENKO, AND DMITRY SHEPELSKY
Abstract. The paper aims at developing the Riemann–Hilbert problem approach to the mod-
ified Camassa–Holm (mCH) equation in the case when the solution is assumed to approach a
non-zero constant at the both infinities of the space variable. In this case, the spectral problem
for the associated Lax pair equation has a continuous spectrum, which allows formulating the
inverse spectral problem as a Riemann–Hilbert factorization problem with jump conditions
across the real axis. We obtain a representation for the solution of the Cauchy problem for
the mCH equation and also a description of certain soliton-type solutions, both regular and
non-regular.
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1. Introduction
The Camassa–Holm (CH) equation [8, 9]
ut − uxxt + 3uux − 2uxuxx − uuxxx = 0, (1.1)
which can also be written in terms of the momentum variable
mt + (um)x + uxm = 0, m := u− uxx, (1.2)
has been studied intensively over the last 25 years, due to its rich mathematical structure. It
is a model for the unidirectional propagation of shallow water waves over a flat bottom [15,25],
is bi-Hamiltonian [8], and is completely integrable with algebro-geometric solutions [30]. The
local and global well-posedness of the Cauchy problem for the CH equation have been studied
extensively [12,13,18]. In particular, it has both globally strong solutions and blow-up solutions
at finite time [10, 12–14], and also it has globally weak solutions in H1(R) [7, 16, 32].
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The soliton-type solutions of the CH equation vanishing at infinity [9] are weak solutions,
having the form of peaked waves (u(x, t) and ux(x, t) are bounded but ux(x, t) is discontinuous),
which are orbitally stable [17].
On the other hand, adding to (1.1) a linear dispersion term bux with b > 0 leads to a form of
the CH equation
ut − uxxt + bux + 3uux − 2uxuxx − uuxxx = 0, (1.3)
which supports conventional smooth solitons [2, 3, 11].
Over the last few years various modifications and generalizations of the CH equation have
been introduced, see, e.g., [33] and references therein. Novikov [28] applied the perturbative
symmetry approach in order to classify integrable equations of the form(
1− ∂2x
)
ut = F (u, ux, uxx, uxxx, . . . ), u = u(x, t), ∂x = ∂/∂x,
assuming that F is a homogeneous differential polynomial over C, quadratic or cubic in u and
its x-derivatives (see also [27]). In the list of equations presented in [28], equation (32), which
was the second equation with cubic nonlinearity, had the form
mt +
(
(u2 − u2x)m
)
x
= 0, m := u− uxx. (1.4)
In an equivalent form, this equation was given by Fokas in [20] (see also [29] and [21]) and has
attracted considerable interest since it was re-derived by Qiao [31]. So it is sometimes referred
to as the Fokas–Olver–Rosenau–Qiao equation [24], but is also known as the modified Camassa–
Holm (mCH) equation. Equation (1.4) has a bi-Hamiltonian structure [23, 29] and possesses a
Lax pair [31]. Its algebro-geometric quasiperiodic solutions are studied in [24]. The local well-
posedness for classical solutions and global weak solutions to (1.4) in Lagrangian coordinates are
discussed in [22]. It also has solitary wave solutions [23]
u(x, t) =
p
2
e−|x−x(t)|, m(x, t) = pδ(x− x(t)) with x(t) = 1
6
p2t.
Notice that considering the initial value problem for the Camassa–Holm equation with a linear
dispersion term (1.3) and with initial data decaying to 0 as x→ ±∞ is equivalent to considering
the CH equation in the form (1.1) on a nonzero background, i.e., with initial data approaching a
nonzero constant as x→ ±∞. A similar situation takes place, for example, for the Degasperis–
Procesi equation
mt + (um)x + 2uxm = 0, m = u− uxx, (1.5)
which is also an integrable, CH-type equation with quadratic nonlinearity. On the other hand, for
other CH-type equations, in particular, for those with cubic nonlinearity, the situation is different:
while considering the equation on a nonzero background again leads to problems supporting
smooth solitons, changing variables (leading to zero background) results in an equation having
different form, which is not equivalent to adding just a linear dispersion term; see, e.g., the case
of the Novikov equation [6].
In the present paper, we consider the initial value problem for the mCH equation (1.4):
mt +
(
(u2 − u2x)m
)
x
= 0, m := u− uxx, t > 0, −∞ < x < +∞, (1.6a)
u(x, 0) = u0(x), −∞ < x < +∞, (1.6b)
assuming that u0(x) → 1 as x→ ±∞, and we search for a solution that preserves this behavior:
u(x, t)→ 1 as x→ ±∞ for all t > 0. Then, in analogy with the CH equation and other CH-type
equations, one can expect that the Cauchy problem (1.6) supports smooth soliton solutions.
Introducing a new function u˜ by
u(x, t) = u˜(x− t, t) + 1, (1.7)
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the mCH equation reduces to
m˜t + (ω˜m˜)x = 0, (1.8a)
m˜ := u˜− u˜xx + 1, (1.8b)
ω˜ := u˜2 − u˜2x + 2u˜. (1.8c)
In what follows we will study equation (1.8) on zero background: u˜ → 0 as x → ±∞. More
precisely, we develop the Riemann–Hilbert (RH) problem approach to equation (1.8a) on zero
background, aiming at obtaining a representation of the solution of the Cauchy problem for
(1.8) in terms of the solution of an associated RH problem formulated in the complex plane of a
spectral parameter.
The paper is organized as follows. In Section 2 we introduce the Jost solutions of the Lax pair
equations written in a form appropriate for controlling their analytical properties as function of
the spectral parameter. In Section 3 we formulate the Riemann–Hilbert problem in two settings:
(i) in the original setting, it (implicitly) depends on the physical variables (x, t) as parameters
and (ii) in a transformed setting, introducing new variables (y, t) in terms of which the RH
problem has an explicit parameter dependence. The data for the later RH problem are uniquely
determined by the initial data for the mCH equation, which gives rise to a procedure for solving
the Cauchy problem (1.6). In Section 4 we show that starting with the solution of a RH problem
with appropriate dependence on the parameters, we always arrive at a solution to the mCH
equation, even if the data for this RH problem are not associated with some particular initial
data for the mCH equation. Finally, in Section 5, using the RH problem formalism, we construct
smooth as well as non-smooth soliton solutions to the mCH equation. Throughout the text,
we emphasize the differences in the implementation of the RH approach to the CH and mCH
equations.
Notations. Furthermore, σ1 := ( 0 11 0 ), σ2 :=
(
0 −i
i 0
)
, and σ3 :=
(
1 0
0 −1
)
denote the standard Pauli
matrices. We also let f∗(k) := f(k¯) denote the Schwarz conjugate of a function f(k), k ∈ C.
2. Lax pairs and eigenfunctions
2.1. Lax pairs. In order to deduce the Lax pair for equation (1.8a), we take as starting point
the Lax pair for the mCH equation (1.4) [31]
Φx = UΦ, Φt = VΦ
where Φ ≡ Φ(x, t, λ), U ≡ U(x, t, λ), and V ≡ V(x, t, λ), the coefficients U and V being defined
by
U =
1
2
( −1 λm
−λm 1
)
,
V =
(
λ−2 + u
2−u2x
2 −λ−1(u − ux)−
λ(u2−u2x)m
2
λ−1(u+ ux) +
λ(u2−u2x)m
2 −λ−2 −
u2−u2x
2
)
,
with m := u− uxx. This leads us to the pair of equations
Φx = UΦ, (2.1a)
Φt = V Φ, (2.1b)
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where the coefficients U ≡ U(x, t, λ) and V ≡ V (x, t, λ) are now defined by
U =
1
2
( −1 λm˜
−λm˜ 1
)
, (2.2a)
V =
(
λ−2 + ω˜2 −λ−1(u˜− u˜x + 1)− λω˜m˜2
λ−1(u˜+ u˜x + 1) + λω˜m˜2 −λ−2 − ω˜2
)
. (2.2b)
Here, m˜ := u˜− u˜xx + 1 and ω˜ := u˜2 − u˜2x + 2u˜ as in (1.8b) and (1.8c), with u˜ as in (1.7). It can
be directly verified that (1.8a) is the compatibility condition for the system (2.1)-(2.2). Thus,
this system (2.1)-(2.2) constitutes a Lax pair for (1.8a).
The RH formalism for integrable nonlinear equations is based on using appropriately defined
eigenfunctions, i.e., solutions of the Lax pair, whose behavior as functions of the spectral param-
eter is well-controlled in the extended complex plane. Notice that the coefficient matrices U and
V are traceless, which provides that the determinant of a matrix solution to (2.1) (composed
from two vector solutions) is independent of x and t.
Also notice that U and V have singularities (in the extended complex λ-plane) at λ = 0
and λ = ∞. In order to control the behavior of solutions to (2.1) as functions of the spectral
parameter λ (which is crucial for the Riemann–Hilbert method), we follow a strategy similar to
that adopted for the CH equation [2, 3].
Namely, in order to control the large λ behavior of solutions of (2.1), we will transform this
Lax pair into an appropriate form (see [1–3]).
Proposition 2.1. Equation (1.8a) admits a Lax pair of the form
Φˆx +QxΦˆ = Uˆ Φˆ, (2.3a)
Φˆt +QtΦˆ = Vˆ Φˆ, (2.3b)
whose coefficients Q ≡ Q(x, t, λ), Uˆ ≡ Uˆ(x, t, λ), and Vˆ ≡ Vˆ (x, t, λ) are 2 × 2 matrices having
the following properties:
(i) Q is diagonal and is unbounded as λ→∞.
(ii) Uˆ = O(1) and Vˆ = O(1) as λ→∞.
(iii) The diagonal parts of Uˆ and Vˆ decay as λ→∞.
(iv) Uˆ → 0 and Vˆ → 0 as x→ ±∞.
Proof. We first note that U in (2.2a) can be written as
U(x, t, λ) =
m˜(x, t)
2
(−1 λ
−λ 1
)
+
m˜(x, t)− 1
2
(
1 0
0 −1
)
, (2.4)
where m˜(x, t) − 1 → 0 as x → ±∞. The first (non-decaying, as x → ±∞) term in (2.4) can be
diagonalized by introducing
Φˆ(x, t, λ) := D(λ)Φ(x, t, λ),
where
D(λ) :=
(
1 − λ
1+
√
1−λ2
− λ
1+
√
1−λ2 1
)
,
where the square root is chosen so that
√
1− λ2 ∼ iλ as λ→∞. This transforms (2.1a) into
Φˆx +
m˜
√
1− λ2
2
σ3Φˆ = Uˆ Φˆ, (2.5a)
where Uˆ ≡ Uˆ(x, t, λ) is given by
Uˆ =
λ(m˜− 1)
2
√
1− λ2
(
0 1
−1 0
)
+
m˜− 1
2
√
1− λ2 σ3. (2.5b)
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Similarly, the t-equation (2.1b) of the Lax pair is transformed into
Φˆt +
√
1− λ2
(
−1
2
m˜ω˜ − 1
λ2
)
σ3Φˆ = Vˆ Φˆ, (2.5c)
where Vˆ ≡ Vˆ (x, t, λ) is given by
Vˆ =
1
2
√
1− λ2
(
λω˜(m˜− 1) + 2u˜
λ
)(
0 −1
1 0
)
+
u˜x
λ
(
0 1
1 0
)
− 1√
1− λ2
(
u˜+
1
2
(m˜− 1)ω˜
)
σ3.
(2.5d)
Now notice that equations (2.5a) and (2.5c) have the desired form (2.3), if we define Q by
Q(x, t, λ) := p(x, t, λ)σ3, (2.6a)
with
p(x, t, λ) := −1
2
√
1− λ2
∫ +∞
x
(m˜(ξ, t)− 1)dξ +
√
1− λ2
2
x−
√
1− λ2
λ2
t. (2.6b)
Indeed, p has derivatives
px =
m˜
√
1− λ2
2
,
pt =
√
1− λ2
(
−1
2
m˜ω˜ − 1
λ2
)
.
The first formula is clear, while the second follows from (1.8a). 
2.2. Eigenfunctions. The Lax pair in the form (2.5) allows us to determine dedicated solutions
having a well-controlled behavior as functions of the spectral parameter λ for large values of λ
via associated integral equations. Indeed, introducing
Φ˜ = ΦˆeQ (2.7)
(understanding Φ˜ as a 2× 2 matrix), equations (2.5a) and (2.5c) can be rewritten as{
Φ˜x + [Qx, Φ˜] = Uˆ Φ˜,
Φ˜t + [Qt, Φ˜] = Vˆ Φ˜,
(2.8)
where [ · , · ] stands for the commutator. We now determine particular (Jost) solutions Φ˜± ≡
Φ˜±(x, t, λ) of (2.8) as solutions of the associated Volterra integral equations:
Φ˜±(x, t, λ) = I +
∫ x
±∞
eQ(ξ,t,λ)−Q(x,t,λ)Uˆ(ξ, t, λ)Φ˜±(ξ, t, λ)eQ(x,t,λ)−Q(ξ,t,λ)dξ, (2.9)
that is, taking into account the definition (2.6) of Q,
Φ˜+(x, t, λ) = I −
∫ +∞
x
e
√
1−λ2
2
∫
ξ
x
m˜(η,t)dη σ3 Uˆ(ξ, t, λ)Φ˜+(ξ, t, λ)e
−
√
1−λ2
2
∫
ξ
x
m˜(η,t)dη σ3dξ,
Φ˜−(x, t, λ) = I +
∫ x
−∞
e
√
1−λ2
2
∫
ξ
x
m˜(η,t)dη σ3 Uˆ(ξ, t, λ)Φ˜−(ξ, t, λ)e−
√
1−λ2
2
∫
ξ
x
m˜(η,t)dη σ3dξ
(2.10)
(I is the identity matrix). Hereafter, let Φˆ± := Φ˜±e−Q denote the corresponding Jost solutions
of (2.5).
Introducing a new spectral parameter k by
λ2 = 4k2 + 1,
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the exponentials in (2.10) become e±ik
∫
ξ
x
m˜(ξ,t)dξ σ3 . Moreover, introducing the new space variable
y(x, t) := x−
∫ +∞
x
(m˜(ξ, t) − 1)dξ, (2.11)
Q takes (by a slight abuse of notations) the form Q(y, t, k) = −ik
(
y − 2t4k2+1
)
σ3, which coincides
with that in the case of the Camassa–Holm equation [2, 3].
Remark 2.2. Recall that the pair of renowned integrable equations — the Korteweg–de Vries
(KdV) equation and the modified Korteweg–de Vries (mKdV) equation — shares the same Q,
which, in those cases, has the formQ(x, t, k) = (ikx+4ik3t)σ3. Therefore, the above consideration
gives an additional reason to naming equation (1.4) as the modified Camassa–Holm (mCH)
equation.
However, an important difference between the Lax pairs for the CH equation and the mCH
equation is that in the latter case, the dependence of the associated coefficient matrix Uˆ(x, t, k)
(by a slight abuse of notations we keep the same notation Uˆ) on the spectral parameter k is not
rational (because of λ(k)):
Uˆ(x, t, k) =
m˜− 1
2
(
1
2ik
(
1 0
0 −1
)
+
λ(k)
2ik
(
0 1
−1 0
))
,
which would complicate the construction of the RH problem, requiring either the introduction
of a branch cut in the k plane or the formulation of the RH problem on the Riemann sphere
associated with λ2 = 4k2 + 1.
In order to avoid these complications, we introduce a new (uniformizing) spectral parameter
µ such that both λ and k are rational w.r.t. µ:
λ = −1
2
(
µ+
1
µ
)
, k =
1
4
(
µ− 1
µ
)
. (2.12)
More precisely, we define µ = −λ− i√1− λ2, so that k = − i2
√
1− λ2 and √1− λ2 = i2 µ
2−1
µ
=
2ik. In terms of µ we have
p(x, t, µ) = − i(µ
2 − 1)
4µ
(∫ +∞
x
(m˜(ξ, t)− 1)dξ − x+ 8µ
2
(µ2 + 1)2
t
)
, (2.13)
Uˆ(x, t, µ) =
i(µ2 + 1)(m˜− 1)
2(µ2 − 1)
(
0 1
−1 0
)
− iµ(m˜− 1)
µ2 − 1
(
1 0
0 −1
)
, (2.14)
and, accordingly, equations (2.10) become
Φ˜±(x, t, µ) = I +
∫ x
±∞
e
i(µ2−1)
4µ
∫
ξ
x
m˜(η,t)dη σ3 Uˆ(ξ, t, µ)Φ˜±(ξ, t, µ)e−
i(µ2−1)
4µ
∫
ξ
x
m˜(η,t)dη σ3dξ. (2.15)
We are now able, by analogy with the case of the CH equation [2, 3], to analyze the analytic
and asymptotic properties of the solutions Φ˜± of (2.15) as functions of µ, using Neumann series
expansions. Let A(1) and A(2) denote the columns of a 2 × 2 matrix A = (A(1) A(2)). Using
these notations we have the following properties:
• Φ˜(1)− and Φ˜(2)+ are analytic in C+ = {µ ∈ C | Imµ > 0};
• Φ˜(1)+ and Φ˜(2)− are analytic in C− = {µ ∈ C | Imµ < 0};
• Φ˜(1)− , Φ˜(2)+ , Φ˜(1)+ , and Φ˜(2)− are continuous up to the real line except at µ = ±1.
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Further, we first observe that Uˆ(µ) ≡ Uˆ(x, t, µ), Vˆ (µ) ≡ Vˆ (x, t, µ) satisfy the same symmetries:
Uˆ(µ¯) = σ1Uˆ(µ)σ1, Uˆ(−µ) = σ2Uˆ(µ)σ2, Uˆ(µ−1) = σ1Uˆ(µ)σ1, (2.16a)
Vˆ (µ¯) = σ1Vˆ (µ)σ1, Vˆ (−µ) = σ2Vˆ (µ)σ2, Vˆ (µ−1) = σ1Vˆ (µ)σ1, (2.16b)
with µ 6= ±1, and also µ 6= 0 for the symmetry µ 7→ µ−1. Moreover, p(µ) ≡ p(x, t, µ) satisfies
the following symmetries:
p∗(µ) = −p(µ) = p(−µ) = p(µ−1). (2.17)
It follows that
• Φ˜± also satisfy the same symmetries as in (2.16a):
Φ˜±(µ¯) = σ1Φ˜±(µ)σ1, Φ˜±(−µ) = σ2Φ˜±(µ)σ2, Φ˜±(µ−1) = σ1Φ˜±(µ)σ1. (2.18)
That means Φ˜
(1)
± (µ) = σ1Φ˜
(2)∗
± (µ) = σ3σ1Φ˜
(2)
± (−µ) = σ1Φ˜(2)± (µ−1) for ± Imµ ≤ 0, µ 6= ±1.
In (2.8) the coefficients are traceless matrices, from which it follows that
• det Φ˜± ≡ 1.
Regarding the values of Φ˜± at particular points in the µ-plane, (2.15) implies the following:
• ( Φ˜(1)− Φ˜(2)+ )→ I as µ→∞ with Imµ ≥ 0, and also for µ = 0 (by the symmetry (2.18)).
• ( Φ˜(1)+ Φ˜(2)− )→ I as µ→∞ with Imµ ≤ 0, and also for µ = 0.
• As µ→ 1, Φ˜±(x, t, µ) = i2(µ−1)α±(x, t)
(−1 1
−1 1
)
+O(1) with α±(x, t) ∈ R (understood column-
wise, in the corresponding half-planes).
• As µ → −1, Φ˜±(x, t, µ) = − i2(µ+1)α±(x, t)
(
1 1
−1 −1
)
+ O(1) with the same α±(x, t) as the
previous ones (by symmetry (2.18)).
2.3. Spectral data. Introduce the scattering matrix s(µ) as a matrix relating Φ˜+ and Φ˜− on
the real line:
Φ˜+(x, t, µ) = Φ˜−(x, t, µ)e−p(x,t,µ)σ3s(µ)ep(x,t,µ)σ3 , µ ∈ R, µ 6= ±1. (2.19)
By (2.18), s(µ) can be written in terms of two scalar spectral functions, a(µ) and b(µ):
s(µ) =
(
a(µ) b(µ)
b(µ) a(µ)
)
, µ ∈ R, (2.20)
satisfying the symmetries a(µ) = a(−µ) = a(µ−1) and b(µ) = −b(−µ) = b(µ−1) for µ ∈ R.
The spectral functions a(µ) and b(µ) are uniquely determined by u(x, 0) through the solutions
Φ˜±(x, 0, µ) of equations (2.15). On the other hand, using the representations
a(µ) = det
(
Φ˜
(1)
− Φ˜
(2)
+
)
, b(µ) = e2p det
(
Φ˜
(2)
+ Φ˜
(2)
−
)
,
the analytic properties of Φ˜± stated above imply corresponding properties of a(µ) and b(µ):
• a(µ) can be analytically continued into C+, being continuous up to the real line, except at
µ = ±1. Moreover, a(0) = 1, a(µ)→ 1 as µ→∞, and a(µ) satisfies the symmetries
a(µ) = a(−µ¯) = a(−µ−1) for Imµ ≥ 0.
• b(µ) is continuous for µ ∈ R \ {−1, 1}. Moreover, b(0) = 0 and b(µ)→ 0 as µ→ ±∞.
• As µ→ 1, a(µ) = γ i2(µ−1) +O(1) and b(µ) = γ i2(µ−1) +O(1) with the same γ ∈ R, as follows
from (2.19).
• As µ → −1, a(µ) = γ i2(µ+1) + O(1) and b(µ) = −γ i2(µ+1) + O(1) with the same γ as the
previous one, by symmetry.
• |a(µ)|2 − |b(µ)|2 = 1 for µ ∈ R, µ 6= ±1.
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Remark 2.3. The case γ 6= 0 is generic. On the other hand, in the non-generic case γ = 0, we
then have a(±1) = a1 and b(±1) = ±b1 with some a1 ∈ R and b1 ∈ R such that a21 = 1 + b21. It
then follows from (2.19) that the coefficients α+(x, t) and α−(x, t) appearing in the expansions
of Φ˜ at µ = ±1 are related by
α+(x, t) = (a1 − b1)α−(x, t). (2.21)
3. Riemann–Hilbert problem
3.1. RH problem parametrized by (x, t). The analytic properties of Φ˜± stated above allow
rewriting the scattering relation (2.19) as a jump relation for a piece-wise meromorphic (w.r.t. µ),
2×2-matrix valued function (depending on x and t as parameters). Indeed, defineM ≡M(x, t, µ)
by
M(x, t, µ) =

(
Φ˜
(1)
− (x,t,µ)
a(µ) Φ˜
(2)
+ (x, t, µ)
)
, Imµ > 0,(
Φ˜
(1)
+ (x, t, µ)
Φ˜
(2)
− (x,t,µ)
a(µ¯)
)
, Imµ < 0.
(3.1)
Define also
r(µ) :=
b(µ)
a∗(µ)
, µ ∈ R. (3.2)
Then the limiting values M±(x, t, µ), µ ∈ R of M as µ is approached from C± are related by
M−(x, t, µ) =M+(x, t, µ)J(x, t, µ), µ ∈ R, µ 6= ±1, (3.3a)
where
J(x, t, µ) = e−p(x,t,µ)σ3J0(µ)ep(x,t,µ)σ3 (3.3b)
with
J0(µ) =
(
1 −r(µ)
r∗(µ) 1− r(µ)r∗(µ)
)
. (3.3c)
Taking into account the properties of Φ˜± and s(µ) we check thatM(x, t, µ) satisfies the following
conditions:
• The jump condition (3.3) across R.
• The determinant condition detM ≡ 1.
• The normalization condition:
M → I as µ→∞ (3.4)
(and also M(0) = I by symmetry, see (3.7)).
• Singularity conditions:
M(x, t, µ) =

iα+(x,t)
2(µ−1)
(
−c 1
−c 1
)
+O(1), µ→ 1, Imµ > 0,
− iα+(x,t)2(µ+1)
(
c 1
−c −1
)
+O(1), µ→ −1, Imµ > 0,
(3.5)
with some α+(x, t) ∈ R and (see Remark 2.3)
c :=
{
0, if γ 6= 0,
a1+b1
a1
, if γ = 0,
(3.6a)
where a1 = a(1), b1 = b(1), and γ := −2i lim
µ→1
(µ − 1)a(µ). Notice that in terms of r(±1),
the generic case γ 6= 0 corresponds to r(1) = −r(−1) = −1 whereas in the non-generic case,
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|r(±1)| < 1 (see the case of the one-dimensional Schrödinger operator [19], which constitutes
the spectral problem for the Korteweg–de Vries equation). Therefore, (3.6a) can be written as
c :=
{
0, if r(1) = −1,
1 + r(1) = 1− r(−1), if |r(1)| < 1. (3.6b)
Both conditions in (3.5) are actually equivalent by the symmetries (3.7).
• Symmetries (which result from (2.18)):
M(µ¯) = σ1M(µ)σ1, M(−µ) = σ2M(µ)σ2, M(µ−1) = σ1M(µ)σ1, (3.7)
where M(µ) ≡ M(x, t, µ). The first symmetry can also be written as σ1M (1)∗ = M (2).
Moreover, (3.7) implies the symmetries M(−µ¯) =M(−µ−1) = σ3M(µ)σ3.
If a(µ) is allowed to have zeros in C+, the above conditions must be supplemented by residue
conditions at these zeros. Assume that a(µ) has a finite number of simple zeros {µj}N1 in
C+. Symmetries a(µ) = a(−µ¯) = a(−µ−1) imply that this set of zeros is invariant under the
transformations µ 7→ −µ¯ and µ 7→ −µ−1: for each j there exist j′ and j′′ such that −µ¯j = µj′
and −µ−1j = µj′′ .
• Residue conditions: M (1)(x, t, µ) has simple poles at {µj}N1 and M (2)(x, t, µ) has simple poles
at {µ¯j}N1 . Moreover
Resµj M
(1)(x, t, µ) =
1
κj(x, t)
M (2)(x, t, µj), (3.8a)
Resµ¯j M
(2)(x, t, µ) =
1
κj(x, t)
M (1)(x, t, µ¯j). (3.8b)
Here κj(x, t) = a˙(µj)δje
−2p(x,t,µj) with some constants δj 6= 0. By symmetries (3.7) both
conditions in (3.8) are equivalent. Note also how the residue changes under the transformations
µ 7→ −µ¯ and µ 7→ −µ−1: if −µ¯j = µj′ and −µ−1j = µj′′ then κj = κj′ = −µ−2j κj′′ .
Proof of (3.8). Indeed, let µj be a simple root of a(µ), that is, a(µj) = 0 with a˙(µj) 6= 0. Then,
using a(µ) = det
(
Φ˜
(1)
− Φ˜
(2)
+
)
= det
(
Φˆ
(1)
− Φˆ
(2)
+
)
, we have
Φˆ
(2)
+ (x, t, µj) = δjΦˆ
(1)
− (x, t, µj), (3.9a)
Φ˜
(2)
+ (x, t, µj) = δje
−2p(x,t,µj)Φ˜(1)− (x, t, µj) (3.9b)
with some constant δj 6= 0. Hence,
Resµj M
(1)(x, t, µ) = Resµj
Φ˜
(1)
− (x, t, µ)
a(µ)
=
Φ˜
(1)
− (x, t, µj)
a˙(µj)
=
Φ˜
(2)
+ (x, t, µj)
a˙(µj)δje−2p(x,t,µj)
.
Denoting κj(x, t) := a˙(µj)δje
−2p(x,t,µj) we get (3.8a). The residue relation (3.8b) then follows
by the symmetry µ 7→ µ∗ = µ¯. Indeed, applying this symmetry to (3.8a) and multiplying by σ1
we get
Resµ¯j σ1M
(1)∗(x, t, µ) =
1
κj(x, t)
σ1M
(2)∗(x, t, µ¯j),
which reduces to (3.8b) in view of the relation σ1M
(1)∗ =M (2) (see (3.7)). 
In the framework of the Riemann–Hilbert approach to nonlinear evolution equations, we
interpret the jump relation (3.3a), normalization condition (3.4), singularity conditions (3.5),
and residue conditions (3.8) as a Riemann–Hilbert problem, with the jump matrix and residue
parameters determined by the initial data for the nonlinear problem. We proceed as in the case
of the Camassa–Holm equation:
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1) In order to have the data for the RH problem to depend explicitly on the parameters, we use
the space variable y(x, t) := x− ∫ +∞
x
(m˜(ξ, t)− 1)dξ we have introduced in (2.11).
2) In order to determine an efficient way for retrieving the solution of the mCH equation from the
solution of the RH problem, we pay a special attention to the behavior of the Jost solutions
of the Lax pair equations at µ = ±i, i.e., at those values of µ that correspond to λ = 0, when
the x-equation (2.1a), (2.2a) of the Lax pair becomes trivial (independent of the solution of
the nonlinear equation in question).
3.2. Eigenfunction near µ = i. In the case of the Camassa–Holm equation [3] as well as other
CH-type nonlinear integrable equations studied so far, see, e.g., [4,5], the analysis of the behavior
of the respective Jost solutions at dedicated points in the complex plane of the spectral parameter
(see Item 2) above) requires a dedicated gauge transformation of the Lax pair equations.
It is remarkable that in the case of the mCH equation, we don’t need to use such a transfor-
mation; all we need is to regroup the terms in the Lax pair (2.5a), (2.5c).
Namely, let us rewrite (2.5a) in terms of µ (keeping the same notation Φˆ for the solution):
Φˆx +
i(µ2 − 1)
4µ
σ3Φˆ = Uˆ0Φˆ, (3.10a)
where
Uˆ0(x, t, µ) :=
i(µ2 + 1)(m˜− 1)
2(µ2 − 1)
(
0 1
−1 0
)
−
(
iµ(m˜− 1)
µ2 − 1 +
i(µ2 − 1)m˜
4µ
− i(µ
2 − 1)
4µ
)
σ3, (3.10b)
so that Uˆ0(x, t,±i) ≡ 0. Accordingly, rewrite (2.5c) as
Φˆt − 2i(µ
2 − 1)µ
(µ2 + 1)2
σ3Φˆ = Vˆ0Φˆ, (3.10c)
where
Vˆ0(x, t, µ) :=
i(µ2 − 1)
4µ
(u˜2 − u˜2x + 2u˜)m˜σ3 + Vˆ (x, t, µ). (3.10d)
Further, introduce (compare with (2.13))
p0(x, t, µ) :=
i(µ2 − 1)
4µ
x− 2i(µ
2 − 1)µ
(µ2 + 1)2
t, (3.11)
then Q0 := p0σ3, and Φ˜0 := Φˆe
Q0 so that equations (3.10a) and (3.10c) become{
Φ˜0x + [Q0x, Φ˜0] = Uˆ0Φ˜0,
Φ˜0t + [Q0t, Φ˜0] = Vˆ0Φ˜0.
(3.12)
Define the Jost solutions Φ˜0± of (3.12) as the solutions of the integral equations
Φ˜0±(x, t, µ) = I +
∫ x
±∞
e−
i(µ2−1)
4µ (x−ξ)σ3Uˆ0(ξ, t, µ)Φ˜0±(ξ, t, µ)e
i(µ2−1)
4µ (x−ξ)σ3dξ. (3.13)
If Φˆ0± := Φ˜0±e−p0σ3 we observe that Φˆ0±(x, t, µ) and Φˆ±(x, t, µ) satisfy the same differential
equations (3.10) and thus they are related by matrices C±(µ) independent of x and t:
Φˆ± = Φˆ0±C±(µ).
It follows that
Φ˜±(x, t, µ) = Φ˜0±(x, t, µ)e−p0(x,t,µ)σ3C±(µ)ep(x,t,µ)σ3 . (3.14)
Thus, C±(µ) = e(p0(±∞,t,µ)−p(±∞,t,µ))σ3 . Since p(x, t, µ) − p0(x, t, µ) = − i(µ
2−1)
4µ
∫ +∞
x
(m˜(ξ, t) −
1)dξ we find that C+(µ) ≡ I whereas C−(µ) = e
i(µ2−1)
4µ
∫
+∞
−∞ (m˜(ξ,t))−1)dξ σ3 .
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Since Uˆ0(x, t, i) ≡ 0, it follows from (3.13) that Φ˜0±(x, t, i) ≡ I and thus
Φ˜+(x, t, i) = e
1
2
∫
+∞
x
(m˜(ξ,t)−1)dξ σ3 and Φ˜−(x, t, i) = e
− 12
∫
x
−∞(m˜(ξ,t)−1)dξ σ3 .
Consequently,
a(i) = e−
1
2
∫ +∞
−∞ (m˜(ξ,t)−1)dξ
and
M(x, t, i) =
(
e
1
2
∫ +∞
x
(m˜(ξ,t)−1)dξ 0
0 e−
1
2
∫ +∞
x
(m˜(ξ,t)−1)dξ
)
. (3.15a)
Then, by symmetry,
M(x, t,−i) =
(
e−
1
2
∫+∞
x
(m˜(ξ,t)−1)dξ 0
0 e
1
2
∫
+∞
x
(m˜(ξ,t)−1)dξ
)
. (3.15b)
Remark 3.1. The symmetries (3.7) imply thatM(i) =M(i) = σ3M(i)σ3 whereM(i) ≡M(x, t, i),
and thus M(i) is a diagonal matrix with real entries which, due to the determinant equality
detM ≡ 1, has the form
M(x, t, i) =
(
ϕ(x, t) 0
0 ϕ−1(x, t)
)
(3.16a)
with some ϕ(x, t) ∈ R. Then, referring again to (3.7), it follows that
M(x, t,−i) =
(
ϕ−1(x, t) 0
0 ϕ(x, t)
)
(3.16b)
with the same ϕ(x, t). Therefore, the matrix structure of M(x, t,±i) as in (3.15) follows from
the general properties of the solution of a Riemann–Hilbert problem (specified by jump, normal-
ization, residue, singularity, and symmetry conditions). This is in contrast with the case of the
Camassa–Holm equation [2,3], where a specific matrix structure of the solution of the associated
RH problem, evaluated at a dedicated point (k = i2 for the CH equation), constitutes an addi-
tional requirement for the solution. In that case, the proof of the uniqueness of the solution of
the RH problem relies essentially on this additional property.
In what follows we will use (3.15) in order to extract the solution of the mCH equation from
the solution of the associated RH problem.
3.3. RH problem in the (y, t) scale. Introducing the new space variable y(x, t) by (2.11),
Mˆ(y, t, µ) so that M(x, t, µ) = Mˆ(y(x, t), t, µ), the jump condition (3.3a) becomes
Mˆ−(y, t, µ) = Mˆ+(y, t, µ)Jˆ(y, t, µ), µ ∈ R, µ 6= ±1, (3.17a)
where
Jˆ(y, t, µ) := e−pˆ(y,t,µ)σ3J0(µ)epˆ(y,t,µ)σ3 (3.17b)
with J0(µ) defined by (3.3c) and
pˆ(y, t, µ) := − i(µ
2 − 1)
4µ
(
−y + 8µ
2
(µ2 + 1)2
t
)
. (3.17c)
so that J(x, t, µ) = Jˆ(y(x, t), t, µ) and p(x, t, µ) = pˆ(y(x, t), t, µ), where the jump J(x, t, µ) and
the phase p(x, t, µ) are defined in (3.3b) and (2.13), respectively.
Accordingly, in this scale, the residue conditions (3.8) become explicit as well:
Resµj Mˆ
(1)(y, t, µ) =
1
κˆj(y, t)
Mˆ (2)(y, t, µj),
Resµ¯j Mˆ
(2)(y, t, µ) =
1
κˆj(y, t)
Mˆ (1)(y, t, µj),
(3.18)
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with κˆj(y, t) = a˙(µj)δje
−2pˆ(y,t,µj). Further we denote ρj := a˙(µj)δj .
Noticing that the normalization condition (3.4), the symmetries (3.7), and the singularity
conditions (3.5) at µ = ±1 hold when using the new scale (y, t), we arrive at the basic RH
problem.
Basic RH problem. Given r(µ) for µ ∈ R, c ∈ R, and {µj , ρj}N1 a set of points µj ∈ C+
and complex numbers ρj 6= 0 invariant by µ 7→ −µ¯ and µ 7→ −µ−1 (that is, −µj = µj′ and
−µ−1j = µj′′ with ρj = ρj′ = −µ−2j ρj′′ ), find a piece-wise (w.r.t. R) meromorphic, 2 × 2-matrix
valued function Mˆ(y, t, µ) satisfying the following conditions:
• The jump condition (3.17) across R (with J0(µ) defined by (3.3c)).
• The residue conditions (3.18) with κˆj(y, t) = ρje−2pˆ(y,t,µj).
• The normalization condition Mˆ(y, t, µ)→ I as µ→∞.
• The symmetries
Mˆ(µ¯) = σ1Mˆ(µ)σ1, Mˆ(−µ) = σ2Mˆ(µ)σ2, Mˆ(µ−1) = σ1Mˆ(µ)σ1 (3.19)
where Mˆ(µ) ≡ Mˆ(y, t, µ). These symmetries imply that Mˆ(−µ−1) = σ3Mˆ(µ)σ3 = Mˆ(−µ¯).
• The singularity conditions
Mˆ(y, t, µ) =
iαˆ+(y, t)
2(µ− 1)
(−c 1
−c 1
)
+O(1) as µ→ 1, Imµ > 0, (3.20a)
Mˆ(y, t, µ) = − iαˆ+(y, t)
2(µ+ 1)
(
c 1
−c −1
)
+O(1) as µ→ −1, Imµ > 0, (3.20b)
where αˆ+(y, t) ∈ R is not specified. These two singularity conditions are actually equivalent
by symmetries (3.19).
Data of this RH problem associated with u0(x). Specific data for this RH problem can
be derived from initial data of the Cauchy problem (1.6) satisfying u0(x) → 1 as x→ ±∞.
• We first get s(µ) through (2.19) at t = 0 (using the solutions of (2.15) taken at t = 0).
• Spectral data a(µ), b(µ), and r(µ) follow through (2.20) and (3.2).
• Then {µj}N1 are the zeros of a(µ) in C+.
• The real constant c is defined through (3.6).
• The constants {δj}N1 are defined by (3.9b) at t = 0 (using the solutions of (2.9) at t = 0).
• Finally, the {ρj}N1 are defined by ρj = a˙(µj)δj .
Further, the basic RH problem associated with the Cauchy problem (1.6) for the mCH equation
is the basic RH problem with data associated with initial data satisfying u0(x) → 1, as we just
specified.
Remark 3.2. An important difference between the cases of the CH and mCH equations is that
in the former case, there is a possibility to reduce the matrix RH problems to vector ones which
have no singularity at a point on the contour: this can be done by multiplying the respective Mˆ
by the vector (1, 1) from the left. This trick will obviously not work in our current case, since
the matrix structure (see (3.20)) of the singularity at µ = 1 is different from that at µ = −1.
3.4. Uniqueness of the solution of the basic RH problem. Assume that the RH problem
(3.17)–(3.20) has a solution Mˆ . In order to prove that this solution is unique, we first observe
that det Mˆ ≡ 1.
Indeed, the conditions for Mˆ imply that det Mˆ has neither a jump across R no singularities
at µj . Moreover, det Mˆ tends to 1 as µ → ∞, and the only possible singularities of det Mˆ are
simple poles at µ = ±1. Then, by Liouville’s theorem, det Mˆ ≡ 1 + φ1
µ−1 +
φ2
µ+1 with some φj .
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But then, the symmetry Mˆ(µ−1) = σ1Mˆ(µ)σ1 from (3.19) implies that φ1 = φ2 = 0 and thus
det Mˆ ≡ 1.
Now suppose that Mˆ1 and Mˆ2 are two solutions of the RH problem, and consider P :=
Mˆ1(Mˆ2)
−1. Obviously, P has neither a jump across R no singularities at µj . Moreover, P tends
to I as µ→∞, and the only possible singularities of P are simple poles at µ = ±1.
Consider, for example, the development of Mˆj , j = 1, 2 as µ→ −1 with Imµ > 0:
Mˆj(y, t, µ) = − iβj(y, t)
2(µ+ 1)
(
c 1
−c −1
)
+
(
nj(y, t) mj(y, t)
fj(y, t) gj(y, t)
)
+O(µ+ 1) as µ→ −1, µ ∈ C+.
By det Mˆj ≡ 1 it follows that
(Mˆj(y, t, µ))
−1 = − iβj(y, t)
2(µ+ 1)
(−1 −1
c c
)
+
(
gj(y, t) −mj(y, t)
−fj(y, t) nj(y, t)
)
+O(µ+1) as µ→ −1, µ ∈ C+.
Moreover, using these expressions to calculate the expansion of MˆjMˆ
−1
j as µ→ −1 the vanishing
of the term of order (µ+ 1)−1 reads as
nj(y, t) + fj(y, t) = c(mj(y, t) + gj(y, t)), j = 1, 2. (3.21)
Hence, (3.21) implies that
P (y, t, µ) = − iψ(y, t)
2(µ+ 1)
(
1 1
−1 −1
)
+O(1) as µ→ −1, µ ∈ C+,
for some ψ(y, t). Then, by the symmetry P (µ−1) = σ3P (µ)σ3, we have
P (y, t, µ) = − iψ(y, t)
2(µ− 1)
(
1 −1
1 −1
)
+O(1) as µ→ 1, µ ∈ C+,
and, according to the Liouville theorem and the normalization condition,
P = − i
2
ψ(y, t)
(
1
µ− 1
(
1 −1
1 −1
)
+
1
µ+ 1
(
1 1
−1 −1
))
+ I.
Evaluating this at µ = i we have
P (y, t, i) = − i
2
ψ(y, t)
(−i 1
−1 i
)
+ I. (3.22)
But, according to (3.16a), both matrices Mˆ1(i) and Mˆ2(i) are diagonal. Hence P (y, t, i) is also
diagonal and (3.22) implies that ψ(y, t) ≡ 0. Consequently, P (y, t, µ) ≡ I so that Mˆ1 ≡ Mˆ2.
3.5. Recovering u(x, t) from the solution of the RH problem. We will show how to
recover the solution of the Cauchy problem (1.6) from the solution of the basic RH problem whose
data are associated with the initial data u0(x). We begin with some preliminary observations.
Going back to the construction of M(x, t, µ) from the Jost solutions, see Section 3.2, we can
use (3.15a) in order to express the solution u(x, t) of the mCH equation in terms of M(x, t, µ)
evaluated at µ = i. Indeed, introduce (compare with the case of the CH equation [3])
µ˜1(x, t) :=M11(x, t, i) +M21(x, t, i) = e
1
2
∫ +∞
x
(m˜(ξ,t)−1)dξ,
µ˜2(x, t) :=M12(x, t, i) +M22(x, t, i) = e
− 12
∫
+∞
x
(m˜(ξ,t)−1)dξ.
Using the new space variable y(x, t) := x− ∫ +∞
x
(m˜(ξ, t)− 1)dξ we have introduced in (2.11), the
above equations yield
µ˜1(x, t)
µ˜2(x, t)
= e
∫
+∞
x
(m˜(ξ,t)−1)dξ = ex−y(x,t) (3.23)
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and thus
x = y(x, t) + ln
µ˜1(x, t)
µ˜2(x, t)
. (3.24)
Also notice that
µ˜1(x, t)µ˜2(x, t) = 1. (3.25)
Proposition 3.3. Let Mˆ(y, t, µ) be the solution of the RH problem (3.17)–(3.20) whose data are
associated with the initial data u0(x). Define µˆ1(y, t) := Mˆ11(y, t, i) + Mˆ21(y, t, i) and µˆ2(y, t) :=
Mˆ12(y, t, i)+Mˆ22(y, t, i). The solution u(x, t) of the Cauchy problem (1.6) has x-derivative given
by the parametric representation
ux(x+ t, t) =
1
2
∂t ln
µˆ1(y, t)
µˆ2(y, t)
, (3.26a)
x(y, t) = y + ln
µˆ1(y, t)
µˆ2(y, t)
. (3.26b)
Proof. In what follows we will express u˜x in the variables (y, t). To express a function f˜(x, t) in
(y, t) we will use the notation fˆ(y, t) := f˜(x(y, t), t), e.g.,
uˆ(y, t) := u˜(x(y, t), t), uˆx(y, t) := u˜x(x(y, t), t), mˆ(y, t) := m˜(x(y, t), t), ωˆ(y, t) := ω˜(x(y, t), t).
Differentiation of the identity x(y(x, t), t) = x w.r.t. t gives
∂t (x(y(x, t), t)) = xy(y, t)yt(x, t) + xt(y, t) = 0. (3.27)
From (2.11) it follows that
xy(y, t) =
1
mˆ(y, t)
(3.28)
and yt(x, t) = −
∫ +∞
x
m˜t(ξ, t)dξ. By (1.8a), the latter equality becomes
yt(x, t) =
∫ +∞
x
(ω˜m˜)ξ (ξ, t)dξ = −ω˜m˜(x, t).
Substituting this and (3.28) into (3.27) we obtain
xt(y, t) = ωˆ(y, t). (3.29)
Further, differentiating (3.29) w.r.t. y we get
xty(y, t) = ωˆxxy(y, t) = 2uˆx(uˆ − uˆxx + 1) 1
mˆ
(y, t) = 2uˆx(y, t). (3.30)
Therefore, we arrive at a parametric representation of u˜x(x, t):
u˜x(x(y, t), t) ≡ uˆx(y, t) = 1
2
∂tx(y, t),
x(y, t) = y +
ln µˆ1(y, t)
ln µˆ2(y, t)
,
which yields (3.26). For the direct determination of u from the solution of the RH problem, see
Remark 4.8 below. 
Remark 3.4. In the case of the Camassa–Holm equation, the relation between the new and
original space variables (3.24) is the same whereas the derivative (3.29) gives directly the solution
u of the nonlinear equation (in the (y, t) variables) in question.
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4. From a solution of the RH problem to a solution of the mCH equation
Henceforth we consider a RH problem (3.17)–(3.20) with data not necessarily related to initial
data for the mCH equation. This section aims to show that starting from the solution Mˆ(y, t, µ)
of such a RH problem one can construct a solution (at least, locally) of the mCH equation by
manipulations similar to those of Section 3.5. For this purpose, we will show that starting from
Mˆ(y, t, µ) one can define 2× 2-matrix valued functions Ψˆ(y, t, µ) satisfying Lax pair equations
Ψˆy = UˆΨˆ,
Ψˆt = Vˆ Ψˆ,
whose coefficients Uˆ and Vˆ are obtained from Mˆ(y, t, µ), and whose compatibility condition is
the mCH equation (written in the (y, t) variables).
First, let us reformulate the original Lax pair equations (2.5) in the (y, t) variables. Introducing
Ψˆ(y, t) = Φˆ(x(y, t), t) and taking into account (3.29) and (3.28), the Lax pair (2.5) in the variables
(y, t) takes the form:
Ψˆy + ikσ3Ψˆ =
m˜− 1
m˜
λ
4ik
(
1
λ
1
−1 − 1
λ
)
Ψˆ,
Ψˆt − 2ik
λ2
σ3Ψˆ =
(
u˜
2ik
(−1 − 1
λ
1
λ
1
)
+
u˜x
λ
(
0 1
1 0
))
Ψˆ,
where k := − i2
√
1− λ2.
Consequently, using µ as spectral parameter (see (2.12)), we have
Proposition 4.1. The Lax pair (2.5) has the following form in the variables (y, t, µ):
Ψˆy +
i(µ2 − 1)
4µ
σ3Ψˆ = U˜Ψˆ,
Ψˆt − 2i(µ
2 − 1)µ
(µ2 + 1)2
σ3Ψˆ = V˜ Ψˆ,
(4.1)
where
U˜(y, t, µ) =
if(y, t)
µ− 1
(
1 −1
1 −1
)
+
if(y, t)
µ+ 1
(
1 1
−1 −1
)
+ if(y, t)
(
0 −1
1 0
)
, (4.2a)
V˜ (y, t, µ) =
iq(y, t)
µ− 1
(
1 −1
1 −1
)
+
iq(y, t)
µ+ 1
(
1 1
−1 −1
)
+
1
µ− i
(
0 g1(y, t)
g2(y, t) 0
)
+
1
µ+ i
(
0 g2(y, t)
g1(y, t) 0
)
, (4.2b)
with f , q, g1, and g2 as follows:
f = −mˆ− 1
2mˆ
, q = uˆ, g1 = −uˆ− uˆx, g2 = uˆ− uˆx. (4.3)
Our goal in this section is to show that giving a solution Mˆ(y, t, µ) to the RH problem (3.17)–
(3.20), where the data r(µ) for µ ∈ R, c ∈ R, and {µj, ρj}N1 are not a priori associated with some
initial data u0(x), one can “extract” from Mˆ(y, t, µ) a solution to the mCH equation. The idea
is as follows:
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(a) Starting from Mˆ(y, t, µ), define Ψˆ(y, t, µ) = Mˆ(y, t, µ)e−pˆ(y,t,µ)σ3 and show that Ψˆ(y, t, µ)
satisfies the system of differential equations:
Ψˆy = UˆΨˆ,
Ψˆt = Vˆ Ψˆ,
(4.4)
where Uˆ and Vˆ have the same (rational) dependence on µ as in (4.1) and (4.2), with coeffi-
cients given in terms of Mˆ(y, t, µ) evaluated at appropriate values of µ.
(b) Show that the compatibility condition for (4.4), which is the equality Uˆt − Vˆy + [Uˆ, Vˆ ] = 0,
reduces to the mCH equation.
Proposition 4.2. Let Mˆ(y, t, µ) be the solution of the RH problem (3.17)–(3.20). Define
Ψˆ(y, t, µ) := Mˆ(y, t, µ)e−pˆ(y,t,µ)σ3 , (4.5)
where pˆ(y, t, µ) := − i(µ2−1)4µ
(
−y + 8µ2(µ2+1)2 t
)
. Then Ψˆ(y, t, µ) satisfies the differential equation
Ψˆy = UˆΨˆ
with Uˆ = − i(µ2−1)4µ σ3 + U˜ , where U˜ is as in (4.2a) with f given by
f(y, t) := −η(y, t)
2
,
η(y, t) being extracted from the large µ expansion of Mˆ(y, t, µ):
Mˆ(y, t, µ) = I +
1
µ
(
ξ(y, t) η(y, t)
η(y, t) −ξ(y, t)
)
+O(µ−2), µ→∞.
Proof. First, notice that Ψˆ(y, t, µ) satisfies the jump condition
Ψˆ−(y, t, µ) = Ψˆ+(y, t, µ)J0(µ)
with the jump matrix J0 independent of y. Hence, Ψˆy(y, t, µ) satisfies the same jump condition.
Consequently, ΨˆyΨˆ
−1 = MˆyMˆ−1 − pˆyMˆσ3Mˆ−1 has no jump and thus it is a meromorphic
function, with possible singularities at µ =∞, µ = 0, and µ = ±1. Let us evaluate ΨˆyΨˆ−1 near
these points.
(i) As µ→∞, we have pˆy = iµ4 +O(µ−1) and thus
ΨˆyΨˆ
−1 = − iµ
4
σ3 − i
4
[Mˆ (∞), σ3] + O(µ−1),
where Mˆ (∞) ≡ Mˆ (∞)(y, t) comes from the large µ asymptotics of Mˆ :
Mˆ = I +
Mˆ (∞)
µ
+O(µ−2), µ→∞.
Symmetries (3.19) imply that σ2Mˆ
(∞)σ2 = −Mˆ (∞) and σ1Mˆ (∞)σ1 = Mˆ (∞), so that
Mˆ (∞) =
(
ξ η
η −ξ
)
with some ξ(y, t) ∈ iR and η(y, t) ∈ R. Consequently,
ΨˆyΨˆ
−1 = − iµ
4
σ3 − i
2
(
0 −η
η 0
)
+O(µ−1), µ→∞. (4.6)
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Then, by symmetry,
ΨˆyΨˆ
−1 =
i
4µ
σ3 +
i
2
(
0 −η
η 0
)
+O(µ), µ→ 0. (4.7)
(ii) Pushing the expansion (3.20a) of Mˆ(µ) a step further, and proceeding as in Section 3.4
to get (3.21) we have
ΨˆyΨˆ
−1 =
iβ1
µ− 1
(
1 −1
1 −1
)
+O(1), µ→ 1, (4.8)
with some β1(y, t) ∈ R. By symmetry,
ΨˆyΨˆ
−1 =
iβ1
µ+ 1
(
1 1
−1 −1
)
+O(1), µ→ −1. (4.9)
Combining (4.6), (4.7), (4.8), and (4.9), we obtain that the function
ΨˆyΨˆ
−1 +
i(µ2 − 1)
4µ
σ3 − iβ1
µ− 1
(
1 −1
1 −1
)
− iβ1
µ+ 1
(
1 1
−1 −1
)
+
i
2
(
0 −η
η 0
)
is holomorphic in the whole complex µ-plane and, moreover, vanishes as µ → ∞. Then, by
Liouville’s theorem, it vanishes identically.
Further, again by symmetry, Mˆ(y, t, i) is diagonal (see Remark 3.1), which implies that the
following sum is diagonal as well:
iβ1
i− 1
(
1 −1
1 −1
)
+
iβ1
i + 1
(
1 1
−1 −1
)
− i
2
(
0 −η
η 0
)
.
It follows that η2 = −β1, and thus we arrive at the equality Ψˆy = UˆΨˆ with Uˆ = − i(µ
2−1)
4µ σ3 + U˜ ,
where U˜ is as in (4.2a) with f = β1. 
Proposition 4.3. The function Ψˆ(y, t, µ) defined by (4.5) satisfies the differential equation
Ψˆt = Vˆ Ψˆ (4.10)
with Vˆ = 2i(µ
2−1)µ
(µ2+1)2 σ3 + V˜ , where V˜ is as in (4.2b) with coefficients q, g1, and g2 determined by
evaluating Mˆ(y, t, µ) as µ→ 1 and µ→ i.
Proof. Similarly to Proposition 4.2, we notice that ΨˆtΨˆ
−1 = MˆtMˆ−1− pˆtMˆσ3Mˆ−1 has no jump
and thus it is a meromorphic function, with possible singularities at µ =∞, µ = 0, µ = ±1, and
µ = ±i, the latter being due to the singularity of pˆt at µ = ±i:
pˆt(µ) = ± 1
(µ∓ i)2 −
i
µ∓ i + O(1), µ→ ±i. (4.11)
Evaluating ΨˆtΨˆ
−1 near these points, we have the following.
(i) As µ→∞, we have pˆt(µ) = O(µ−1) and thus
ΨˆtΨˆ
−1(µ) = O(µ−1), µ→∞. (4.12)
Then, by symmetry,
ΨˆtΨˆ
−1(µ) = O(µ), µ→ 0. (4.13)
(ii) Expanding Mˆ(µ) at µ = 1, and proceeding as above to get (4.8), we have
ΨˆtΨˆ
−1(µ) =
iβ2
µ− 1
(
1 −1
1 −1
)
+O(1), µ→ 1, (4.14)
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with some β2(y, t) ∈ R. By symmetry,
ΨˆtΨˆ
−1(µ) =
iβ2
µ+ 1
(
1 1
−1 −1
)
+O(1), µ→ −1. (4.15)
(iii) Evaluating Mˆ(µ) as µ→ i, we first notice that, due to symmetries,
Mˆ(µ) =
(
a1 0
0 a−11
)
+
(
0 a2
a3 0
)
(µ− i) + O((µ− i)2), µ→ i, (4.16)
with some aj ≡ aj(y, t), j = 1, 2, 3. Taking into account (4.11), we have
ΨˆtΨˆ
−1(µ) = − 1
(µ− i)2σ3 +
1
µ− i
(
iσ3 +
(
0 2a2a1
−2a3a−11 0
))
+O(1), µ→ i. (4.17)
Then, by symmetry,
ΨˆtΨˆ
−1(µ) =
1
(µ+ i)2
σ3 +
1
µ+ i
(
iσ3 +
(
0 −2a3a−11
2a2a1 0
))
+O(1), µ→ −i. (4.18)
Combining (4.12), (4.14), and (4.15), (4.17), and (4.18), we obtain that the function
ΨˆtΨˆ
−1(µ)− 2i(µ
2 − 1)µ
(µ2 + 1)2
σ3 − 1
µ− 1 iβ2
(
1 −1
1 −1
)
− 1
µ+ 1
iβ2
(
1 1
−1 −1
)
− 1
µ− i
(
0 γ1
γ2 0
)
− 1
µ+ i
(
0 γ2
γ1 0
)
with γ1 = 2a2a1 and γ2 = −2a3a−11 is holomorphic in the whole complex µ-plane and, moreover,
vanishes as µ→∞. Then, by Liouville’s theorem, it vanishes identically. Thus we arrive at the
equality Ψˆt = Vˆ Ψˆ with Vˆ (µ) =
2i(µ2−1)µ
(µ2+1)2 σ3 + V˜ (µ), where V˜ (µ) is as in (4.2b) with q = β2,
g1 = γ1, and g2 = γ2. 
The next step is to demonstrate that the compatibility condition
Uˆt − Vˆy + [Uˆ, Vˆ ] = 0 (4.19)
yields the mCH equation in the (y, t) variables, which is as follows:
Proposition 4.4. The mCH equation (1.8a) in the (y, t) variables reads as follows:
(mˆ−1)t(y, t) = 2uˆx(y, t), (4.20a)
mˆ(y, t) := uˆ(y, t)− uˆxx(y, t) + 1, (4.20b)
where fˆ(y, t) := f˜(x(y, t), t) for any function f˜(x, t) and xy(y, t) = mˆ
−1(y, t).
Proof. Substituting m˜t = −(ω˜m˜)x from (1.8a) and xt = ωˆ from (3.29) into the equality
mˆt(y, t) = m˜x(x(y, t), t)xt(y, t) + m˜t(x(y, t), t)
and using that ω˜x = 2m˜u˜x we get
mˆt(y, t) = m˜x(x(y, t), t)ωˆ(y, t)− m˜x(x(y, t), t)ωˆ(y, t)− 2m˜2(x(y, t), t)uˆx(y, t) = −2uˆxmˆ2(y, t)
and thus (4.20a) follows. 
Remark 4.5. Notice that (4.20b) can be written as
mˆ(y, t) = uˆ(y, t)− (uˆx)y (y, t)mˆ(y, t) + 1. (4.21)
Now, evaluating the compatibility equation (4.19) at the singular points for Uˆ and Vˆ , we get
algebraic and differential equations amongst the coefficients of Uˆ and Vˆ , i.e., amongst β1, β2, γ1,
and γ2, that can be reduced to (4.20a).
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Proposition 4.6. Let β1(y, t), β2(y, t), γ1(y, t), and γ2(y, t) be the functions determined in
terms of Mˆ(y, t, µ) as in Propositions 4.2 and 4.3. Then they satisfy the following equations:
β1t +
γ1 + γ2
2
= 0; (4.22a)
β2 − γ2 − γ1
2
= 0; (4.22b)
(γ1 − γ2)y − (1 + 2β1)(γ1 + γ2) = 0; (4.22c)
(γ2 + γ1)y + 4β1 − (1 + 2β1)(γ1 − γ2) = 0. (4.22d)
Proof. Recall β1 and β2 are given by (4.8) and (4.14), respectively. Moreover, γ1 := 2a2a1 and
γ2 := −2a3a−11 , where a1, a2, and a3 are defined by (4.16).
(i) Evaluating the l.h.s. of (4.19) as µ→∞, the main term (of order O(1)) is(
β1t +
γ1 + γ2
2
)
σ2,
from which (4.22a) follows.
(ii) Evaluating the l.h.s. of (4.19) as µ→ 0, the main term (of order O(µ−1)) is
− 1
µ
(
β2 +
γ1 − γ2
2
)
σ1,
from which (4.22b) follows.
(iii) Evaluating the l.h.s. of (4.19) as µ → 1, the diagonal part of the main term (of order
O((µ− 1)−1)) is
i
µ− 1 (β1t − β2y − β1(γ1 + γ2)) σ3,
from which (4.22c) follows, taking into account (4.22a) and (4.22b).
(iv) Evaluating the l.h.s. of (4.19) as µ→ i, the main term (of order O((µ− i)−1)) is
1
µ− i
[(
0 −γ1y
−γ2y 0
)
+ (1 + 2β1)
(
0 γ1
−γ2 0
)
− 2β1
(
0 1
1 0
)]
,
from which (4.22d) follows. 
Proposition 4.7. Let mˆ(y, t), uˆ(y, t), and x(y, t) be defined in terms of β1, β2, γ1, and γ2 as
follows:
mˆ = (1 + 2β1)
−1, uˆ = β2 =
γ2 − γ1
2
, xy = 1 + 2β1. (4.23)
Then the four equations (4.22) reduce to (4.20a) and (4.21).
Proof. Indeed, defining uˆ and x(y, t) as prescribed in (4.23), equation (4.22c) implies that uˆx =
uˆyx
−1
y can be expressed as
uˆx = −γ1 + γ2
2
.
Then, taking into account the definition of mˆ in (4.23), equation (4.22a) takes the form of the
equation (4.20a). Finally, using the notations introduced above, equation (4.21) can be written
as
1
1 + 2β1
=
γ2 − γ1
2
+
(γ1 + γ2)y
2
1
1 + 2β1
+ 1,
which is just equation (4.22d). 
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Remark 4.8. Formulas uˆ = γ2−γ12 and uˆx = − γ1+γ22 provide an alternative way to obtain uˆ as
well as uˆx from the solution Mˆ of the RH problem. Indeed, according to Proposition 4.3, uˆ
and uˆx (as functions of (y, t)) can be obtained using the coefficients aj(y, t) (see (4.16)) of the
development of Mˆ(y, t, k) as µ→ i (thus avoiding the differentiations used in Section 3.5):
uˆ(y, t) = −a2a1 − a3a−11 , uˆx(y, t) = −a2a1 + a3a−11 , (4.24)
where aj(y, t) are determined by (4.16). Recall also the representation for mˆ in terms of Mˆ
evaluated as µ→∞, see Proposition 4.2:
mˆ(y, t) =
1
1 + 2β1(y, t)
=
1
1− η(y, t) ,
η(y, t) := lim
µ→∞µMˆ12(y, t, µ).
(4.25)
Considered together with the expression for the change of variables (3.26b), which can be written
as (we indeed have µˆ1 = a1 and µˆ2 = a
−1
1 )
x(y, t) = y + 2 lna1(y, t), (4.26)
equations (4.24) and (4.25) give a parametric representation of the solution of the mCH equation
(1.8a).
5. Solitons
In the Riemann–Hilbert variant of the inverse scattering transform method, pure soliton so-
lutions can be obtained from the solutions of the RH problem assuming that the jump is trivial
(J ≡ I), which reduces the construction to solving a system of linear algebraic equations gener-
ated by the residue conditions.
In order to construct the simplest, one-soliton solution, we consider the RH problem (3.17)–
(3.20) with specific data, in particular r(µ) ≡ 0, so that Jˆ ≡ I. Regarding the other data, we
require that Mˆ (1) has a simple pole on the unit circle, at µ1 = e
iθ, θ ∈ (0, pi2 ). It follows that
Mˆ (1) has also a simple pole at µ2 = −e−iθ = −µ¯1 = −µ−11 . According to the symmetries (3.19)
the coefficients κˆj(y, t) = ρje
−2pˆ(y,t,µj), j = 1, 2 in the residue conditions (3.18) must satisfy
the relations κˆ1 = κˆ2 = −µ−21 κˆ2, that is, ρ1 = ρ2 = −µ−21 ρ2 which imply ρ1 = ie−iθδˆ for some
δˆ ∈ R. Further we denote κˆ(y, t) := κˆ1(y, t) and ρ := ρ1 ∈ C. So ρ satisfies
ρ¯ = −e2iθρ. (5.1)
Thus we arrive at the following Riemann–Hilbert problem:
Soliton RH problem. Given θ ∈ (0, pi2 ) and δˆ 6= 0 two real parameters, together with c ∈ R,
find a piece-wise (w.r.t. R) meromorphic, 2 × 2-matrix valued function Mˆ(y, t, µ) satisfying the
following conditions:
• The jump condition Jˆ ≡ I across R.
• The residue conditions (3.18) at µ1 = eiθ and µ¯1 = e−iθ:
Reseiθ Mˆ
(1)(y, t, µ) =
1
κˆ(y, t)
Mˆ (2)(y, t, eiθ), (5.2a)
Rese−iθ Mˆ
(2)(y, t, µ) =
1
κˆ(y, t)
Mˆ (1)(y, t, e−iθ), (5.2b)
where κˆ(y, t) = ie−iθ δˆe−2pˆ(y,t,e
iθ) with pˆ(y, t, eiθ) = sin θ2 (−y + 2cos2 θ t), and κˆ = −e2iθκˆ.
• The normalization condition Mˆ(y, t,∞) = I.
• The symmetries (3.19).
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• The singularity conditions (3.20) at µ = ±1.
The residue conditions at µ2 and µ¯2 follow from (5.2) using the symmetries (3.19):
Res−e−iθ Mˆ
(1)(y, t, µ) =
1
κˆ(y, t)
Mˆ (2)(y, t,−e−iθ), (5.3a)
Res−eiθ Mˆ
(2)(y, t, µ) =
1
κˆ(y, t)
Mˆ (1)(y, t,−eiθ). (5.3b)
To summarize, the soliton RH problem of parameters (θ, δˆ) is the RH problem (3.17)–(3.20)
with trivial jump condition and residue conditions data {µj , ρj}21 where µ1 = −µ¯2 = eiθ and
ρ1 = ρ¯2 = ie
−iθδˆ.
Remark 5.1. Assume that the data of the soliton RH problem are associated with the spectral
data corresponding to some initial data u0(x), see Section 2.3. In particular, b(µ) ≡ 0 and
a(µ) has two zeros in C+, each of multiplicity one, µ1 = e
iθ and µ2 = −e−iθ, both on the unit
circle. The coefficient κˆ in the residue condition forM (1) at µ1 is given by κˆ = ρ e
−2pˆ(y,t,eiθ) with
ρ = a˙(eiθ)δ, where the constant δ relates two Jost functions: Φˆ
(2)
+ (x, t, µ1) = δΦˆ
(1)
− (x, t, µ1). Using
the symmetries (2.18) and the relation µ¯1 = µ
−1
1 we find that σ1Φˆ±(e
−iθ)σ1 = Φˆ±(eiθ) = Φˆ±(eiθ)
and thus δ is real. Moreover, from the symmetry relation a(µ−1) = a(µ¯) it follows that a˙(eiθ) =
−e2iθa˙(eiθ), and thus ρ = a˙(eiθ)δ satisfies (5.1). To conclude, in that case, δˆ = −ieiθa˙(eiθ)δ.
Proposition 5.2. Let θ ∈ (0, pi2 ) and δˆ 6= 0 be two real parameters. Then, the soliton RH
problem of parameters (θ, δˆ) has a solution Mˆ ≡ Mˆ
θ,δˆ
provided that c = 1:
Mˆ(y, t, µ) = I +
i
2
αˆ+(y, t)
µ− 1
(−1 1
−1 1
)
− i
2
αˆ+(y, t)
µ+ 1
(
1 1
−1 −1
)
+
(
iκˆ1(y,t)e
iθ
µ−eiθ +
iκˆ1(y,t)e
−iθ
µ+e−iθ
−iκˆ2(y,t)e−iθ
µ−e−iθ +
iκˆ2(y,t)e
iθ
µ+eiθ
iκˆ2(y,t)e
iθ
µ−eiθ +
−iκˆ2(y,t)e−iθ
µ+e−iθ
−iκˆ1(y,t)e−iθ
µ−e−iθ +
−iκˆ1(y,t)eiθ
µ+eiθ
)
, (5.4)
where
κˆ−12 (y, t) = −κˆ(y, t)−
cos2 θ
4κˆ(y, t) sin2 θ
− 1
sin θ
, (5.5a)
κˆ1(y, t) = − cos θ
2κˆ(y, t) sin θ
κˆ2(y, t), (5.5b)
αˆ+(y, t) = 2κˆ2(y, t). (5.5c)
Here,
κˆ(y, t) := δˆ e−2pˆ(y,t,e
iθ) with pˆ(y, t, eiθ) =
sin θ
2
(
−y + 2
cos2 θ
t
)
. (5.5d)
Proof. Since Mˆ(µ) ≡ Mˆ(y, t, µ) is solution of the soliton RH problem whose jump condition is
trivial, it is a rational function, whose pole structure is specified by the singularity conditions
(3.20) at µ = ±1 and by the residue conditions (5.2) at µ = ±e±iθ:
Mˆ(µ) = I+
i
2
αˆ+
µ− 1
(−c 1
−c 1
)
− i
2
αˆ+
µ+ 1
(
c 1
−c −1
)
+
(
c1
µ−eiθ +
c3
µ+e−iθ
c˜1
µ−e−iθ +
c˜3
µ+eiθ
c2
µ−eiθ +
c4
µ+e−iθ
c˜2
µ−e−iθ +
c˜4
µ+eiθ
)
(5.6)
with some αˆ+(y, t), cj(y, t), c˜j(y, t), and c. We will specify the coefficients using the symmetries
(3.19). The symmetry Mˆ (1)(−µ) = σ3σ1Mˆ (2)(µ) shows that c = 1, c˜1 = c4, c˜2 = −c3, c˜3 = c2,
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and c˜4 = −c1. On the other hand, the symmetry Mˆ (1)(−µ¯) = σ3Mˆ (1)(µ) shows that c3 = −c¯1
and c4 = c¯2. Thus (5.6) takes the form
Mˆ(µ) = I +
i
2
αˆ+
µ− 1
(−1 1
−1 1
)
− i
2
αˆ+
µ+ 1
(
1 1
−1 −1
)
+
(
c1
µ−eiθ +
−c¯1
µ+e−iθ
c¯2
µ−e−iθ +
c2
µ+eiθ
c2
µ−eiθ +
c¯2
µ+e−iθ
c¯1
µ−e−iθ +
−c1
µ+eiθ
)
.
The symmetry Mˆ (1)(−µ−1) = σ3Mˆ (1)(µ) shows that c3 = c1e−2iθ and c4 = −c2e−2iθ, so that
c¯j = −cje−2iθ for j = 1, 2, that is, cj(y, t) = ieiθκˆj(y, t) with κˆj(y, t) ∈ R. Thus we get (5.4).
Then, using Mˆ(0) = σ1Mˆ(∞)σ1 = I, it follows that αˆ+ = 2κˆ2, that is, (5.5c). Introducing
κˆ(y, t) := δˆ e−2pˆ(y,t,e
iθ) so that κˆ(y, t) = ie−iθκˆ(y, t) and substituting (5.4) into the residue
condition (5.2a) at eiθ, we find (5.5b) on the first row and then (5.5a) on the second one. 
Remark 5.3. Assume that the data of our soliton RH problem are derived from the spectral data
corresponding to some initial data u0(x), as in Remark 5.1. Then, it directly follows that c = 1.
Since b(µ) ≡ 0 we indeed have (see Remark 2.3 and (3.6)) ρ = 0, b1 = 0, and a21 = 1; thus c = 1.
According to Section 4, a solution of the soliton RH problem gives rise to a solution (at least,
locally, in the (y, t) variables) of the mCH equation. Thus, Proposition 5.2 provides a family of
one-soliton solutions parametrized by two real parameters θ ∈ (0, pi2 ) and δˆ 6= 0.
Proposition 5.4. The one-soliton solution uˆ ≡ uˆ
θ,δˆ
of parameters (θ, δˆ) has the following form
in the (y, t)-scale:
uˆ(y, t) = 4 tan2 θ
z2(y, t) + 2 cos2 θ · z(y, t) + cos2 θ
(z2(y, t) + 2z(y, t) + cos2 θ)2
z(y, t), (5.7a)
where
z(y, t) = 2δˆ sin θ esin θ(y−
2
cos2 θ
t). (5.7b)
Proof. Let z(y, t) be defined by
z(y, t) := 2κˆ(y, t) sin θ. (5.8)
Then, z(y, t) = 2δˆ sin θ esin θ(y−
2
cos2 θ
t). Thus, z is real-valued. Moreover, z(y, t) > 0 if δˆ > 0 and
z(y, t) < 0 if δˆ < 0. Using (5.5a), (5.5b), and (5.8) we get the following expressions of κˆ2 and κˆ1:
κˆ2 = − 2z sin θ
z2 + 2z + cos2 θ
and κˆ1 = −cos θ
z
κˆ2 =
2 sin θ cos θ
z2 + 2z + cos2 θ
. (5.9)
In order to obtain the formula for the soliton solution uˆ ≡ uˆ(y, t), we use the relation
uˆ = −a2a1 − a3a−11 (5.10)
from (4.24). To compute a1 ≡ a1(y, t) we observe that a1 = Mˆ11(i). We thus obtain
a1 = 1− αˆ+
2
− iκ1 1 + e
2iθ
2(1− sin θ) = 1− κˆ2 + κˆ1
cos θ
1− sin θ ,
using the relation αˆ+2 = κˆ2 from (5.5c). Using the expressions of κˆ1 and κˆ2 from (5.9) we get
a1 =
z + 1 + sin θ
z + 1− sin θ . (5.11a)
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To compute a2 ≡ a2(y, t) and a3 ≡ a3(y, t) we observe that a2 = ∂µMˆ12(i) and a3 = ∂µMˆ21(i).
Using in addition the expression of κˆ2 from (5.9) we obtain
a2 =
sin θ
1 + sin θ
κˆ2 = − 2z sin
2 θ
(1 + sin θ)(z2 + 2z + cos2 θ)
, (5.11b)
a3 =
sin θ
1− sin θ κˆ2 = −
2z sin2 θ
(1− sin θ)(z2 + 2z + cos2 θ) . (5.11c)
Then, substituting (5.11) into (5.10), we arrive at (5.7a). 
It follows from (5.7a) that if δˆ > 0, then for any t ≥ 0, uˆ(y, t) is a smooth function of y having
a single peak and (exponentially) approaching 0 as y → ±∞. On the other hand, if δˆ < 0, then
u˜ has two singular points corresponding to z = −1± sin θ.
Now let us discuss the change of variable (y, t) 7→ (x, t), which can be specified explicitly. This
change of variable is associated with u˜
θ,δˆ
, that is, it is given by (3.26b) where µˆ1 and µˆ2 are
defined in terms of Mˆ ≡ Mˆ
θ,δˆ
.
Proposition 5.5. The change of variable x(y, t) associated with the soliton u˜
θ,δˆ
takes the fol-
lowing form:
x(y, t) = y + 2 ln
z(y, t) + 1 + sin θ
z(y, t) + 1− sin θ . (5.12)
Proof. As we have shown in Section 4, x(y, t) can be given by (4.26):
x(y, t) = y + 2 lna1(y, t), (5.13)
where a1(y, t) = Mˆ11(y, t, i). Substituting (5.11a) into (5.13), we obtain (5.12). 
Corollary 5.6. Let x(y, t) be the change of variable associated with u˜
θ,δˆ
. Its regularity properties
are as follows.
(a) If δˆ < 0, then x( · , t) is singular: there exist values of y at which x(y, t) is infinite.
(b) If δˆ > 0, then x( · , t) : R → R is a regular map. Moreover, it has the following additional
properties:
(i) If θ ∈ (0, pi3 ), then x( · , t) : R→ R is a diffeomorphism for any t ≥ 0.
(ii) If θ = pi3 , then x( · , t) : R → R is a bijection, but the derivative of the inverse map has
a singularity, and only one.
(iii) If θ ∈ (pi3 , pi2 ), then x( · , t) is not monotonous. More precisely, there are three intervals
of monotonicity.
The possible singularities of x(y, t) are those for uˆ(y, t): they correspond to z = −1 ± sin θ.
Therefore, if δˆ > 0, then z(y, t) > 0 and thus there are no singularities, whereas if δˆ < 0, then
x(y, t) is singular at those y where z = −1± sin θ.
We now consider the case δˆ > 0 (and thus z(y, t) > 0). The derivative ∂yx(y, t) ≡ xy(y, t) is
given by
xy(y, t) = R(z(y, t)), where R(z) =
z2 + 2z cos 2θ + cos2 θ
z2 + 2z + cos2 θ
. (5.14)
It follows that R(0) = R(∞) = 1. Moreover, we have the following:
1) If θ ∈ (0, pi3 ), then R(z) > 0 for all z ≥ 0.
2) If θ = pi3 , then z =
1
2 is a double zero of R(z).
3) If θ ∈ (pi3 , pi2 ), then
a) R(z) > 0 for z ∈ [0,− cos 2θ −√− sin θ · sin 3θ) ∪ (− cos 2θ +√− sin θ · sin 3θ),+∞),
b) R(z) < 0 for z ∈ (− cos 2θ −√− sin θ · sin 3θ,− cos 2θ +√− sin θ · sin 3θ).
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It follows that for θ ∈ (0, pi3 ) the solution is smooth (both in the (y, t) and the (x, t) variables).
On the other hand, for θ = pi3 the solution u˜(x, t) = uˆ(y(x, t), t) is given in parametric form by
uˆ(y, t) = 48z(y, t)
4z2(y, t) + 2z(y, t) + 1
(4z2(y, t) + 8z(y, t) + 1)2
, (5.15a)
z(y, t) = δˆ
√
3 e
√
3
2 ye−4
√
3t, (5.15b)
x(y, t) = y + 2 ln
δˆ
√
3 e
√
3
2 ye−4
√
3t + 1 +
√
3
2
δˆ
√
3 e
√
3
2 ye−4
√
3t + 1−
√
3
2
. (5.15c)
In particular, in the latter case (5.14) and (5.15a) give
xy =
2zˆ2
2zˆ2 + 6zˆ + 3
and uˆy = −24
√
3
zˆ3(zˆ + 1)(2zˆ + 1)
(2zˆ2 + 6zˆ + 3)3
,
where zˆ := z − 12 . Thus xy has a double zero at zˆ = 0, which corresponds to the crest of the
solution, whereas, at the same point, uˆy has a triple zero, so that u˜x = uˆy/xy = 0. Consequently,
u˜(x, t) is still continuous, with a continuous first derivative u˜x that vanish at the crest, but the
higher order derivatives become unbounded at this point, e.g., u˜xx ∼ − 32 zˆ−2 as zˆ → 0. This
unusual (finite) smoothness property of the soliton corresponding to the parameters separating
(infinitely) smooth solitons from multivalued solutions (associated with the breaking of bijec-
tivity of x( · , t) : R → R) was first reported by Matsuno [26], where the soliton solutions were
constructed using a direct method.
Thus we arrive at the following description of the one-soliton solutions (consistent with [26, see
(3.4) and (3.14)]):
Theorem 5.7. The mCH equation in the form (1.8) has a family of one-soliton solutions, regular
as well as non-regular, u˜(x, t) ≡ u˜
θ,δˆ
(x, t), parametrized by two parameters, δˆ > 0 and θ ∈ (0, pi2 ).
These solitons u˜(x, t) ≡ uˆ(y(x, t), t) are given, in parametric form, by
uˆ(y, t) = 4 tan2 θ
z2(y, t) + 2 cos2 θ · z(y, t) + cos2 θ
(z2(y, t) + 2z(y, t) + cos2 θ)2
z(y, t), (5.16a)
x(y, t) = y + 2 ln
z(y, t) + 1 + sin θ
z(y, t) + 1− sin θ , (5.16b)
z(y, t) = 2δˆ sin θ ey sin θe−
2 sin θ
cos2 θ
t. (5.16c)
They have different properties depending on the value of the parameter θ:
(i) For θ ∈ (0, pi3 ), the one-soliton solution u˜(x, t) is smooth in the (x, t) variables.
(ii) For θ = pi3 , then u˜(x, t) is given by (5.15) and has finite smoothness: u and ux are continuous
with u˜x(x, t) = 0 at the crest when z(y(x, t), t) =
1
2 , but near the crest the higher derivatives
become unbounded as z → 12 .
(iii) If θ ∈ (pi3 , pi2 ), then u˜(x, t) = uˆ(y, t) is regular in (y, t), multivalued in (x, t), and loop-shaped.
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