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Words Strongly Avoiding Fractional Powers
JULIEN CASSAIGNE AND JAMES D. CURRIE
Let k be fixed, 1 < k < 2. There exists an infinite word over a finite alphabet which contains no
subword of the form xyz with |xyz|/|xy| ≥ k and where z is a permutation of x .
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1. INTRODUCTION
Non-repetitive words have been studied since Thue [13]. A word is non-repetitive if it can-
not be written xyyz, where x, y, z are words, and y is non-empty. Infinite non-repetitive words
over finite alphabets have found application in diverse areas including symbolic dynamics [9]
and the Burnside problem for groups [11].
Dejean [6] generalized non-repetitive words to words avoiding fractional powers; we say
x = yk , 1 < k < 2, if we can write x = uvu where uv = y, |uvu|/|uv| = k. We say that yk
is avoidable on an n letter alphabet if there is an infinite word on n letters not containing yr
for any r ≥ k. Define the repetitive threshold function by
RT (n) = inf{k : yk is avoidable on n letters}.
Dejean’s conjecture, that RT (n) = n/(n−1) for n ≥ 5 has been verifed up to n = 11 [10, 12].
In addition to interest in this repetitive threshold problem, words avoiding fractional powers
have been studied because of applications to the algebraic problem of deciding which words
are avoidable on an n letter alphabet. (See [1, 2, 4, 14] for example.)
In this paper we commence the study of words avoiding commutative fractional powers. The
study of words avoiding commutative powers was instigated by Erdo¨s [7]. A word contains
a commutative ym if it can be written xy1 y2 · · · ym z, where the x, yi , z are words, y1 is non-
empty, and each of the yi is the same as y1 up to a permutation; that is, the frequency with
which any letter appears in y1 or yi is the same.
The study of words avoiding commutative powers has just completed its infancy; it is now at
the same stage that the study of non-repetitive words was in 1906. With the result of Kera¨nen,
we now know for each positive integer k the smallest alphabet on which infinite words avoid-
ing commutative yk can be constructed. We can avoid y2 on four letters, y3 on three letters,
and y4 on two letters [5, 8].
A commutative k power, 1 < k < 2, is a word of the form u1vu2 such that |u1vu2|/|u1v| =
k, where u1 is the same as u2 up to a permutation. We say that yk is strongly avoidable on an
n letter alphabet if there is an infinite word on n letters not containing a commutative yr for
any r ≥ k. For n ≥ 4, define the commutative repetitive threshold function by
C RT (n) = inf{k : yk is strongly avoidable on n letters}.
What are the values of this function? A priori, it is not even clear that for k < 2, xk will be
strongly avoidable on any finite alphabet.
THEOREM 1.1. Let k be a real number, 1 < k < 2. There is a positive integer N and an
infinite word w over {0, 1, . . . , N } such that w strongly avoids yk .
This result is also a powerful tool for tackling the problem posed in [3], asking which
commutative patterns are avoidable.
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2. SKETCH OF PROOF OF THEOREM 1.1
We give here a preliminary sketch of the rather involved proof of our theorem.
A substitution h, on 6 = {0, 1, . . . , N } is introduced, h and N depending on k. It is shown
that for each n, hn(0) strongly avoids yk . This establishes the result, as the hn(0) become
arbitrarily long. Two properties of h are particularly important. The first useful property is
that for each j ∈ 6, the frequency of letter j is high in h( j), but low in h(i), i 6= j . From
this, one can show that if h(u) is a permutation of h(v), then word u is a permutation of word
v. More pointedly, we establish the following in Remark 4.1.
Suppose that x = a′′h(u1)b′ where u1 ∈ 6∗, a, b ∈ 6, h(a) = a′a′′, h(b) = b′b′′,
and a′, b′′ 6= . Suppose that x is a permutation of c′′h(u2)d ′ where u2 ∈ 6∗, c, d ∈ 6,
h(c) = c′c′′, h(d) = d ′d ′′, and c′, d ′′ 6= . Then u1 is almost a permutation of u2; the
frequency of a letter in u1 cannot exceed the frequency of that letter in u2, with at most two
exceptions, and vice versa. Multiplicity matters here, so that if, for example, 0 appears twice
more in u1 than in u2, no other letter appears more frequently in u1 than in u2.
To rule out yk in hn(0), we rule out occurrences of xyxˆ , where |xyxˆ |/|xy| ≥ k and xˆ
is a permutation of x . In the most involved case of the proof, we write x = a′′h(u1)b′,
xˆ = c′′h(u2)d ′ in such an occurrence. Let s be the number of letters appearing in u1 more
often than in u2, and let t be the opposite. Again, multiplicities count. Thus 0 ≤ s, t ≤ 2, by
the last paragraph. We make cases on s and t .
Since x and xˆ are to be permutations of each other, if some letter appears more frequently
in u1 than in u2, the situation must be reversed in the words a′′b′ and c′′d ′. These words have
a very special form. At this point we invoke another important property of h: a proper suffix
of h(a) never looks like a prefix of h(d) for letters a and d . Further, prefixes of h(a) and h(c)
are very distinct for distinct a and c. This is given in detail in Section 5. Roughly speaking,
we are able to show for each choice of s and t that au1b is a permutation of cu2d , and there is
an occurrence of XY Xˆ in hn−1(0), leading to a proof by induction. This last sentence is not
strictly accurate, but certainly gives the flavour of the attack.
3. PRELIMINARIES
An alphabet 6 is a set whose elements are called letters. A word w over 6 is a finite string
of letters from 6. We also consider infinite words which are sequences over 6. The language
consisting of all (finite) words over 6 is denoted by 6∗. If x, y ∈ 6∗, the concatenation of
x and y, written xy, is simply the string consisting of x followed by y. This notion will also
make sense if y (but not x) is an infinite word. A word with no letters is called an empty word
and is denoted by .
The length of word w is the number of letters in w, denoted by |w|. Thus |banana| = 6,
for example. On the other hand, for each s ∈ 6, |w|s is the number of times letter s appears
in w. Thus |banana| = 6, |banana|b = 1, |banana|a = 3. If |u| j = |v| j for every j ∈ 6,
we write u ∼ v.
Suppose w ∈ 6∗. We call word x a prefix of w if w = xy for some y ∈ 6∗. Similarly word
y is a suffix of w if we can write w = xy for some x ∈ 6∗. We call y a subword of w if we
can write w = xyz for some x, z ∈ 6∗.
For 1 < k < 2, a commutative k≥ power is a non-empty word of the form xyxˆ where x ∼ xˆ
and |xyx |/|xy| ≥ k. If u = vxyxˆz where v, z ∈ 6∗ and x ∼ xˆ , we call the triple 〈v, xyxˆ, z〉
a commutative occurrence of xyx .
Let 6, T be alphabets. A substitution g : 6∗ → T ∗ is a function generated by its values
on 6. That is, suppose w ∈ 6∗, w = a1a2 . . . am , ai ∈ 6 for i = 1 to m. Then g(w) =
g(a1)g(a2) . . . g(am).
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4. THE SUBSTITUTION h AND SOME PROPERTIES
Suppose that k > 1. We will want a positive integer M > 4 so large that k ≥ 1+1/(M+1).
Without loss of generality then, decreasing k if necessary, assume that k = 1+ 1/(M + 1) for
some positive integer M . One finds M = (2− k)/(k − 1).
We will also need a positive integer µ ≥ M so large that
µ(µ+ 1)+ 1 > 3µ+ 3,
µ(µ+ 1)+ 1
µ(µ+ 1)+ 1− (3µ+ 3) < k, (1)
µ
µ− 2 < k. (2)
It certainly suffices, for example, to pick µ = 4 + 3/(k − 1) = 3M + 7. We will want
primes p, q > 4 such that q(q− 3)/(q− 1) >∑µ2n=1 2pn . If we let p = 5, then∑µ2n=1 2pn =
(5µ2+1 − 5)/2. Since q(q − 3)/q − 1 > q − 3, and for any positive integer n there is a prime
between n and 2n, we can let q be between (5µ2+1 + 1)/2 and 5µ2+1 + 1. In particular, since
q is a prime, we can pick q < 5µ2+1.
Let L =∑µ2n=1 2pn +∑µ2n=1 2qn and N = µL + 2µ2. Our choices for p, q give
L = (pµ2+1 − p + qµ2+1 − q)/2
< (5µ2+1 − 5+ (5µ2+1)µ2+1 − 5µ2+1)/2
< 5(µ2+1)2 .
Hence
N < µ5(µ2+1)2 + 2µ2 = (4+ 3/(k − 1))5((4+3/(k−1))2+1)2 + 2(4+ 3/(k − 1))2.
Then fix 6 = {0, 1, 2, . . . , N }.
We will form a word w = wPwMwS over 6. (Here the subscripts P , M , S stand for prefix,
middle, suffix, respectively.) We can describe wP and wS succinctly:
wP = 0pp2 p3 . . . pµ0pµ+1 pµ+2 . . . p2µ0 . . . 0p(µ−1)µ+1 p(µ−1)µ+2 . . . pµ20,
wS = 0qµ2qµ2−1qµ2−2 . . . qµ2−µ+10qµ2−µqµ2−µ−1 . . . qµ2−2µ+10 . . . 0qµqµ−1 . . . q2q0.
In these formulas p2, p3, etc. are distinct letters of the alphabet 6, and we are working in the
free semigroup 6∗. Thus for example, |p2 p3 p4| = 3, and p2 p3 p4 6= p9 in this context. Note
that |wP | = |wS| = µ(µ+ 1)+ 1.
To form wM , let S1 be the set containing the first L positive integers not of the form pi or
q i for any positive integer i with i ≤ µ2. For i = 2 to µ, we let Si be the first L positive
integers greater than the largest element of Si−1.
Thus {pi }µ2i=1 ∪ {q i }µ
2
i=1 ∪
⋃µ
i=1 Si = {1, 2, . . . , N }, with the unions disjoint.
It is convenient to reindex these sets: T1 = S3, T2 = S4, . . ., Tµ−2 = Sµ, Tµ−1 = S1,
Tµ = S2. If i, j ∈ {0, 1, 2, . . . , N } with i < j , define the circular distance between i and j
to be min( j − i, N + 1+ i − j). Thus, the circular distance between 0 and any element of T1
or Tµ is at least L . Also, the circular distance between the kth smallest element of Ti and the
kth smallest element of Ti+1 is at least L for i = 1 to µ− 1.
For j = 1 to L , let u j be the word a1a2 . . . aµ, where ai is the j th smallest element of Ti .
It follows that the circular distance between letters adjacent in u j is at least L . Let wM =
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u10u20 . . . uL . A key property of wM is that the circular distance between letters adjacent in
0wM 0 is at least L > pµ
2
.
This completes our definition of w. Let σ be the cyclic permutation on {0, 1, . . . , N }, such
that σ(i) ≡ i + 1 (mod N + 1). We define a substitution h: {0, 1, . . . , N }∗→ {0, 1, . . . , N }∗
by
h(n) = σ n(w).
Thus h(0) = w, h(1) = σ(w), and so on.
REMARK 4.1. Let m ∈ 6. Note that
|h(m)| j =
{
N/µ+ 1, j = m
1, otherwise.
As a result, if v ∈ 6∗, then
|h(v)| j = |v| + |v| j N/µ.
Suppose that x = a′′h(u1)b′ where u1 ∈ 6∗, a, b ∈ 6, h(a) = a′a′′, h(b) = b′b′′, and
a′, b′′ 6= .
Suppose further that x ∼ c′′h(u2)d ′ where u2 ∈ 6∗, c, d ∈ 6, h(c) = c′c′′, h(d) = d ′d ′′,
and c′, d ′′ 6= . It is clear that ||u1| − |u2|| ≤ 1.
Now
|x | j = |a′′| j + |h(u1)| j + |b′| j
= |a′′| j + (N/µ)|u1| j + |u1| + |b′| j
= |c′′| j + (N/µ)|u2| j + |u2| + |d ′| j .
As a result,
(N/µ)(|u1| j − |u2| j ) = |u2| − |u1| + |c′′| j + |d ′| j − |a′′| j − |b′| j
≤ 1+ |c′′| j + |d ′| j − |a′′| j − |b′| j .
We see then that if |u1| j > |u2| j , then |c′′| j + |d ′| j ≥ N/µ − 1. In such a case, we must
have j = c or j = d . It follows then that |u1| j > |u2| j for at most 2 values j .
5. TECHNICAL LEMMAS
Call a word an initial word if it is a subword of σ n(wP ) for some n. Call a word a terminal
word if it is a subword of σ n(wS) for some n.
LEMMA 5.1. Suppose that
∑µ2
n=1 cn pn ≡
∑µ2
n=1 dnqn (mod N + 1) where cn, dn are inte-
gers, −2 ≤ cn, dn ≤ 2 for n = 1 to µ2. Then cn = dn = 0 for n = 1 to µ2.
PROOF. First, note that ∣∣∣∣∣
µ2∑
n=1
cn pn
∣∣∣∣∣ ≤
∣∣∣∣∣
µ2∑
n=1
2pn
∣∣∣∣∣ < N/2
by the choice of N . Similarly ∣∣∣∣∣
µ2∑
n=1
dnqn
∣∣∣∣∣ < N/2
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so that ∣∣∣∣∣
µ2∑
n=1
cn pn −
µ2∑
n=1
dnqn
∣∣∣∣∣ ≤
∣∣∣∣∣
µ2∑
n=1
cn pn
∣∣∣∣∣+
∣∣∣∣∣
µ2∑
n=1
dnqn
∣∣∣∣∣ < N .
It follows that
∑µ2
n=1 cn pn =
∑µ2
n=1 dnqn .
Suppose that not all the cn are 0. Let i0 be greatest such that ci0 6= 0. Then∣∣∣∣∣
µ2∑
n=1
cn pn
∣∣∣∣∣ ≥ |ci0 |pi0 −
i0−1∑
n=1
|cn|pn ≥ pi0 −
i0−1∑
n=1
2pn
= pi0 − 2(pi0 − p)/(p − 1)
≥ pi0 − pi0 2/(p − 1)
= pi0(p − 3)/(p − 1) > 0.
Similarly, if one of the dn 6= 0, then∣∣∣∣∣
µ2∑
n=1
dnqn
∣∣∣∣∣ ≥ q(q − 3)/(q − 1) >
µ2∑
n=1
2pn ≥
∣∣∣∣∣
µ2∑
n=1
cn pn
∣∣∣∣∣.
This is a contradiction, so all the dn must be 0. We conclude then that
∑µ2
n=1 cn pn =
∑µ2
n=1 dnqn =
0. It follows that all the cn are 0, since otherwise
∑µ2
n=1 cn pn > 0. 2
LEMMA 5.2. Suppose u is an initial word while v is a terminal word. Let c, d be letters,
c 6= d. Suppose that c, d both appear in u. Then at most one of c, d appears in v.
PROOF. Word u is a subword of σ a(wP ), for some a, 0 ≤ a ≤ N . Thus
c − d ≡
µ2∑
n=1
cn pn (mod N + 1)
for some cn with −1 ≤ cn ≤ 1, not all cn = 0. If c, d both appear in v, then also c − d ≡∑µ2
n=1 dnqn with −1 ≤ dn ≤ 1, not all dn = 0, contradicting Lemma 5.1.
LEMMA 5.3. Let u be a subword of h(a), |u| ≥ 2. Suppose that u ∼ v for some initial
word v. Then u is a subword of the prefix σ a(wP ) of h(a). Thus u is an initial word.
PROOF. Suppose not. Then some two letter subword z of u is a subword of σ a(0wMwS).
Thus z is a subword of σ a(0wM 0) or of σ a(wS).
If z is a subword of σ a(0wM 0), then two adjacent letters of z have circular distance more
than pm2 . However, the circular distance between any two letters in initial word v is at most
pm2 . As z is a subword of u ∼ v, this is impossible.
If z is a subword of σ a(wS), then z is a terminal word with two distinct letters in common
with initial word v, which is impossible by the previous lemma. 2
LEMMA 5.4. Let u and v be initial words and a, b, c, d be letters. Suppose that u is a
subword of h(a), while v is a subword of h(b). Suppose c 6= d, and both of c and d appear in
each of u and v. Then a = b.
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PROOF. Since u is a subword of h(a), by the previous lemma u is a subword of σ a(wP ).
As c and d are in u we can write c = σ a(pi ) or c = σ a(0) and d = σ a(p j ) or d = σ a(0).
This yields c − d ≡ pi , pi − p j or −p j (mod N + 1). Now, v is a subword of σ b(wP ).
Working in σ b(wP ) we again find c − d ≡ pk , pk − pl or −pl (mod N + 1). Note that if
c − d ≡ pi − p j , we have i 6= j , as c 6= d .
Taking the difference between these expressions for c − d , and applying Lemma 5.1, we
find that i = k or j = l. Assume that i = k. (The other case is similar.) Now a + pk =
a + pi ≡ σ a(pi ) = c = σ b(pk) ≡ b + pk (mod N + 1). Thus a ≡ b (mod N + 1), which
completes the proof. 2
COROLLARY 5.5. Suppose that x is an initial word, |x | ≥ 2. Suppose that x ∼ xˆ , x is a
subword of h(a), and xˆ is a subword of h(b). Then a = b.
LEMMA 5.6. Let x, y be words with |x | < 3µ+3 and |xyx | > |wP |. Then |xyx |/|xy| < k.
PROOF.
|xyx |
|xy| =
|xyx |
|xyx | − |x |
= 1+ |x ||xyx | − |x | < 1+
3µ+ 3
|wP | − (3µ+ 3)
= 1+ 3µ+ 3
µ(µ+ 1)+ 1− (3µ+ 3)
= µ(µ+ 1)+ 1
µ(µ+ 1)+ 1− (3µ+ 3) < k by (1). 2
LEMMA 5.7. Let x, y be words with |x | ≤ 2 and |y| ≥ µ− 2. Then |xyx |/|xy| < k.
PROOF.
|xyx |
|xy| =
|xyx |
|x | + |y|
= 1+ |x ||x | + |y| ≤ 1+
|x |
|y| ≤ 1+
2
µ− 2
= µ
µ− 2 < k by (2). 2
LEMMA 5.8. Let x, xˆ, y, yˆ be words where xy, xˆ yˆ 6= , |xyx |/|xy| ≥ k, |xˆ yˆ xˆ |/|xˆ yˆ| < k,
and |xˆ |, |yˆ| are multiples of |w|. Let1x = |xˆ |− |x |,1y = |yˆ|− |y|. Then1y ≥ M1x+|w|.
PROOF. We have
k ≤ |xyx |/|xy| = 1+ |x |/|xy| = 1+ 1/(1+ |y|/|x |).
Isolating |y|,
|y| ≤ |x |(2− k)/(k − 1). (3)
Arguing similarly, we find that |yˆ| > |xˆ |(2 − k)/(k − 1). Since yˆ and xˆ are multiples of |w|
while (2− k)/(k − 1) = M , a positive integer, we have that |yˆ| ≥ |xˆ |(2− k)/(k − 1)+ |w|.
Subtracting inequality (3), we find that 1y ≥ 1x(2− k)/(k − 1)+ |w|. 2
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6. PROOF OF THEOREM 1.1
We show that no commutative k≥ power appears in hω(0). Suppose for the sake of obtaining
a contradiction that a commutative k≥ power appears in hω(0). Let m be the least positive
integer such that a word xyx˜ occurs in hm(0), with |xyx |/|xy| ≥ k, x ∼ x˜ . Let this occurrence
be
〈h(a1a2 . . . as−1)a′, xyx˜, b′′h(at+1at+2 . . . an)〉
where ai ∈ 6, i = 1, 2, . . . , n, a′ is a prefix of as , b′′ is a suffix of at , and hm−1(0) =
a1a2 . . . an .
DEFINITION 6.1. By the first occurrence of x we mean
〈h(a1a2 . . . as−1)a′, x, yx˜b′′h(at+1at+2 . . . an)〉.
By the occurrence of y we mean
〈h(a1a2 . . . as−1)a′x, y, x˜b′′h(at+1at+2 . . . an)〉.
By the second occurrence of x we mean
〈h(a1a2 . . . as−1)a′xy, x˜, b′′h(at+1at+2 . . . an)〉.
Let u ∈ 6∗. An occurrence of u in hm(0) is interior if it has the form 〈h(a1a2 . . . as−1)a′, u,
a′′h(as+1as+2 . . . an)〉 where a1, a2, . . . , an ∈ 6, hm−1(0) = a1a2 . . . an , and h(as) = a′ua′′.
Thus, the occurrence of u is inside the image under h of a single letter. In the case a′, a′′ 6= ,
we say the occurrence of u is strictly interior. An occurrence of u which is not interior is
transborder.
We make cases depending on whether occurrences are interior or transborder.
7. CASE 1: THE FIRST AND SECOND OCCURRENCES OF x ARE TRANSBORDER
7.1. Case 1a: The occurrence of y is transborder. We write
x = a′′h(u1)b′ ∼ c′′h(u2)d ′,
y = b′′h(v)c′
where au1bvcu2d is a subword of hm−1(0) with h(a) = a′a′′, h(b) = b′b′′, h(c) = c′c′′,
and h(d) = d ′d ′′. For the sake of definiteness we use the convention that a′, b′′, c′, d ′′ 6= .
Define s and t by
s =
∑
j
|u1| j>|u2| j
|u1| j − |u2| j ,
t =
∑
j
|u2| j>|u1| j
|u2| j − |u1| j .
Arguing as in Remark 4.1, we will have 0 ≤ s, t ≤ 2. We consider cases based on the values
of s and t . We give proofs in the cases where s ≥ t , the other cases following by symmetrical
arguments.
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7.1.1. (s, t) = (2, 2). In this case, arguing as in Remark 4.1, we obtain au1b ∼ cu2d .
Then XY X appears in hm−1(0) with X = au1b ∼ cu2d, Y = v. By the minimality of
m, |XY X |/|XY | < k. Let xˆ = h(X), yˆ = h(Y ). Thus h(au1bvcu2d) is a commutative
occurrence of xˆ yˆ xˆ in hm(0) which satisfies the hypothesis of Lemma 5.8. In this case, 1y =
−|b′′| − |c′| ≤ 0, 1x = |a′| + |b′′| ≥ 0, contradicting Lemma 5.8.
7.1.2. (s, t) = (2, 1). Again using Remark 4.1, we obtain either u1b ∼ cu2d or au1 ∼
cu2d .
In the first case, let xˆ = h(cu2d), yˆ = h(v). Again, we satisfy the hypothesis of Lemma 5.8.
Again, 1y = −|b′′| − |c′|, 1x = |c′| + |d ′′|, and we contradict Lemma 5.8.
We may thus assume that au1 ∼ cu2d , and a 6= b. (If a = b, u1b ∼ cu2d , and we have the
previous case.)
In this case we let xˆ = h(cu2d), yˆ = h(bv). We obtain 1y = |b′| − |c′|, 1x = |c′| + |d ′′|.
It follows from Lemma 5.8 that
|b′| ≥ (M + 1)|c′| + M |d ′′| + |w|. (4)
Since |b′| ≤ |w|, (4) is possible only if b′ = h(b) and c′ = d ′′ = , which contradicts our
condition that c′, d ′′ 6= .
7.1.3. (s, t) = (1, 1). By Remark 4.1, we have one of four cases: u1b ∼ cu2, u1b ∼ u2d ,
au1 ∼ cu2, or au1 ∼ u2d .
Suppose that we have the first of these cases, and u1b ∼ cu2. If a = d then au1b ∼ cu2d ,
and we get a contradiction as in the (2, 2) case. Suppose then that a 6= d .
The relation u1b ∼ cu2 implies that h(u1)b′b′′ ∼ c′c′′h(u2). Combining this with x =
a′′h(u1)b′ ∼ c′′h(u2)d ′, we find that
a′′c′ ∼ b′′d ′. (5)
If |d ′| − |c′| ≥ 2µ + 2, then there are at least two more d’s in d ′ than in c′. Then (5) would
imply a′′ contains at least two d’s, whence a = d , a contradiction. Thus |d ′| − |c′| < 2µ+ 2.
Let xˆ = h(u1b) ∼ h(cu2), yˆ = h(v). Applying Lemma 5.8 we get −|b′′| − |c′| = 1y ≥
M1x + |w| = M(|c′| − |d ′|) + |w|. Manipulating, M|d ′| ≥ |b′′| + (M + 1)(|c′|) + |w|.
Certainly then, |d ′| ≥ |c′| + |w|/M > |c′| + 2µ+ 2. This is a contradiction.
Consider the second case with u1b ∼ u2d . By the previous paragraph, we may assume
without loss of generality that d 6= c. If a = c, then letting xˆ = h(au1b) ∼ h(cu2d) and
yˆ = h(v) will give a contradiction as in the case (s, t) = (2, 2). Assume then that a 6= c.
The relation u1b ∼ u2d implies that h(u1)b′b′′ ∼ h(u2)d ′d ′′. Combining this with x =
a′′h(u1)b′ ∼ c′′h(u2)d ′, we find that
b′′c′′ ∼ a′′d ′′. (6)
If |c′′| ≥ 2µ + 3, then some letter occurs in c′′ with multiplicity at least 3. By (6) and the
pigeon hole principle, this same letter appears twice in a′′ or in d ′′, forcing c = a, or c = d ,
both of which are impossible. We conclude that |c′′| < 2µ+ 3.
Let xˆ = h(u1b) ∼ h(u2d), yˆ = h(vc). This leads to1y = −|b′′|+|c′′| ≥ M(|d ′′|−|c′′|)+
|w| = M1x + |w|. Manipulating,
(M + 1)(2µ+ 3) ≥ (M + 1)|c′′| ≥ M |d ′′| + |b′′| + |w|,
a contradiction.
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The third case, au1 ∼ cu2 is dual to the second case, and may be dismissed.
Consider the fourth case with au1 ∼ u2d . By the previous cases, we may assume without
loss of generality that d 6= c and a 6= b. If b = c, then letting xˆ = h(au1b) ∼ h(cu2d) and
yˆ = h(v) will give a contradiction as in the case (s, t) = (2, 2). Assume then that b 6= c.
The relation au1 ∼ u2d implies that a′a′′h(u1) ∼ h(u2)d ′d ′′. Combining this with x =
a′′h(u1)b′ ∼ c′′h(u2)d ′, we find that
a′c′′ ∼ b′d ′′. (7)
If |c′′| ≥ 2µ + 3, then some letter occurs in c′′ at least three times. By (7) and the pigeon
hole principle, this same letter appears twice in b′ or in d ′′, forcing c = b, or c = d , both of
which are impossible. We conclude that |c′′| < 2µ+ 3. Similarly, |b′| < 2µ+ 3.
Let xˆ = h(au1) ∼ h(u2d), yˆ = h(bvc). This leads to1y = |b′| + |c′′| ≥ M(|d ′′| − |c′′|)+
|w| = M1x + |w|. Manipulating,
|b′| + (M + 1)|c′′| ≥ M|d ′′| + |w|
which is impossible.
7.1.4. (s, t) = (1, 0). By Remark 4.1, we have one of two cases: u1 ∼ cu2 or u1 ∼ u2d .
Let us consider the first of these, u1 ∼ cu2. If d = a, then let xˆ = h(au1) ∼ h(cu2d),
yˆ = h(bv), giving a contradiction as in (s, t) = (2, 1). We assume then that d 6= a. Similarly,
assume that d 6= b.
The relation u1 ∼ cu2 implies that h(u1) ∼ c′c′′h(u2). Combining this with x = a′′h(u1)b′
∼ c′′h(u2)d ′, we find that
d ′ ∼ a′′b′c′. (8)
From relation (8) and d 6= a, b, we find that |b′| < 2µ+ 3 and |d ′| − |c′| < 3µ+ 3.
Let xˆ = h(u1) ∼ h(cu2), yˆ = h(bv). This leads to1y = |b′|−|c′| ≥ M(|c′|−|d ′|)+|w| =
M1x + |w|. Manipulating,
|b′| + M(|d ′| − |c′|) ≥ |c′| + |w|.
This contradicts our bounds on |b′| and |d ′| − |c′|.
We turn to the second case, u1 ∼ u2d . We may assume, by the previous argument, that
d 6= c. Again, if c = a or c = b, we get a contradiction as in the case when (s, t) = (2, 1).
Assume then that c 6= a, b, d . The relation u1 ∼ u2d implies that h(u1) ∼ h(u2)d ′d ′′.
Combining this with x = a′′h(u1)b′ ∼ c′′h(u2)d ′, we find that
c′′ ∼ a′′b′d ′′. (9)
Since c 6= a, b, d , it follows from (9) that |a′′|, |b′|, |d ′′| < µ+ 2. Again from (9), this means
that |c′′| < 3µ+ 6.
Let xˆ = h(u1) ∼ h(u2d), yˆ = h(bvc). This leads to 1y = |b′| + |c′′| ≥ M(|d ′′| − |c′′|)+
|w| = M1x + |w|. Manipulating,
|b′| + (M + 1)|c′′| ≥ M|d ′′| + |w|
which is impossible.
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7.1.5. (s, t) = (0, 0). In this case, u1 ∼ u2. If a = c, then au1 ∼ cu2, which is disposed
of as in the (s, t) = (1, 1) case. We may assume similarly that a 6= c, d and b 6= c, d. Thus
{a, b} and {c, d} are disjoint. In the present case we get the relation a′′b′ ∼ c′′d ′. We argue as
usual that |a′′|, |b′|, |c′′|, |d ′| < 2µ + 3. Now 1y = |b′| + |c′′| ≥ M(−|a′′| − |b′|) + |w| =
M1x + |w|. Manipulating,
(M + 1)|b′| + |c′′| + M |a′′| ≥ |w|.
This is impossible, given our bounds on |a′′|, |b′|, |c′′|.
We conclude that the case where the occurrence of y is transborder never occurs.
7.2. Case 1b: The occurrence of y is interior. We write
x = a′′h(u1)b′ ∼ b′′′h(u2)c′,
y = b′′
where au1bu2c is a subword of hm−1(0) with h(a) = a′a′′, h(b) = b′b′′b′′′, and h(c) = c′c′′.
For the sake of definiteness we use the convention that a′, c′′ 6= . As before, define s and t
by
s =
∑
j
|u1| j>|u2| j
|u1| j − |u2| j ,
t =
∑
j
|u2| j>|u1| j
|u2| j − |u1| j .
We will have 0 ≤ s, t ≤ 2. Again we consider cases based on the values of s and t , considering
only the cases where s ≥ t .
7.2.1. (s, t) = (2, 2). This case is not possible because if we have au1b ∼ bu2c, it
reduces to au1 ∼ u2c, hence s ≤ 1 and t ≤ 1.
7.2.2. (s, t) = (2, 1). Here the only possible case is au1 ∼ bu2c. Then XY X appears
in hm−1(0), with X = au1 ∼ bu2c and Y = , contradicting the minimality of m since
|XY X |/|XY | = 2 > k.
7.2.3. (s, t) = (1, 1). Here either u1b ∼ u2c, au1 ∼ bu2, or au1 ∼ u2c. The first
two cases are dual, so suppose we have u1b ∼ u2c. Then XY X appears in hm−1(0), with
X = u1b ∼ u2c and Y = , which leads to a contradiction as in the case (s, t) = (2, 1).
In the final case, where au1 ∼ u2c, XY X appears in hm−1(0), with X = au1 ∼ u2c and
Y = b. This time |XY X |/|XY | = 2− 1/|XY | ≥ 32 . Recall that k = 1+ 1/(M + 1) < 32 : we
have again found a contradiction with the minimality of m.
7.2.4. (s, t) = (1, 0). Here either u1 ∼ bu2 or u1 ∼ u2c. In the first case, we find
a commutative 2-power in hm−1(0), contradicting the minimality of m. In the second case,
XY X appears in hm−1(0), with X = u1 ∼ u2c and Y = b, again contradicting the minimality
of m since |XY X |/|XY | ≥ 32 > k.
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7.2.5. (s, t) = (0, 0). Here u1 ∼ u2. To avoid previously discarded cases we may assume
that a 6= b, c and b 6= c. From u1 ∼ u2 and a′′h(u1)b′ ∼ b′′′h(u2)c′, we find that
a′′b′ ∼ b′′′c′′.
Now a, c 6= b and b 6= c, so |a′′|, |c′′|, |b′|, |b′′′| < 2µ+ 6.
Let xˆ = h(u1) ∼ h(u2), yˆ = b. Then we get1y = |b′|+ |b′′′| ≥ M(−|c′′|− |b′′′|)+|w| =
M1x + |w|. Manipulating,
|b′| + (M + 1)|b′′′| + M|c′′| ≥ |w|.
This is a contradiction.
8. CASE 2: BOTH OCCURRENCES OF x ARE INTERIOR
8.1. Case 2a: The occurrence of y is strictly interior. For some letter a, we have h(a) =
a′xyx˜a′′. As all letters of x have multiplicity at least 2 in h(a), it follows that x = a. Again,
by the definition of h, any two a’s in h(a) are separated by µ letters, so |y| ≥ µ. We find then
that |xyx |/|xy| < k, by Lemma 5.7. This is a contradiction.
8.2. Case 2b: The occurrence of y is not strictly interior. We write the occurrence of xyx˜
as 〈h(u)a′, a′′a′′′h(v)b′b′′, b′′′h(z)〉 where x = a′′ ∼ b′′, y = a′′′h(v)b′, hm−1(0) = uavbz,
h(a) = a′a′′a′′′, h(b) = b′b′′b′′′.
If |x | ≥ 2µ + 2, then x contains a repeated letter, forcing a = b. In this case we would
let xˆ = h(a) ∼ h(b), yˆ = h(v). This would give 1y ≤ 0 ≤ 1x , and a contradiction of
Lemma 5.8.
Assume from now on that |x | ≤ 2µ+ 1.
If |a′′a′′′| > |wP |, then |xyx |/|xy| < k by Lemma 5.6. Thus x is a terminal word. If
|x | ≥ 2, this again forces a = b, by (the dual of) Corollary 5.5.
We may assume then that |x | = 1. From Lemma 5.7 it follows that |y| < µ. We may thus
pinpoint our situation exactly; x is a letter of σ a(qµ−1qµ−2 . . . q2q0), and of σ b(0pp2 . . .
pµ−2 pµ−1) where ab is a subword of hm−1(0). Moreover, the first occurrence of ab in
hm−1(0) is interior: given a transborder occurrence of ab, having the form 〈h(u)a′, ab, b′′h(v)〉,
with a′a = h(a) and bb′′ = h(b), there is always an earlier occurrence of ab, 〈u, ab, vhm−1(w′)〉,
with 0w′ = w = h(0).
As a− b = a− x + x − b, we see that the circular distance from a to b is at most qµ+ pµ.
It follows that ab is an initial or terminal word, as circular distances between letters adjacent
in 0wM 0 are large. We assume that ab is an initial word. (The other case is similar.) We have
x ≡ b (mod p), and since ab is an initial word, a ≡ b (mod p). Thus a ≡ x (mod p).
However, x − a ∈ {0, q, q2, . . . , qµ−1}. We thus deduce that x = a.
We know that x − b ∈ {0, p, p2, . . . , pµ−1}. However, because ab is initial, a − b must be
in
0− p p − p2, . . . , pµ−1 − pµ, pµ − 0,
0− pµ+1, pµ+1 − pµ+2, . . . , p2µ−1 − p2µ, p2µ − 0,
0− p2µ+1, p2µ+1 − p2µ+2, . . . , p3µ−1 − p3µ, p3µ − 0,
...
0− pµ2−2µ+1, pµ2−2µ+1 − pµ2−2µ+2, . . . , pµ2−µ−1 − pµ2−µ, pµ2−µ − 0,
0− pµ2−µ+1, pµ2−µ+1 − pµ2−µ+2, . . . , pµ2−1 − pµ2 , pµ2 − 0

.
As the two sets have an empty intersection, this is a contradiction.
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9. CASE 3: ONE OCCURRENCE OF x IS INTERIOR AND THE OTHER IS TRANSBORDER.
Using duality, we assume that the first occurrence of x is interior. We make cases on y:
9.1. Case 3a: The occurrence of y is strictly interior. Write the occurrence of xyx as
〈h(u)a′, a′′a′′′a′′′′b′, b′′h(z)〉 where x = a′′ ∼ a′′′′b′, y = a′′′, hm−1(0) = uabz, h(a) =
a′a′′a′′′a′′′′, and h(b) = b′b′′.
We must have |a′′′′| = 1. Word a′′′′ is a subword of x = a′′ and all its letters appear twice
in h(a). However, the only repeated letter in h(a) is a.
If |x | ≥ 2µ+ 3, then b′ contains a repeated letter, forcing a = b. This is impossible, as ab
is a subword of hm−1(0).
Thus |x | ≤ 2µ + 2. Using Lemma 5.6 as in the case when the second x was interior, we
argue that x is a terminal word. It follows that |b′| = 1; otherwise b′ contains two distinct
letters which must also appear in x . However x is terminal, b′ is initial.
We have now determined that x ∼ ab. Since two a’s in h(a) are separated by at least µ
letters, this means that certainly |y| ≥ µ− 1, so that |xyx |/|xy| < k by Lemma 5.7. This is a
contradiction.
9.2. Case 3b: The occurrence of y is not strictly interior. Write the occurrence of xyx as
〈h(u)a′, a′′a′′′h(v)b′b′′c′, c′′h(z)〉 where x = a′′ ∼ b′′c′, y = a′′′h(v)b′, hm−1(0) = uavbz,
h(a) = a′a′′a′′′, h(b) = b′b′′, h(c) = c′c′′.
If a = b, we are led to a contradiction as in the case where both occurrences of x are
interior.
If a = c and a 6= b, then |b′′| < µ + 2. Let xˆ = h(a) ∼ h(c), yˆ = h(v)b. This leads to
1y = |b′′| − |a′′′| ≥ M(|a′| + |a′′′)| + |w|. Manipulating,
|b′′| ≥ M |a′| + (M + 1)|a′′′| + |w|,
which is impossible since |b′′| < µ+ 2 < |w|.
We can therefore assume that a 6= b, c. Then |b′′| < µ + 2 and |c′| < µ + 2, hence
|x | < 2µ + 3. Applying Lemma 5.6 to |xyx | ≥ |b′b′′| = |w| > |wP |, we deduce that
|xyx |/|xy| < k. This is a contradiction.
In all cases, assuming that there is a commutative occurrence of xyx with |xyx |/|xy| ≥ k
gives a contradiction. 2
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