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Abstract We derive a residual-based a posteriori error estimator
for a stabilized nite element discretization of certain incompressible
Oseen-like equations. We focus our attention on the behaviour of the
eectivity index and we carry on a numerical study of its sensitive-
ness to the problem and mesh parameters. We also consider a scalar
reaction-convection-diusion problem and a divergence-free projec-
tion problem in order to investigate the eects on the robustness of
our a posteriori error estimator of the reaction-convection-diusion
phenomena and, separately, of the incompressibility constraint.
Key words A posteriori error estimators { incompressible ows {
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ectivity index.
Mathematics Subject Classication (1991): 65N30, 65N15, 65N50,
76D05, 76M10.
1 Introduction
The use of adaptive methods for the numerical discretization of ow
models is a subject of strong interest from both a theoretical and an
applicative point of view. From the pioneering work of Babuska and
Rheinboldt [2], many important problems have been solved and inter-
esting results have been achieved. Many other questions, concerning,
e.g., saddle point problems and singularly perturbed problems with
parameter becoming very small or very large, are still open. One of
them is to nd robust a posteriori error estimates. The robustness of
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an a posteriori error estimate concerns the upper and lower bounds
for the eectivity index dened as the ratio between the error esti-
mator and the true error. The ideal situation is when the eectivity
index is uniformly bounded from above and from below with respect
to any mesh-size and any parameter of the problem. Such a strong
robustness implies that one can easily build an adaptive algorithm
which guarantees reliability, by controlling the error in the solution
from above, and eÆciency, by controlling the error from below.
In [3], we considered the stationary Oseen equations and we ob-
tained a uniform lower bound for the inverse of the eectivity index
and an upper bound which grows linearly with the Reynolds number.
Here, we consider the generalized stationary Oseen equations ob-
tained by adding a zero-order term in the velocity to the momen-
tum equation. This model has already been considered by several
authors, e.g. [13], [15]. A zero-order term can be produced by a semi-
discretization in time. Another source is a shift of the operator to
eÆciently deal with the non-linearity of the momentum equation of
the Navier-Stokes problem by a Newton-like method. A third mo-
tivation is a shift of the spectrum of the operator in the numerical
computation of eigenvalues and eigenfunctions.
For this model, we analytically derive an error estimator and we
report many numerical tests. Our goal is to carefully study the de-
pendence of the bounds for the eectivity index from above and from
below on all the parameters of the problem (the physical as well as
the mesh parameters). We carefully control the coeÆcients appear-
ing in each inequality and our nal estimates can be considered as
sharp as possible. Sharpness is proved by the fact that our numerical
tests essentially conrm the predicted theoretical behaviour of the
eectivity index.
Furthermore, we highlight the eect of the dierent physical phe-
nomena modeled by the Oseen equation upon the robustness of the
a posteriori error estimate. One of these phenomena is the mix-
ing of diusion and transport. Therefore we compare our techniques
with those presented in [20] for a scalar reaction-convection-diusion
model. From this comparison, we see that our techniques leads to
estimates as sharp as those in [20] which can be considered the state
of the art for residual based a posteriori errors estimates for reaction-
convection-diusion models. Another important phenomenon is the
incompressibility of the ow. To study its eect upon robustness we
consider a reduced model obtained from the Oseen model by neglect-
ing the diusion and convection terms. This leads to a divergence-
free projection model [4], useful also in linear elasticity theory [5],
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for which we derive several a posteriori error estimators. Then, we
characterize those norms for the true error that yield a robust error
estimator.
2 Linear incompressible ow model
2.1 The continuous problem
We consider the following steady-state, Oseen-like problem:
 
1
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Let us rst derive a weak formulation of problem (2.1)-(2.3). The
functional spaces we deal with are the usual Sobolev spaces H
1
(
),
H
1
0
(
) and Lebesgue spaces L
2
(
), L
2
0
(
). Moreover we set V
def
=
[H
1
0
(
)]
2
and Q
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2
0
(
). The weak formulation of the problem is:
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; p]2VQ such that 8[v; q]2VQ
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)  (p;
r

v
) = (f;
v
); (2.4)
(q;
r

u
) = 0; (2.5)
where (:; :) denotes the usual inner product in L
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(
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2
(
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2
.
As usual k : k
0
denotes the L
2
-norm, k : k
1
the H
1
-norm and j : j
1
the
H
1
-seminorm. We dene our energy norm for the velocity on some
!  
 in the following manner:
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jjj
2
!
def
=
1
Re
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k
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Existence and uniqueness of the solution for all positive Re follows
from the classical coercivity and inf   sup inequality:
inf
q2Qnf0g
sup
v
2Vnf0g
(q;
r

v
)
k q k
0
j
v
j
1
  (2.7)
(see, e.g., [10], [13], [14]).
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2.2 The discrete problem
In order to discretize problem (2.1)-(2.3), we assume 
 to be a polyg-
onal domain and we introduce a regular family of partitions fT
h
g
h
of

 into triangles which satises the usual conformity and minimal-
angle conditions [6]. It is useful to introduce the diameter h
T
of
the element T 2 T
h
. Then, the parameter
h
of the family fT
h
g
h
is
h
= max
T2T
h
h
T
:
In what follows, we are going to use continuous nite elements for
the velocity and the pressure:
V
h
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=
n
v
h
2V \
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
2
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j
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2
;8T 2T
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o
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) : q
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j
T
2 P
l
(T );8T 2 T
h
o
; (2.9)
where P
i
(T ) is the space of polynomials of degree i  1 on the ele-
ment T 2 T
h
. In the discretization of the problem, we also consider
approximations of the data
a
, f by some projections 
T
a
, 
T
f ,
whose denition will be given later on.
With an arbitrary choice of k and l these spaces need not satisfy
the discrete inf-sup condition for the bilinear form (p
h
;
r

v
h
) [4],
[10]. However, this may be avoided by resorting to a consistently
modied approximation of the problem known as the Streamline
Upwind/Petrov Galerkin (SUPG) method [8], [9]: Find [
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; (2.11)
The parameters 
T
and Æ
T
depend on the local conditions of the ow
in each element, i.e., following [8]:
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constant of the inverse inequality [11]: h
2
T
k4v
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2
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krv
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2
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2 V
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: For linear elements, obviously, m
k
=
1
3
. We take  either
1 or 0, respectively if we want consider the Æ   terms or not.
Throughout the paper, we often use the following notations:
Notation 1 For each ;  > 0:  -  () 9C > 0 :   C ;
   ()  -  and  - . Without further specication, we
intend the constant C independent of the mesh-size and the Reynolds
number. Moreover for each   0;  > 0:    () 9C
1
 0 :
  C
1
 with a constant C
1
at most of the order of magnitude of the
unity.
Remark 1 We assume that problem (2.1)-(2.3) has been written in
non-dimensional variables. This implies j
 j  1 so that h
T
 1,
8T 2 T
h
; moreover, k
a
k
1;!
T
 1 and k
T
a
k
1;!
T
 1, 8T 2 T
h
.
3 A residual-based error estimator
In this section, we derive a residual-based error estimator for our
model problem following Verfurth's works [16], [17], [18], [19], [20].
Particularly, we shall derive a global upper bound and a local lower
bound for the error measured in an energy-like norm. At rst, we
introduce some notation which will be used for the construction of
the estimator.
3.1 Denitions and general results
For any T 2T
h
we denote by
E
(T ) the set of its edges; we denote by
E
h
def
=
S
T2T
h
E
(T ) the set of all edges of the triangulation. Moreover,
we dene
E
h;

def
= fE2
E
h
: E 6@
g. For each triangle T 2 T
h
and
for each side E 2
E
h
we dene: !
T
=
S
fT
0
:
E
(T )\
E
(T
0
)6=;g
T
0
, !
E
=
S
fT
0
: E2
E
(T
0
)g
T
0
, ~!
T
=
S
fT
0
: @T\@T
0
6=;g
T
0
, ~!
E
=
S
fT
0
: E\@T
0
6=;g
T
0
.
Note that the sets !
T
and !
E
are unions of triangles that share
at least one edge with T or E respectively, whereas the sets ~!
T
and
~!
E
are unions of triangles that share at least one point with T or E.
For each edge E 2
E
h
we consider a unit vector n^
E
such that n^
E
is orthogonal to E. Given any E 2
E
h;

and any ' 2 L
2
(!
E
) with
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'
j
T
0
2 C
0
(T
0
) 8T
0
2 !
E
, we denote by [']
E
the jump of ' across E
along the orientation of n^
E
.
If the minimal angle of the family fT
h
g
h
is bounded away from
zero, there exist constants only dependent on the smallest angle in the
triangulation such that: jT j  h
2
T
; 8T 2 T
h
, h
T
 h
E
; 8E 2
E
(T ),
jT j  h
2
E
; 8T 2 !
E
. Let us denote by
^
T the reference triangle, by
^
E the reference edge, i.e. the edge of
^
T between the vertices 0 and 1.
Moreover, let
^
b
^
T
(x^; y^) be the usual reference triangle bubble function
and let
^
b
^
E
be the usual reference edge bubble function [16], [17], [18].
Let F
T
:
^
T ! T be the invertible aÆne mapping that maps the
reference triangle
^
T onto the triangle T . Then we dene the triangle
bubble function b
T
by: b
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T
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 1
T
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E
h;
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E
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T
]
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[
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]
and T
[
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such a way that the vertices of E are numbered rst. Then we de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the edge bubble function b
E
by patching the two bubble functions:
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^
E
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^
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^
E)! P
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^
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a polynomial of degree i de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^
E to a polynomial of the
same degree de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^
T with constant values along lines orthogonal
to the edge
^
E. Then, we dene the extension operator
P
E
: P
i
(E)!
P
i
(!
E
) which extends a polynomial of degree i dened on the edge
E to a piecewise polynomial of the same degree dened on !
E
by
patching the two operators:
P
E
(:)j
T
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=
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P
^
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]
j
^
E

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Besides, we denote by I
h
: V! V
h
the quasi-interpolation opera-
tor of Clement [7] which satises the following approximation prop-
erties [6]:
Lemma 1 Let T 2T
h
and E2
E
h
be arbitrary, then
j v   I
h
v j
l;T
- h
k l
T
j v j
k;~!
T
; 0  l  k  2; 8v 2 H
k
( ~!
T
);(3.1)
k v   I
h
v k
0;E
- h
E
k 
1
2
j v j
k;~!
E
; 1  k  2; 8v 2 H
k
( ~!
E
); (3.2)
j I
h
v j
k;T
- j v j
k;~!
T
; 1  k  2; 8v 2 H
k
( ~!
T
); (3.3)
where the constants depend only on the smallest angle in the trian-
gulation.
Denition 1We dene

1;S
def
= min

p
Re h
S
;
1
p
z

; S = T 2 T
h
or S = E 2
E
h
; (3.4)
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Lemma 2 Let T 2T
h
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; 8
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Proof. The proof is a consequence of inequality (3.1) of Lemma 1
and denition (2.6). 2
Lemma 3 Let E2
E
h
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Proof. The proof follows from Lemma 3.1 in [20] and Lemma 1. 2
Denition 2We dene the following useful notation
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:
3.2 Global upper bound
We deal separately with the velocity error

and the pressure error
	
to derive a global upper bound for the error.
Lemma 4 Let T 2T
h
be arbitrary. The following inequality holds
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
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:
Then the thesis comes immediately. 2
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Proposition 1 There exists a positive constant C

such that, for
each k
1
> 0, the following upper bound for the velocity error holds
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Proof. From the continuous momentum equation (2.1) we get:
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Now we take
v
=

as a test function in this equation and we add
to it equation (2.10) with
v
h
= I
h

as a test function. We apply
repeatedly the Cauchy-Schwarz inequality and we use the inequalities
of Lemmas 2, 3, 4, denition (2.6) and Young's inequality to obtain
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
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1
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+
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
:
The thesis follows choosing the constants k
2
; k
3
; k
4
; k
5
; k
6
; k
7
small
enough and recalling that
r

u
= 0. 2
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Proposition 2 There exists a positive constant C
	
such that the fol-
lowing upper bound for the pressure error holds
k
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C
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Æ
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Proof. From the continuous inf-sup condition and equation (3.10)
we get
 k
	
k
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 sup
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2Vnf0g
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
v
)
j
v
j
1
= sup
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2Vnf0g
1
j
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
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
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
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
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v
)g :
Now we bound the supremum of the expression in brackets by the
sum of the suprema of the rst, the second and the remaining terms;
next, we integrate by parts the term  
1
Re
(
r
u
h
;
r
v
) and we add
the discrete version of the momentum equation as before. Finally,
we apply Poincare-Friedrichs inequality, Cauchy-Schwarz inequality,
Lemma 1 and we get
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2
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T
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Æ
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a
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a
k
1
j
u
h
j
1
j
v
j
1
+ k
T
f f k
0
j
v
j
1
g :
Then, it is easy to get (3.11). 2
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With a suitable choice of k
1
, expressions (3.9) and (3.11) may be
merged to get independent upper bounds for

and
	
.
Proposition 3 The following upper bounds hold
jjj

jjj


-
v
u
u
t
X
T2T
h

h
2
T

2
2
+ 
2
1;T

 
1 +

2
T
k
T
a
k
2
1;T
h
2
T
!
k
R
T;h
k
2
0;T
+
v
u
u
t
X
T2T
h

h
2
T

2
2
+ 
2
1;T

Æ
2
T
h
2
T
k
r

u
h
k
2
0;T
+ 
2
k
r

u
h
k
0
+
v
u
u
t
X
E2
E
h;


h
E

2
2
+ 
1;E
p
Re

k
J
E;h
k
2
0;E
+

1

2
+ 
1

(k
T
a
 
a
k
1
j
u
h
j
1
+ k
T
f f k
0
) (3.12)
and
k
	
k
0
- 
2
8
<
:
v
u
u
t
X
T2T
h

h
2
T

2
2
+ 
2
1;T

 
1 +

2
T
k
T
a
k
2
1;T
h
2
T
!
k
R
T;h
k
2
0;T
+
v
u
u
t
X
T2T
h

h
2
T

2
2
+ 
2
1;T

Æ
2
T
h
2
T
k
r

u
h
k
2
0;T
+ 
2
k
r

u
h
k
0
+
v
u
u
t
X
E2
E
h;


h
E

2
2
+ 
1;E
p
Re

k
J
E;h
k
2
0;E
+

1

2
+ 
1

(k
T
a
 
a
k
1
j
u
h
j
1
+ k
T
f f k
0
)

: (3.13)
3.3 Local lower bound
3.3.1 Residual of the momentum equation Now we consider an ar-
bitrary triangle T 2T
h
and we show how the residual of the momen-
tum equation can bound the error from below on T . Let us dene:
w
T
def
=
R
T;h
b
T
, where b
T
is the triangle bubble function. We will also
apply the results collected in the following lemmas:
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Lemma 5 For any T 2 T
h
we have
k
R
T;h
k
2
0;T
 (
R
T;h
;
w
T
)
T
; (3.14)
k
w
T
k
0;T
 k
R
T;h
k
0;T
; (3.15)
k
r
w
T
k
0;T
 h
 1
T
k
w
T
k
0;T
 h
 1
T
k
R
T;h
k
0;T
: (3.16)
Proof. The proof of these inequalities follows the guidelines of [18],
[19], [20]. 2
Lemma 6 The following bound holds
j((
a

r
)

;
w
T
)
T
j - k
a
k
1;T

1;T
h
T
jjj

jjj
T
k
R
T;h
k
0;T
: (3.17)
Proof. We observe that
((
a

r
)

;
w
T
)
T
=   (

; (
a

r
)
w
T
)
T
and
j((
a

r
)

;
w
T
)
T
j  k
a
k
1;T
p
Re jjj

jjj
T
k
R
T;h
k
0;T
;
j(

; (
a

r
)
w
T
)
T
j 
1
p
z
jjj

jjj
T
k
a
k
1;T
h
 1
T
k
R
T;h
k
0;T
so the thesis follows recalling Denition 1. 2
Proposition 4 The following lower bound on each element T holds
h
T
k
R
T;h
k
0;T
-

1
p
Re
+ k
a
k
1;T

1;T
+h
T
p
z

jjj

jjj
T
+ k
	
k
0;T
+h
T

k
T
a
 
a
k
1;T
j
u
h
j
1;T
+ k
T
f f k
0;T

:(3.18)
Proof. We have
(
R
T;h
;
w
T
)
T
=  
1
Re
(4
u
h
;
w
T
)
T
+((
T
a

r
)
u
h
;
w
T
)
T
+
z
(
u
h
;
w
T
)
T
+(rp
h
;
w
T
)
T
  (f;
w
T
)
T
  (
T
f f;
w
T
)
T
Integrating by parts the second order term and subtracting the con-
tinuous momentum equation (2.4), we get
(
R
T;h
;
w
T
)
T
=
1
Re
(
r
;
r
w
T
) + ((
a

r
)

;
w
T
) +
z
(

;
w
T
)
  (
	
;
r

w
T
)+ (((
T
a
 
a
) 
r
)
u
h
;
w
T
)  (
T
f f;
w
T
) :
Next, we introduce the previous bound (3.17) and we apply the
Cauchy-Schwarz inequality and inequalities of Lemma 5. At last, we
obtain (3.18) 2
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3.3.2 Inter-element jumps Next, we show how the jumps
J
E;h
bound
the error from below. We consider an arbitraryE2
E
h;

and we dene:
w
E
def
=
P
E
(
J
E;h
) b
E
, where b
E
is an edge bubble function and
P
E
(:) is
the extension operator. Let T
0
denote any triangle belonging to !
E
.
Lemma 7 For any E 2
E
h;

we have
k
J
E;h
k
2
0;E
 (
J
E;h
;
w
E
)
E
; (3.19)
k
w
E
k
0;T
0
-
p
h
E
k
J
E;h
k
0;E
; (3.20)
k
r
w
E
k
0;T
0
- h
 1
T
k
w
E
k
0;T
0
- h
 
1
2
E
k
J
E;h
k
0;E
: (3.21)
Proof. The proof of these inequalities follows the guidelines of [18],
[19], [20]. 2
Lemma 8 The following bound holds



((
a

r
)

;
w
E
)
!
E



-
X
T
0
!
E
k
a
k
1;T
0

1;T
0
p
h
E
jjj

jjj
T
0
k
J
E;h
k
0;E
: (3.22)
Proof. We start from the identity
((
a

r
)

;
w
E
)
!
E
=   (

; (
a

r
)
w
E
)
!
E
so that using (3.20) and (3.21) we have



((
a

r
)

;
w
E
)
!
E



-
X
T
0
!
E
k
a
k
1;T
0
p
Re jjj

jjj
T
0
p
h
E
k
J
E;h
k
0;E
;



(

; (
a

r
)
w
E
)
!
E



-
X
T
0
!
E
1
p
z
jjj

jjj
T
0
k
a
k
1;T
0
h
 
1
2
E
k
J
E;h
k
0;E
so the thesis follows recalling Denition 1. 2
Proposition 5 The following lower bound on each internal edge E2
E
h
holds
p
h
E
k
J
E;h
k
0;E
-
X
T
0
!
E

1
p
Re
+ k
a
k
1;T
0

1;T
0
+h
E
p
z

jjj

jjj
T
0
+ k
	
k
0;T
0
+h
E

k
T
a
 
a
k
1;T
0
j
u
h
j
1;T
0
+ k
T
f f k
0;T
0
i
: (3.23)
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Proof. We integrate
J
E;h
against
w
E
on E and we apply the diver-
gence theorem. Then, we subtract the continuous momentum equa-
tion (2.4). We get
(
J
E;h
;
w
E
)
E
=
X
T
0
!
E
Z
T
0
r


1
Re
r
u
h
 p
h
I

w
E

d

=
1
Re
(
r
;
r
w
E
)
!
E
+
z
(

;
w
E
)
!
E
  (
	
;
r

w
E
)
!
E
  (
R
T;h
;
w
E
)
!
E
+(((
T
a
 
a
) 
r
)
u
h
;
w
E
)
!
E
+((
a

r
)

;
w
E
)
!
E
  (
T
f f;
w
E
)
!
E
: (3.24)
We apply the Cauchy-Schwarz inequality, inequalities (3.20), (3.21)
and (3.22) on (3.24). Then, using (3.19) and relation (3.18) with
h
T
 h
E
, we get the thesis. 2
3.3.3 Residual of the continuity equation Finally, we consider again
an arbitrary T 2T
h
and we show how the residual of the continuity
equation bounds from below the error for the velocity on each triangle
T . Let us dene w
T
def
= [
r

u
h
] b
T
.
Proposition 6 The following lower bound on each element T holds
k
r

u
h
k
0;T
-

1;T
h
T
jjj

jjj
T
: (3.25)
Proof. As in the previous cases, we have
k
r

u
h
k
2
0;T
-
p
Re jjj

jjj
T
k
r

u
h
k
0;T
or
k
r

u
h
k
2
0;T
- (
r


;w
T
)
T
-
1
p
z
h
T
jjj

jjj
T
k
r

u
h
k
0;T
;
and this yields the thesis. 2
3.4 Final results
Estimates (3.12) and (3.13) and inequalities

2
T
k
T
a
k
2
1;T
h
2
T

1
4
;
Æ
2
T
h
2
T
 
2
k
T
a
k
2
1;T
 1
suggest the denition of the following a posteriori error estimator on
the element T :
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Denition 3

2
R;T
def
=

h
2
T

2
2
+ 
2
1;T

k
R
T;h
k
2
0;T
+


2
2
+

h
2
T

2
2
+ 
2
1;T


2
k
T
a
k
2
1;T

k
r

u
h
k
2
0;T
+
1
2
X
E2
E
(T )\
E
h;


h
E

2
2
+ 
1;E
p
Re

k
J
E;h
k
2
0;E
: (3.26)
Now we collect the results of all the previous subsections. In the
following theorem we introduce a strictly positive parameter 
3
that
we will exactly dene in the sequel.
Theorem 2 There exists a constant C
"
such that, for each 
3
> 0,
the global upper bound holds

3
jjj

jjj


+ k
	
k
0
 C
"
(
3
+
2
)
8
<
:
s
X
T2T
h

2
R;T
+

1

2
+ 
1

(k
T
a
 
a
k
1
j
u
h
j
1
+ k
T
f f k
0
)

: (3.27)
Proof. It follows from estimates (3.12), (3.13) and denition (3.26).
2
Denition 4 Let us dene for each T 2 T
h

4;T
def
=
1
p
Re
+
1;T
k
a
k
1;!
T
+h
T
p
z
: (3.28)
Theorem 3 There exists a constant C
0
#
such that the local lower
bound holds

2
R;T
 C
0
#
((

h
T

2
2
+ 
1;T
p
Re


2
4;T
h
T
+

2
1;T
h
2
T


2
2
+

h
2
T

2
2
+ 
2
1;T


2
k
T
a
k
2
1;T

jjj

jjj
2
!
T
+

h
T

2
2
+ 
1;T
p
Re

1
h
T
k
	
k
2
0;!
T
+

h
T

2
2
+ 
1;T
p
Re

h
T


k
T
a
 
a
k
2
1;!
T
j
u
h
j
2
1;!
T
+ k
T
f f k
2
0;!
T
o
:(3.29)
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Proof. We use denition (3.28) and equations (3.18), (3.23), (3.25).
We combine these equations and we note that

h
2
T

2
2
+ 
2
1;T

1
h
2
T


h
E

2
2
+ 
1;E
p
Re

1
h
E
; 8E 2
E
(T ); 8T 2 T
h
;
via the regularity assumption h
E
 h
T
, we get (3.29). 2
Remark 2 Here we have not considered the modied edge bubble func-
tions used in [19] and [20] because these functions give no advantage
due to the presence of the pressure term in the momentum equation
(2.1). In fact, the modied edge bubble functions depend on a parame-
ter 
T
 1 that can be chosen to balance the dierent contributions of
the velocity terms to the lower bound of the error estimator. But, to
balance the contribution of the pressure term we should take 
T
 1,
so the best choice results in 
T
= 1 which corresponds to the classical
denition of the edge bubble functions.
Now we will investigate the expressions that appear in (3.29). At
rst, let us dene ~
def
=
1
p
Re
p
z
.
Denition 5 For each triangle T 2 T
h
, let us dene

2
5;T
def
=

h
T

2
2
+ 
1;T
p
Re

1
h
T
: (3.30)
The parameter 
2
5;T
as a function of h
T
 1 has the constant value

2
5
def
=
1

2
2
+ Re on the interval (0; ~] and then it strictly decreases
(see Figure 3.1); thus, 
2
5
is the absolute maximum of 
2
5;T
. We also
dene the following quantity on the considered triangulation T
h

2
5
def
= max
T2T
h

2
5;T
: (3.31)
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Setting

h
def
= min
T2T
h
h
T
; (3.32)
we have 
2
5
= 
2
5
if

h  ~, whereas 
2
5
< 
2
5
if

h > ~.
Denition 6 Let us set

2
6;T
def
= 
2
5;T

2
4;T
+

2
1;T
h
2
T


2
2
+
2

h
2
T

2
2
+
2
1;T

k
T
a
k
2
1;T

: (3.33)
The parameter 
2
6;T
as a function of h
T
takes its maximum value 
2
6
for h
T
= ~ (see Figure 3.2). We dene

2
6
def
=
8
>
>
<
>
:
max
T2T
h

2
6;T
; if
h
< ~;

2
6
; if

h  ~ 
h
;
max
T2T
h

2
6;T
; if ~ <

h :
(3.34)
The following Corollary is based on Theorem 3 and the previous
denitions.
Corollary 1 There exists a constant C
#
such that the local lower
bound

2
R;T
 C
2
#
n

2
6;T
jjj

jjj
2
!
T
+
2
5;T
k
	
k
2
0;!
T
+
2
5;T
h
2
T
k
T
a
 
a
k
2
1;!
T
j
u
h
j
2
1;!
T
+
2
5;T
h
2
T
k
T
f f k
2
0;!
T
o
(3.35)
and the global lower bound
1

5
s
X
T2T
h

2
R;T
 C
#


6

5
jjj

jjj


+ k
	
k
0

+C
#
h
8
<
:
X
T2T
h
k
T
a
 
a
k
2
1;!
T
j
u
h
j
2
1;!
T
+
X
T2T
h
k
T
f f k
2
0;!
T
9
=
;
1
2
(3.36)
hold true.
Now estimate (3.36) suggests the following choice for the, up to
now, generic constant 
3
which appears in (3.27).
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Denition 7 Let us dene

2
3
def
=
8
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
:

1
p
Re
+ k
a
k
1;

p
Re
h
+
h
p
z

2
+
Re
4
2
1 +Re
2
2
+
2
k
T
a
k
2
1;

Re
h
2
; if
h
< ~;

1
p
Re
+ k
a
k
1;

p
Re ~+ ~
p
z

2
+
Re
4
2
1 +Re
2
2
+
2
k
T
a
k
2
1;

Re~
2
; if

h  ~ 
h
;

1
p
Re
+
k
a
k
1;

p
z
+

h
p
z

2
+

4
2
z

h
2
+
2
2
p
z
Re

h
+
2
k
T
a
k
2
1;

z

h
2
+
2
2
z

z

h
2
+
2
2
p
z
Re

h

; if

h > ~:
(3.37)
The parameter 
2
3
is dened such that the inequality

2
6

2
5
 
2
3
holds
true. The behaviour of 
2
3
as a function of h
T
and Re is shown in
Figures 3.3 and 3.4.
Corollary 1 and Denition 3.37 yield the following corollary.
Corollary 2 There exists a constant C
#
such that the following global
lower bound holds
1

5
s
X
T2T
h

2
R;T
 C
#
(
3
jjj

jjj


+ k
	
k
0
)
+C
#
h
8
<
:
X
T2T
h
k
T
a
 
a
k
2
1;!
T
j
u
h
j
2
1;!
T
+
X
T2T
h
k
T
f f k
2
0;!
T
9
=
;
1
2
: (3.38)
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4 Equivalence between the true error and the error
estimator
Now we dene the true error for our problem
t:e:
def
= 
3
jjj

jjj


+ k
	
k
0
(4.1)
and we dene the global error estimator



def
=
s
X
T2T
h

2
R;T
: (4.2)
For a practical and simple use of the error estimator in the construc-
tion of a sequence of adapted Delaunay triangulations, we assume
that the data f ,
a
are interpolated by polynomials 
T
f , 
T
a
of
degree n
1
; n
2
 1 respectively, satisfying the following estimates:
k
T
f f k
0;!
T
- h
n
1
+1
T
j f j
n
1
+1;!
T
; (4.3)
k
T
a
 
a
k
0;1;!
T
- h
n
2
+1
T
j
a
j
n
2
+1;1;!
T
: (4.4)
We assume that n
1
; n
2
are large enough and h
T
, 8T 2 T
h
, is small
enough so that the errors due to the approximation appearing in
inequalities (3.27), (3.38) can be made negligible with respect to the
global error estimator 


. For this topics we refer to [1], [12]. Then,
inequalities (3.27), (3.38) imply the following proposition.
Proposition 7 Under the above assumption on the data approxima-
tion, there exist two constants c and C, dependent upon the constants
C
"
and C
#
, such that the following bounds for the true error in terms
of the global error estimator hold
c
1

5



 
3
jjj

jjj


+ k
	
k
0
 C (
3
+
2
) 


: (4.5)
The eectivity index [1]
e:i:
def
=




3
jjj

jjj


+ k
	
k
0
(4.6)
plays a fundamental role in the study of the equivalence relation
between the error estimator and the true error. We have the following
bounds for the inverse of the eectivity index
c
1

5

1
e:i:
 C (
3
+
2
) : (4.7)
In the optimal situation the two bounds in (4.7) should be indepen-
dent of any mesh-size.
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5 Sensitiveness to the problem parameters
Due to the complexity of the denitions of the coeÆcients 
2
; 
3
and

5
, we study a case of particular interest and we make all the consider-
ations for it. First of all we x
z
 1, Re  1 and we recall Remark 1.
Moreover we assume  = 0 (Æ
T
= 0). We are interested in observ-
ing the behaviour of the coeÆcients 
2
; 
3
and 
5
when Re becomes
very large and

h becomes small. Under the previous hypotheses, it
is easy to get: 
2
=
O
(1); 
3
=
O
(1); 
5
=
O
(
p
Re); 
5
=
O

4
p
Re min
n
4
p
Re;
1
p

h
o
: Hence, the double inequality (4.7) be-
comes
c
1
4
p
Re
max

1
4
p
Re
;
p

h

-
1
e:i:
- C; (5.1)
showing a moderate loss of robustness of our estimates when Re be-
comes very large.
The case with
z
= 0 and Re  1 was considered in [3]. The
corresponding result in the current setting is
c
1
p
Re
-
1
e:i:
- C
p
Re: (5.2)
We note the improvement of robustness due to the presence of the
zero-order term.
Remark 3 The lower bound in (5.1) involves

h, so it is not indepen-
dent of the mesh-size. This is a consequence of our denitions (3.31),
(3.34) and (3.37) for the quantities 
2
5
, 
2
6
and 
2
3
. Another possibility
is to set 
2
5
= 
2
5
, 
2
6
= 
2
6
(i.e., take the largest values independently
of any mesh-size) and 
2
3
=

2
6

2
5
. In this case we have
c
1
p
Re
-
1
e:i:
- C : (5.3)
This bound is independent of the mesh-size, but is less sharp than
(5.1) for high Reynolds numbers.
In the next subsections we want to perform some numerical inves-
tigations on the bounds of the estimates (4.5), (4.7).
5.1 The test problem
In order to test our error estimator we consider problem (2.1), (2.2)
in the unit box 

def
= (0; 1)
2
with homogeneous boundary conditions.
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We dene the vector eld
a
= [a
1
; a
2
] as follows:
a
1
(x; y)
def
=
 
1 cos
 
2
 
e
R
1
x
 1

e
R
1
  1
!!
sin
 
2
 
e
R
2
y
 1

e
R
2
  1
!
R
2
2
e
R
2
y
(e
R
2
 1)
;
a
2
(x; y)
def
=  sin
 
2
 
e
R
1
x
 1

e
R
1
  1
! 
1 cos
 
2
 
e
R
2
y
 1

e
R
2
 1
!!
R
1
2
e
R
1
x
(e
R
1
 1)
where R
1
, R
2
are two strictly positive real parameters. With a suit-
able choice of f = [f
1
; f
2
], the solution [
u
; p] of the problem is
u
1
(x; y) = a
1
(x; y);
u
2
(x; y) = a
2
(x; y);
p(x; y) = R
1
R
2
sin
 
2
 
e
R
1
x
 1

e
R
1
  1
!
sin
 
2
 
e
R
2
y
 1

e
R
2
  1
!

e
R
1
x
e
R
2
y
(e
R
1
 1) (e
R
2
 1)
:
The velocity eld of this solution is similar to a counterclockwise vor-
tex in a unit-box (see Figures 5.1, 5.2). Playing with the parameters
R
1
and R
2
we can move the centre of this vortex that has coordi-
nates x
0
=
1
R
1
log

e
R
1
+1
2

and y
0
=
1
R
2
log

e
R
2
+1
2

. Increasing R
1
,
the centre goes rapidly towards the right-hand vertical side, whereas
increasing R
2
it approaches the top edge.
Every numerical result that we shall present is obtained using con-
tinuous linear nite elements for both velocity and pressure. More-
over, every integral needed to set up the linear system is computed
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assuming n
1
= n
2
= 3 in (4.3), (4.4); this is achieved by computing
the integrals with suitable quadrature formulas on each triangle. A
quadrature formula of order 5 on each element is used for comput-
ing the norms in the true error. The parameter  appearing in the
stabilizing parameter Æ
T
in (2.10) is set to 0.
5.2 Numerical results on uniform triangulations
We study how the eectivity index e:i:, varies with respect to the
mesh-size and the Reynolds number on a uniform grid. In our test
problem we consider the forcing function that corresponds to the
solution which has the centre of the vortex on the horizontal line
y
0
= 0:5125 (R
2
= 0:1) and the distance from the right-hand vertical
wall equal to
1
4
p
Re
. We report the behaviour of 
4
+ 
3
,
1
e:i:
,
1

6
on
uniform grids with respect to

h =
h
in Figures 5.3, 5.5, 5.7 and with
respect to Re in Figures 5.4, 5.6, 5.8. We see that the dependence of
1
e:i:
on the Reynolds number is not far from
1

6
as expected for the
lower bound in (4.7). Figures 5.9, 5.10 show the direct comparison of
the upper bound 
3
+
2
, of the lower bound
1

5
with respect to
1
e:i:
,
for the coarsest and the nest uniform grids we consider. The parallel
behaviour of
1
e:i:
and
1

5
, shown in these gures, conrm our opinion
that the asymptotic behaviour of
1
e:i:
, for Re becoming very large, is
close to the one predicted by the lower bound of (4.7). We note that
our estimates are not robust because the coeÆcients depend on the
Reynolds number, but we can say that they are sharp because for
our test problem the dependence of
1
e:i:
upon Re is very close to the
dependence of
1

5
upon the Reynolds number.
6 Comparisons with error estimators for
reaction-convection-diusion problems
We like to apply the principles of our analysis to the reaction-convec-
tion-diusion equation and compare the results so obtained to the
analogous ones derived in [20]. Here, we specialize the analysis of
Subsection 3.3 to the following problem
 
1
Pe
4u+
a
ru+
z
u = f; in 
; (6.1)
u = 0 on @
; (6.2)
where Pe  1 is the Peclet number;
z
2 L
1
(
);
a
2 [H
1
(
)]
2
\
[L
1
(
)]
2
with
r

a
= 0 in 
; k a k
1
=
O
(1); k
z
k
1
=
O
(1); f 2
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L
2
(
). The discrete model includes a SUPG stabilization [9] like for
the previous problems: Find u
h
2V
h
such that 8v
h
2 V
h
1
Pe
(ru
h
;rv
h
)+ (
a
ru
h
; v
h
)+ (zu
h
; v
h
)
+
X
T2T
h

T

 
1
Pe
4u
h
+
a
ru
h
+zu
h
;
a
rv
h

T
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3
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2
,
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e:i:
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1

5
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Re,
h
= 5:5243E   03
= (f; v
h
)+
X
T2T
h

T
(f;
a
rv
h
)
T
: (6.3)
Following [9], we set 
T
def
= m
k
h
2
T
4
Pe if 0  m
k
k
a
k
1;T
h
T
Pe
2
< 1,
whereas 
T
def
=
h
T
2 k
a
k
1;T
if m
k
k
a
k
1;T
h
T
Pe
2
 1 where m
k
is dened
in Subsection 2.2. For the sake of simplicity, we do not consider any
approximation of the convective velocity
a
and of the function
z
.
Moreover the function f is not approximated for solving the problem.
We will consider an approximation of f only in the denition of the
element residual bubble function w
T
. This is to make comparisons
with [20] as easy and direct as possible.
Let us dene our energy norm for the solution u on !  
 in the
following manner:
jjj u jjj
2
!
def
=
1
Pe
ju j
2
1;!
+ k u k
2
0;!
: (6.4)
Remark 4 Denition (6.4) does not include any dependence on
z
, fol-
lowing [20] and dierently from (2.6); this is justied by the assump-
tion k
z
k
1
=
O
(1).
Denition 8 Let us set

1;S
def
= min
n
p
Pe h
S
; 1
o
; S = T 2 T
h
or S = E 2
E
h
:
We give the denitions of the equation-residual R
T
(u
h
) and of the
stress-jump J
E
(u
h
) for this reaction-convection-diusion problem.
Denition 9
R
T;h
def
=  
1
Pe
4u
h
+
a
ru
h
+
z
u
h
 
T
f




T
;
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J
E;h
def
=
1
Pe

@u
h
@ n^
E

E
:
Denition 10 Let us introduce the error indicator

2
R;T
def
= 
2
1;T
kR
T;h
k
2
0;T
+
1
2
X
E2
E
(T )\
E
h;


1;E
p
Pe k J
E;h
k
2
0;E
: (6.5)
6.1 Global upper bound
Following the guidelines of Section 3.2, one gets the same upper
bound for the error as in [20]:
jjju
h
  u jjj


-
s
X
T2T
h

2
R;T
+
8
<
:
X
T2T
h

2
1;T
k
T
f f k
2
0
9
=
;
1
2
: (6.6)
6.2 Local lower bound
Now following the same analysis of Subsection 3.3 applied to this
problem we nd how 
R;T
bounds the error from below.
Denition 11 Let us dene for each T 2 T
h

4;T
def
=
1
p
Pe
+
1;T
k
a
k
1;!
T
+h
T
k
z
k
1;!
T
: (6.7)
Then we have the following proposition:
Proposition 8 The following local lower bound holds

2
R;T
-
p
Pe

1;T
h
T

2
4;T
jjju
h
  u jjj
2
!
T
+
1;T
h
T
p
Pe k
T
f f k
2
0;!
T
: (6.8)
We dene
C
2
1;T
def
=
p
Pe

1;T
h
T

2
4;T
(6.9)
and we write the lower bound (6.8) as

2
R;T
-
C
2
1;T
jjju
h
  u jjj
2
!
T
+
1;T
h
T
p
Pe k
T
f   f k
2
0;!
T
: (6.10)
We compare this inequality with the equivalent one given in [20]

2
R;T
-
C
2
2;T
jjju
h
  u jjj
2
!
T
+
2
1;T
k
T
f   f k
2
0;!
T
; (6.11)
where
C
2;T
def
= 1 + 
1;T
k
a
k
1;!
T
p
Pe+ k
z
k
1;!
T
: (6.12)
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Remark 5 Inequality (6.11) is obtained taking

T
def
= min
n
1
p
Pe h
T
; 1
o
in the denition of the modied edge bubble function [20]. This choice
is done with the target to make the contribution of convection to the
loss of robustness (
C
2;T
) as close to 1 as possible. If one does not apply
integration by parts in the proof of inequality (3.17) but simply takes
j(
a

r
(u
h
  u); w
T
)j  k
a
k
1;T
p
Pe jjju
h
  u jjj
T
kw
T
k
0;T
(and one proceeds similarly in proving inequalities (3.22)), then one
needs the modied cut-o bubble functions to get (6.11).
We consider the comparison between
C
1;T
and
C
2;T
very inter-
esting for analyzing the robustness of our estimates. The dierence
between the two factors multiplying the term k
T
f   f k
2
0;!
T
in the
two previous equations is less interesting; indeed, we assume to choose
the approximation 
T
f such that the data approximation terms are
negligible with respect to the error indicator.
It is easy to verify that
C
1;T
 1+ k
z
k
1;T
+Pe
T
and
C
2;T
 1+ k
z
k
1;T
+Pe
T
;
where Pe
T
def
= k
a
k
1;T
h
T
Pe is the local mesh-Peclet number.
Figures 6.1, 6.2 allow us to compare
C
1;T
,
C
2;T
and 1+k
z
k
1;T
+Pe
T
.
We observe that our analysis leads to an estimate as sharp as the one
given in [20] even if we do not take advantage of the modied cut-o
functions. Furthermore, we note a slight improvement in the numer-
ical values of the coeÆcients.
Going back to the Oseen problem, we conclude that the estimates
derived in Subsections 3.2, 3.3 for the chosen energy-like norm of the
error in the velocity are qualitatively as sharp as the ones given in
[20] for the scalar reaction, convection and diusion equation.
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7 Divergence-free projection
In order to discuss the sharpness of our estimate (3.18) with respect to
the error in pressure and the eect of the incompressibility constraint
alone, we propose to consider the following model problem, obtained
from our Oseen model by setting Re =1,
a
=
0
,
z
= 1 and enforcing
admissible boundary conditions:
u
+rp = f; in 
; (7.1)
r

u
= 0; in 
; (7.2)
u
 n^ = 0; on @
: (7.3)
The problem can be written in two dierent variational formulations.
To this end, we introduce the space H
0
(div;
) = f
v
2

L
2
(
)

2
:
r

v
2 L
2
(
) and
v
 n^ = 0 on @
g (see, e.g. [4], [10]), equipped with
the norm k
v
k
div
=

k
v
k
2
0
+ k
r

v
k
2
0

1
2
.
The rst variational formulation of (7.1)-(7.3) we consider is the
closest one to the formulation used for the previous problems:
Find [
u
; p]2H
0
(div;
)L
2
0
(
) such that
(
u
;
v
)  (p;
r

v
) = (f;
v
); 8
v
2 H
0
(div;
); (7.4)
(q;
r

u
) = 0; 8q 2 L
2
0
(
) : (7.5)
Note that
u
is precisely the orthogonal projection of f upon the closed
subspace of H
0
(div;
) of the divergence-free vector elds. As usual,
p can be interpreted as the Lagrange multiplier associated with the
divergence-free constraint. The variational formulation (7.4), (7.5) is
also related to the mixed formulation of the Poisson problem for p
(see, e.g., [4], Chapter IV).
Problem (7.1)-(7.3) can also be formulated as follows:
Find [
u
; p]2

L
2
(
)

2
[H
1
(
)\L
2
0
(
)] such that
(
u
;
v
) + (rp;
v
) = (f;
v
); 8
v
2

L
2
(
)

2
; (7.6)
(rq;
u
) = 0; 8q 2 H
1
(
)\L
2
0
(
) : (7.7)
Note that, here, the boundary condition (7.3) is enforced as a natural
boundary condition, implicitly in (7.7) after integration by parts of
(7.2).
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7.1 Well-posedness of the continuous problem
Well-posedness of problem (7.4), (7.5) follows from classical condi-
tions on saddle-point problems. Precisely, the bilinear form a(
u
;
v
) =
(
u
;
v
) is trivially coercive, with respect to the H
0
(div;
)-norm, on the
subspace K
def
=

v
2 H
0
(div;
) : (q;
r

v
) = 0; 8q 2 L
2
(
)
	
:
Here, we recall a Poincare-Friedrichs inequality for zero mean
value functions:
k q k
0
- krq k
0
; 8q 2 H
1
(
) such that
Z


qd
 = 0: (7.8)
Moreover, we have the following lemma [10]:
Lemma 9 On the space H
0
(div;
)L
2
0
(
), the bilinear form b(q;
v
)=
 (q;
r

v
) satises the following inf -sup condition
sup
v
2H
0
(div;
) nf0g
(q;
r

v
)
k
v
k
div

1

k q k
0
; 8q 2 L
2
0
(
) : (7.9)
As a consequence, the solution of (7.4), (7.5) satises the estimate
k
u
k
div
+ k p k
0
- k f k
0
: (7.10)
Remark 6 From equation (7.1), we get rp = f  
u
2 L
2
(
), whence
p 2 H
1
(
) with k p k
1
- k f k
0
.
We can easily get the well-posedness of problem (7.6), (7.7). In
fact, the bilinear form a(
u
;
v
) = (
u
;
v
) is trivially coercive on L
2
(
).
Moreover the form b(q;
v
) = (rq;
v
) trivially satises an inf -sup con-
dition on

L
2
(
)

2
[H
1
(
)\L
2
0
(
)], indeed
krq k
0
= sup
v
2[L
2
(
)]
2
nf0g
(rq;
v
)
k
v
k
0
: (7.11)
Finally, the solution of (7.6), (7.7) satises the estimate
k
u
k
0
+ krp k
0
- k f k
0
: (7.12)
7.2 Discretization and a priori estimates
Now we introduce a nite dimensional approximation of the varia-
tional problem (7.4), (7.5). Let V
h
 H
0
(div;
) and Q
h
 L
2
0
(
)
be nite dimensional subspaces of continuous piecewise polynomial
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functions on a triangulation T
h
. We consider the following stabilized
problem: Find [
u
h
; p
h
] 2 V
h
Q
h
such that 8[
v
h
; q
h
] 2 V
h
Q
h
(
u
h
;
v
h
)  (p
h
;
r

v
h
)+
X
T2T
h
Æ
T
(
r

u
h
;
r

v
h
)
T
= (
T
f;
v
); (7.13)
(q
h
;
r

u
h
) +
X
T2T
h

T
(
u
h
+
r
p
h
 
T
f;rq
h
)
T
= 0; (7.14)
where Æ
T
 0 and 
T
> 0 are stabilization parameters whose deni-
tion will be discussed below.
Remark 7 The present discrete formulation diers from the discrete
formulation given in [5]. Therein the authors assume to use a con-
tinuous subspace V
h
 H
0
(div;
), but such that the couple V
h
; Q
h
of the discrete subspaces satisfy a discrete inf   sup condition. Do-
ing so they do not need the terms multiplied by 
T
to circumvent
the Babuska-Brezzi condition. Moreover, they choose the parameter
Æ
T
= 1 to get the needed coercivity of the bilinear form a
h
(
u
h
;
v
h
) =
(
u
h
;
v
h
)+
P
T2T
h
Æ
T
(
r

u
h
;
r

v
h
)
T
in the space V
h
. Here we need
the terms multiplied by 
T
to circumvent the discrete inf   sup con-
dition.
Remark 8 We will use continuous nite element spaces V
h
, Q
h
, so we
have V
h


L
2
(
)

2
, Q
h
 [H
1
(
)\L
2
0
(
)] as well and thanks to the
boundary condition (7.3) the stabilized discretization (7.13), (7.14)
is also a discrete formulation of problem (7.6), (7.7).
7.2.1 Stability of the discrete stabilized problem In order to prove the
well-posedness of the stabilized discrete problem, we choose
v
h
=
u
h
in (7.13), q
h
= p
h
in (7.14) and we sum the two equations, then we
apply the Cauchy-Schwarz and Young inequalities:
k
u
h
k
2
0
+
X
T2T
h
Æ
T
k
r

u
h
k
2
0;T
+
X
T2T
h

T
krp
h
k
2
0;T
= (
T
f;
u
h
)
 
X
T2T
h

T
(
u
h
;rp
h
)
T
+
X
T2T
h

T
(
T
f;rp
h
)
T

1
2k
1
k
T
f k
2
0
+
k
1
2
k
u
h
k
2
0
+
X
T2T
h
1
2k
2

T
k
u
h
k
2
0;T
+
X
T2T
h
k
2
2

T
krp
h
k
2
0;T
+
X
T2T
h
1
2k
3

T
k
T
f k
2
0;T
+
X
T2T
h
k
3
2

T
krp
h
k
2
0;T
: (7.15)
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Choosing k
1
=k
2
=k
3
=
2
3
and assuming max
T2T
h

T

4
9
, we easily get
k
u
h
k
2
0
+
X
T2T
h
Æ
T
k
r

u
h
k
2
0;T
+
X
T2T
h

T
krp
h
k
2
0;T
- k
T
f k
2
0
: (7.16)
Remark 9 We note that the stability condition of the discrete formu-
lation does not x any upper bound for 
T
dependent on the local
mesh-size h
T
dierently from [8], [9]; here we have only an upper
constraint of the type max
T2T
h

T
= O(1).
Assumption 4 From now on we set 
T
def
=  and Æ
T
def
= Æ, 8T 2 T
h
.
Proposition 9 Assuming  
4
9
the following uniform stability esti-
mate for the discrete formulation (7.13), (7.14) holds true
k
u
h
k
2
0
+Æ k
r

u
h
k
2
0
+ krp
h
k
2
0
- k
T
f k
2
0
: (7.17)
Finally, if we consider e.g.  =
4
9
and either Æ = 0 or Æ = 1, we
write explicitly the uniform stability estimates k
u
h
k
0
+ krp
h
k
0
-
k
T
f k
0
or k
u
h
k
div
+ krp
h
k
0
- k
T
f k
0
; respectively. Then, by
standard arguments, a priori error estimates in the norms in which
stability is stated can be obtained.
7.3 A posteriori estimates
Here we want to investigate the robustness of an error estimator
very close to the error estimators used before, when we are using
dierent norms for the true error. For this reason, sometimes, we
switch between the two variational formulations of the continuous
problem (see Remark 8). Again, we deal separately with the velocity
error

and the pressure error
	
.
Let us dene
R
T;h
def
=
u
h
+
r
p
h
 
T
f j
T
.
Proposition 10 Under the assumptions of the continuous problems
(7.4)-(7.5), (7.6)-(7.7) and the discrete problem (7.13)-(7.14), there
exist a positive constant C

such that, for each positive constant k
1
,
we have
k

k
0
 C


1
p
k
1
kr
	
k
0
+
p
k
1
k
r

u
h
k
0
+
s
X
T2T
h
k
R
T;h
k
2
0;T
+ k
T
f f k
0
9
=
;
: (7.18)
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Proof. From the continuous equation (7.4) we get
(

;
v
)  (
	
;
r

v
) = (
u
h
;
v
)  (p
h
;
r

v
)  (f;
v
); 8
v
2 V: (7.19)
We take
v
=

as a test function and we proceed similarly to the proof
of Proposition 1, using the fact that p
h
and
u
h
are continuous func-
tions in 
, [n^ 

]
E
= 0; 8E 2
E
h;

and n^ 

= 0 on @
 to conclude
that
P
T2T
h
(n^ p
h
;

)
@T
= 0. Moreover, we use Cauchy-Schwarz's and
Young's inequalities. Then, applying (7.8) we get (7.18). 2
Proposition 11 Under the assumptions of the continuous problem
(7.6), (7.7) and the discrete problem (7.13), (7.14) we have
kr
	
k
0
 k

k
0
+
s
X
T2T
h
k
R
T;h
k
2
0
+ k
T
f f k
0
: (7.20)
Proof. From the inf -sup condition (7.11) and equation (7.6) we
have:
kr
	
k
0
= sup
v
2[L
2
(
)]
2
nf0g
(r
	
;
v
)
k
v
k
0
 k

k
0
+ sup
v
2[L
2
(
)]
2
nf0g
1
k
v
k
0
8
<
:
X
T2T
h
(
R
T;h
;
v
)
T
+(
T
f f;
v
)
9
=
;
:
Then, we get (7.20). 2
Denition 12 Let us dene the residual-based a posteriori error es-
timator on the triangle T 2 T
h
:

2
R;T
def
= k
R
T;h
k
2
0;T
+ k
r

u
h
k
2
0;T
: (7.21)
Theorem 5 Under the assumptions of the continuous problems (7.4)-
(7.5), (7.6)-(7.7) and the discrete problem (7.13)-(7.14), there exists
a constant C
"
depending on the smallest angle of the triangulation
and independent of any mesh size such that the following global up-
per bound holds
k

k
div
+ kr
	
k
0
 C
"
(


+ k
T
f f k
0
) : (7.22)
Proof. Using inequalities (7.18), (7.20) and suitably choosing the
constant k
1
, we get the global upper bound for the error

inde-
pendent of
	
. Then using inequality (7.20) we get the global upper
bound for the error
	
. Recalling the denition of the global error
estimator (4.2) and collecting the previous results, denition (7.21)
and k
r


k
0
= k
r

u
h
k
0
we get the thesis. 2
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7.3.1 Local lower bounds As in Section 3.3, for T 2T
h
let us dene
w
T
def
=
R
T;h
b
T
, where b
T
is the usual bubble function on the triangle.
Proposition 12 Under the assumptions of the continuous problem
(7.1)-(7.3) and the discrete problem (7.13), (7.14) we have
k
R
T;h
k
0;T
- k

k
0;T
+
1
h
T
k
	
k
0;T
+ k
T
f f k
0;T
(7.23)
and
k
R
T;h
k
0;T
- k

k
0;T
+ kr
	
k
0;T
+ k
T
f f k
0;T
: (7.24)
Proof. First we use inequalities (3.14)-(3.16), then we observe that
(
R
T;h
;
w
T
)
T
= (

;
w
T
)
T
  (
	
;
r

w
T
)
T
  (
T
f f;
w
T
)
T
: (7.25)
Then, from (3.16) we obtain (7.23). Applying an integration by parts
of the term (
	
;
r

w
T
) in (7.25), we get (7.24). 2
Moreover we can show how the residual of the continuity equation
bounds from below the error for the velocity on T in the L
2
-norm.
We set w
T
def
= [
r

u
h
] b
T
and we have
k
r

u
h
k
2
0;T
- k

k
0;T
krw
T
k
0;T
- k

k
0;T
1
h
T
k
r

u
h
k
0;T
;
thus we nd
k
r

u
h
k
0;T
-
1
h
T
k

k
0;T
: (7.26)
Remark 10 If we want to control the error measured by one of the two
norms k

k
0
+ k
	
k
0
or k

k
0
+ kr
	
k
0
we can apply the inverse
inequality (7.26) on each element T .
Then, we recall denition (3.32) and we collect the previous results
in the following theorem:
Theorem 6 There exist four constants C
#;1
, C
#;2
, C
#;3
and C
#;4
de-
pending on the smallest angle of the triangulation and independent of
any mesh size such that the global lower bounds holds

h 


 C
#;1
 
k

k
0
+ k
	
k
0
+

h k
T
f f k
0

; (7.27)

h 


 C
#;2
 
k

k
div
+ k
	
k
0
+

h k
T
f f k
0

; (7.28)

h 


 C
#;3
 
k

k
0
+ kr
	
k
0
+

h k
T
f f k
0

; (7.29)



 C
#;4
(k

k
div
+ kr
	
k
0
+ k
T
f f k
0
) : (7.30)
32 Stefano Berrone
7.4 Numerical results
In this section we use again the hypotheses of Section 4 about the
approximation of the data. From Theorems 5 and 6 we easily get
that measuring the true error by one of the norms k

k
0
+ k
	
k
0
,
k

k
div
+ k
	
k
0
or k

k
0
+ kr
	
k
0
yields the bounds
c

h 
1
e:i:
 C (7.31)
for the inverse of the eectivity index.
Instead, if we dene the true error as t:e:
def
= k

k
div
+ kr
	
k
0
;
then we have
c 
1
e:i:
 C : (7.32)
So, we have found the most appropriate norm for measuring the er-
ror in the solution of problem (7.1), (7.3), since it yields robust a
posteriori estimates.
In order to test our error estimators, we consider problem (7.1),
(7.2) in the unit square with boundary condition (7.3). We choose the
forcing function f = [f
1
; f
2
] such that the solution [
u
; p] of the prob-
lem is the same as the one described in Subsection 5.1. In this case we
x R
1
= R
2
= 0:3. We consider two dierent grids: a structured uni-
form grid (Figure 7.1) and a quasi uniform unstructured grid (Figure
7.2). Finer grids are obtained splitting each triangle in four similar
triangles for both grids. In Figures 7.3-7.6 we report the behaviour of
1=e:i: versus

h for the errors measured in the four norms considered
in the previous subsection. We consider both the stabilization cases
Æ = 0 and Æ = 1 with  = 4=9. The numerical results conrm our
theoretical estimates. Indeed, if we measure the error in the norm
k

k
div
+ kr
	
k
0
, the inverse of the eectivity index is always close
to 1 when

h tends to 0. If we measure the error in any other norm
we always have, at least, one case for which the inverse of the eec-
tivity index tends to 0 when

h tends to 0. Note that setting Æ = 0
the \good" norms are those that include the term k

k
div
(see Fig-
ures 7.3, 7.4). Conversely setting Æ = 1 the \good" norms are those
that include the term kr
	
k
0
(see Figures 7.5, 7.6).
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