Abstract. An existence result of the Filippov type for the mild solutions of a class of nonconvex second-order integrodifferential inclusions is obtained. By using a selection theorem due to Bressan and Colombo concerning the existence of continuous selections of lower semicontinuous set-valued maps with decomposable values, we obtain the existence of mild solutions continuously depending on a parameter for the problem considered. Based on this result, we deduce the existence of a continuous selection of the solution set of the problem considered.
INTRODUCTION
In this paper we study second-order integro-differential inclusions of the form x (t) ∈ A(t)x(t) + t 0 K(t, s)F(s, x(s))ds, x(0) = x 0 , x (0) = y 0 , (1.1)
where F : [0, T ] × X → P(X) is a set-valued map lipschitzian with respect to the second variable, X is a separable Banach space, {A(t)} t≥0 is a family of linear closed operators from X into X that generates an evolution system of operators {S(t, s)} t,s∈[0,T ] , ∆ = {(t, s) ∈ [0, T ] × [0, T ];t ≥ s}, K(., .) : ∆ → R is continuous and x 0 , y 0 ∈ X. The framework of operators {A(t)} t≥0 that define problem (1.1) was introduced by Kozak [14] and, afterwards, improved by Henriquez [11] . Over the last years, one may see an increasing interest in the study of integro-differential equations and inclusions; see, for instance, [1, 6, 13, 16] and the references therein. Even if there are first-order or second-order integro-differential equations or inclusions, the results are, mainly, concern with existence, uniqueness, controllability or other qualitative properties of the solutions. Most of the results on this topic are based on fixed point techniques. The goal of this paper is to consider a second-order integrodifferential inclusion defined by a relatively new class of operators and to obtain several existence results in the situation when the set-valued map that defines the problem is Lipschitz in the state variable.
In control theory, the infinitesimal properties of the reachable sets may be characterized only by tangent cones in a generalized sense. It is essential to identify such kind of tangent cones existence results like the ones in this paper. Our aim is to show that Filippov's ideas [9] can be suitably adapted in order to prove the existence of mild solutions to problem (1.1). On one hand, using the classical measurable selection theorem of Kuratowsky and Ryll-Nardzewski [15] , we obtain a Filippov type existence result for problem (1.1). In the general theory of differential inclusions, a Filippov type theorem [9] means a results which proves the existence of a solution of a differential inclusion defined by a Lipschitz set-valued map starting from a given "almost" solution. At the same time, the result gives an estimate between the "almost" solution and the solution obtained. The proof of our result follows the general ideas in [9] , where a similar result was proved for semilinear differential inclusions.
On the other hand, using a selection theorem due to Bressan and Colombo [5] concerning the existence of continuous selections of lower semicontinuous set-valued maps with decomposable values, we deduce the existence of mild solutions of problem (1.1) continuously depending on a parameter. The proof of follows the general ideas presented in [6, 8] . This result is, in fact, a continuous (parametrized) version of Filippov theorem for the problem considered.
In [2, 3, 4, 7, 11, 12] , existence results and qualitative properties of mild solutions were obtained for the following problem
with A(.) and F(., .) are as above. On one hand, our results extend some results in [7] obtained for problem (1.2) to the integro-differential framework (1.1). On the other hand, our results extend similar results in [1, 6] obtained for some classes of first-order integro-differential inclusions to second-order integro-differential inclusions.
The paper is organized as follows. In Section 2, we present the notations and definitions which will be used in the sequel. Section 3 and Section 4 are devoted to our main results. Recall that a subset M ⊂ L 1 (J, X) is said to be decomposable if, for any v(·), w(·) ∈ M and any subset B ∈ L (J), vχ B +wχ A ∈ M, where A = I\B. D(J, X) denote the family of all decomposable closed subsets of L 1 (J, X). Let (Λ, d) be a separable metric space. We recall that a multifunction H(·) : Λ → P(X) is said to be lower semicontinuous if, for any closed subset A ⊂ X, {λ ∈ Λ; H(λ ) ⊂ A} is closed. In what follows, {A(t)} t≥0 is a family of linear closed operators from X into X that generates an evolution system of operators {S(t, s)} t,s∈J . One knows from the hypothesis that the domains of A(t) and D(A(t)) are dense in X and are independent of t. Definition 2.1. [11, 14] A family of bounded linear operators S(t, s) : X → X, (t, s) ∈ ∆ := {(t, s) ∈ J × J; s ≤ t} is called an evolution operator of the equation
if the following conditions are satisfied: i) if x ∈ X, (t, s) → S(t, s)x is continuously differentiable and a) S(t,t) = 0, t ∈ J, b) if t ∈ J and x ∈ X, then ∂ ∂t S(t, s)x| t=s = x and
As an example of equation (2.1), one may consider the following problem ( [11] )
where α(.) : J → R is continuous. The problem is modelled in the space X = L 2 (R, C), 2π-periodic 2-integrable functions from R to C and
dτ 2 with domain H 2 (R, C) and the Sobolev space of 2π-periodic functions whose derivatives belong to L 2 (R, C). It is known that A 1 is the infinitesimal generator of strongly continuous cosine functions C(t) on X. In addition, the spectrum of A 1 consists of eigenvalues −n 2 , n ∈ Z with associated eigenvectors u n (τ) =
e inτ , n ∈ N. The set u n , n ∈ N is an orthonormal basis of X. In particular,
The cosine function is given by
with the associated sine function
It remains to define the operator A 2 (t)u = α(t) du dτ with domain D(A 2 (t)) = H 1 (R, C) and put A(t) = A 1 + A 2 (t). In [11] , it was proved that this family generates an evolution operator as in Definition 2.1.
2)
In what follows, we say that (z(.), g(.)) is a trajectory-selection pair of (1.1) if g(.) verifies (2.2) and z(.) is defined by (2.3). The solution set of (1.1) will be denoted by
) is a trajectory-selection pair of (1.1)}.
Next we assume the following hypothesis.
Hypothesis 2.1. (i) There exists an evolution operator {S(t, s)} t,s∈I associated with the family {A(t)} t≥0 .
(ii) There exist m, m 0 ≥ 0 such that
Obviously, condition (2.3) can be rewritten as
where
A FILIPPOV TYPE THEOREM
In what follows, v 0 , w 0 ∈ X, f (.) ∈ L 1 (J, X) and x(.) ∈ C(J, X) is a mild solution of the Cauchy problem (ii) F(., .) : I × X → P(X) has nonempty closed values and, for every x ∈ X, F(., x) is measurable.
where d H (B,C) is the Hausdorff distance between B,C ⊂ X,
The next technical results summarized are well known in the theory of set-valued maps. For their proof, we refer the reader to [10] .
Lemma 3.1. Let X be a separable Banach space. Let G : J → P(X) be a measurable set-valued map with nonempty closed values and f , h : I → X, L :
has a measurable selection. If Hypothesis 3.1 is satisfied and x(.) ∈ C(J, X), then set-valued map t → F(t, x(t)) is measurable.
We are ready now to prove the main results of this section. 
Proof. Consider ε > 0 and set γ(t) = δ + mk 0 T t 0 p(s)ds + εmk 0 T t, z 0 (t) ≡ x(t), g 0 (t) ≡ f (t), t ∈ J. One constructs the sequences z n (.) ∈ C(J, X), g n (.) ∈ L 1 (J, X), n ≥ 1 with the following properties
3)
From (3.1), (3.2) and (3.5), we have, for almost all t ∈ I,
Thus {z n (.)} is a Cauchy sequence in Banach space C(J, X). From (3.5) for almost all t ∈ J, sequence {g n (t)} is Cauchy in X. Using(3.2) and the last inequality, we have
From (3.3), (3.5) and (3.6), we obtain, for almost all t ∈ I,
Denote by z(.) ∈ C(J, X) the limit of the Cauchy sequence z n (.). From (3.7), the sequence g n (.) is integrably bounded. We have already proved that, for almost all t ∈ J, the sequence {g n (t)} is Cauchy in X. Consider g(.) ∈ L 1 (J, X) such that g(t) = lim n→∞ g n (t). Taking the limit, we deduce that (2.2) for almost all t ∈ J. Taking the limit in (3.1) and using theLebesque's dominated convergence theorem, we get (2.4). From (3.6) and (3.7), we obtain the desired estimations. Next, we construct the sequences z n (.), g n (.) with the properties in (3.1)-(3.5). This will be done by induction. Note that the set-valued map t → F(t, x(t)) is measurable with closed values and
From Lemma 3.1, we find g 1 (.) a measurable selection of the set-valued map
Obviously, g 1 (.) satisfies (3.3). Define z 1 (.) as in (3.1) with n = 1. It follows that
Assume that, for some N ≥ 1 z n (.) ∈ C(J, X) and g n (.) ∈ L 1 (J, X), n = 1, 2, ...N satisfy (3.1)-(3.5). We define the set-valued map
From Lemma 3.1, the set-valued map t → F(t, z N (t)) is measurable. From the lipschitzianity of F(t, .), we have that, for almost all t ∈ I, G N+1 (t) = / 0. With the aid of Lemma 3.1, we find a measurable selection g N+1 (.) of F(., z N (.)) such that
. (J).
We define x N+1 (.) as in (3.1) with n = N + 1 and the proof is complete.
A CONTINUOUS VERSION OF THE FILIPPOV'S THEOREM
The the following lemma is essential in the proof of our main results in this section.
with closed values such that G(t, .) is lower semicontinuous for any t ∈ J. Then the set-valued map H(.) : Λ → D(J, X) defined by
has nonempty closed values and is lower semicontinuous iff there exists a continuous mapping q(.) :
has nonempty values. Then G(.) admits a continuous selection. 
Next, We use the following notations L(t) = t 0 l(u)du and 
Proof. We make the following notations ε n (λ ) = a(λ )
Setting z 0 (λ )(t) = x(λ )(t), ∀λ ∈ Λ, we define the set-valued maps H 0 (.), G 0 (.) by
From Lemma 4.2, one finds that set G 0 (λ ) is not empty. Putting F * 0 (t, λ ) = F(t, x(λ )(t)), one has
where p * (.) : Λ → L 1 (J, X) is continuous. From Lemmas 4.1 and 4.2, we find a continuous selection g 0 of G 0 such that g 0 (λ )(t) ∈ F(t, x(λ )(t)) a.e. (J), ∀λ ∈ Λ,
It follows that
As in [6, 8] , we construct the sequences g n (.) : 
We also have
For any λ ∈ Λ, define the set-valued maps
In order to show that G n+1 (λ ) is nonempty, we notice that
is strictly positive and measurable for any λ . Taking into account (4.5), we deduce
From Lemma 4.2, one sees that there exists v(.) ∈ L 1 (J, X) such that v(t) ∈ F(t, z n (λ )(t)) a.e. (J) and
Therefore, G n+1 (λ ) is not empty. Define F * n+1 (t, λ ) = F(t, z n+1 (λ )(t)). We may write
where p * n+1 (.) : Λ → L 1 (J, X) is continuous. Using Lemmas 4.1 and 4.2, we find a continuous function
From (4.4) and d), we deduce
Thus g n (λ )(.), z n (λ )(.) are Cauchy sequences in L 1 (J, X) and C(J, X), respectively. Since the mapping
is continuous, we get that λ → g(λ )(.) is continuous from Λ into L 1 (J, X). As above, (4.6) implies that z n (λ )(.) is Cauchy in C(J, X) locally uniformly with respect to λ . Therefore, λ → z(λ )(.) is continuous from Λ into C(J, X). Note that z n (λ )(.) converges uniformly to z(λ )(.) and d(g n (λ )(t), F(t, z(λ )(t)) ≤ l(t)|z n (λ )(t) − z(λ )(t)| a.e. (J), ∀λ ∈ Λ.
Passing to the limit along a subsequence of g n (.) which converges pointwise to g(.), we find that g(λ )(t) ∈ F(t, z(λ )(t)) a.e. (J), ∀λ ∈ Λ.
Passing to the limit in d), we obtain that On the other hand, adding inequalities c) for all n and using the fact that ∑ i≥1 p i (λ )(t) ≤ ξ (λ )(t), we get
l(t)p l+1 (λ )(t) + p(λ )(t) + ε 0 (λ ) ≤ l(t)ξ (λ )(t) + p(λ )(t) + a(λ ). In a similar way, we obtain from (4.4) that |z n+1 (λ )(t) − x(λ )(t)| ≤ n ∑ l=0 p l (λ )(t) ≤ ξ (λ )(t). Corollary 4.1. Assume that Hypothesis 4.2 is satisfied. Then there exists a function z(., .) : J × X → X 2 such that a) z(., (ξ , η)) ∈ S (ξ , η)), ∀(ξ , η) ∈ X 2 . b) (ξ , η) → z(., (ξ , η)) is continuous from X 2 into C(I, X).
Proof. Taking S = X 2 , b(ξ , η) = ξ , c(ξ , η) = η, ∀(ξ , η) ∈ X 2 , a(.) : X 2 → (0, ∞) an arbitrary continuous function, f (.) = 0, x(.) = 0, p(ξ , η)(t) = p 0 (t), ∀(ξ , η) ∈ X 2 , t ∈ J in Theorem 4.1, we obtain the desired conclusion immediately.
