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Abstract
A general relaxation system which yields compressible and incompressible Euler and Navier–Stokes equa-
tions in the limit is presented. Such a system can be used to set up relaxation schemes that work uniformly
in the above limits. A higher order nonoscillatory upwind spatial discretization and TVD implicit–explicit
method for time integration are considered. Numerical computations are carried out on various test problems.
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1. Introduction
Many kinetic equations or discrete velocity models of kinetic equations yield an approximation of
the compressible or incompressible Euler and Navier–Stokes equations in the limit of small Knudsen
and low Mach numbers. In the present paper a third-order relaxation scheme is presented. The
scheme works uniformly in the compressible and incompressible regime. Nonoscillatory higher order
spatial discretization and implicit–explicit (IMEX) Runge–Kutta schemes for time discretization are
employed. The method we present here is a semi-discrete method and one can apply higher order
time and space discretization to a desired order of accuracy. In addition there is no need to apply
(approximate) Riemann solvers making the method very simple to implement. The nonoscillatory
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upwind method for the convective part of the relaxation system turns in the limit to a higher order
discretization of the nonlinear convective parts of the Huid dynamic equations.
2. Mathematical formulation
Let us consider the following two-dimensional discrete 9-velocity Boltzmann model of Bhatnagar–
Gross–Krook (BGK) type [5]
9tf + v · ∇f =−1 (f − f
eq) =: J (f) (1)
with v∈{c0; : : : ; c8}, ci ∈R2; where c0 = (00) and
c1 =
(
1
0
)
; c2 =
(
0
1
)
; c3 =
(−1
0
)
; c4 =
(
0
−1
)
;
c5 =
(
1
1
)
; c6 =
(−1
1
)
; c7 =
(−1
−1
)
; c8 =
(
1
−1
)
:
Eq. (1) describes the evolution of a particle density f(x; v; t) by free How and interactions through
collisions. Let x= (x; y)T, v= (v1; v2)T and 9t , ∇ denote the time derivative and the space gradient,
respectively. The parameter ¿ 0 is called relaxation time and feq := feq(; u; v) is the equilibrium
distribution. In the isothermal case, feq is given by (see, for example, [14])
feq = 
(
1 + 3u · v − 3
2
|u|2 + 9
2
(u · v)2
)
f∗(v); f∗(ci) =


4
9
; i = 0;
1
9
; i = 1; : : : ; 4;
1
36
; i = 5; : : : ; 8;
where the mass and momentum density are obtained by velocity averages as
(x; t) = 〈f(x; v; t)〉=
8∑
i=0
f(x; ci ; t); u(x; t) = 〈vf(x; v; t)〉=
8∑
i=0
cif(x; ci ; t);
respectively. The equilibrium distribution is constructed in such a way that 〈J (f)〉=0 and 〈vJ (f)〉=0,
reHecting conservation of mass and momentum in the collision process.
In order to obtain a relation between the kinetic Eq. (1) and the Huid dynamic equations, we
introduce the space–time scaling x → x=, t → t=1+, 06 6 1 together with a rescaling of the
mean velocity u → u which is proportional to the Mach number in the incompressible case, see
[2,4,9,14] for details. Applying these transformations in (1) we obtain
9tf +
1

v · ∇f =− 1
1+
(f − feq(; u)) : (2)
Here, (2) consists of nine equations for the occupation numbers f(x; c0; t); : : : ; f(x; c8; t). We trans-
form (2) into an equivalent set of moment equations (see also [4,6,14] for a similar approach) using
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moments based on the following v-polynomials:
P0(v) = 1;
P1(v) =
v1

; P2(v) =
v2

;
P3(v) =
v21
2
− 1
32
; P4(v) =
v1v2
2
; P5(v) =
v22
2
− 1
32
;
P6(v) =
(3|v|2 − 4)v1
3
; P7(v) =
(3|v|2 − 4)v2
3
;
P8(v) =
9|v|4 − 15|v|2 + 2
4
:
Note that 〈P0f〉 =  and 〈P1f〉 = u1, 〈P2f〉 = u2. The second-order moments form a symmetric
tensor, , and the remaining moments are set to q and s as below:
= (1;2) =
(
11 12
12 22
)
=
( 〈P3f〉 〈P4f〉
〈P4f〉 〈P5f〉
)
; q =
( 〈P6f〉
〈P7f〉
)
; s= 〈P8f〉:
Hence equations of mass and momentum conservation are
9t+ div u = 0;
9t(u) + div+
1
32
∇= 0: (3)
Here, the divergence is applied to the rows of . The equation for  is
9t+
2
32
S[u] +
1
3
Q[q] =− 1
1+
(− u ⊗ u); (4)
where
S[u] =
1
2
(
29xu1 9yu1 + 9xu2
9yu1 + 9xu2 29yu2
)
; Q[q] =
(
9yq2 9yq1 + 9xq2
9yq1 + 9xq2 9xq1
)
:
Finally, the third- and fourth-order moments satisfy
9tq +
1
2
div
(
22 212
212 11
)
+
1
6
∇s=− 1
1+
q;
9ts+
4
2
divq =− 1
1+
s: (5)
Altogether, we obtain a hyperbolic system with stiN relaxation terms. The diNusion limit of the above
system is determined as follows: from the momentum equation in (3) we conclude that ∇ tends to
zero as  → 0. Hence,  approaches a constant O (the Boussinesq relation in the isothermal case).
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Writing = O(1 + 32p) and setting O= 1, Eq. (3) transforms into
9tp+
1
32
div u = 0;
9t(u) + div+∇p= 0: (6)
For  → 0, since (5) decouples completely from the other equations (in lowest order) and since
2 div(S[u]) = (+∇ div)u, Eq. (4) yields in lowest order
= u ⊗ u − 23 1−S[u]: (7)
For = 0, we obtain, in lowest order, the isothermal Euler equations
9t+ div(u) = 0;
9t(u) + div(u ⊗ u) +∇p= 0:
If corrections to order  are taken into consideration, we get the compressible Navier–Stokes equations
9t+ div u = 0;
9t(u) + div(u ⊗ u) +∇p= 23 div(S[u]):
For = 1, we obtain the incompressible Navier–Stokes equations as limiting system
div u = 0;
9tu + div (u ⊗ u) +∇p= 3 Pu
The Reynolds number is related to the relaxation time by Re = 3=.
For 0¡¡ 1, we obtain the incompressible Euler equations
div u = 0;
9tu + div(u ⊗ u) +∇p= 0:
To set the discretization, we simplify system of Eqs. (4), (6) and (7); neglect the lower order terms
in Eqs. (4), add several terms on both sides of the equations and introduce an additional equation
for an auxiliary variable w= (w1; w2)T
9tp+ divw=− 1 (1− 
)div u;
9t(u) + div=−(1− )∇p;
9tw+∇a[p] =− 12 (w− u);
9t+∇b[u] =− 12 (− u ⊗ u + 2
1−S[u]− pI); (8)
where I is the identity, ∇a[p]=(a21px; a22py)T, ∇b[u]=(b21(u)x b22(u)y) with a; b∈R2+. Obviously,
the limit equations for this system are again the same as before. In the incompressible case,  = 1,
the Reynolds number is now 1=. Furthermore, for the incompressible regime (¿ 0) an equivalent
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formulation of Eqs. (8) can be constructed by using the vorticity !=∇×u and the stream function
 as
9t! + div#= 0;
9t#+∇b[!] =− 12(#− !u + 2∇
⊥u · u + 1−∇!);
u =∇⊥ = (−9y ; 9x )T −P = !;
where #=∇× and
∇⊥[u] =
(−9yu1 9xu1
−9yu2 9xu2
)
:
Note that Eqs. (8) can be viewed as a relaxation system with characteristic speeds a and b.
3. Relaxation schemes
System (8) can be written in the following form:
9tU + 9xV + 9yW =−(1− )S(U );
9tV + a29xU =− 12 (V − F(U));
9tW + b29yU =− 12 (W −G(U)); (9)
where U=(p; u)T, V=(w1;1)T, W=(w2;2)T, S(U)= ((1=)div u;∇p)T, F(U)= (u1; u21−
21−(u1)x + p; u1u2 − 1−((u1)y + (u2)x))T and G(U) = (u2; u1u2 − 1−((u1)y +
(u2)x); u22 − 21−(u2)y + p)T.
Notice that in (9) we construct a linear hyperbolic system with a stiN source term. The main
advantage of considering such a system is that one is able to solve system (9) numerically with
underresolved stable discretizations without either using Riemann solvers spatially and nonlinear
systems of algebraic equation solvers temporally. Moreover, relaxation system (9) has linear char-
acteristic variables given by
V ± aU and W ± bU: (10)
For the space discretization of Eq. (9), we use rectangular cells Ci;j = [xi−(1=2); xi+(1=2)] ×
[yj−(1=2); yj+(1=2)] of uniform sizes Px and Py. The cells are centered at (xi = iPx; yj = jPy).
We use the notation
!i±(1=2); j(t); !i; j±(1=2)(t) and !i; j(t) =
1
Px
1
Py
∫ xi+(1=2)
xi−(1=2)
∫ yi+(1=2)
yj−(1=2)
!(x; y; t) dx dy
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to denote the point-values and the approximate cell-average of the function ! at (xi±(1=2); yj; t),
(xi; yj±(1=2)t), and (xi; yj; t), respectively. We deRne the following diNerence operators:
Dx!i; j =
!i+(1=2); j − !i−(1=2); j
Px
; Dy!i; j =
!i; j+(1=2) − !i; j−(1=2)
Py
: (11)
Then, the semi-discrete approximation of (9) is
dUi; j
dt
+DxVi; j +DyWi; j =−(1− )S(U)i; j ;
dVi; j
dt
+ a2DxUi; j =− 12 (Vi; j − F(U)i; j);
dWi; j
dt
+ b2DyUi; j =− 12 (Wi; j −G(U)i; j): (12)
The approximate solution is reconstructed by a piecewise polynomial over the grid points as
!(x; y; t) =
∑
i; j
pi; j(x; y;!) i; j(x; y);  i; j = ICi; j ;
where pi;j are polynomials deRned in Ci;j. In this paper, the third-order CWENO reconstruction is
applied, dimension by dimension [2,3,9–11]. Thus,
pi;j(x; y;!) = pi(x;!) + pj(y;!):
Here pi(x;!) and pj(y;!) are polynomials in the x- and y-coordinates. In the following, we derive
the x-direction polynomial pi(x;!), the derivation of pj(y;!) can be done analogously
pi(x;!) =WLPL(x) +WRPR(x) +WCPC(x);
where
Wl =
l∑
m m
; l; m∈{L; R; C};
∑
l
Wl = 1; l =
cl
(ISl)2
;
cL = cR = 14 ; cC =
1
2 ; ISL = (!i;j − !i−1; j)2; ISR = (!i+1; j − !i;j)2;
ISC = 133 (!i+1; j − 2!i;j + !i−1; j)2 + 14 (!i+1; j − !i−1; j)2;
PL(x) =
!i;j
2
+
!i;j − !i−1; j
Px
(x − xi); PR(x) = !i;j2 +
!i+1; j − !i;j
Px
(x − xi);
PC(x) =
!i;j
2
− 1
24
(!i+1; j − 2!i;j + !i−1; j) + !i+1; j − !i−1; j2Px (x − xi)
+
(!i+1; j − 2!i;j + !i−1; j)
(Px)2
(x − xi)2:
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With this background, we can now discretize the characteristic variables (10) as follows:
(v+ aku)i+(1=2); j = pi(xi+(1=2); v+ aku); (v− aku)i+(1=2); j = pi+1(xi+(1=2); v− aku);
(w + bku)i; j+(1=2) = pj(yj+(1=2);w + bku); (w − bku)i; j+(1=2) = pj+1(yj+(1=2);w − bku):
Here u, v, w, ak and bk are the kth components of U, V, W, a and b, respectively. Hence
ui+1=2; j =
1
2ak
(pi(xi+(1=2); v+ aku)− pi+1(xi+(1=2); v− aku));
vi+(1=2); j = 12 (pi(xi+(1=2); v+ aku) + pi+1(xi+(1=2); v− aku));
ui; j+(1=2) =
1
2bk
(pj(yj+(1=2);w + bku)− pj+1(xj+(1=2);w − bku));
wi; j+(1=2) = 12 (pj(xj+(1=2);w + bku) + pj+1(xj+(1=2);w − bku)):
For a more detailed presentation of the numerical Huxes in (11), we refer to [2,3]. We close by
noting that other higher order nonoscillatory approximations may be used.
The semi-discrete formulation (12) can be rewritten as a system of ODEs
dY
dt
=F(Y)− 1
2
G(Y); (13)
where the time-dependent vector valued functions Y=(Ui; j ;Vi; j ;Wi; j)T, F(Y)=(−(1−)S(U)i; j−
DxVi; j−DyWi; j ;−a2DxUi; j ;−b2DyUi; j)T and G(Y)=(0;Vi; j−F(U)i; j ;Wi; j−G(U)i; j)T. Due to the
presence of stiN terms in (12), one cannot use explicit schemes to integrate Eq. (13), particularly
when  → 0. On the other hand, integrating the Eq. (13) by implicit schemes implies either nonlinear
or linear algebraic equations have to be solved at every time step of the computational process. To
Rnd solutions of such systems is computationally very demanding. In this paper, we consider an
alternative approach based on IMEX Runge–Kutta splitting: the nonstiN stage of the splitting for
F is straightforwardly treated by an explicit Runge–Kutta scheme, while the stiN stage for G is
approximated by a diagonally implicit Runge–Kutta scheme.
Let Pt be the time step and Yn denote the approximate solution at t = nPt. We formulate the
IMEX scheme for system (13) as
Kl =Yn +Pt
l−1∑
m=1
a˜lmF(Km)− Pt2
s∑
m=1
almG(Km); l= 1; 2; : : : ; s;
Yn+1 =Yn +Pt
s∑
l=1
b˜lF(Kl)− Pt2
s∑
l=1
blG(Kl):
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The s × s matrices A˜ = (a˜lm); A = (alm) and the s-vectors b˜; b are the standard coeTcients
which characterize the IMEX s-stage Runge–Kutta scheme. In our numerical computation we con-
sider the third-order IMEX scheme developed in [1,13], the associated double Butcher tables are
given by
0 0 0 0 0 0
1
2
1
2
0 0 0 0
2
3
11
18
1
18
0 0 0
1
2
5
6
−5
6
1
2
0 0
1
1
4
7
4
3
4
−7
4
0
1
4
7
4
3
4
−7
4
0
0 0 0 0 0 0
1
2
0
1
2
0 0 0
2
3
0
1
6
1
2
0 0
1
2
0 −1
2
1
2
1
2
0
1 0
3
2
−3
2
1
2
1
2
0
3
2
−3
2
1
2
1
2
: (14)
The left and right tables represent the explicit and the implicit Runge–Kutta methods, respectively.
The IMEX algorithm to solve (13) is, therefore, implemented in the following two steps:
(1) For l= 1; : : : ; s,
(a) Evaluate K∗l as: K
∗
l =Y
n +Pt
∑l−2
m=1 a˜lmF(Km) + Pta˜ll−1F(Kl−1).
(b) Solve for Kl: Kl = K∗l − (Pt=2)
∑l−1
m=1 almG(Km)− (Pt=2)allG(Kl).
(2) Update Yn+1 as: Yn+1 =Yn +Pt
∑s
l=1 b˜lF(Kl)− (Pt=2)
∑s
l=1 blG(Kl).
Note that, using the relaxation scheme neither linear algebraic equations nor nonlinear source terms
can arise. In addition the high-order relaxation scheme is stable independently of , so that the choice
of Pt is based on the usual hyperbolic and parabolic CFL conditions. Moreover, in the limit ( → 0)
the time integration procedure tends to a time integration scheme of the limit equations based on
the explicit scheme given by the left table in (14).
4. Numerical examples
Four numerical tests are presented to demonstrate the generality of the above schemes in the
incompressible and compressible limits. In all the computations, the characteristic speeds, a, are
calculated locally as in [2,9] and a fast Fourier transform algorithm is used for the Poisson problem
in the incompressible case. To avoid initial and boundary layer in (8), initial and boundary conditions
for the relaxation variables  and w are chosen to be consistent with the local equilibrium for each
regime, see also [3,8] for further details.
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Fig. 1. Vorticity contours for the double shear layer problem.
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Fig. 2. Streamlines for the lid driven cavity How problem.
4.1. Incompressible limit examples
The Rrst example is the periodic double shear layer problem [10]. The computational domain is
[0; 2-]× [0; 2-] and the initial conditions are
u1(x; y; 0) =
{
tanh(1. (y − -=2)); y6 -;
tanh(1. (3-=2− y)); y¿-;
u2(x; y; 0) = / sin(x)
with / = 0:05 and . = -=15. We use 128 × 128 gridpoints,  = 12 (incompressible Euler limit) and
 = 1 (incompressible Navier–Stokes limit). Fig. 1 shows the vorticity contours at time t = 8 with
= 10−6. For example, the results presented here compare favorably with those presented in [10].
The second example is the lid driven cavity 7ow [7]. The How domain is [0; 1]× [0; 1] discretized
into 128 × 128 and the upper boundary moves with the velocity u1 = 1. We impose the no-slip
boundary condition and Rx =1. In Fig. 2, we plot the streamlines for =10−2 and =10−3 which
corresponds to Reynolds number Re= 100 and Re= 1000, respectively. The results for the position
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Fig. 3. The marker particle for the interfacial instability problem.
of the center of primary vortices compared with the ones presented in [7], show that at Re=100 the
location of the primary vortex is at (0:6172; 0:7344), while at Re=1000 it is at (0:5313; 0:5625) and
in the present work it is at (0:6172; 0:7343) and (0:5311; 0:5623), respectively. This demonstrates
very good agreement.
4.2. Compressible limit examples
The third example is the interfacial instability problem [12] in the domain [ − 12 ; 12 ] × [ − 12 ; 12 ].
The initial conditions are = 1,
u1(x; y; 0) =


−1
2
; − 1
20
6y6
1
20
;
1
2
else;
u2(x; y; 0) =

 0:1 sin(4-x); −
1
20
6y6
1
20
;
0 else:
At the right and left side of the computational domain we prescribed periodic boundary conditions.
At the upper and lower boundary those of a reHecting wall, we used 200 × 200 gridpoints,  = 0
and =10−6 (compressible Euler limit) and =10−1 (compressible Navier–Stokes limit). In Fig. 3,
we display the marker particles at the interfaces for =10−2 and t=4. For a comparison especially
in the compressible Euler limit we refer to [12].
The Rnal example is the double Mach re7ection problem [15]. The computational domain is
[0; 4] × [0; 1] with 240 × 60 gridpoints. The reHecting wall lies at the bottom of the computational
domain starting from x = 16 . Initially, a right-moving Mach 10 shock is positioned at x =
1
6 , y = 0
and makes a 60◦ angle with the x-axis. For the bottom boundary, the exact post-shock condition
is imposed for the segment between x = 0 and 16 and a reHective boundary condition is used for
the rest. At the top boundary of the domain, the How values are set to describe the exact motion
of the Mach 10 shock. Fig. 4 shows contour plots of the density at time t = 0:2 using 120 × 30
and 240× 60 gridpoints. We choose ,  and  as 10−6, 0 and 10−2, respectively. The part of the
domain enclosed in the box [0; 3] × [0; 1] is shown in Fig. 4. The proRle obtained here compares
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120×30 gridpoints and t=0.2 240×60 gridpoints and t=0.2
Fig. 4. The density contours for the double Mach reHection problem.
well with the results in [8,15]. Since the scheme we used here is third order there is an improvement
in resolution.
5. Conclusion
We have presented a numerical scheme based on a relaxation system for a lattice Boltzmann-type
discrete velocity model that works uniformly in the compressible and incompressible limits of
the Euler and Navier–Stokes equations. We employ a third-order spatial discretization using a
third-order upwind discretization as well as a third-order time integration based on the IMEX Runge–
Kutta methods. The asymptotic limit is preserved and good resolution of the macroscopic limits
is realized.
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