Estimación de estados para una clase de sistemas no lineales con retardo en la medición. Caso de estudio: mecanismo homeostático de la glucosa en pacientes con DMT1 by Aguirre Zapata, Estefanía
Estimación de estados para una clase de
sistemas no lineales con retardo en la
medición. Caso de estudio: mecanismo
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Los sistemas dinámicos pueden representarse mediante modelos matemáticos no lineales
para diferentes fines, entre ellos el control de sistemas, aplicación para la cual se hace ne-
cesario medir las variables relevantes o estados para realizar la debida corrección cuando
no se esté en el punto de operación deseado. No obstante, salvo algunas excepciones, no es
posible acceder a una medición directa de todos los estados ya sea porque no existen ele-
mentos primarios para algunas variables, porque los sensores disponibles operan en rangos
restrictivos, su operación y mantenimiento es delicado y complejo, o porque estos tienen
costos prohibitivos, por lo que se hace necesaria la implementación de estimadores de esta-
do. En este sentido, a partir de la revisión del estado del arte, se pudo identificar que los
retardos en la medición son un problema que aparece en la salida del sistema y que ingresa
directamente al estimador afectando la calidad de la estimación y por ende las acciones de
control que dependen de ella. Para dar solución a lo anterior, en esta tesis se propone una
metodoloǵıa de diseño de estimadores de estado para una clase de sistemas no lineales sobre
los cuales se obtienen mediciones con un retardo desconocido pero acotado. La metodoloǵıa
propuesta integra la técnica de análisis de correlación máxima para la estimación del tiempo
de retardo, un Filtro de Kalman Unscented como esquema de estimación de estados y el
Predictor de Smith como herramienta para la corrección del tiempo de retardo. Mediante
la integración de los tres métodos ya mencionados, fue posible proponer un nuevo esquema
de estimación en cascada que permite obtener un mejor desempeño en comparación con un
estimador convencional que no tiene en cuenta el retardo en la medición.
Palabras clave: estimación de estados, UKF, retardo, predictor de Smith, DMT1.
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Abstract
Dynamic systems can be represented by non-linear mathematical models for different purpo-
ses, including system control, the application for which it is necessary to measure the relevant
variables or states to perform the correct correction when not in the point of operation wan-
ted. No, except for some exceptions, it is not possible to access a direct measurement of all
states and the sea because there are no primary elements for some variables, because the
available sensors operate in restrictive ranges, their operation and maintenance is delicate
and complex, or because they have prohibitive costs, so the implementation of state estima-
tors is needed. In this sense, from the review of the state of the art, it can be identified that
the delays in the measurement are a problem that appears in the output of the system and
that enters directly into the estimator affecting the quality of the estimate and therefore the
actions of control that depends on it. To give a solution to the above, this test proposes a
design methodology for state estimators for a class of non-linear systems on which it can be
measured with an unknown but limited delay. The proposed methodology was carried out
with the technique of maximum correlation analysis for the estimation of the delay time,
a Kalman filter without fragrance as a state estimation scheme and the Smith predictor as
a tool for the correction of the delay time. By integrating the three methods, it is possible
to propose a new cascade estimation scheme that allows obtaining a better performance in
comparison with a conventional estimator that does not take into account the delay in the
measurement.
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4-3. Diagrama de flujo de la metodoloǵıa para la estimación de estados en una
clase de sistemas no lineales con retardo en la medición . . . . . . . . . . . . 37
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1. Introducción
En este caṕıtulo se presenta el alcance, objetivos y estructura de la presente investigación,
iniciando con la descripción de los antecedentes institucionales para el desarrollo de inves-
tigaciones asociadas al área de automatización y control industrial. En segundo lugar se
presenta la justificación de la investigación para dar paso al planteamiento del problema
donde se enuncian la pregunta de investigación y la hipótesis. En tercer lugar se exponen
los objetivos de la tesis, delimitando claramente su alcance. Se concluye el Caṕıtulo 1 con la
descripción de la estructura de la tesis y una lista de la producción cient́ıfica asociada a la
misma.
1.1. Antecedentes
El Instituto Tecnológico Metropolitano- ITM, de Medelĺın, es una Institución Universitaria
de carácter público que ofrece el servicio de educación superior para la formación integral
con excelencia en la investigación, la innovación, el desarrollo, la docencia, la extensión y la
administración y que se encuentra acreditada en alta calidad. El ITM cuenta en la actua-
lidad con 46 convenios marco y 26 convenios espećıficos nacionales, para el fortalecimiento
de los procesos de cooperación institucional. Dentro de los convenio marco cuyo propósito
es la cooperación mutua en actividades académicas, docentes e investigativas se encuentran
convenios con la Universidad Nacional de Colombia, Universidad EAFIT, Universidad Tec-
nológica de Pereira, el Politécnico Colombiano Jaime Isaza Cadavid, entre otros; dentro de
los convenios espećıficos cuyo propósito va desde permitir el acceso a los laboratorios de
las diferentes instituciones hasta la construcción de bancos de proyectos de investigación
se encuentran convenios con la Universidad de Antioquia, el Colegio Mayor de Antioquia,
Institución Pascual Bravo, el Hospital General de Medelĺın, entre otros.
Esta investigación se encuentra inscrita al grupo de investigación Automática, Electrónica
y Ciencias Computacionales del ITM que se encuentra clasificado en categoŕıa A1 que es
la máxima categoŕıa otorgada por Colciencias a los grupos de investigación nacional. Este
grupo tiene más de 10 años de experiencia en las áreas de investigación en sistemas de
control, sistemas electrónicos, automática, visión artificial, robótica, maquinas inteligentes,
reconocimiento de patrones entre otros.
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1.2. Justificación
La medición de variables en los procesos es una tarea necesaria para la implementación de
lazos de control. Esta labor es dif́ıcil de lograr debido a la no disponibilidad de dispositivos
de medición, a la no confiabilidad de algunos dispositivos existentes, a los retardos de tiem-
po y los errores en el sistema de medición [Botero Castro and Alvarez Zapata, 2009]. Por lo
anterior se hace necesario abordar desde la teoŕıa de estimación de estados la problemática
de la falta de sensores para la medición de algunas variables f́ısicas y los retardos asociados
a las mediciones disponibles.
Según [Botero Castro and Alvarez Zapata, 2009], un estimador de estados es un sistema
dinámico que, con base en un modelo matemático y algunas mediciones disponibles, es
capaz de reconstruir las variables de estado inaccesibles e importantes en un proceso. En
términos generales, un estimador de estados usa un modelo matemático del sistema dinámi-
co de interés y las mediciones de ciertas variables accesibles del sistema para reconstruir el
comportamiento dinámico del estado [Kalman, 1959]. Los estimadores de estado han sido
ampliamente usados en diferentes disciplinas como la electrónica [Pei et al., 2014], el proce-
samiento de imágenes [Ran and Deng, 2011], los bio-procesos [Bock et al., 2014], entre otras,
debido al aporte tecnológico y económico que estos representan a la hora de implementar
lazos de control.
Teniendo en cuenta que la estimación requiere, entre otras cosas, que por lo menos uno de
los estados pueda ser medido mediante un sensor f́ısico, todos los problemas asociados a
dicha medición (ruido, incertidumbre, retardos, entre otros) afectan de manera directa la
calidad de la estimación. La tolerancia al retardo dependerá del sistema sobre el cual se esté
implementando la estimación de estados, es decir, que en algunas aplicaciones el retardo
podŕıa ser despreciable o tomarse como una constante dentro de la dinámica del sistema
[Choi et al., 2009]. Sin embargo, existen aplicaciones en las cuales el retardo sobre las me-
diciones es significativo en relación a las constantes de tiempo del sistema lo cual podŕıa
tener una influencia significativa sobre el desempeño de cualquier estrategia de estimación
de estados diseñada y en las estrategias de control derivadas.
Una de las aplicaciones en las que se tiene un retardo significativo en la variable medida
es en el control automático del sistema glucosa-insulina en pacientes con Diabetes Mellitus
Tipo 1 (DMT1). En este caso, la variable medida es la concentración de glucosa intersticial
por medio de un monitor continuo de glucosa (CGM, por sus siglas en inglés). Esta variable
en varias ocasiones se asume como una copia retardada de uno de los estados del sistema
glucosa-insulina antes mencionado: la glucosa en plasma. En este caso, haciendo el enlace
entre la glucosa intersticial y la glucosa en plasma, puede decirse que se tiene una variable
medida con retardo donde dicho retardo es lo suficientemente grande como para tener un
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efecto negativo en las acciones de control tomadas a partir de esta medición. Stout y co-
laboradores realizaron un estudio para determinar el tiempo de retardo existente entre la
medición de concentración de glucosa en plasma y la medición de la concentración de glucosa
en el ĺıquido intersticial dérmico y a partir de los análisis realizados concluyeron que el tiempo
de retardo se encuentra agrupado en un rango entre 15 y 25 minutos [Stout et al., 2001]. En
algunos otros trabajos se ha concluido que el retardo en la medición se encuentra agrupado
en el intervalo de 15− 45 minutos.
Por lo anterior, se hace necesario el diseño e implementación de un estimador de estados que
tenga en cuenta los retardos generados en la medición con el fin de obtener un control más
preciso sobre todas las variables del sistema glucosa – insulina.
1.3. Planteamiento del problema
Las técnicas de estimación de estados han sido ampliamente utilizadas para la reconstrucción
de aquellas variables importantes de algunos sistemas que por diversas razones no pueden
ser medidas de manera directa, sin embargo, para la mayoŕıa de estas aplicaciones se ha
considerado que los sistemas se encuentran libres de retardo, con retardos constantes o con
tiempos de retardo tan pequeños como para ser despreciados. Si bien, para algunas apli-
caciones dichas suposiciones son viables, para aplicaciones como procesaiento de imágenes,
control de sistemas biológicos y control de sistemas bioqúımicos estas consideraciones no son
factibles sin que el desempeño del estimador de estados se vea afectado.
Los retardos en la medición son un problema que aparece en la salida del sistema y que ingre-
sa directamente a la estructura del estimador de estados generando estimaciones inexactas
que pueden traducirse en acciones de control erróneas, dado que para cada instante de tiem-
po k el controlador podŕıa ejecutar una acción de control basada en el valor del estado en
un tiempo k − d, donde d corresponde al tiempo de retardo.
1.3.1. Pregunta de investigación
Supóngase que se tiene un sistema no lineal de la forma presentada en la Ecuación 1-1
xk+1 = fk(xk, uk) + wk
yk = hk(xk, dk) + vk
(1-1)
donde xk+1 es el estado del sistema dinámico,uk es el vector de variables de entrada, yk
es el vector de salidas del sistema sujeto a un retardo de medición desconocido pero aco-
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tado dk, y wk y vk son la incertidumbre de modelado y el ruido de medición, respectivamente.
De acuerdo al sistema dinámico anterior se plantea la siguiente pregunta de investigación:
¿Cuáles son los pasos metodológicos que deben seguirse para la obtención de un estimador
de estados para sistemas no lineales de la forma 1-1, con retardo en la medición desconocido
y acotado, de forma que se obtenga una mejora en el desempeño en comparación a un
estimador no lineal que no tenga en cuenta los retardos?
1.3.2. Hipótesis
Se puede obtener un estimador de estados para el sistema descrito en 1-1 con retardo en la
medición desconocido y acotado de forma que se obtenga una mejora en el desempeño en
comparación a un estimador no lineal que no tenga en cuenta los retardos.
1.4. Objetivos de la tesis
1.4.1. Objetivo general
Proponer una metodoloǵıa de diseño de estimadores de estado para una clase de sistemas no
lineales sobre los cuales se obtienen mediciones con un retardo desconocido pero acotado, de
forma que, se obtenga una mejora en el desempeño en comparación a un estimador no lineal
que no tenga en cuenta los retardos.
1.4.2. Objetivos espećıficos
1. Analizar mediante simulación las técnicas más usadas para la estimación de estados
en sistemas no lineales usando como caso de estudio el mecanismo homeostático de la
glucosa en pacientes con DMT1.
2. Identificar un mecanismo de caracterización de retardos en las mediciones tal que la
información obtenida pueda ser aprovechada por un esquema de estimación no lineal
seleccionado.
3. Integrar el mecanismo de caracterización del retardo previamente obtenido a un es-
timador de estados no lineal con el fin de mejorar el desempeño del estimador en
comparación a un estimador no lineal que no tenga en cuenta los retardos.
1.5. Estructura de la tesis
La presente tesis se desarrollo en 5 caṕıtulos que se encuentran organizados como sigue:
6 1 Introducción
Caṕıtulo 1: se presenta la introducción general al trabajo y se incluyen los elementos
necesarios para la comprensión del objetivo general y los objetivos espećıficos de la
presente investigación.
Caṕıtulo 2: se presentan los fundamentos conceptuales necesarios para la comprensión
de la metodoloǵıa propuesta. Se presentan diferentes ı́ndices de desempeño usados en la
evaluación de estimadores de estados, los diferentes esquemas de estimación de Kalman
(KF, EKF y UKF) con su respectiva formulación matemática y finalmente se presentan
tres métodos para la compensación del retardo en la medición.
Caṕıtulo 3: se presentan algunos conceptos preliminares introductorios a los diferentes
métodos reportados en la literatura para la identificación de tiempos de retardo.
Caṕıtulo 4: se presenta la metodoloǵıa propuesta y con la cual se da cumplimiento al
objetivo general del trabajo de investigación.
Caṕıtulo 5: se presentan el caso de estudio “mecanismo homeostático de la glucosa en
pacientes con DMT1”, el modelo matemático asociado al mismo y el desempeño de los
esquemas de estimación descritos en el Caṕıtulo 2 frente a las mediciones retardadas
propias de dicha aplicación. Finalmente se presentan los resultados obtenidos para la
aplicación de la metodoloǵıa propuesta en el caso de estudio.
Caṕıtulo 6: se presentan conclusiones del trabajo de investigación y da cuenta del
cumplimiento de los objetivos propuestos.
1.6. Producción cient́ıfica asociada al trabajo de
investigación
Durante el desarrollo de la tesis se publicaron y presentaron diferentes trabajos producto de
los avances de la investigación. A continuación se listan los trabajos realizados.
1.6.1. Memorias en eventos cient́ıficos
Lema-Perez, L., Aguirre-Zapata, E., & Garcia-Tirado, J. (2015, October). Recent ad-
vances in mathematical models for the understanding and treatment of Type 1 Dia-
betes Mellitus. In Automatic Control (CCAC), 2015 IEEE 2nd Colombian Conference
on (pp. 1-6). IEEE.
Aguirre-zapata, E., & Garćıa-tirado, J. F. (2016). Output-Feedback Model Predictive
Control for Tight Glycaemic Control in Patients at the Intensive Care Unit. In G. Ale-
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jandro, S. Henao, & O. L. Quintero (Eds.), XVII LATIN AMERICAN CONFERENCE
IN AUTOMATIC CONTROL (pp. 72–77). Medelĺın, Colombia.
1.6.2. Publicaciones en revistas indexadas
Categoŕıa publindex - nacional:
Aguirre-Zapata, E., & Garćıa-Tirado, J. F. (2016). Monitoring Plasma Glucose Con-
centration from Interstitial Glucose Measurements for Patients at the Intensive Care
Unit. Ingenieŕıas USBmed, 7(2), 7-13.
Categoŕıa Q3 - internacional:
Aguirre-Zapata, E., Cardenas-Cartagena, J., & Garcia-Tirado, J. (2017). Glycemic
Monitoring in Critical Care using Nonlinear State Estimators. IFAC-PapersOnLine,
50(1), 4430-4435.
2. Marco Teórico
En este caṕıtulo se presentan los conceptos teóricos necesarios para la contextualización
del trabajo de investigación. En primer lugar se definen los ı́ndices mas utilizados para la
evaluación del desempeño de los estimadores de estado. En la segunda Sección se presenta
una revisión del estado del arte sobre las aplicaciones y principales problemas asociados a la
estimación de estados haciendo énfasis en el retardo en la medición . En la misma sección,
se presentan los conceptos generales asociados a la estimación de estados y la descripción y
formulación matemática de las técnicas de estimación mas ampliamente usadas para sistemas
no lineales. Finalmente, se presentan las técnicas más usadas para la compensación del
retardo en la medición.
2.1. Índices de desempeño
Los ı́ndices de desempeño son herramientas que proporcionan información cuantitativa so-
bre el desempeño de un proceso espećıfico [Barreto and Howland, 2005]. A continuación, se
presentan los ı́ndices de desempeño mas comúnmente usados para la evaluación de estima-
dores de estado, con el fin de dar una mirada general en cuanto a sus principales diferencias,
con el fin de determinar cual de ellos puede proporcionar información mas acertada sobre el
desempeño de la metodoloǵıa de compensación del retardo en la medición en estimadores de
estado que se propone adelante.
2.1.1. Ráız cuadrada del error cuadrático medio (RMSE)
La ráız del error cuadrático medio o RMSE por sus siglas en inglés, es una métrica estad́ısti-
ca estándar que amplifica y penaliza con mayor fuerza aquellos errores de mayor magnitud. Su






(xk − x̂k)2 (2-1)
donde m corresponde corresponde al número de muestras, k es el vector de tiempo del
sistema, xk corresponde al valor del estado real y x̂k corresponde al valor del estado estimado.
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2.1.2. Integral del error absoluto ponderado por el tiempo (ITAE)
La integral del error absoluto ponderado por el tiempo, también conocido como ITAE por
sus siglas en inglés, es un ı́ndice de desempeño que se basa en análisis de la señal del error de
estimación dando menor importancia a los errores iniciales. Dado que para este caso el error
absoluto se encuentra ponderado por el tiempo, en los momentos iniciales el producto entre el
tiempo y el error es mas pequeño y éste va aumentando dando mayor peso a los errores finales




|k · e[k]| (2-2)
donde k es el vector de tiempo del sistema, y e[k] es el error de estimación.
2.1.3. Integral del error absoluto (IAE)
La Integral del error absoluto o IAE por sus siglas en inglés, es un ı́ndice de desempeño que no





donde |e[k]| corresponde al valor absoluto del error de estimación y k es el vector de tiempo
del sistema.
2.1.4. Integral del cuadrado del error (ISE)
La integral del cuadrado del error o ISE por sus siglas en inglés está asociada a la enerǵıa de
error, dando mayor importancia a errores mayores y menos importancia a errores pequeños





donde [e[k]2] es el cuadrado del error de estimación y k es el vector de tiempo del sistema.
2.1.5. Integral del cuadrado del error ponderado por el tiempo (ITSE)
La integral del cuadrado del error ponderado por el tiempo o ITSE por sus siglas en inglés, es
un indice de desempeño que da muy poca importancia a los errores iniciales en comparación
10 2 Marco Teórico
con los más recientes. Además, da mayor importancia a errores mayores y menos importancia




k · e[k]2 (2-5)
donde k es el vector de tiempo del sistema y e[k]2 es el error de estimación elevado al
cuadrado.
2.2. Técnicas de estimación de estados para sistemas no
lineales
Los modelos matemáticos representan un medio para obtener información sobre el compor-
tamiento de los sistemas. Un modelo matemático, debe describir o reflejar de alguna manera
las propiedades relevantes del sistema a modelar [Hangos and Cameron, 2001]. Hangos y Ca-
merón exponen que en el proceso de modelado se traslada un problema del mundo real a un
equivalente matemático para ser resuelto e interpretado, y aclaran que los modelos matemáti-
cos nunca son idénticos al objeto real, pero si deben ser sustancialmente menos complejos.
Para representar un problema del mundo real en términos matemáticos, se requiere en primer
lugar el conocimiento fenomenológico del sistema a intervenir, se debe delimitar el alcance del
modelo matemático y tener en cuenta los datos disponibles, su precisión y aquellos datos que
no se encuentran disponibles para ser medidos [Hangos and Cameron, 2001]. En este sentido,
la medición de variables en los procesos es una tarea necesaria para implementar los lazos de
control, realizar el diagnóstico de fallas y permitir el monitoreo y visualización de variables
cŕıticas que indican la calidad de los productos. Esta labor es, entre muchas otras cosas dif́ıcil
de lograr debido a la no disponibilidad de dispositivos confiables, a los retardos de tiempo
y los errores en el sistema de medición [Botero Castro and Alvarez Zapata, 2009]. Tenien-
do en cuenta que las técnicas más sofisticadas de control basadas en modelos matemáticos
requieren señales que no están disponibles para la medición por medio de sensores, se hace
necesario el uso de estimadores de estado o filtros basados en modelos que pueden satis-
facer la necesidad de estimar parámetros variables que no son medibles de manera directa
[Szalay et al., 2014].
Los estimadores de estado pueden ser de tipo estocástico o determińıstico. Cuando se trata de
sistemas dinámicos estocásticos se hace referencia al término filtros, pero cuando se trata de
un sistema determińıstico, se hace referencia al término observador de estado. Se puede decir
que los estimadores de estado estocásticos abarcan todos aquellos sistemas dinámicos cuya
evolución temporal está afectada por una componente aleatoria. Dentro de las técnicas de
filtrado más representativas se destacan el Filtro de Kalman clásico, el filtro de Kalman tipo
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Unscented, el Filtro de Kalman Extendido y en los últimos años el Estimador de Horizon-
te Deslizante y el Filtro de Part́ıculas [Gondhalekar et al., 2014] [Rao and Rawlings, 2000]
[Arulampalam et al., 2002].
2.2.1. Estimadores de estado: Una visión general
Desde su concepción, los estimadores de estado han sido utilizados como herramientas de
predicción en diferentes disciplinas. De acuerdo a una revisión del estado del arte realizada
para los últimos diez años (2007 − 2017), la literatura registra aplicaciones relevantes en
diferentes áreas del conocimiento como la ingenieŕıa eléctrica, el procesamiento digital de
imágenes, la estad́ıstica y el análisis de datos, bioprocesos, entre otros.
En el año 2009, Choi y colaboradores presentaron un trabajo relacionado con la estimación
de estados con incertidumbre y retardos en la medición. En las conclusiones de su trabajo,
los autores resaltaron el hecho de que en aplicaciones en las que la medición es retardada, no
debe considerarse el uso de esquemas de estimación que no tengan en cuenta dichos retar-
dos, por lo cual los autores propusieron el uso de un Filtro de Kalman de estado aumentado
para tratar con el problema del retardo en la medición. A pesar de que los resultados son va-
lidados, se evidencia que el método tiene una tendencia a sobreestimar la covarianza del error.
Chuang Lin (2010) proponen el desarrollo de un filtro de Kalman extendido (EKF) para la
estimación de estados y parámetros de una clase de sistemas de redes de genes con ruido;
ellos plantean que el ruido en los sistemas no debe ser ignorado (especialmente en los sistemas
biológicos) y apuntan al desarrollo de estimadores que estén en la capacidad de enfrentar el
problema del ruido y la incertidumbre [Chuang and Lin, 2010]. Un año mas tarde, Kostelich
y colaboradores realizaron la estimación del estado exacto de los datos en un modelo ma-
temático de tumores cerebrales [Kostelich et al., 2011].
En el año 2012, Dimassi y colaboradores propusieron el uso un observador adaptable para
sistemas no lineales con parámetros desconocidos y salidas con retardos. En su trabajo, los
autores supusieron un retardo constante y tiempos de retardo muy pequeños; la validación
se realizó en sistemas masa-resorte de menor complejidad. No obstante, se sabe que para
sistemas más complejos la suposición de un retardo constante y los tiempos de retardo muy
pequeños no son viables [Dimassi et al., 2012]. En contraste, el trabajo presentado por San-
chis y colaboradores en el año 2007 tiene en cuenta que los retardos generados en el sistema
son variables en el tiempo [Sanchis et al., 2007]. En el mismo año, Eberle y Ament propu-
sieron el uso de el UKF (Filtro de Kalman tipo Unscented) para la estimación de estados en
tiempo real en una aplicación de bioprocesos; de su trabajo concluyeron que una estimación
de estado en tiempo real permite una mejor predicción y la obtención de un modelo perso-
nalizado. Sin embargo, los autores encontraron que los escenarios de estimación muestran un
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retardo de hasta una 1 hora [Eberle and Ament, 2012]. En la misma área del conocimiento,
en el año 2013, Lakshmanan y colaboradores propusieron el diseño de un estimador de estado
para redes de regulación genética, teniendo en cuenta los retardos que son uno de los prin-
cipales problemas asociados al diseño de estimadores de estado [Lakshmanan et al., 2013].
En el año 2014, Bock y colaboradores realizaron un estudio para la estimación de estados
en un modelo biológico aplicando un filtro de Kalman tipo Unscented (UKF) para tratar
con las no linealidades del sistema, donde además identificaron varios problemas que afec-
tan la calidad de la estimación, entre ellos el ruido de la medición y la incertidumbre de la
misma [Bock et al., 2014]. En el mismo año, Gondhalekar y colaboradores propusieron un
trabajo donde se comparaban dos técnicas diferentes para la estimación de estado con re-
calibraciones en un páncreas artificial. En dicho trabajo se analizaron los resultados mediante
el Filtro de Kalman y el observador de estado tipo Luenberger. A pesar de que los resultados
fueron satisfactorios, los autores muestran que aún debe tratarse con problemas relevantes
para la estimación como lo son el ruido y los retardos del sistema [Gondhalekar et al., 2014].
En el mismo año, en [Chen and Xu, 2014] se realizó una investigación sobre la aplicación
de las técnicas de filtrado de Kalman para una clase de sistemas estocásticos con retardo
en la medición, y los autores propusieron un filtro óptimo que a diferentes tasas de retardo
minimizaba el error de estimación. No obstante, los autores concluyeron que su trabajo re-
presentaba sólo uno de los primeros pasos, ya que para tratar con los retardos, deb́ıa tenerse
en cuenta la influencia del medio en el sistema.
En el año 2015, Ji y colaboradores presentaron una novedosa aplicación del Filtro de Hori-
zonte Deslizante (MHE) para abordar el problema de la estimación de estados en sistemas
no lineales en procesos que contienen varias mediciones en laboratorio con retraso en el tiem-
po. Los autores validaron su propuesta mediante simulación. Si bien los resultados fueron
satisfactorios, el esquema de estimación propuesto se limita a procesos en los que se obtienen
dos tipos de mediciones primarias y secundarias y no ha sido evaluado para aplicaciones en
las que la única medición disponible se encuentra retardada [Ji and Rawlings, 2015].
2.2.2. Estimadores de estado en Diabetes Mellitus
A partir de la revisión de la literatura, se encuentran algunos estudios acerca de la aplica-
ción de estimadores de estado en el caso de estudio de pacientes con DMT1. Lo anterior,
con el fin de completar la información necesaria para el correcto monitoreo de pacientes con
DMT1, y el posterior diseño de controladores que permitan cerrar el lazo de control roto a
causa de la enfermedad. A continuación, y en ordene cronológico, se resumen algunos traba-
jos realizados en la aplicación de estimadores de estado en modelos para pacientes con DMT1.
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En el año 2007, en [Gillis et al., 2007] se presentó una aplicación de un KF para la estima-
ción de variables de estado del modelo mı́nimo de Bergman para pacientes con DMT1. Los
autores además evaluaron el deterioro del modelo para la predicción de glucosa con el fin
de determinar un horizonte de control para el diseño de un controlador predictivo basado
en modelo (MPC). Los resultados obtenidos demostraron que el MPC diseñado permitió
un ajuste efectivo para un controlador moderadamente agresivo que respond́ıa bien a las
perturbaciones alimentarias.
En el año 2011, en [Eberle and Ament, 2011] se usó el modelo mı́nimo de Bergman, un UKF
y la medición de glucosa plasmática disponible para la estimación de la concentración de
insulina en plasma. Los resultados obtenidos mediante el uso del UKF fueron mejores en
comparación con una estimación en lazo abierto.
Años mas adelante, en [Palumbo et al., 2012] los autores usaron un observador no lineal pa-
ra estimar la concentración de insulina plasmática y diseñaron un controlador no lineal por
realimentación entrada/salida. Los investigadores evaluaron el esquema propuesto mediante
simulación y demostraron la robustez del mismo frente a las diferentes incertidumbres (pa-
ramétricas,errores de medición y mal funcionamiento del elemento de control). En el mismo
año, [Lunze et al., 2012] presentaron una aplicación de un observador de Luenberguer para
la estimación de la trayectoria de la glucosa plasmática durante un test de tolerancia oral a
la glucosa en cerdos. De los resultados obtenidos los autores manifiestan que la aproximación
fue buena. Sin embargo, mencionan que es necesaria una mejora en el modelo de manera que
puedan tenerse en cuenta otras interacciones del sistema glucosa-insulina.
En el año 2014, en [Bock et al., 2014] se usó un KF para la predicción de las concentraciones
individuales de glucosa plasmática teniendo en cuenta la variabilidad inter e intra paciente.
Los autores demostraron que las predicciones obtenidas eran confiables usando el simulador
de UVa/Padova. Un año mas tarde, [de Pereda et al., 2016] presentaron una aplicación de
un EKF para la estimación de insulina plasmática a partir de la medición de glucosa inters-
ticial obtenida mediante el uso de un MCG. El diseño del EKF se realizó usando el modelo
matemático de Hovorka. Los autores validaron su propuesta mediante un estudio in-silico
con 100 pacientes con DMT1 durante 25h.
En términos generales, si bien se evidencian aplicaciones donde intervienen estimadores de
estado con mediciones retardadas y por ende algunos progresos tanto teóricos como prácticos,
aún quedan algunas situaciones en las cuales la solución al problema de estimación de estados
no es claro. Por ejemplo, en el caso puntual de este trabajo, se aborda el problema de
estimación de estados cuando la única medición que se dispone tiene un retardo posiblemente
desconocido.
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2.2.3. Conceptos preliminares
Estado
En teoŕıa de control, el concepto de estado de un sistema dinámico se refiere al mı́nimo
conjunto de variables, conocidas como variables de estado, que describen de forma completa
la respuesta de tal sistema dinámico a un conjunto dado de entradas. En forma matemática,
se tiene que x(t), el estado del sistema, es la información que junto a la condición inicial x0
y a la entrada para t ≥ t0 son suficientes para predecir el el estado futuro y las salidas para
t ≥ t0 [Hangos and Cameron, 2001].
Estimador
Un estimador de estados es una herramienta matemática que mediante el uso de un mo-
delo matemático y la información disponible del sistema (mediciones), proporciona infor-
mación en tiempo real del estado del sistema, lo cual generalmente es requerido para la-
bores de monitoreo, supervisión y control de sistemas dinámicos [Eberle and Ament, 2012]
[Gillis et al., 2007]. Los estimadores de estado pueden ser usados como suavizadores, filtros
o predictores dependiendo en cómo se use la información disponible en el instante de tiempo
actual, ver Figura 2-1.
Figura 2-1.: Escala de tiempo en la que operan los suavizadores, filtros y predictores,
modificada de [Simon, 2006].
1. Suavizador: siempre que se tengan disponibles mediciones después del instante de
tiempo k, se puede formar una estimación xk suavizada. Es decir, el tiempo obser-
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vado es estrictamente mayor al tiempo estimado (tobservado > testimado )[Simon, 2006]
[Grewal and Andrews, 2011]. Matemáticamente la estimación suavizada se denota co-
mo se muestra en la Ecuación 2-6.
x̂k|k+N = E [xk | y1, y2, y3, ...yk..., yk+N ] (2-6)
2. Predictor: usa las mediciones disponibles hasta el instante de tiempo k para formar
una estimación xk uno o mas pasos adelante de la última medición disponible. Es decir,
el tiempo observado es estrictamente menor al tiempo estimado (tobservado < testimado )
[Simon, 2006] [Grewal and Andrews, 2011].Matemáticamente se denota como se mues-
tra en la Ecuación 2-7.
x̂k|k−M = E [xk | y1, y2, y3, ..., yk−M ] (2-7)
3. Filtro: usa las mediciones disponibles hasta e incluyendo el instante de tiempo k
para formar una estimación xk a posteriori denotada como se muestra en la Ecua-
ción 2-8. Además, cuando no se encuentra disponible la medición en el tiempo k,
usa las mediciones disponibles hasta el instante de tiempo k − 1 para formar una
estimación xk a priori denotada como se muestra en la Ecuación 2-9 [Simon, 2006]
[Grewal and Andrews, 2011].
x̂+k = E [xk | y1, y2, y3, ..., yk] (2-8)
x̂−k = E [xk | y1, y2, y3, ..., yk−1] (2-9)
Valor esperado
El valor esperado o esperanza matemática corresponde al valor medio de un fenómeno alea-
torio. Ésta medida estad́ıstica describe la tendencia central de una variable aleatoria, es decir
que representa el valor promedio que podŕıa tomar la variable aleatoria al realizar un gran
número de experimentos [Simon, 2006] [Ojeda, 2007].
E[x] =
∑
xiP (x = xi) (2-10)
donde x corresponde a la variable aleatoria discreta, P (x = x) es la función de distribución
de probabilidad de x y E[x] es el valor esperado de la variable aleatoria (x).
1. Estimación a priori [x−k ]: la estimación a priori o valor esperado a priori corresponde
a la estimación del estado xk antes de procesar la medición en el tiempo k.
x−k = E[xk | y1, y2, ..., yk−1] (2-11)
2. Estimación a posteriori [x+k ]: la estimación a posteriori o valor esperado a posteriori
corresponde a la estimación del estado xk una vez ha sido procesada la medición en el
tiempo k.
x+k = E[xk | y1, y2, ..., yk] (2-12)
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Covarianza del error
La covarianza del error es una medida estad́ıstica que da cuenta de la dispersión del error al
rededor de la media [Simon, 2006].
1. Covarianza del error a priori [P−k ]: la covarianza del error a priori da cuenta de la
dispersión del error de estimación al rededor de la media en la etapa de predicción del
Filtro de Kalman. La covarianza del error a priori en términos estad́ısticos se escribe
como sigue:
P−k = Cov(xk, xk | y1 : k − 1) (2-13)
2. Covarianza del error a posteriori [P+k ]: la covarianza del error a posteriori da
cuenta de la dispersión del error de estimación al rededor de la media en la etapa de
corrección del Filtro de Kalman. P+k en términos estad́ısticos se escribe como sigue:
P+k = Cov(xk, xk | y1 : k) (2-14)
2.2.4. Filtro de Kalman (KF)
El Filtro de Kalman (KF) es un método recursivo que permite estimar el estado de un sis-
tema lineal corrompido por un ruido blanco utilizando mediciones linealmente relacionadas
con el estado pero corrompidas también por un ruido blanco. El estimador resultante es
estad́ısticamente óptimo con respecto a cualquier función cuadrática del error de estimación
[Simon, 2006] [Grewal and Andrews, 2011].
Formulación matemática [Simon, 2006]
El KF se implementa en tres etapas que corresponden a la definición del sistema dinámico,
inicialización del filtro y actualización de las ecuaciones del filtro, y puede escribirse como
sigue.
1. En primer lugar se define un sistema dinámico lineal de la forma que se presenta en
la Ecuación 2-15, con matrices de la representación en espacio de estados A, B y C,
donde xk ∈ Rn es el vector de estados, uk ∈ Rm es la entrada de control, yk ∈ Rp es
el vector de mediciones, y wk ∈ Rn y vk ∈ Rp son la incertidumbre de modelado y el
ruido en la medición con matrices de covarianza Qe,k y Re,k, respectivamente.
xk−1 =Axk +Buk + wk
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2. En segundo lugar se asignan condiciones iniciales tanto para la matriz de covarianza
del error de estimación a posteriori Pk
+, el vector de estado estimado x̂+0 y para las
matrices de covarianza Qe,k y Re,k.




(x0 − x̂+0 )(x0 − x̂+0 )T
]
(2-17)
3. Finalmente calculan las ecuaciones del KF como sigue y se repite el proceso para todo













kKk(yk − Ckx̂−k ) (2-21)
Pk
+ =(I − kKCk)Pk− (2-22)
2.2.5. Filtro de Kalman Extendido (EKF)
El Filtro de Kalman Extendido (EKF) es una variación del filtro de Kalman que permite
abordar el problema de la estimación en sistemas no lineales [Pascual, 2004]. La derivación
del EKF se basa en la linealización del sistema no lineal alrededor de una trayectoria de
estado nominal y fue propuesto originalmente por Stanley Schmidt para que el KF pudiera
aplicarse en sistemas no lineales [Simon, 2006].
Formulación matemática [Simon, 2006]
La implementación del EKF se da en cuatro momentos: la definición del sistema dinámico
no lineal, la inicialización del EKF, la linealización punto a punto del sistema dinámico no
lineal definido inicialmente y por ultimo la actualización de la estimación como se detalla a
continuación.
1. En primer lugar se define el sistema dinámico no lineal de la forma que se presenta en la
Ecuación 2-23, donde fk es el modelo no lineal del sistema dinámico, hk es la función de
medición, xk ∈ Rn es el vector de estados, uk ∈ Rm es la entrada del sistema, yk ∈ Rp
es el vector de mediciones, y wk ∈ Rn y vk ∈ Rp son la incertidumbre de modelado y
el ruido en la medición con matrices de covarianza Qe,k y Re,k, respectivamente.
xk−1 = fk(xk, uk, wk)
yk = hk(xk, vk)
wk ∼ N(0, Qe,k)
vk ∼ N(0, Re,k)
(2-23)
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2. Una vez definido el sistema dinámico no lineal se inicializa el vector de estado estimado
a posteriori x̂+k y la matriz de covarianza del error de estimación a posteriori P
+
k como
se muestra en las Ecuaciones 2-24 y 2-25, respectivamente. Las condiciones iniciales se
asignan de acuerdo al conocimiento del sistema dinámico de estudio.
x̂+0 = E(x0) (2-24)
P+0 = E[(x0 − x̂0)(x0 − x̂0)T ] (2-25)
3. En tercer lugar y una vez inicializado el EKF, para todo instante de tiempo k (con
k = 1, 2, 3, . . . ) se linealiza el sistema dinámico no lineal mediante el cálculo de las
matrices en espacio de estados y se calculan el vector de estados estimado x̂+k y la
matriz de covarianza del error a posteriori P+k .
a) Se calculan las matrices A y L, que corresponden a la matriz de derivadas parciales
del sistema fK−1 respecto al estado x y a la matriz de derivadas parciales del
sistema fK−1 respecto a la incertidumbre de modelado w, respectivamente (Ver









b) Haciendo uso de la matriz Ak−1 ya encontrada, se calcula la matriz de covarianza











c) Se calculan las matrices C y M , que corresponden a la matriz de derivadas par-
ciales de la salida del sistema hk respecto al estado xk, y la matriz de derivadas
parciales de la salida del sistema hk respecto al ruido en la medición vk, respecti-









d) Finalmente se calcula la ganancia de Kalman Kk, el vector de estados estimado
y la matriz de covarianza del error de estimación a posteriori x̂+k y P
+
k , respecti-
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k + Kk[yk − hk(x̂−k )] (2-33)
P+k = (I −KkHk)P−k (2-34)
2.2.6. Filtro de Kalman Unscented (UKF)
El Filtro de Kalman extendido (EKF) es el algoritmo de estimación de estado más comun-
mente usado para sistemas no lineales, sin embargo, el EKF puede ser dif́ıcil de ajustar
y a menudo da estimaciones poco confiables si las no linealidades del sistema son fuer-
tes [Simon, 2006]. Esto se debe principalmente a que el EKF usa la linealización del sistema
dinámico para propagar la media y covarianza del estado [Simon, 2006]. Por lo anterior, en el
año 1997 los investigadores Julier y Uhlmann propusieron una nueva aproximación para siste-
mas no lineales denominada Filtro de Kalman Unscented (UKF) [Julier and Uhlmann, 1997]
[Pascual, 2004]. El UKF es considerado el resultado de la incorporación de una transforma-
ción Unscented a el Filtro de Kalman Extendido (EKF) con el fin de mejorar las apro-
ximaciones de la media y la covarianza del error de estimación, reduciendo los errores de
linealización del EKF [Simon, 2006].
Transformación Unscented
La transformación Unscented es un método que permite calcular los dos primeros momentos
(media y covarianza) de una función de distribución de probabilidad de una variable aleato-
ria y = f(x) que resulta de aplicar una transformación no lineal f a una variable aleatoria
x de estad́ıstica conocida [Simon, 2006] [Julier and Uhlmann, 1997].
La transformación Unscented se basa en dos principios [Simon, 2006]:
En primer lugar, se parte del principio de que es más fácil realizar una transformación
no lineal en un solo punto que para toda la función de densidad de probabilidad (FDP).
En segundo lugar, se ha demostrado que se puede encontrar un conjunto de puntos
individuales en el espacio de estados cuya FDP se aproxime a la verdadera FDP de un
vector de estado.
La Figura 2-2 representa la diferencia existente entre el EKF y el UKF (de izquierda a
derecha).Para el caso del EKF, se realiza una linealización en cada instante de tiempo k,
al rededor de un punto de operación y se actualizan de manera aproximada tanto la media
como la covarianza (ver parte inferior izquierda - rojo). Para el caso del UKF, en lugar de
realizar una linealización del sistema punto a punto, se realiza una transformación Unscented
que consiste en hacer pasar un vector de puntos sigma (con estad́ısticas conocidas) a través
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Figura 2-2.: Linealización y transformación Unscented, modificado de
[Wan and Van Der Merwe, 2000]
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de la función y = f(x) de manera que se obtiene un nuevo vector de puntos transformados,
cuyas estad́ısticas (media y covarianza) son una buena estimación de la verdadera media y
covarianza de y (ver parte inferior derecha - verde).
Formulación matemática [Simon, 2006]
La implementación del UKF se da en cuatro momentos: definición del sistema dinámico no
lineal, definición de condiciones iniciales para el UKF, primera generación de puntos sigma,
segunda generación de puntos sigma y finalmente el calculo de las ecuaciones del UKF.
1. En primer lugar se define el sistema dinámico no lineal de la forma que se presenta en
la Ecuación 2-23 (Ver Sección 2.2.5).
2. Considerando el sistema no lineal anterior, se definen las condiciones iniciales para el
UKF. De acuerdo al conocimiento del sistema se inicializa el vector de estados x̂k y la
matriz de covarianza del error de estimación P+k , como se muestra en las Ecuaciones
2-35 y 2-36.
x̂0 = E(x0) (2-35)
P+0 =
[
(x0 − x̂+0 )(x0 − x̂+0 )T
]
(2-36)
3. Una vez definidas las condiciones iniciales, para todo instante de tiempo k (con k =
1, 2, 3, . . . ) se calculan las ecuaciones necesarias para la actualización de la estimación
a priori. Esta etapa del algoritmo es significativamente diferente a la etapa de actua-
lización del EKF teniendo cuenta que este último requiere la linealización del sistema
dinámico. La etapa de actualización del UKF se ejecuta como sigue:
(a) Partiendo de los principios ya descritos, se encuentra un conjunto de vectores
llamados puntos sigma x
(i)
k−1, cuya media y covarianza son aproximadamente iguales
























T es la transpuesta de
√
nP+k−1.
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(b) A continuación se aplica la función no lineal conocida xk−1 = fk(xk, uk) a cada
punto sigma x
(i)





k−1, uk, tk), i = 1, . . . , 2n (2-38)
(c) Una vez se obtienen los puntos sigma transformados, se calcula tanto el vector de
estados estimado a priori x̂−k , como la matriz de covarianza del error de estimación


















donde Qe,k y Re,k son las matrices de covarianza de wk ∈ Rn y vk ∈ Rp (incertidumbre
de modelado y el ruido en la medición), respectivamente.
4. Teniendo como insumo el vector de estados estimado a priori x̂−k y la matriz de covarian-
za del error de estimación a priori P−k , se da paso a una segunda etapa de actualización
que se da como sigue
(a) En primer lugar, se encuentra un nuevo conjunto de de puntos sigma x
(i)
k−1, que
vaŕıan respecto al primer vector de puntos sigma generado, en que este último
vector se encuentra usando la matriz de covarianza del error de estimación a priori
P−k en lugar de usar la matriz de covarianza del error a posteriori P
+
k−1 como se


















, i = 1, ..., n
(2-41)
(b) A continuación se aplica la función no lineal de salida yk = hk(xk) a cada vector
x
(i)
k−1 para obtener vectores transformados. La media del conjunto y la covarianza
de los vectores transformados proporcionan una buena estimación de la verdadera








Una vez obtenidos los puntos sigma transformados, se calcula la medida estimada
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(c) Usando como insumo la salida esperada (ŷk) calculada en el paso anterior, se calcula
la covarianza matriz de covarianza Py de y. Se incluye el término Re,k al final de












(d) Finalmente se calcula la covarianza Pxy entre x̂
−
k y ŷk y se calcula la ganancia de
Kalman Kk, el vector de estado estimado a posteriori x̂
+
k y la matriz de covarianza





















2.3. Métodos de compensación de retardo en la medición
De acuerdo a la revisión del estado del arte realizada previamente, se identificó que uno
de los principales problemas para la estimación de estados en sistemas no lineales, es que
muchos de estos sistemas poseen mediciones retardadas que degradan el rendimiento de los
estimadores de estado y afectan negativamente el desempeño de los mismos.
De acuerdo a Khosravian en [Khosravian et al., 2015], los retardos en la medición pueden
provenir de diferentes fuentes como las propiedades f́ısicas del sistema (transitorios lentos),
el tiempo de procesamiento de señales internas de los sensores, el análisis extenso de medidas
de los sensores para la reducción de ruido y retardos de comunicación desde los sensores hacia
la unidad de procesamiento de la información, entre otros. En este sentido, se hace necesaria
la implementación de métodos que permitan compensar el retardo y por ende corregir el
desempeño de los estimadores de estado en presencia del retardo en la medición.
Se reportan en la literatura diferentes métodos de compensación o incorporación de re-
tardos. Entre los métodos encontrados se destacan los métodos de Recálculo del Filtro
[Prasad et al., 2002] [Gopalakrishnan et al., 2011], Método de Alexander [Alexander, 1991],
y el Predictor de Smith [Khosravian et al., 2015] que se detallan a continuación.
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2.3.1. Recálculo del filtro:
Suponiendo que se tiene un modelo matemático de la forma
xk+1 = fk(xk, uk) + wk
y1k = hk(xk) + vk
y2k = hk(xk, dk) + vk
(2-49)
donde y1k es la medición secundaria que se obtiene en linea y y
2
k es la medición primaria que
se obtiene fuera de linea y que por lo tanto tiene asociado un retardo dk como se observa en
la Figura 2-3.
Tiempo de












( )y k N− ( )y k
kd
Figura 2-3.: Representación de un sistema para el que se obtienen mediciones primarias y
secundarias, modificado de [Gopalakrishnan et al., 2011]
La Figura 2-3, representa la escala de tiempo de medición de un proceso para el cual se obtie-
nen mediciones de dos tipos (primarias y secundarias). Las mediciones primarias denotadas
como y2k son aquellas que se obtienen fuera de ĺınea y que por lo tanto tienen asociado un
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tiempo de retardo dk (tiempo transcurrido desde el momento que se tomó la medida, hasta
el momento en el que ésta estuvo disponible). Por otra parte, las mediciones secundarias
denotadas como y1k corresponden a aquellas mediciones que se obtienen en ĺınea, es decir
aquellas mediciones que están disponibles en el mismo instante de tiempo k en el que fueron
tomadas.
Teniendo en cuenta lo anterior, el método de recálculo del filtro consiste en volver al paso
de tiempo cuando se tomo la medición primaria y2k e incorporar la medición y
2
k+d al esquema
de estimación para recalcular toda la trayectoria de las estimaciones hasta el paso actual
para de esta manera actualizar el vector de estados estimado x̂k y la covarianza del error de
estimación a priori P−k .
2.3.2. Método de Alexander:
Partiendo de la premisa que se tiene un sistema de la forma presentada en la Ecuación 2-49,
el método de Alexander propone el uso del procesamiento secuencial de las mediciones y1k
y y2k en dos momentos, es decir, cuando se tiene disponible solo la medida secundaria y
1
k
(estancia menor), y cuando se tienen disponible tanto las medidas primarias y2k como las
secundarias y1k (estancia mayor). Esto es, siempre que los errores de ambas mediciones sean
estad́ısticamente independientes.
En la estancia menor, las mediciones secundarias (no retardadas) y1k son incorporadas ini-
cialmente a un esquema de estimación como si fuesen las únicas mediciones disponibles del
sistema, de manera que pueda calcularse la ganancia de Kalman K1k y la matriz de cova-
rianza del error de estimación P1−k que permita calcular el vector de estados estimados X
1
k .
En la estancia mayor, se calcula una nueva ganancia de Kalman K2k y una nueva matriz de
covarianza del error de estimación P2−k que incluye el efecto de ambos conjuntos de medición.
2.3.3. Predictor de Smith
El predictor de Smith (PS) es un método de compensación de tiempo muerto para tareas de
control y estimación propuesto por Otto Smith en el año 1957 [Smith, 1957]. El PS se consi-
dera el compensador de tiempo muerto más utilizado para el control de sistemas con retardo
de tiempo debido a su elevada efectividad y su simple implementación, y al ser ampliamente
utilizado, se presentan en la literatura diferentes modificaciones del mismo que apuntan a
mejorar su desempeño frente a perturbaciones medibles y no medibles, su aplicación en el
control de plantas inestables, entre otros [Beńıtez-González and Rivas-Pérez, 2017].
En la Figura 2-4 se observa el esquema general del lazo de control con compensación de
retardo propuesto inicialmente [Smith, 1957]. Pariendo de la idea de que se desea controlar
un proceso P (S) que tiene asociado un tiempo de retardo L, se adiciona al lazo de control un
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Figura 2-4.: Lazo de control con compensación de retardo - Predictor de Smith,
modificado de [Bahill, 1983]
modelo del proceso a controlar Gn(S) el cual representa la dinámica del proceso de manera
ideal sin tener en cuenta el retardo asociado al mismo y el tiempo de retardo del sistema re-
presentado como e−LnS. En este sentido, el Predictor de Smith es capaz de predecir la salida
y(t) del proceso real, con base en el modelo del proceso Gn(S), consiguiendo anticiparse a
la salida del sistema, un tiempo igual al tiempo de retardo L [Bahill, 1983] [Miall et al., 1993].
En las Ecuaciones 2-50 y 2-51 se muestra la estructura de un PS no lineal presentado en
[Khosravian et al., 2015].
δ̇ = f(x̂τ (k) + δ(k)− δ(k − τ), u(k)), k ≥ τ (2-50)
xp(k) = x̂τ (k) + δ(k)− δ(k − τ), k ≥ τ (2-51)
donde x̂τ (t) es el vector de estados pasado (τ unidades de tiempo antes), δ(t) ∈ Rn es el
vector de estados ficticio o estado interno del predictor que se obtiene utilizando la Ecuación
diferencial 2-50 con una condición inicial arbitraria δ |[0,τ ]= δ0 |[0,τ ]. Aunque la dinámica del
predictor que se observa en las Ecuaciones 2-50 y 2-51 es una ecuación diferencial de retardo,
puede implementarse fácilmente utilizando el búfer de memoria que almacena la trayectoria
de δ(t) al menos durante τ segundos, de manera que pueda tenerse acceso a δ(t− τ). Final-
mente xp es el vector de estados estimados con la corrección del retardo.
Si bien el predictor de Smith es, como se menciono antes, ampliamente usado en aplicaciones
de todo tipo, presenta limitaciones entre las que se destacan: su desempeño depende del cono-
cimiento exacto del retardo en la medición por lo que no puede aplicarse en plantas inestables
o con retardo de tiempo variante en el tiempo, su pobre desempeño frente a incertidumbres
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de modelado, y su baja robustez frente a perturbaciones externas [Khosravian et al., 2015]
[Beńıtez-González and Rivas-Pérez, 2017].
Resumen del caṕıtulo
En este caṕıtulo, se presentaron los elementos conceptuales necesarios para la comprensión
del presente trabajo de investigación. En primer lugar, se presentaron los fundamentos con-
ceptuales asociados a la estimación de estados y se introdujeron diferentes indices de desem-
peño útiles para la evaluación de esquemas de estimación de estados de Kalman. En segundo
lugar, se mostraron tres diferentes esquemas de estimación de Kalman con sus respectivas
formulaciones matemáticas, esto con el fin de preparar el camino para la posterior simulación
y evaluación de desempeño de dichos esquemas en presencia del retardo en la medición. Fi-
nalmente, se presentaron tres métodos de compensación de retardo, elemento necesario para
la posterior formulación de una nueva metodoloǵıa que permita obtener un mejor desempeño
en presencia del retardo en la medición. En el siguiente caṕıtulo se presentará una revisión
de diferentes técnicas para la identificación del retardo en la medición.
3. Métodos de identificación del retardo
en la medición en sistemas no lineales
En este capitulo se presentan inicialmente algunos conceptos estad́ısticos preliminares nece-
sarios para la comprensión de las técnicas de identificación de retardo en sistemas dinámicos.
Finalmente se presenta la revisión de algunas técnicas usadas para la identificación de retar-
dos en sistemas dinámicos no lineales.
3.1. Conceptos preliminares
3.1.1. Correlación lineal [Rodŕıguez Ojeda, 2014]
El término correlación lineal permite describir la relación lineal existente entre los datos de
dos muestras diferentes y que puede ser cuantificado mediante el calculo de la covarianza
muestral [Rodŕıguez Ojeda, 2014]. Para explicar este concepto, sean a y b variables muestra-
les, n el tamaño de la muestra, ā y b̄ las medias aritméticas de a y b, respectivamente, S2a
y S2b las varianzas muestrales de a y b, respectivamente y Sa y Sb las desviaciones estándar







(ai − ā)(bi − b̄) (3-1)
Si en 3-1, los valores ai, bi son ambos mayores o ambos menores que su media (ā y b̄, respec-
tivamente), entonces el producto de las diferencias tendrá signo negativo y la suma tendrá
signo positivo, lo que significa que los datos tienen tendencia lineal positiva. En el caso con-
trario, cuando uno de los valores ai, bi es mayor que su media, y el otro resulta ser menor
que su media, entonces el producto de una de las diferencias (ai − ā)(bi − b̄) tendrá signo
negativo y por lo tanto la suma tendrá signo negativo, lo que significa que los datos tienen
tendencia lineal negativa.
3.1.2. Coeficiente de correlación lineal [Rodŕıguez Ojeda, 2014]
El coeficiente de correlación lineal permite determinar de manera cuantitativa el grado de
correlación entre dos o mas conjuntos de datos. El coeficiente de correlación se define como
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, −1 ≤ r ≤ 1 (3-2)
La relación entre el valor de r y el grado de correlación entre los datos de las muestras a y
b se presentan en la Tabla 3-1.
Tabla 3-1.: Relación entre el valor del coeficiente de correlación y el tipo de correlación,
tomado de [Rodŕıguez Ojeda, 2014]
Valor r Tipo de correlación entre a y b
Cercano a 1 Correlación lineal positiva - fuerte
Cercano a -1 Correlación lineal negativa -fuerte
Cercano a 0 Correlación lineal débil o ausencia de correlación lineal
3.2. Métodos anaĺıticos para la identificación de retardos
Se han reportado en la literatura diferentes métodos para la identificación de retardos en
sistemas que poseen mediciones retardadas. Entre los métodos reportados mas recientemente
se encuentran la Función de Correlación Cruzada [Yang et al., 2017] y el Análisis de Correla-
ción Máxima [Li et al., 2017]. En [Jacovitti and Scarano, 1993] se presentan algunas técnicas
alternativas para la estimación de tiempo de retardo (Estimador de Correlación Directa, Es-
timador de la Función de Diferencia Cuadrática Media y por último el Estimador de la
Función de Diferencia de Magnitud Promedio). A continuación se presenta la definición y
formulación matemática para cada una de las técnicas mencionadas.
3.2.1. Función de correlación cruzada
El método de Función de Correlación Cruzada (FCC) permite determinar la dirección y
tamaño del retardo existente entre dos variables. La FCC, supone que existe un desfase
temporal entre dos series de tiempo a y b. Por lo anterior, se considera que el valor absoluto
máximo de φab(k) puede considerarse como el coeficiente de correlación, y k puede conside-
rarse como el tiempo de retardo entre dos variables [Yang et al., 2017].
Suponiendo que se tienen dos series de tiempo a y b, con media µa y µb y covarianza σa
y σa respectivamente, la función de correlación cruzada φab(k) con retardo k supuesto, se
caracteriza como se muestra en la Ecuación 3-3.
φab(k) =
E [(ai − µa)(bi − µb)]
σaσb
, k = −n+ 1, ..., n− 1 (3-3)
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i=1−k(ai − µa)(bi+k − µb)/SaSb , si k < 0
(3-4)
donde Sa y Sb corresponden al muestreo de la derivación estándar de a y b, respectivamente.
El valor máximo y mı́nimo de φab(k) puede calcularse como se muestra en la Ecuación 3-5,
aśı como los argumentos correspondientes kmax y kmin.
φmax = maxk [φab(k), 0] ≥ 0
φmin = mink [φab(k), 0] ≤ 0
(3-5)
Por lo tanto, el retardo de tiempo estimado λ entre a y b se denota como se muestra en la
Ecuación 3-6. El Signo que acompaña a λ da cuenta de la dirección del retardo (si va desde
a hasta b, o de manera contraria).
λ =
{
kmax, si φmax ≥ −φmin
kmin, si φmax < −φmin (3-6)
Si λ < 0 significa que el retardo va desde b hasta a. De manera contraria, si λ > 0 significa
que el retardo va desde a hasta b.
3.2.2. Análisis de correlación máxima
El método de análisis de correlación máxima parte de la premisa de que cada valor de salida
en un sistema es causado completamente por un cambio en la entrada del mismo. En el
algoritmo de estimación de retardos basado en el análisis de correlación máxima, se calculan
los coeficientes de correlación entre la secuencia de entrada Uk y la secuencia de salida Yk
que se definen como sigue [Li et al., 2017]. Suponiendo que se tiene un sistema estático con
entrada u y salida y, donde la variable de entrada u cambia en el tiempo k, y la salida y
cambia en el tiempo k + τ , el conjunto de muestras de u y y puede definirse como sigue.
{U(k), Y (k), (k = 1, ..., N ; τ = 1, ..., τmax)} (3-7)
donde τmax es el retardo máximo que se asigna de acuerdo al conocimiento del sistema, y N
es el tamaño de la muestra de entrenamiento. Teniendo el conjunto de muestras, se plantea
el siguiente problema de optimización.
máx
τ
|ρ(u(k), y(k + τ))| (3-8)
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sujeto a la función objetivo ρ(∆Ui(k),∆y
o
j (k+ τ)) y la restricción en τ , como se muestra en
las Ecuaciones 3-9 y 3-10.
ρ(ui(k), y(k + τ)) =
Cov(U(k), Y (k + τ))√
D(U(k))
√
D(Y (k + τ))
=
∑N
k=1(u(k)− µu(k))(y(k + τ)− µy(k + τ))√∑N
k=1(u(k)− µu(k))2
∑N
k=1(y(k + τ)− µy(k + τ))2
(3-9)
τ ≤ τmax (3-10)
donde D es la desviación estándar, ρ(u(k), y(k + τ)) es el coeficiente de correlación entre
u(k) y y(k + τ), µu(k) y µy(k + τ) corresponden a la media del conjunto de datos U(k) y
Y (k), respectivamente, y τ es el argumento de la solución al problema de optimización.
3.2.3. Funciones de correlación alternativas
En el trabajo presentado por Jacovitti en el año 1993, se citan y comparan tres diferentes
funciones de correlación para la estimación de retardos. Para explicar estas aproximaciones,
suponga que se tiene un sistema dinámico para el cual se tienen disponible dos mediciones
x1 y x2 que se denotan como se muestra en 3-11.
x1(t) = s(t) + n1(t)
x2(t) = As(t− τ) + n2(t)
(3-11)
donde s(t) es la versión no retardada de la medición, τ es el tiempo de retardo, y s(t− τ) es
la versión retardada de la misma señal con ruidos de medición n1 y n2 respectivamente.
Estimador de Correlación Directa
Para el Estimador de Correlación Directa (DC, por sus siglas en inglés) se plantea el problema
de optimización que se muestra en la Ecuación 3-12.







x1(kT )x2(kT + τ) (3-13)
donde T es el intervalo de muestreo y (NDC − 1)T es el ancho de la ventana de estimación.
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Estimador de la Función de Diferencia cuadrática media
Para el Estimador de la Función de Diferencia Cuadrática media (ASDF) se plantea el
problema de optimización que se muestra en la Ecuación 3-14.







[x1(kT )− x2(kT + τ)]2 (3-15)
donde T es el intervalo de muestreo y (NASDF −1)T es el ancho de la ventana de estimación.
Estimador de la Función de Diferencia de Magnitud Promedio
Para el estimador de la Función de Diferencia de Magnitud Promedio (AMDF) se plantea el
problema de optimización que se muestra en la Ecuación 3-16.







|x1(kT )− x2(kT + τ)| (3-17)
donde T es el intervalo de muestreo y (NAMDF −1)T es el ancho de la ventana de estimación.
Resumen del caṕıtulo
Teniendo en cuenta que el Predictor de Smith requiere como insumo principal el conocimien-
to exacto del tiempo de retardo para garantizar la respectiva corrección, en este caṕıtulo,
se presentaron diferentes métodos de identificación del retardo con el fin de elegir el que
se acoplara de mejor forma al Predictor de Smith. En este sentido, se eligió el Método de
Análisis de Correlación Máxima (ACM), debido a que éste método arroja un valor exacto
de retardo y no un intervalo en el cual dicho retardo pueda encontrarse, permitiendo de esta
manera que su resultado sea directamente alimentado al predictor sin necesidad de otros
procesos.
Teniendo como insumo los esquemas de estimación de estados de Kalman descritos en el
Caṕıtulo 2, el método de compensación de retardo (Predictor de Smith) descrito en el mismo
caṕıtulo, y un método para la identificación del tiempo de retardo (ACM) presentado en este
caṕıtulo, en el siguiente capitulo se presentará una nueva metodoloǵıa para la estimación de
estados en una clase de sistemas no lineales con retardo en la medición.
4. Metodoloǵıa propuesta
En caṕıtulos anteriores se resaltó el impacto negativo que tiene el retardo en la medición sobre
los esquemas de estimación basados en Kalman y se presentaron los elementos necesarios
para la identificación del retardo y la corrección de la estimación en presencia del mismo. En
este caṕıtulo, se presenta en śıntesis la metodoloǵıa propuesta para la estimación de estados
en una clase de sistemas no lineales con retardo en la medición.
Metodoloǵıa para la estimación de estados en una clase de
sistemas no lineales con retardo en la medición
Se plantea una metodoloǵıa para la estimación de estados en una clase de sistemas no lineales
con retardo en la medición que permite que, siempre que se tenga un retardo desconocido
pero acotado a un intervalo de tiempo definido τmin ≤ τ ≤ τmax, donde τmin corresponde al
tiempo de retardo mı́nimo en la medición y τmax corresponde al tiempo de retardo máximo
en la misma, se obtenga una mejora en el desempeño en comparación a un estimador no
lineal que no tenga en cuenta los retardos.
Se parte de un sistema de la forma que se presenta en la Ecuación 4-1
xk+1 = fk(xk, uk) + wk
yk = hk(xk, τ) + vk
(4-1)
donde τ es el retardo en la medición desconocido y acotado. Con base en lo anterior, la
metodoloǵıa propuesta se desarrolla en tres etapas que son la etapa inicial o de definición,
la etapa de estimación del retardo y la etapa de estimación de estados.
4.1. Etapa inicial o de definición
4.1.1. Definición de condiciones iniciales
En este paso, se definen tanto el número de datos que constituirán el insumo para la estima-
ción del retardo en la medición (Nset) como el tiempo de operación máximo del algoritmo sin
la actualización del tiempo de retardo τ (Topmax). Además, se define el número de entradas
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(Nu) y el número de salidas (Ny) a tener en cuenta para la posterior estimación del tiempo
de retardo. Es importante resaltar que el esquema que se presenta se ha probado en siste-
mas estables en lazo abierto usando entradas del tipo escalón. Para sistemas inestables en
lazo abierto o sistemas excitados por medio de otro tipo de entradas tales como senoidales,
impulsivas, tipo pulso, entre otras, se debe considerar otro tipo de análisis.
Nset: corresponde al número de datos de entrada y salida u(k) y y(k), respectivamente,
que serán almacenados en los vectores U(k) y Y (k) para la posterior estimación del
tiempo de retardo de la medición. El número de datos debe ser definido de acuerdo al
conocimiento del sistema y debe ser el tiempo suficiente para que el sistema pase de
un estado estacionario a otro.
Topmax: corresponde al tiempo máximo en el que la etapa de estimación (ver mas
adelante), estará operando sin necesidad de recalcular el tiempo de retardo τ .
Nu: corresponde al número de entradas del sistema que serán tenidas en cuenta para
la estimación del tiempo de retardo. La entrada o entradas a tener en cuenta para la
estimación del tiempo de retardo, depende exclusivamente del conocimiento del siste-
ma, dado que éste permite determinar cuales entradas generan un cambio significativo
en la variable de estado de interés que se espera estimar.
Ny: corresponde al número de salidas del sistema que serán tenidas en cuenta para la
estimación del tiempo de retardo.
4.1.2. Almacenamiento de conjunto de datos
Se almacenan los conjuntos de datos U(k) y Y (k) correspondientes a los datos de entrada
y salida del sistema, respectivamente. Dichos conjuntos de datos pueden ser datos reales
tomados directamente del proceso o pueden provenir de un modelo matemático validado. El
conjunto de datos de entrada y salida almacenados tienen la forma que se muestra en las
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 (4-3)
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donde yji es el dato i de la salida j, con i = 1, · · · , Nset y j = 1, · · · , Ny. Las matrices
resultantes deben tener dimensiones U(k) = [Nu ×Nset] y Y (k) = [Nset ×Ny] para los datos
de entrada y salida respectivamente.
4.2. Etapa de estimación de retardo
Una vez se han almacenado los vectores de entrada y salida U(k) y Y (k) respectivamente,
se inicia la etapa de estimación del tiempo de retardo τ , la cual se da mediante el uso del
método de análisis de correlación máxima.
4.2.1. Definición de tiempo de retardo máximo
En primer lugar se define el tiempo de retardo máximo τmax que se define de acuerdo al
conocimiento del sistema y de la fuente de retardo en la medición, ya sea que la fuente de
retardo sea el dispositivo, método de adquisición de datos o que sea propio de la dinámica
del sistema. τmax será entonces el valor de retardo máximo que podrá obtenerse mediante el
análisis de correlación máxima.
4.2.2. Estimación del tiempo de retardo
Posteriormente se resuelve el problema de optimización que se presenta en la Ecuación 4-4,
sujeto a la función objetivo ρ(u(k), y(k + τ)) y la restricción en τ , como se muestra en las
Ecuaciones 4-5 y 4-6.
máx
τ
|ρ(u(k), y(k + τ))| (4-4)
ρ(ui(k), y(k + τ)) =
Cov(U(k), Y (k + τ))√
D(U(k))
√
D(Y (k + τ))
=
∑Nset
k=1 (u(k)− µu(k))(y(k + τ)− µy(k + τ))√∑Nset
k=1 (u(k)− µu(k))2
∑Nset
k=1 (y(k + τ)− µy(k + τ))2
(4-5)
τ ≤ τmax (4-6)
donde D es la desviación estándar, ρ(u(k), y(k + τ)) es el coeficiente de correlación entre
u(k) y y(k + τ), µu(k) y µy(k + τ) corresponden a la media del conjunto de datos U(k) y
Y (k), respectivamente y τ es el argumento de la solución al problema de optimización.
Una vez calculado el vector de indices de correlación ρ = [ρ1, ρ2, ρ3, · · · ρτmax ] se busca el
coeficiente de correlación máximo cuyo sub-́ındice (es decir la posición que ocupa en el vector)
corresponde a la longitud o tiempo de retardo estimado como se muestra en la Figura 4-1.









Figura 4-1.: Longitud del retardo estimada.
4.3. Etapa de estimación de estados
Teniendo el tiempo de retardo estimado τ ∗ se inicia la etapa de estimación de estados con
corrección del retardo en la medición. En este sentido, se sugiere el uso de un estimador
de estados en cascada resultante de la integración de un Filtro de Kalman Unscented y un
Predictor de Smith como se muestra en la Figura 4-2.






Figura 4-2.: Estimador de estados en cascada
4.3.1. Inicialización del UKF
En primer lugar se inicializa el UKF de acuerdo a la formulación matemática presentada en
el Caṕıtulo 2, Sección 2.2.5. de manera que pueda obtenerse un vector de estados estimado
x̂UKF .
4.3.2. Inicialización del PS
Teniendo como insumo el tiempo de retardo τ estimado en la segunda etapa de la metodoloǵıa
y el vector de estados estimado x̂UKF obtenido en el paso anterior, se inicializa el PS que,
como se mencionó en la Sección 2.3.3., es un método que facilita la corrección del retardo,
de manera que pueda obtenerse un vector de estados estimado x̂est.
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Figura 4-3.: Diagrama de flujo de la metodoloǵıa para la estimación de estados en una
clase de sistemas no lineales con retardo en la medición
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En la Figura 4-3 se presenta el esquema de la metodoloǵıa propuesta. Es importante resaltar
que debido a que los estimadores de estado son usados con el fin de completar el conocimiento
del estado de un sistema, este debe calcularse continuamente. Por lo anterior, la metodoloǵıa
propuesta no posee una condición de parada espećıfica.
Resumen del caṕıtulo
En este caṕıtulo se presentó una nueva metodoloǵıa para la estimación de estados para una
clase de sistemas no lineales con retardo en la medición. La metodoloǵıa propuesta, inte-
gra un Filtro de Kalman Unscented (UKF), el método de Análisis de Correlación Máxima
(ACM) y un Predictor de Smith.
Existen algunos trabajos que reportan la convergencia del UKF en diferentes escenarios. Por
ejemplo, Feng y colaboradores muestran un análisis de convergencia del UKF en el caso de
señales ruidosas caóticas [Feng et al., 2007]. Maree y colaboradores muestran que el UKF
es exponencialmente estable usando teoŕıa de la contracción [Maree et al., 2016]. En Isaza y
colaboradores, se presenta una revisión exhaustiva sobre los diferentes métodos, herramientas
y tipos de estimadores de estado usados para la incorporación de información no uniforme a
diferentes esquemas de estimación de estados.
5. Caso de estudio
En este caṕıtulo se presenta el caso de estudio seleccionado para la evaluación del desempeño
de la metodoloǵıa propuesta. Inicialmente se presenta una descripción del sistema en estudio
(mecanismo homeostático de la glucosa) incluyendo una descripción del origen del retardo en
la medición. En segundo lugar se presentan los resultados de simular los Filtros de Kalman
antes descritos (KF, EKF y UKF) en condiciones ideales y en presencia del retardo en la
medición, esto último con el fin de dejar en evidencia como afecta el retardo en la medición el
desempeño de los esquemas de estimación. Finalmente se presenta la aplicación y evaluación
de la metodoloǵıa propuesta en el caso de estudio seleccionado y los resultados cuantitativas
y cualitativos que permiten evidenciar una mejora en el desempeño del UKF en presencia
del retardo en la medición.
5.1. Caso de estudio: mecanismo homeostático de la
glucosa en pacientes con DMT1
5.1.1. Mecanismo homeostático de la glucosa
La glucosa es la principal fuente de enerǵıa de los seres humanos ya que es el insumo que
le permite a las células del organismo llevar a cabo funciones vitales como la respiración
celular, la reparación de tejidos, la multiplicación celular, entre otras. Órganos como el
cerebro dependen del suministro constante de glucosa para mantenerse funcionales, por
ello, es de suma importancia mantener su concentración en plasma dentro de un rango
establecido; en los seres humanos los niveles de glucosa en plasma deben encontrarse al-
rededor de 90mg/dl en ayunas y entre 100mg/dl - 140mg/dl después de haber ingerido
alimentos [Shrayyef and Gerich, 2010]. El mecanismo homeostático de glucosa es el encar-
gado de garantizar que los niveles de glucosa en sangre se encuentren estables, sin elevarse
o disminuirse, y para ello se vale de métodos de compensación de tipo neuro- hormonal
[Shrayyef and Gerich, 2010].
Cuando se ingieren alimentos ricos en carbohidratos (que se encuentran en forma de poli-
sacáridos), éstos son descompuestos en el intestino delgado mediante la acción enzimática
de las disacaridasas, que transforman los polisacáridos en moléculas más pequeñas llamadas
monosacáridos para que, de esta manera, puedan ser absorbidos hacia la sangre a través de la
pared intestinal [Barrett et al., 2014]. Una vez se han ingerido los alimentos, y mientras estos
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aún se encuentran en el intestino, el organismo de manera predictiva genera que las hormonas
incretinas (GIP y GLP-1) estimulen las células beta del páncreas para producir insulina,
hormona encargada de incrementar el número de transportadores de glucosa (GLUT4) en
la membrana celular de los tejidos [Shrayyef and Gerich, 2010]. Los GLUT4 se encargan de
la difusión facilitada de carbohidratos a través de la membrana celular, permitiendo que la
glucosa que se encuentra en la sangre sea transportada hacia el interior de las células para ser
usada como fuente de enerǵıa (Ver Figura 5-2), reduciendo aśı la concentración de glucosa
en el torrente sangúıneo. La insulina, además, induce la acción de la glucocinasa, enzima
que hace que la concentración de glucosa en el h́ıgado se vuelva menor, de manera tal que,
por difusión simple, la glucosa que se encuentra en la sangre pueda ingresar al h́ıgado como
reserva para ser almacenada en forma de glucógeno [Kim et al., 2012].
Figura 5-1.: Mecanismo homeostático de la glucosa, modificado de
[Lema-Perez et al., 2015]
Cuando una persona atraviesa un periodo de ayuno, los niveles de glucosa en sangre dismi-
nuyen, y por la acción de las hormonas catecolaminas se inhibe la producción de insulina
[Shrayyef and Gerich, 2010]. Al disminuir los niveles de glucosa en el plasma (ver parte infe-
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rior de la Figura 5-1), las células alfa del páncreas son estimuladas para producir glucagón,
hormona que actúa en diferentes receptores de los hepatocitos (células del h́ıgado) des-
encadenando la acción de la enzima fosforilasa y, como consecuencia, la desintegración del
glucógeno mediante un proceso denominado glucogenólisis, el cual consiste en la transforma-
ción de glucógeno en glucosa. Cuando se da la glucogenólisis, la concentración de glucosa en
plasma aumenta manteniéndose en un nivel aproximado de 90mg/100ml [Kim et al., 2012].
Cuando el ciclo de regulación o ciclo homeostático de la glucosa se rompe, los niveles de
glucosa en plasma se mantienen fuera del rango debido a un déficit en la producción de
insulina o por la producción de insulina no funcional. Esta ruptura desencadena una patoloǵıa
conocida como Diabetes Mellitus.
5.1.2. Diabetes Mellitus
La Diabetes Mellitus (DM) se refiere a un conjunto de enfermedades que se producen cuando
el cuerpo no puede producir una cantidad suficiente de insulina o no puede usar de manera
eficaz la insulina producida. La insulina es la hormona encargada de facilitar el consumo de
glucosa como principal fuente de enerǵıa por parte de algunas células del cuerpo para que
éstas mediante la transformación de glucosa en enerǵıa puedan llevar a cabo sus funciones
vitales. La Diabetes Mellitus se diagnostica mediante en análisis de los niveles de glucosa
en la sangre. La falta de insulina o la incapacidad del organismo para usarla produce un
aumento de los niveles de glucosa en la sangre, lo que a largo plazo desencadena en el daño
de muchos tejidos del cuerpo, dando lugar a complicaciones de salud que pueden ocasionar
la muerte [Federation, 2015].
Existen diferentes tipos de DM, siendo las mas comunes la Diabetes Mellitus Tipo 1, Diabetes
Mellitus Tipo 2 y la Diabetes Gestacional. El caso de estudio seleccionado para la presente
investigación es el mecanismo homeostático de la glucosa en pacientes con Diabetes Mellitus
Tipo 1.
Diabetes Mellitus Tipo 1
La Diabetes Mellitus Tipo 1 (DMT1) es un tipo de DM causada por una reacción autoinmune
en la que el sistema inmunológico ataca las células beta productoras de insulina del páncreas
generando como resultado el cese en la producción de insulina [Federation, 2015]. Como
se observa en la Figura 5-2, al disminuir la producción de insulina, disminuye también
el número de transportadores de glucosa (GLUT4) en la membrana celular de los tejidos
insulino-dependientes, por lo que, gran parte de la glucosa ingerida se acumula en la sangre
aumentando de esta manera su concentración (hiperglicemia) [Shrayyef and Gerich, 2010]
[Barrett, 2013].
















Figura 5-2.: Descripción gráfica de Diabetes Mellitus Tipo 1
5.1.3. Origen del retardo en la medición
Difusión de glucosa plasmática hacia el intersticio celular
El cuerpo humano está compuesto por un conjunto de vasos sangúıneos de estructura tu-
bular hueca que conducen la sangre desde el corazón hacia los demás órganos del cuerpo
y viceversa, transportando ox́ıgeno y nutrientes (entre ellos la glucosa). Existen diferentes
tipos de vasos sangúıneos, entre los cuales se encuentran las arterias que son las encargadas
de transportar la sangre desde el corazón hacia el resto del cuerpo y se caracterizan por tener
paredes gruesas y por ser impermeables, es decir por no permitir el intercambio de sustancias
con el tejido celular. Las arterias se van haciendo cada vez mas pequeñas hasta convertirse
en vasos de intercambio. Los vasos de intercambio son un tipo de vasos sangúıneos de menor
diámetro que las arterias y están formados por un endotelio permeable que permite el paso
selectivo de sustancias nutritivas desde la sangre hacia las células de los tejidos, incluido el
intercambio de ox́ıgeno y de glucosa [Barrett, 2013].
En la Figura 5-3 se observa como se da la difusión de nutrientes (entre ellos glucosa) desde
los vasos de intercambio hacia el intersticio celular que, para el caso de estudio, está
formado por espacios intercelulares de las células musculares y adiposas del abdomen. Dicha
difusión, se da desde los vasos de intercambio hacia el intersticio celular mediante difusión
simple, mecanismo molecular que permite el paso de la glucosa a través de los espacios inter-
celulares, gracias a que la glucosa es una sustancia hidrosoluble. La glucosa presente en los
vasos de intercambio, cruza las paredes de éstos difundiéndose por las hendiduras intercelula-
res a favor del gradiente de concentración, hacia el intersticio formado por células adiposas del


















































Figura 5-3.: Origen del retardo en la medición
abdomen para, posteriormente, difundirse al interior de las células [Bermúdez et al., 2007].
Dispositivos para la medición de glucosa
La medición de glucosa ha cambiado de manera considerable a lo largo de los años. En
principio, los pacientes teńıan como único método diagnostico la presencia de glucosa en la
orina y fue en el año 1964 cuando apareció por primera vez un método que permit́ıa medir
la concentración de glucosa en la orina de manera mas certera. A partir de ese momento
y hasta la fecha, numerosos dispositivos de medición han sido desarrollados con el fin de
mejorar el monitoreo y por ende tratamiento de los trastornos asociados a las altas y bajas
concentraciones de glucosa en la sangre [Bondia et al., 2010] . En este sentido, a continuación
se presenta una descripción del funcionamiento de dos de los dispositivos más utilizados para
la medición de la concentración de glucosa en pacientes con DMT1.
1. Glucómetro: el glucómetro es un dispositivo de uso ambulatorio que mediante el uso
de sangre capilar (proveniente de pinchar un dedo, generalmente) y una tirilla reactiva,
permite conocer la concentración de glucosa en plasma en el instante de tiempo de la
medición (Ver Figura 5-4). Éste dispositivo es ampliamente utilizado por los pacientes
con DMT1 para el monitoreo diario de la enfermedad [Pérez, 2016].
2. Monitor Continuo de Glucosa (MCG): el Monitor Continuo de Glucosa (MCG)
es un dispositivo que permite medir los niveles de glucosa en el intersticio de las células
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Muestra de 





Figura 5-4.: Glucómetro, tirilla reactiva y muestra de sangre, modificado de [How, 2017].
en forma continua. Inicialmente el MCG era usado sólo como examen solicitado por el
médico para su posterior análisis. Actualmente, aunque sigue siendo usado de manera
diagnóstica por solicitud médica, también se han desarrollado dispositivos que pueden
ser usados por los pacientes para el monitoreo en tiempo real.
La mayoŕıa de monitores continuos de glucosa (MCG) usan un sensor electroqúımico
insertado subcutáneamente de manera que este pueda acceder al espacio del ĺıquido
intersticial (ISF por sus siglas en inglés) para medir la concentración de glucosa (Ver
Figura 5-3). La medición de glucosa arrojada por el MCG es una estimación de la
glucosa plasmática (PG por sus singles en inglés). Es decir, que la medición obtenida a
través del MCG puede verse como un reflejo retardado de la concentración de glucosa
en plasma en un tiempo t − τ , dónde τ es el tiempo que tarda la glucosa en difun-
dirse desde la arteŕıa pulmonar hasta el espacio intersticial (también conocido como
tiempo de retardo fisiológico o tiempo de equilibrio) [Sinha et al., 2017]. En la Tabla
5-1 se presenta un resumen de diferentes tiempos de retardo fisiológico que han sido
reportados en la literatura.
Las diferencias entre los valores de retardo reportados en la Tabla 5-1, podŕıan explicarse
debido al tipo de estudio realizado en cada uno de los trabajos citados. En [Dye et al., 2010],
se realizó un test oral de tolerancia a la glucosa, con el fin de validar un dispositivo de moni-
toreo de glucosa intersticial. En [Schoonen and Wientjes, 2003], se presentó un modelo que
buscaba describir la dinámica de transporte de la glucosa desde la sangre haćıa el tejido
adiposo, el estudio se realizó mediante la técnica de microdiálisis, la cual también fue usada
años más adelante por Basu en dos estudios realizados in vivo, donde el autor evaluaba el
tiempo de transferencia de un trazador de glucosa desde la sangre haćıa el intersticio celu-
lar [Basu et al., 2013] y [Basu et al., 2014]. En [Rebrin and Steil, 2000] se realizó un estudio
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Tabla 5-1.: Tiempo de retardo fisiológico reportado en la literatura
Autor/Año Tiempo de retardo encontrado
[Rebrin and Steil, 2000] 5− 12 minutos
[Stout et al., 2001] 10− 20 minuto
[Schoonen and Wientjes, 2003] 4− 50 minutos
[Dye et al., 2010] 15 minutos
[Basu et al., 2013] 5− 6 minutos
[Basu et al., 2014] < 10 minutos
[Sinha et al., 2017]
5− 6 minutos en adultos sanos
7− 8 minutos en pacientes con DMT1 en ayunas
basado en modelos con el fin de establecer la relación dinámica entre la glucosa plasmáti-
ca y la glucosa intersticial. Los datos utilizados para la validación del modelo matemático
usado fueron provenientes de un animal. En [Stout et al., 2001] se realizó un estudio que
buscaba establecer el tiempo de retardo existente entre la dinámica de glucosa plasmática
y la dinámica de glucosa intersticial. Para este fin, los autores tomaron muestras de ĺıquido
intersticial y sangre, las cuales posteriormente fueron analizadas mediante un análisis de
correlación máxima. Finalmente, en [Sinha et al., 2017] se realizó un estudio que buscaba
validar el desempeño de dos dispositivos de monitoreo de glucosa diferentes. Para este fin,
los autores realizaron mediciones de glucosa intersticial (mediante el uso de los dispositivos
mencionados), y dichos datos fueron comparados con mediciones tomadas directamente en
sangre.
Es importante resaltar además, que el tiempo de retardo presenta una variación intra e
inter-paciente que está relacionada con variables como ı́ndice de masa corporal, edad, estado
de ánimo, estado de captación de glucosa por parte de las células, variaciones en el flujo
sangúıneo, entre otras [Dye et al., 2010].
5.1.4. Modelos matemáticos
Desde hace tres décadas, la Diabetes Mellitus se caracteriza en el mundo como una epidemia,
y tiene su explicación en el aumento de la inactividad f́ısica, el aumento nocivo de consumo
de alcohol y una alimentación poco saludable, rica en grasas y carbohidratos (en el caso de
DMT2). En el caso de la DMT1, aunque las causas son desconocidas, las cifras siguen en au-
mento [Federation, 2015]. Si bien, ambos tipos de diabetes comparten su nombre (Diabetes
Mellitus) el origen y tratamiento de la enfermedad difiere significativamente. Por una parte,
el tratamiento de los pacientes con DMT2 consiste básicamente en cambios importantes en
hábitos de vida. Sin embargo, los pacientes con DMT1 además de requerir ejercicio f́ısico
continuo y una dieta saludable (como en el tratamiento de DMT2), también requieren un
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esquema estricto de monitoreo de glucosa junto con inyecciones de insulina todos los d́ıas.
Aunque esta terapia todav́ıa se maneja en las pŕıncipales gúıas médicas como la American
Diabetes Association (ADA) [American Diabetes Association (ADA), 2017] y la European
Asociation for the Study of Diabetes (EASD) [Nathan et al., 2009], también representa un
alto grado de responsabilidad e inversión de tiempo por parte de los pacientes en el cuidado
de la enfermedad, ya que son éstos quienes deben ocuparse del conteo diario de carbohidra-
tos, control de los niveles de glucosa y administración de insulina durante repetidas veces al
d́ıa.
En las últimas cuatro décadas, diferentes investigadores al rededor del mundo han estado
desarrollando diferentes estudios que apuntan a la integración de la tecnoloǵıa de monito-
rización continua de la glucosa, las bombas de insulina y la teoŕıa de control para crear un
páncreas artificial (PA), que seŕıa útil para mejorar el control glucémico, reducir los episo-
dios de hipoglucemia y reducir de manera significativa la inversión de tiempo del paciente
en el cuidado de la enfermedad [Apablaza et al., 2017]. En este sentido, se han publicado
en la literatura diversos modelos matemáticos que buscan describirpartes del mecanismo
homeostático de la glucosa en diferentes escenarios y para diferentes fines. Algunos de los
modelos más representativos encontrados en la literatura son:
1. Modelo de Cambridge [Hovorka et al., 2002] [Hovorka et al., 2004]: Hovorka
y colaboradores presentaron en el año 2004 un modelo del sistema glucosa insulina
conocido como el modelo de Cambridge considerando la infusión de insulina como en-
trada y la concentración de glucosa como salida. Dicho modelo considera el subsistema
glucosa y el subsistema insulina donde se da la absorción,distribución y eliminación de
la hormona tanto de glucosa como de insulina.
2. Modelo mı́nimo de Bergman [Bergman et al., 1979]: el modelo mı́nimo de Berg-
man resultó de modelar la dinámica del sistema glucosa insulina durante un Test In-
travenoso de Tolerancia a la Glucosa (IVGTT por sus siglas en inglés). Este modelo
matemático es considerado un modelo mı́nimo que se compone de tres ecuaciones dife-
renciales que representan la concentración de glucosa G(t), la concentración de insulina
I(t), y una función auxiliar que representa la captación de glucosa por parte de los te-
jidos insulinodependientes. El modelo mı́nimo de Bergman considera el subsistema
glucosa como aquel en el que se agrupan todos aquellos tejidos que secretan, producen,
distribuyen o consumen glucosa, y considera el subsistema insulina como aquel en el
que se agrupan todos los tejidos que secretan, producen o degradan insulina.
3. Modelo de Chase [Chase et al., 2005]: el modelo matemático de Chase es un
modelo mı́nimo de base fisiológica para pacientes cŕıticos. Este modelo, se basa en
dos compartimentos principales, el primero de ellos para describir la variación de la
insulina en función del tiempo y el segundo para describir la variación de glucosa en
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función del tiempo. Inicialmente, el modelo mı́nimo de Chase presentado en el año 2005
consideraba los estados glucosa en plasma G(t), insulina intersticial Q(t) e insulina en
plasma I(t). Teniendo como base el modelo anterior, en [Lin et al., 2011] se presentó un
nuevo modelo que inclúıa dos estados más que correspond́ıan a la cantidad de glucosa
en el estómago P1(t) y la cantidad de glucosa en el intestino P2(t).
4. Modelo de UVa/Padova [Dalla Man et al., 2007]: el modelo matemático de
UVa/Padova es un modelo de simulación fisiológica del sistema glucosa-insulina en
pacientes sanos. El modelo presentado se considera como un modelo máximo debido
a que éste tiene en cuenta muchos detalles importantes de la homeostasis de glucosa,
además, por la gran cantidad de parámetros que este posee en comparación con los
modelos mı́nimos. En el año 2007 fue presentada la primera versión del modelo que al
igual que los modelos anteriores consideraba dos compartimentos o subsistemas princi-
pales, el subsistema glucosa y el subsistema insulina. En el año 2013 surgió una nueva
versión del modelo matemático de UVa/Padova que consideraba adicionalmente la im-
portancia del papel del glucagón en el mecanismo homeostático de glucosa en sangre
para tareas de regulación y la estrecha relación entre todas las hormonas secretadas
por el páncreas (insulina y glucagón).
Se eligió el modelo matemático de Chase para la evaluación final del presente trabajo de
investigación, debido a que este representa algunas ventajas respecto a los demás modelos.
En primer lugar se descarta el modelo de UVa/Padova dado que por ser un modelo máximo,
contiene un número elevado de parámetros cuyos valores deben ser encontrados y ajustados y
cuya búsqueda y ajuste no corresponden al foco del presente trabajo. Dentro de los modelos
mı́nimos (Bergman y Chase), se destaca la aplicabilidad del modelo matemático de Chase
dado que permite tener en cuenta no solo un escenario en el que un paciente con DMT1
requiere ser monitoreado y controlado, sino que además, permite tener en cuenta aquellos
escenarios en los que se requiere el monitoreo y control de un paciente con DMT1 o sano
que se encuentra en cuidado cŕıtico y en estado de inconsciencia lo que impediŕıa que pueda
manifestar los signos propios de una hipo o hiperglicemia.
Modelo Matemático de Chase
Un modelo para el Control Ajustado de Glucosa (TGC por sus siglas en inglés), basado en
el modelo mı́nimo de Bergman se presenta en [Lin et al., 2011]. El modelo presentado se
compone de cinco ecuaciones diferenciales ordinarias que describen la evolución temporal
de la glucosa en sangre (BG en mmol/l) en la Ecuación 5-1, siendo este estado, la variable
medible del sistema, la concentración de insulina en el intersticio abdominal (Q en mU/l) en
la Ecuación 5-2, la concentración de insulina en la sangre (I en mU/l) en la Ecuación 5-3, la
cantidad de glucosa en el estómago (P1 en mmol) (donde los carbohidratos se descomponen
en moléculas más pequeñas) en la Ecuación 5-4, y finalmente la cantidad de glucosa en el
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intestino (P2 en mmol) (donde las moléculas de glucosa son absorbidas y transportadas a la
sangre) en la Ecuación 5-5 [Aguirre-zapata and Garćıa-tirado, 2016].
Tabla 5-2.: Estados, entradas y perturbación del modelo matemático de Chase
Variable Tipo Descripción Unidades
BG Estado Concentración de glucosa en plasma mmol/l
Q Estado Concentración de insulina intersticial mU/l
I Estado Concentración de insulina en plasma mU/l
P1 Estado Cantidad de glucosa en el estómago mmol
P2 Estado Cantidad de glucosa en el intestino mmol
uex Entrada Insulina exógena mU/min
D Perturbación Alimentación enteral mmol/min
PN Perturbación Alimentación parenteral mmol/min
La deducción del modelo matemático se dio a partir de cuatro compartimentos principales:
sangre, intersticio, estómago e intestino, donde se producen los procesos de metabolismo,
distribución y uso de insulina y glucosa como se muestra en la Figura 5-5 (modificada de
[Aguirre-zapata and Garćıa-tirado, 2016]).
Figura 5-5.: Abstracción del modelo matemático de Chase
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= −d1P1 +D (5-4)
dP2
dt
= −mı́n(d2P2, Pmax) + d1P1; (5-5)
donde P (t) definida en (5-6), corresponde a la aparición de glucosa en sangre, y uen corres-
ponde a la producción endógena de insulina por parte del páncreas como se observa en la
Ecuación 5-7.





En la Tabla 5.1.4 se presentan los parámetros del modelo matemático con sus respectivas
unidades e interpretación dentro del modelo matemático.
5.2. Filtros de Kalman en presencia de retardo en la
medición
Se simularon los Filtros de Kalman (KF, EKF y UKF) con las mismas condiciones iniciales
e iguales entradas al sistema. La sintońıa de cada filtro se hizo de manera independiente por
medio de un procedimiento de ensayo y error observando la minimización del error cuadrático
medio. En primer lugar se simularon los filtros en condiciones ideales suponiendo una medi-
ción con retardo τ = 0min, los filtros en condiciones ideales se denotaron como KF, EKF y
UKF. En segundo lugar se simularon los filtros en presencia de una medición retardada con
un τ = 15min el cuál es razonable en condiciones reales y representa un valor medio entre
los valores reportados en la Tabla 5-1. Los filtros en presencia del retardo en la medición se
denotaron como KF d, EKF d y UKF d.
En la Tabla 5-4 se presentan las condiciones iniciales de simulación, donde Xsini (Xsini =
[BG Q I P1 P2], y cuyo orden se mantiene a lo largo del documento) corresponde a las
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Tabla 5-3.: Parámetros del modelo matemático de Chase
P Valor Unidades Descripción
PG 0,006 min
−1 Consumo endógeno de glucosa en el paciente
SI 0,0002 L/mU/min Sensibilidad a la insulina
αG 0,0154 L/mU Saturación de insulina estimulada por glucosa
P (t) Fcn mmol/min Nutrición externa
EGPb 1,16 mmol/min Producción endógena de glucosa basal
CNS 0,3 mmol/min Captación de glucosa por parte del SNC
VG 13,3 L Volumen de distribución de glucosa
VI 3,15 L Volumen de distribución de insulina








−1 Depuración hepática especifica del paciente
xL 0,67 [] primer paso de la absorción hepática de insulina endógena
uen Fcn mU/min Producción endógena de insulina
d1 0,0347 min
−1 Tasa de transporte
d2 0,0069 min
−1 Tasa de transporte
Pmax 6,11 mmol/min Valor de saturación de P2
k1 45,7 mU/min Tasa de producción de insulina endógena
k2 1,5 [] Constante genérica
k3 1000 [] Constante genérica
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condiciones iniciales del modelo matemático, las cuales fueron encontradas hallando el punto
de operación del sistema fijando el valor de glucosa plasmática BG = 5mmol/l (es decir a
un valor normal de 90mg/dl), x̂+0 corresponde a las condiciones iniciales del filtro, las cuales
fueron fijadas en un valor de aproximadamente el 10 % sobre el valor del punto de operación
Xsini. Dicha variación se realizó con el fin de evidenciar la convergencia del filtro.
En la Figura 5-6 se presentan las condiciones de entrada de la simulación (insulina exógena
uex y alimentación parenteral PN). El valor de entrada de la insulina exógena se determinó
de acuerdo al punto de operación del sistema encontrado bajo las condiciones ya mencio-
nadas. Por otra parte, para la entrada de alimentación parenteral, se tuvo en cuenta una
entrada tipo escalón dado que la alimentación intravenosa (parenteral) se dosifica en el tiem-
po para garantizar que el paciente mantenga los niveles de glucosa necesarios para el correcto
funcionamiento de su sistema. Finalmente la perturbación de alimentación enteral (D) se fijó
en un valor D = 0.
Tabla 5-4.: Condiciones iniciales de simulación para los Filtros de Kalman (KF, EKF y
UKF)
Condiciones iniciales de simulación
Xsini [5 74 108,58 0 0]
T
x̂+0 [5,5 84 114,58 0 0]
T
Retardo (τ) 15min
Tiempo de simulación (min) 1000min















Entrada de insulina Exógena
(a) Entrada de insulina exógena
























(b) Entrada alimentación parenteral
Figura 5-6.: Entradas de insulina exógena y alimentación parenteral
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5.2.1. Filtro de Kalman
Linealización del modelo ḿınimo de Chase
Con el fin de escribir el modelo mı́nimo de Chase de la forma que se muestra en la Ecuación 5-
8, el modelo matemático de Chase fue linealizado mediante el uso de un retenedor de orden ce-
ro (ZOH, por sus siglas en inglés), al rededor del punto de operación Sp = [5 5 74 108,58 0 0],
y posteriormente discretizado con un tiempo de muestro Ts = 1min. Dicho tiempo de mues-
tro para la discretización fue elegido teniendo en cuenta que la planta real (cuerpo humano),
tendŕıa un funcionamiento continuo. Finalmente, se obtuvieron las matrices en espacio de
estados que se presentan en las Ecuaciones 5-9, 5-10 y 5-11.
xk−1 =Axk +Buk + wk
yk =Cxk + vk
wk ∼ N(0, Qe,k)




0,9872 −0,0002 −0,0000 0,0000 0,0005 0,0000
0 0,9964 0,0028 0 0 0
0 0,0028 0,8439 0 0 0
0 0 0 0,9659 0 0,9828
0 0 0 0,0340 0,9931 0,0171



















Se evaluó la observabilidad del sistema lineal, mediante el cálculo de la matriz de observa-
bilidad y el rango de la misma. La matriz de observabilidad de sistema se presenta en la
Ecuación 5-12.
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Obs =

1,0000 0 0 0 0 0
0,9872 −0,0002 −0,0000 0,0000 0,0005 0,0747
0,9745 −0,0004 −0,0000 0,0000 0,0010 0,1485
0,9620 −0,0006 −0,0000 0,0001 0,0015 0,2212
0,9496 −0,0008 −0,0000 0,0001 0,0020 0,2931
0,9375 −0,0010 −0,0000 0,0002 0,0025 0,3641

(5-12)
La matriz Obs tiene rango rObs = 6,por lo que puede decirse que el sistema es observable.
Sintonización del KF
La sintońıa del KF se realizó de manera heuŕıstica mediante la modificación de los tres
parámetros de sintońıa (P−k ,Qe,k y Re,k) del algoritmo reportado en la Sección 2.2.4. La
simulación para la sintonización se realizó para el modelo en el punto de operación sin per-
turbación (PN = 0 y D = 0) y con una entrada de insulina exógena uex = 58,91mU/min.
En la Tabla 5-5 se presentan los valores de sintonización del filtro teniendo en cuenta los
parámetros de sintońıa descritos previamente, y se presenta el ı́ndice de desempeño genera-
lizado (sumatoria del ITAE de cada uno de los estados) correspondiente a cada una de las
opciones de sintońıa, de acuerdo a lo descrito en la Sección 2.1 Teniendo en cuenta los resul-
tados obtenidos para cada una de las sintońıas propuestas se eligió un P−0 = 10, Qe,k = 0,01
y Re,k = 10 (Ver Tabla 5-5).
Tabla 5-5.: Sintonización del KF
P−0 Qe,k Re,k ITAE
0,1I5 0,01I5 10 622,35
10I5 0,01I5 10 607,55
10I5 0,01I5 100 924,63
100I5 0,01I5 100 889,3
0,01I5 100I5 100 889,3
Simulación del Filtro de Kalman
Se simuló el KF en las condiciones ya especificadas. En primer lugar se simuló el filtro de
manera ideal, despreciando el retardo en la medición propio del sistema de estudio. En se-
gundo lugar se tuvo en cuenta el retardo en la medición y para ambos casos se reportó el
desempeño del filtro de acuerdo al ı́ndice de desempeño ITAE.
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Los resultados de simulación se presentan en la Figura 5-7, donde estado real corresponde
a los estados reales obtenidos a partir de los datos del modelo matemático, estado estimado
sin retardo corresponde a los estados estimados en condiciones ideales, y estado estimado
con retardo corresponde a los estados estimados en presencia de retardo en la medición. A
partir de los resultados gráficos es posible inferir que el desempeño del KF en presencia de
una medición retardada (linea azul) se ve afectado de manera negativa y toma más tiempo
para converger al valor del estado real. Especialmente en la Figura 5-7 parte a, se observa
que en los primeros momentos el Filtro KF d presenta picos para la concentración de insulina
en plasma (pasando de BG = 5mmol/L a BG = 8,45mmol/L) que podŕıan ocasionar que
cualquier controlador que tome como insumo esta información, ejecute una acción de control
que ponga en riesgo la vida del paciente. En la misma Figura se observa en el zoom de
150− 180min que el Filtro KF d toma más tiempo que el Filtro sin retardo para converger
al valor del estado real y estabilizarse.
En la Tabla 5-6 se presentan los resultados cuantitativos para la simulación del KF tanto
de manera ideal (sin retardo en la medición), como para el caso de estudio con una medición
retardada. A partir de los resultados obtenidos se evidencia claramente que existe un mayor
error entre el KF d y la planta, que entre el KF en condiciones ideales y la planta.
Tabla 5-6.: Indices de desempeño para KF con y sin retardo en la medición
Variables
de estado






Generalizado 595,91 1, 19× 103
El estado de principal interés BG es uno de los estados estimados que se ve mayormente
afectado por el retardo en la medición pasando de un ITAE = 5,84 en condiciones ideales,
a un ITAE = 31,32 en presencia del retardo en la medición. Dicho estado es considerado el
estado de interés debido a que es el estado a controlar en un paciente.
Se resalta el hecho de que aunque el desempeño del KF d es más deficiente que en el caso
ideal, el KF no tiene un desempeño destacado debido a que usa como insumo el modelo
linealizado en un punto de operación.
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(e) Glucosa en el intestino
Figura 5-7.: KF con y sin retardo en la medición
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5.2.2. Filtro de Kalman Extendido
Sintonización del EKF
La sintońıa del EKF se realizó de manera heuŕıstica de la misma manera que para el KF,
mediante la modificación de los tres parámetros de sintońıa (P−0 ,Qe,k y Re,k) de acuerdo a
lo reportado en la Sección 2.2.5.
En la Tabla 5-7 se presentan los valores de sintonización del filtro con su respectivo ı́ndice
de desempeño ITAE asociado de acuerdo a lo descrito en la Sección 2.1.
Tabla 5-7.: Sintonización del EKF
P−0 Qe,k Re,k ITAE
0,01I5 0,001I5 10 869,51
0,1I5 0,1I5 10 110,58
0,01I5 0,01I5 1 104,41
10I5 0,001I5 0,001 107,62
0,1I5 0,1I5 100 267,44
Teniendo en cuenta los resultados obtenidos para cada una de las sintońıas propuestas se
observa que dos de las sintońıas evaluadas resultan ser similares en su desempeño (Ver da-
tos en color verde en la Tabla 5-7). En este sentido, se seleccionó la sintońıa P−0 = 0,01,
Qe,k = 0,01 y Re,k = 1 (Ver Tabla 5-7).
Simulación de Filtro de Kalman Extendido
Se simuló el EKF en las condiciones especificadas inicialmente. En primer lugar se simuló el
filtro de manera ideal, sin tener en cuenta el retardo en la medición de glucosa. En segundo
lugar se tuvo en cuenta el retardo en la medición y para ambos casos se reportó el desempeño
del filtro de acuerdo al ı́ndice de desempeño ITAE.
Los resultados de simulación se presentan en la Figura 5-8, donde estado real corresponde
a los estados reales obtenidos a partir de los datos del modelo matemático, estado estimado
sin retardo corresponde a los estados estimados en condiciones ideales, y estado estimado
con retardo corresponde a los estados estimados en presencia de retardo en la medición. Para
el caso de la simulación del EKF en presencia del retardo en la medición, se puede inferir a
partir de los resultados gráficos, que su desempeño se ve afectado de manera negativa por
dicho retardo, especialmente en los estados transitorios.
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En la Tabla 5-8 se presentan los resultados cuantitativos para la simulación del EKF tanto
de manera ideal (sin retardo en la medición), como para el caso de estudio con una medición
retardada. A partir de los resultados obtenidos se evidencia claramente que existe un mayor
error entre el EKF cuyo insumo es una medición retardada y la planta, que entre el EKF en
condiciones ideales y la planta. Además, se evidencia que el mayor error entre el estado real
y el estado estimado EKF d está en el estado glucosa plasmática.
Tabla 5-8.: Indices de desempeño para EKF con y sin retardo en la medición
Variables
de estado







A partir de los resultados gráficos y cuantitativos también se evidencia que el EKF tiene un
mejor desempeño que el Filtro de Kalman Lineal (KF), esto debido a que el EKF en lugar
de usar la linealización del modelo matemático en un único punto de operación, realiza una
linealización punto a punto.
5.2.3. Filtro de Kalman Unscented
Observabilidad no lineal
Debido a la complejidad del enfoque basado en álgebra de Lie [Hermann and Krener, 1977]
para sistemas con más de tres estados, se usó el análisis alternativo del Gramiano de ob-
servabilidad como se presentó en [Hahn and Edgar, 2002], obteniendo la matriz Gramiana
Wo que se presenta en la Ecuación 5-13. Para estimar la alimentación enteral, que es una
perturbación desconocida, se agregó la dinámica constante dD(t)/dt = 0 al modelo presen-
tado en las Ecuaciones 5-1 a 5-5. Una vez que el Gramiano de observabilidad se calculó
alrededor del punto de operación Sp (Ver Sección 5.2.1.), se encontró que el rango Rwo = 6
estaba completo. Por lo tanto, el sistema resultó ser débilmente observable, lo que implica
la posibilidad de estimar el estado general a partir de las mediciones disponibles, al menos
en un vecindario de Sp.
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Figura 5-8.: EKF con y sin retardo en la medición
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Wo =

0 −0,0000 0,0000 0 0 0
0,0000 139,1673 2,3988 −0,0000 0 0
0 2,3988 0,0424 0 0 0
0 −0,0000 0,0000 0 0 0
0 0 0 0 0 0




La sintońıa del UKF se realizó de la misma manera que para los dos filtros anteriores, me-
diante la modificación de los tres parámetros de sintońıa (P−0 , Qe,k y Re,k) de acuerdo a lo
reportado en la Sección 2.2.6.
En la Tabla 5-9 se presentan los valores de sintonización del filtro con su respectivo ı́ndice
de desempeño ITAE asociado de acuerdo a lo descrito en la Sección 2.1.
Tabla 5-9.: Sintonización del UKF
P−0 Qe,k Re,k ITAE
10I5 0,01I5 0,1 125,97
0,1I5 0,01I5 0,01 85,86
0,1I5 0,001I5 0,1 101,97
0,01I5 0,001I5 0,001 85,84
0,001I5 0,0001I5 0,0001 85,84
Teniendo en cuenta los resultados obtenidos para cada una de las sintońıas propuestas se
eligió el juego de parámetros de sintońıa dónde P−0 = 0,01, Qe,k = 0,001 y Re,k = 0,001 como
se muestra en color verde en la Tabla 5-9.
Simulación de Filtro de Kalman Unscented
Se simuló el UKF en las mismas condiciones que se mencionaron tanto para el KF como
para el EKF.
Los resultados de simulación se presentan en la Figura 5-9, donde estado real corresponde
a los estados reales obtenidos a partir de los datos del modelo matemático, estado estimado
sin retardo corresponde a los estados estimados en condiciones ideales, y estado estimado
con retardo corresponde a los estados estimados en presencia de retardo en la medición. A
partir de los resultados obtenidos tanto gráfica como cuantitativamente es posible concluir
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en primer lugar que el desempeño del UKF es superior al de otros filtros simulados tal y
como se reporta en la literatura [Simon, 2006]. Además, en la Tabla 5-10 se presentan los
resultados cuantitativos para la simulación del UKF tanto de manera ideal (sin retardo en
la medición), como para el caso de estudio con una medición retardada.
Tabla 5-10.: Indices de desempeño para EKF con y sin retardo en la medición
Variables
de estado







Los resultados obtenidos evidencian que a pesar de ser un filtro mucho mas robusto frente
a las no linealidades del sistema (respecto al EKF) se ve igualmente afectado por el retardo
en la medición (Ver ı́ndices de desempeño para UKF d, pasando de un indice de desempeño
generalizado ITAE = 85,84 en condiciones ideales a un ITAE = 115,5 en presencia de
mediciones retardadas.
Finalmente, en la Tabla 5-11 se presenta un resumen de los resultados cuantitativos obteni-
dos para cada uno de lo filtros simulados tanto de manera ideal como en presencia del retardo
en la medición, esto con el fin de facilitar el análisis y comparación del desempeño de los tres
filtros simulados. A partir del resumen de los resultados se puede concluir en primer lugar
que para el caso de los sistemas no lineales es preferible implementar estimadores de estado
no lineales dado que esto disminuye considerablemente el error de estimación (en un 70 %
aproximadamente, para este caso). En segundo lugar se concluye que debido a que la medi-
ción es el principal insumo del estimador para la reconstrucción de las demás variables de
estado, cualquier problema (como el retardo) asociado a la medición tiene un fuerte impacto
sobre el desempeño del estimador que debe ser corregido para posteriores acciones de control
basadas en la estimación. Finalmente, se resalta el hecho de que el estimador KF tuvo un
desempeño considerablemente inferior al de el EKF y el UKF, esto permite inferir que para
sistemas no lineales con no-linealidades fuertes este tipo de estimadores que se basan en la
linealización del modelo en un punto de operación, no presentan desempeños aceptables.
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Figura 5-9.: UKF con y sin retardo en la medición
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Tabla 5-11.: Comparación de indices de desempeño para los observadores KF, EKF y




KF KF d EKF EKF d UKF UKF d
BG 120,38 411,53 24,35 40,43 7,68 24,12
Q 120,38 411,53 24,35 40,43 7,68 24,12
I 351,82 351,99 61,08 61,08 60,94 60,99
P1 0,11 0,46 0,01 0,01 0,09 0,10
P2 3,21 18,81 0,79 0,79 9,46 6,17
Generalizado 595,91 1,19× 103 105,4 142,74 85,84 115,5
5.3. Evaluación de la metodoloǵıa propuesta en el caso
de estudio seleccionado
Se evaluó la metodoloǵıa propuesta aplicándola al caso de estudio de pacientes con Diabetes
Mellitus Tipo 1 descrito anteriormente.
Para la evaluación de la metodoloǵıa propuesta, se plantea un escenario en el que un paciente
que se encuentra en estado cŕıtico requiere el monitoreo y control de sus niveles de glucosa
en sangre. Para ello, el paciente es monitoreado mediante el uso de un monitor continuo de
glucosa durante 24h con un tiempo de muestreo de 5min. Durante las 24h de monitoreo,
el paciente cuyo mecanismo homeostático de la glucosa no funciona de manera adecuada,
recibe 3 comidas por v́ıa venosa (alimentación parenteral PN) y 3 bolos de insulina de ac-
ción rápida (insulina exógena uex), uno para cada comida. Una vez finalizado el primer d́ıa
de monitoreo, los datos obtenidos y registrados son usados para la estimación del tiempo
de retardo de dicho paciente, de manera que este retardo estimado puede ser aprovechado
por un esquema de estimación de estados para la estimación de la concentración de glucosa
plasmática BG en tiempo real.
Partiendo del escenario descrito, se aplicaron los pasos metodológicos presentados en el
caṕıtulo anterior. En la Figura 5-10 se presentan el diagrama metodológico con los datos
correspondientes al caso de estudio.
5.3.1. Etapa inicial o de definición:
Definición de condiciones iniciales
Se definieron las condiciones iniciales necesarias para la posterior estimación del tiempo de
retardo asociado a la medición de glucosa plasmática.





Nu = 1 (Entrada de insulina exógena uex)
Ny = 1 (Medición de glucosa BG)
Almacenamiento de un conjunto de
datos de entrada y salida (U(k) y
Y (k)).
Lectura de:
Datos de entrada U(k)




Estimación de tiempo de retardo τ
mediante el análisis de correlación
máxima.
τ ∗




Estimación de estados usando el Filtro
de Kalman Unscented (UKF)
x̂UKF
Lectura de:
Vector de estados estimado x̂UKF
Tiempo de retardo estimado τ .
x̂UKF
τ∗
x̂0est = [4,8, 80, 114,58, 0, 0]
Estimación de estados con corrección






Figura 5-10.: Estimación de estados para el sistema glucosa-insulina con retardo en la
medición en pacientes con DMT1
64 5 Caso de estudio
Nset: se eligió un número de datos de entrada y salida Nset = 288. Lo anterior, teniendo
en cuenta que el paciente fue monitoreado durante 24h con una frecuencia de medición
de 5min. Es importante resaltar el hecho de que 288 son suficientes, dado que en ese
tiempo el paciente experimenta diferentes perturbaciones que lo llevan de un estado
estacionario a otro.
Topmax: el tiempo de operación máxima del algoritmo sin la actualización del tiempo
de retardo τ fue definido como Topmax = 24h. Lo anterior, teniendo en cuenta que el
retardo intra-paciente no sufre demasiados cambios en un lapso de 24h por lo que no
se hace necesario que este sea actualizado durante el d́ıa. Sin embargo, se recomienda
que éste sea actualizado cada d́ıa con el fin de lograr una estimación mas precisa.
Nu: Para la estimación del tiempo de retardo se tiene en cuenta la entrada de insulina
exógena uex que como se mencionó antes se aplicó para cada una de las perturbaciones
de alimentación parenteral.
Ny: para el sistema glucosa-insulina en el escenario propuesto solo se cuenta con la
medición de glucosa plasmática (estado BG), proveniente de un MCG y que por lo tanto
se asume como una medición retardada de la concentración de glucosa plasmática.
Almacenamiento de conjunto de datos
Como se mencionó antes, durante el tiempo de monitoreo y almacenamiento de datos, el
paciente recibió por v́ıa venosa tres comidas equivalentes a 30g de carbohidratos(CH) cada
una, y tres inyecciones de insulina de acción rápida. En las Tablas 5-12 y 5-13 se reportan
los datos correspondientes a los tres pulsos de alimentación parenteral y de insulina de acción
rápida, donde la primera columna corresponde al tiempo en el que fue aplicado el pulso, la
segunda al valor basal de la entrada, la tercera a la amplitud del pulso aplicado y el último
a la duración del pulso.










480 0 1,38 120
840 0 1,38 120
1200 0 1,38 120
En la Figura 5-11 se observan las entradas aplicadas tanto para insulina exógena como para
la alimentación parenteral y en la Figura 5-12 se presentan los resultados para 24h de mo-
nitoreo de la concentración de glucosa intersticial mediante el uso de un MCG.
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Tabla 5-13.: Valores de entrada de insulina de acción rápida uex









470 58,91 250 60
830 58,91 250 60
1190 58,91 250 60















(a) Entrada de insulina exógena

















(b) Entrada alimentación parenteral
Figura 5-11.: Entradas de insulina exógena y alimentación parenteral































Figura 5-12.: Mediciones de glucosa intersticial mediante el uso de un MCG
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Con base en lo anterior, se almacenaron los conjuntos de datos U(k) y Y (k) correspondientes
a los datos de entrada (uex) y a la medición de glucosa intersticial, respectivamente. Para
este caso, los datos almacenados proveńıan del modelo matemático de Chase.
5.3.2. Etapa de estimación de retardo:
Una vez se almacenaron los conjuntos de datos de entrada y salida, se inició la etapa de
estimación del tiempo de retardo τ , la cual se dio mediante el uso del método de análisis de
correlación máxima.
Definición de tiempo de retardo máximo
En primer lugar se definió el tiempo de retardo máximo como τmax = 45min. Lo anterior,
debido a que de acuerdo a lo reportado en la Tabla 5-1, ese es un valor cercano al tiempo
de retardo máximo que se ha encontrado en otros estudios de tipo cĺınico
[Schoonen and Wientjes, 2003].
Estimación del tiempo de retardo
Teniendo ya definidos los parámetros importantes para la estimación del tiempo de retardo
(Nset, Nu, Ny y τmax), se dio paso a la solución del problema de optimización planteado en
el método ACM (Ver Secciones 4.1.2. y 3.2.2.). En la Tabla 5-14 se presentan los resulta-
dos obtenidos para el caso de estudio, donde ρmax corresponde al coeficiente de correlación
máximo encontrado entre los conjuntos de datos U(k) y Y (k) y τ corresponde al tiempo de
retardo estimado.
Tabla 5-14.: Tiempo de retardo estimado







5.3.3. Etapa de estimación de estados:
Una vez calculado el tiempo de retardo τ con base en los datos disponibles del d́ıa anterior,
se inició la etapa de estimación de estados, que, como se mencionó en el capitulo anterior, se
basa en el uso de un estimador de estados en cascada resultante de la integración de un UKF
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y un PS. Teniendo en cuenta que la etapa de estimación se da un d́ıa después de almacena-
dos los datos, se realizaron algunos cambios en las entradas del sistema. Se conservaron tres
entradas de alimentación parenteral y tres inyecciones de insulina exógena. Sin embargo, la
amplitud de ambas entradas fue modificada con el fin de simular el caso en el que el paciente
recibiera una cantidad superior de carbohidratos, con el fin de simular un escenario más
realista.
En las Tablas 5-15 y 5-16 se reportan los datos correspondientes a los tres pulsos de ali-
mentación parenteral y de insulina de acción rápida para el d́ıa dos. Es decir, para el d́ıa
en el que se da la etapa de estimación de estados y corrección del retardo. La amplitud del
pulso de alimentación parenteral es equivalente a una comida de 40gCH (cada comida).










480 0 1,83 120
840 0 1,83 120
1200 0 1,83 120
Tabla 5-16.: Valores de entrada de insulina de acción rápida uex para el d́ıa 2









470 58,91 300 60
830 58,91 300 60
1190 58,91 300 60
Es importante destacar que en caso de necesitar hacer nuevamente monitoreo a este paciente
un tercer d́ıa, se deben almacenar los datos de entrada y salida de segundo d́ıa para estimar
un nuevo retardo, esto de acuerdo al tiempo Topmax definido.
En la Figura 5-13 se observan las gráficas correspondientes a las entradas de insulina exógena
y alimentación parenteral para el d́ıa dos de acuerdo a lo reportado en las Tablas 5-15 y
5-16.
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(b) Entrada alimentación parenteral
Figura 5-13.: Entradas de insulina exógena y alimentación parenteral
Inicialización del UKF
1. En primer lugar se definió el sistema dinámico glucosa-insulina que es el principal
insumo del UKF. Con el fin de facilitar la comprensión y análisis en esta etapa, el
modelo presentado en las Ecuaciones 5-1,5-2,5-3, 5-4 y 5-5 se escriben en términos de
variables de estado como sigue.
ẋ1(t) = f11(x2)x1 + f12(x5) + C1 + C2µ1 (5-14)
ẋ2(t) = f21(x2, x3) (5-15)
ẋ3(t) = f31(x2, x3) + C3µ2 + C4 (5-16)
ẋ4(t) = f41(x4) + µ3 (5-17)
ẋ5(t) = f51(x4, x5) + µ3 (5-18)
donde x1 a x5 corresponden a las variables de estado BG,Q, I, P1 y P2, respectivamente,
siendo de principal interés la variable de estado x1 que representa la concentración de
glucosa en plasma. µ1, µ2 y µ3 son la alimentación parenteral PN , la entrada de insulina
exógena uex y la alimentación enteral D, respectivamente. Finalmente, C1, C2 Y C3











C4 = (1− xL)
Uen
VI
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con funciones f11, f12, f21, f31, f41 y f51 como sigue.







f21 = nI(x3 − x2)− nc
x2
1 + αGx2
f31 = nkx3 −
nLx3
1 + αIx3
− nI(x3 − x2)
f41 = −d1x4
f51 = −min(d2x5, Pmax) + d1x4
2. Considerando el sistema no lineal anterior, se definieron las condiciones iniciales del
UKF. Los parámetros de sintońıa fueron encontrados de manera heuŕıstica mediante
la modificación de los mismos y el cálculo del ı́ndice de desempeño ITAE para cada
uno de ellos. En la Tabla 5-17 se presenta el ı́ndice de desempeño asociado a cada una
de las sintońıas propuestas.
Nota: el ı́ndice de desempeño ITAE fue elegido para la evaluación de desempeño de la
metodoloǵıa propuesta teniendo en cuenta que, ya que la planta, el UKF y el predictor
se inicializan en condiciones diferentes, se requiere de un ı́ndice de desempeño que de
menor importancia a los errores iniciales.
Tabla 5-17.: Sintonización del UKF para el caso de estudio seleccionado
P−0 Qe,k Re,k ITAE
10I5 0,01I5 0.1 125.97
0,1I5 0,01I5 0.1 99.56
10I5 0,1I5 0.1 89.43
0,1I5 10I5 0.01 115.85
0,1I5 0,001I5 0.1 101.97
De acuerdo al ı́ndice de desempeño obtenido para cada una de las sintońıas propuestas,
se eligieron las condiciones iniciales para la covarianza del error a posteriori P+0 = 10I5,
la covarianza de la incertidumbre de modelado Qe,k = 0,1I5 y la covarianza del ruido
en la medición Re,k = 0,1. Adicionalmente se determinó la condición inicial para el
vector de estados estimado a posteriori x̂+0 como se muestra en la Ecuación 5-19.
x̂+0 = [5,5 84 114,58 0 0] (5-19)
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Inicialización del PS
Teniendo como insumo el tiempo de retardo τ estimado en la segunda etapa de la metodo-
loǵıa y el vector de estados estimado x̂UKF obtenido en el paso anterior, se inicializó el PS y
en la Tabla 5-18 se reportó el ı́ndice de desempeño obtenido para cada estado y el ı́ndice de
desempeño generalizado que corresponde a la sumatoria del ı́ndices de desempeño de cada
estado. Esto, tanto para el UKF convencional como para el UKF con corrección de retardo.







BG 3,12× 103 980,01
Q 9,045× 104 4, 32× 104
I 6,13× 105 4,76× 105
P1 6 2,95
P2 264,57 225,23
Generalizado 6,2× 105 4,79× 105
Para todos los casos se evidencia que tiene un mejor desempeño el UKF con corrección de
retardo (o estimador en cascada) que el UKF convencional en presencia de retardo en la
medición. El la Figura 5-14 se observa de manera cualitativa el desempeño del esquema de
estimación propuesto en contraste con el esquema de estimación convencional. A partir del
análisis cualitativo se destaca el hecho de que especialmente en los estados transitorios el
UKF en cascada sigue mejor la dinámica del paciente (planta) y se ajusta mejor al valor del
estado real.
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(a) Concentración de glucosa en plasma
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(d) Cantidad de glucosa en el estómago






















(e) Cantidad de glucosa en el intestino
Figura 5-14.: Resultados de estimación de estados con el UKF convencional Vs. el UKF
en cascada con corrección de retardo
6. Conclusiones y recomendaciones
6.1. Conclusiones
1. En esta Tesis se presentó una metodoloǵıa para la estimación de estados en una clase
de sistemas no lineales con retardo en la medición, basada en la integración de el
método de análisis de correlación máxima, filtrado de Kalman y el Predictor de Smith.
Las tres técnicas usadas en conjunto permiten una mejora en el desempeño del UKF
frente a mediciones retardadas. La metodoloǵıa propuesta busca mejorar la calidad de
la estimación en aquellas aplicaciones en las que el tiempo de retardo τ no puede ser
despreciado.
2. Se dio cumplimiento a cada uno de los objetivos propuestos como sigue:
Objetivo general
Proponer una metodoloǵıa de diseño de estimadores de estado para una clase de sis-
temas no lineales sobre los cuales se obtienen mediciones con un retardo desconocido
pero acotado, de forma que, se obtenga una mejora en el desempeño en comparación a
un estimador no lineal que no tenga en cuenta los retardos.
En el Caṕıtulo 4, se presentó una metodoloǵıa para la estimación de estados en una
clase de sistemas no lineales con retardo en la medición. Esto, para aquellos casos en
los que el retardo en la medición no puede ser despreciado o no puedo considerarse
constante. La metodoloǵıa propuesta abarca el uso de tres técnicas ya existentes para
la corrección de la estimación en presencia del retardo en la medición. Las técnicas
empleadas son un esquema de filtrado de Kalman (KF, EKF o UKF), el método de
análisis de correlación máxima para la estimación del tiempo de retardo y finalmente
el método del Predictor de Smith para la corrección del retardo.
Objetivos espećıficos
Analizar mediante simulación las técnicas mas usadas para la estimación de esta-
dos en sistemas no lineales usando como caso de estudio el mecanismo homeostáti-
co de la glucosa en pacientes con DMT1.
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En el Caṕıtulo 5 se presentaron las simulaciones correspondientes a tres diferentes
esquemas de filtrado de Kalman (KF, EKF y UKF) en dos escenarios diferentes,
es decir, de manera ideal y en presencia del retardo en la medición. Esto, con el
fin de evidenciar el efecto negativo que tiene el retardo en la medición sobre el
desempeño de los estimadores de estado.
Identificar un mecanismo de caracterización de retardos en las mediciones tal que
la información obtenida pueda ser aprovechada por un esquema de estimación no
lineal seleccionado.
En el Caṕıtulo 3 se revisaron diferentes técnicas para la identificación de tiempos
de retardo. A partir de la revisión realizada y de acuerdo a las caracteŕısticas
de la clase de sistemas no lineales tenidos en cuenta, se precisó que la técnica
de Análisis de Correlación Máxima (ACM) permite una adecuada estimación del
tiempo de retardo.
Integrar el mecanismo de caracterización del retardo previamente obtenido a un
estimador de estados no lineal con el fin de mejorar el desempeño del estimador
en comparación a un estimador no lineal que no tenga en cuenta los retardos.
En el Caṕıtulo 4, y con el cual se dio cumplimiento al objetivo general, se pre-
sentó una metodoloǵıa para la estimación de estados para una clase de sistemas
no lineales con retardo en la medición. En la metodoloǵıa propuesta, tal como se
indicó en el último objetivo especifico, se integraron tanto el mecanismo de iden-
tificación del retardo como el esquema de estimación de estados, y se logró el fin
ultimo de que este nuevo esquema propuesto evidenciara (de manera cuantitativa
y cualitativa) un mejor desempeño en comparación a un esquema de estimación de
estados tradicional que no tuviera en cuenta los retardos asociados a la medición.
3. La metodoloǵıa propuesta evaluada en el caso de estudio seleccionado permitió obtener
una mejora en el desempeño del 26, 4 %.
4. Para este trabajo de investigación no se tuvo en cuenta un análisis de convergencia
del conjunto estimador + Predictor de Smith. Para este caso, solamente se evaluó el
desempeño de los esquemas de estimación con base en el ı́ndice de desempeño ITAE. Sin
embargo, de acuerdo a la literatura revisada se puede deducir que tanto la convergencia
del PS como del UKF se encuentran garantizadas, y dado que el conjunto UKF + PS
se encuentra en serie, podŕıa garantizarse también la convergencia del mismo.
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6.2. Recomendaciones
Si bien los resultados obtenidos fueron satisfactorios y permitieron dar cumplimiento a los
objetivos propuestos, quedan algunos aspectos por mejorar y por explorar en la búsqueda
de mejorar la metodoloǵıa propuesta.
Uno de los aspectos negativos mas relevantes una vez aplicada la metodoloǵıa propues-
ta, fue el hecho de que al aplicarle al sistema pulsos de entrada de muy corta duración,
el método ACM fuese incapaz de encontrar el verdadero tiempo de retardo yéndose a
valores extremos (1 o τmax).
Un aspecto a evaluar es el hecho de que para este caso de estudio en espećıfico, el
tiempo de retardo τ no vaŕıa únicamente respecto a parámetros propios del paciente,
sino que además vaŕıa dependiendo de la amplitud de las entradas aplicadas. Es trabajo
futuro lograr establecer si esta condición tiene una explicación desde la fisioloǵıa o si
es un efecto del modelo matemático usado.
En esta tesis no se tuvo en cuenta ningún método para la sintonización de los esquemas
de estimación de Kalman, se prevé que usando este tipo de métodos pueda obtenerse
una mejora adicional en el desempeño del esquema propuesto.
La metodoloǵıa propuesta solo fue aplicada en el caso de estudio mencionado (Mecanis-
mo homeostático de la glucosa en pacientes con DMT1). Sin embargo, se considera que
como trabajo futuro debe aplicarse a otros tipos de sistemas en los cuales el tiempo de
retardo no pueda ser despreciado o considerado constante. Esto, con el fin de evaluar
su validez en otros casos de aplicación.
Para sistemas inestables en lazo abierto la metodoloǵıa propuesta no es fácilmente
aplicable, dado que es dif́ıcil determinar un Nset que permita la posterior estimación
del tiempo de retardo.
Finalmente, en esta tesis no se tuvo en cuenta aspectos como el ruido en la medición.
Por lo anterior seŕıa interesante comenzar a incorporar elementos que permitan evaluar
de manera mas realista el desempeño del esquema propuesto.
A. Códigos usados
A continuación se presentan los códigos utilizados para el desarrollo del trabajo de inves-
tigación. Los programas fueron realizados en el software Matlab R© y fueron ejecutados y
acoplados mediante Simulink de Matlab.
A.1. Linealización del modelo matemático
%Simbolicas
syms pG Si aG VG k1 k2 k3 d1 d2 aI VI EGPb CNS nI nC nK nL
xL Pmax Qsp Isp BGsp Gi P1sp P2sp uexsp Dsp PNsp uensp Psp beta1 beta2
%%
% Parametros del modelo
pG = 0.006; % Remoción de glucosa endógena del paciente [min^-1]
Si = 0.0002; % Sensibilidad a la insulina [L/mU/min]
aG = 0.0154; % Saturación de glucosa estimulada por insulina [L/mU]
EGPb = 1.16; % Producción de glucosa endógena basal [mmol/min]
CNS = 0.3; % Absorción de glucosa del sistema nervioso central
independiente de la insulina [mmol/min]
VG = 13.3; % Volumen de distribución de glucosa[L]
VI = 3.15; % Volumen de distribución de insulina [L]
aI = 0.0017; % Saturación de la desaparición de insulina
en plasma [L/mU]
nI = 0.003; % Velocidad de difusión transcapilar [min^-1]
nC = nI; % [min^-1]
nK = 0.0542; % Eliminacion renal [min^-1]
nL = 0.1578; % Eliminacion hepatica [min^-1]
xL = 0.67;
% Absorción hepática de insulina endógena de primer paso
d1 = 0.0347; % Tasa de transporte [min^-1]
d2 = 0.0069; % Tasa de transporte [min^-1]
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Pmax = 6.11; % Valor de saturacion de P2 [mmol/min]
k1 = 45.7; % Tasa base para producción de insulina
endogena [mU/min]
k2 = 1.5; % Constante genérica para supresión exponencial []







F1= -pG*BGsp - Si*BGsp*Qsp/(1 + aG*Qsp) + (P + EGPb - CNS)/VG;
F2=nI*(Isp - Qsp) - nC*Qsp/(1 + aG*Qsp);
F3=-nK*Isp - nL*Isp/(1 + aI*Isp)- nI*(Isp - Qsp) +












%Definicion de estados y entradas









Cc=[1 0 0 0 0 0];
Dc=0;
% Matriz de salida
C=Cc;
D=Dc;
%Reemplazo de puntos de operacion
A=subs(Ac,[states inputs],[xss uss]);
A=double(A);
B3= subs(Bc3,[states inputs dist],[xss uss wss]);
B3=double(B3); %Matriz asociada a la variable manipulada
B1= subs(Bc1,[states inputs dist],[xss uss wss]);
B1=double(B1); %Matriz asociada a la perturbación desconocida
B=[B3 B1];
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A.2. Filtros de Kalman
A.2.1. Filtro de Kalman











Ad=[ 0.9872 -0.0002 -0.0000 0.0000 0.0005 0.0747;...
0 0.9964 0.0028 0 0 0;...
0 0.0028 0.8439 0 0 0;...
0 0 0 0.9659 0 0;...
0 0 0 0.0340 0.9931 0;...
0 0 0 0 0 1.0000];
Bd=[0;0;0;0.9828;0.0171;0];
Cd = [1 0 0 0 0 0];
Q = 0.01*eye(6);
R = 10;
Pa = Ad*P*Ad’ + Q; % Covarianza a priori
Kk = Pa*Cd’*pinv(Cd*Pa*Cd’+R); % Ganancia de Kalman
xa = Ad*xest+Bd*U; % Estimado a priori
xest1 = xa + Kk*(y-Cd*xa); % Estimado a posteriori
P = (eye(6)-Kk*Cd)*Pa*(eye(6)-Kk*Cd)’ + Kk*R*Kk’;
A.2.2. Filtro de Kalman Extendido
function xe = EKFCh(u)











persistent Q R PP
global aux
if isempty(aux)






% Parametros del modelo
pG = 0.006; % Remoción de glucosa endógena del paciente [min^-1]
Si = 0.0002; % Sensibilidad a la insulina [L/mU/min]
aG = 0.0154; % Saturación de glucosa estimulada por insulina [L/mU]
EGPb = 1.16; % Producción de glucosa endógena basal [mmol/min]
CNS = 0.3; % Absorción de glucosa del sistema nervioso central
independiente de la insulina [mmol/min]
VG = 13.3; % Volumen de distribución de glucosa[L]
VI = 3.15; % Volumen de distribución de insulina [L]
aI = 0.0017; % Saturación de la desaparición de insulina
en plasma [L/mU]
nI = 0.003; % Velocidad de difusión transcapilar [min^-1]
nC = nI; % [min^-1]
nK = 0.0542; % Eliminacion renal [min^-1]
nL = 0.1578; % Eliminacion hepatica [min^-1]
xL = 0.67;
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% Absorción hepática de insulina endógena de primer paso
d1 = 0.0347; % Tasa de transporte [min^-1]
d2 = 0.0069; % Tasa de transporte [min^-1]
Pmax = 6.11; % Valor de saturacion de P2 [mmol/min]
k1 = 45.7; % Tasa base para producción de insulina
endogena [mU/min]
k2 = 1.5; % Constante genérica para supresión exponencial []






F1 = -pG*BGsp -Si*BGsp*Qsp/(1+aG*Qsp)+(P+EGPb-CNS)/VG;
F2 = nI*(Isp - Qsp)-nC*Qsp/(1+aG*Qsp);
F3 = -nK*Isp - nL*Isp/(1 + aI*Isp)- nI*(Isp - Qsp) + uexsp/VI + (1 - xL)
*uensp/VI;
F4 = -d1*P1sp + Dsp;
F5 = -min(d2*P2sp,Pmax) + d1*P1sp; % Model was changed here to linearize
F6 = 0;
system = [F1;F2;F3;F4;F5];
Acon= [-Qsp/(5000*((77*Qsp)/5000+1))-3/500 (77*BGsp*Qsp)/(25000000 *((77*Qsp)
/5000 + 1)^2)-BGsp/(5000*((77*Qsp)/5000+1)) ,0,0,69/133000,10/133;...
0,(231*Qsp)/(5000000*((77*Qsp)/5000 + 1)^2)-3/(1000*((77*Qsp)/5000 + 1))}
-3/1000,3/1000,0, 0,0;...




0,0, 0, 347/10000, -69/10000,0;...
0,0, 0, 0,0,0];
Bcon = [0;0;20/63;0;0;0];
Cn = [1 0 0 0 0 0];
[Ad,Bd] = c2d(Acon,Bcon,ts2);
Cd = Cn;
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%Filtro de Kalman Extendido
P_= Ad*PP*Ad’ + Q; %Covarianza a priori
K = P_*Cd’*pinv(Cd*P_*Cd’+R); %ganancia de Kalman
x_ = xee + [system;0]*ts2; %Estimado a priori
xe1 = x_ + K*(y - Cd*x_); %Estimado a posteriori




A.2.3. Filtro de Kalman Unscented






persistent Qe Re PP n
global aux ts2
syms BG IG P1 P2 Q I P
% UKF Initialization
if isempty(aux)
v1 = [1 1 1 1 1]; % Pesos de la diagonal principal en PP





n = 5; % Orden del sistema
end
% Parametros del modelo
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pG = 0.006; % Remoción de glucosa endógena del paciente [min^-1]
Si = 0.0002; % Sensibilidad a la insulina [L/mU/min]
aG = 0.0154; % Saturación de glucosa estimulada por insulina [L/mU]
EGPb = 1.16; % Producción de glucosa endógena basal [mmol/min]
CNS = 0.3; % Absorción de glucosa del sistema nervioso central
independiente de la insulina [mmol/min]
VG = 13.3; % Volumen de distribución de glucosa[L]
VI = 3.15; % Volumen de distribución de insulina [L]
aI = 0.0017; % Saturación de la desaparición de insulina
en plasma [L/mU]
nI = 0.003; % Velocidad de difusión transcapilar [min^-1]
nC = nI; % [min^-1]
nK = 0.0542; % Eliminacion renal [min^-1]
nL = 0.1578; % Eliminacion hepatica [min^-1]
xL = 0.67;
% Absorción hepática de insulina endógena de primer paso
d1 = 0.0347; % Tasa de transporte [min^-1]
d2 = 0.0069; % Tasa de transporte [min^-1]
Pmax = 6.11; % Valor de saturacion de P2 [mmol/min]
k1 = 45.7; % Tasa base para producción de insulina
endogena [mU/min]
k2 = 1.5; % Constante genérica para supresión exponencial []





%Primera generacion de puntos sigma
% (3a)




xhat1(:,i) = xee + sqPP(:,i);
else
xhat1(:,i) = xee - sqPP(:,i-n);
end
end
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% Tiempo de muestreo (discretizacion)
ts = ts2; % [min]
% (3b)




% Mapeo no lineal
F1 = -pG*xhat1(1,i)-Si*xhat1(1,i)*xhat1(2,i)/(1+aG*xhat1(2,i))+
(min(d2*xhat1(5,i),Pmax)+PN+EGPb-CNS)/VG;
F2 = nI*(xhat1(3,i) - xhat1(2,i))- nC*(xhat1(2,i)/(1+aG*xhat1(2,i)));
F3 = -nK*xhat1(3,i) - nL*xhat1(3,i)/(1 + aI*xhat1(3,i))- nI*
(xhat1(3,i) - xhat1(2,i)) + uexsp/VI + (1 - xL)*(k1*exp(
xhat1(3,i)^(k2/k3)))/VI;
F4 = -d1*xhat1(4,i) + Dsp;
F5 = -min(d2*xhat1(5,i),Pmax)+ d1*xhat1(4,i);
system = [F1;F2;F3;F4;F5];
xhat2(:,i) = xhat1(:,i) +system*ts;





% Estimación de la covarianza a priori del error de estimación
PP1sum = zeros(n,n);
for i=1:2*n
PP1sum = PP1sum + (xhat2(:,i) - xhat2k)*(xhat2(:,i) - xhat2k)’;
end
PP1 = (1/(2*n))*PP1sum + Qe;
% (4a)
%Segunda generacion de puntos sigma
sqPP2 = (chol(n*PP1))’;
for i=1:2*n
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if i<=n
xhat3(:,i) = xhat2k + sqPP2(:,i);
else






yhat(i) = [1 0 0 0 0]*xhat3(:,i);





% Covarianza de la medida predicha
Pysum = 0;
for i=1:2*n
Pysum = Pysum + (yhat(i) - yhatk)*(yhat(i) - yhatk)’;
end
Py = (1/(2*n))*Pysum + Re;
% (4e)
% Covarianza cruzada entre \hat{x}_{k}^{-} y \hat{y}_{k}
PPxysum = 0;
for i=1:2*n





xhatf = xhat2k + Kk*(y - yhatk);
PP = PP1 - Kk*Py*Kk’;
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xe = xhatf;
A.3. Predictor de Smith
function delta = Delta(u)
%Asignacion













%para formar la matriz Deltatao











% Parametros del modelo
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pG = 0.006; % Remoción de glucosa endógena del paciente [min^-1]
Si = 0.0002; % Sensibilidad a la insulina [L/mU/min]
aG = 0.0154; % Saturación de glucosa estimulada por insulina [L/mU]
EGPb = 1.16; % Producción de glucosa endógena basal [mmol/min]
CNS = 0.3; % Absorción de glucosa del sistema nervioso central
independiente de la insulina [mmol/min]
VG = 13.3; % Volumen de distribución de glucosa[L]
VI = 3.15; % Volumen de distribución de insulina [L]
aI = 0.0017; % Saturación de la desaparición de insulina
en plasma [L/mU]
nI = 0.003; % Velocidad de difusión transcapilar [min^-1]
nC = nI; % [min^-1]
nK = 0.0542; % Eliminacion renal [min^-1]
nL = 0.1578; % Eliminacion hepatica [min^-1]
xL = 0.67;
% Absorción hepática de insulina endógena de primer paso
d1 = 0.0347; % Tasa de transporte [min^-1]
d2 = 0.0069; % Tasa de transporte [min^-1]
Pmax = 6.11; % Valor de saturacion de P2 [mmol/min]
k1 = 45.7; % Tasa base para producción de insulina
endogena [mU/min]
k2 = 1.5; % Constante genérica para supresión exponencial []





%Sistema evaluado en el estado calculado
dBG = -pG*BG - Si*BG*Q/(1 + aG*Q) + (min(d2*P2,Pmax)+ PN + EGPb - CNS)/VG;
dQ = nI*(I - Q) - nC*(Q/(1 + aG*Q));
dI = -nK*I - nL*I/(1 + aI*I) - nI*(I - Q) + uex/VI + (1 - xL)*uen/VI;
dP1 = -d1*P1 + D;
dP2 = -min(d2*P2,Pmax) + d1*P1;
%Discretizacion
System1=[dBG dQ dI dP1 dP2]’;
Deltap = Deltap + (System1*ts2); %xp (vector de estados estimados con el predictor), System1 (función evaluada en xp)y ts (tiempo de muestro ts2=5)
arg = xestao + Deltap - Deltatao;
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end
iter=iter+1;
DELTA = [DELTA Deltap];
delta = [Deltap;Deltatao;arg];
A.4. Análisis de correlación máxima
%Cargar datos del dia anterior
load Data_Y_01
load Data_U_01
N = length(Y); % Tama~no del vector de datos














Num = Num + Cc;
%C2 = (U1(k)-Mu1)^2;
Cc2 = (U2(k)-Mu2)^2;
sumu = sumu + Cc2;
C3 = (Y(k+l)-My)^2;
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[Chuang and Lin, 2010] Chuang, C.-H. and Lin, C.-L. (2010). On robust state estimation
of gene networks. Biomedical Engineering and Computational Biology, 2:23.
[Dalla Man et al., 2007] Dalla Man, C., Rizza, R. A., and Cobelli, C. (2007). Meal simula-
tion model of the glucose-insulin system. IEEE Transactions on biomedical engineering,
54(10):1740–1749.
[de Pereda et al., 2016] de Pereda, D., Romero-Vivo, S., Ricarte, B., Rossetti, P., Ampudia-
Blasco, F. J., and Bondia, J. (2016). Real-time estimation of plasma insulin concentration
from continuous glucose monitor measurements. Computer methods in biomechanics and
biomedical engineering, 19(9):934–942.
[Dimassi et al., 2012] Dimassi, H., Loria, A., and Belghith, S. (2012). Adaptive state esti-
mation for a class of uncertain nonlinear systems with output time-delays. In Decision
and Control (CDC), 2012 IEEE 51st Annual Conference on, pages 2346–2351. IEEE.
[Dorf and Bishop, 2011] Dorf, R. C. and Bishop, R. H. (2011). Modern Control Systems.
Pearson, New Jersey, 12 edition.
[Duarte-Mermoud and Prieto, 2004] Duarte-Mermoud, M. A. and Prieto, R. A. (2004). Per-
formance index for quality response of dynamical systems. ISA transactions, 43(1):133–
151.
[Dye et al., 2010] Dye, L., Mansfield, M., Lasikiewicz, N., Mahawish, L., Schnell, R., Talbot,
D., Chauhan, H., Croden, F., and Lawton, C. (2010). Correspondence of continuous
interstitial glucose measurement against arterialised and capillary glucose following an
oral glucose tolerance test in healthy volunteers. British journal of nutrition, 103(1):134–
140.
[Eberle and Ament, 2011] Eberle, C. and Ament, C. (2011). The unscented kalman filter
estimates the plasma insulin from glucose measurement. Biosystems, 103(1):67–72.
[Eberle and Ament, 2012] Eberle, C. and Ament, C. (2012). Real-time state estimation
and long-term model adaptation: a two-sided approach toward personalized diagnosis of
glucose and insulin levels. Journal of diabetes science and technology, 6(5):1148–1158.
[Federation, 2015] Federation, I. D. (2015). IDF Diabetes Atlas. International Diabetes
Federation, Brussels, Belgium, 7th edition.
[Feng et al., 2007] Feng, J., Fan, H., and Chi, K. T. (2007). Convergence analysis of the
unscented kalman filter for filtering noisy chaotic signals. In Circuits and Systems, 2007.
ISCAS 2007. IEEE International Symposium on, pages 1681–1684. IEEE.
92 BIBLIOGRAFÍA
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cosa plasmática usando modelos matemáticos del tipo entrada-salida. Scientia et technica,
21(4):365–370.
[Prasad et al., 2002] Prasad, V., Schley, M., Russo, L. P., and Bequette, B. W. (2002). Pro-
duct property and production rate control of styrene polymerization. Journal of Process
Control, 12(3):353–372.
[Ramakrishna and Bhatti, 2007] Ramakrishna, K. and Bhatti, T. (2007). Sampled-data au-
tomatic load frequency control of a single area power system with multi-source power
generation. Electric Power Components and Systems, 35(8):955–980.
[Ran and Deng, 2011] Ran, C. and Deng, Z. (2011). Self-tuning distributed measurement
fusion kalman estimator for the multi-channel arma signal. Signal Processing, 91(8):2028–
2041.
[Rao and Rawlings, 2000] Rao, C. V. and Rawlings, J. B. (2000). Nonlinear moving horizon
state estimation. Nonlinear model predictive control, pages 45–69.
BIBLIOGRAFÍA 95
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