The vehicle routing problem (VRP) has become one of the focus issues in operations research and management sciences over the past two decades. One of its principal branches is the dynamic vehicle routing problem (DVRP), which can receive new order requests during the service process and make a timely response, unlike static vehicle routing problems (SVRP) where all information is known before the optimization starts. In this paper, we solve DVRP while using an enhanced genetic algorithm (GA) that tries to increase both diversity and global searching ability. The maximum saving method and the nearest neighbor method are adopted in the crossover operation to improve the path selection. Considering the near distance priority service principle (NDPSP) in the actual operation, a new assessment scheme with penalty factors is applied to our individual assessment. In addition, a paired-t test as a non-parametric statistical analysis is implemented to demonstrate the efficiency of the enhanced genetic optimization algorithm, based on a publicly available VRP benchmark, which includes 21 data sets. Analysis results show that our approach outperformed the published approached based on optimizing results.
Introduction
As we all know, life has been significantly improved in the past few decades due to the progress of transportation and logistics [19] . Meanwhile, urbanization rate keeps growing and the urban population rate will consistently grow as well. As a result, research on the routing problem, especially the vehicle routing problem (VRP), which can effectively reduce vehicle driving distance and reduce transportation costs, has increased greatly during the last few decades.
VRP defines a class of combinatorial optimization problems to optimize vehicle travel during round trips. Previous researches have demonstrated how vehicle routing optimization can lead to significant economic savings [3] . The earliest VRP was proposed by Dantzig et al [7] in 1959, which was the traveling salesman problems (TSPs). Now, it has produced many different extension patterns, such as multiple depots VRP [15, 25] , periodic VRP [23] , and pickup and delivery VRP [18, 24] .
We investigate that most studies are about static VRP (SVRP) [6, 14] , which is where all data is known before the optimization has started, and the data is no longer changed during the service. However, in practice, new information is received and processed over time, and new information can be obtained in real time due to advances in communication and information technologies. Considering these facts, a new variant of VRP classified as DVRP [1, 4, 11, 13, 17] has inspired many scholars.
There are two major contributions in this paper. The first contribution is solving DVRP by using an enhanced genetic optimization algorithm that tries to increase both diversity and global searching ability. To enhance GA, three modifications are proposed: the selection process consists of a tournament select and elitist strategy to improve the global searching ability, two different crossover methods are adopted to increase diversity, and the penalty factor is employed while considering the near distance priority service principle when evaluating individual fitness.
The second contribution is that a paired-t test is applied to evaluate the effect of the enhanced GA with penalty factors on solving DVRP. In statistical hypothesis testing, the p-value or probability value is the probability for a given statistical model that, the statistical summary (such as the sample mean difference between two compared groups) would be the same as or greater magnitude than the actual observed results when the null hypothesis is true. In many kinds of literature, we found that few scholars have used a paired-t test to demonstrate the efficiency of the proposed algorithm. Therefore, a paired-t test is adopted to assess the validity of enhanced GA and the effectiveness of the penalty factors.
The structure of this paper is organized as follows. In section 2, a general description of DVRP dynamic scheduling manager is introduced. In section 3 we discuss our experimental methodology and experimental findings are discussed in section 4. Finally, we conclude by discussing the implications of our results and offer suggestions for the future work in section 5.
Dynamic vehicle routing problem
The dynamic vehicle routing problem (DVRP) is developed from the static vehicle routing problem (SVRP). The SVRP is an optimization problem that gets the best solution with all data having been known in advance and without changes. The difference between DVRP and SVRP is that optimization problems are constantly changing, perhaps new orders appear, previous orders are withdrawn, and so on. This section will introduce the definition of DVRP we studied, and the dynamic scheduling manager for solving DVRP will be given.
A general description
The SVRP can be modeled in mathematical terms.
( , )  G V A is a weighted complete digraph, where direction indicates service order and weight is the distance between nodes. In addition, { , , , }  V 0 1 n is a set of all nodes including the depot () 0 , and all customers ( , , ) 1n . In DVRP, the main difference is that new orders can be received after the jobs have started. Therefore, the DVRP can be described as followed: all received customers must be served from a depot. There are v vehicles to provide services for all customers, and each vehicle has a maximum capacity limit and cannot exceed the limit during service. Each customer can only request a vehicle to achieve the demand. New orders can be received during the service.
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A graph can be adopted to represent a simple example of DVRP. As shown in Figure 1 
Dynamic scheduling manager
In this paper, we investigate the DVRP model put forward by Montemanni [16] , which extended DVRP as the standard VRP and decomposed DVRP into a series of static VRP. We use the same model that divides a working day into periods of equal duration. The customer who can be processed by the next time slice is submitted to the driver for processing, and the remaining unprocessed customers are presented to the optimizer as a static instance with subsequent orders until all the customers are processed. The event manager and the enhanced genetic optimization algorithm are shown in Figure 2 .
Our approach is based on the idea of dividing the working day into time slices, so there are some key time parameters that should be considered while solving DVRP.
• The working day: T determines the total length of working time that is available to serve the customers each day. In the experiment, the length of a workday is set to 1500.
• The cut-off time: co T is the deadline for receiving the new orders. The customer requests received before the deadline co T will be processed on a working day, and requests received after co T will be processed on the following day. co T is generally set to half the time of the working day, that is, 0. 5 T  .
• The advanced commitment time: ac T is used because a driver needs a response time before leaving from the last location to the next one, so the orders must be committed to the driver Tac seconds in advance. be noted that the time window of each data set is not the same. We should map the time window of each data set to 1500, while the available time and the duration time should also be adjusted accordingly.
Enhanced genetic optimization algorithm
Genetic Algorithm (GA) is an evolutionary technique that uses operators such as mutation and crossover, and then selects the most fitted element as a solution for problems optimization [21] . A large number of vehicle routing optimization strategies based on Genetic Algorithms (GA) have been proposed, but it still has a lot of room for improvement [28] . In this section, we introduce the enhanced GA for DVRP.
Tournament selection and elitist strategy
The selection operation determines how individuals can be selected to reproduce (crossover and mutation), which determines the direction of overall genetic evolution. In this article, the selection part has two stages. The first stage is the tournament selection [26] . In this paper, we will build a new tournament set each time we decide to choose an individual, which aims to ensure the diversity of individuals. In addition, we modified the standard tournament selection to make it possible for individuals with poor fitness to have a higher chance of being selected. The modified version is shown in Figure   3 , where r is a random value and  is the selection pressure.
A tournament selection cannot guarantee that individuals with the best fitness will be chosen. To make sure the best individuals are able to reproduce, the elitist strategy is considered. Yanlian Wu et. al [27] have proven that the amount and diversity of elite individuals are increased with the regeneration of the elite subpopulation. In our approach, 4% of the worst solutions are replaced by 4% of the best solutions in the last generation. The optimal solution may be destroyed, but it can speed up the global search optimization and avoid local optimization as much as possible. The complete selection process diagram is shown in Figure 3 . It is important to note that we will reserve the best individual in the elite population without crossover and mutation. 
Crossover
The crossover process is the main way for the population to produce new individuals. However, traditional crossover operators, like Partially-Mapped-Crossover (PMX) [8] , are not suitable for solving DVRP, which requires high efficiency of the algorithm. Considering DVRP's nature, we made some improvements on the genetic crossover. Insert v1 and v2 customers into p2 and p1 respectively using BCRC Insert v1 and v2 customers into p2 and p1 respectively using CMRCSC Figure 4 . The new crossover operation
In our approach, we adopted two crossover strategies. The first is that the Best-Cost Route Crossover (BCRC) employed in [12, 20] . The second is the closest distance and maximum saving route crossover with priority to satisfy the capacity constraint (CMRCSC). It will successively determine whether the remaining capacity of assigned vehicles can meet the customer requirement when a customer will be inserted. If no vehicle meets the requirement, we will assign an empty vehicle to serve. Once a vehicle is selected, the customer that has been assigned to the vehicle but has not been served will be considered if it is the closest one to the inserted customers. Then, a customer is inserted before or after the selected customer according to the maximum saving method. The step is like a normal BCRC, which has been described in [10] . There is just a difference in the way you insert customers. The modified version is shown in Figure 4. 
Mutation
Mutation is an important genetic operation that helps to maintain the genetic diversity of the population to achieve a good solution to an optimization problem [2] . The mutation we adopt is reversed, that is, to randomly select a gene segment in the chromosome and then reverse it to form a new individual. The schematic diagram is shown in Figure 5 . 
Fitness evaluation method
The choice of fitness function can be a difficult and important step in Genetic Algorithms (GA). In many previous studies, an individual was evaluated based on direct distance calculation. Considering the near distance priority service principle (NDPSP) and the driving distance, we add a penalty factor that violates the NDPSP when calculating individuals' fitness. The design of the penalty factor is described as follows.
Let ij L represent the direct distance between the customer i and j , and * i L represents the distance set from customer i to other customers. If customer j is the next one to be visited after visiting customer i , the penalty factor between i and j is shown as Equation (1).
Now we use ij L to represent the distance between i and j after integrating the penalty factor parameter. Then,  ij L can be obtained through Equation (2) .
An individual x is assigned a fitness value ()
DVRP Fx according to Equation (3).
( ) Cos ( )
where  i L is the length of the th i route after adding the penalty factor.
Experimental results and discussion
This section is devoted to the experimental evaluation of enhanced GA for solving DVRP based on public VRP benchmark datasets, which consist of three separate VRP sources, namely Taillard [22] 
(12 instances), Christophides and Beasley [5] (7 instances) and Fisher et al. [9] (2 instances).
The experiments have been coded in MATLAB 2016a, on a 3.20GHz/8GB Intel(R) Core(TM) i5-6500 machine. The genetic parameters used in the experiment are shown in Table 1 . For the DVRP model, ts n is set to 25, ac T to 0.01 of the working day, and co T to 0.5 of a working day. A working day is set to 1500. The execution time of the optimization program in each time slice is 30 seconds. From Hanster's introduction, we know that the three data sets are randomly distributed according to different distribution criteria. Table 2 shows the distribution characteristics of the three data sets. Then, we separately extract a data set from three data instances to analyze the experimental results. The following Table 2 describes the distribution characteristics of the three data sets, which have been introduced in [10] . The following Figure 6 shows the roadmap for the three sets of data sets c100, tai100b, and f134 in obtaining the optimal solution. a) c100 b) tai100b c) f134 Figure 6 . Roadmap for instance c100, tai100b and f134 respectively
Discussion of different fitness evaluation strategy
In this section, we discuss how to combine short-distance priority services while evaluating the individual fitness. The first evaluation criterion is to minimize the penalty distance (MPD) considering the near distance priority service principle (NDPSP). The second is to minimize the driving distance (MDD) without considering the NDPSP. Considering the NDPSP and the driving distance, minimize the total distance (MTD), which consists of penalty distance and driving distance as the third evaluation criterion.
It can be seen from Table 3 that if NDPSP and driving distance are considered, better experimental results can be obtained. The best result appears if only NDPSP is observed without considering the driving distance. Considering both the best solutions and average solution, it is more conducive to our experiment to solve DVRP if the penalty factor is set to 1  ij p to minimize the total distance. Meanwhile, a paired-t test is applied to perform statistical analysis, which can investigate whether there are statically significant differences between different strategies according to quality or not. Suppose that the goal of MTD would give solutions with lower route lengths than other strategies. A one-sided alternative hypothesis, 1 H , is given as Equation (4):
where  OA refers to the other approach used in a statistical comparison. Table 4 shows pairs, mean differences for MPD, MDD, MTD, and p-value at a significance level of =.
 0 05 . As seen from the Table 4 , MTD is statistically significantly different from MDD and MPD. This analysis indicates that MTD strategy is more appropriate for our approach. Table 5 shows the comparison among all systems, where the bold entries indicate the best-found solutions in this paper. GA-DVRP with penalty factor found 16 out of 21 new best solutions, compared to the proposed GA-based DVRP, which found 5 out of 21 new best solutions, and no new solutions were found using the Ant System. When comparing the average solutions, GA-DVRP with penalty factor gets better averages in 18 out of 21 problems compared to the proposed GA-based DVRP, which gets the better best solution in 12 out of 21 problems compared to DVRP-GA. No better solutions are found in the Ant System. Table 6 shows how much each method enhances and differs from the ant colony system, e.g., DVRP-GA improves the ant colony system by 3.20% and 5.02% for the best and average results respectively. This suggests that the enhanced GA drives more exploitation, while GA-DVRP with penalty factor is more effective in solving DVRP.
Comparison of different experimental methods
From Table 5 and Table 6 , considering both the best solutions and average solutions, we conclude that GA-DVRP with penalty factor outperforms other existing approaches based on the comparison of experimental results. We use a paired-t test as introduced in section 4.1 to analyze the significant differences between enhanced GA with penalty factors and other heuristic approached according to quality. Table 7 shows pairs, mean differences for Ant System, DVRP-GA, Proposed GA-based DVRP and p-values at a significance level of =.
 0 05 . This analysis indicates that the enhanced GA with penalty factors is the most effective heuristics recently proposed in literature. 
Convergence analysis of different time slices
In this section, we discuss the convergence of the genetic optimization algorithm in a dynamic environment. Here, we consider an example of problem 'c100'. Figure 7 shows the convergence of each time slice of c100, where the horizontal axis represents the number of iterations with a run time of 30 seconds, the vertical axis represents the individual fitness, the green curve represents the average fitness, and the red curve represents the optimal fitness of the population.
It is possible to conclude that an optimization result has been obtained before the end of the execution time result. Compared with Abdallah's experimental method, the method used in this paper can obtain a better solution in a short time, which also confirms the effectiveness of the experimental method.
Conclusions
In this paper, DVRP was solved by using an enhanced GA that contained three proposed modifications. The first modification was the genetic selection, which includes a modified tournament selection and elitist strategy. The second was that two different crossover strategies were adopted to increase the diversity of the population during the crossover. The third was that penalty factors were introduced to assess individual fitness while the near distance priority service principle is considered. In addition, a paired-t test is applied to show that there are statistically significant differences between the enhanced GA with penalty factors and other heuristic approaches according to solution quality.
There are various avenues for future research based on our approach, such as using larger problem instances and further evaluating the enhanced GA's performance. In addition, our approach is considering solving DVRP with a time window and/or solving DVRP with pickup and delivery.
