Over days and weeks, neurons in mammalian sensorimotor cortex have been found to continually change their activity patterns during performance of a learned sensorimotor task, with no detectable change in behaviour. This challenges classical theories of neural circuit function and memory, which posit that stable engrams underlie stable learned behavior [1, 2] . Using existing experimental data we show that a simple linear readout can accurately recover behavioural variables, and that fixed linear weights can approximately decode behaviour over many days, despite significant changes in neural tuning. This implies that an appreciable fraction of ongoing activity reconfiguration occurs in an approximately linear subspace of population activity. We quantify the amount of additional plasticity that would be required to compensate for reconfiguration, and show that a biologically plausible local learning rule can achieve good decoding accuracy with physiologically achievable rates of synaptic plasticity.
Introduction and Results
Several recent experimental studies show that the mapping between neural activation and behavior reconfigures over days in brain areas that are critical for performing a task, even when the task is fully learned [3] [4] [5] . One of our labs recently observed [4] that single-neuron activation across hundreds of neurons in the posterior parietal cortex (PPC) change over the course of weeks during a fixed, learned T-maze task. This reconfiguration continued for the duration of the experiment (20-52 days), revealing that a brain area crucial for executing a sensorimotor task continually reconfigures the relationship between neural activity and external task variables over several weeks.
Given these observations, it is unclear how activity in PPC can be used by the brain to perform a familiar task reliably. To address this question we reanalyzed data from a previous set of experiments performed by one of our labs [4] . Briefly, this dataset consists of optical recordings of calcium activity in populations of hundreds of PPC neurons during repeated trials of a virtual reality T-maze task (1a). Mice were trained to associate a visual cue at the start of the maze with turning left/right at a T-junction. The recordings were obtained once the mice consistently performed at 90% accuracy or above. Further details are provided in Methods and full experimental details can be found in the original study [4] .
Previous analyses [4] showed that PPC neurons activated at specific locations in the maze on each day. When peak activation is plotted as a function of (linearized) maze location, the recorded population tiles the maze, as shown in Figure 1b . However, maintaining the same ordering in the same population of neurons revealed a loss of sequential activity over days to weeks (top row of 1b). Nonetheless, a different subset of neurons could always be found to tile the maze at these later experimental sessions. In all cases, the same gradual loss of ordered activation was observed (second and third rows, 1b). Figure 1c shows that PPC neurons gain or lose selectivity and occasionally change tuning locations. Together, these data show that PPC neurons form a continually reconfiguring representation of a fixed, learned task.
We asked whether precise task information can be extracted from this population of neurons, despite the continual activity reconfiguration evident in these data. We began by fitting a linear decoder for each task variable of interest (animal location, heading, and velocity) for each day. This model has the form x(t)=M T z(t), where x(t) is the time-binned estimate of position, velocity or heading (view angle) in the virtual maze, M is a vector of weights, and z(t) is the normalized time-binned calcium fluorescence (Methods: Decoding analyses).
Example decoding results for two mice are shown in Fig. 2a , and summaries of decoding performance for four mice in Fig. 2b . Position, speed, and view angle can each be recovered with a separate linear model. The average mean absolute decoding error for all animals included in the analysis was 47.2 cm ±8.8 cm (mean ±1 standard deviation) for position, 9.6 cm/s ±2.2 cm/s for speed, and 13.8 • ±4.0 • for view angle (Methods: Decoding analyses).
Our choice of linear decoder can be interpreted bio- 
Neural population coding of spatial navigation reconfigures over time in a virtual-reality maze task (a) Mice were trained to use visual cues to navigate to a reward in a virtual-reality maze; neural population activity was recorded using Ca 2+ imaging [4] . (b) (Reprinted from [4] ) Neurons in PPC (vertical-axes) fire at various regions in the maze (horizontal-axes). Over days to weeks, individual neurons change their tuning, re-configuring the population code. This occurs even at steady-state behavioral performance (after learning). (c) Each plot shows how location-averaged normalized activity changes for single-cells over weeks. Missing days are interpolated to the nearest available sessions, and both left and right turns are combined. Neurons show diverse changes in tuning over days, including instability, relocation, long-term stability, gain/loss of selectivity, advancement, and intermittent responsiveness.
logically as a single 'readout' neuron that receives input from a few hundred PPC neurons, and whose activity approximates a linear weighted sum. The fact that the linear decoder recovers behavioral variables to reasonable accuracy suggests that brain areas with sufficiently dense connectivity to PPC can extract this information via simple weighted sums.
The number of PPC neurons recorded is a subset of the total PPC population. To assess the extent to which additional neurons might improve decoding accuracy, we evaluated decoding performance of randomly drawn subsets of recorded neurons ( Fig. 2c ). Extrapolation of the decoding performance suggested that better performance might be possible with a larger population of randomly sampled PPC neurons than we recorded.
It is possible that a random sample of neurons misses the 'best' subset of cells for decoding task variables. When we restricted to optimal subsets of neurons we found that performance saturated at ≈30% (50-100 neurons) of the neurons recorded ( Fig. 2d ). However, the identity of the neurons in the optimal subset changed over days. For both mouse 3 (10 days, 104 neurons) and 4 (13 days, 126 neurons), 6% of neurons are consistently in the top 50% for all sessions. No neurons were consistently in the top 10% for all days. Biologically, this suggests that even though a subset of neurons might be sufficient for encoding task information, this subset can-not be identified from short-term recordings.
An approximately stable coding subspace exists despite reconfiguration
We next asked how a linear decoder optimized on a given day would perform on prior and subsequent days. We compared the decoding performance of models fitted on a given day with decoders optimized on data from earlier or later days. We restricted this analysis to those neurons that were identified with high confidence on all days considered. We found that decoding performance decreased as the separation between days grew (Fig 3a) . This is not surprising given the extent of reconfiguration reported in the original study [4] and depicted in Fig 1. Because task-related PPC activity is distributed in a large number of neurons, many different linear decoders can in principle achieve similar error rates due to degeneracy in the representation [6, 7] . Thus, the observed decay in performance of a decoder fit on a single day might reflect misidentification of the 'true' set of weightings that perform better over time. This would imply that the observed ongoing reconfiguration of neural activity occurs in the null space of the 'true' decoder being used internally by the brain, consistent with some proposed models [7] [8] [9] .
To address this, we tested whether a single linear de- coder could be optimized across multiple days. We fitted linear decoders using concatenated data from different days using the same subset of PPC neurons (Fig.  3b ). The requirement to have large overlapping subsets of cells over many days reduced the number of animals that could be used to two. In both animals we found that fixed multiple-day linear decoders could recover somewhat accurate task variable information in spite of ongoing changes in PPC tuning. However, the average performance of the multiple-day decoders was detectably worse than single-day linear decoders for each day (Fig. 3c) . The existence of a fixed, approximate decoder implies a degenerate representation of task variables in the population activity of PPC neurons. In other words, there is a family of linear decoders that can achieve reasonably accurate performance while allowing weights to vary in some region of weight space. This situation is illustrated in Figure 3c , which depicts regions of good performance of single-day linear decoders as ellipsoids. The existence of a reasonably good concatenated decoder implies that these ellipsoids intersect over several days.
We asked how much synaptic plasticity would be needed to more accurately compensate for representational drift and achieve the performance of single-day decoders. We approached this without invoking a specific plasticity rule, by simultaneously training separate linear decoders for each day over several sessions (mouse 3: 7 days, mouse 4: 10 days), and penalizing the magnitude of weight change between days ( Fig. 3d , Methods: Concatenated and constrained analyses). By varying the strength of the weight change penalty we interpolated between the concatenated decoder (no weight changes) and the single-day decoders (optimal weights for each day). The result of this is shown in Figure 3e . Performance improves rapidly once small amounts of synaptic plasticity are permitted (≈25% per session). Thus, relatively modest amounts of synaptic plasticity would be needed to keep encoding consistent with changes in representation. FIG. 3. Single-day decoders generalize poorly to previous and subsequent days, but multi-day decoders exist with good performance. (a) Blue: % increase in error over the optimal decoder for the testing day (mouse 3, 136 neurons; mouse 4, 166 neurons). Red: Mean absolute error for decoders trained on a single day ('0') and tested on past/future days. (b) Schematic of procedure for fitting multiple day models: trials over multiple days are concatenated (Methods). (c) Although the single-day optimal decoders may change over time, a stable subspace with good performance may exist. We assess this by training a single decoder M applied to multiple days d∈1..D. (d) Over longer periods of time a stable encoding subspace may change. We assess this by training a separate decoder M d for each day, while also minimizing the change in weights across days. The parameter λ controls how strongly we constrain weight changes across days (Methods). (e) Decoding error on concatenated data (cyan) is slightly but significantly worse than the average error of the best single day decoder (ochre) (Mann-Whitney U test, p<0.01) (Boxes: inner 50% of data, horizontal lines: median, whiskers: 5th, 95th percentiles). Both single day and multiple day decoders perform better than a shuffled control (red). Black traces show performance of aonstrained decoder for varying strength of weight change penalty.
Biologically plausible weight adjustment can compensate for ongoing reconfiguration of PPC activity
The results in Figure 3e suggest that small amounts of synaptic plasticity could compensate drift, but do not suggests a biologically plausible mechanism for compensation. Could neurons, in practice, track slow reconfiguration using locally available signals? To test this, we used an adaptive linear neuron model first proposed by Widrow & Hoff in 1962 [10-12] on mouse 4 (Methods). This Least Mean Squares (LMS) model uses prediction error of a linear readout to update weights continuously (Fig. 4a ). This is biologically plausible because it only requires each synapse to access its current weight and recent prediction error. To test how well this model could track drift with small weight changes, we limited the amount of weight change per time-step (Methods: Online LMS algorithm). Fig. 4b illustrates that, by varying the limits on weight change, the LMS model can achieve online decoding results analogous to the offline constrained decoders discussed previously. Decoding error improves for larger rates of weight change, approaching the performance of a concatenated, fixed, decoder trained and tested over ten days. Over the ten-day span evaluated, LMS can keep a linear decoder in register with the slow representational drift observed (Fig. 4c) .
In our analysis, learning rates of a few percent per minute were needed to track long-term drift. This included fast fluctuations in synaptic weights superimposed over a slowly-varying mean trend. For example, for position decoding from mouse 4 ( Fig. 4d) , an average plasticity rate of 2% per minute kept decoding error comparable to that of the concatenated decoder. This amounted to an accumulated weight change averaging 7.67% per session.
These results suggest that small weight changes could track representational drift in practice, but are only a weak proxy for the rates of spine plasticity that one might expect in vivo. These analyses were done for ≈100-200 neurons, at least an order of magnitude less than the typical number of inputs to a pyramidal cell in cortex. We thus interpret these results as an approximate upper-bound on the amount of plasticity required for a linear decoder. We expect better performance with lower rates of plasticity for larger neuronal populations. Additionally, more sophisticated plasticity rules might alter synaptic weights on both fast and slow timescales to compensate rapid fluctuations in activity while tracking the slow component of drift.
Discussion
Several theories have been presented for how stable behavior could be maintained despite ongoing changes in connectivity and neural activity [6, 8, 13, 14] . Here we show-in principle-that a biologically plausible readout of neural activity in PPC neurons can decode task infor-mation while compensating for ongoing changes in how this information is represented. If our modeling assumptions are taken literally, this would suggest that a single unit with connections to ∼100 PPC neurons can accurately decode task information with modest changes in synaptic weights over several days.
It is also possible that long-term representations are supported by a core subset of neurons with stable tuning and connectivity. Our results show that it is difficult to identify this subset based on single-day recordings. Due to redundancy, the number of 'good' models (and potentially good subsets of neurons) is large, and informativeness on a given day does not imply a stable tuning on subsequent days.
We focused on association areas in parietal cortex, but other studies have found potentially stable codes in motor areas [15] . If this is the case, stable behavior might be supported by long-term representations outside of parietal cortex. However, the question of why representations of habitual tasks should reconfigure in parietal cortex remains.
Consistent with these observations, studies have shown that connectivity in mammalian cortex is surprisingly dynamic. Connections between neurons change on a timescale of hours to days with a small number of stable connections [3, [16] [17] [18] . Some of this turnover likely reflects ongoing learning and unavoidable fluctuations in biological systems. We suggest that another component of this ongoing plasticity maintains congruent representations of information across different neural circuits. Such ongoing maintenance might be necessary in a distributed, adaptive system such as the brain, with multiple areas continually learning new representations while maintaining old information. How this is achieved is the subject of intense debate [19] . Based on our study, we hypothesize that neural circuits have continual access to two kinds of error signals. One kind should reflect mismatch between internal representations and external task variables, and another should reflect prediction mismatch between one neural circuit and another. The behavioral and two-photon calcium imaging data analyzed here was provided by the Harvey lab. Details regarding the experimental subjects and methods are provided in [4] .
Virtual reality task Details of the virtual reality environment, training protocol, and fixed association navigation task are described in [4] . In brief, Virtual reality environments were con-structed and operated using MATLAB-based ViRMEn software (Virtual Reality Mouse Engine) [20] . Data were obtained from mice that had completed the 4-8 week training program (reaching a behavioral performance of >80% correct for 2-3 consecutive days) for the twoalternative forced choice T-maze task. The length of the virtual reality maze was fixed to have a total length of 4.5 m. The colored walls were either black with white dots or white with black dots, followed by a gray striped 'delay' segment (2.25 m long) that was identical across trial types.
Data preparation and pre-processing Raw Ca 2+ fluorescence videos (sample rate=5.3 Hz) were corrected for motion artefacts, and individual sources of Ca 2+ fluorescence were identified and extracted [4] . Processed data consisted of normalized Ca 2+ fluorescence transients ("∆F/F ") and behavioral variables (mouse position, view angle, and velocity). Intertrial intervals (ITIs) were removed for all subsequent analyses. For offline decoding, we considered only correct trials, and all signals were centered to zero-mean on each trial as a pre-processing step.
QUANTIFICATION AND STATISTICAL ANALYSIS

Decoding analyses
We decoded kinematics time-series x={x 1 , ..., x T } from the vector of instantaneous neural population activity z={z 1 , .., z T }, using a linear decoder with a fixed set of weights M :x = M z.
(1)
We used the ordinary least-squares (OLS) solution for M , which minimizes the squared (L2) prediction error ε= x−M z 2 over all time-points. For the 'same-day' analyses, we optimize a separate M d for each day d (Fig.  2) , restricting analysis to sessions with at least 200 identified units. We assessed decoding performance using 10fold cross-validation, and report the mean absolute error, defined as | x−x | . Best K-Subset Ranking For Fig. 2d , we ranked cells in order of explained variance using a greedy algorithm. Starting with the most predictive cell, we iteratively added the next cell that minimized the MSE under ten-fold cross-validated linear decoding. To accelerate this procedure, we pre-computed the mean and covariance structure for training and testing datasets. MSE fits and decoding performance can be computed directly from these summary statistics, accelerating the several thousand evaluations required for greedy selection.
Concatenated and constrained analyses
For both the concatenated and constrained analyses ( Fig. 3b-e ), we used the set of identified neurons common to all included days. In the concatenated analyses (Fig.  3b,c,e ), we solved for a single decoder M c for all days:
where ε denotes the quadratic objective function to be minimized. In the constrained analysis (Fig. 3d,e ), we optimized a series of different weights M={M 1 , .., M D } for each day d∈1..D, and added an adjustable L2 penalty λ on the change in weights across days. This problem reduces to the 'same-day' analysis for λ=0, and approaches the concatenated decoder as λ approaches 1:
Extrapolation via GP regression
To qualitatively assess whether decoding performance saturates with the available number of recorded neurons, we computed decoding performance on a sequence of random subsets of the population of various sizes (Fig. 2c,d) .
Results for all analyses are reported as the average over 20 permutations of the choice of neurons to include, and over all sessions that had at least N =150 units. Gaussian process (GP) regression was implemented in Python, using a combination of a Matérn kernel and an additive white noise kernel. Kernel parameters were optimized via maximum likelihood (Scikit-learn, [21] ).
Online LMS algorithm
The Least Mean-Squares (LMS) algorithm is an online approach to training and updating a linear decoder, and corresponds to stochastic gradient-descent (Fig. 4a ). The algorithm was originally introduced in [10] [11] [12] . Briefly, LMS computes a prediction error for an affine decoder (i.e. a linear decoder with a constant offset feature or bias parameter) at every time-point, which is then used to update the decoding weights. We analyzed twelve contiguous sessions from mouse 4 (144 units in common), and initialized the decoder by training on the first two sessions using OLS.
To demonstrate that LMS could perform well using physiologically plausible rates of synaptic plasticity, we limited the rate of weight change −δ≤∆w≤δ. We explored a variety of limits δ, and optimized the learning rate for each δ via grid-search. By varying δ, we obtained a trade-off (Fig. 4b ) between the rate of weight changes and the decoding error, with the most rapid weight updates (∼10%/minute) approaching the performance of the offline decoders. In Fig. 4d , we selected an example with δ=5.4×10 −4 /sample, and with a learning rate of η=2.2×10 −4 . For position decoding, this corresponded to an average weight change of 1.92% per minute, and an accumulated weight change averaging 7.67% per session.
DATA AND CODE AVAILABILITY
Datasets recorded in Driscoll et al. [4] are available upon request from CDH. The analysis code generated during this study are available on Github at github.com/michaelerule/Loback et al.
