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Expanding phenomena over higher dimensional matrix
rings
Nguyen Van The ∗ Le Anh Vinh†
Abstract
In this paper, we study the expanding phenomena in the setting of higher dimen-
sional matrix rings. More precisely, we obtain a sum-product estimate for large subsets
and show that x(y + z), x + yz, xy + z + t are moderate expanders over the matrix
ring Mn(Fq).
These results generalize recent results of Y. D. Karabulut, D. Koh, T. Pham, C-Y.
Shen, and the second listed author.
1 Introduction
Let Fq be a finite field of order q where q is an odd prime power. Given a function f : F
d
q → Fq,
define
f(A, . . . , A) = {f(a1, . . . , ad) : a1, . . . , ad ∈ A},
the image of the set Ad ⊂ Fdq under the function f . We will use the following definition of
expander polynomials, which can be found in [5].
Definition 1.1. Let f be a function from Fdq to Fq.
1. The function f is called a strong expander with the exponent ε > 0 if for all A ⊂ Fq
with |A| ≫ q1−ε, one has |f(A, . . . , A)| ≥ q − k for some fixed constant k.
2. The function f is called a moderate expander with the exponent ε > 0 if for all A ⊂ Fq
with |A| ≫ q1−ε, one has |f(A, . . . , A)| ≫ q.
∗VNU University of Science, Vietnam National University, Hanoi. Email: nguyenvanthe t61@hus.edu.vn
†Vietnam Institute of Educational Sciences. Email: vinhle@vnies.edu.vn
1
Here and throughout, X ≪ Y means that there exists some absolute constant C1 > 0 such
that X ≤ C1Y , X & Y means X ≫ (log Y )
−C2Y for some absolute constant C2 > 0, and
X ∼ Y means Y ≪ X ≪ Y .
The study of expander polynomials over finite fields has been of much research interest in
recent years. For two variable expanders, Tao [16] gave a general result that for any poly-
nomial P (x, y) ∈ Fq[x, y] that is not one of the forms Q(F1(x) + F2(y)) and Q(F1(x)F2(y))
for some one variable polynomials Q,F1, F2, we have
|P (A,A)| ≫ q,
under the assumption |A| ≫ q1−
1
16 . This implies that such polynomials P (x, y) are moderate
expanders with the exponent ε = 1/16.
For three variable expanders over prime fields, Pham, de Zeeuw, and the second listed
author [12] showed that any quadratic polynomial in three variables P ∈ Fp[x, y, z] that is
not independent on any variable and that does not have the form G(H(x)+K(y)+L(z)) for
some one variable polynomials G,H,K, L is a moderate expander with exponent ε = 1/3.
The exponent 1/3 can be improved in the case of rational function expanders. More precisely,
Rudnev, Shkredov, and Stevens [13] showed that the function (xy−z)(x−t)−1 is a moderate
expander with ε = 17/42 over prime fields.
Over general finite fields, for three and four variable expanders, there are several families
of moderate expanders over finite fields with exponent ε = 1/3 have been constructed by
various authors. For example, (x− y)(z − t) by Bennett, Hart, Iosevich, Pakianathan, and
Rudnev [2], xy + zt by Hart and Iosevich [7], x + yz by Shparlinski in [14], x(y + z) and
x + (y − z)2 by the second listed author [18]. Using methods from spectral graph theory,
one can break the exponent 1/3 by showing that (x− y)2+ zt is a moderate expander with
ε = 3/8 [18].
Let Mn(Fq) be the set of n × n matrices with entries in Fq. Let f : Mn(Fq)
d → Mn(Fq) be
a function in n variables. For A1, . . . , Ad ⊂Mn(Fq), we define
f(A1, . . . , Ad) := {f(a1, . . . , ad) : ai ∈ Ai, 1 ≤ i ≤ d} ,
the image of the set A1 × A2 × . . .× Ad ⊂ F
d
q under the function f . Similarly, we have the
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following definition of expanders over the matrix ring Mn(Fq), which can be found in [3].
Definition 1.2. Let f be a function in d variables from Mn(Fq)
d to Mn(Fq).
1. The function f is called a strong expander over Mn(Fq) with the exponent ε > 0 if for
all A ⊂ Mn(Fq) with |A| ≫ q
n2−ε, one has f(A, . . . , A) ⊃ GLn(Fq).
2. The function f is called a moderate expander over Mn(Fq) with the exponent ε > 0 if
for all A ⊂Mn(Fq) with |A| ≫ q
n2−ε, one has |f(A, . . . , A)| ≫ qn
2
.
3. The function f is called a strong expander over SLn(Fq) with the exponent ε > 0 if
for all A ⊂ SLn(Fq) with |A| ≫ q
n2−1−ε, one has f(A,A, . . . , A) ⊃ GLn(Fq).
4. The function f is called a moderate expander over Mn(Fq) with the exponent ε > 0 if
for all A ⊂ SLn(Fq) with |A| ≫ q
n2−1−ε, one has |f(A, . . . , A)| ≫ qn
2
.
The first strong expander polynomial over M2(Fq) was given by Ferguson, Hoffman, Luca,
Ostafe, and Shparlinski [4]. More precisely, they showed that (x − y)(z − t) is a strong
expander over M2(Fq) with ε = 1/4. Similar results in the setting of Heisenberg group over
prime fields for small sets were obtained recently by Hegyva´ri and Hennecart in [8]. Some
generalizations can be found in [9, 10, 17, 19].
In [3], Y. D. Karabulut, D. Koh, T. Pham, C-Y. Shen, and the second listed author con-
structed some families of moderate expanders over M2(Fq). More precisely, they showed
that x+ yz, x(y + z) are moderate expanders over SL2(Fq) and M2(Fq) with the exponent
1/2 and xy + z + t is strong expander over M2(Fq) with exponent 1/4.
The main purpose of this paper is to extend these results to the setting of Mn(Fq) for any
n ≥ 3. More precisely, we have the following results.
Theorem 1.3. Let f(x, y, z) = x+ yz be a function from Mn(Fq)× SLn(Fq)× SLn(Fq) to
Mn(Fq). For A ⊂Mn(Fq) and B,C ⊂ SLn(Fq) with n ≥ 3, we have
|f(A,B,C)| ≫ min
{
qn
2
, q2n|A|,
|A||B|2|C|2
q4n2−4n−2
,
|B||C|
qn2−n−1
}
.
As a direct consequence, the following corollary shows that f = x + yz is a moderate
expander over SLn(Fq) with the exponent εn =
n−1
2
.
Corollary 1.4. Let f(x, y, z) = x + yz be a function from SLn(Fq)
3 to Mn(Fq). For A ⊂
3
SLn(F) with |A| ≫ q
n2−1−εn where εn =
n−1
2
, we have
|f(A,A,A)| ≫ qn
2
.
We also have the following corollary which shows that f = x + yz is a moderate expander
over Mn(Fq) with the exponent one.
Corollary 1.5. Let f(x, y, z) = x + yz be a function from Mn(Fq)
3 to Mn(Fq). For A ⊂
Mn(Fq) with |A| ≫ q
n2−1, we have
|f(A,A,A)| ≫ qn
2
.
Theorem 1.6. Let f(x, y, z) = x(y + z) be a function from SLn(Fq)× SLn(Fq) ×Mn(Fq)
to Mn(Fq). For A,B ⊂ SLn(Fq), C ⊂ Mn(Fq) with |B| ≫ q
n2−2 and |C| ≫ q(n−1)
2
, we have
|f(A,B,C)| ≫ min
{
qn
2
,
|A||B|2|C|
q3n2−3n−2
,
|A||B|
qn2−n−1
}
.
As a direct consequence, the following corollary shows that f = x(y + z) is a moderate
expander over SLn(Fq) with the exponent ε = 1.
Corollary 1.7. Let f(x, y, z) = x(y + z) be a function from SLn(Fq)
3 to Mn(Fq). For
A ⊂ SLn(F) with |A| ≫ q
n2−2, we have
|f(A,A,A)| ≫ qn
2
.
We also have the following corollary which shows that f = x(y+ z) is a moderate expander
over Mn(Fq) with the exponent one.
Corollary 1.8. Let f(x, y, z) = x(y + z) be a function from Mn(Fq)
3 to Mn(Fq). For A ⊂
Mn(Fq) with |A| ≫ q
n2−1, we have
|f(A,A,A)| ≫ qn
2
.
In the following two theorems, we extend Theorems 1.3 and 1.6 for arbitrary sets in Mn(Fq)
instead of the special linear group SLn(Fq).
Theorem 1.9. Let f(x, y, z) = x(y + z) be a function from Mn(Fq)
3 to Mn(Fq). For
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A,B,C ⊂Mn(Fq) with |A||B||C| ≫ q
3n2−1, we have
|f(A,B,C)| ≫ qn
2
.
It is not hard to see that the exponents in Theorem 1.9 and Corollary 1.8 are sharp, since
one can take A as the set of zero-determinant matrices in Mn(Fq) for both cases, and B =
C =Mn(Fq) in case of Theorem 1.9, we have |f(A,A,A)| = |A| = o(q
n2) and |f(A,B,C)| =
|A| = o(qn
2
), respectively.
Theorem 1.10. Let f(x, y, z) = x + yz be a function from Mn(Fq)
3 to Mn(Fq). For
A,B,C ⊂Mn(Fq) with |A||B||C| ≫ q
3n2−1, we have
|f(A,B,C)| ≫ qn
2
.
Theorem 1.11. Let f(x, y, z, t) = xy+z+t be a function from Mn(Fq)
4 to Mn(Fq). Suppose
that A ⊂ Mn(Fq) and |A| ≫ q
n2−1/4, then we have
f(A,A,A,A) =Mn(Fq).
As a direct consequence from Theorem 1.11, we have xy + z + t is a strong expander over
Mn(Fq) with the exponent 1/4.
In [3], Karabulut, Koh, Pham, Shen, and the second listed author obtained the following
sum-product estimate over the matrix ring M2(Fq).
Theorem 1.12. ([3]) For A ⊂M2(Fq) with |A| ≫ q
3, we have
max {|A+ A|, |AA|} ≫ min
{
|A|2
q7/2
, q2|A|1/2
}
.
In [11], Pham extended this theorem to the setting of Mn(Fq) for any n ≥ 3 as follows.
Theorem 1.13. ([11]) For A ⊂ Mn(Fq) with n ≥ 3, we have
• If |A ∩GLn(Fq)| ≤ |A|/2 then
max{|A+ A|, |AA|} ≫ min
{
|A|q,
|A|3
q2n2−2n
}
;
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• If |A ∩GLn(Fq)| ≥ |A|/2 then
max{|A+ A|, |AA|} ≫ min
{
|A|2/3qn
2/3,
|A|3/2
q
n2
2
− 1
4
}
.
Our second result is the sum-product estimate over the matrix ring Mn(Fq).
Theorem 1.14. For A ⊂Mn(Fq) with |A| ≫ q
n2−1, we have
max {|A+ A|, |AA|} ≫ min
{
|A|2
qn2−1/2
, qn
2/2|A|1/2
}
.
Note that, this result is a generalization of Theorem 1.12 and improves the second part of
Theorem 1.13.
2 Proofs of Theorems 1.3 and 1.6
The two following theorems play important roles in the proofs of Theorem 1.3 and 1.6. The
first theorem was given by Babai, Nikolay and Lszl([21]), and the second theorem was given
by T. Pham ([11]).
Theorem 2.1. (Babai, Nikolay, Lszl, [21]) For A,B ⊂ SLn(Fq) with n ≥ 3, we have
|AB| ≫ min
{
qn
2−1,
|A||B|
qn2−n
}
.
Theorem 2.2. (T. Pham, [11]) For A ⊂ SLn(Fq) and B ⊂Mn(Fq) with n ≥ 3, we have
|A+B| ≫ min
{
|A|q,
|A|2|B|
q2n2−2n−2
}
.
We now ready to prove Theorem 1.3 and Theorem 1.6.
Proof of Theorem 1.3. For B,C ⊂ SLn(Fq), it follows from Theorem 2.1, we have
|BC| ≫ min
{
qn
2−1,
|B||C|
qn2−n
}
. (1)
Since B,C are subsets in SLn(Fq), BC is still a subset in SLn(Fq). It follows from Theorem
6
2.2 and (1), we obtain
|f(A,B,C)| = |A+ BC| ≫ min
{
|BC|q,
|A||BC|2
q2n2−2n−2
}
≫ min
{
qn
2
,
|B||C|
qn2−n−1
, q2n|A|,
|A||B|2|C|2
q4n2−4n−2
}
.
This completes the proof of Theorem 1.3.
To prove Theorem 1.6, we make use of the following lemma.
Lemma 2.3. Let α, β be non-zero elements in Fq, and Dα, Dβ be two sets of n×n matrices
of determinants α and β, respectively. Define
Drα := {lα · x : x ∈ Dα} ⊂ SLn(Fq)
and
Dcβ := {y · lβ : y ∈ Dβ} ⊂ SLn(Fq)
where
lα =


α−1 0 . . . 0
0 1 . . . 0
. . . . . .
0 0 . . . 1


, lβ =


β−1 0 . . . 0
0 1 . . . 0
. . . . . .
0 0 . . . 1


.
Then we have
|DαDβ| = |D
r
αD
c
β|.
Proof. We first prove that |DαDβ | = |D
r
αDβ |. Indeed, let x, y be two matrices in Dα and
Dβ, respectively. Let z = x · y and x
′ be the corresponding of x in Drα, we have
x′ = lα · x.
Observe that x′ · y = (lα · x) · y = lα · (x · y) = lα · z. Since α 6= 0, the map f : z → lα · z is a
one-to-one correspondence between DαDβ and D
r
αDβ.
Using the same argument, we can also indicate that there is a correspondence between DrαDβ
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and DrαD
c
β . In other words, we have
|DαDβ| = |D
r
αDβ| = |D
r
αD
c
β|.
Proof of Theorem 1.6. We partition the set B + C into q subsets Dα, α ∈ Fq, of deter-
minant α. Since B ⊂ SLn(Fq) and C ⊂Mn(Fq), it follows from Theorem 2.2, we have
|B + C| ≫ min
{
|B|q,
|B|2|C|
q2n2−2n−2
}
≫ qn
2−1 ∼ |D0|,
where |B| ≫ qn
2−2 and |C| ≫ q(n−1)
2
. Thus, without loss of generality, we assume that
|B + C| ∼
∑
α6=0
|Dα|.
Since the matrices in ADα are of determinant α, ADα ∩ ADβ = ∅ for all α 6= β. It follows
that
|A(B + C)| ≫
∑
α6=0
|ADα|.
On the other hand, for each α 6= 0, let
Dcα := {x · lα : x ∈ Dα} ⊂ SLn(Fq),
where lα was defined in Lemma 2.3. It is clear that |D
c
α| = |Dα|. Moreover, Lemma 2.3 gives
us |ADα| = |AD
c
α|. It follows from Theorem 2.1, we have
|ADα| = |AD
c
α| ≫ min
{
qn
2−1,
|A||Dcα|
qn2−n
}
= min
{
qn
2−1,
|A||Dα|
qn2−n
}
.
Hence,
|f(A,B,C)| = |A(B + C)| ≫
∑
α6=0
|ADα|
≫ min
{
qn
2
,
|A||B + C|
qn2−n
}
≫ min
{
qn
2
,
|A||B|2|C|
q3n2−3n−2
,
|A||B|
qn2−n−1
}
.
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This completes the proof of Theorem 1.6.
3 Proofs of Corollaries 1.5 and 1.8
Proof of Corollary 1.5. Firstly, we prove that for X ⊂ Dα and Y ⊂ Mn(Fq) where Dα is
the set of matrices of determinant α 6= 0, then
|X + Y | ≫ min
{
|X|q,
|X|2|Y |
q2n2−2n−2
}
. (2)
Indeed, let X∗ = {lα · x : x ∈ X} and Y
∗ = {lα · y : y ∈ Y } with lα defined in Lemma 2.3,
it is easy to check that
|X + Y | = |X∗ + Y ∗|.
Applying Theorem 2.2, and using the fact that |X∗| = |X| and |Y ∗| = |Y |, we get (2).
Since |A| ≫ qn
2−1, without loss of generality, we can assume that A ⊂ GLn(Fq). Thus,
there exist α 6= 0 and subset A′ ⊂ A such that all matrices in A′ are of determinant α and
|A′| ≫ qn
2−2.
Note that A′A′ is the set of matrices of determinant α2 6= 0, by applying (2) with X =
A′A′, Y = A′, we have
|A′ + A′A′| ≫ min
{
|A′A′|q,
|A′A′|2|A′|
q2n2−2n−2
}
.
Let Ar, Ac be the sets of corresponding matrices of determinant 1 of matrices in A′ in the
form of Lemma 2.3. It follows from Lemma 2.3 and Theorem 2.1 that
|A′A′| = |ArAc| ≫ min
{
qn
2−1,
|Ar||Ac|
qn2−n
}
= min
{
qn
2−1,
|A′|2
qn2−n
}
.
Therefore,
|A′ + A′A′| ≫ min
{
qn
2
, q2n|A′|,
|A′|2
qn2−n−1
,
|A′|5
q4n2−4n−2
}
≫ qn
2
whenever |A′| ≫ qn
2−2, which concludes the proof of Corollary 1.5.
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Proof of Corollary 1.8. The proof of Corollary 1.8 is almost the same with that of Corol-
lary 1.5, except that we follow the proof of Theorem 1.6 for the set A′.
4 Sum-product digraph over matrix rings
In this section, we mimic the study of sum-product digraph over M2(Fq) in [3] to extend
results over Mn(Fq).
Let G be a directed graph (digraph) on n vertices where the in-degree and out-degree of
each vertex are both d.
Let AG be the adjacency matrix of G, i.e., aij = 1 if there is a directed edge from i to j and
zero otherwise. Suppose that λ1 = d, λ2, ..., λn are the eigenvalues of AG. These eigenvalues
can be complex, so we cannot order them, but it is known that |λi| ≤ d for all 1 ≤ i ≤ n.
Define λ(G) := max|λi|6=d |λi|. This value is called the second largest eigenvalue of AG. We
say that the n × n matrix A is normal if AtA = AAt where At is the transpose of A. The
graph G is normal if AG is normal. There is a simple way to check whenever G is normal
or not. Indeed, for any two vertices x and y, let N+(x, y) be the set of vertices z such that
−→xz,−→yz are edges, and N−(x, y) be the set of vertices z such that −→zx,−→zy are edges. By a
direct computation, we have AG is normal if and only if |N
+(x, y)| = |N−(x, y)| for any two
vertices x and y.
A digraph G is called an (n, d, λ)−digraph if G has n vertices, the in-degree and out-degree
of each vertex are both d, and λ(G) ≤ λ. Let G be an (n, d, λ) − digraph. We have the
following lemma
Lemma 4.1. ([20]). Let G = (V,E) be an (n, d, λ)− digraph. For any two sets B,C ⊂ V,
we have ∣∣∣∣e(B,C)− dn |B||C|
∣∣∣∣ ≤ λ√|B||C|
where e(B,C) be the number of ordered pairs (u, w) such that u ∈ B,w ∈ C, and −→uw ∈ e(G).
We will consider sum-product digraph in the rest of this section. Let G = (V,E) be the
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sum-product digraph over Mn(Fq) defined as follows:
V = Mn(Fq)×Mn(Fq),
and there is an edge from (A,C) to (B,D) if
A · B = C +D.
In the following theorem, we study the (n, d, λ) form of this graph.
Theorem 4.2. The sum-product digraph G is an
(q2n
2
, qn
2
, cqn
2− 1
2 )− digraph
for some positive constant c.
To prove Theorem 4.2, we first need the following lemma:
Lemma 4.3. Denote Rm = {A ∈Mn (Fq) : rank(A) = m} , then
|Rm| ≤ d.q
2mn−m2 .
for some positive constant d.
Proof of Lemma 4.3. By definition of Rm, for each A ∈ Rm, there exist m columns
vi1 , vi2, . . . , vim , 1 ≤ i1 < i2 < · · · < im ≤ n
where vij ∈ F
n
q such that
{
vij
}m
j=1
is linearly independent and the other columns can be
written as a linear combination of
{
vij
}m
j=1
.
There are (qn−1) possibilities for vi1 , once we pick vi1 , vi2 has (q
n− q) possibilities, once we
have vi1 and vi2 , vi3 has (q
n − q2) possibilities,. . . , vim has (q
n − qm−1) possibilities. On the
other hand, the n−m other columns can be written as a linear combination of
{
vij
}m
j=1
, each
has qm possibilities. We can choose m of n column vectors, which are linearly independent.
Note that two different ways can be just one matrix, so we have
|Rm| ≤
(
n
m
)
(qn − 1)
(
qn − q2
)
. . .
(
qn − qm−1
)
(qm)n−m ≤ d.q2mn−m
2
.
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for some positive constant d.
Proof of theorem 4.2. It is obvious that the order of G is q2n
2
, because |Mn(Fq)| = q
n2 and
so |Mn(Fq)×Mn(Fq)| = q
2n2. Next, we observe that G is a regular digraph of in-degree and
out-degree qn
2
. Indeed, for any vertex (A,C) ∈ V, if we choose each matrix B ∈ Mn(Fq),
there exists a unique D = A · B − C such that
A · B = C +D.
Hence, the out-degree of any vertex in G is |Mn(Fq)| , which is q
n2. The same holds for the
in-degree of each vertex.
Let M be the adjacency matrix of G. In the next step, we will bound the second largest
eigenvalue of G. To this end, we first need to show that G is a normal digraph. It is known
that if M is a normal matrix and β is an eigenvalue of M, then the complex conjugate β
is an eigenvalue of M t. Hence, |β|2 is an eigenvalue of MM t and M tM. In other words, in
order to bound β, it is enough to bound the second largest eigenvalue of MM t.
We are now ready to show that M is normal. Indeed, let (A1, C1) and A2, C2) be two
different vertices, we now count the of the neighbors (X, Y ) such that there are directed
edges from (A1, C1) and (A2, C2) to (X, Y ). This number is N
+((A1, C1), (A2, C2)). We first
have
A1X = C1 + Y, A2X = C2 + Y. (3)
This implies that
(A1 − A2)X = C1 − C2. (4)
Notice that the number of the solutions X to the system (4) is the same as that of the
solution (X, Y ) to the system (3), since if we fix a solution X to (4), then Y in (3) is
uniquely determined. We now fall into one of the following cases.
Case 1: If det(A1−A2) 6= 0, then there exists unique X such that (A1−A2)X = C1−C2.
Thus the system (3) has only one solution in this case.
Case 2: If det(A1 −A2) = 0, and det(C1 − C2) 6= 0, then system (3) has no solution.
Case 3: If det(A1 − A2) = 0, and det(C1 − C2) = 0, then we need to further consider
12
different situations as follows:
1. If rank(A1 − A2) < rank(C1 − C2), then system (3) has no solution.
2. If rank(A1 − A2) = 0, and rank(C1 − C2) = 0, then we have A1 = A2, C1 = C2. This
contradicts our assumption that (A1, C1) 6= (A2, C2). Thus, we can rule out this case.
3. If rank(A1 − A2) = m, and rank(C1 − C2) = k where 0 ≤ k ≤ m < n. As we have
known that if the equation (A1 − A2)X = C1 − C2 has solutions, then the number of
its solutions is equal to the number of solutions of (A1−A2)X = 0. Now, we are ready
to count the number of solutions of (A1 − A2)X = 0 if the system has solution.
Put A = A1 − A2, X = [x1, x2, . . . , xn] for some column vectors x1, x2, . . . , xn ∈ F
n
q ,
then A is a matrix inMn(Fq) and rank(A) = m. We just need to estimate the number
of solutions of Ax1 = 0 because the number of solutions of AX = 0 is equal to n
th
power of the number of solutions of Ax1 = 0. It is known that the set L of all solutions
of Ax1 = 0 is a vector subspace of F
n
q and has the dimension dimL = n− rank(A) =
n−m. Hence, we have
|L| = qn−m.
Therefore, the equation AX = 0 has qn(n−m) solutions if this equation has solutions.
Since the same argument works for the case of N−((A1, C1), (A2, C2)), we obtain the same
value for N−((A1, C1), (A2, C2)). In short, M is normal.
As we discussed above, in order to bound the second largest eigenvalue of M, it is enough
to bound the second largest value of MM t. Based on previous calculations, we have
MM t = (qn
2
− 1)I + J −E0n −
∑
0≤m<k<n
Emk −
∑
0≤k≤m<n;(m,k)6=(0,0)
Fmk
+
∑
0≤k≤m<n;(m,k)6=(0,0)
(
qn(n−m) − 1
)
Hmk,
where I is the identity matrix, J denotes the all-one matrix and the others defined as follows.
E0n is the adjacency matrix of the graph G1 defined as follows:
V (E0n) = Mn(Fq)×Mn(Fq),
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and there is an edge between (A1, C1) and (A2, C2) if
det(A1 − A2) = 0, det(C1 − C2) 6= 0.
Emk is the adjacency matrix of the graph Gmk, 0 ≤ m < k < n defined as follows:
V (Emk) =Mn(Fq)×Mn(Fq),
and there is an edge between (A1, C1) and (A2, C2) if
rank(A1 − A2) = m, rank(C1 − C2) = k.
Fmk is the matrix adjacency of the graph Gmk, 0 ≤ k ≤ m < n, (m, k) 6= (0, 0) defined as
follows:
V (Fmk) = Mn(Fq)×Mn(Fq),
and there is an edge between (A1, C1) and (A2, C2) if
rank(A1 − A2) = m, rank(C1 − C2) = k and the equation AX = 0 has no solution.
Hmk is the matrix adjacency of the graph GPmk, 0 ≤ k ≤ m < n, (m, k) 6= (0, 0) defined as
follows:
V (Hmk) = Mn(Fq)×Mn(Fq),
and there is an edge between (A1, C1) and (A2, C2) if
rank(A1 − A2) = m, rank(C1 − C2) = k and the equation AX = 0 has solutions.
Suppose λ2 is the second largest eigenvalue of M and
−→v2 is the corresponding eigenvector.
Since G is a regular graph, we have J · −→v2 = 0. (Indeed, since G is regular, it always has
(1, 1, . . . , 1) as an eigenvector with eigenvalue being its regular-degree. Moreover, since the
graph G is connected, this eigenvalue has multiplicity one. Thus any other eigenvectors will
be orthogonal to (1, 1, . . . , 1) which in turns gives us J · −→v2 = 0). Since MM
t−→v2 = |λ2|
2−→v2 ,
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we get
|λ|2−→v2 = (q
n2 − 1)−→v2 − E0n
−→v2 −
( ∑
0≤m<k<n
Emk
)
−→v2 −

 ∑
0≤k≤m<n;(m,k)6=(0,0)
Fmk

−→v2
+

 ∑
0≤k≤m<n;(m,k)6=(0,0)
(
qn(n−m) − 1
)
Hmk

−→v2 .
Thus −→v2 is an eigenvector of
(qn
2
− 1)I − E0n −
∑
0≤m<k<n
Emk −
∑
0≤k≤m<n;(m,k)6=(0,0)
Fmk +
∑
0≤k≤m<n;(m,k)6=(0,0)
(
qn(n−m) − 1
)
Hmk.
Using the Lemma 4.3, one can easily to check that for any 0 ≤ k < n, 0 ≤ m < n and
(m, k) 6= (0, 0), the graph Gmk is dmk − regular for some dmk where
dmk ≪ q
2mn−m2+2nk−k2 ≪ q2n
2−2,
and the graph G1 is d1 − regular, where
d1 ≪ q
2n2−1.
Now, we will bound the number S of pairs (A,C) ∈ Mn(Fq) × Mn(Fq), which satisfies
rank(A) = m, rank(C) = k(m ≥ k) and the equation AX = C has solutions. One considers
AX = C where A has some row vectors ai1 , ai2, . . . , aim ∈ F
n
q , which are linearly independent,
then each other rows of A can be written as linear combination of {aix}
m
x=1 :
aj = α1jai1 + α2jai2 + · · ·+ αmjaim .
Hence, we get an equivalent equation of AX = C is A′X = C ′ where A′ is obtained from
A by keeping ai1, ai2 , . . . , aim and replacing the other by zero-vector, C
′ is obtained from C
by keeping ci1 , ci2, ..., cim and replacing each other row vectors cj by
c′j = cj − α1jci1 − α2jci2 − · · · − αmjcim .
It is clear that A′X = C ′ has solutions if and only if c′j = 0, ∀j /∈ {i1, i2, . . . , im} . In other
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words, AX = C has solutions if only if
cj = α1jci1 + α2jci2 + · · ·+ αmjcim , ∀j /∈ {i1, i2, . . . , im} .
It follows that for each A, the number NC of matrices C, which satisfies the equation
AX = C has solutions only depends on the number of row vectors ci1 , ci2 , . . . , cim with
rank[ci1 , ci2 , . . . , cim ] = k. Using the same argument in proof of Lemma 4.3, we get
NC ≤
(
m
k
)
(qn − 1) (qn − q) . . .
(
qn − qk−1
)
.qk(m−k).
Hence,
NC ≪ q
nk+mk−k2.
Using Lemma 4.3 and the boundary of NC , we have
S ≪ q2mn−m
2
NC ≪ q
2mn+nk+mk−m2−k2.
Therefore, for any 0 ≤ k ≤ m and (m, k) 6= (0, 0), the graph GPmk is ymk− regular for some
ymk where
ymk ≪ q
2mn+nk+mk−m2−k2.
Note that
qn(n−m).q2mn+nk+mk−m
2−k2 = q2n
2−(m2+n2+k2−kn−km−mn) ≤ q2n
2−1, ∀0 ≤ k ≤ m < n;
since eigenvalues of a sum of matrices are bounded by the sum of largest eigenvalue of the
summands, we obtain
|λ2| ≪ q
n2− 1
2
which completes the proof of the theorem.
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5 Proof of theorem 1.9, 1.10, 1.11, 1.14
Proof of Theorem 1.9. Since |A||B||C| ≫ q3n
2−1, we have A ≫ qn
2−1. On the other
hand, the number of matrices in Mn(Fq) with zero-determinant is
qn
2
− (qn − 1)(qn − q) . . . (qn − qn−1) = qn
2−1 + o(qn
2−1).
Thus, without loss of generality, we may assume that A ⊂ GLn(Fq). Define
U :=
{
(a−1, b) : a ∈ A, b ∈ B
}
, V := A(B + C)× C
as subsets of vertices in sum-product digraph G. It is clear that U = |A||B| and V =
|C|.|A(B + C)|.
For each vertex (a−1, b) in U, it has at least |C| neighbors (a(b + c), c) ∈ V. Therefore, the
number of edges between U and V in the digraph G is at least |A||B||C|. On the other hand,
it follows from Theorem 4.2 and Lemma 4.3 that
e(U, V )≪
|A||B||C||A(B + C)|
qn2
+ qn
2−1/2(|A||B||C|)1/2
√
|A(B + C)|.
So,
|A||B||C| ≪
|A||B||C||A(B + C)|
qn2
+ qn
2−1/2(|A||B||C|)1/2
√
|A(B + C)|.
Solving this inequality, we obtain
|A(B + C)| ≫ min
{
|A||B||C|
q2n2−1
, qn
2
}
.
and the theorem follows.
Proof of Theorem 1.10. Define
U := {(b,−a) : b ∈ B, a ∈ A} , V := C × (A+BC)
as subsets of vertices in the sum-product digraph G. It is clear that |U | = |A||B| and
|V | = |C||A+BC|.
One can check that each vertex (b,−a) in U has at least |C| neighbors (c, a+ b · c) ∈ V.
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This implies that e(U, V ) ≥ |A||B||C|. On the other hand, it follows from Theorem 4.2 and
Lemma 4.3 that
e(U, V )≪
|A||B||C||A+BC|
qn2
+ qn
2−1/2(|A||B||C|)1/2
√
|A+BC|.
So,
|A||B||C| ≪
|A||B||C||A+BC|
qn2
+ qn
2−1/2(|A||B||C|)1/2
√
|A+BC|.
Solving this inequality, we get
|A+BC| ≫ min
{
|A||B||C|
q2n2−1
, qn
2
}
which completes the proof of the theorem.
Proof of Theorem 1.11. Let M be an arbitrary matrix. We will show that there exist
matrices a1, a2, a3, a4 ∈ A such that
a1 · a2 + a3 + a4 =M.
Define
U := {(a1,−a3 +M) : a1, a3 ∈ A} ,
and
V := {(a2,−a4) : a2, a4 ∈ A}
as subsets of vertices in the sum-product digraph G over Mn(Fq).
It is clear that if there is an edge between U and V, then there exist matrices a1, a2, a3, a4 ∈ A
such that
a1 · a2 + a3 + a4 =M.
It follows from Theorem 4.2 and Lemma 4.3 that
∣∣∣∣e(U, V )− |U ||V |qn2
∣∣∣∣≪ qn2−1/2√|U ||V |.
Since |U | = |V | = |A|2, we have
e(U, V ) > 0
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under the condition |A| ≫ qn
2−1/4.
Proof of Theorem 1.14. Since A≫ qn
2−1, we assume that A ⊂ GLn(Fq). We define
U := (A+ A)× (AA) , V := {(a, a · b) : a, b ∈ A}
as subsets of vertices in the sum-product graph G.
It is clear that
|U | = |AA||A+ A|, |V | = |A|2.
Moreover, for each vertex (a, a · b) ∈ V, it has at least |A| neighbors (c+ b, a · c) in U. Thus
the number of edges between U and V is at least |A|3.
On the other hand, applying Theorem 4.2 and Lemma 4.3, we have
e(U, V )≪
|U ||V |
qn2
+ qn
2−1/2
√
|U ||V |.
Hence, we get
|A|3 ≪
|AA||A+ A||A|2
qn2
+ qn
2−1/2|A|
√
|AA||A+ A|.
Set x =
√
|A+ A||AA|. It follows that
|A|x2 + q2n
2−1/2x− qn
2
|A|2 ≥ 0.
Solving this inequality, we get
x ≥
−q2n
2−1/2 +
√
q4n2−1 + 4qn2|A|3
2|A|
which implies that
x≫ min
{
|A|2
qn2−1/2
, qn
2/2|A|1/2
}
.
On the other hand, we observe that
max {|A+ A|, |AA|} ≥ x
which completes the proof of Theorem 1.14.
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