We prove a version of Bourgain's projection theorem for parametrized families of C 2 maps, that refines the original statement even in the linear case. As one application, we show that if A is a Borel set of Hausdorff dimension close to 1 in R 2 or close to 3/2 in R 3 , then for y ∈ A outside of a very sparse set, the pinned distance set {|x − y| : x ∈ A} has Hausdorff dimension at least 1/2 + c, where c is universal. Furthermore, the same holds if the distances are taken with respect to a C 2 norm of positive Gaussian curvature. As further applications, we obtain new bounds on the dimensions of spherical projections, and an improvement over the trivial estimate for incidences between δ-balls and δ-neighborhoods of curves in the plane, under fairly general assumptions. The proofs depend on a new multiscale decomposition of measures into "Frostman pieces" that may be of independent interest. CONTENTS 2010 Mathematics Subject Classification. Primary: 28A75, 28A80; Secondary: 05D99, 26A16, 49Q15.
Let dim H denote Hausdorff dimension. It is possible that the pinned version of Falconer's conjecture holds, that is, if dim H (A) ≥ d/2, then there is y ∈ A such that dim H (∆ y (A)) = 1.
Recent deep results [10, 7, 20] imply that if dim H (A) > α(d), then there is y ∈ A such that ∆ y (A) has positive Lebesgue measure, where (1.1) α(d) = 5 4 if d = 2
In recent years, substantial progress has been achieved in the plane under the assumption dim H (A) > 1 [24, 26, 27, 19, 28, 10, 21] . For example, it is known [28] that if A is a planar set of equal Hausdorff and packing dimension, and this common value is > 1, then there is y ∈ A such that dim H (∆ y (A)) = 1. For general planar sets of Hausdorff dimension > 1, it is known that there is y ∈ A such that dim H (∆ y (A)) ≥ 29/42 [27] and dim P (∆ y (A)) > 0.933 [19] , where dim P denotes packing dimension. In all these works it is crucial that dim H (A) > 1; the methods break down if one only assumes that dim H (A) = 1.
For general ambient dimension, under the hypothesis dim H (A) = d/2, Falconer proved in his original paper [9] that dim H (∆(A)) ≥ 1/2. This bound turned out to be quite hard to improve upon. By combining results of N. Katz-T. Tao [16] and J. Bourgain [4] , it follows that if A is a Borel planar set with dim H (A) ≥ 1, then
where c is a small universal constant. We discuss the result of Katz-Tao and Bourgain in more detail below. Less attention has been given to the problem of obtaining lower bounds for the dimension of distance sets when dim H (A) < d/2. To our knowledge, the best known such bound was proved in Falconer's paper [9] : if dim H (A) ≤ d/2, then
Note that this is vacuous if dim H (A) ≤ (d − 1)/2. In this paper we improve upon several of the previously mentioned results, particularly in dimensions 2 and 3. Moreover, the same holds if the pinned distance set is defined with respect to any C 2 norm whose unit ball has everywhere positive Gaussian curvature (with c independent of the choice of norm).
In the plane, this result improves upon the bound (1.2) of Katz-Tao and Bourgain in several ways: (a) it provides a pinned version, (b) furthermore, not only does the pinned version hold for some y ∈ A, but in fact it holds for y outside of a set of dimension κ, arbitrarily small (with the gain c depending on κ) -this is new even when dim H (A) > 1, (c) it works for more general smooth, curved norms, (d) it extends to values of dim H (A) ∈ (0, 1); in fact, in this interval it improves upon the bound (1.3) even ignoring the c term, in addition to providing a pinned version and the first nontrivial bound in the range dim H (A) ∈ (0, 1/2]. Moreover, Theorem 1.1 provides the first improvement over the bound dim H (∆(A)) ≥ 1/2 for Borel sets of dimension 3/2 in R 3 , and also for Borel sets of dimension > 2 in R 4 . In dimensions ≥ 5, the value α(d) from (1.1) is smaller than d − 2, so Theorem 1.1 becomes far less interesting.
Remark 1.2. In dimensions d ≥ 3, at least one of the assumptions κ > d−2, α > d−2 in Theorem 1.1 is necessary, as can be seen from the examples X = S 1 ×{0} ⊂ R 2 ×R d−2 and X = S d−2 × {0} ⊂ R d−1 × R. However, such assumptions may not be necessary if one only considers y ∈ X.
A non-linear version of Bourgain's projection theorem.
There are well known connections between many important problems at the interface of analysis and geometric measure theory, such as the Kakeya, Furstenberg set, discretized sum-product, discretized projection and Falconer distance set problems. Indeed, all of these problems to some extent deal with incidences between tubes. However, the connections, even when they are explicit, are rarely straightforward. In [16] , Katz and Tao introduced discretized versions of three conjectures which were at the time open. Two of the conjectures were: (a) dim H (∆(A)) ≥ 1/2 + c if A is a planar Borel set with dim H (A) = 1, (b) there is no Borel subring of the reals of Hausdorff dimension 1/2. Note that (a)⇒(b): if R is a ring of dimension 1/2, then ∆(R × R) = R ≥0 . Among other things, Katz and Tao proved that certain discretized versions of these conjectures are equivalent, and that the discretized version of (1.2) (which is rather involved) implies the actual bound (1.2) .
In [4] , Bourgain proved the discretized version of the ring conjecture, which is nowadays known as the discretized sum-product theorem. Hence, in combination with [16] , this established the bound (1.2) . A few years later, in [5] , Bourgain refined the discretized sum-product theorem to obtain what is now known as Bourgain's (discretized) projection theorem. We recall this theorem below. (In fact, many of the ideas to go from sum-product to projections are already implicit in [16, 4] .) Thus, there is a known path from Bourgain's projection theorem to the estimate (1.2) . In this article, we take a rather different path that we believe is more flexible, and can be used to make progress on other problems in combinatorial fractal geometry. We view the maps ∆ y (x) = |x − y| as a family of maps from R d → R, parametrized by the point y. These maps are smooth if we are careful to separate the domains of the x and the y, but they are nonlinear. In [16] , an important step in the overall argument is applying a projective transformation that linearizes a family of projections. This argument seems to be rather constrained. The approach of this paper is to develop a non-linear version of Bourgain's projection theorem. In doing so, we also obtain some new insights even in the linear case.
We state first a continuous (as opposed to single-scale) version of our main result. We denote the open r-neighborhood of H by H (r) . If µ is a Borel measure on a metric space X and g : X → Y is a Borel map, then we denote the push-forward measure to Y by gµ, that is, gµ(·) = µ(g −1 ·). If µ(A) > 0, then µ A denotes the normalized restriction µ(A) −1 µ| A . Given x ∈ R d , x = 0, we let dir(x) = x/|x| ∈ S d−1 . Finally, we denote the Grassmanian of linear k-planes in R d by G(n, k). Theorem 1.3. Given κ > 0, 0 < α < d there is η = η d (κ, α) > 0 (that can be taken continuous in κ, α) such that the following holds.
Let F λ (x) : U ⊂ R d → R, λ ∈ Λ, be a parametrized family of C 2 maps without singular points. For each x ∈ R d define the map θ x (λ) = dir(∇F λ (x)) ∈ S d−1 .
Suppose there are a Borel probability measure ν on Λ and a Borel set A ⊂ U of dimension ≥ α such that for all x ∈ A there are a set Λ x with ν(Λ x ) > 0 and a number C x > 0 satisfying
Then there is λ ∈ supp(ν) such that
We make some remarks on this statement.
Remark 1.4. Bourgain's (continuous) projection theorem corresponds precisely to the special case in which Λ = Λ x = S d−1 and F λ (x) = λ, x is orthogonal projection in direction λ. In this case, θ x is the identity map for all x, and so the decay condition (1.4) has to be satisfied by the measure ν on S d−1 .
Remark 1.5. Allowing the set Λ x to depend on x is important in our applications, such as Theorem 1.1. By a formal argument, in the case Λ x ≡ Λ for all x, the conclusion holds for ν-almost all λ.
Remark 1.6. It is enough that (1.4) holds for all x ∈ A outside of a set E of dimension < α, since we can then apply the theorem to A \ E.
Bourgain's projection theorem described above is deduced from a discretized version, that is fully stated as Theorem 3.1 below. It is often this discretized version that gets used in applications, such as [6, 17] . Correspondingly, we have the following discretized version of Theorem 1.3. The number of dyadic cubes of side length 2 −m hitting a set X is denoted by N (X, m), and | · | refers to Lebesgue measure. Theorem 1.7. Fix d ≥ 2. Given κ > 0, there is η = η d (κ) > 0 such that the following holds for ε < ε d (κ).
Let X ⊂ [0, 1] d be a union of 2 −m -dyadic cubes. Let U be a neighborhood of X, and let
Let m be large enough in terms of c Λ , C Λ and all the previous parameters. Suppose X satisfies the single-scale non-concentration condition
For each x ∈ X define the map
In the case in which Λ x = Λ for all x, one can take X ′ = X, and the conclusion holds for all λ outside of a set of ν-measure ≤ 2 −εm .
Some remarks are in order.
Remark 1.8. Again, Bourgain's original theorem corresponds to F λ (x) = λ, x and Λ x ≡ Λ, see Theorem 3.1 below. However, hypothesis (1.5) is weaker than the non-concentration assumption in Theorem 3.1, since it is required at the single scale |X| 1/d . Furthermore, this is the natural scale that makes this assumption sharp: if X is a cube of side length |X| 1/d (or dense in such a cube, or the union of very few such cubes), then |F (X)| ≈ |X| 1/d for all smooth maps F : R d → R without singular points (including projections). In short, (1.5) is saying that X is not concentrated in a few cubes, with the "measure gain" exponent η depending on the quality of this nonconcentration, given by κ. We remark that the theorem clearly fails if X has measure close to either 1 or to 2 −dm ; however, in both these cases X is highly concentrated in a cube (of size 1 or 2 −m ) and therefore these extremes are ruled out by (1.5). Remark 1.9. In the case d = 2, the non-concentration assumption (1.6) is a standard Frostman (power law) assumption on the θ x ν Λx measures of balls. For d ≥ 3, the intersection S d−1 ∩ H is a maximal (d − 2)-sphere in S d−1 , and (1.6) says that θ x ν Λx is not concentrated near such sub-spheres. The example of a segment shows that, already for linear projections, such a condition is necessary.
Remark 1.10. The "gain" η in Bourgain's theorem is effective in principle, but extremely small. The value of η in Theorem 1.7 is even smaller than that of Bourgain's projection theorem (as a matter of fact, it is equal for sets with some uniform decay such as Ahlfors-regular sets). We do not make the connection explicit, although it is not hard to extract it from the proofs, and we make no attempt at optimization since the values involved are in any event tiny. In the work in progress [14] , the authors provide explicit estimates for a closely related result involving entropy gain. Even though this does not automatically translate into an explicit value in the context of Theorem 3.1, it is plausible that with some additional work this will yield explicit estimates in Theorem 1.7.
1.3. Strategy of proof. Bourgain's original proof of Theorem 3.1 appears to be intrinsically restricted to the linear setting. Rather than modifying the proof, we perform a regularization and multiscale decomposition of a Frostman measure µ on the given set X, and then linearize F at every scale in the multiscale decomposition. We then apply Bourgain's Theorem (as a black box) to every small piece of µ and every scale in the multiscale decomposition.
The overall strategy is not new. In particular, we make use of a variant of a formula for estimating the entropy of smooth projections in terms of multiscale decompositions that goes back, in various forms, to [15, 13, 24, 19] . Because the precise formulation we need does not appear in the literature, we include a full proof in Appendix B. Our approach is closest to that of [19] which, in addition to a multiscale decomposition, required an initial decomposition of the measure µ into "regular Moran constructions". The same decomposition plays a key role in this paper.
In order to apply Bourgain's projection theorem to small pieces of the measure, we need to verify that these small pieces satisfy the required non-concentration assumption. The main technical innovation of this paper is a new multiscale decomposition of a "regular Moran measure" so that the conditional measures on small cubes of certain sizes are essentially Frostman measures (so they satisfy the strongest possible non-concentration decay). Even this is not enough, because it may well happen that these conditional measures all look like either Lebesgue measure or an atom so that, even though they are trivially Frostman measures, there is no gain to be achieved. To deal with this, we show that, if the original measure satisfies the nonconcentration assumption (1.5), then the scales in the multi-scale decomposition can be chosen so that, for a "positive density" set of scales, the conditional measures have "intermediate size", i.e. they are quantitatively separated from both Lebesgue and atomic measures. See Theorem 4.1. We hope this new multiscale decomposition of measures will have further applications.
Even then, it is still well possible that for many scales the conditional measures do look close to Lebesgue or atomic. In this setting, Bourgain's projection theorem does not apply. For such scales, we rely on quantitative versions of more classical projection theorems, essentially going back to R. Kaufman [18] and to K. Falconer [8] . See Section 3.
Incidentally, as the above sketch indicates, we only need to apply Theorem 3.1 when κ (nearly) matches the size of the set being projected, i.e. when there is (near) optimal non-concentration. Potentially it may be easier to obtain quantitative estimates under this stronger assumption, which would then translate into quantitative estimates under the weaker assumptions of Theorem 1.7.
To deduce Theorem 1.1 from Theorem 1.3, we appeal to a result of T. Orponen [25] on spherical projections. In fact we need a quantitative version and an extension to higher dimensions of Orponen's argument. Since we follow Orponen's ideas quite closely, the proofs of these facts are deferred to Appendix A.
1.4. Structure of the paper and further results. In Section 2 we introduce some general notation, and then review some known preliminary lemmas. In particular, in §2.2 we review the important concept of regular measures, and their properties, and in §2.3, we and introduce the convenient notions of robust measures and robust entropy, and relate them to Hausdorff dimension. Section 3 deals with discretized projection theorems. The main result of this section is Theorem 3.4 which, in the language of robust measures, combines and unifies Bourgain's discretized projection theorem with quantitative versions of more classical projection theorems going back to R. Kaufman and K. Falconer.
Section 4 contains two new multiscale decompositions of (regular) measures, see Theorems 4.1 and 4.9. The proofs are reduced to combinatorial statements about Lipschitz functions, that take up most of the section. Theorems 1.3 and 1.7 are proved in Section 5.
In Section 6 we derive several applications and generalizations of Theorems 1.3 and 1.7. We begin in §6.1 with a straightforward application to one-parameter realanalytic families. In §6.2, we complete the proof of Theorem 1.1. In §6.3, we apply Theorem 1.7 to obtain incidence bounds for discretized families of curves, see Theorem 6.3. This result is new even for lines; in this particular case, it complements results of M. Bateman and V. Lie [2] , and of L. Guth, N. Solomon and H. Wang [11] . Note that Theorem 1.3 only applies to projections onto the real line. In §6.4, we indicate how to use W. He's extension of Bourgain's projection theorem to higher rank projections in order to derive a higher rank extension of Theorem 1.3, see Theorem 6.11. Finally, we use this higher rank version to study spherical projections in §6.5, in particular extending recent results of T. Orponen, and of B. Liu and C-Y. Shen.
As indicated earlier, Appendix A contains a variant, and a higher dimensional generalization, of a spherical projection result of T. Orponen [25] . The results in this appendix are used in the proofs of Theorem 1.1 in §6.2 and of Theorem 6.13 in §6.5. Although we follow Orponen's ideas closely, there are several changes in the details, so we include full details for completeness. Likewise, Appendix B contains a crucial estimate of the entropy of a smooth image of a measure in terms of linearized images of small pieces of the measure in a multiscale decomposition, see Propositions B.1 and B.3. These are a key ingredient in the proofs of Theorems 1.3 and 1.7. The ideas in this appendix are not new, but the statements differ enough from existing ones in the literature that, again, we have chosen to include a complete proof.
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NOTATION AND PRELIMINARY RESULTS
2.1. Notation. We use Landau's O(·) notation: given X > 0, O(X) denotes a positive quantity bounded above by CX for some constant C > 0. If C is allowed to depend on some other parameters, these are denoted by subscripts. We sometimes write X Y in place of X = O(Y ) and likewise with subscripts. We write X Y , X ≈ Y to denote Y X, X Y X respectively. The family of Borel probability measures on a metric space X is denoted by P(X), and the family of Borel finite measures by M(X).
Logarithms are always to base 2.
We let D j be the family of half-open 2 −j -dyadic cubes in R d (where d is understood from context), and let D j (x) be the only cube in D j containing x ∈ R d . Given a measure µ ∈ P(R d ), we also let D j (µ) be the cubes in D j with positive µ-measure. We recall that, given A ⊂ R d , we also denote by N (A, j) the number of cubes in D j that intersect A.
Due to our use of dyadic cubes, sometimes we will need to deal with supports in the dyadic metric, i.e. given µ ∈ P([0, 1) d ) we let
Note that µ(supp d (µ)) = 1 and that supp d (µ) ⊂ supp(µ).
If a measure µ ∈ P(R d ) has a density in L p , then its density is sometimes also denoted by µ, and in particular µ p stands for the L p norm of its density.
Let µ ∈ P([0, 1) d ). If Q is a dyadic cube and µ(Q) > 0, then we denote µ Q = Hom Q µ Q , where Hom Q is the homothety renormalizing Q to [0, 1) d . Thus, µ Q is a magnified and renormalized copy of the restriction of µ to Q; we sometimes refer to such measures as conditional measures on Q.
Recall that the Grassmanian of linear k-planes in R d is denoted by G(d, k). When k = 1, we often identify G(d, 1) with S d−1 ; the fact that the identification is two-toone does not cause any issues in practice. We denote the manifold of affine k-planes in R d by A(d, k).
Regular measures.
A key role in the paper is played by measures with a uniform tree (or Moran) structure when represented in base 2 T . This notion is made precise in the next definition. Recall that P d m stands for the family of 2 −m -measures in R d . Definition 2.1. Given a sequence σ = (σ 1 , . . . , σ ℓ ) ∈ [0, d) ℓ and T ∈ N, we say that
where Q is the only cube in D (j−1)T containing Q. When T is understood from context we will simply write that µ is σ-regular. The family of ((σ 1 , . . . , σ ℓ ); T )-regular measures on R d will be denoted by R d T,ℓ .
We note that the same notion appears in [19] , but with a different normalization for the parameters σ j .
We further define various exponents related to regular measures. Given σ ∈ [0, d] ℓ , we let
We note that these numbers lie in [0, d]; the next simple lemma shows that they reflect the scaling behaviour of µ.
Proof. From the definition it is clear that if Q ∈ D jT (ν) = D jT (X), then
which is (i). Claim (ii) follows easily from (2.1) applied with j = ℓ. For the final claim, it is enough to establish the inequality for Q ∈ D m , and this follows from (2.1) (which implies ν(Q) ≤ 2 m/T ν(Q ′ ) for Q, Q ′ ∈ D m ) and (ii).
Starting with an arbitrary 2 −m -measure, a pigeonholing argument (which we learned from Bourgain's work) allows us to find a set X with "large" measure such that µ X is regular:
See [19, Lemma 3.4] for the proof of this particular statement. Iterating the above lemma, we can decompose an arbitrary measure µ ∈ P d m into regular measures, plus a negligible error. This is the content of the next crucial lemma whose proof can be found in [19, Corollary 3.5] .
Lemma 2.4. Fix T, ℓ ≥ 1 and ε > 0. Write m = T ℓ, and let µ ∈ P d m . There exists a family of pairwise disjoint 2 −m -sets X 1 , . . . , X N with X i ⊂ supp d (µ), and such that:
2.3. Robust measures and robust entropy. We will need to deal with various different notions of "largeness" of a measure. The next definition captures the core property shared by various of these notions.
Recall that the entropy of µ ∈ P(X) with respect to a finite partition A of X (or of a set of full µ-measure in X) is defined by
We will sometimes write H m (µ) in place of H(µ, D m ). Note that this quantity is not normalized. For more about entropy, see Appendix B.
Given two measures µ, ν on the same space X and a number ∆ > 0, we write ν ≤ ∆µ if ν(A) ≤ ∆µ(A) for all Borel sets A. In particular, µ B ≤ µ(B) −1 µ. Definition 2.6. Let µ ∈ P(R d ), fix ∆ ≥ 1, and let A be a finite partition of supp(µ). We define the ∆-robust entropy H ∆ (µ, A) as
In the case A = D m , we sometimes write H ∆ m (µ) in place of H ∆ (µ, D m ). The next lemma asserts that robust measures have large robust entropy. Lemma 2.7. Given α, δ, ε > 0, the following holds for all m ≥ m 0 (α, δ, ε):
Proof. It follows from the definition that if ν ≤ 2 δm/2 µ, then ν is (α, δ/2, m)-robust. So it is enough to show that if ν is (α, δ ′ , m)-robust and m ≫ α,δ ′ ,ε 1, then
Now, if ν is (α, δ ′ , m)-robust, then the ν-mass of the union of all the cubes in D m of ν-measure > 2 −αm is ≤ 2 −δ ′ m ≤ 1/2 (as there are < 2 αm such cubes). If A denotes the union of all the cubes in D m of ν-mass ≤ 2 −αm , then ν A (Q) ≤ 2 1−αm for Q ∈ D m , and therefore, by the concavity of entropy,
provided m is large enough.
The proof of the following lemma is standard. However, we will find the connection to robust entropy quite useful. Proof. Let {B(x i , r i )} i be a cover of A by balls of radius ≤ r, sufficiently small. Let
By dyadic pigeonholing, if we take r small enough in terms of µ(A), there is m such that µ(A m ) ≥ m −2 and hence, by assumption, there is a measure ν supported on A m such that
In the previous lemma, an obvious choice is ν = µ A i . However, in our applications of the lemma we will need to use a different measure ν.
DISCRETIZED PROJECTION THEOREMS
Given θ ∈ S d−1 , we denote the orthogonal projection x → θ, x , R d → R, by P θ . If µ is a measure on R d , we also write µ θ = P θ µ.
We begin by recalling Bourgain's discretized projection theorem. There are several equivalent variants of the statement; the one we state is the special case m = 1 from [12, Theorem 1]. Theorem 3.1. Given 0 < α < d and 0 < κ < 1 there exist δ, η > 0 such that the following holds for all sufficiently large m. Let X ⊂ B d (0, 1), and let ρ ∈ P(S d−1 ) satisfy
Note that if we make η and δ slightly smaller, then they also work for nearby values of κ and α. Hence there is no loss of generality in assuming that η and δ are continuous functions of (κ, α).
While Bourgain's projection theorem will be our main tool, we will also need to consider the case in which log N (A, m)/m is close to either 0 or d. Crucially, we need δ to be independent of log N (A, m) in the estimates; clearly, in Theorem 3.1 the value of δ must depend on α if we allow values of α close to 0 or 1. Hence we need to revisit other (more classical) projection theorems, and combine them into a single result that deals with the three regimes log N (A, m)/m ≈ 0, 0 ≪ log N (A, m)/m ≪ d and log N (A, m)/m ≈ d. We start with a result that essentially goes back to R. Kaufman [18] in the 1960s. Before stating it, recall that the σ-energy
and fix µ ∈ P(R d ). Then
Proof. The claim is implicit in the proof of [23, Theorem 5.1]; since it is not explicitly stated in this form, we repeat the short argument for completeness. Fix x ∈ R d \ {0}, and note that {θ ∈ R d : |P θ (x)| < δ} = x ⊥ + B(0, δ/|x|). and hence, using the assumption on ρ,
Using this, we estimate
Using Fubini, we conclude
as claimed.
The following is a quantitative form of K. Falconer's classical bound on the dimension of exceptional projections [8] .
Proof. In the course of the proof of [23, Theorem 5.6] it is shown that
Note that our κ corresponds to τ in [23, Theorem 5.6], and t = 1 in our setting. The well-known expression of the energy in terms of the Fourier transform (see e.g. [23, Theorem 3.10]) together with Plancherel yields the result.
To conclude this section, we combine Theorems 3.1, 3.2 and 3.3 in the language of robust measures. 
As already noted, we may assume that in Theorem 3.1 the same values of δ and η work for all α ∈ [κ/2, d − κ/2] (hence δ, η depend on κ only). We will in fact assume that δ = δ(κ) is small enough that the conclusion of Theorem 3.1 holds for 4δ in place of δ. Theorem 3.1 applies to sets rather than measures, as in our current context. We will use a fairly standard argument to deal with this. For an integer j ≥ 0, let
Now the concentration condition on µ implies that, for j ∈ J,
In particular,
and since X j is a union of 2 −m -cubes, this translates into a corresponding bound for the counting numbers N (X j ∩ B(x, r), m).
We have checked that the hypotheses of Theorem 3.1 hold for X j , j ∈ J (with 4δ in place of δ). Let E j be the exceptional set given by the theorem, and define
Fix θ ∈ S d−1 \ E, and let A be a set with P θ µ(A) ≥ 2 −δm . It follows from (3.1) and the decomposition µ = µ(Z)µ Z + j∈J µ(X j )µ X j that there is j ∈ J such that
Again using the fact that X j is a union of cubes in D m , we get a corresponding estimate for counting numbers. Since θ / ∈ E j , Theorem 3.1 implies that
and thus we have verified that P θ µ is (α/d + η, δ, m)-robust, as desired.
Second case: α < κ/2: It follows from the non-concentration assumption on µ that
Hence we get from Theorem 3.2 (applied with C = 2 δm and α in place of σ) that
On the other hand, it follows e.g. from [19, Lemma 3.1] and Cauchy-Schwarz that
Combining the last two displayed equations we see that
To begin, we note that, arguing as above and using the concentration assumption on µ,
Applying Theorem 3.3 to 2 −δm ρ, we deduce that, provided m is large enough,
, and by a well-known application of Cauchy-Schwarz (see e.g. [19, Lemma 6.5] 
MULTISCALE DECOMPOSITIONS OF REGULAR MEASURES

4.1.
A new multiscale decomposition. The goal of this section is to establish the following result, providing a new kind of multiscale decomposition of a regular measure µ. Recall that, by Lemma 2.4, one can decompose an arbitrary 2 −m -measure into regular pieces plus an error term.
Roughly speaking, the conclusion of the theorem says that given a regular measure µ, one can find a sequence of scales 2 −m j , such that for Q ∈ D m j , the conditional measures µ Q satisfy a near-Frostman decay condition. Moreover, and crucially, for a positive density of scales (weighted according to the measure), the Frostman exponent is bounded away from 0 and 1. This last claim fails if µ is the uniform measure on a square, and the assumptions of the theorem are meant precisely to avoid this counterexample. Moreover, the scales m j can be chosen to satisfy m j+1 ≤ 2m j , which is critical for linearization arguments. For every u > 0, there are ξ = ξ(u) > 0 and ε 1 (u) > 0 with the following property. For any 0 < ε < ε 1 (u) there is τ = τ (ε) > 0 such that the following holds for all sufficiently large T ≥ T 0 (ε) and ℓ ≥ ℓ 0 (T, ε):
Let µ be a ((σ 1 , . . . , σ ℓ ); T )-regular measure on [0, 1) d with (dyadic) support X, and write m = ℓT . Suppose
Then there are a collection of pairwise disjoint intervals
, such that the following hold:
Theorem 4.1 will be proved in the rest of the section. Following [19] , the problem is translated into one about Lipschitz functions on the line, but both the statement of the problem and the solution differ substantially from [19] .
Decompositions of Lipschitz functions into almost linear/superlinear pieces.
In this section we deal with the following kind of problem: giving a Lipschitz function f : [a, b] → R, we aim to find non-overlapping intervals I j such that f | I j is close to linear/bounded below by a linear function, and the union of the I j exhaust most of the original interval [a, b]. We start by making some of these concepts precise.
− a be the slope of the linear function that agrees with f on a and b. We also write
for the linear function that agrees with f at a and b. We say that
Sometimes we say that f is linear/superlinear on [a, b] to mean that (f, a, b) is linear/superlinear.
The following is our basic lemma for finding intervals on which f is ε-linear. A small variant of the lemma was posed as a problem on the 20-th Annual Vojtěch Jarník International Mathematical Competition; I thank K. Héra for pointing this out. The proof below is repeated from [1] .
For every ε > 0 there is δ = δ(ε) > 0 such that the following holds: for any
On the other hand,
, and inductively apply the claim and set
By iterating the above lemma, we can cover most of [a, b] by intervals on which f is ε-linear. We use L to denote Lebesgue measure. 
Proof. Let τ = τ (ε) be the number given by Lemma 4.4. Let k 0 be the largest (negative) integer such that 2 k 0 +1 ≥ ε. Apply Lemma 4.4 to the intervals
and collect all resulting intervals. It is easy to check that the conclusion holds with 2ε in place of ε and ετ in place of τ , which is a formally equivalent statement.
The next lemma is similar to Lemma 4.4, but we get the additional information that the slopes of f on the sub-intervals are increasing; the price to pay is that f becomes ε-superlinear on the sub-intervals (instead of ε-linear).
Proof. Without loss of generality, f (a) = 0. Let τ = τ (ε 2 /4) be the number given by Lemma 4.4 applied with ε 2 /4 in place of ε, and let {[c i , d i ]} i be the intervals given by the lemma.
that maximizes s f (x, y) (if there are several such elements, pick the largest one). Let y 0 = b and so long as y j > a inductively set y j+1 = P (y j ). By construction, the sequence s f (y j+1 , y j ) is increasing. Let
For simplicity, we write y = y j+1 , y ′ = y j . By the definition of J 1 , the interval [y, y ′ ] can be split into the union of some intervals ([c i , d i ]) i∈I plus a remainder set of measure at most (ε/2)(y ′ − y). Since y = P (y ′ ), we know that
Applying what we already know to x ′ and the 1-Lipschitz property of f , we conclude
completing the proof.
We are now able to prove the main result of this section. The statement is similar to that of the previous lemmas, but the crucial new element is that the slopes of f : [0, 1] → R on many of the sub-intervals are bounded away from 0 and 1. Note that this cannot hold for the function f that has slope 0 on [0, 1 − s] and slope 1 on [1 − s, 1], where s = f (1). In other words, we must have f (1 − s) > f (0). It turns out that this assumption is also sufficient, with the parameters measuring "many" and "bounded away" unsurprisingly depending on the difference f (1 − s) − f (0). Proposition 4.7. Given s ∈ (0, 1), t ∈ (0, 1) there is ξ = ξ(s, t) > 0 such that the following holds for all sufficiently small ε ≤ ε 1 (s, t) and τ = τ (ε) > 0.
Let f : [0, B] → R be a non-decreasing, 1-Lipschitz function with
Then there is a collection of intervals {[a j , b j ]} j such that b j+1 ≤ a j and:
Moroever, the values of ξ and ε 1 can be chosen to be uniform over s, t varying in any compact subset of (0, 1).
Proof. Replacing f (x) by g(x) = f (Bx)/B : [0, 1] → R we may and do assume that B = 1.
Let σ = σ(s, t) > 0 be a small enough number to be chosen later. We split [0, 1] as a union of non-overlapping intervals {I n = [c n , c n+1 ]} N n=0 with c n increasing such that:
This can be easily arranged if σ is small enough in terms of s. For example, we can take I 0 = [0, 4σ], and then split each of [4σ, 1 − s] and [1 − s, 1] into intervals of length equal to or slightly larger than σ. We note the following consequence of (1) and (2) that will be used later: for each n ∈ [1, N],
Fix ε 0 ; we will later require it to be small enough in terms of σ. We will eventually choose ε = 4ε 0 /σ. Let τ 0 = τ 0 (ε 0 ) be the smaller of the values of τ arising from Corollary 4.5 and Lemma 4.6. We apply Corollary 4.5 to the interval I 0 , and Lemma 4.6 to the intervals I n for each n ∈ [1, N], in both cases with ε 0 in place of ε, to obtain intervals {[a n,k , b n,k ]} k . We write s n,k = s f (a n,k , b n,k ) for simplicity (the function f is fixed throughout the proof).
We let ζ ∈ (0, σ) be a small parameter that will ultimately be chosen small enough in terms of σ (hence in terms of s, t only); in fact ζ = σ/11 works. We subdivide the indices n ∈ [1, N] into various disjoint classes:
{b n,k − a n,k : s n,k ≤ ζ} ≥ (1 − σ)|I n | ,
Roughly speaking, if n ∈ I 1 then f (c n+1 ) ≈ f (c n ) (so that f must be roughly constant on I n ); if n ∈ I 2 , then f is close to a linear function with slope 1 on I n ; if n ∈ I 3 , then f is close to a piecewise linear function that has slope 0 in an initial interval [c n , z n ] and then slope 1 on [z n , c n+1 ] (with z n not too close to either c n or c n+1 ). We claim that if I 4 = ∅ then we are done. Indeed, note that
provided ε 0 ≤ σ/4. Hence, if n ∈ I 4 , then {b n,k − a n,k :
On the other hand, for each n ∈ [0, N], b n,k − a n,k ≤ |I n | ≤ c n ≤ a n,k , b n,k − a n,k ≥ τ 0 |I n | ≥ στ 0 , so the collection {[a n,k , b n,k ]} n,k already works (we take ε = ε 0 in this case). We hence assume that I 4 is empty from now on. Claim 1. There is n ∈ [n 0 , N] such that n / ∈ I 2 , provided σ is chosen small enough in terms of s, t; in fact, σ < 1 − 1 − t/s is enough (any value of σ works if t/s > 1).
Indeed, suppose n ∈ I 2 for all n ∈ [n 0 , N]. Since f (b n,k ) = f (a n,k ) + s n,k (b n,k − a n,k ), and f is non-decreasing, it easily follows from the definition of I 2 and the inequality
for all n ∈ I 2 . Adding from n 0 to N, and using that f (
which contradicts the choice of σ. Claim 2. There is n ∈ [1, n 0 ] such that n / ∈ I 1 , provided σ < t/6. To see this, assume on the contrary that n ∈ I 1 for all n ∈ [0, n 0 ] and note that since f is 1-Lipschitz and ζ ≤ σ,
and hence, telescoping,
This contradicts the assumption f (1 − s) > t if σ < t/6.
In conclusion, since we are assuming that I 4 = ∅, there must exist n ∈ [2, N] such that n − 1 ∈ I 2 ∪ I 3 and n ∈ I 1 ∪ I 3 . We work with this fixed value of n for the rest of the proof. Unpacking the definitions, this implies that
Write a = a n−1,k ′ , and note that a ≤ c n − σ 2 |I n−1 |. Recall that s n−1,k is increasing in k, f is ε 0 -superlinear on [a n−1,k , b n−1,k ], and k b n−1,k − a n−1,k ≥ (1 − ε 0 )|I n−1 |. It then follows that
Likewise, if we set k ′′ = max{k : s n,k ≤ ζ},
We will show that that
provided ζ ≤ σ/11 and ε 0 ≤ ζ. Indeed:
We have verified that (4.4) holds. We will now use this to show that (f, a, b) is εsuperlinear, where we define ε = 4ε 0 /σ. It follows from (4.2) and the right-hand side inequality in (4.4) that, for x in the interval [ a, c n ],
using that s f ( a, b) ≥ ζ in the last line. Since max(|I n−1 |, |I n |) ≤ (σ/2) −1 ( b − a), we have shown that (f, a, b) is (4ε 0 /σ)-superlinear, as claimed. Now the collection consisting [ a, b] together with all the intervals {[a n,k , b n,k ]} N n=0 disjoint from [ a, b] is easily seen to satisfy the claims in the proposition: the intervals [a n,k , b n,k ] satisfy (i)-(ii) by the same reasoning as in the case I 4 = ∅, while we have verified that (f, a, b) is ε-superlinear,
and (iv) follows with ξ = min(σ 2 /2, ζ) from | b − a| ≥ σ 2 /2 and (4.4). Finally, (iii) also follows since the total length of the intervals is at least the sum of the lengths of [a n,k , b n,k ], which is at least 1 − ε 0 ≥ 1 − ε by construction. Finally, it is clear that all the parameters appearing in the proof can be taken to work in a neighborhood of s and t, and this completes the proof of the proposition. Proof. We may assume B = 1. Let {[a j , b j ]} be the intervals given by Proposition 4.7, and set
Then a j ≤ a j ≤ a j + 1/ℓ and b j − 1/ℓ ≤ b j ≤ b j . Since f is 1-Lipchitz and nondecreasing, the same inequalities are preserved when applying f . If ℓ is taken large enough in terms of τ (hence in terms of ε), then b j − a j ≥ b j − a j − τ 2 (say) so that (ii) and (iii) continue to hold with τ /2 in place of τ . Likewise, a short calculation shows that if ℓ is large enough then
Using these facts it is easy to check that (i) and (iv) continue to hold for the intervals [ a j , b j ], with 2ε in place of ε and, say, ξ/2 in place of ξ.
We can now complete the proof of Theorem 4.1. Write β = β(σ), and note that s := f (ℓ)/ℓ = β/d. Since |X| ≥ 2 −dm , it follows from (4.1) that µ(Q) 2 −um for all Q ∈ D m , and therefore N (X, m) 2 um . On the other hand, we may cover [0, 1] d by |X| −1 balls of radius |X| 1/d , whence 1 |X| −1 2 −um . Hence, if T is large enough in terms of u, we may assume
Now, from this and Lemma 2.2(ii), we get that, provided 1/T ≤ ε ≤ u/2,
Let j = ⌊(1 − s)ℓ⌋, and note that any cube Q of side length 2 −jT can be covered by 
provided ε is small enough in terms of u. We have therefore checked that the hypotheses of Proposition 4.7 are satisfied with our choice of parameters. Claim (i) is clear. Let α j = ds f (A j , B j ). By the definition of f ,
for any k ∈ [0, B j − A j ]. Fix Q ∈ D T A j . It follows from the first part of Lemma 2.2 that
can be covered by O T (1) 2 T -adic cubes of side length 2 −kT ≤ r. Therefore, provided ℓ is taken large enough in terms of ε, T ,
and all x ∈ supp(µ Q ). This gives (ii), with 2dε in place of ε.
For the third claim, write
On the other hand, telescoping,
Recalling that α j = ds f (A j , B j ), we deduce that (iii) holds.
Finally, from the last part of Proposition 4.7 we obtain
Hence (iv) holds, and this completes the proof.
In a very similar (but simpler) way, we obtain the following: 
The proof is the same as that of Theorem 4.1, except that we rely on Corollary 4.5 (providing a decomposition into ε-linear, rather than superlinear, pieces) instead of Proposition 4.7.
PROOF OF MAIN RESULTS
Proof of Theorem 1.7.
In this section we prove Theorems 1.3 and 1.7, starting with the latter.
The number κ and the family F = {F λ : λ ∈ Λ} are given. The proof will involve a number of other small parameters, whose dependencies are as follows: ε 1 = ε 1 (κ), ξ = ξ(κ), η = η(κ, ξ), η ′ = η ′ (η, ξ), δ 0 = δ 0 (κ), ζ = ζ(κ, ξ, η ′ , ε 1 , δ 0 ), τ = τ (ζ). All the parameters are also allowed to depend on the ambient dimension d.
We will show that the claim holds provided ε = ε(κ, ζ, τ ) is taken small enough, and m = T ℓ, where T = T (ε, ζ), ℓ = ℓ(ζ, T, F ) are sufficiently large integers. The case in which m is not of the form T ℓ can easily be reduced to the case m ′ = T ⌊m/T ⌋.
Let µ = 1 X /|X|, and let Y be the 2 −m -set given by Lemma 2.3 applied to µ. Taking T large enough in terms of ε, we may assume
Let σ ∈ [0, d] ℓ denote the sequence associated to the regularity of µ Y . By Lemma 2.2, if T is large enough in terms of ε, then
On the other hand, the non-concentration hypothesis (1.5) yields
taking ε small enough in terms of κ. We can therefore apply Theorem 4.1 to the measure µ Y , with u = κ/2. Let ε 1 = ε 1 (κ/2) and ξ = ξ(κ/2) be the numbers given by the theorem. Pick 0 < ζ < ε 1 , let τ = τ (ζ), and suppose that T is chosen large enough in terms of ζ, and ℓ is chosen large enough in terms of ζ and T , that the conclusions of 
Given Q ∈ D T A j , we know from Theorem 4.1 that µ Q Y (B(x, r)) ≤ 2 ζm j r α j . Thus, if ζ and then ε are chosen so that ε/τ ≤ ζ < δ 0 (κ), the hypotheses of Theorem 3.4 are met with ζ in place of δ. Note that by making ℓ large enough in terms of all other parameters, we can make τ m j large so that the theorem is applicable.
Recall that given x ∈ [0, 1) d , the only element of D T A j containing x is denoted by Q T A j (x). We apply Theorem 3.4 to the measures µ
where γ is the function from Theorem 3.4. Note that γ(a) ≥ a/d − 6ζ for all a ∈ [0, d].
A little algebra shows that, provided η < κ/(2d) (which we may assume) and ζ is small enough in terms of κ, then
Making η and ζ smaller in terms of ξ and d only, we may further assume that
.
Let E(x) = ∪ j E(x, j). Then
assuming ℓ is large enough in terms of ζ. Recalling that ρ x = θ x ν Λx and that ν(Λ x ) ≥ 2 −εm by assumption, this shows that there exists a set G
|X|, and such that λ ∈ G x for all x ∈ Z. We work with this value of λ for the rest of the proof, and note that
is (γ(α j ), ζ, m j )-robust for all j and x ∈ Z.
On the other hand, we estimate
Hence, making ζ small enough in terms of ξ and η, and writing η ′ = ξη/2,
Note that the number q of intervals [A j , B j ] is at most 1/τ . For each Q ∈ D T A j such that Q ∩ Z = ∅, pick some x Q ∈ Q ∩ Z. We are now ready to apply Proposition B.3. Suppose Z ′ ⊂ Z, |Z ′ | ≥ 2 −εm |Z|. Recalling (5.6), we get that |Z ′ | ≥ 2 −2εm−1 |Y |, and Proposition B.3 applied to ν = µ Z ′ , µ = µ Y , ∆ = 2 2εm+1 , and the sequence ([T A j , T B j ]) q j=1 yields:
Recall from (5.7) that P θx Q (λ) µ Q Y is (γ(α j ), ζ, m j )-robust. Lemma 2.7 then yields that (provided ℓ is large enough in terms of ζ and τ , which makes also m j large enough)
Recalling (5.8) and (5.9), we conclude that, provided m is large enough in terms of τ , ε and F ,
Thus, assuming ε < η ′ /4,
giving the claim with η ′ /2 in place of η and Z in place of X ′ .
5.2.
The case Λ x = Λ for all x. We indicate what changes are needed in the proof to obtain the stronger conclusions when Λ x = Λ. As before, let µ = 1 X /|X|. We need to apply Lemma 2.4 to µ (with the parameter 1.5ε in place of ε) instead of Lemma 2.3, to obtain the sets (X i ) i . Taking T large enough in terms of ε, we have µ(X i ) ≥ 2 −2εm . Other than the X i having slightly smaller measure, depending on ε, the analysis we did for the set Y in the proof of Theorem 1.7 carries over to each of the X i verbatim. In particular, the bound (5.5) holds for any X i and x ∈ X i . We take ε small enough in terms of ζ, τ so that
Write X = ∪ i X i . By Fubini, denoting Lebesgue measure by L,
It follows that the set
Fix λ ∈ Λ \ Λ ′ and X ′ ⊂ X with |X ′ | ≥ 2 −εm |X|. By the first part of Lemma 2.4 (which we are applying with 1.5ε in place of ε), we can find i with
We have seen that µ X i (Z) ≥ 2 −εm /4. Now starting with (5.7), the exact same argument from the previous section (with X i in place of Y ) yields the desired conclusion
Proof of Theorem 1.3.
The proof of Theorem 1.3 is very similar to that of Theorem 1.7. We indicate the required changes.
We may assume that H α (A) > 0, and hence there exists an α-Frostman measure µ on A, e.g. µ(B(x, r)) ≤ C A r α for all x ∈ R d , r > 0. By passing to a subset of positive µ-measure, we may assume that ν(Λ x ) ≥ c and C x ≤ C for all x.
Denote ρ x = θ x ν Λx . We have the following (stronger) analog of (5.3): d − 1) ).
Unlike the proof of Theorem 1.7, we need to consider all small scales at once. We can define the parameters ζ, τ, ξ, η, δ 0 arising from Theorems 4.1 and 3.4; these are independent of the scale. Fix a small parameter ε, a large integer T and an even larger integer ℓ. We continue to write m = T ℓ. As before, ε, T, ℓ can depend on all the previous parameters, T can depend on ε and ℓ can depend on T and ε.
For each large ℓ, we apply Lemma 2.4 to µ, T and ε, to obtain a family of sets (X ℓ,i ) i . For each i and x ∈ ∪ i X ℓ,i , we define the set E(x) as in the proof of Theorem 1.7, but now denote it by E(x, ℓ). For completeness, we define E(x, ℓ) = ∅ if x / ∈ ∪ i X ℓ,i . As before, for each x ∈ X we have
Hence, provided ℓ 1 is large enough in terms of ζ, T only, we can ensure ρ x (E(x)) ≤ 1/2 for all x ∈ X, where
Unwrapping the definitions, this means that
, for all x. By Fubini, we can then choose λ ∈ supp(ν) such that
According to Lemma 2.8, it is enough to show that if m is large enough, then for all Y with µ Z (Y ) ≥ m −2 we may find a probability measure ν supported on Y such that
It is enough to consider the case m = ℓT with ℓ ≥ ℓ 1 , either by modifying the proof of Lemma 2.8 or by replacing m by ⌊m/T ⌋T . Since µ(Y ) ≥ cm −2 /2, the first part of Lemma 2.4 guarantees that there is a set
At this point we are working at a fixed (small) scale, with a regular measure ν and a set Y of sufficiently large measure, which is a subset of Z given in (5.11) . Then essentially the same argument from the proof of Theorem 1.7 shows that, indeed,
The only difference is that ν might be very uniform, in the sense that β(σ) (where σ is the regularity sequence for ν) is close to d, so that the upper bound in (4.5) needs not hold. However, this case is even better for us. Formally, let α = (1 + α)/2. Then we consider the cases β(σ) ≤ α and β(σ) > α separately. In the first case, (4.5) does hold, with u = u(α), so we can proceed exactly as in the proof of Theorem 1.7. Otherwise, we apply Theorem 4.9 in place of Theorem 4.1, and use the fact that the function γ from Theorem 3.4 satisfies γ(α) ≥ α/d − 7δ. In the end, the lower estimate we get on H m (ν Y ) in this case is m(α − error term), where we can make the error term arbitrarily small, completing the proof. 6 . APPLICATIONS AND GENERALIZATIONS 6.1. Real analytic families. In this section we derive several applications and generalizations of Theorems 1.3 and 1.7. We start with a statement about one-parameter real analytic families. Theorem 6.1. Given d ≥ 2, α ∈ (0, d), κ ∈ (d − 2, 2) there is η = η d (α, κ) > 0 (depending continuously on the parameters) such that the following holds.
Let
Proof. We may assume that dim H (X) > α. Let η(κ, α, d) be the number provided by Theorem 1.3. Let µ be a Frostman measure of exponent α supported on the x ∈ X for which y → θ x (y) :
Let ν be a κ-Frostman measure on Y . By analyticity and the fact that θ x (y) is non-constant, we can find open balls U ⊂ R d , V ⊂ R meeting supp(µ) and supp(ν) respectively, and an index j ∈ {1, . . . , d − 1} such that
where θ x,j is the j-th coordinate of θ x . (To be more precise, this holds in a local chart of S d−1 .) Then θ x ν V satisfies a Frostman condition of exponent κ, uniformly in x ∈ U. Indeed, it is enough to prove this for the projection θ x,j ν V of θ x ν V to its j-th coordinate, but this holds since θ x,j is bi-Lipschitz on V , uniformly in x ∈ U.
Since κ > d − 2, the assumptions of Theorem 1.3 are satisfied with Λ = U ∩ supp(ν) and V ∩ supp(µ) in place of X (and Λ x ≡ Λ). The conclusion of Theorem 1.3 is exactly what we were trying to prove. Remark 6.2. The proof shows that, instead of analyticity, it is enough to assume that F is C 2 and the set of zeros of d dy θ x (y) has Hausdorff dimension < κ for all x outside of a set of Hausdorff dimension < dim H (X).
Distance sets.
We now prove Theorem 1.1.
Proof of Theorem 1.1. We first prove the theorem for the Euclidean metric, and comment on the changes required to handle other norms at the end.
We may assume that dim H (X) > α, provided we can show the value of η is continuous in the parameters. It is enough to show that there is η = η d (α, κ) > 0 such that, for all compact sets Y with dim H (Y ) > κ, there is y ∈ Y satisfying dim H (∆ y X) ≥ α/d + η. We may assume that Y is disjoint from X and both X and Y are contained in the unit ball. Let µ be an α-Frostman measure on X.
Let ν be a Frostman measure on Y with exponent κ. Our goal is to apply Theorem 1.3 with Λ = Y and F y (x) = |x − y|. Note that F ′ y (x) = y − x/|y − x| = e(x, y) ∈ S d−1 . Thus the maps θ x from Theorem 1.3 are the spherical projections e x (y) = e(x, y).
Suppose first that there is a hyperplane P with ν(P ) > 0; we can then assume that Y = P . We consider two sub-cases. If dim H (X ∩ P ) ≥ α, then we are in the (d − 1)dimensional setting and we can argue by induction to get an even better estimate (note that the base case d = 1 is trivial). Otherwise, dim H (X \ P ) = α so we may assume that X ∩ P = ∅. Now, for x / ∈ P , the map y → e x (y) : P → S d−1 is bi-Lipschitz, with a constant that depends on d(x, P ). Hence e x ν(B r ) x r κ for all r-balls B r and x ∈ X. For every linear hyperplane H ∈ G(d, d − 1) we can cover S d−1 ∩ H (r) by r −(d−2) balls of radius r. Since κ > d − 2, this shows that the assumptions of Theorem 1.3 hold (with κ − (d − 2) in place of κ). Theorem 1.3 then gives the desired conclusion.
Suppose now that ν gives zero mass to all hyperplanes. In this case we apply Theorem A.1 with k = d − 1. As before, the hypotheses hold because κ, α > d − 2. Let κ ′ = κ ′ (α, κ) > 0 be the value given by Theorem A.1. The theorem provides with a set X ′ with µ(X ′ ) ≥ 1/2, and sets K(x) for each x ∈ X ′ with ν(K(x)) ≥ 1/2, such that (A.1) holds. The claim now follows from Theorem 1.3 applied to the set X ′ (with parameters α and κ ′ ).
We now consider the case of a C 2 norm N with unit ball of everywhere positive Gaussian curvature. Note that N ′ (x) = N ′ (x/|x|) for all x. Hence, defining ϕ(e) = N ′ (e) : S d−1 → R d and ψ = dir • ϕ :
whence θ x = ψ • e x . Now the hypothesis of everywhere positive Gaussian curvature translates to the map ψ(e) having non-vanishing Jacobian (this can be seen e.g. by expressing the unit sphere of N as a graph z = f (x, y) in local coordinates, and noting that the Jacobian of ψ is essentially the Hessian of f ). Therefore we can cover S d−1 by finitely many patches on which ψ is a diffeomorphism (onto its image) and hence bi-Lipschitz. It follows that any decay condition enjoyed by e x ν is still valid for ψe x ν = θ x ν, with different constants but the same exponent. With this observation, the proof in the Euclidean case goes through unchanged.
Discretized incidences.
As noted in the introduction, the circle of problems studied in this paper are related to incidence counting in the discretized setting.
In this section we show how Theorem 1.7 can be used to deduce non-trivial incidence counting bounds, under suitable assumptions. Let {C a : a ∈ B 2 (0, 1)} be a parametrized family of planar curves. Fix δ-separated sets E, A ⊂ B 2 (0, 1). We are interested in bounding the size of the (discretized) incidence set
Let us make the further assumptions that E ⊂ X × R for some δ-separated set X ⊂ [−1, 1], and that each curve meets vertical lines in a uniformly bounded number of points. In this case, we have the trivial bound |I(E, A)| |X||A|.
In general, this bound is sharp, for example if E (2δ) is a small square and all curves parametrized by A cross this square from side to side. It is also sharp in cases where both E and A satisfy strong non-concentration assumptions. The examples are given by "train tracks", a well known object that many problems in discretized geometry have to grapple with (see, for example, [16, Figure 1] ). For concreteness, let X ⊂ [−1, 1] be a well separated set of size ≈ δ −1/2 (for example, it could be an arithmetic progression of gap δ −1/2 ), and let E be a maximal δ-separated subset of X × [0, δ 1/2 ] (so E (2δ) resembles a train track). Then if A is any set of δ-separated lines that cross the rectangle [0, 1] × [0, δ 1/2 ] from side to side, the incidence count |I(E, A)| equals |X||A|. The family of all such lines is essentially (parametrized by) a ball of radius δ 1/2 , and is therefore maximally concentrated, but if we take a spread-out subset, such as horizontal lines y = δj with j ∈ [0, δ −1/2 ], then A is highly non-concentrated, and we still have |I(E, A)| ≈ |X||A|. The next theorem shows that, under nonconcentration assumptions on X and A, and a further hypothesis that rules out traintrack examples, an improvement over the trivial bound can be achieved. Theorem 6.3. Given κ ∈ (0, 1) and c > 0 there is ε(κ) > 0 such that the following holds for all δ small enough in terms of κ, c.
Assume, further, that
Then
Before presenting the deduction of this theorem from Theorem 1.7, we make some remarks and then give some examples. parametrized by (a, b) . Let X ⊂ [−1, 1] be a well separated set with |X| = δ −t , let E = X × {jδ} δ −t j=0 , and let A 0 = {jδ} δ −t j=0 × {jδ} δ −t j=0 . Then |E| ≈ |X||A 0 | 1/2 and |I(E, A 0 )| ≈ |X||A 0 |. Of course, in this case A 0 is maximally concentrated. But if we allowed |E| ≫ |X||A| 1/2 , we could take A to be large non-concentrated subset of A 0 . Then all the hypotheses of the theorem would hold, except for (6.2), and the conclusion would clearly fail. There is nothing special about lines here -for more general graphs, one has to consider "curved train tracks" of the form C (δ s ) ∩ (X × R) for a fixed graph C in the family. Remark 6.5. In the case of lines, Theorem 6.3 follows from Bourgain's discretized projection theorem, except that our non-concentration requirement on the lines is weaker (and in some sense the weakest possible one). We note that (for lines), M. Bateman and V. Lie [2] have previously obtained a related result, but under different assumptions. Roughly speaking, they assume more on the family of lines, and on the structure of the set E, but on the other hand, they have a single-scale nonconcentration hypothesis on X (while we have a single-scale non-concentration hypothesis on the set A of lines). Recently, L. Guth, N. Solomon and H. Wang [11] studied incidences between tubes satisfying the strongest possible non-concentration assumption, and obtained sharp incidence bounds in that regime. Remark 6.6. We have tried to give an indication of the relationship between our results and incidence counting, but Theorem 6.3 is not the strongest or most general formulation possible. The hypothesis (6.1) can be weakened, although of course some non-degeneracy condition on the family of curves is needed. Concretely, the number on the left-hand side of (6.1) can be allowed to be zero on a set small enough that, if we remove a suitable neighborhood of it, the incidence counting does not change. Using the results in §6.4 below, one can also deduce versions in higher dimensions, and for higher-dimensional families of curves, although the required assumptions become more restrictive and cumbersome to verify.
We now give some examples of families of curves to which Theorem 6.3 applies. The verifications are straightforward calculations. Corollary 6.7. Let κ, ε, E, A and X be as in Theorem 6.3. For each of the following families of curves, provided δ is small enough in terms of κ and the family, we have Let E x = {y : (x, y) ∈ E}. Then
be the 2 −m -neighborhood of the set appearing on the left-hand side, and write ν = 1 X 0 /|X 0 |. Using |X 0 | 2 −εm |X (2 −m ) | and the non-concentration assumption on X, we see that
Our goal is to apply Theorem 1.7 to the family {a → G a (x)} and the set A (2 −m ) . Note that X plays the role of Λ. Using (6.1), the same argument in the proof of Theorem 6.1 shows that θ a ν(B(y, r)) c 2 2εm r κ , uniformly over a ∈ A. Using the assumptions, we see that if ε is small enough in terms of κ, then the hypotheses of Theorem 1.7 are met (with A (2 −m ) in place of X).
By definition of X 0 , we have |A x | 2 −εm |A| for x ∈ X 0 so, again assuming ε is small enough only in terms of κ, Theorem 1.7 (applied to the 2 −m -neighborhoods of A, A x ) guarantees that, provided m is large enough in terms of c and κ,
where η = η(κ) > 0 is the value provided by Theorem 1.7. We conclude
This contradicts (6.2) if ε is small enough compared to η (hence in terms of κ only), finishing the proof.
A higher rank non-linear projection theorem. W. He [12, Theorem 1] extended
Bourgain's discretized projection theorem to higher rank projections. Using his result, we can obtain a corresponding higher rank version of Theorems 1.3 and 1.7. The proofs are nearly the same; we only need to take a little care in extending Theorem 3.4 properly.
Following [12] , given V ∈ G(d, k) and W ∈ G(d, d − k), we define d(V, W ) = det(P W ⊥ |V ), where P W ⊥ |V denotes the restriction of P W ⊥ to V . See [12, Eq. (13) ] for this characterization of d(V, W ). We remark that d is not a metric; to begin with, V and W live in different spaces. Also, d(V, W ) = 0 if and only if dim(V ∩ W ) ≥ 1.
Given W ∈ G(d, d − k), the set {V ∈ G(d, k) : d(V, W ) = 0} is a smooth hypersurface in G(d, k). Hence, V(W, r) can be seen as a neighborhood of this hypersurface.
Later we will need to deal with the case k = d − 1, which is particularly simple. If H ∈ G(d, d − 1), ℓ ∈ G(d, 1), then
The following lemma will help us achieve the correct generalization of Theorem 3.4.
Hence if we extend x to an orthonormal basis of W , pick an orthonormal basis for V ⊥ , and write the matrix of P V ⊥ |W in these bases, the first row has norm dist(x, V ), while all the rows have norm at most 1. Hence
(ii) Since |P V (x)| = dist(x, V ⊥ ), the claim follows from the first one and the identity d(W, V ) = d(V ⊥ , W ⊥ ), see [12, Eq. (14) ]. Corollary 6.9. Fix 1 ≤ k ≤ d − 1. Let ρ ∈ P (G(d, k) ) be a measure satisfying the decay condition
Then for every
Proof. By rescaling, we may assume x has unit norm. Choosing W such that x ∈ W (resp. x ∈ W ⊥ ), the claim is immediate from Lemma 6.8.
The non-concentration condition (6.4) is the one appearing in He's projection theorem, [12, Theorem 1] . On the other hand, (6.5) is the required decay in order to get the higher rank version of Theorem 3.2 and (6.6) is the decay needed to obtain the higher rank version of Theorem 3.3. The proofs are very similar to the rank 1 case, see [23, §5.3] for details. Note that even though in [23, §5.3] there is a Frostman condition (on balls) for ρ, the exponents are chosen large enough so that (6.5)-(6.6) hold; see in particular [23, Eqs. (5.11) and (5.12) ]. Thus Corollary 6.9 shows that (6.4) is enough to obtain the decay required in all three projection regimes. As a consequence, the same proof of Theorem 3.4 yields: Theorem 6.10. Fix 1 ≤ k ≤ d − 1. Given 0 < κ < 1 there exists η = η(κ) > 0 such that the following holds for all sufficiently small δ ≤ δ 0 (κ) and all sufficiently large m ≥ m 0 (δ). Fix α ∈ [0, d]. Let µ ∈ P m ([0, 1) d ), and let ρ ∈ P(G(d, k)) satisfy
In turn, the proofs of Theorems 1.3 and 1.7 carry over to the higher rank setting with only notation changes. Of course the decay assumption on ρ must be of the form (6.4), and the dimension/exponent of the "good" projections is k d α + η. For example, the following is the higher rank analog of Theorem 1.3. Theorem 6.11. Fix 1 ≤ k ≤ d − 1. Given κ > 0, 0 < α < d there is η = η d,k (κ, α) > 0 (that can be taken continuous in κ, α) such that the following holds.
be a parametrized family of C 2 maps without singular points (i.e. DF λ (x) has rank k for all λ and x). For each x ∈ R d define the map V x (λ) = ker(DF λ (x)) ⊥ ∈ G(d, k) .
Then there is λ ∈ supp(ν) such that Orponen's approach with Bourgain discretized sum-product theorem to improve this, by showing that if A ⊂ R 2 has Hausdorff dimension α ∈ (0, 2) and is not contained in a line, then it spans a set of directions of dimension ≥ α/2 + c(α), where c(α) > 0. They also obtained a "pinned" version, see [22, Theorem 1.4] . See also [3, Theorem 1.6] for an earlier, closely related "single scale" result. As a corollary of our framework, we obtain a pinned version that is slightly different from that of Liu and Shen, and partially extend it to higher dimensions. We note that Orponen's proof of Theorem 6.12 features heavily in our argument (see Appendix A). Theorem 6.13. Fix d ≥ 2. Given α, κ ∈ (d − 2, d), there is η = η d (α, κ) > 0 such that the following holds. Proof of Theorem 6.13. The proof is similar to that of Theorem 1.1, but (in dimension d > 2) we need to appeal to Theorem 6.11 instead.
As usual we may assume that A and E are disjoint compact subsets of the unit ball of positive Hausdorff measure in their dimensions. We consider the parametrized family of smooth maps {e y (x) : y ∈ E} defined on A. The range of these maps is S d−1 , but we can identify it with R d−1 in local coordinates. For example, by restricting and rotating A and E, we may assume that y d − x d = 0 for all x ∈ A, y ∈ E, and work with the map e y (x) = (
instead. Our aim is to apply Theorem 6.11 (in the case d = 2, we can apply Theorem 1.3). It is easy to see that the map V x (y) featuring in Theorem 6.11 is given by
Recalling (6.3), this implies that, for θ ∈ S d−1 ,
Let µ, ν be Frostman measures on A, E of exponents α, κ. Then
ν(V (r) ) r κ−(d−2) (6.9) for all V ∈ A(d, d − 2) and r ∈ (0, 1]. We may assume that µ assigns zero mass to all affine hyperplanes, for otherwise there is a hyperplane P such that dim H (A ∩ P ) = dim H (A) and, by assumption, there is a point y ∈ E \ P . It is then clear that dim H (e y (A ∩ P )) = dim H (A ∩ P ) = dim H (A), and we are done.
Suppose first that ν assigns positive mass to a hyperplane P . Then we can assume that E ⊂ P , and because µ(P ) = 0, we may also assume that A is disjoint from P . Using this and (6.8), it follows that, for x ∈ A,
, and the constant C x depends on the distance from x to P . According to (6.9), the hypotheses of Theorem 6.11 are met, and we get that there is y ∈ E such that (d − 2) , α) is the number given by Theorem 6.11. Suppose now that ν gives zero mass to every hyperplane. We can then apply Theorem A.1 with k = d − 1 to obtain a parameter κ ′ = κ ′ d (κ, α) > 0 and a set L with µ(L) ≥ 1/2, such that for each x ∈ L there is a set K(x) ⊂ A with ν(K(x)) ≥ 1/2 so that (6.10)
Using (6.8), we deduce that
Recalling (6.10), this shows that the hypotheses of Theorem 6.11 are verified, with κ ′ in place of κ. Hence, if η = η d (κ ′ , α) > 0 is the value provided by Theorem 6.11, then there is y ∈ supp(ν) ⊂ E such that
This is what we wanted to prove.
APPENDIX A. SPHERICAL PROJECTIONS
In this section we prove some spherical projection estimates for neighborhoods of planes. We follow closely the ideas from [25, Section 2], although there are some differences: we work in arbitrary dimension, while Orponen works only in the plane. On the other hand, a weaker estimate than that proved by Orponen suffices for us, so some aspects of the proof are simplified.
Let e(x, y) = y − x |y − x| be the direction spanned by two different points in R d , and write e x (y) = e(x, y) for the spherical projection with center x.
Theorem A.1. Fix 1 ≤ k < d. Given κ, α > 0 there is η > 0 (depending continuously on α, κ) such that the following holds. Let µ, ν ∈ P(B d (0, 1)) be measures satisfying decay conditions
is a ball of radius r.) Furthermore, suppose ν gives zero mass to all affine k-planes. Then for all x in a set of µ-measure ≥ 1/2 there is a set K = K(x) with ν(K(x)) ≥ 1/2 such that
where r 0 > 0 depends only on µ, C ν , α and d.
The proof of the theorem depends on an inductive construction, that is captured by the following proposition. By a k-plate in R d we mean a set of the form A(d, k) . In particular, 0-plates are balls and 1-plates are tubes (intersected with B(0, 1)). We refer to δ as the width of the plate, and denote the family of all k-plates of width δ intersecting a set E by T k (E, δ).
Proposition A.2. Given κ, α > 0 and 1 ≤ k ≤ d − 1, the following holds if β ≤ β 0 (κ, α), η ≤ η 0 (κ, α), and δ is small enough depending on C µ , C ν appearing below and all the other parameters.
Let ν, µ ∈ P(B d (0, 1)) be measures satisfying decay conditions
Then for every set E with µ(E) ≥ δ β/2 there are a compact subset E ′ of E with µ(E ′ ) ≥ δ η µ(E)/8, and a set P , which is contained in a k-plate in T k (E ′ , δ η/2 ), such that
In turn, the proposition relies on the following lemma stating that all δ-plates of too large measure are contained in a relatively small number of relatively thin plates.
Then there exists a family of
We construct a sequence Y 1 , . . . , Y M of δ-plates as follows. To begin, pick (if it exists)
. , Y m are defined such that:
If there exists Y m+1 such that the collection (Y 1 , . . . , Y m+1 ) still satisfies properties (1)-(2), we add it to the list; otherwise we stop. A standard L 2 argument implies that we have to stop after ≤ 2δ −η steps.
We have seen that S 2 − S < m 2 δ 2η /2. If m > 2δ −η , then S 2 − S ≥ S 2 /2, and we deduce that
which is a contradiction. Let, then,
for otherwise we could add W to the list of Y i . On the other hand, W ∩Y j is contained in a box of size at most a constant C d times
where ∠(·, ·) denotes the largest principal angle between the k-planes determining the corresponding plates. Hence the assumption on ν yields
Comparing the upper and lower bounds on ν(W ∩ Y j ), we deduce that ∠(W, Y j ) d C ν δ κ−2η and, therefore, W is contained in the plate T j centered at (the plane defining)
. This is what we wanted to prove.
Proof of Proposition A.2. We continue to work with the set Bad defined in (A.2). Let
Let r = δ k−2η . As before, T i ∩ T j is contained in the union of d 1 boxes of size
, and hence, now using the non-concentration assumption on µ,
. Hence, if η is small enough in terms of κ, α, and δ is small enough in terms of C µ , C ν and d, then µ(Bad Bad) ≤ δ κα/2 .
If µ(E ∩ Bad) ≤ µ(E)/2, then we take E ′ = E \ Bad and P = ∅ and we are done. So we assume from now on that
Then µ(Bad Bad) ≤ µ(E ∩ Bad)/2 provided (say) β ≤ κα/2 and δ is small. Let
Hence µ(G) ≥ µ(E)/4. On the other hand, since G ⊂ Bad, we can cover G by the
Let P 0 be the δ η/2 -plate centered at T 0 , and set K = supp ν \ P 0 . Now suppose x ∈ G ∩ T 0 and W ∈ T k (x, δ) ∩ T k (K, δ). Then, provided η is taken small enough that κ − 2η ≥ η and δ is small, the plate W cannot be contained in any of the T j making an angle smaller than δ η with T 0 . Since x ∈ T 0 \ Bad Bad, we conclude that the plate W cannot be contained in any of the T j . Lemma A.3 now implies that ν(W ) ≤ δ η , completing the proof.
We can now complete the proof of Theorem A.1.
Proof of Theorem A.1. It is enough to show that, under the assumptions of theorem, there are x ∈ supp(µ) and a set K = K(x) as in the statement. Indeed, if the statement failed we would be able to find a compact set E with µ(E) > 1/2 such that the no set K(x) exists for all x ∈ E. Then applying the claim to µ E (which satisfies the same assumptions, with 2C µ in place of C µ ), we would reach a contradiction. Let η, β > 0 be the numbers given by Proposition A.2. Making η slightly smaller if needed, we may assume that η/2 = 2 −N for some integer N. We will prove the claim with η/2 in place of η. By the assumption that ν gives zero mass to k-planes and a compactness argument, there is δ 0 > 0 such that ν(W ) ≤ 1/(4N) for all k-plates W of width δ Finally, we also take δ 0 small enough that Proposition A.2 applies to all δ ≤ δ 0 .
Write δ n = δ 2 n 0 . We inductively construct a sequence of compact sets E n , K n as follows. Let E 0 = supp(µ) and K 0 = supp(ν). Once E n and K n are defined, we apply Proposition A.2 to δ = δ n+1 , E = E n and ν = ν| Kn , and let E n+1 = E ′ and K n+1 = K n \ P n , where E ′ , P = P n are the sets provided by Proposition A.2. We need to check that the proposition is applicable for all n, i.e. µ(E n ) ≥ δ β n = δ β/2 n+1 . For n = 0 this is trivial. If µ(E n ) ≥ δ β n , then Proposition A.2 yields
if we make the additional assumption that η ≤ β/4 (and δ 0 is small enough). Since, until now, η and β have to be small enough in terms of κ and α but are otherwise independent of each other, this is permissible. Let K = ∩ n K n and fix x ∈ ∩ n E n . By Proposition A.2, for all n ≥ 1 we have ν(K n ∩ W ) ≤ δ η n for all δ n -plates W intersecting E n . Since the K n are nested, it follows that ν(K ∩ W ) ≤ r η/2 for all r ≤ δ 1 and all r-plates W containing x. Indeed, it is enough to consider n ≥ 1 such that δ 2 n = δ n+1 < r ≤ δ n . Since, for a k-plane W , the cone e −1
x (W (r) ) ∩ B d (0, 1) is contained in a plate in T k (x, O(r)), this implies that (A.1) holds.
It remains to show that ν(K) ≥ 1/2. By construction, ν(P n ) ≤ 1/(4N) for all n ≤ N. Recall that η/2 = 2 −N , and hence δ η/2 n = δ n−N ≤ δ 1 for all n > N. Since supp(ν) \ K n−N = ∪ n−N −1 j=0 P j , we have ν(P n \ ∪ n−1 j=0 P j ) ≤ ν(P n ∩ K n−N ) ≤ δ η n−N for all n > N.
Adding up and recalling (A.3), we see that indeed ν(K) ≥ 1/2, and this completes the proof.
APPENDIX B. ENTROPY OF PROJECTIONS
B.1. Entropy basics. In this section we prove a lower bound for the entropy of smooth images of measures in terms of entropy of linear images of conditional measures in a multiscale decomposition, see Proposition B.1. We then deduce a robust version, which is the one that gets used in the proofs of our main results, see Proposition B. 3 We start by reviewing some basic facts about (Shannon) entropy. Recall that if ν ∈ P(R d ) and A is a finite partition of R d , up to a ν-null set, then the entropy of ν with respect to A is given by H(ν, A) = − A∈A ν(A) log(ν(A)), with the usual convention 0 · log 0 = 0, and in the case A = D m , we write H m (ν) = H(ν, D m ). Likewise, we define the conditional entropy with respect to the finite measurable partition G by H(µ, A|G) = G∈G:µ(G)>0 µ(G)H(µ G , A).
It follows from the concavity of the logarithm that one always has (B.1) H(ν, A|G) ≤ log |A|.
For us, entropy will be a tool to estimate dimension: recall Lemma 2.8.
The following are some further elementary properties of entropy that we will need to call upon: (A) If F , G have the property that each element of F hits at most N elements of G and vice-versa, then |H(µ, F ) − H(µ, G)| ≤ log N. B.2. Multiscale estimates for the entropy of projections. The following proposition provides a lower bound for the entropy of a smooth image in terms of entropies of linear images of conditional measures at certain scales. As indicated earlier, the precise statement is new, but the ideas can be traced to [15, 24, 28, 19] . Given V ∈ G(d, k), we denote orthogonal projection onto V by P V . Furthermore, if A : R d → R k is a linear map of rank k, we denote by J k (A) the absolute value of the determinant of A| ker(A) ⊥ : ker(A) ⊥ → R k .
Proposition B.1. Fix 1 ≤ k < d. Let µ ∈ P([0, 1) d ) and let [A i , B i ) q i=1 be disjoint subintervals of (0, m] such that B i ≤ 2A i . Let F : U → R k be a C 2 map defined in a neighborhood of supp(µ), such that DF (x) has full rank k for all x ∈ supp(µ). Denote V (x) = ker(DF (x)) ⊥ .
Then
where x Q is an arbitrary point in Q. The constant implicit in O F,d,k (q) depends only on d, k, F C 2 and inf x∈supp(µ) J k (F ′ (x)); in particular, it can be taken uniform in a C 2neighborhood of F .
Note that in the case k = 1, V (x) = dir F ′ (x) and P V (x) (·) = dir F ′ (x), · . The proof of the proposition depends on a linearization argument, which helps explain the assumption that F is C 2 and has no singular points. The hypothesis B j ≤ 2A j comes from linearization, and can be dropped if F is already linear. Proof. All implicit constants are allowed to depend on d. The claim can be rewritten as
Let L x (z) = F (x) + DF (x) · (z − x) be the affine approximation to F centred at x. Note that
and DF (x)| V (x) is an isomorphism from V (x) to R k . By the assumption that F has no singular points, the determinant of this isomorphism (given by J k (DF (x)) in absolute value) is bounded away from 0 and ∞ for x ∈ supp(µ). Hence it follows from Property (A) that
So it is enough to show that
This is just a consequence of Taylor's formula. Indeed, since F is C 2 ,
using the assumption B j ≤ 2A j . This implies that each element of F −1 (D B j ) hitting Q intersects F 1 elements of L −1 x (D B j ), and vice-versa. Property (A) above yields that (B.4) is verified, and this establishes the claim (B.3).
We can now conclude the proof of Proposition B.1.
Proof of Proposition B.1.
An inspection of the proof shows that the constants depending on F do so in the way described in the statement.
We deduce the following "robust" version of Proposition B.1. for any Borel set S ⊂ [0, 1) 2 . We deduce that Πν Q ≤ m∆Πµ Q for any linear map Π, and hence On the other hand, for fixed i, from (B.5) and the trivial bound H p (·) ≤ k(p + O(1)) for measures supported on a ball of radius O(1) in R k , we get
Splitting (for each i) the sum Q∈D A i in Proposition B.1 into the cubes with ν(Q) ≥ 1 m µ(Q) and ν(Q) < 1 m µ(Q), we get the desired result.
