Abstract. There are algorithms for finding zeros or fixed points of nonlinear systems of equations that are globally convergent for almost all starting points, i.e., with probability one. The essence of all such algorithms is the construction of an appropriate homotopy map and then tracking some smooth curve in the zero set of this homotopy map. HOMPACK is a mathematical software package implementing globally convergent homotopy algorithms with three different techniques for tracking a homotopy zero curve, and has separate routines for dense and sparse Jacobian matrices. The HOMPACK algorithms for sparse Jacobian matrices use a preconditioned conjugate gradient algorithm for the computation of the kernel of the homotopy Jacobian matrix, a required linear algebra step for homotopy curve tracking. Here variants of the conjugate gradient algorithm are implemented in the context of homotopy curve tracking and compared with Craig's preconditioned conjugate gradient method used in HOMPACK. The test problems used include actual large scale, sparse structural mechanics problems.
Homotopies are a traditional part of topology, and only recently have begun to be used for practical numerical computation. The (globally convergent probabilityone) homotopies considered here are sometimes called "artificial-parameter generic homotopies," in contrast to natural-parameter homotopies, where the homotopy variable is a physically meaningful parameter. In the latter case, which is frequently of interest, the resulting homotopy zero curves must be dealt with as they are, bifurcations, ill-conditioning, etc. The homotopy zero curves for artificial-parameter generic homotopies obey strict smoothness conditions, which generally will not hold if the homotopy parameter represents a physically meaningful quantity, but they can always be obtained via certain generic constructions using an artificial (i.e., nonphysical) homotopy parameter. Not just any random perturbation will suffice to create a globally convergent probability-one (generic) homotopy, e.g., the perturbation implied by discretization is generally not sufficient to produce a probability-one homotopy map.
If the objective is to solve a "parameter-free" system of equations, F(x) 0, then extra attention can be devoted to constructing the homotopy, and the curvetracking algorithm can be limited to a well-behaved class of curves. The goal of using these globally convergent probability-one homotopies is to solve fixed-point and zero-finding problems with homotopies whose zero curves do not have bifurcations and other singular and ill-conditioned behavior. The mathematical software package HOMPACK, used here for comparative purposes, is designed for globally convergent probability-one homotopies.
The theory and algorithms for functions F(x) with small dense Jacobian matrices DF(x) are well developed, which is not the case for large sparse DF(x), the topic of this paper. Solving large sparse nonlinear systems of equations via homotopy methods involves sparse rectangular linear systems of equations and iterative methods for the solution of such sparse systems. Preconditioning techniques are used to make the iterative methods more efficient.
Section 2 discusses the zero-finding problem and the normal flow homotopy algorithm. Section 3 introduces iterative methods for solving invertible linear systems. Section 4 discusses the linear algebra details of homotopy curve tracking and various algorithmic possibilities for that. Section 5 presents the numerical results of the implementation of the various algorithms on several test problems. Some general conclusions from these results are drawn in 6.
2. Globally convergent homotopy algorithms. The philosophy of globally convergent probability-one homotopy algorithms is to create homotopies whose zero curves are well behaved with well-conditioned Jacobian matrices and that reach a solution for almost all choices of a parameter. These homotopies are used to solve fixed-point and zero-finding problems.
Let B be the closed unit ball in n-dimensional real Euclidean space En, and let f B --B be a C 2 map. The fixed-point problem is to solve x f(x). Define Pa :[0, 1) x B E n by (1) p,(), x) A(x-f(x)) + (1 A)(x-a).
The fundamental result [10] is that for almost all a in the interior of B, there is a zero curve c [0, 1) B of Pa, along which the Jacobian matrix Dpa(,,x) has rank n, emanating from (0, a), and reaching a point (1, 2) , where 2 is a fixed point of f. Thus with probability one, picking a starting point a E int B and following 3' leads to a fixed point 2 of f. An important distinction between standard continuation and modern probability-one homotopy algorithms is that for the latter A is not necessarily monotonically increasing along 3'. Indeed, part of the power of probability-one homotopy algorithms derives from the lack of a monotonicity requirement for A.
The zero-finding problem F(x) -0,
where F E n E is a C 2 map, is more complicated. Suppose that there exists C Then for almost all a E there exists a zero curve 3' of pa along which the Jacobian matrix Dp has rank n, emanating from (0, x0) and reaching a zero 5: of F at A 1.
3' does not intersect itself and is disjoint from any other zeros of p. The globally convergent homotopy algorithm is to pick a E TM (which uniquely determines x0), and then track the homotopy zero curve starting at (0, x0) until the point (1, ) is reached.
There are many different algorithms for tracking the zero curve ; the mathematical software package HOMPACK [52] , [53] supports three such algorithms: ordinary differential equation-based, normal flow, and augmented Jacobian matrix. Small dense and large sparse Jacobian matrices require substantially different algorithms. Large nonlinear systems of equations with sparse symmetric Jacobian matrices occur in many engineering disciplines (the symmetry in the problems of interest here is due to the fact that the Jacobian matrix is actually the Hessian of a potential energy function).
In this paper, we consider only the zero finding problem F(x) 0, the normal flow curve tracking algorithm, and large sparse symmetric Jacobian matrices DF(x) stored in a packed skyline data structure.
Consider the homotopy map pa(X, /) /F(x) + (1 A)(X a).
The matrix Dxpa (x, A) ADF(x)+(1 A)I is symmetric and sparse with a "skyline" (6) x(0) a, A(0) 0.
Since the Jacobian matrix has rank n along 3', the derivative (dx/ds, dA/ds) is uniquely determined by (4) , (5) and continuity, and the initial value problem (4)- (6) 
where [Dpa(Z(k))]+ is the Moore-Penrose pseudoinverse of the n x (n + 1) Jacobian matrix Dpa. Small perturbations of a produce small changes in the trajectory 3', and the family of trajectories 3' for varying a is known as the "Davidenko flow."
Geometrically, the iterates given by (8) (9) [Dpa] /k z --Pa.
Fortunately AZ can be calculated at the same time as the kernel of [Dpa] , and with just a little more work. The numerical linear algebra details for solving (9) , the optimal step size estimation, and the endgame to obtain the solution at A 1 are in [52] , [53] . Iterative methods such as the successive over-relaxation (SOR) algorithm [43] and the alternating direction implicit (ADI) algorithm [57] require the estimation of scalar parameters. The conjugate gradient procedure [24] is an efficient algorithm for solving symmetric positive definite systems which requires no such estimates. For many years, the only iterative methods known to converge for general nonsymmetric problems were the conjugate gradient method applied to the normal equations [24] and Lanczos' biconjugate gradient algorithm [29] . Other early conjugate gradient-like methods for nonsymmetric problems which avoided the use of the normal equations were the generalized conjugate gradient method of Concus and Golub [11] - [12] and Widlund [56] , and Orthomin by Vinsome [44] . These methods apply only to matrices with positive definite symmetric part, although with preconditioning they can in principle be used to solve more general problems [18] . Other conjugate gradient-like methods for more general problems were proposed by Axelsson [58] - [59] ; and Saad and Schultz [41] . Preconditioning techniques that have been effective for symmetric, positive definite systems include the incomplete LU factorization [30] , [31] , the modified incomplete LU factorization [15] , [22] , and the SSOR preconditioning [57] . Most of these extend naturally to nonsymmetric problems. A lot of work has also been done comparing these various iterative methods and the preconditioning techniques [9] , [14] , [18] , [41] . Unfortunately very little of this existing theory is directly applicable to the sparse linear systems arising from homotopy curve tracking, because they are nonsquare, generally indefinite, and lack special structure typical of PDE problems. 
The use of such an auxiliary matrix is known as preconditioning. The goal of preconditioning is to decrease the computational effort required to solve linear systems of equations by increasing the rate of convergence of an iterative method. For preconditioning to be effective, the faster convergence must outweigh the costs of applying the preconditioning, so that the total cost of solving the linear system is lower. The preconditioned coefficient matrix A is usually not explicitly computed or stored. The main reason for this is that although A is sparse, . may not be. The extra work of preconditioning, then, occurs in the preconditioned matrix-vector products involving Q-1. The main storage cost for preconditioning is usually for Q, which typically is stored, so that one extra array is required to handle the preconditioning operation.
As mentioned above, one iterative method known to converge for general nonsymmetric problems is the conjugate gradient method applied to the normal equations. Since the coefficient matrix for the latter system is both symmetric and positive definite, the system can be solved by the conjugate gradient algorithm. Once a solution vector z is obtained, the vector y from the original system can be computed as y Atz.
The drawback of this technique is that, while the coefficient matrix is symmetric and positive definite, the convergence rate depends on cond(AAt) (cond(A)) 2 rather than on cond(A); see [18] for a precise statement.
An implementation of the conjugate gradient algorithm in which y is computed directly, without reference to z, any approximations of z, or AA is due to Craig [13] and is described in [19] and [23] . [44] , Orthodir and Orthores [59] , the Incomplete Orthogonalization Method [40] , the GCR method [18] , and the GMRES method [42] . Another possibility would be to compute a symmetric indefinite factorization of M, and not use iterative methods at all. However, this destroys the skyline data structure containing M, and a tacit assumption here is that the skyline data structures must be preserved. If it were acceptable to destroy the skyline data structure, this direct approach would likely be the most efficient of all for skyline sparsity patterns, but would not generalize to arbitrary sparsity patterns (which the iterative methods will). (14) recovered after several more applications of (19) . This direct algorithm for solving (14) would be effective for such M, but since only one or two negative eigenvalues for M cannot be assumed in general (the M for a large shallow dome problem has many negative eigenvalues along the unloading portions of the equilibrium curve), a direct rank one update/Cholesky scheme would not be suitable for HOMPACK.
There are several other schemes which could be used instead of the one in HOM-PACK for finding the kernel of Dp, for example, (i) using different last rows for the augmented coefficient matrix A of (13) The test problems are now described in detail, beginning with the shallow arch structural response problem.
5.1. Shallow arch. The equations of equilibrium of the arch are obtained from the principle of the stationary value of the total potential energy, according to which, of all the kinematically admissible displacement fields, the one that makes the total potential energy of a structure stationary also satisfies its equations of equilibrium. The total potential energy of a structure is given by the sum of its strain energy and the potential of external loads.
The shallow arch of Fig. 1 is discretized by an assemblage of straight p-q frame elements such as those described in [26] . By symmetry only half the arch need be modelled, and the results here are for the arch parameters used in [28] , with a full arch load of a000 lbs. This is just below the limit point. To go through the limit point and along the unloading portion of the equilibrium curve apparently requires very accurate Jacobian matrices and numerical linear algebra, and none of these iterative linear equation solvers used in HOMPACK were able to go past the limit point without tweaking the HOMPACK step size control parameters. Both the gradient of r as well as its Hessian can be evaluated explicitly without resorting to finite differencing operations as in the case of the frame element used to model the shallow arch.
The effect of modelling the shallow dome with truss elements in concentric rings is that changing the number of truss elements changes the model and its behavior. Thus the dome problems with different degrees of freedom reported in the tables are qualitatively different, with different buckling loads and bifurcation points. The results reported here are for shallow domes with base radius 720 and sphere radius 3060, and a point load at the very top. need to split off a symmetric matrix M from A. 6 . Discussion and conclusions. The convergence rate of conjugate gradient iterative methods for linear systems depends on the spectrum and the condition number of the coefficient matrix, and therefore one would predict t should be a better choice for the last row of A than e. Since is orthogonal to the rows of Dpa(, a good approximation to the first n rows Dpa(x, ) of A, one expects A with to be better conditioned than with ca. Tables 1, 3 , and 5 show that apparently this better conditioning does not compensate for the extra work involved in using .A lthough is sometimes better than ek, there seems to be no strong evidence that is worth the trouble. Figure 3 shows the condition numbers of A and Q-1A along /for the shallow arch problem with n 29 (CGM). The shallow arch problem is indeed a hard problem, but (47) ), but that is no consolation for homotopy curve tracking.
GMRES(k) has a solid theoretical justification [42] , and has been used very successfully in a variety of contexts [4] , [42] , [45] , [46] . Nevertheless, GMRES(k) with k < n performed unacceptably on the test problems here without preconditioning. There are some theoretical results concerning the convergence of GMRES(k) given by Saad and Schultz [42] . These results give worst-case bounds on the rate of residual norm reduction which are determined by the distribution of eigenvalues of A. For the shallow arch and turning point problems, the eigenvalues of A were determined numerically along the homotopy curve, and the resulting bounds were often (although not in every case) found to guarantee only hopelessly slow residual norm reduction, indeed often to guarantee no residual norm reduction at all even when k n. Tables 7-12 show Table 7 ). Average, maximum, and minimum number of conjugate gradient iterations per linear system along homotopy curve for shallow dome problem. 21 1,1,1 1,1,1  1,1,1 1,1,1  1,1,1 1,1,1  1,1,1 1,1,1  1,1,1 1,1,1  1,1,1 1,1 Tables 7-12 and Fig. 3 . It is more robust than the ILU and MILU preconditioners in the presence of turning points and indefinite DxPa. However, the shallow dome problem (Tables 3, 4 , 9, and 10) shows that the Gill-Murray precon- 1,1 1,2,1 1,1,1  1,1,1 1,2,1 1,1,1  1,1,1 1,2,1 1,1,1  1,1,1 1,2,1 1,1,1  1,1,1 1,2,1 1,1,1  1,1,1 1,2,1 1,1 It would be possible to test separately each aspect of the iterative linear system solving algorithms, such as convergence rate, sensitivity to starting point, cost of preconditioning, storage cost, computational complexity per iteration, etc. What ultimately matters, however, is the combined performance of the total algorithm on a wide range of typical realistic problems. Measuring the performance along homotopy zero curves for nontrivial problems is an attempt to measure the overall performance in situ.
A succinct, albeit oversimplified summary of the discussion is that ILU preconditioning is the most efficient but it may completely fail for some cases, while the GillMurray preconditioner rarely fails but is somewhat slower, especially for very large or strongly indefinite problems. With somewhat imperfect preconditioning, Craig's method is more robust than GMRES(k) for k << n for homotopy curve tracking.
