Abstract. We prove a rank 1 version of the Hanna Neumann Theorem. This shows that every one-relator 2-complex without torsion has the nonpositive immersion property. The proof generalizes to staggered and reducible 2-complexes.
Introduction
A deterministically labeled digraph Γ is a graph whose edges are directed and labeled with the letters from an alphabet {a 1 , a 2 , . . .}, with the additional property that at each vertex of Γ, no two outgoing edges have the same label, and no two incoming edges have the same label. Let w be a nonempty word in {a ±1 1 , a ±1 2 , . . .} that is reduced in the sense that no two consecutive letters of w are inverse to each other, and the first and last letters of w are not inverse to each other. We assume that w is simple in the sense that w = v p for any word v and p > 1. A w-cycle in Γ is a closed based path in Γ whose label is of the form w n for some n ≥ 1. Two w-cycles in Γ are equivalent if there is a path with label w m joining their initial vertices for some m ≥ 1. The number of equivalence classes of w-cycles in Γ is denoted by # w (Γ). Finally, let β 1 (Γ) = rank(H 1 (Γ)) be the first Betti number of Γ, and recall that β 1 (Γ) = |E(Γ)| − |V(Γ)| when Γ is connected. We use the notation E(Y ) = Edges(Y ) and V(Y ) = Vertices(Y ) for a complex Y .
In this paper we prove the following naive statement illustrated in Figure 1 : Theorem 1.1. Let Γ be a deterministically labeled graph, and let w be a reduced simple word in its alphabet. Then # w (Γ) ≤ β 1 (Γ).
Theorem 1.1 was conjectured in [Wis03] , as part of a program to prove that every one-relator group is coherent. Theorem 1.1 was proven when w is a positive word in the sense that it has no a −1 i in [Wisb] . The inequality # w (Γ) ≤ 2β 1 (Γ) was proven in [Wis06] under the assumption that the Strengthened Hanna Neumann Conjecture holds. This latter conjecture was recently proven in [Fri14, Min12, Dic11] . The spirit of Dicks' proof which was extracted from Mineyev's argument, and the realization that orderability should play a critical role here, has inspired this note. 
Lars Louder and Henry Wilton have independently proven Theorem 1.1 in [LW14] . Their lovely proof is more geometrically palpable than ours, yet also relies on orderability in a fundamental way. Theorem 1.1 is a simplified statement of results simultaneously counting multiple types of cycles in Theorems 4.1 and 5.5. These apply to the class of "bi-slim" 2-complexes which include staggered 2-complexes, and to the more general class of "slim" 2-complexes which include Howie's reducible 2-complexes (see Definition 2.1). In each case, an additional collapsing conclusion is obtained, showing that these 2-complexes have the "nonpositive immersion property".
2. Definitions 2.1. Preorder. A preorder on a set E is a reflexive, transitive relation on E, denoted by . As usual, a ≺ b means that (a b) ∧ ¬(b a). An element a ∈ E is minimal in a subset S ⊆ E if there is no s ∈ S such that s ≺ a. The element a is strictly maximal in S if there is no s ∈ S − {a} such that a s. The reader should keep in mind the special case of a total ordering. 2.2. Slim and bi-slim 2-complexes. Definition 2.1 (Slim and bi-slim). A combinatorial 2-complex X is slim if:
(1) There is a π 1 X-invariant preorder on E( X) (2) E(∂R) has a unique strictly maximal edge e + R for each 2-cell R of X. Moreover, e + R is traversed exactly once by the boundary path ∂ p R. (3) If R 1 and R 2 are distinct 2-cells in X and e
X is bi-slim if it additionally satisfies: (4) for each 2-cell R in X, there is a distinguished edge e
, then e
Remark 2.2. A condition that implies bi-slim and generalizes the classical notion of staggered is: X is π 1 X-staggered if there are π 1 X-invariant total orderings (<) of the 2-cells of X and of a π 1 X-invariant subset O of the edges of X such that:
(1) The boundary path of each 2-cell of X traverses at least two edges of O.
(2) If R 1 < R 2 then min(R 1 ) < min(R 2 ) and max(R 1 ) < max(R 2 ), where min(R) and max(R) denote the minimal and maximal edges in ∂R.
Example 2.3. The standard 2-complex of the presentation of a one-relator group without torsion is slim. More generally, a reducible 2-complex (see [How82] ) in which no attaching map is a proper power is slim.
A reducible 2-complex X has a distinguished subset of edges e 1 , . . . , e m such that its 2-cells are ordered R 1 , . . . , R m , and each boundary path ∂ p R k is an immersed path in X 1 that traverses e k but does not traverse e j for j > k.
Howie showed that any subpath of ∂ p R k which starts and ends at an initial vertex of e k is essential in π 1 X. Furthermore, when no attaching map is a proper power, Howie showed that π 1 X is locally indicable and thus has a left-ordering <. To see that X is slim, we declareẽ i ẽ j if either i < j or i = j and gẽ i = e j with g < 1 π 1 X .
Example 2.4. Let ϕ : J → J be a π 1 -injective map from a graph to itself. We show that the mapping torus X of ϕ is slim. The attaching map of each 2-cell in X is of the form t u φ(a)t −1 v a −1 , where a is a "vertical" edge arising from J and each t p is a "horizontal" edge arising from a vertex p of J. Let ρ : X → R be the map associated to the homomorphism π 1 X → Z induced by π 1 J → 0 and t p →
w-cycles.
Definition 2.5 (w-cycle). Let X be a 2-complex and {R 1 , R 2 , . . .} be its 2-cells. For each i, let w i → X 1 be the immersed combinatorial circle corresponding to ∂ p R i .
Let Γ → X 1 be an immersion of a connected graph. A w i -cycle in Γ is a lift of w i to Γ. Two such lifts are equivalent if they differ by an element of Aut( w i ).
# w i (Γ) is the number of equivalence classes of w i -cycles in Γ and # w (Γ) = i # w i (Γ). Likewise, # w i (Γ) is the number of w i -cycles and # w (Γ) = i # w i (Γ). 2.4. Pre-widges. We henceforth assume that X is slim. The preorder on the E( X) induces a π 1 X 1 -invariant preorder on the E( X 1 ) via the map X 1 → X 1 .
Fixing basepoints of X 1 and Γ, we regard the universal cover Γ as a subtree of X 1 , and we restrict the above preorder to a π 1 Γ-invariant preorder on the E( Γ).
A w i -line is the image of a lift w i → Γ of a w i -cycle in Γ. We use the term w-line to indicate a w i -line for some i.
Let be a w-line. A pre-widge of is an edge that is strictly maximal in E( ). A pre-widge is an edge of Γ which is a pre-widge of some w-line.
As π 1 Γ permutes the w i -lines (for each i) and preserves the ordering, we see that π 1 Γ permutes the pre-widges. For each w-line , the pre-widges of lie in a single Stab π 1 X 1 ( )-orbit by Definition 2.1.(2). No edge is a pre-widge of two different w-lines by Definition 2.1.(3).
Widges and isles
The image in Γ of a pre-widge is a widge. Let W(Γ) ⊂ E(Γ) denote the set of widges in Γ. Removing the open edges W(Γ) from Γ, we obtain a set I(Γ) of components called isles. The significance of the isle-widge decomposition lies in:
Lemma 3.1. Let X be slim. Let Γ → X 1 be an immersion of a compact graph. Then # w (Γ) < β 1 (Γ) + T , where T is the number of isles that are trees.
Proof. We first express the Euler characteristic of Γ in terms of the decomposition:
Since the last term is less than or equal to T , we have |W(Γ)| < β 1 (Γ) + T . Finally, # w (Γ) = |W(Γ)| by the definition of widge.
4. Counting w-cycles with multiplicity in the bi-slim case Theorem 4.1. Let X be bi-slim. Let Γ → X 1 be an immersion of a compact graph. Suppose that each edge of Γ is traversed by at least two w-cycles or traversed at least twice by some w-cycle. Then either Γ is a single vertex or
Proof. By Lemma 3.1, the desired conclusion will follow by showing that no isle I of Γ is a tree. Suppose I were a tree, and consider I ⊂ X 1 . Choose e to be a pre-widge of a w-line intersecting I, and assume that e is minimal among all such choices. Observe that the edges e 1 , e 2 in immediately before and after ∩ I are pre-widges of . Indeed, each e i is a pre-widge since it is incident to I, and if e i were a pre-widge of another line, then e i ≺ e by Definition 2.1.(3), violating the minimality of e. Because e 1 , e 2 are pre-widges of , the arc connecting them is at least as long as the cycle w associated to , and consequently contains an edge e − mapping to the distinguished edge e − R of the 2-cell in X to whose boundary maps. Let be another w-line that traverses e − . Then intersects I and e ≺ e for any pre-widge e of by Definition 2.1.(4). This contradicts the minimality of e. Definition 4.2 (Collapsing Γ w ). We form a 2-complex Γ w from Γ by adding a single 2-cell for a representative of each w-cycle equivalence class in Γ.
An edge e in a 2-complex is a free face of a 2-cell f if ∂ p f traverses e exactly once and e is not in the boundary of any other 2-cell. In this case, we can collapse to a subcomplex with the same homotopy type by removing the open cells e, f . If B is obtained from A by a sequence of such collapses then we say that A collapses to B.
Corollary 4.3. Let X be bi-slim. Let Γ → X 1 be an immersion of a compact graph. Then # w (Γ) ≤ β 1 (Γ) with equality only if Γ w collapses to a tree.
Proof. Suppose Γ w has an edge e that is isolated in the sense that e is not in the boundary of any 2-cell. The statement holds for (each component of) Γ − e by induction on the number of such edges. When e is non-separating, the extra β 1 yields a strict inequality for Γ. When e is separating, either both components of Γ w − e collapse to a tree, or we get a strict inequality for one of the components of Γ − e and hence for Γ.
We now assume that Γ w has no isolated edge. Suppose Γ w has a free face e. Observe that e cannot be separating. Removing e decreases both # w and β 1 by 1. (
Thus each inequality in (2) is an equality, and so Y = Γ w collapses by the second statement of Corollary 4.3.
5.
Counting w-cycles (without multiplicity) in the slim case
As we now only count equivalence classes of w-cycles, we focus on only one widge from each equivalence class of w-cycles. Accordingly, two widges in Γ are equivalent if they are images of pre-widges of a common w-line. We arbitrarily select one widge from each equivalence class and call these great widges and refer to their preimages as great pre-widges. The great isles are the components obtained by removing the great widges from Γ.
Lemma 5.1. Let X be slim. Suppose Γ → X 1 is an immersion of a compact graph. Then # w (Γ) < β 1 (Γ) + T , where T is the number of great isles that are trees.
Proof. This is proved like Lemma 3.1 replacing # w (Γ) by # w (Γ) and T by T .
A great widge is a local widge to a great isle if its corresponding w-cycle does not traverse an edge in any other great isle.
Lemmas 5.2 and 5.3 hold for an immersion Γ → X 1 with Γ connected and locally finite (but not necessarily finite).
Lemma 5.2. Let I be a great isle that is a finite tree. Let J be the union of I and its local widges. If π 1 J → π 1 X has trivial image, then I is the unique great isle.
Proof. Consider J ⊂ Γ. Since Stab( J) is a subgroup of ker(π 1 X 1 → π 1 X) we see that there are finitely many -equivalence classes of edges incident with J in Γ.
Letẽ 1 be a minimal great pre-widge incident to J; its image e 1 is not a local widge. Consider its w-line 1 . Since e 1 is not a local widge of I, the line 1 contains another great pre-widgeẽ 2 incident with J. Sinceẽ 2 is on 1 , we must haveẽ 2 ẽ 1 . The minimality ofẽ 1 obviatesẽ 2 ≺ẽ 1 .
Ifẽ 1 ẽ 2 thenẽ 2 is a pre-widge of 1 sinceẽ 1 is a pre-widge. Asẽ 2 is a great pre-widge, it must be a great pre-widge of 1 and hence in the same Stab( 1 )-orbit asẽ 1 . But thenẽ 1 andẽ 2 have the same image in Γ, which is thus a local widge as the path fromẽ 1 toẽ 2 is in J. This contradicts thatẽ 1 is not a local widge.
As each great widge incident to I is local, we see that I is the only isle.
Lemma 5.3. If some great isle is a finite tree, then it is the only great isle.
