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Urban planning focuses on the development and design of space within urban environments. 
Planning processes have become more complex with population growth and an increase in 
urban activities. In such complex environment, computational tools play a vital role (e.g. 
Planning Support Systems (PSSs)) by allowing planners, managers and researchers harness 
the power of data to drive evidence-based planning. Representations of human interactions 
and their involvements need to be included into such planning systems. This demand for 
detailed information about the resident population is usually fulfilled by artificially generated 
population based on available Census data. Despite the richness in demographic attributes, 
the location resolution of such synthetic populations remains at the spatial resolution 
specified by the input census data. 
Given the dwelling distribution is almost always not uniform across the spatial unit used by 
the Census; there is an opportunity to improve the location resolution of synthetic populations 
further. A finely resolved synthetic population in terms of dwelling location can significantly 
extend the usability of such populations, for example, in detailed public transport route 
planning or to estimate the demand for schools or day-care centres. Hence, the primary aim 
of this research is to generate a synthetic population whose location is resolved at the 
dwelling or address level. Consequently, this research develops methods to (a) generate a 
detailed database of the dwelling stock in a given area including the estimation of property 
value, (b) generate a synthetic population for the same area, and (c) geolocate the synthetic 




The process starts by identifying and quantifying the available buildings in the Illawarra 
region, Australia. This research first developed a method to extract building footprints in 
vegetation-rich urban areas using very high resolution satellite imagery. Although 
commercial products such as PSMA Australia deliver building footprints in high accuracy, 
the feature extraction procedure used in this study performed with 72% accuracy in a 
vegetation rich area. Building heights were then calculated using LiDAR data, and was used 
in the estimation of number of stories in buildings. An Australia wide address database 
known as G-NAF was then used to identify individual dwellings associated with buildings. 
This is particularly relevant for apartment buildings. Foregoing estimated attributes and 
secondary data such aggregate building characteristics at the Statistical Area 1 level available 
from Australian Census were fed into machine learning algorithms to estimate the internal 
structure of dwelling units. The attributes of interest included number of bedrooms, number 
of bathrooms and number of parking spaces. These structural attributes and location specific 
factors govern the property price to a large extent. Location specific accessibility, aesthetic 
factors and neighbourhood characterises were considered. Hedonic pricing method was 
employed to estimate the property value. The sequence of approaches estimates 
characteristics relevant to dwellings in the study area.  
A synthetic population was generated using the combinatorial optimization algorithm. 
Generated population conforms to the individual and household characteristics reported in the 
Census across all considered attributes. An adapted dynamic time warping algorithm was 
used to measures the distance between a household’s dwelling requirement and the structural 
and amenity characteristics associated with dwellings. The least difference gives the closest 
match, and households were assigned to dwellings accordingly. 
The tools and methods developed in this dissertation allow for the first time to combine 
publicly available data in a comprehensive analytical pipeline to construct a digital dwelling 
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stock, a synthetic population, and allocate households in the synthetic population to the 
digital dwelling stock, creating a very rich and fine resolution information layer on which 
many planning support tools and simulation models can be built. Implications of this ground-
breaking work on planning, urban simulation modelling and other application areas are 
discussed, and recommendations are provided on the possible improvements and extension of 
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Urban planning focuses on the development and design of space within urban environments. 
In doing so, it encapsulates transportation, communication, distribution networks and other 
aspects in the environment. From a socioeconomic perspective, urban planning concerns 
more on social wellbeing by improving welfare and services while facilitating capital 
accumulation on infrastructure (Adams, 1994). In the literature, urban planning has been 
defined in numerous ways. For instance, Diem (2018) defined urban planning as “the 
application of long-range, comprehensive decisions by governmental agencies to the growth 
and development of urban centres and surrounding suburbs”. This definition of urban 
planning explains the associated complexity as the foundation for mega projects that are 
governed by state or central government policies. Moreover, it considers the effects of social 
and economic activities on the urban fabric. Urban planning extends its remit beyond the 
current demand by balancing the requirements of the future.  
Planning processes have become more complex with population growth and an increase in 
urban activities. Hence computational tools play an increasing role in evaluating the 
consequences of proposed plans. For instance, so called Planning Support Systems (PSSs) are 
widely been used for urban planning. PPSs are data driven modelling approaches for 
predicting alternative scenarios for various future plans. Further, these PSSs focus on 
assisting decision makers in semi-structured tasks by improving effectiveness of their 
decisions (Timmermans, 2003). Activities in cities or regions demand more computational 
capabilities, and advanced hardware and software enable design, construction and simulation 
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of scenarios in complex systems with spatial information. Spatial Decision Support Systems 
(SDSSs) are extensions of PSSs which include processing of spatial information for planning. 
Such tools are widely been used in urban management (Pettit et al., 2018, Pérez et al., 2018, 
Coutinho-Rodrigues et al., 2011). Precision of such systems depend on data quality and 
model performance.  
Broadly, two key groups of people involved in urban planning are decision makers – who 
consider and approve plans – and people who benefit from those plans. Hence, urban 
planning needs to be aided by SDSSs with representations of human interactions and their 
involvements. This calls for detailed data and information about the resident population of a 
given geographic area. For example, complete information on socio-demographic 
characteristics of residents is needed for modelling the population behaviour in an urban area. 
This is because the individual characteristics such as age, sex and education level influence 
their behaviour and lifestyle.  
1.2 Research aims 
A key challenge for urban planning is lack of information. There are numerous approaches to 
estimate missing information about a population. Such information can be found from coarse 
resolution to fine resolutions. Projects like LandScan1 delivers population information in 
varying coarse resolutions (30 by 30 seconds) and develops models based on various input 
data including slope and proximities to highways. Further, land use patterns in residential 
areas, obtained using remote sensing and image analysis (Lu et al., 2006, Chen et al., 2019), 
have been used in the literature to estimate the population densities. These examples generate 
limited information (i.e. number of people or population density) about a population.  
 
1 Global population distribution data 
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In this regard, census data is also not fit for purpose. This is because census collects 
individual and household data, but publicly releases only aggregate figures for geographic 
areas to prevent the potential breach of individual privacy. The highest spatial resolution 
associated with the Australian census is Statistical Area 12 that has a population between 200 
and 800 (Australian Bureau of Statistics, 2017). In an area of this size, dwellings (residential 
locations) are not uniformly distributed as they contain non-residential areas such as 
parklands, reserves and commercial precincts. However, accurate and fine-grained 
representation of the actual populations and their precise locations are required for many 
modelling and planning tasks. As a solution, populations are generated artificially to match 
the census (i.e. known as synthetic populations). By generating the synthetic population, 
aggregate census data of a geographical area (e.g. administrative divisions and statistical 
divisions) is disaggregated into households and individuals.  
Common approaches discussed in the literature for generating an area-specific synthetic 
population are synthetic reconstruction (SR) (Beckman et al., 1996, Ye et al., 2009) and 
combinatorial optimization (CO) (Williamson et al., 1998). Generally, these approaches 
generate the area-specific population of individuals and households using multiple sources of 
information (e.g. census and survey data). Notably the generated synthetic population refers 
to a geographical area (e.g. SA1) rather than a specific location in terms of X-Y coordinates. 
To address this gap, the main aim of this dissertation is to develop an end-to-end data driven 
method to geolocate the synthetic households and individuals to specific locations (identified 
in terms of X-Y coordinates). 
1.3 Research questions  
To achieve the above aim this dissertation addresses the following research questions:  
 
2 Although meshblock is reported as the smallest geography, detailed socioeconomic data is not available for 
this spatial unit 
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1. How is it possible to identify potential residential locations and estimate their extent 
on the ground using remotely-sensed data?  
2. In spatially identified residential locations, what is the best way to estimate structural 
attributes present in each individual dwelling? 
3. How is it possible to estimate the prices of identified dwellings in the absence of some 
key spatial information?  
4. How is it possible to generate a representative synthetic population for a small area 
using census information? 
5. What is the best way to assign households and individuals in the generated synthetic 
population to dwellings by matching their characteristics with dwelling 
characteristics?  
The first research question is addressed by developing an algorithm to extract building 
rooftops from the high-resolution satellite images (chapter 2). A dwelling is the finest spatial 
resolution to which a household in the synthetic population can be allocated. This can be a 
part of a building (units in an apartment block) or an entire building (single house). Given 
rooftops are clearly visible in high resolution remotely-sensed images and such data are 
ubiquitous now, very high-resolution images can be readily used to extract the rooftops 
(Singh et al., 2012, Pendyala et al., 2019). Moreover, different techniques are available to 
extract objects such as rooftops from high resolution satellite images. ‘Feature extraction’ 
techniques are widely used within this literature (Nosrati and Saeedi, 2009, Aldred and 
Wang, 2011). External building characteristics can be identified and their parameters mapped 
by using remotely-sensed data. To perform that task, a feature extraction algorithm is 
calibrated and buildings are extracted from high resolution satellite images. Extents of the 
extracted residential building are later used for estimating structural attributes of dwellings in 
chapter 3. As a widely available data source, satellite images capture ground information and 
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also unwanted information (noises). Hence an algorithm is further developed to minimize the 
effect of noise due to shadows created by high rise vegetation. This increases the accuracy of 
the rooftop extraction process. 
To address the second research question, chapter 3 analyses popular predictive algorithms 
in order to estimate the unknown dwelling attribute from the known. This chapter has two 
main steps. In the first step, heights of buildings are estimated as they are closely linked to 
the building’s internal structure. Trigonometry has been used on satellite images for height 
estimation (Shao et al., 2011), but such methods are more suitable for isolated buildings as 
shadows of tall buildings can obscure the height estimation of the subject buildings. Another 
commonly used remote sensing data source for the height estimation is Light Detection and 
Ranging (LiDAR). For example, Shiravi et al. (2012)) used LiDAR to estimate building 
heights in a study of urban transport planning. In the present study, LiDAR was used for 
estimating the height of residential buildings in the study area. The second step evaluates the 
performance of common predictive models (i.e., multiple linear regression, decision tree, 
random forest and AdaBoost) to select the best predictive algorithms3. The chapter also 
analyses influence of hyperparameters on performance of above predictive algorithms. 
Moreover, relationships that exist in secondary data including land use and structural 
attributes can also be used to identify building structural characteristics (Davidoff and Leigh, 
2008b). For example, sales records provide a sample of dwellings with their internal 
structural characteristics including number of bedrooms, bathrooms and car spaces. Buildings 
vary in their structural characteristics including external and internal structure and the number 
of dwellings in a building indicates whether a dwelling is a separate house or a unit. 
Furthermore, neighbourhood information may reveal the typical building structure in an area 
and that information can be used to identify additional characteristics of buildings. Using that 
 
3 Mean squared error (MSE) and mean absolute percentage of accuracy are computed in order to measure 
performance of each algorithm.  
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information and estimated building heights and building footprints, chapter 3 estimates 
structural attributes for those dwellings without that information. 
A dwelling has a monetary value that depends on many factors. Hence, the third research 
question is addressed by developing a hedonic house price model to estimate house prices 
(chapter 4) in the absence of key spatial information. External and internal characteristics of a 
dwelling determine the price of a dwelling in the market to a large extent (Herath and Maier, 
2010, Park and Bae, 2015). Values of dwellings may be available with sales records, but not 
for all the dwellings in a particular area. Hence, the values of some dwellings need to be 
estimated. In most cases, the price of a dwelling is determined by the structural (Ottensmann 
et al., 2008, Fan et al., 2006), locational (Paterson and Boyle, 2002, Ottensmann et al., 2008) 
and macro-financial factors. The macro-financial factors show the national or regional level 
influence on dwelling prices and create more or less equal impact on the local real estate 
markets (Algieri, 2013, Anonymous, 2007). Hence, the macro-economic factors are excluded 
by estimating the values of dwellings at a given point in time. Parameters estimated in the 
model indicate the relationship between dwelling characteristics and price, which can 
subsequently be used to predict the value of dwellings. This model also encapsulates the 
influence of aesthetic views and their closeness. These steps generate a house price layer to 
be matched later with the income spectrum of the household in the synthetic population. 
The fourth research question is addressed by developing an algorithm to generate synthetic 
populations for small areas (chapter 5). The process of population synthesis generates 
individuals and households for the smallest geographical area for which census data is 
available. Two main approaches are available for generating the synthetic population. First 
approach is synthetic reconstruction (SR) developed by Wilson and Pownall (1976). In this 
approach, a list of households and associated individuals are created to match the census 
figures. The SR approach is a long standing method for generating synthetic population and 
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SYNTHESIS (Birkin and Clarke, 1988) is a popular model developed based on this 
approach. Murata and Harada (2018) applied this approach to generate a synthetic population 
for Japan and the main difference was they synthesised the population without employing a 
sample. Second method for developing a synthetic population is combinatorial optimization 
(CO) approach, introduced by Williamson et al. (1998). CO involves finding the best-fit 
combination of households for aggregated census data of the geographic area. Computer 
driven searching algorithms are used to find the best-fit combinations. The main advantage of 
this approach is, the composition of the generated synthetic population comes from a sample 
of household and individuals who represent a particular area. However, these common 
methods generate the synthetic population for a small area geography due to unavailability of 
unit records. Population summaries of the synthetic population in SA1 level are evaluated 
with the 2011 census for assessing the accuracy of the synthetic population.  
Final research question is addressed by developing an algorithm to match dwelling 
characteristics with household and individual characteristics (chapter 6). Precise location 
information about households and individuals of the synthetic population is useful for many 
planning purposes. The generated synthetic population is a collection of households and 
individuals, who have attributes including number of persons in a household, household 
income and individual age group. Dwelling choice of households usually boils down to the 
disposable income of households and the market value of dwellings. In addition to price of a 
house, housing choice also depends on a household’s other requirements such as proximity to 
schools. Demographic characteristics are often reflective of the requirements a household 
looks for in a dwelling. Hence, matching dwelling characteristics with household 
requirements provides an effective way to geolocate synthetic households. Based on 
household requirements, there can be several dwelling choices within the affordable limit, 
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which allow them to narrow down their selection based on other relevant factors such as 
distance to quality schools and attractive neighbourhoods. 
Locations and 2D dimensions of the buildings are estimated using the evaluated algorithms 
mentioned in relation to research question 1. As the internal structure of a dwelling influences 
its living space and value, by addressing research question 2, appropriate algorithms are 
employed to estimate the internal structure of each dwelling. Hedonic price model explains 
the effect of each individual variable associated with a dwelling on its price. Estimated 
structural variables are employed alongside the calculated locational and neighbourhood 
variables to estimate the price of each dwelling in the study area. The dwelling stock contains 
characteristics including price, structural attributes and proximities to amenities, and the 
generated synthetic population comprises household characteristics. An algorithm is 
generated to find the most appropriate dwelling for each household. Chapter 6 elaborates the 
approaches undertaken to address each research question and how these standalone chapters 
collectively achieve the main aim of the dissertation.  
1.4 Structure of the dissertation   
Figure 1-1 presents the structure of the dissertation. Chapter 2 calibrates a model for 
extracting rooftops of buildings from WorldView2 satellite images. Here, building rooftops 
are extracted by applying a feature extraction technique. Chapter 3 discusses a method for 
extracting internal structures of building using a predictive algorithm. It starts by computing 
extents and highs of buildings for estimating the total floor area of buildings using a 
calibrated algorithm and LiDAR. Estimated floor area and secondary data are used to 
evaluate common predictive models to estimate internal structures of buildings. The best 
algorithms are later employed to estimate internal attributes of dwellings (chapter 6). In 
addition to the physical attributes of dwellings, chapter 4 uses estimated locational and 
structural attributes to estimate their influences on house prices. Available data from the 
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census, sales records and estimated location specific data are used for analysing the effect of 
each variable using hedonic price method. The calibrated model is later used to estimate 
house prices in the study area (chapter 6). Chapter 5 discusses the approach used for 
developing a synthetic population for SA1s in the Illawarra region. Summary tables from the 
census and sample data from Remote Access Data Laboratory (RADL) are employed within 
a combinatorial optimisation algorithm to generate the synthetic population. These generated 
households and individuals in the synthetic population are matched with estimated attributes 
of dwellings to assign households into appropriate dwellings (chapter 6). Chapter 7 concludes 
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A	 hybrid	 method	 for	 building	 extraction	 in	 vegetation-rich	 urban	
areas	from	very	high-resolution	satellite	imagery	
2.1 Introduction 
Expansion of urban areas is a globally observed phenomenon that changes the urban 
environment by adding new structures or by altering existing structures. As a result, 
continuous update of buildings and their properties are important for various planning 
activities such as transport, environmental and hazard management. Some properties of 
buildings show clear relationships with other properties, like the one observed between the 
rooftop and the footprint of a building. Hence, rooftop provides an excellent proxy for a 
building’s footprint. Given the rooftops are clearly visible in high resolution (HR) remotely 
sensed images and such data are ubiquitous now, satellite images are commonly used for 
rooftop identification (Angiati and Dellepiane, 2011, Xiang et al., 2012) using ‘feature 
extraction’ techniques.  
Feature extraction is a dimension reduction technique. Image based feature extraction was 
introduced in early 60s’for character recognition (Doyle, 1960, Bakis et al., 1968). In the late 
80s’feature extraction techniques were used for the first time in spatial sciences with digital 
images as the data source (Taniguchi and Kawaguchi, 1989). During the last two decades, 
this technique has been used in different fields related to spatial sciences. For examples, 
Jahjah and Ulivieri (2010) used feature extraction in an archaeological study. The extraction 
was based on the archaeological structures, and feature extraction was used to analyse the 
structure and forms in archaeological site. Sebari and He (2013) used feature analysis 
technique for urban land use analysis and urban object identification. Urban object 
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identification is a complex process as the urban environment is characterized by a wide range 
of size(Leitloff et al., 2010), shape(Angiati and Dellepiane, 2011, Xiang et al., 2012) and 
texture variations in objects. 
HR images acquired over urban environments contain significant amount of noise caused by 
shadows and vegetation, thus posing a challenge to rooftop extraction (Aldred and Wang, 
2011, Singh et al., 2012). Shadows increase the error of omission (Aldred and Wang, 2011). 
This challenge is exacerbated by the modern urban planning practices, in particular the 
emphasis on preserving  every square meter of natural area possible, that increase the 
diversity in the urban landscape (Humphreys, 1989). While urban landscapes enjoy great 
benefits brought by the increased presence of natural elements, the information collection 
mechanism that we discuss in this paper, which is feature extraction, needs to be supported 
by innovative methods that enhance the purity of the reflectance associated with the urban 
objects of interest from such landscapes.  
The main objective of this study is to develop a novel method to detect building rooftops in 
vegetation rich urban areas using HR/ very high resolution (VHR) satellite imagery. 
Depending on solar zenith and azimuth angles, surrounding large vegetation cast shadows on 
rooftops. These shadows alter the typical reflectance pattern of the rooftop. Also, large trees 
that partially obstruct the view affect the accuracy of rooftop area estimation. Hence, we 
place a particular emphasis on minimizing the interference of large trees in the form of 
shadows and the partial obstruction of view. We describe a method that reduces the effect of 
shadows on rooftop extraction process yielding higher feature extraction accuracy. 
The remainder of this chapter is organized as follows. We first provide a basic background 
and theory related to the methods used in the paper. The second section discusses the method 
and related literature associate with each step. The third section is dedicated to result and 
discussion. Finally, we draw conclusions based on the observed results.  
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2.2 Background  
Satellite images are a rich data source, but it takes some meticulous work to extract useful 
information from this data source. Such information extracted using image analysis (Li et al., 
2015) and photogrammetry (Pearse et al., 2018) has been used in various fields such as urban 
planning and natural resource management. Traditional methods such as supervised and 
unsupervised image classification, and also Object-Based Image Analysis (OBIA), machine 
learning are among the methods used in this information extraction.  
Buildings are a key constituent of the urban fabric. Numerous studies have been conducted to 
extract building information from data such as satellite imagery and LiDAR. Spatial 
resolution is a key property of satellite images that has a huge bearing on the precision of 
building extraction. Pixel size is the measuring unit of the spatial resolution. A pixel is 
measured in millimetres on the image and in meters on the ground (Chuvieco, 2010). Based 
on the pixel size satellite images are categorized into low spatial resolution, moderate spatial 
resolution, high-resolution and very high resolution (VHR). VHR images, the data type used 
in this study, are those having spatial resolutions better than 1m (Thierry, 2009). While there 
are a number of satellites capturing VHR images including IKONOS, QuickBird and SPOT, 
our imagery data come from WorldView2. The WorldView2 sensors capture multispectral 
(MS) images at 2m and panchromatic images at 0.5m spatial resolutions. The other dataset 
used in this dissertation, the LiDAR data, is also a recurring data source used for the feature 
extraction in various applications including building extraction (Xia and Wang, 2018, Chen et 
al., 2012) and forestry (Lim et al., 2003, Genç et al., 2004).  
Various techniques are available to extract information from remotely sensed data. Active 
contour model (Kass et al., 1988) is a popular method for extracting features from images. 
This method utilizes the movement of dynamic curves of surfaces within an image domain. 
Movements are driven by internal or external forces, and if there are targeted image 
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boundaries, the curves/ surfaces reach their minimum energy state. Based on the principle of 
the active contour model, a variety of image problems have been solved including image 
segmentation (Kashyap and Tiwari, 2018) and boundary detections (Ahmadi et al., 2010). 
Mathematical Morphology (MM) based algorithms have also been used to extract objects 
from images. These algorithms consider additional features of target objects including shape, 
size and neighbourhoods. Gavankar and Ghosh (2018) used MM based algorithm for 
extracting buildings from satellite images and achieved a relatively higher accuracy (>82%) 
compared to pixel based algorithm. MM based algorithms also feature in medical image 
analysis (Thiran and Macq, 1996, Devkota et al., 2018) and electrical engineering 
applications (Mishra et al., 2019). Moreover, machine learning algorithms are widely used in 
feature extraction from satellite images. Zhong et al. (2016) used fully convolutional 
networks for extracting buildings and roads from satellite images. As a commercial product, 
PSMA Australia (2017) delivers national scale building footprints for Australia, and their 
machine learning algorithm delineates rooftops at over 90% accuracy.  Textural and spatial 
variations captured by VHR images are vital sources of information for object separation in 
complex landscapes such as urban areas. OBIA has been used to overcome most of the 
problems associated with pixel based classifications. For example, in segmentation, an image 
is split into homogenous groups based on both the spectral and the spatial uniformity (Baatz 
and Schape, 2000).  
Within a single class of interest (e.g. roof) one can usually identify several subclasses (e.g. 
different roofing materials) that need to be accounted for. Some research focuses only on a 
single class like buildings (Angiati and Dellepiane, 2011) where specific properties related to 




Depending on the azimuth angle at the time of image acquisition, shadows created by ground 
objects can be a nuisance. Liu and Prinet (2005) have used a feature and area based approach 
to identify different regions in shadow-affected images.  They used a probability function to 
separate the buildings from the background. Femiani et al. (2015) used shadows as an 
advantage in extracting rooftops from aerial images. Further, commercial product like PSMA 
Geoscape is available for precise locational data including digital buildings. However, this 
chapter focuses on addressing a very specific problem related to rooftop extraction, reducing 
extraction error caused by shadows of tree canopy so the algorithm works acceptably in 
vegetation rich urban and suburban areas. Due to the heightened attention on sustainable 
development, future urban fabrics more likely to be vegetation rich areas, and shadows due to 
tall vegetation will influence the accuracy of feature extraction. Moreover, the methods 
developed in this research can be used in commodity computer hardware, unlike PSMA 
Geoscape algorithms that need dedicated GPU processing.  
2.3 Methods 
2.3.1 Image analysis 
2.3.1.1 Satellite images and image enhancement techniques 
Spatial resolution of an image is positively correlated with the embedded information 
(Narayanan and Desetty, 2002). In HR and VHR images, usually several pixels form a single 
object compared to low resolution images where one pixel may contain two or more different 
objects. Thus, very high spatial resolution, as observed in WorldView2 panchromatic band, 
allows us to take the path of object based image analysis. Equally important in the process of 
isolating objects from imagery is the spectral signatures of the objects, which are the unique 
reflectance of electro-magnetic energy caused by the ground objects as recorded in multi-
spectral bands. Inter-band arithmetic operations applied to multi spectral images can amplify 
weak and hidden signatures. It is also possible to combine high spatial resolution of 
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panchromatic images and high spectral resolution of multi spectral images using a process 
called image fusion or pan-sharpening.  
Pan sharpening is an image processing technique used to merge images of two spatial 
resolutions, typically HR panchromatic and low resolution multi-spectral, while preserving 
the spectral information (Aiazzi et al., 2011). Pan-sharpening outputs an image of which 
spatial resolution is similar to panchromatic image and while carrying all the spectral bands 
present in the MS image. Different methods are available for spatial enhancement through 
pan sharpening (e.g. Intensity-Hue-Saturation (IHS)(Afify, 2012), Principal Component 
Analysis (PCA)) 
In this study, subtractive resolution merge (SRM) (Shu-yi et al., 2005) was used as an image 
enhancement technique. The WorldView2 MS images with 2m spatial resolutions were used 
as low-resolution images and panchromatic images with 0.5m were used as high-resolution 
images. The SRM is capable of controlling both spectral and spatial retentions(Ashraf et al., 
2013a). A limitation of the SRM is that the algorithm can apply only for the dual resolution 
sensors where the spatial resolution ratio is 1:4 (Ashraf et al., 2013b). WorldView2 images 
used in our study fulfil this requirement. The SRM algorithm also reduces the boundary error 
caused by spatial mixing (Yang, 2011). The resultant image has a 0.5m spatial resolution 
with four spectral bands (red, green, blue and near-infrared). 
2.3.1.2 Normalized Difference Vegetation Index (NDVI) 
Normalized Difference Vegetation Index (NDVI) is an arithmetic calculation between red (R) 








Values resulting Inter-band arithmetic calculation varies between -1 and +1. Vegetation 
reflects most of the visible and NIR wavelengths, and the reflection of the red wavelength is 
minimal due to absorption by leaves for photosynthesis  (Campbell, 2002). NDVI values 
reveal important vegetation characteristics such as   healthiness (Willem, 2009), internal or 
external structure, water stress and mineral (Salem et al., 2009) stresses of the vegetation. 
Accordingly, higher NDVI values are associated with the vegetation areas while the lowest 
values represent are registered by waterbodies due to absorption of NIR. Other objects like 
buildings, bare and soil have intermediate NDVI values. This helps to delineate the vegetated 
area from other objects in an image. 
2.3.1.3 Dimensionality reduction  
Image datasets usually consist of redundant data. Dimensionality reduction methods are used 
to remove those redundant information (Minimum Noise Fraction (MNF) transformation, 
PCA, Singular Value Decomposition (SVD)). The PCA and the traditional SVD share similar 
characteristics, where data reduction is achieved by multivariate statistical analysis. Modern 
SVD uses different techniques for dimensionality reduction including tensor decomposition 
for multidimensional matrices and nonnegative matrix factorization (Lipovetsky, 2009). 
However, SVD can be used for finding the PC by truncating detailed SVD which includes 
less significant vectors. These dimensionality reduction techniques facilitate many algorithms 
to perform well under low dimensional and uncorrelated datasets (Roessner et al., 2011).  
Principal component analysis is a statistical procedure that converts the original correlated 
variables into linearly uncorrelated variables or principal components. In image analysis, it is 
an image compression technique that preserves the available variation present in the source 
data(Yang et al., 2005b). A single feature in a HR satellite image usually consists of several 
pixel values, and PCA reduces the complexity of such information. In other words, PCA 
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preserves the pattern in the image while emphasizing the similarities and the differences 
(Bajwa and Hyder, 2005).  
Available PC analysis methods basically rely on the eigenvalue decomposition of the 













where, n and b are number of pixel and number of bands respectively.  
As mentioned above, for dimensionality reduction, eigenvalues need to be calculated. This 
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Equation 2-4 
where "!',% of the pixel (p) in the i, "!',& refers to the digital number of pixel (p) in band j, 
5%and 5%	represent mean value for band i and j.  









Eigenvalues are calculated as the root of characteristic equation using variance-covariance 
matrix. 
det(6 − :$) = 0 
Equation 2-6 
where C denotes the covariance matrix and I is the identical matrix. 














where =$to =# (Y vector) are the principal components, W is the transformation matrix and X 
is the vector representing the original data.  
Eigenvalues indicate retained information from the original information, and can be used to 
calculate the percentage of information explained by each PC by taking a fraction from total 
eigenvalues.   
The PC image was generate using pan-sharpened multispectral image. In this study, the 
image comprising the first three principal components was used as an input to the probability 




Figure 2-1: Example of PC images (a) first PC image, (b) second PC image, (b) third PC 
image  
2.3.2 Constructing the probability image 
Probability images are generated using input image, products of  input image and training 
samples. Choice of input could vary depending on the type of study. For example, different 
band combinations and a PC image were used to extract swimming pools in a study 
conducted by Myint and Stow (2011). The inputs used to generate the probability image in 
our study include pan-sharpened MS image (red, green blue and NIR), PC image and NDVI 
image, which were derived using foregoing techniques. Input PC image ensures that the inter-
object variation is maintained despite the low dimensionality of the image (Yang et al., 
2005b).  
Vegetation is a prominent land use in the urban landscape that acts as noise in the ground 
object extraction process (Tarantino and Figorito, 2011). NDVI is widely used in vegetation 
analysis(Li et al., 2015), and has been used to distinguish vegetation from other objects(Singh 
et al., 2012). The NDVI image helps assign lower probability values for vegetation and 
higher values for non-vegetative objects, such as roofs and roads.  
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To feed the probability image calculation, we collected a building rooftop sample that 
represents the diversity in terms of colour, texture and shapes. In addition to the buildings, 
training samples were collected to cover other objects such as building shadows and water 
bodies. Using these samples, original images and derivatives thereof, two probability images 
were generated. One probability image was generated using all three input images (MS, PC 
and NDVI), and the second image was generated using two input images (MS image and 
NDVI image). Furthermore, the probability image for roads was generated separately to 
eliminate any confusion with the black colour rooftops.   
2.3.3 Image segmentation and segment selection 
Image segmentation is a process by which uniform areas in an image are identified based on 
criteria like texture, colour and smoothness (Serra, 2003). The process consists of several 
sub-processes namely, build, modify, grow, merge, cut or shrink objects (Baatz et al., 2008). 
There are several approaches available for image segmentation. Most common image 
segmentation methods are thresholding, edge detection, histogram based method and region 
growing. Apart from those methods, Full Lambda-Schedule (FLS) algorithm performs 
segmentation based on spatial and spectral information (Robinson, 2002). The algorithm 
takes each pixel as a separate region to begin with. Then adjacent segments are merged 
iteratively based on a combination of spectral and spatial information(Liu et al., 2011).  
In a good segmentation, the associated error should have a clear definition. Segmentation is a 
negotiation between shapes or aspect of a boundary, and fitting error in the region enclosed 
with the boundary. Mumford-Shah function describes this relationship in a mathematical 
framework (Equation 2-8).  






Where, : denotes the trade-off between fitting error in a region against the length of the 
region and call as regulation parameter. For smaller : value, lot of boundaries are created and 
it gives fine segmentation. Numbers of boundaries are limited when A increases leading to 
coarse segmentation. Ω is the domain of the image, K is a set of segmentation boundaries 
with a total length C(D), E denote scaler of vector-valued function of the channel in domain Ω 
image.  
Start by extracting several texture features and the channels of g, are the distinct texture 
feature and then ‖G − E‖  is defined by suitable vector space norm ‖. ‖ . For all channels 
only one segmentation boundary is fitted.  
Range of : values are the used for solving the Equation 2-9 optimization over range of H.  
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If a region formed by pixels, take Ω to be a set of pixel indexed by a single discrete variable 
i=1,2,…,n. g and u can be interpret by their values g(i) and u(i ) for each region (pixel). Edge 
of boundary (K) is pixel edge and it demarcate the region and it’s length l(K), which is 
number of edges in the set. Then Equation 2-8 become,  












where |B| is area of region K (k pixel) 
Merging criteria;  
! C%\EFB& , B+GH − !(%) = 	
|B&| × JB+J
|B&| + JB+J
‖#(4) − ,(4)‖! − 	12 CEFB& , B+GH 
Equation 2-12 
where K% denotes segment of i of the image. As stated ui  be the average value of g on K% and 
common boundary L(K% , K&) is for region K% and region K&.  
The algorithm starts by taking a pixel as the initial segment and :% = :$. Then it determines 
which adjacent region has the maximum energy decrease using Equation 2-12. It processes 
the region merging until no further merging is possible. Then the Equation 2-12 iterates over 
the :% , M = 1,… , O. The segmentation stops when there is one segmentation left or after 
computing segmentation using :+. However, Mumford-Shah algorithm has a problem in 
selecting a value for  :% . Therefore, this should be defined at the beginning, and 
called	: PAℎRSGCR. These values influence the accuracy of the final segmentation. A trial 
and error method is used to find the beset :  value. Hence, an improved version of the 
algorithm was introduced by Koepfler et al. (1994) called full : PAℎRSGCR algorithm. 
Merging of K% and K& (Equation 2-12) is decided based on  : 	TUS	V%&. Two regions are 










Algorithm performs the merging of adjacent regions (i, j) when the cost, ti,j is less than or 
equal to a threshold lambda value (lstop).  
The segmentation process requires a base image as its main input. We used two different base 
images in our analysis namely, the original multi-spectral image and the PC image. In 
segmenting an image, different weights can be assigned to spectral and spatial components. 
Ryherd and Woodcock (1996) stated that the accuracy of segmentation improves when both 
the spectral and the textural properties are used. The best weight combination for the 
segmentation was achieved using a trial and error method. The segmentation was performed 
by using Erdas Imagine Objective software where it provides a Graphical User Interface 
(GUI) to change the parameters. Table 2-1 shows the weight combinations assigned to 
spectral and textural components while shape and size weights were kept at 0.01. 
Additionally, pixel ratio for the segmentation was kept constant as 50, with 10 and 150 
margins. Final results not only depend  on the segmentation, but also the process used for 
probability image segment selection. 
Table 2-1: Weights used in the image segmentation 
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Texture   
Spectral 0.61 0.50 0.90 0.40 0.60 0.50 0.90 0.40 





2.3.4  Accuracy assessment 
The accuracy of the rooftop detection from satellite images is commonly measured using 
false detection and true detection (Xiang et al., 2012). Calculating error matrix is one of the 
most commonly used techniques to identify the accuracy (Campbell, 2002). Building area 
accuracy in our study can be considered as the user accuracy in error matrix terms. False 
detection accuracy is concerned with the other objects that are falsely detected as rooftops, 
while true detection expresses the percentage of correctly detected rooftops out of the total 
number of rooftops. While these two statistics focus on the numbers, we have used two other 
statistics to establish the accuracy in terms of area of the extracted features. The accuracy 
assessment is based on randomly selected sample areas using which following accuracies are 
measured.   
Extracted feature should ideally cover the complete area of a building. If it is less than the 
manually extracted building area it is then considered an error in rooftop extraction. The 
accuracy of the building area is calculated as a percentage (Equation 2-14). The manual 
building extraction process is based on the pan-sharpened image (0.5m resolution), and the 








Feature extraction targets specific objects. If other objects are falsely extracted as target 
features, it is considered an error which results in over estimation. False extraction (area) is 
calculated based on the sample area, and the building area is subtracted from the sample area 












Figure 2-2: Samples used for accuracy assessment  
2.3.5  Tree canopy and shadows 
Leaf Area Index (LAI) is a key factor which describes the radiation interaction (van Wijk and 
Williams, 2005) of the tree canopy. Numerous researches have shown that NDVI can be used 




to estimate LAI, which in turn explains the canopy density. We used the relationship stated in 
Fan et al. (2009) to estimate the leaf density in deferent sections of a tree canopy. An 
unsupervised classification of the NDVI image was used to differentiate the high and low 
dense area of the canopy. 
2.3.6  Study area 
The study was conducted for two areas in the south coast of New South Wales state (Figure 
2-3). The area is predominantly occupied by medium to low density urban residential land 
use. Large trees that partially block the building rooftops, as well as shadows of such trees 
that fall on rooftops are abundant in the study area. Hence, this area presents itself as an ideal 
test bed to experiment our hybrid rooftop extraction procedure. 
 
Figure 2-3: Study area in in NSW (b) Study areas within south coast of NSW (c), (d)Two 
study areas in false colour composite (WorldView2 satellite image (blue-layer 2, green- layer 




2.4 Results and Discussion 
Two different combinations of inputs were used to generate the probability images. One 
probability image was generated using all three input images (MS, NDVI and PC), while the 
second probability image was generated using only MS and NDVI images. Figure 2-4 shows 
the generated probability images. Both of these probability images show high probability 
values for buildings and roads. However, the PC integrated image makes it easy to 
distinguish building rooftops from adjacent ancillary features such as shadows and driveways 
as seen in Figure 2-4e and Figure 2-4f. The subsequent segmentation process used these 
probability images as input. 
 
Figure 2-4: Generated images: (a) true colour composite of site 1, (b) true colour composite 
of site 2, (c) and (d) probability images generated for two sites based on MS and NDVI image 
inputs only, (e) and (f) probability images generated for two sites based on M 
Figure 2-5 shows a sample of probability variation for light coloured rooftops affected by 
shadows. The probability image generated based on all three inputs (Figure 2-5b) assigns 
similar probability values for the entire rooftop area irrespective of the fact that the rooftop is 
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partially covered by shadows. The second probability image that was not provided with the 
PC image as one of the inputs assigns lower probability values for areas affected by shadow 
(Figure 2-5c). Furthermore, PC-included probability image has successfully isolated the 
rooftop from the background, while the other probability image failed to do so.  
 
Figure 2-5: Probability value variation on light colour rooftop (a) rooftop in standard false 
colour composite (b) probability value from all three images (MS, PC and NDVI) (c)   
probability value from MS and NDVI images 
Shadows of trees are a dominant interfering factor to the rooftop extraction process (Liu and 
Prinet, 2005). Intensity of the observed shadows varies depending on the canopy density. The 
methodology used in this study provides the best results under low intensity shadows. For 
example, Figure 2-6a shows a rooftop with shadow which is created by a low dense canopy, 
and Figure 2-6b shows the extracted rooftop in this instance.  
In segmentation, it is important to segment the image from object  boundaries such as 
rooftops from ground, rooftop from shadows, etc. If not it increases the error of commission 
by extracting non-building area as building. The selected weights segments most of the roof 
boundaries. However, it also segments a roof into different segments. Created probability 
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image creates the high probability area within the roof and it increase the roof segmentation 
selections belong to a roof. As a result, error of omission is reduced from the final result.  
 More critical, however, is the tonal contrast between the rooftop and the shadow. For 
example, two rooftops are shown in Figure 2-6a and Figure 2-6d, where the Figure 2-6a 
depicts a light coloured rooftop and while Figure 2-6d depicts a darker coloured rooftop. 
Both these rooftops are affected by shadows caused by canopies of similar thickness. 
Extracted rooftops are shown in Figure 2-6b and Figure 2-6e respectively. The extracted 
rooftop for the dark coloured rooftop is incomplete, though both canopies show similar NDVI 
variation (Figure 2-6c and Figure 2-6f) indicating similar shadow characteristics.  
 
Figure 2-6: Rooftop extraction under different textural contrast (a) a light coloured roof with 
canopy shadow (b) extracted rooftop for light coloured roof (c) NDVI variation of the 
vegetation that cast a shadow on a light coloured roof (d) dark rooftop with canopy 
To put this study into perspective, it is worth looking at results achieved in similar studies 
elsewhere. For example, Taubenbock et al. (2010) used MS and NDVI images for rooftop 
extraction. As we show in Figure 2-7, it is clear that a procedure involving MS and NDVI 
images fail to remove the effect of shadow and results in a partial extraction of the rooftop. 
When PC image is included together with MS and NDVI images, the extraction process 
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yields a more complete demarcation of the rooftop by eliminating the effect of shadow 
(Figure 2-7c).  
 
 
Figure 2-7: Rooftop extraction using different combinations of input images (a) observed 
rooftop with shadow (b) extracted rooftop area using MS and NDVI images (c) extracted 
rooftop area using MS, NDVI and PC images 
Overall accuracy of the rooftop extraction process is significantly influenced by the weights 
assigned to spectral and textural components in the segmentation step (Table 2.1). Accuracy 
also depends on the base image on which segmentation is performed. We used MS image and 
PC image separately as the base image. Figure 2-8 illustrates the overall accuracy achieved 
based on different combinations of base image, spectral and textural weights. The highest 
average accuracy from both sites of 70.42% is achieved when the probability image is 
generated using MS, NDVI and PC images, base image is PCA, and the spectral weight is 





Figure 2-8: Feature extraction accuracy based on different combinations of base image, 
probability image and weights for spectral and textural components 
The highest overall accuracy (70.4%) achieved in a building rooftop extraction study. 
Although, commercial products such as PSMA Australia (2017) and algorithm developed by 
Mishra et al. (2019) present higher accuracies (>90% and >80%) , the developed algorithm 
highlights the importance of products (PC and NDVI) of input image. In contrast, this study 
is conducted in vegetation rich urban areas, accuracy of the rooftop detection also influence 
by overgrown tree canopies.  
2.5 Conclusions 
Location and properties of buildings serve as vital information in urban planning. Previously, 
hand digitizing has been used as a method to extract spatial objects such as building rooftops, 
but is a time consuming and manual exercise. In the past, most of digitizing work is 
performed using high-resolution satellite imagery which is an excellent data source for 
automating the same information extraction process. However, the automated feature 
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extraction process is challenging in vegetation-rich urban areas due to the effect of shadows 
and partial obstruction of view created by tree canopies.  
In this study, we employed a hybrid method that utilizes a MS image, NDVI image and a PC 
image to generate the probability image which is a key input in the segmentation process. 
When this probability image is combined with the same PC image as the base image while 
assigning a higher weight to spectral component compared to the textural component during 
segmentation, it yields the highest rooftop extraction accuracy of 70.4%. Although this is not 
the best accuracy for rooftop extraction in urban areas, it is hard to determine how other 
existing algorithms, particularly the proprietary ones such as the PSMA Australia algorithms, 
compare with this particular algorithms in vegetation-rich areas, primarily due to 
inaccessibility of those proprietary algorithms for independent testing. However, this 
algorithm has a clear advantage over those algorithms, that is this algorithm works on 
commodity hardware while high accuracy algorithms relying on deep neural networks require 
dedicated GPU processing.  
Two factors namely, the intensity of the canopy creating the shadow and the tonal contrast 
between the rooftop and the shadow, greatly governed the rooftop extraction accuracy. 
Further, the effect of the latter was more pronounce on the accuracy. We envisage that a step-
wise procedure that extracts rooftops of similar texture in a single step to improve the 




Addressing	 the	 paucity	 of	 attribute	 data	 in	 digital	 dwelling	 stocks	
through	predictive	algorithms	
3.1 Introduction  
Structural attributes of dwellings determine to large extent their market value (Herath and 
Maier, 2010, Park and Bae, 2015, Stevenson, 2004), and their appeal to potential buyers. 
Such dwelling attributes include property type (e.g. detached house or unit), floor area, 
number of bedrooms, number of bathrooms and number of parking spaces (or garage size). A 
buyer or renter assesses such structural attributes against the family needs as part of the 
purchasing or renting decision. In fact, research carried out by Timmermans and van 
Noortwijk (1995) on housing choice behaviour confirms that the dwelling characteristics are 
the governing factor in housing choice. Hence, it is clear that a digital dwelling stock 
complete with aforementioned attributes is pivotal to urban research, policy making and 
planning around housing supply.   
Available digital dwelling stocks are almost always incomplete, particularly when the 
concerned geographic extent is large and several dwelling attributes are considered. For 
example, building footprint information is only one of many dwelling attributes we are 
interested in, and is available for large geographic extents in the developed parts of the world 
such as Australia (City-of-Melbourne-Open-Data-Team, 2017) and the USA (Microsoft, 
2019). Further, there are many algorithms available to extract building footprints from 
remotely sensed imagery (Grigillo et al., 2012, Singh et al., 2012, Jayasekare et al., 2017). 
That is probably where the ubiquitous individual building-level information ends. For 
instance, building volume data or, alternatively, building height data that can be used in 
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combination with footprint data to estimate the volume and floor area is very sparse 
(Haithcoat et al., 2001). Other important dwelling attributes such as number of bedrooms, 
bathrooms and parking spaces are recorded in sales registries or databases containing 
historical sales, but only for a part of the dwelling stock. Additionally, building data such as 
average bedrooms and minimum parking spaces is available through census as aggregated 
figures at statistical division level. There is a need for approaches that can consolidate such 
disparate datasets and fill gaps in important attributes in order to realise a complete digital 
dwelling stock.   
This problem can be formulated as a prediction problem where unknown building attributes 
are predicted as accurately as possible using several known attributes, hence fits the 
description of machine learning (ML). There are many ML models to choose from. This 
breadth of available ML models makes the selection of a well-performing model for a 
particular problem a challenging task (Hagenauer et al., 2019). Further, some researchers 
have observed that different models perform well in solving problems from different 
domains. For example, (Wu et al., 2019) compared several algorithms for classifying Light 
Detection and Ranging (LiDAR) points to characterise canola canopy structure, and found 
that Random Forest (RF) algorithm to be the most accurate. Memon et al. (2019) found the 
Gradient Boosted Trees (GBT) to be the best performing algorithm for the detection of 
malware that targets the Android operating system. Tso and Yau (2007) used Multiple Linear 
Regression (MLR), Decision Tree (DT) and Artificial Neural Network (ANN) to predict 
energy consumption under different conditions, and observed that DT to be the best 
performing model. To the best of our knowledge, no published studies have investigated the 
suitability of different ML models to predict the dwelling attributes using available data. 
Hence, there is an opportunity and a need to establish the right ML models to predict 
different structural attributes of dwellings. Given this background, the primary objective of 
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our study is to compare the performance of four popular ML models, Multiple Linear 
Regression (MLR), Decision Tree (DT), Random Forest (RF) and AdaBoosted Trees (ABT), 
in predicting key dwelling attributes using available data. 
The rest of the article is structured as follows: Section 2 presents the theoretical background 
of the considered ML models. Section 3 discusses the methodology used to tune, train and 
evaluate the four ML algorithms. Section 4 presents the results of the analysis and a 
discussion to establishes the best predictive models for estimating different dwelling 
attributes. Section 5 highlights the key findings and recommendations for future research. 
3.2 Theoretical background and estimation strategies  
3.2.1 Predicting structural attributes 
Despite the potential, research conducted on the application of ML for predicting unknown 
dwelling attributes using available data is limited. A study carried out by Davidoff and Leigh 
(2008a) is perhaps the only published research on this topic. As part of their study, they used 
land area of the parcel to predict the number of bedrooms using linear regression. In the 
present study, we explore the suitability of MLR, DT, RF and AdaBoost, a particularly 
common Gradient Boosting Machine (GBM) algorithm, for predicting dwelling attributes.  
3.2.2 Multiple Linear Regression (MLR) 
Among several statistical and machine learning models that can be employed, regression is a 
good candidate model, particularly for benchmarking. Regression model basically estimates 
the relationships between the independent variables and the dependent variable. The linear 
regression model can be denoted as:  




where, Y is the dependent variable  )$…, )! are the independent variables. l represents the 
regression coefficients and ε is the error term. These regression coefficients are usually 
estimated using the least squares approach (Hastie Т and Friedman, 2003).  
Regression is typically used for two purposes; for causal inference and prediction (Allison, 
1999). Causal analysis using regression aims to establish if an independent variable actually 
causes changes in the dependent variable and the magnitude of the said effect if any. In 
prediction, the objective is to craft a model that can accurately predict the value of the 
dependent variable given previously unseen values for the independent variables. Hence, 
MLR in the context of machine learning involves first training the model (or estimating the 
regression coefficients) and then validating the prediction performance of the estimated 
model using a withheld dataset. Given prediction is not concerned about accurately 
estimating the effects of individual independent variables on the dependent variable, 
multicollinearity can be tolerated to some extent (Allison, 1999).  
Note the primary use of regression in our study is prediction in the literature. MLR has been 
used as the sole machine learning algorithm, as a benchmark method and as part of an 
ensemble of algorithms in various prediction tasks. Recent examples that have utilised MLR 
as the sole algorithm are rare as the researchers now have access to an array of easily 
implementable ML algorithms. One example of this sole use of MLR is the research by 
Kurgan and Homaeian (2005) on predicting secondary protein structure content. However, 
several machine learning studies have compared MLR with other ML algorithms to 
benchmark the predictive performance. They include Knoll et al. (2019) that predicted 
groundwater nitrate content, Díaz et al. (2019) research on predicting day-ahead electricity 
price in Spain, Kerckhoffs et al. (2019) that examined the outdoor air pollution prediction, 
and Somarathna et al. (2017) research on spatial prediction of soil carbon. Nourani and 
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Partoviyan (2018) combined MLR with artificial neural network and Support Vector 
Machine (SVM) to form an ensemble model for downscaling rainfall data.  
3.2.3 Decision tree 
Decision tree is a popular non-parametric algorithm in the form of a tree structure that can 
perform regression or classification. Basic approach of the decision tree is to breakdown the 
dataset into smaller subsets while creating the decision tree that consists of decision nodes 
and leaf nodes (Safavian and Landgrebe, 1991).  
3.2.3.1 Regression tree  
Regression tree follows two basic steps.  
1. Divide the predictor space which contains possible value X1, X2, …, Xp into j number 
of non-overlapping regions, R1, R2, …, Rj.  
2. Considering a region Rj, make a prediction by taking mean value of observations in 
region Rj. 
Based on the estimation, for a given observation X=x, if xÎ Rj the predicted value (=%) is the 
mean (=n.!) value of the Rj region. That leads to the first step of how such regions is 










3.2.3.2 Classification tree 
Unlike regression trees, classification trees are employed to predict qualitative responses. 
Hence, it concerns the most frequently occurring class in a region, rather than the mean value 
(Amor et al., 2004).  The process involves binary splitting of data, but commonly guided by 
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the classification error rate rather than RSS. Classification error rate is simply the fraction of 
false observations in a region that deviates from the most common class.  




where, ĉ0/ is the proportion of training observation in the mth region which belongs to kth 
class. 
Due to insufficient sensitivity of the classification error rate, two other measurements are 
preferable for tree-growing: Gini index and cross-entropy.  
Gini index is given by equation 4. 





where, K is total number of classes and measures the total variance across classes.   
The alternative Cross Entropy, is defined as: 
" = −3ĉ0/ 	 log ĉ0/ 
Equation 3-5 
3.3 Random forest 
Random forest is an extension of the tree algorithm, where multiple decision trees are built 
and merged to gain improved prediction accuracy. Initially, a subset of predictors is chosen 
for each node. Then, all the trees are built on a bootstrap sample of the observations (Pang et 
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al., 2006). A random forest algorithm comes to fruition in three basic steps: tree construction, 
leaf expansion and prediction.  
In tree construction, the dataset is randomly partitioned into two to construct each tree. These 
two subsets are referred to as structural and estimation points, and play different roles in the 
tree construction. Structural points influence on the tree structure while estimation points are 
used to fit the estimators in each leaf of the tree.  
The leaf expansion step searches for a splitting point. For each splitting, the squared error is 










where <w3 is the empirical mean of the structure points falling in the cell j, !2(j) is the 
number of structure points in j. Type of points denoted by $& ∈ {P, R}, where the point is a 
structure (P) or estimation point (R) 
$(f) = I__`_(j) − I__`_(j7) − I__`_(j77) 
Equation 3-7 
where, j is noted as leaf to be split and j7 and j77are resulting subordinate due to this 
splitting.  
If $(f)	is higher than {! (minimum number of estimation points) splitting point is chosen. If 
the condition is not fulfilled by any candidate, the expansion is terminated.   
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Finally, the constructed tree is used to predict the values the dependent variable would take 
for unlabelled data. Each tree in the forest independently predicts for + (Equation 3-8), and 




















Where, j!(+)denotes the leaf containing +. Number of estimation points is denoted by 
!8(j!(+)).  
Random forest is efficient even on large datasets with hundreds of input variables (Jaiswal 
and Samikannu, 2017). Random forest algorithm performs well in data imputation, subset 
selection and feature subset selection  (Jaiswal and Samikannu, 2017). Due to characteristics 
like hierarchical property and flexibility, random forest has become a very popular algorithms 
in machine learning (Jaiswal and Samikannu, 2017).  
3.4 AdaBoost decision tree 
Boosting, another popular machine learning technique, attempts to reduce the error in any 
weak learning algorithm. It is based on the idea that a highly accurate prediction rule can be 
developed by combining many relatively weak and inaccurate rules. Boosting algorithm 
requires large training dataset, learns from weakly learned algorithms and is supported by a 
strong classifier (boosting) (Schapire, 1990). The AdaBoost algorithm is a learning algorithm 
which maintains sets of weights over the original training set, and those weights are adjusted 
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after each classification. Algorithm increases the weights for falsely classified observations 
and decreases the weights for correctly classified observation. In doing so, AdaBoost 
algorithm maintains the distribution of a set of weights over training set in each stage and 
distributions are computed by normalizing these weights.  
Equal weights "=(M) are assigned at the initial round (t) for training sample i.  
For given: (+$, =$), … , (+0, =0)	where +% ∈ ), =% ∈ < = {−1,+1} 
Initialize "=(M) = 1/b 
For V = 1,… , i:	 
The distribution "= trains the weak learner and obtains a weak hypothesis ℎ=: ) → ℝ, and 






where Ç= is normalization factor.  
Final hypothesis: 









3.5 Hyperparameters and their influences on the performance of machine learning 
algorithms 
Performance of machine leaning algorithms relies on many factors among which specific 
hyperparameters are considered a major determinant (Feurer et al. (2015). Hence, many 
studies have investigated the influence of hyperparameters on the algorithm performances. 
For example, Pal and Mather (2003) studied the hyperparameters of decision tree algorithms, 
and stated that the performance of the decision tree classifier improves with an increasing 
number of features used. They further mentioned that this relationship reverses for weakly 
learnt algorithms. The Adaptive Boosting decision tree we have considered in our study is a 
weakly learning algorithm. Surprisingly, majority of existing studies use AdaBoost algorithm 
without tuning relevant hyperparameters (Choi et al., 2016, Kadiyala and Kumar, 2018, 
Drotár et al., 2016) within their analysis. Yang et al. (2005a) are among a handful of 
researchers who investigated the impact of hyperparameters on AdaBoost algorithm’s 
performances.  
Random forest is another algorithm we evaluate in our study that has a number of tuneable 
hyperparameters. Alam and Vuong (2013) discussed the importance of hyperparameters on 
the random forest algorithm. According to their research, a random forest containing trees of 
depth 16 performed better than a random forest with shallower trees. Further, their research 
highlights the importance of higher number of trees with low number of features for better 
performance of the random forest. Similarly, Oshiro et al. (2012) discussed the importance of 
tuning the hyperparameter ‘number of trees’, while Bhattacharya and Mishra (2018) analysed 
hyperparameter ‘the minimum samples per leaf’ for random forest algorithms.  
Hence, we put a deliberate effort to first tune each machine learning algorithm considered in 
our study to the best performing configuration using hyperparameter tuning. From there, we 
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compare the performance differences between the four well-tuned algorithms to identify the 
most suitable algorithm to predict each dwelling attribute.  
3.6 Methodology 
3.6.1 Study area  
The study was conducted for the Illawarra region in the south coast of New South Wales, 
Australia.  In this chosen are the residential land use is predominantly occupied by detached 
houses (74%), while other dwelling types terraced houses townhouses, and units form the rest 
of it. More than 45% of privately owned dwellings in this region contain three or more 
bedrooms. Figure 3-1 presents the location of Illawarra region and the surrounding land use. 
 
Figure 3-1: Study area 
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3.6.2 Data and preprocessing 
The study is structured to use available spatial data as well as other secondary data sources, 
such as the Australian Census. Main use of the spatial data was to estimate the total floor area 
of a building/ dwelling. Secondary data sources together with the floor area were used to 
estimate main structural attributes of a dwelling. 
Table 3-1: Data description  
Data Source Purpose 
Residential sales records Australian Property 
Monitors  
To extract number of 
bedrooms, bathrooms and 
parking spaces  
Geocoded National Address 
File (G-NAF)* 
PSMA Australia Limited 
(PSMA) 
To estimate the number of 
dwellings in a land parcel 
Land parcels NSW government  To calculate the land area 
Land zoning data NSW government To isolate residential land 
parcels 
Very high resolution 
multispectral satellite imagery 
World View2 satellite 
platform 
To extract building footprints 
LiDAR NSW government To estimate the number of 
stories 
Aggregated data (bedrooms, 
bathrooms and available motor 
vehicles) at Statistical Area 
Level 1 (SA1) 
Australian Bureau of 
Statistics (Australian 
Bureau of Statistics, 
2011) 




* Geocoded National Address File (G-NAF) provides all physical addresses in Australia. The 
dataset contains primary (street) address and secondary address (up to unit or apartment 
level) and it is a collection of 13.5+ million principal addresses.  
3.6.2.1 Number of bedrooms, bathrooms and parking spaces 
Australian Urban Research Infrastructure Network (AURIN) is a national level database 
which collates sales records for dwellings (including houses and units) covering majority of 
Australia. Available property information in the AURIN dataset includes address of the 
property and other dwelling attributes such as number of bedrooms, bathrooms and parking 
spaces. Those addresses were geocoded to position the dwellings. For this study, 2008 to 
2013 sales records were chosen to increase the number of records used in the analysis.  
3.6.2.2 Number of dwellings in a land parcel 
Geocoded National Address File (G-NAF) for Australia contains more than 13 million 
Australian physical addresses with spatial locations (longitude and latitude coordinate). 
Number of dwellings in a land parcel was extracted by overlaying GNAF addresses on the 
land parcels dataset. In addition to land parcels, the land use zoning map was used to isolate 
residential locations. The total estimated floor area was divided between the number of 
dwellings estimated this way.  
3.6.2.3 Building footprints 
Footprint of the building is extractable from remotely sensed data (Nosrati and Saeedi, 2009, 
Singh et al., 2012). It is a measurement for building extent on the ground. Accuracy of the 
extracted building rooftops depends on several factors, such as the resolution of the satellite 
images, method used for the extraction, and location properties (i.e. urban or rural). In this 
study, very high resolution pan-sharpened images from the WorldView2 satellite were used 
as the data source. In addition to pan-sharpened image, the procedure requires Normalized 
Difference Vegetation Index (NDVI) and principal components of the original layer. 
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Algorithm was trained using manually digitised training samples. Trained algorithm was used 
to extract the building footprints. Full detail of this algorithm can be found in Jayasekare et 
al. (2017).  
3.6.2.4 Number of stories in a building and floor area 
Number of stories in a residential building is directly proportional to building height, and has 
a bearing on many other dwelling attributes. We used Light detection and Ranging (LiDAR) 
data to estimate the number of stories. LiDAR is a remotely sensed data source which 
provides height information. LiDAR uses the time gap between emotion and reception of the 
signal to calculate the range between the emitter (camera) and the target (e.g. building roof). 
Horizontal accuracy of the LiDAR is very high due to integrated Global Positioning Systems 
(GPS) and Inertial Navigation Systems (INS). There can be multiple reflectance for a single 
pulse depending on the ground object. As a result, LiDAR data is available as a dense point 
cloud. LiDAR has been used to extract buildings in other studies (Shiravi et al., 2012) but 
needs comparatively high processing power due to dense point cloud.  
Extracted building footprints were fed into this step as an input. First, the building footprint 
helps filter the dense LiDAR point cloud to reduce the processing time. Then, the average 
height of each building was calculated using a few selected points only. Extracted average 
building heights were used to estimate the number of stories by simply dividing the height by 
a constant which is 2.7m, average height of a storey (NSW Planning Department, 2002).  
Although the main focus of the study is to estimate the number of structural attributes in a 
dwelling, the final results rely largely on the accuracy of intermediate steps such as the 
estimation of the number of stories and the total floor area. Therefore, an accuracy 
assessment was performed on these intermediate outputs as well. To evaluate the accuracy of 
number of stories estimated for buildings, a sample of randomly selected land parcels were 
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used. For the accuracy assessment, 384 land parcels were selected at random based on 0.95 
confident intervals, 5% marginal error and 0.5 standard deviation. Groundtruth data were 
visually examined to count the actual number of stories. The Google street view was used for 
this groundtruthing exercise.  
3.6.2.5 Independent and dependent variables for model training and validation 
Three building level variables, namely number of bedrooms, number of bathrooms and 
number of parking spaces, extracted from the AURIN database were chosen as the dependent 
variables. Independent variables chosen against each of these dependent variables are 
presented in Table 3-2.   
Table 3-2: Independent variables chosen against each dependent variable for model training 
and validation 





• DMean – 
bedrooms in 
detached 
dwellings   
• UMean – 
bedrooms in units 








• UMode – 
bedrooms in units  
 Mode vehicles  
(ModeVeh)  
Minimum bedrooms  




• UMin_beds – 
bedrooms in units 
 Minimum vehicles  
(Min_Veh) 





Total floor area (FloorAr)  
Land parcel area (LP_Area) 




Multicollinearity was estimated by analysing Variance Inflation Factors (VIF) among 
independent variables used for the MLR. The most appropriate variable from highly 
correlated (more than 0.75) (Tabachnick et al., 2007) variables was selected for the MLR 
models. However, for non-parametric algorithms, the full dataset was used. 
3.6.3 Model training and evaluation strategy  
Note we are considering four machine learning algorithms namely, MLR, DT, RF and 
AdaBoost. We also have three dependent variables to be predicted as per Table 3.2. Given the 
highest value for all three dependent variables do not usually exceed 10 (e.g. 10 bedrooms) 
(Zabel, 2015), in addition to considering this as a regression problem, there is an opportunity 
to treat it as a multi-label classification problem. Except MLR, other three machine learning 
algorithms can be trained as a regressor or classifier. We chose to train and validate both a 
regression and a classification model where possible. Note between four algorithms (MLR, 
DT, RF and AdaBoost) and regressor/classifier types, we have seven combinations given 
MLR can only be trained as a regressor. We also decided to train a separate model for each 
dependent variable yielding 21 combinations. Finally, there are two types of dwellings in the 
study area namely, single dwellings and multi-dwelling units depending on the number of 
addresses falling within a land parcel as per G-NAF data. When these two dwelling types are 
separately accounted for, we end up with 42 models altogether.  
3.6.4 Hyperparameter tuning  
As discussed, performance of a machine learning algorithm relies largely on the 
hyperparameters. A number of techniques are available for searching the best values for 
hyperparameters. In this study, we selected the most important hyperparameters for each 
model based on the literature, and employed grid search to find the best values and 
combinations for hyperparameters.   
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Table 3-3 shows the hyperparameters we tuned for each predictive algorithm.  
Table 3-3: Hyperparameters and their values used for each predictive algorithm  
Algorithm Hyperparameter Values/Range of values 
Decision Tree 
Regression (DTR) 
Criterion mae (mean absolute error), mse 
(mean squared error) 
Maximum depth 1 to 30 
Minimum samples split 2 to 15 
Minimum samples leaf 2, 4, 8, 16, 32, 64, 128, 256 
Decision Tree 
Classification (DTC) 
Maximum features Log2=  log2(number of features) 
Sqrt = sqrt(number of features) 
Maximum depth 1 to 30 
Minimum samples split 2 to 15 




Learning rate 0.01 to 0.4 with interval of 0.05 
Number of estimators  1 to 200 with 25 interval 
Algorithm  SAMME, SAMME.R 




Learning rate 0.01 to 0.4 with 0.05 interval 
Number of estimators  1 to 200 with interval of 25 
Loss linear, square, exponential 
Random state 2 to 20 with 2 interval  
Random Forest 
Regression (RFR)  
Number of estimators 1, 20 to 200 with interval of 20  
Maximum depth 1 to 40 
Minimum samples split 2 to 25 
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Minimum samples leaf 2, 4, 8, 16, 32, 64, 128, 256 
Random Forest 
Classification (RFC) 
Number of estimators 1, 20 to 200 with interval of 20  
Maximum depth 1 to 40 
Minimum samples split 2 to 25 
Minimum samples leaf 2, 4, 8, 16, 32, 64, 128, 256 
  
Each model is evaluated for all hyper parameter combinations, yielding on average about 
162000 permutations per algorithm. The dataset was divided into two partitions, training set 
and validation set following 80:20 ratio. All models were trained using training dataset only, 
and the trained models were used to predict the values of the dependent variables for the 
observations in the validation set. Predicted values and the actual values in the validation set 
were then analysed using standard accuracy measures to establish model performances.   
3.6.5 Measures of accuracy   
Several methods are available for measuring accuracy of predictive models. These accuracy 
measures are divided into two groups: scale-dependent and scale-independent. Mean Square 
Error (MSE), Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) are 
commonly used scale dependent measures. Scale dependent methods are useful for 
comparing different forecasting methods (Kim and Kim, 2016). On the other hand, Mean 
Absolute Percentage Error (MAPE) is one of the widely used scale independent accuracy 
assessment method (Bowerman et al., 2005). This study utilises MSE for the evaluation of 
each algorithm as dependent variables are in the same scale and also (Equation 3-12) to assess 











Where, <% is ith predicted value, <á% is ith expected value and n is number of observation.  
For the final assessment, Mean Absolute Percentage of Accuracies (MAPA) was measured 












Where, <% is ith predicted value, <á% is ith expected value and n is number of observation. 
djàj = 100 −djàI 
Equation 3-14 
3.7 Results and discussion 
3.7.1 Number of dwellings in residential land parcels 
Number of addresses falling in a residential land parcel reflects whether the dwelling is a 
detached house or a set of units. Histograms in Figure 3-2 show distributions of number of 
residential dwellings per land parcel in the study area. According to these histograms, the 
number of dwellings in a land parcel varies from 0-599. Study area has about 156,000 
addresses in which ~128,000 addresses belong to residential locations. From these residential 
locations, about 80,000 are single addressed land parcels (Figure 3-2 (a)).  Two to three 
dwellings per land parcel is the most common multi-dwelling category (Figure 3-2 (b)). 
However, there are anomalies highlighted in the histogram, where more than 350 dwellings 
are found within a single land parcel. The major reason for this is the inaccurate land parcel 
boundaries. This is common in newly developed residential areas where the land parcel 




   (a)      (b) 
Figure 3-2: Histograms of number of addressed in a land parcel (a) distribution of address 
with single houses, (b) distribution of address without single houses  
3.7.2 Accuracy of estimated number of stories in a building 
Accuracy of the estimated number of stories is pivotal to the rest of the analysis. This is 
because the number of stories acts as a multiplier in the floor area estimation. Out of the 384 
of randomly selected buildings, the simple method introduced in section 3.6.2.4 accurately 
estimates the number of stories for 345 buildings (accuracy - 89.84%). The number of stories 
are overestimated for 25 buildings and underestimated for 14 buildings. 
It is clear that the over and under estimation of the number of stories are relatively small, 
where these percentages stay at 6.51% and 3.64% respectively. Buildings with overestimated 
number of stories have the common structural characteristic, an elevated basement (Figure 




Figure 3-3: A building for which the number of stories is overestimated (source: Google 
Street View) 
 
Figure 3-4: A building for which the number of stories is underestimated (source: Google 
Street View) 
3.7.3 Machine Learning Algorithms and the Predicted Dwelling Attributes  
3.7.3.1 Parametric analysis – Multiple Linear Regression  
Multicollinearity was observed between some of the independent variables. Recall as per 
Table 3.2, different subsets of independent variables were initially considered for each of the 
three dependent variables (bedrooms, bathrooms and car spaces) and for the two dwelling 
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types. Figure 3-5 shows six correlation charts, which depicts the estimated correlation for 
subsets of variables. Following this analysis, one of highly correlated variables from each 
correlated pair was omitted from the MLR regression analysis (Tabachnick et al., 2007). For 
example, mean and mode of the number of bedrooms variable extracted from Census data 
show a correlation of 0.78. The mode represents the most frequently occurring value, and 
hence mode of bedrooms (SA1) was used in the regression analysis. Another example for a 
highly correlated pair is the number of addresses and the floor area. Floor area was used in 











Figure 3-5: Correlation matrixes for each MLR  regression model (a) bedrooms in houses, (b) 
bedrooms in units, (c) bathrooms in houses, (d) bathrooms in units, (e) car spaces in houses 
and (f) car spaces in units 
Model statistics of the MLR is given in Table 3.4. Note this phase only used the training 
dataset. According to these statistics, model performance is highest for bedrooms in units and 
detached houses as highlighted by R2 values above 0.91. Regression model’s performance in 
estimating bathrooms and car spaces is relatively low (0.71). However, models with lower R2 
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are considered adequate to estimate an independent variable (Adair et al., 1996, Jud and 
Watts, 1981). Furthermore, according to the F statistics of the models, null hypothesis, which 
is all regression coefficients are zero, can be rejected.  
Table 3-4: Model statistics for MLR regressions 
 
Bedrooms 













No. Observations 3181 1850 3181 1850 5578 1705 
Df Residuals: 3175 1844 3178 1847 5571 1699 
Df Model: 5 6 3 3 6 6 
R-squared:  0.947 0.917 0.796 0.729 0.739 0.764 
Adj. R-squared: 0.947 0.916 0.796 0.728 0.739 0.763 
F-statistic: 10970 3381 4141 1653 2254 782 
Prob (F-statistic) 0.00 0.00 0.00 0.00 0.00 0.00 
 
Table 3-5 to Table 3-7 further elaborate the regression results for each of the six models. 
Except the variable minimum bedrooms at SA1, other variables are significant in explaining 
the variations in bedrooms in houses (Table 3-5). On the other hand, only two variables, land 
parcel area and mean bedrooms at SA1, are significant in estimating bedrooms in units.  
Results further reveal that bedrooms and bathrooms in houses can be better estimated by 
incorporating dwelling level information compared to units. In fact, dwelling level 
independent variables are rarely significant in all regression models trained to estimate the 
dependent variables for units (Table 3-6). Land parcel area and population density at SA1 are 
significant in explaining the number of bathrooms in houses and in units. Floor area is useful 
for the estimation of bathrooms in house only. However, floor area is a determinant of car 
spaces in both houses and units. Results suggest that floor area is the single most important 
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attribute that determines other structural attributes in houses. On the other hand, area of land 
parcel acts as a major determinant of structural attributes in units.   
Table 3-5: Estimates of models for bedrooms  
 
Bedrooms in houses 
 
Bedrooms in units 




































   
UMean 1.09840 ** 
    (0.06200)  
Table 3-6: Estimates of models for bathrooms 
 
House bathrooms Unit bathrooms 






















Table 3-7: Estimates of models for car spaces 
 
House car spaces Unit car spaces 









































In addition to the model statistics, mean squared error (MSE) and mean absolute percentage 
error (MAPE) indicate the predictive performance of the model. Figure 3-6 shows the MSE 
for training and validation sets. MSE is smaller for car space estimation in units. Car space 
estimation for houses shows comparatively higher MSE values (MSE~1). This is because 




Figure 3-6: results of the MLR estimation for training and test sets 
3.7.3.2 Non-parametric analysis and impact of hyperparameters on the non-parametric 
predictive algorithms  
As illustrated in Table 3-3, each predictive algorithm has specific associated 
hyperparameters. Performance of these algorithms vary depending on assigned values to 
hyperparameters. Figure 3-7 illustrates an example where the performance of DTR is 
analysed for different hyperparameter values and for each dwelling type and attribute. 
Detailed results for each algorithm are available in appendix 1.  
Note that Figure 5 is generated using only the top 1000 permutations of the model based on 
MSE. Accuracy of the DTR algorithm as a function of hyperparameters vary between 
property types and dwelling attributes. Increasing maximum depth has shown to decrease the 
test error up to a certain depth after which the error is increasing again. This pattern is 
observed for all DTR models, except for the one trained for bathrooms in houses. The 
hyperparameter ‘minimum samples leaf’ generally results in lower test error when set to 
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small values. Decision tree classification (DTC) models share certain specific patterns with 
the DTR models in terms of hyperparameter-related performance (appendix 1). The 
behaviour associated with the minimum sample leaf is an example, where the lowest test 
errors are found for smallest sample leaf values.  
Performance of the AdaBoost regression models is largely influenced by the hyperparameter 
‘number of trees’. AdaBoost regression models trained for all dwelling attributes of the two 
dwelling types perform best under fewer numbers of trees. The test error is increasing with 
the increasing number of trees. Smaller learning rates are generally preferred for better 
performance for most of the models. However, for AdaBoost classification models, no clear 
pattern can be observed in performance as a result of changing hyperparameters.  
Random forest algorithms show similar behaviour to AdaBoost regression, where majority of 
the best results (top 1000 based on MSE) are not showing a discernible pattern with respect to 
the depth or the minimum sample split. However, most of the time, lower depth values result 
in higher test error. Number of trees is an important hyperparameters that affect the 





a. Beds in a house b. Beds in a unit 
  
c. Bathrooms in a house d. Bathrooms in a unit 
  
e. Car spaces in a house f. Car spaces in a unit  




The hyperparameter combination that provides the lowest MSE can be considered as the best 
performing variation of a specific algorithm. Table 3-8 to Table 3-13 show the 
hyperparameter combinations that yield the top performing algorithms for each structural 
attribute belonging to two property types.  Majority of algorithms perform best when the 
maximum depth falls between 18- 30 value. Another interesting finding is that the influence 
of the random state on ABDTC is minimal as shown in Table 3-11. On the other hand, the 
minimum samples leaf of the RFR and RFC has a dominating value of 16 (Table 3-12 and 
Table 3-13), and it confirms that the minimum sample leaf has greater influence on this 
particular algorithm’s performance (Bhattacharya and Mishra, 2018). Some tables contain 
multiple records for same characteristic which have same accuracy by different 
hyperparameter combinations.  Overall, the models have been able to predict the dwelling 
attributes of unit at a better accuracy compared to those of houses. 
Table 3-8: Best MSE values and Hyperparameters from DTR 
Property type and 
structural variable 




criterion MSE test 
Houses Bathrooms 6 7 64 mae 0.553039 
Houses Bedrooms 18 3 64 mae 0.561383 
Houses Car Spaces 23 7 16 mae 0.938967 
Units Bathrooms 22 11 2 mse 0.196356 
Units Bedrooms 23 3 2 mse 0.352227 





Table 3-9: Best MSE values and Hyperparameters from DTC 











Houses Bathrooms 30 15 128 log2 0.585221 
Houses Bedrooms* 5 11 4 log2 0.550656 
Houses Car Spaces 23 12 64 sqrt 0.922871 
 
37 8 32 log2 0.922871 
Units Bathrooms* 28 6 2 sqrt 0.172065 
Units Bedrooms 23 2 2 sqrt 0.352227 
Units Car Spaces 29 9 16 sqrt 0.325167 
Units Car Spaces 6 12 16 log2 0.325167 
* Smallest MSE value for dwelling structure  
Table 3-10: Best MSE values and Hyperparameters from ABDTR 






Random state loss MSE test 
Houses Bathrooms 0.16 6 2 linear 0.550656 
Houses Bedrooms 0.01 6 4 square 0.554231 
Houses Car Spaces 0.16 16 16 exponential 0.93226 
Unit Bedrooms 0.01 16 8 exponential 0.40081 
 
0.16 6 8 square 0.40081 
Units Bathrooms 0.01 6 16 exponential 0.261134 
 
0.06 6 8 exponential 0.261134 
Units Car Spaces 0.01 11 10 square 0.340757 
 





Table 3-11: Best MSE values and Hyperparameters from ABDTC 











Houses Bathrooms 0.31 26 18 SAMME.R 0.631704 
 0.31 26 12 SAMME.R 0.631704 
 0.31 26 10 SAMME.R 0.631704 
 0.31 26 8 SAMME.R 0.631704 
 0.31 26 6 SAMME.R 0.631704 
 0.31 26 4 SAMME.R 0.631704 
 0.31 26 2 SAMME.R 0.631704 
 0.31 26 14 SAMME.R 0.631704 
 0.31 26 16 SAMME.R 0.631704 
Houses Bedrooms 0.36 151 2 SAMME 0.554231 
 0.36 151 16 SAMME 0.554231 
 0.36 151 14 SAMME 0.554231 
 0.36 151 12 SAMME 0.554231 
 0.36 151 18 SAMME 0.554231 
 0.36 151 6 SAMME 0.554231 
 0.36 151 4 SAMME 0.554231 
 0.36 151 10 SAMME 0.554231 
 0.36 151 8 SAMME 0.554231 
Houses Car Spaces 0.21 76 2 SAMME 0.981891 
 0.21 76 16 SAMME 0.981891 
 0.21 76 4 SAMME 0.981891 
 0.21 76 6 SAMME 0.981891 
 0.21 76 8 SAMME 0.981891 
 0.21 76 10 SAMME 0.981891 
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 0.21 76 12 SAMME 0.981891 
 0.21 76 14 SAMME 0.981891 
 0.21 76 18 SAMME 0.981891 
Units Bathrooms 0.36 151 2 SAMME 0.291498 
 0.36 151 4 SAMME 0.291498 
 0.36 151 6 SAMME 0.291498 
 0.36 151 8 SAMME 0.291498 
 0.36 151 10 SAMME 0.291498 
 0.36 151 12 SAMME 0.291498 
 0.36 151 14 SAMME 0.291498 
 0.36 151 16 SAMME 0.291498 
 0.36 151 18 SAMME 0.291498 
Units Bedrooms 0.21 126 4 SAMME 0.412955 
 0.21 126 6 SAMME 0.412955 
 0.21 126 8 SAMME 0.412955 
 0.21 126 10 SAMME 0.412955 
 0.21 126 12 SAMME 0.412955 
 0.21 126 14 SAMME 0.412955 
 0.21 126 16 SAMME 0.412955 
 0.21 126 2 SAMME 0.412955 
 0.21 126 18 SAMME 0.412955 
Units Car Spaces 0.26 26 18 SAMME 0.363029 
 0.26 26 14 SAMME 0.363029 
 0.26 26 12 SAMME 0.363029 
 0.26 26 8 SAMME 0.363029 
 0.26 26 6 SAMME 0.363029 
 0.26 26 4 SAMME 0.363029 
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 0.26 26 2 SAMME 0.363029 
 0.26 26 16 SAMME 0.363029 
 0.26 26 10 SAMME 0.363029 
 
Table 3-12: Best MSE values and Hyperparameters from RFR 
Property type and 
structural variable 







Houses Bathrooms* 24 21 20 256 0.548272 
Houses Bedrooms 6 18 40 16 0.551847 
Houses Car Spaces* 19 22 20 16 0.908786 
Units Bathrooms 27 18 40 16 0.226721 
 
8 22 80 16 0.226721 
 24 2 100 16 0.226721 
 25 6 120 16 0.226721 
 33 23 160 16 0.226721 
Units Bedrooms* 20 19 20 16 0.323887 
Units Car Spaces* 34 23 40 16 0.316258 





Table 3-13: Best MSE values and Hyperparameters from RFC 
Property type and 
structural variable 







Houses Bathrooms 1 13 1 128 0.563766 
Houses Bedrooms* 31 22 20 16 0.550656 
Houses Car Spaces 25 10 40 16 0.928907 
Units Bathrooms 26 24 20 16 0.230769 
 28 24 20 16 0.230769 
 39 5 20 16 0.230769 
Units Bedrooms 16 10 180 16 0.336032 
Units Car Spaces 30 10 20 16 0.327394 
 
12 21 60 16 0.327394 
* Smallest MSE value for dwelling type and structural variable   
This particular experiment on the hyperparameters and algorithm performance clearly 
illustrate the need to tune a given algorithm using hyperparameters for the best performance. 
Only then it is fair to compare the performance between different types of algorithms. This is 
often a forgotten aspect in many algorithm comparison studies.     
3.7.4 Selecting the best algorithm for estimating each dwelling attribute 
Once the best performing variation of each algorithm for each dwelling attribute is known, 
we can move onto comparing the performance between different algorithms. Figure 3-8 
illustrates the outcome of this comparative analysis between model types for all dwelling 
attributes. Overall, MLR model is the worst performing model across dwelling attributes as 
indicated by a substantially higher MSE. There are some performance differences between 
the non-parametric models, however, these differences are fairly minimal. This is an 
important finding contrary to most existing research that claims dramatic performance 
variations between different machine learning models. This again highlights the fact that 
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hyperparameter tuning is a mandatory step in any model comparison study as one cannot 
assume the default hyperparameter values will perform well in all situations. Assuming so 
can lead to flawed conclusions.  
Overall, random forest is the winning algorithm as it outperforms other algorithms in 
predicting all dwelling attributes, except the number of bathrooms in units. Decision tree is 
the next best algorithm registering the best prediction accuracy in estimating the number of 
bathrooms in units, and equalling the performance of random forest in predicting the number 
of bedrooms in houses. All models are able to predict the dwelling attributes of units at a 
higher accuracy than those of houses. A possible reason for this is that the variations in 
dwelling attribute values of units is less compared to those of houses. Models trained by data 
belongs to units contain an additional variable, number of addresses in the land parcel and it 
may increase the accuracies.   
  




c. Bathrooms in a house d. Bathrooms a unit 
  
e. Car spaces in a house f. Car spaces in a unit 
Figure 3-8: best algorithm for each structural attribute  
The winning models are able to predict the number of bedrooms in detached houses, number 
of bathrooms in units and number of car spaces in units at an average accuracy of over 80%. 
Number of bedrooms in units can be predicted with an average accuracy of about 70%. 
Number of bathrooms and car spaces in detached houses can be only predicted at a moderate 
accuracy (Table 3.14). Future research will look in to improving the accuracies of these 









Algorithm Mean absolute percentage of 
accuracy (%) 
House Bathrooms Random forest 
regressors 
63 
House Bedrooms  Random forest 
classifier 
85 
House Car spaces Random forest 
regressor 
62 
Unit Bathrooms Decision Tree classifier 86 
Unit Bedrooms  Random Forest 
regressor 
70 







3.8 Conclusions  
A digital dwelling stock complete with several dwelling attributes such as the type, floor area, 
number of bedrooms, number of bathrooms and parking spaces is very useful for urban 
planning and research. However, existing digital dwelling stocks contain partial information 
of such useful attributes, particularly when the concerned geographic extent is large. This 
study focused on estimating some common structural attributes (number of bedroom, 
bathrooms and car spaces) of residential dwellings of types detached houses and units using 
available disaggregated and aggregated data. Machine learning was the approach we selected 
to achieve this goal. We evaluated the performance of four commonly used machine learning 
algorithms in predicting the three key dwelling attributes of interest.  
As explanatory variables, we collected a number of freely available disaggregated datasets 
such as the address data and land parcel data, as well as aggregated data such as the mean 
bedroom and mean bathrooms released at the smallest geographic unit by the Australian 
Bureau of Statistics. In addition, we employed a proven feature extraction algorithm to 
extract building footprints from satellite imagery, and then combined with LiDAR data to 
estimate building heights. The method used for estimating the number of stories has an 
accuracy of 89.84%. Elevated basements and building designs on the terrain impact on this 
accuracy.   
Accuracies of machine learning models depend largely on the values chosen for associated 
hyperparameters (Choi et al., 2016, Kadiyala and Kumar, 2018, Drotár et al., 2016). Most 
studies that compare performance of machine learning algorithms have opted to use the 
default hyperparameter values, which is a pitfall one must avoid. Hence, we first fine-tuned 
each machine learning algorithm using hyperparameter tuning to let that particular algorithm 
to perform at best given the specific problem and data. The best performing permutation of 
each machine learning model was then picked, and compared with the counterpart machine 
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learning models trained to predict a given dwelling attribute for a given dwelling type (e.g. 
bedrooms in detached houses).  
Between the four machine learning algorithms studied, namely multiple linear regression 
(MLR), decision tree (DT), random forest (RF) and AdaBoost, MLR registers the poorest 
performance in predicting all three dwelling attributes for the two dwelling types. The most 
important finding is that, once each algorithm is subjected to hyperparameter tuning, the 
performance difference between the other three algorithms in predicting all dwelling 
attributes is very low. This highlights the utmost importance of carrying out hyperparameter 
tuning in any machine learning study, especially where the performance of algorithms are 
compared with a view of identifying the best model. Overall, random forest algorithm holds a 
slight upper hand in terms of predictive performance.  
All models predict the dwelling attributes of units at a higher accuracy than those of detached 
houses. The most likely reason for this is the less variation in dwelling attribute values 
associated with units compared to houses. For example, most units contain to bedrooms in the 
study area, compared to a greater variation in number of bedrooms in detached houses. The 
winning models can predict the number of bedrooms in houses, and the number of bathrooms 
and car spaces in units with an accuracy of over 80%. Models used to predict the number of 
car spaces and bathrooms in detached houses can be further improved in terms of prediction 
accuracy. Future research will explore the possibility of incorporating additional freely 
available covariates to achieve this. 





4.1 Introduction  
In their purchasing decisions, home-buyers consider a range of housing characteristics such 
as size of the house and accessibility of the location (Wenyu, 2010). As an aesthetic amenity, 
a scenic view further increases the attractiveness of a house (Benson et al., 1998) and buyers 
are willing to pay a premium for the presence of this amenity (Bourassa et al., 2004, Luttik, 
2000, Jim and Chen, 2009, Baranzini and Schaerer, 2011). Water, sea, beach and forest (or 
green space) views are thus important house price determinants. Since buyers aim to optimise 
associated amenities including structural and location-related amenities, a strong relationship 
between housing associated amenities and the values is expected.  
The relationship between price and associated amenities can be assessed using computational 
models. These models are based on different principles. Hedonic price model, estimated via 
least squares estimation, is widely used as a technique for house price modelling. Multilevel 
structured additive regression (Brunauer et al., 2013), decision tree regression 
(nonparametric) (Fan et al., 2006) and machine learning algorithms (Park and Bae, 2015) are 
among other models. All these models depend on historical records that provide house prices 
and their determinants (structural, locational and neighbourhood variables). Some of these 
characteristics associated with properties are often recorded and can be fed into house price 
models. However, other characteristics are not recorded and need to be generated from 
alternative sources (e.g. remote sensing data).  
To address this gap we examine the following research questions: 
75 
 
• How can we calculate a reliable indicator for ‘view’ using available information? 
• Are dwellings with a ‘view’ sold for a premium compared to otherwise similar 
properties? 
To address the first question, we compute a range of variables related to view not available 
elsewhere. The innovative methodology involves spatially extracting properties via a ‘digital 
surface model’ (see Section 2 for details) to generate a reliable indicator of view. Based on 
this model, view can be extracted for different distance thresholds (e.g. 1km, 2km and 3km) 
from the centre position within a land parcel. Five key variables were included reporting the 
percentage of view from different distance thresholds. To address the second question, we 
incorporate those five variables into a predictive house price model.  
Illawarra, New South Wales (NSW) is chosen as the study area due to its unique geography 
in that views are obtainable from all angles of a house, including the views of ocean and 
escarpment. This makes the region considerably unique when compared to other major 
Australian population centres. As a result, this region has become one of the most expensive 
housing markets in Australia, highlighted by many top end properties with glamorous views. 
Thus, this paper represents an important addition to the understanding of how localised 
amenities impact upon prices of individual houses. 
This research emphasises that, based on the spatial amenities available in some areas, new 
indicators of housing value may be warranted. By incorporating the view indicators, the study 
also addresses the ‘omitted variable problem’. The new methodology of calculating the view 
indicators adds to the analytical knowledge within house price modelling.   
The article is structured as follows: Section 4.2 presents the theoretical background of the 
study and provides an introduction to the hedonic price method. Section 4.3 presents the 
dataset and the methodology used both to extract the associated variables for houses and 
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estimate the monetary values of housing characteristics. Section 4.4 discusses the results of 
the analysis, focusing on the influence of view on house prices, particularly comparing 
different view thresholds. The article closes by summarising the key points and briefly 
deliberating on the planning implications in Section 4.5. 
4.2 Theoretical background and the hedonic price method 
Urban amenities theory provides a theoretical basis for the analysis. This theory predicts 
residents are attracted to locations with abundant amenities and that prices of houses reflect 
the values the residents assign to nearby amenities. These may include a range of amenities 
that facilitates economic and social interactions of residents including job centres (Cervero 
and Duncan, 2004), schools (Chiodo et al., 2010, François et al., 2000) health facilities and 
shopping centres (Addae-Dapaah and Lan, 2010), and recreational spaces (Park et al., 2017).   
As hedonic price method estimates the desirability of a house generated by its surrounding 
environment and the structure, it could be used to test the urban amenities theory. For 
instance, the surrounding environment and the ecosystem influence house prices: a desirable 
ecosystem and an environment increase prices while unattractive atmosphere will decrease 
them. For example, the view of a lake and the availability of a park nearby increase housing 
values (Panduro and Veie, 2013). As a dis-amenity, a road with higher traffic generates noise 
and reduces housing values (Lake et al., 1998). These impacts are not limited to locational 
variables, but are also triggered by structural attributes of the dwelling and the building. 
Hence, the price of a house is the aggregate effect of several positive and/or negative 
influencing factors.  
The principal theoretical foundations of the hedonic price model are Lancaster’s consumer 
theory (1966) and Rosen’s model (1974) (Herath and Maier, 2010). Those studies made early 
but significant contributions to the development of the model. Lancaster built upon 
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microeconomic foundations to analyse utility properties of houses, and applied that to 
different study areas including housing markets, financial assets and the labor-leisure trade 
off. In his model, goods and quantities of characteristics were linked by the household 
production function. Lancaster focused on the demand side of the market through his model. 
In Rosen’s integration of the hedonic price model with standard economic theory, he derived 
two kinds of functions, ‘bid function’ of utility maximizing consumers and the ‘offer 
function’ of profit maximizing producers. His study extended to analyze buyer and seller 
choices in a hedonic price model through market equilibrium. 
The hedonic price method concerns the characteristics associated with the dwelling. In the 
literature those characteristics are grouped into different categories. Most of the studies 
consider three major categories: structural, locational and neighbourhood.  
Dwelling structure may vary from one dwelling to another, and hence structural 
characteristics are commonly used as unit-level variables (Adair et al., 2000, Kauko et al., 
2002, Wilhelmsson, 2002) – i.e. number of bedrooms, bathrooms, car spaces, floor area, etc.. 
Alternatively, some studies use average values of structural characteristics for geographical 
areas (e.g. average number of bedrooms) (Abelson et al., 2013). Structural characteristics 
generally show a positive relationship with house prices and, this relationship may be linear 
or non-linear (Wolverton, 1997). Age of a dwelling is also considered as a structural 
characteristic and shows a negative relationship with house prices (Stevenson, 2004, 
Wilhelmsson, 2002, Tyrväinen and Miettinen, 2000), unless the house is of heritage status.  
Apart from the structural variables, locational variables also play a major role in the 
formation of house prices. The latter also includes neighbourhood characteristics. As 
discussed in the literature, locational variables can be represented in two ways: as fixed (also 
known as fixed-effects variables) or relative variables (Chau and Chin, 2003). The fixed 
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location attributes have common values based on the location within a given geographic area 
- e.g. suburb or district. Most of the neighbourhood variables are fixed-effects variables, and 
the census is a major data source for such variables. Examples include ethnicity (Jud and 
Watts, 1981), per capita income, unemployment rate (Limsombunchao, 2004), and 
population density (Visser and van Dam, 2006). On the other hand, relative locational 
attributes are specific to the precise dwelling location. Common variables in this category are 
nearby amenities/dis-amenities such as percentage of views (Michael et al., 2002, Song and 
Knaap, 2003, Baranzini and Schaerer, 2011), distances to shopping malls (Tatt et al., 2015, 
Addae-Dapaah and Lan, 2010) and distances to public transport (So et al., 1997).  
4.3 Estimation strategy 
The relationship between house prices and explanatory variables is typically estimated using 
multiple regression analysis. It either uses ordinary least squares regression (LSE) or 
maximum likelihood estimation of the log-likelihood function derived from the hedonic 
function (Herath and Maier, 2010). Hedonic models are often estimated as single stage 
equations, i.e. the hedonic model estimates the effects of characteristics on price and does not 
assess the structural parameters of the individual characteristics (Brunauer et al., 2013).   
The method analyses the effects of several independent variables on the dependent variable, 
that is, price (Malpezzi et al., 1980): 
à = a(f, O, !, V) 
where, P is price of the houses; S is structural characteristics of houses; L is locational 
attributes; N is neighbourhood characteristics; and t is an indicator of time. 
Hence, this includes multiple independent variables and general model elaborate in  
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P=	l- + l$f%$ + l,O%, + l@O%@ + lA!%A +⋯l!!M!% . . +m! 
Equation 4-1 
 where, P is the house prices, f%, !% and  O% are structural, neighborhood and locational 
characteristics of houses of the ith  record respectively. m  denotes the associated error.  
Model can be represent in matrix form that includes observations as a vector (price), level of 
regressor variables (X), coefficients (l) and associated random errors (m).  
à = )l + R 
Equation 4-2 
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The hedonic regression function can be linear, log-linear or log-log form (Herath and Maier, 
2010). In the log-linear model, continuous variables among the explanatory variables are 
converted into log values. There is no specific theoretical method to choose the correct 
functional form of the hedonic regression. However, according to Green and Malpezzi 
(2003), the log-linear form has a number of advantages over the linear form. The coefficients 
of log-transformed variables in a log-linear model have a simple and logical interpretation. 
They represent the approximate percentage change in the rent or price given a change in an 
independent variable by 1%. In addition, log-linear models are computationally simple and 
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they often mitigate the common statistical problem known as heteroscedasticity, or changing 
variance of the error term (Green and Malpezzi, 2003). 
The widely used log-linear model is implemented in this study where price is incorporated in 
natural log form and the independent variables in linear form (except for continuous 
variables) (Sirmans et al., 2005). It takes the following form: 
ln	P=	l- + fl$ + !l, + Ol@ + m 
Equation 4-4 
where, ln P is the natural log of house prices, S, N and L are structural, neighborhood and 
locational characteristics of houses respectively. l% represents the hedonic regression 
coefficients and m is the error term. 
A number of independent variables can be included in the hedonic model; however, the high 
correlation (linear relationship between two variables) between some of these variables can 
create estimation problems. Therefore, correlated independent variables should be excluded 
from the model. Correlated variables were identified employing ‘Pearson correlation 
coefficient’ (Sedgwick, 2012). One variable was selected from significantly correlated pairs. 
If the correlation coefficient is higher than |±0.75| (Tabachnick et al., 2007), pair is 
considered as correlated variable.  
_ =
∑(x − +̅)(= − =w)
î∑(x − +̅),∑(y − =w),
 
Equation 4-5 
where x and = are values of the two variables as vector and +̅	TUS	=w	T_R	bRTU	`a	+ 
and =. P-value of the correlation can be determined from the correlation coefficient table by 
degree of freedom as n-2, where n is the number of observations.   
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4.3.1 Data description  
The LSE method relies on data representing independent variables (characteristics related to 
dwellings) and a dependent variable (dwelling price). For this study, the NSW Valuer 
General’s sales records were obtained from the Australian Urban Research Infrastructure 
Network (AURIN). The study uses sales records from 2010 to 2012, as a three year period 
increases the number of records whilst keeping the temporal fluctuations low compared to 
longer time series studies. This time period also facilitates using 2011 census data (as 
midpoint) for computing neighbourhood variables. The data set contains addresses of houses 
that were used as input for the geocoder. The geocoded houses (i.e. housing locations 
attached) were used for the extraction of spatial attributes. Table 4-1 lists the details of spatial 
data used and the extracted spatial variables for dwellings. Figure 1 presents the study area of 




Table 4-1: Data used to generate the spatial variables 
Source  Extracted spatial 
data component 
Variable generated 







LiDAR DSM (Digital 
Surface Model)5 -
5m 
Land use Land use -2010 







NSW Spatial Data Road network - 
2014 
 
Google maps and 
OpenStreet maps (2014), 
NSW transport open data 




Source: Author calculations 
 
4 This is called a model as this data can be modelled in a visualised form. It represents bare-ground without 
objects. 
 




Figure 4-1: Study area and the surrounding natural environment 
4.3.2 Incorporating the aesthetics of a view 
View is a function of location’s attributes in the 3D space such as surrounding land use and 
terrain. Therefore, from an analytical perspective, view is an extractable amenity. Majority of 
studies use view as a dummy variable, identifying whether the amenity is visible or not 
(Michael et al., 2002, Song and Knaap, 2003). However, some researchers consider view as a 
continuous variable. As an example, Paterson and Boyle (2002) use visible percentage of 
each amenity within a given distance.  
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In the present study, 17 land use categories (airport , beach, commercial centre, 
environmental living, general residential, industrial, infrastructure, large lot residential, local 
centre, conservation area, port, primary production, recreational area, sea, special activities, 
tourist, inland water) were calculated, generating seventeen potential view variables, but five 
views were selected based on the literature: water, beach, conservation area, recreational area 
and sea view. Provided our study area has attractive coastal views as well as inland water 
bodies, sea and water views were separately included within the chosen five view variables. 
The views were extracted using DEM, DSM and the land use map (see Table 4-1). The 
specific land parcel that a dwelling is built on was selected as the location for that dwelling. 
Additionally, units in upper flows or houses with several stories can have better views than 
those at ground level. However, the view with respect to the land parcel (i.e. ground level) 
was considered, rather than from the relevant floor of a dwelling, due to data limitations. 
View was initially analysed for a one-kilometre radius by considering an offset of 1.4m 
above the DEM height as base height for the land parcel. However, beyond the land parcel, 
DSM height was used as the land use height for the analysis. The latter reflects the actual 
obstacles, which may affect the view (e.g. buildings, vegetation, etc.). Hence, viewshed 
(visibility) analysis (Kantner and Hobgood, 2016) was performed to estimate the view for 
each pixel in the land parcel. This iterative process was applied to each residential land 
parcel. In addition to the 1km radius, views were extracted for 2km and 3km radiuses for 
comparison purposes. Percentage of view for each variable was calculated as a fraction from 
the considered areas (1km to 3km radius). Figure 4-2 shows an example of how the views 




Figure 4-2: View extraction for different threshold radiuses  
4.3.3 Incorporating the other locational variables 
Based on the evidence from the literature, fixed and relative locational variables were used in 
the study. Locations of schools, shopping malls, supermarkets, public transport, public parks, 
major roads, rail roads and beaches were used for the analysis. Influences of these amenities 
change with the distance and they are measurable as direct distance (Euclidean distance) or 
road network distance (travel distance). We initially considered both these distances from 
dwellings to the above mentioned amenities. In addition, neighbourhood variables were 
incorporated as fixed-effects variables at the SA1 level - i.e. the smallest geographical area in 
the Australian census. The neighbourhood variables population density, unemployment, 
income (over $2,000), population over 60 and Australia-born population were used as 
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proportions of the total SA1 population. Summary statistics for the variables are shown in 
Table 4-2 and Table 4-3. 
Table 4-2: Descriptive statistics (continuous variables) 
Variable Description Minimum Maximum Mean Std. 
Deviation 
e_price Price ($) 81,000 4,000,000 413,731 180,715 
bedrooms Number of bedrooms 0.00 9.00 2.95 0.92 
bathrooms Number of bathrooms 1.00 7.00 1.45 0.65 
parking Number of parking 
spaces 0.00 8.00 1.43 0.87 
prcategory House: 75.7%, units: 
24.3%       
Area Land area 121 34,882 1,259 1,684 
RailS_E Euclidean distance to 
closest rail station (m) 
43.48 6,551.19 1,597.71 1,233.55 
Schol_E Euclidean distance to 
closest school (m) 
43.07 3,576.61 653.16 428.02 
Parks_E Euclidean distance to 
closest park (m) 9.72 2,687.73 420.62 342.09 
Malls_E Euclidean distance to 
closest shopping mall 
(m) 
112.96 5,792.68 2,016.94 1,272.26 
MjrRd_E Euclidean distance to 
closest major road (m) 16.41 6,716.77 1,162.38 1,403.79 
BusSt_E Euclidean distance to 
closest bus stop (m) 
3.27 1,139.86 178.26 137.43 
Beach_E Euclidean distance to 
closest beach (m) 
41.40 1,0419.72 2,348.56 1,924.48 
RailRD_E Euclidean distance to 
closest rail road (m) 
22.88 6,291.49 1,251.67 1,171.44 
MjRods_E Euclidean distance 
major road (m) 16.41 6,716.77 1,162.38 1,403.79 
RailS_N Network distance to 
closest rail station (m) 
32.27 7,642.22 2,143.60 1,462.89 
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Schol_N Network distance to 
closest school (m) 
0.00 4,410.35 977.71 591.93 
Parks_N Network distance to 
closest park (m) 0.00 3,507.67 607.86 493.25 
Malls_N Network distance to 
closest shopping mall 
(m) 
119.23 6,998.85 2,581.58 1,507.56 
MjRods_N Network distance to 
closest major road (m) 2.28 8,964.36 1,673.78 1,868.03 
BusSt_N Network distance to 
closest bus stop (m) 
0.03 1494.99 267.22 215.52 
Beach_N Network distance to 
closest beach (m) 
0.00 14,735.31 3,075.94 2,398.15 
AgeOver60 Fraction of age over 60 
year 
0.03 0.69 0.22 0.08 
Income Household over 
$2000/week 0.00 0.67 0.20 0.11 
Aus_percen Fraction of Australian 
born people 
0.33 0.99 0.86 0.09 
UnEmp Unemployment rate 0.00 0.09 0.03 0.01 
Density Population density 
(SA1) 
40.63 11,149.60 2,828.62 1,710.39 
Beach1V Beach view (%) 0.00 12.23 0.03 0.37 
Sea1V Sea view (%) 0.00 97.65 1.28 9.83 
Cons1V View of conservation 
(green) area (%) 
0.00 92.40 8.75 18.16 
Recr1V View of recreation area 
(%) 
0.00 79.08 9.40 12.22 
Water1V Water view (%) from 
total visibility area 
within 1km  





Table 4-3: Descriptive statistics (categorical variable) 
Suburb name Percentage of 
records in the 
sample  
Suburb name Percentage of 
records in the 
sample 
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Note: The description column for categorical variables (e.g. suburbs) includes the proportions 
of each category within the variable. Views were taken as percentages. Table 4-2 summarises 
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the descriptive statistics of variables reflecting the dwelling related characteristics. The 
descriptive statistics show estimated view variables: green area views are more common as 
indicated by mean values of parks (9.40%) and conservation (8.75%) views. Additionally, 
distances calculated for different amenities demonstrate how the services and infrastructure 
are distributed in the study area in relation to dwellings. Maximum distance (network 
distance) to any amenity is 14,735 metres, and it indicates that all amenities considered can 
be accessed by travelling less than 14,735 metres. As the study area is located in a coastal 
zone, sea view is prominent in the area. Because of that, some dwellings are completely 
exposed to sea and a major portion of the total view is represented by the sea view (e.g. 
97%). House price as the dependent variable varies from $ 81,000 to $ 4,000,000.  
4.4 Results and discussion  
Sales records included a structural characteristic called ‘area’. This term is ambiguous as to 
whether this refers to floor area, in which case the coefficient is expected to be positive, or to 
land area of the parcel, which could result in a negative coefficient for larger buildings. As a 
result, models were estimated without the area variable. Furthermore, number of parking 
spaces, bedrooms and bathrooms were used without converting to log values due to the 
limited range of values. Additionally, variables measured in percentages (views) and 
fractions (neighbourhood variables) were used in their original form. 
Due to our interest in controlling for the possible negative effects from noise and pollution, 
and since individuals are exposed to noise and pollution regardless of actual road distances 
from a dis-amenity, we included direct (Euclidean) distance in relation to proximity to a rail 
road. The other two location variables—proximity to major roads and train stations—do 
impact upon accessibility and as such network distances from houses to those nodes were 
considered. This is consistent with the travel behaviour of most workers in the Illawarra 
region where they drive to and from train stations.   
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The correlation matrix was populated to evaluate the bi-variate correlations between 
independent variables. According to the matrix, few variables are highly correlated and 
majority of these correlations are present between network and Euclidean distances from the 
same amenity. To keep consistency, the models with the network distances are evaluated 
(except for rail road due to the above mentioned reason). The correlation matrix suggests 
Euclidean distance from rail road, network distance from major roads and network distance 
from train stations are correlated. Therefore, influences of these variables were estimated in 
separate models. This strategy also helps in addressing multicollinearity. Figure 4-3 shows 
the correlation matrix and a sub plot highlighting the correlations between Euclidean distance 
to rail road, network distance to major roads and network distance to train stations. Among 
the correlated pairs, regressions were performed with network distances, because it reflects 




Figure 4-3: Correlation matrix 
Suburbs have their own reputations depending on socio-economic characteristics of residents. 
As an example, suburbs with high crime rates can have a bad reputation, decreasing dwelling 
prices in those suburbs. To take into account these factors, models were estimated with and 
without suburbs. For each version, linear and log-linear models were estimated. These four 
versions were estimated with each correlated variable (Euclidean distance from rail road, 
network distance from train station and network distance from major roads), resulting in 12 
versions of models (see Table 4-4). The influence of the explanatory variables shows low R2 
values in linear models (with and without suburbs) compared to the log-linear models. 
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Therefore, log-linear models were selected for the final analysis as they explain more 
variation of the dependent variable compared to the linear models. In suburb variables are not 
shown due to space reasons6. 
  
 
6 These are available on request 
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Table 4-4: Model statistics 
 
Linear Log-linear 




major road  
Euclidean 
distance to rail 
road  
Network 




major road  
Euclidean 





Residual standard error 114,500 116,000 115,400 0.2145 0.2180 0.2154 
DF 5,156 5,156 5,156 5,156 5,156 5,156 
Multiple R-squared 0.5999 0.5899 0.5935 0.6596 0.6483 0.6569 
Adjusted R-squared 0.5983 0.5883 0.5919 0.6583 0.6469 0.6556 
F-statistic 386.5 370.8 376.3 599.5 475.2 493.5 
p-value 0.0000 0.0000  0.0000 0.0000 0.0000 0.0000 
Models with suburbs 
Residual standard error 109,300 109,300 109,300 0.1939 0.1945 0.1943 
DF 5,114 5,114 5,114 5,114 5,114 5,114 
Multiple R-squared 0.6389 0.6385 0.6386 0.7240 0.7223 0.7229 
Adjusted R-squared 0.6345 0.6342 0.6342 0.7207 0.7190 0.7195 
F-statistic 145.9 145.7 145.8 216.4 214.6 215.2 
p-value 0.0000  0.0000  0.0000 0.0000 0.0000 0.0000 
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Table 4-5: Estimates of models 
Variable 
Models with suburbs Models without suburbs 
Network distance 
to major road  
Euclidean distance 
to rail road  
Network distance 
to train stations 
Network distance 
to major road  
Euclidean distance 
to rail road  
Network distance 
to train stations 
(Intercept) 12.5747 *** 12.5609 *** 12.4092 ** 13.4600 *** 13.5387 *** 13.8400 *** 
 (0.1141)  (0.1154)  (0.1232)  (0.0877)  (0.0931)  (0.0957)  
bedrooms 0.1374 *** 0.1390 *** 0.1396 *** 0.1352 *** 0.1285 *** 0.1299 *** 
 (0.0044)  (0.0044)  (0.0044)  (0.0048)  (0.0049)  (0.0048)  
bathrooms 0.1130 *** 0.1124 *** 0.1112 *** 0.1217 *** 0.1259 *** 0.1272 *** 
 (0.0056)  (0.0056)  (0.0056)  (0.0061)  (0.0062)  (0.0061)  
parking 0.0642 *** 0.0636 *** 0.0637 *** 0.0645 *** 0.0675 *** 0.0665 *** 
 (0.0035)  (0.0035)  (0.0035)  (0.0038)  (0.0039)  (0.0038)  
prcategoryUnit -0.2301 *** -0.2326 *** -0.2329 *** -0.1970 *** -0.1864 *** -0.1953 *** 
 (0.0096)  (0.0096)  (0.0096)  (0.0101)  (0.0102)  (0.0101)  
Parks_N_log -0.0002  -0.0005  -0.0006  -0.0137 *** -0.0189 *** -0.0146 *** 
 (0.0028)  (0.0028)  (0.0028)  (0.0027)  (0.0027)  (0.0027)  
RailS_N_log     0.0318 ***     -0.0741 *** 
     (0.0078)      (0.0049)  
RailRD_E_log   0.0115 *     -0.0335 ***   
   (0.0046)      (0.0034)    
MjRods_N_log 0.0295 ***     -0.0494 ***     
 (0.0048) ***     (0.003)      
Schol_N_log 0.0035  0.0067  0.0065  0.0071  -0.007  -0.0065  
 (0.0043)  (0.0043)  (0.0043)  (0.0042) . (0.0042) . (0.0042)  
Malls_N_log -0.0275 ** -0.0166  -0.0178  0.0131 * 0.0127 * 0.0065  
 (0.0103)  (0.0102)  (0.0102) . (0.0059)  (0.0061)  (0.006)  
BusSt_N_log 0.0012  0.0034  0.0024  0.0030  0.0026  0.0028  
 (0.0027)  (0.0027)  (0.0027)  (0.0028)  (0.0029)  (0.0028)  
Beach_N_log -0.0645 *** -0.0705 *** -0.0705 *** -0.1156 *** -0.1085 *** -0.1003 *** 
 (0.0056)  (0.0055) *** (0.0055) *** (0.0039) *** (0.0039) *** (0.0039) *** 
95 
 
AgeOver60 0.1406 *** 0.1499 *** 0.1511 *** 0.2062 *** 0.2096 *** 0.2040 *** 
 (0.0445)  (0.0452)  (0.0445)  (0.0447)  (0.0462)  (0.0449)  
Income 0.5619 *** 0.6090 *** 0.5972 *** 1.1990 *** 1.2064 *** 1.2060 *** 
 (0.0495)  (0.0492)  (0.049)  (0.0393)  (0.04)  (0.0395)  
Aus_percen -0.0426  0.0091  0.0109  -0.5402 *** -0.6553 *** -0.6387 *** 
 (0.063)  (0.0625)  (0.0624)  (0.0467)  (0.0467)  (0.0461)  
UnEmp -0.9690 *** -1.0065 *** -0.9748 ** -0.7297 ** -1.0300 *** -1.1520 *** 
 (0.2553)  (0.2562)  (0.2561)  (0.2658)  (0.2701)  (0.267)  
Density_log -0.0068  -0.0067  -0.0057  0.0153  0.0149  0.01  
 (0.0063)  (0.0064)  (0.0063)  (0.0059)  (0.006)  (0.006) . 
Beach1V 0.0215 ** 0.0224 ** 0.0210 ** 0.0258 ** 0.0267 ** 0.0305 *** 
 (0.0079)  (0.0079)  (0.0079)  (0.0086)  (0.0087)  (0.0086)  
Cons1V 0.0005 ** 0.0005 * 0.0004 * 0.0007 *** 0.0010 *** 0.0011 *** 
 (0.0002)  (0.0002)  (0.0002)  (0.0002)  (0.0002)  (0.0002)  
Recr1V 0.0011 *** 0.0011 *** 0.0011 *** 0.0001  -0.0002    
 (0.0003)  (0.0003)  (0.0003)  (0.0003)  (0.0003)  (0.0003)  
Sea1V 0.00360 *** 0.0036 *** 0.0036 *** 0.0035 *** 0.0033 *** 0.0033 *** 
 (0.0003)  (0.0003)  (0.0003)  (0.0003)  (0.0003)  (0.0003)  
Water1V 0.0011 *** 0.0011 *** 0.0011 *** 0.0006 * 0.0002  0.0004  
 (0.0003)  (0.0003)  (0.0003)  (0.0003)  (0.0003)  (0.0003) . 
Res. standard error 0.1939  0.1945  0.1943  0.2145  0.218  0.2154  
Degrees of freedom 5114  5114  5114  5156  5156  5156  
Multiple R-squared 0.724  0.7223  0.7229  0.6596  0.6483  0.6569  
Adjusted R-squared 0.7207  0.719  0.7195  0.6583  0.6469  0.6556  
Model DF 62  62  62  20  20  20  
F-statistic 216.4  214.6  215.2  499.5  475.2  493.5  
p-value 0.0000  0.0000  0.0000  0.0000  0.00006  0.0000  
Note: Standard errors are in brackets  
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4.4.1 View as an amenity for house price variation 
A key finding from the analysis is that the ‘view’ variables show similar effects in all the six 
models – the ‘view’ has a positive impact on house prices. The results further demonstrate 
that the dwellings with beach and sea views in particular have higher values compared to 
similar dwellings without such views. As an example, a 1% increase in sea view induces an 
increase in dwelling price by 0.33% to ~0.36% across the six models. Among the view 
variables, the influence of the beach view is considerable, and significantly affects the house 
price variation. Here, a 1% increase in beach view increases the price of a dwelling by 2.1% 
to 3.1% across the six models. Except the recreational areas (e.g. parks), other views show 
positive and significant impact on house prices. Despite the positive impact of majority 
inland water views in six models, levels of significance are low for models without suburbs. 
Generally, the effect of view is positive and significant for view variables considered.  
Our findings further confirm closer views have higher impact on house prices. This was clear 
from the results with respect to different threshold radiuses for the calculation of views (1km 
to 3km radius). As an example, beach which you can see within 1km creates higher impact on 
prices compared to similar percentage of beach view within 2 km. For most views 
considered, similar patterns of change were evident when increasing the threshold radius - i.e. 
decreases in the effect. According to the estimated coefficients (see Figure 4-4), views related 
to water, sea and conservation areas show a clear negative relationship between increases in 
radius and price. The effect of the beach view shows a slightly different pattern: the effect 
slightly decreases when radius increases from 1km to 2km (by 0% to 0.25%), but drastically 
decreases when threshold radius increases from 2km to 3km (by 0.99% to 1.81%). Beach 
areas are smaller compared to other land uses and an increase of threshold radius reduces the 
percentage of beach view drastically. Overall, findings suggest closer views have a higher 




Figure 4-4: Influence of view on dwelling prices with the view thresholds considered ((a) and 
(b) – models with Euclidean distance to rail road, (c) and (d) - models with network distance 
to train station, (e) and (f) models with network distance to Major roads). 
  




Models without suburbs 
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4.4.2 Other explanatory variables  
The estimated models explain positive effects of included structural variables on house 
prices. For instance, consistent with the literature, number of bedrooms and bathrooms have a 
positive influence on house prices (Adair et al., 2000, Kauko et al., 2002, Wilhelmsson, 
2002). The results show an increase of bedrooms by 1 induces an increase of dwelling price 
by ~ 13% - 14% (Table 4-5). Similarly increment of bathrooms by 1 increases the dwelling 
price by ~ 11% - 13%. The same pattern can be observed in relation to car spaces: the 
relationship is positive and an additional car space generates a price premium of ~ 6% - 7%. 
Furthermore, property category as a structural variable shows the expected negative impact 
associated with the units compared to detached houses.  
As a locational variable, distance to nearest beach has an inverse relationship with house 
prices. Comparing all the six models, a 1% reduction in network distance to beach increases 
house price by ~0.06% to 0.12%, and the influence is greater for models without suburbs: 
~0.10% to 0.12%. The models with suburbs thus indicate that suburbs duplicate the effects 
that are already captured by the included locational variables.  
The variable measuring proximity to shopping malls is not significant in the five models, and 
it may be due to the mixed effects associated with shopping malls in close proximity. As an 
example, Tatt et al. (2015) reported that, when residents tend to drive instead of walk to a 
mall, prices near shopping malls may not be that high. That influence can also come from 
other factors associated with shopping malls, such as traffic congestion and noise. Addae-
Dapaah and Lan (2010) published contrasting findings on shopping malls near residential 
locations. According to that study, a higher premium for a house occurs when it is located 
within a 100m circle from a shopping mall. The study assumed a monotonic relationship 
between price and distance to shopping malls. 
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As a variable associated with leisure, network distance to recreational areas shows a negative 
influence, and it is significant for models without suburbs. In models with suburbs, the effect 
may have been captured by suburbs. In addition, schools and bus stops are dispersed over the 
study area, and the influence of accessibility variable for schools is significant at the 10% 
level. The variable measuring proximity to bus stops is not significant for house prices.  
The proportion of those aged over 60 and those with higher incomes (more than $2000/week) 
as neighbourhood variables have significant positive impact on house prices. As expected, 
unemployment rate in the neighbourhood results in a significant negative impact on house 
prices.  
4.5 Conclusions 
Price of a house is affected by many factors. This chapter uses hedonic price method to 
estimate the effect of aesthetic view on house prices. A number of structural characteristics 
such as number of bedrooms and bathrooms, and locational attributes such as distances to 
available services are incorporated into the models as control variables. Consistent with 
previous literature, structural attributes have a significant impact on prices.  
As an amenity, aesthetic views provide a relaxing sensation to the owners and increases the 
value of a house. Therefore, houses with desired sea, beach, park, water and conservation 
area (forest) views attract some of the highest market prices compared to houses without such 
views. Results of the study indicate that the beach view has the highest influence on house 
prices compared to other views considered (sea, conservation area, park and water views). 
Specifically, we found that a 1% increase in beach view from the visible area within one 
kilometre radius increased dwelling prices by 2% - 3%. Based on the calculated views for 
different threshold radiuses (1-3kms), views that are close to the housing locations are more 
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relevant for house prices. A beach view within 1km explains more of the price variation in 
houses than beach view within 3km.  
This article puts forward evidence that nearby aesthetic views are important for explaining 
house price variations. This finding is useful for urban planning as specific sites can be 
identified with significant aesthetic values. Such sites may provide ideal locations for 
residential developments. This would be of benefit to local governments when considering 
which locations to rezone for further development. A further outcome from this research 
could include that town planners consider whether views are obtainable and if so what will be 





Generating	 an	 area	 specific	 synthetic	 population	 for	 the	 Illawarra	
region		
5.1 Introduction  
Detailed information on socio-demographic characteristics of habitants is useful for 
modelling population behaviour in an urban area. For instance, travel behaviour and activities 
are important for transport modelling and planning (Barthelemy and Toint, 2013, Beckman et 
al., 1996). Knowledge about individual and household characteristics plays a major role in 
health risk assessment over a population (Levy et al., 2014). However, fully informative data 
about the population (e.g. unit records) is not readily available due to privacy and 
confidentiality reasons. The next best alternative is to use available sources of data and 
synthesise artificial populations of individuals and households, which are validated against 
the census. The purpose of this chapter is to outline the method used to create the small area 
synthetic population of households and related individuals which have location information 
as their SA1.  
The techniques available for constructing synthetic populations mainly rely on aggregated 
data. Usually, the main source for the aggregated data is census tables that describe the 
demographic profile of people living in areas defined by Census boundaries. The second data 
type used for generating synthetic populations is known as seed or sample data which 
includes individual/ household characteristics without personal identifiers. This sample data 
contains information about individuals/ households such as age, sex of members, household 
income and household composition. 
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Two main approaches followed for the generation of synthetic populations are highlighted in 
the literature. First approach is the synthetic reconstruction (SR) (Ballas et al., 2005b, Long 
and Shen, 2013). SR approach rebuilds the disaggregated population data starting from the 
aggregate data (i.e. census) and distributions available in samples. Second approach is based 
on the combinatorial optimization (CO) algorithm. The basic idea of CO is to select the 
optimum combination households and individuals from the available sample to create the 
synthetic population. Alternatively, a sample free approach has been introduced by 
Barthelemy and Toint (2013). Three main steps take place in this approach to generate a 
synthetic population. Firstly, it generates individuals, and secondly produces the joint 
distribution of household types. In the third step, it generates households by picking 
appropriate individuals from the generated pool. Regardless of the approach used to generate 
the synthetic population, the output is a set of individuals and households for the concerned 
geographical area, and a one that agrees with the available census data when re-aggregated.  
The main objective of the population synthesis in this study is straightforward: generating a 
matching population for small geographical areas in the region of Illawarra. The generated 
population contains individual and groups households with their predefined characteristics. 
The process utilizes publicly available Census data and a sample of detailed unit records 
termed Confidentialised Unit Record Files (CURFs). The CO approach is employed to 
generate the synthetic populations.  
This chapter is organised as follows. The section 5.1Error! Reference source not found. 
reviews existing literature about generating synthetic populations theoretical background. The 
section 5.2 discusses the data and the method used to synthesis the artificial population for 
the Illawarra region. The section 5.3 is dedicated to discuss the result, which includes the 
comparison with the census summary tables. The final section (5.4) draws conclusions based 
on the results.  
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5.1.1 Applications of synthetic populations 
Disaggregated data concerning populations are important for several applications such as 
urban and infrastructure planning and epidemiological studies (community medicine). For 
example, Infrastructures panning fundamentally takes into account the requirements of the 
population living in a given geographic area that are expected to utilise the planned 
infrastructure. Transport demand forecasting is a prominent application that relies heavily on 
activities of people in the concerned area and activities related individual travel diary 
influences on the transport demand forecasting (Cho et al., 2014). However, some of the 
critical information regarding populations is not always publicly available. Beckman et al. 
(1996) stated the importance of different stages of grouping, which are not present in publicly 
available summarized data, for travel activities. Nagel et al. (1999) made an effort to model 
human behaviour related to transportation. Their model, “TRANSMISM”, simulates the 
activities of travellers in a region of interest. In such applications, synthetic population data is 
directly utilized by models (decision support systems) to satisfy the detailed data 
requirement.  
Synthetic populations have been used in the health sector to model and study strong linkage 
between population characteristics such as relationships among individuals/ households and 
human health. For an instance, Levy et al. (2014) used synthetically generated population to 
analyse community-scale exposure and vulnerability patterns of smoking behaviour. 
Moreover, the baseline synthetic population and evolution of that synthetic population are 
used to study the dynamics of infectious disease, arboviruses transmission (Xu et al., 2017). 
The research highlights the advantage of synthetic population to identify the behaviour of the 
disease transmission in the population. Individual/ household characteristics such as age and 
activities (occupation), interactions among members in a household, and school children are 
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modelled using synthetic populations, based on which transmission pattern of most of 
communicable diseases can be analysed.  
5.1.2 Data and approaches for generating synthetic populations  
Available approaches for the population synthesis use two datasets, aggregated and sample 
data. However, aggregated figures for the considered geographical areas are the most 
commonly used data in all available approaches. Such aggregated population data usually 
come from Census (small area socio-demographic data) and provide summarized 
characteristics at specific geographical area (i.e. number of male and female in a Census 
collection district). For example, Beckman et al. (1996) used individual, household and 
family level summary tables in a study related to the activity patterns. Summarized values 
obtained from the census can be single variables or multidimensional tables. Such single 
variables may include sex, age, income, etc. Multidimensional tables list marginal values for 
two or more variables. As an example three-dimensional marginal is the summary values of 
age, sex, labour force status and highest education qualification (Harding et al., 2010).  
The second dataset required for most popular synthesising approaches is a disaggregated 
dataset which is drawn from a sample of the population. This disaggregated dataset contains a 
representative sample from the population carrying information at the unit record level. 
Generally, such datasets consist of a list of unidentifiable individuals or households with 
associated characteristics (age, sex, marital status, etc.) obtained from a census or survey 
(Melhuish et al., 2002, Frick, 2004, Ye et al., 2009, Mohammadian et al., 2010). Such data 
coming from the sample files is known as the seed data in population synthesis. In addition to 
the census, researchers have used other sources as well to generate synthetic populations. 
Ballas et al. (2005a) used British Household Panel Survey (BHPS), which is a national annual 
survey of the adult population of the UK. These samples represent individuals/ households 
from the actual population.  
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5.1.3 Synthetic Reconstruction  
Synthetic Reconstruction (SR) is a well-established technique for generating synthetic 
populations, which was introduced by Wilson and Pownall (1976). This technique is used to 
create lists of household and associated individuals, whose characteristics are consistent with 
aggregated figures of the census. SYNTHESIS (Birkin and Clarke, 1988) is a popular model 
which is developed based on synthetic reconstruction approach, where the focus is to estimate 
the household/ individual characteristics related to their economic activities.  
The procedure is sequential and starts by assigning household heads with locations. Then the 
probability value for being in each age category, sex and marital status are calculated and 
assigned to each household head. The next step allocates economic activity for heads based 
on the available distribution. Economically active heads are then allocated an occupation. 
Depending on the marital status, spouse age category, age, number of children and their 
characteristics are determined. Census table provide partial information concerning the 
conditional chain probabilities to be estimated. The required conditional probability can be 
estimated using IPFP algorithm introduced by Deming and Stephan (1940). The basic idea of 
the algorithm is to estimate cell probabilities in a contingency table. In the synthetic 
population, it estimates the probability to present a given number of individual in each cell 
(combination) in a joint distribution table by using the number of people in the marginal 
distribution table and the number of samples in each cell (from seed data).  
Considering two-way contingency table built upon seed !!" = ℝ#. where, i and j denote 
levels of first and second variable consecutively. If marginal distributions are known 
$%!∗, %∗"' for ∀), *. Depending on the marginal distribution IPF algorithm iteratively updates 














!  ∀), *; 
Equation 5-2 
 
The distribution of true population is important for generating the true representation of the 
actual population. Multiway table is based on the available sample files and it represents the 
distribution of actual population.  
IPF algorithm has been used in many fields to estimates the cell values depending on the 
target margins. Hence, the IPF algorithm is available as pre-built software packages. Schafer 
and Tusell (2012) integrated IPF as a submodule of the cat (Analysis of categorical-variable 
datasets with missing values). Barthelemy et al. (2015) developed an algorithm (mIPFP) to 
estimate multi-dimensions array based on the given target marginal and samples. The 
algorithm produces probability in addition to the estimated array, and this is an advantage 
when estimating the goodness-of-fit tests between actual and synthetic populations.  
5.1.4 mIPFP package  
IPFP is an iterative process to estimate cell values based on the target marginal distributions. 
The package mIPFP performs this based on the available seeds data, which represent the 
effects of individual characteristics. Another advantage of the package is availability of array 
to vector and vector to array built in functions, and these are useful for estimating errors.  
Considering two variables ,' and ,) with -	and / levels for each variable respectively. Initial 
contingency table, seed, provides the initial components %!"∗ ∈ ℝ#	where )	 ∈ {1, … , -} and  
*	 ∈ {1, … , /} as level of three variables.  
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Known targeted marginal count M is a subset of non-empty values.  
5 = {6%∗"7, (%!∗)	∀), *, :} 
Equation 5-3 












Similarly, estimated cell probability  
!>!" =	%>!" /;  
Equation 5-6 
Where initial and estimated probabilities are denoted by !∗  and !> .  
 The IPF algorithm iteratively updates the cell of the multidimensional array depending on 
the targets. If the iteration is l, it continues until iteration () reaches to predefine number or 
fulfil the condition stated in  
max	 |%!"*
(%&') − %!"*
(%) ≤ 	tol		∀), *, : 
Equation 5-7 
(Barthélemy and Suesse, 2018) 
where, tol ∈ ℝ-# is a predefined small constant value.  
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5.1.5 Combinatorial Optimization 
Combinatorial Optimization (CO) method is an alternative to SR, which is introduced by 
Williamson et al. (1998). CO involves finding the best-fit combination of households for 
aggregated marginal distribution. This method covers a range of heuristics based on a random 
search to arrive at the best solution from many possible answers. The process starts by 
assigning a random solution. The iterative process replaces the previous solution if the new 
solution is maximising the objective function.  
Computer driven searching algorithms are used to find the best-fit combinations. Williamson 
et al. (1998) described the three main algorithms to achieve this: hill climbing, simulated 
annealing, and genetic algorithms. Basically, each of these algorithms starts with randomly 
assigned household value and search for optimum fitted synthetic population by iteratively 
replacing assigned household by another. The generated population from CO is collection 
individual/ households drawn repeatedly from the representative sample.  
5.1.6 Goodness-of-fit by Absolute Percentage of Error (APE) and Mean Absolute Percentage 
of Error (MAPE) 
Goodness-of-fit tests compares the synthetic population against the actual population, and 
reports how good (or bad) they agree. As a synthetic population can be summarized across 
several characteristics such as age, sex, income etc., it is important to evaluate the goodness 
of fit values for each of these characteristic. Absolute Percentage of Error (APE) compares 
predicted and expected values, and reports the deviation from the expected value as a 
percentage (Equation 5-8). However, there can be a number of APE values calculated for a 
single variable or level. Mean Absolute Percentage of Error (MAPE) summarizes all APEs 
into a single value (Equation 5-9). Hence, MAPE is widely used to measure the goodness-of-
fit of the synthetic population because of scaler independency (Barthelemy and Toint, 2013, 




















where, L! denotes simulated and expected values in ith level of variable consecutively. The n 
is number of APE values use for calculating the mean value.   
5.2 Methodology  
5.2.1 The study area data description  
The study area covers the Illawarra region in the east coast of NSW, Australia for this study. 
According to the 2011 census, the region carried a total population of 275,983 which 
represent 107,597 households. The region is divided into 709 statistical area 1 (SA1), and the 
number of individuals in these SA1s range between 0 and 1059. SA1s with zero population 
are currently occupied by conservations areas and forests. Note SA1 is the smallest 
geographic area at which Census data is publically available in Australia. The geographical 




Figure 5-1: Geographical boundaries for two datasets 
5.2.2 Population Synthesiser  
Population synthesis in this study relied on two datasets: summary census tables and detailed 
sample files. The summary data was extracted in tabular using the web based TableBuilder 
platform available from ABS (Australian Bureau of Statistics, 2011). This data is used to 
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calculate the joint probability distribution using mIPFP algorithm. The process of generating 
the joint distribution is the initial step of the population synthesiser. The joint probability 
values are used in two different steps in the population synthesis: to calculate the joint 
distribution, and to evaluate the goodness of fit of the generated population compared to the 
actual population. Individuals and household units from the census sample files are then used 
to populate the selected population for SA1.  
ABS issues two types of census sample files: simple and extended sample files. The simple 
sample files comprise of one percent sample form the region. The extend sample file provides 
higher number of records compared to the simple sample file, reaching to about five percent 
of the regional population. In this study, five percent unit records are used.  
In this study, combinatorial optimization technique was used to generate the synthetic 
population. The process involves several steps, and Figure 5-2 shows the basic steps in a 
flowchart. The process starts by assigning randomly selected households and attached 
individuals into a geographical area (in this study, it is SA1). Then the algorithm creates 
census for the assigned population and estimates the joint distributions. Then it calculates the 
error by comparing with the joint distribution of the actual census. This process will iterate 
until it reaches the lowest defined error. The population with lowest error is selected as 




Figure 5-2: Flowchart showing the steps of the population synthesizer 
5.2.3 Estimating the joint distribution for household and individuals  
The estimation of joint distribution requires marginal data and the seed data. The source for 
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Confidentialised Unit Record File (CURF), which was published by the ABS was used as 
seed data. Table 5-1 and Table 5-2 show variables and their sub categories, which were used 
for the synthetic population. 
Table 5-1: Variables used for individuals in the population synthesiser 
Hierarchy  Variables Available categories 
Individuals Sex (SEXP) Male  
  Female 
 Age (AGEP) Eighteen categories 0 to 85 years and 
above in five year interval  
 Non-School Qualification: 
Level of Education (QALLP) 
Postgraduate Degree Level 
Graduate Diploma and Graduate 
Certificate Level 
Bachelor Degree Level 
Advanced Diploma and Diploma Level 
Certificate Level 
Level of education inadequately 
described 
Level of education not stated 
Not applicable 
Overseas visitor 
 Usual Address Five Years Ago 
Indicator (UAI5P) 
Same as in 2011 
Elsewhere in Australia 
Overseas in 2006 
Not stated 
Not applicable 
Overseas visitor 2011 
 
Table 5-2: Variables used for household in the population synthesiser 
Household  Household Composition 
(HHCD) 
One family household 
Two or more family household 
  Lone person household 
  Group household 
  Visitors only 
  Other non-classifiable 
  Not applicable 
 Dwelling Structure (STRD) Separate house 
Semi-detached, row or terrace house, 
town house-one storey 
Semi-detached, row or terrace house, 
town house-two or more 
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Flat, unit or apartment in a one or two 
storey block 
Flat, unit or apartment in a three storey 
block 
Flat, unit or apartment in a four or more 
storey block 





 Tenure Type (TEND) Owned outright 
Owned with a mortgage (includes being 
purchased under a rent 
Rented (includes being occupied rent 
free) 




















5.2.4 Adjustment for continuous processing  
The joint distribution estimation initiates the synthetic population algorithm. First, the 
algorithm corrects the mismatches found in census. For example, total number of male in the 
sex category table should be equal to the total number of male in age categories table. Unless 
these mismatches are corrected, they can create errors in the mIPFP algorithm (Barthelemy et 
al., 2015). Zero values, which are not uncommon in joint distribution tables, can also cause 
errors in the mIPFP algorithm. Ye et al. (2009) suggested to assign an arbitrary small number 
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for such combinations. Following this suggestion, the algorithm used in this study assigns 
0.0001 for such cells.  
5.2.5 Selecting individuals/ household for SA1 
The main objective of this sub-process is to select the best matching sample out of available 
sample. The best match is evaluated in two levels: individual and household. Selection of 
individuals is an automatic step due to relationship with the household. Accuracy of the 
synthetic population is measured against the actual census at the SA1 level. Multidimensional 
table is converted into single dimension to calculate the accuracy (Müller and Axhausen, 
2010). 
Accuracy of the synthetic population should be improved during the sample selection. During 
this iterative process, RMSE is measured between aggregated values of the selected sample 
and the actual census. The RMSE is a sensitive evaluator for outliers (Hyndman and Koehler, 
2006) and it reduces the false selection of mismatched sample with individuals/ households. 
Sample with the lowest RMSE is selected as population for the geographical area.   
5.2.6 Validation of the generated synthetic population  
Validation is an important step in the population synthesis. Validation is done to check the 
accuracy of the synthesised population against the real population using goodness-of-fit 
measure. According to Cho et al. (2014), there are three type of error easements: traditional, 
information based and general distance based statistics.  
As most common validation methods, R2 and chi-square are stated (Cho et al., 2014). 
However, many drawbacks of the R2 are discussed in the literature (Black and Salter, 1975, 
Wilson and Pownall, 1976). Instead, standardized root mean squared error has been used in 
many synthetic population applications as a validation statistic (Cho et al., 2014).  Similarly, 
Mean Absolute Percentage of Error (MAPE) has also been used in many applications for the 
evaluation purposes (Barthelemy and Toint, 2013, Guo and Bhat, 2007). In this study, MAPE 
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is used to assess the accuracy of the generated synthetic population against the actual 
population. MAPE is the percentage of ratio of difference between the generated and actual 
values against the actual figure. Lower MAPE values indicate the higher accuracy in the 
generated synthetic population.  
5.3 Results and discussion 
5.3.1 Baseline population for the Illawarra 
5.3.1.1 Accuracy of individuals in the synthetic population 
The Illawarra is a prominent region in the NSW state with population of about 275990, 
according to the 2011 census. The population distributes among 709 SA1s. Distribution of 
individuals’ gender with respect to the age categories can be illustrated using population 
pyramid. Figure 5-3 shows the population pyramid for 2011 censuses and synthetic 
population for 2011. It is clear that the synthetic population has achieved the age and sex 
distribution pertaining to the actual population as illustrated by MAPE less than the 10% for 
male and female (Khair et al., 2017). MAPE values are 9% and 9.9% for male and female 




Figure 5-3: Population pyramids 
Comparison of APE for the number of individual between the synthetic population and 
census highlights the accuracy of the generated population with respect to the individuals in 
SA1s. Figure 5-4 shows the APE in the generated synthetic population compared to the 
census. Values of the graph vary between 0 to 50%, but only eight SA1s deviate more than 
10%. All SA1s with higher differences have common a property, a very few individuals 
within the SA1. Nonetheless, the overall error for the Illawarra region, expressed using 
MAPE very low 2.0%, highlighting the overall accuracy of the population synthesis with 




Figure 5-4 APE in each SA1 
Non-school qualification (level of education) reflects the individuals’ educational status 
which governs most of their decisions including socio economic activities (Kinzig et al., 
2005). The simulation accuracy of the non-school qualification in available eight categories is 
shown in Figure 5-5, where MAPE is 9.11%. MAPE is more sensitive when the actual value 
is smaller as observed in the results. When number of individuals is smaller in a subcategory, 
a small error in the predicted value creates higher MAPE value. Hyndman and Koehler 












































































































































































































































Figure 5-5: Comparison of non-school qualification (level of education) between the 
individuals in the synthetic population and the census 
According to the 10% sample of each SA1, MAPE (11.9%) is slightly higher than the 
acceptable error (10%). This is mainly stemming from the ‘not sated’ and not applicable’ 
categories where 14.1% MAPE is registered.  Inadequate representation in the sample is to be 
blamed for this slightly high error.   
5.3.1.2 Accuracy of households in the synthetic population  
A household’s choice of dwelling effected by both the characteristics of the dwellings and the 
household’s disposable income. These variables associated with households provide key 
information to the household - dwelling matching process modelled in the next Chapter. 
Therefore, dwelling structure, tenure type and household income are considered important 
variables in this study. Considered four variables at the household level (dwelling structure, 
household income, tenue type and household composition) reached acceptable accuracy 
levels (MAPE value bellow 10%), and these are 9.92%, 9.69%, 9.96% and 9.98% 
consecutively (Figure 5-6 to Figure 5-9). However, Absolute Percentage of Error (APE) in 

































































































































































































represents small number of candidates, as smaller deviation leads to higher APE when the 
original value is smaller. This phenomenon is common in ‘Not stated’ and ‘Not applicable’ 
levels in each variable (Figure 5-6 to Figure 5-9).  
 
Figure 5-6: Comparison of dwelling structure between the synthetic population and the 
census 
 














































































































































































































































































































































































































































Figure 5-8: Comparison of total tenue type between the synthetic population and the census 
 
Figure 5-9: Comparison of total household composition between the synthetic population and 
the census.  
In addition to acceptable goodness-of-fit at the overall variable level, each geographical area 
in the synthetic population needs to represent acceptable distribution compared to the census. 
MAPE for dwelling structure, household income, tenue type and household composition 





































































































































































































































































































geographic dimension is also at acceptable levels. The Table 5-3 summarizes MAPE values 
for each aspatial variable, while Table 5-4 shows MAPE summaries for SA1s.  
In summary, MAPE values of less than 10% achieved across both aspatial and spatial 
variables in the population synthesis when compared with the Census data confirms that the 
generated synthetic population provides a realistic representation of the population in the 
Illawarra region across the concerned variables.  





Non-school qualification 9.11% 
Household 
Dwelling Structure 9.92%  
Total Household Income 9.69% 
Tenure Type 9.96% 










Non-school qualification 11.9% 
Household 
Dwelling Structure 9.78% 
Total Household Income 9.91% 
Tenure Type 8.96% 
Household Composition 7.89% 
 
5.4 Conclusion  
This study generated a detailed synthetic population for the Illawarra region of New South 
Wales, Australia. The synthetic population includes households and their corresponding 
individuals. The primary data used in this synthesis is the 2011 census data, in particular 
aggregated census tables and 5% of Confidentialised Unit Record File (CURF) data. The 
method used is known as combinatorial optimization in the literature, which repeatedly 
selects individuals from the available CURF samples until an acceptable match is achieved 
for marginal distributions compared to Census. Furthermore, the relationships between 
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individuals and households are preserved in the synthetic population, because the CO 
technique uses original relationships to create the population.  
The overall accuracy of the synthetic population was assessed for both aspatial variables and 
the spatial dimension (SA1). Mean Absolute Percentage Error (MAPE) for number of 
individuals across all SA1s is 2%, although APE values vary from 0% to 50%. Highest errors 
occur when the SA1 represent by limited number of households/ individuals. However, very 
few SA1s have this problem. The MAPE for the non-school qualification variable slightly 
exceeds the acceptable maximum of 10% (11.9%), and main influence for this error is 
coming from the ‘not stated’ and the ‘not applicable’ levels in the variable (for both of these 
levels, MAPE is 14.1%).  
The synthetic population generated by the CO approach contains individuals and households 
from the available sample that may not represent all possible combinations. This leads to 
lower accuracies for certain levels of variable. It also increases the processing time of the 
algorithm, because the algorithm tries to select an optimum combination for which required 
individual profiles are missing in the sample it draws from.    
Accurate representation is an important expectation from the generated synthetic population. 
Comparison of marginal values of the synthetic population against the census highlights the 
generally acceptable accuracy. Therefore, it is concluded that the generated synthetic 








6.1 Introduction  
Urban planning is of paramount importance to guide a sustainable development of the urban 
fabric (Musa et al., 2019, Yatskiv  and Budilovich 2020). Fundamental to efficient and 
effective urban planning is a thorough understanding of the spatial distribution of activities in 
the urban landscape (Alekseev, 2019, Niu and Li, 2019). Spatial distribution of activities in 
urban landscape generates a need for flows of passengers and goods, transmitting energy, and 
suitably distributed service provision such as healthcare, education and retail. Planning for 
the use of limited urban space is becoming increasingly challenging as the pressure of 
population growth and the complexity of urban fabric are increasing (Nelson, 2016). Because 
of this complexity, present-day urban planning relies on computational tools, called Planning 
Support Systems (PSSs) (Hunt et al., 2005). As they are data driven systems, available data 
are used for finding alternative scenario for numerous future plans. Activities in an urban 
system take place at certain locations, and Spatial Decision Support Systems (SDSS) are 
extensions of PSS which include processing of locational information for planning (Pettit et 
al., 2018, Pérez et al., 2018, Coutinho-Rodrigues et al., 2011). Detailed planning and efficient 
provisioning of services in cities would require thorough knowledge of the activity locations 
resolved at a finer resolution than the currently available aggregate views.  
Very high resolution imagery acquired over urban landscapes and derived products such as 
building footprints are now readily available to be used in the planning process (e.g. PSMA 
Australia, 2017). Problem is the residential buildings and the individuals and households 
occupying these dwellings are completely disconnected due to privacy concerns. National 
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Census data describing socio-economic characteristics of the population is only available as 
aggregate information at collection districts. Such collection districts are sufficiently large to 
cover several hundred households in order to avoid a potential breach of privacy. For 
example, in Australia, the smallest geographic unit used by the Census is Statistical Area 1 
(SA1) that captures about 200 to 800 individuals (Australian Bureau of Statistics, 2017). The 
downside of this is that planners and service providers are unable to determine the socio-
economic profile of neighbourhoods that are smaller than the census collection district. 
Similarly, planners are restricted to geographic boundaries established by the Census, and 
find it difficult to use the data offered using these rigid boundaries when planning localities 
that have geographic boundaries incompatible with the said boundaries.  
Synthetic population solves part of this problem by disaggregating and combining aggregate 
Census tables to reconstruct households with an array of useful attributes such as the 
household type, number of individuals, age of individuals, income, and education level of 
individuals (Beckman et al., 1996; Williamson et al., 1998; Ye et al., 2009). Such synthetic 
households are normally constructed per Census district, which is the smallest geographic 
unit used by the Census. Hence, the location resolution of the households remains at the 
Census district level. We are not aware of any attempt to geo-locate synthetic households to 
individual dwellings/addresses. This research develops and tests a method to geo-locate 
synthetic households to dwelling level, thus furthering the use of synthetic populations in 
various urban planning activities by liberating such populations from rigid geographic 
boundaries.  
This chapter is structured as follows: Section 6.2 presents the background of the study 
including theoretical aspects. Section 6.3 presents the dataset and the methodology used both 
to extract the associated structural variables of dwellings and the matching approach. Section 
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0 discusses the accuracy of the geolocated synthetic population. The chapter closes by 
summarising the key points and briefly deliberating on the implications (Section 6.5). 
6.2 Background  
This chapter builds on the two essential components introduced in chapter 2,3 and chapter 4 
on constructing a digital dwelling stock and a synthetic population (chapter 5), respectively. 
Synthetic population comprises of households with individual members and their attributes, 
whereas the dwelling stock consists of the location/address, dwelling type and other structural 
and non-structural properties of dwellings. This chapter concerns the matching algorithm by 
which households are allocated to appropriate dwellings.  
6.2.1 Housing choice of a household  
A clear understanding of the factors that influence a buyer’s decisions in the housing market 
would be beneficial for selecting a dwelling for buyers (households). Chia et al. (2016) 
studied factors that affect the housing decisions made by consumers using buyers’ 
behavioural model. According to their research, affordability, proximities to surrounding 
amenities, superstition-numbers, and attractiveness of the place and features of the house are 
the governing factors of purchasing decisions. Similar factors are identified by Olanrewaju 
(2017) as housing choice determinants. Furthermore, stages in an individual’s life also 
influence the housing selection. According to Jiang and Chen (2016) study, first home buyers 
are willing to accept less desirable attributes in their dwellings compared to home buyers in 
older age with high income, who are willing to spend more money on dwelling quality.  
Housing affordability mainly depends on the household income and/or wealth. Typically, 
median house price to median income has a ratio of three to one, although some extreme 
cases are reported in Auckland where the ratio is about ten to one (Parker and Auckland 
Council, 2015). This increasing house prices affect younger buyers leaving them a narrow 
market for their housing choices (Al Sadat Zyed et al., 2016). Moreover, younger buyers 
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have a tendency to become owners of houses with some disamenities due to their relatively 
low income.  
Presence of dependent children in a household is another factor that governs housing choice. 
Households with children seek relatively larger houses, compared to couple only households, 
for example. According to Arthur et al. (2012), at the age of one year, 80% of children live in 
their own bedroom. On the other hand, people in older ages (75+) tend to prefer small houses 
(Abramsson and Andersson, 2016). Thus, the household size and structure are major 
determinants of the space requirement in a house. 
For families with school-aged children, availability and the quality of surrounding schools 
also tend to influence the housing choice. Moreover, Croft (2004) found that families with 
children pay a particular attention to the profile of their neighbourhood, for example crime 
rate.  
Qualities of the surrounding environment are of great relevance to some homebuyers. For this 
reason, aesthetic views offered by a residential location has been found to effect the price due 
to greater demand (Jayasekare et al., 2019, Yu et al., 2007). Further, urban green spaces 
including urban forest and parks act as substitute for private gardens and drive demand (Tu et 
al., 2016). The need for an aesthetic location not only relies on the income of household, but 
also influenced by the education levels of individuals in a household (Kinzig et al., 2005).  
6.2.2 Residential locations and dwelling properties  
Zoning maps serve as a good data source to identify residential land use in a city. 
Additionally, satellite images can also be used to extract built up areas based on their 
morphological characteristics. For example, medium resolution satellite images (e.g. Landsat) 
are commonly used to identify built-up areas (Yuan et al., 2005). However, such 
classifications based on medium resolution data cannot precisely locate residential buildings. 
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To alleviate this shortcoming, very high satellite images are used to extract individual 
buildings (Liu and Prinet, 2005). Feature extraction is a class of methods by which buildings 
can be extracted from such high resolution imagery (Taubenbock et al., 2010). However, 
feature extraction from satellite images is limited to only providing the extent of building, i.e. 
footprint.  
Building height is critical when estimating the structural attributes of multistorey buildings. 
Trigonometry is an accurate method to estimate the height of an object (i.e. building), but it is 
inefficient due to high labour and time requirements when a city-wide coverage is required. 
Light Detection and Ranging (LiDAR) technology is a good alternative used in many 
applications to estimate object heights. For example, Lim et al. (2003) used the properties of 
LiDAR data to estimate the above ground biomass and the canopy volume. LiDAR data itself 
can be used to extract the building volume (Chen et al., 2012). However, LiDAR data comes 
as dense point clouds, thus requiring more processing power and time to extract useful 
information.  
The price of a house, which is another characteristic of interest, is dependent upon the 
desirability of its structure and its surroundings to the prevalent norms of housing market. 
Hedonic house price method estimates the effects of desirability created by each amenity and 
dis-amenity. Amenities, such as parks  (Panduro and Veie, 2013) and nearby high ranked 
school increase the house price. On the other hand, dis-amenities such as noisy roads reduce 
housing value (Lake et al., 1998). The theoretical foundations for the hedonic price models 
are Lancaster’s consumer theory (1966) and Rosen’s model (1974) (Herath and Maier, 2010). 
The hedonic house pricing concerns several characteristics of a dwelling. Majority of studies 
in the literature discusses these characteristics under three main categories: structural, 
locational and neighbourhood. Number of bedrooms, bathrooms, car spaces, property 
category and floor area are prominent structural attributes (Adair et al., 2000, Kauko et al., 
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2002, Wilhelmsson, 2002). Locational attributes mostly includes the distance to services and 
infrastructure (So et al., 1997), percentage of views (Michael et al., 2002, Song and Knaap, 
2003, Baranzini and Schaerer, 2011) and so forth.  
6.2.3 Dynamic Time Warping (DTW) as a suitable method to match dwellings and households 
Dynamic time warping (DTW) is a significant distance measuring tool used in time series 
data analysis. It has the capability of matching the similar shapes in two time series even 
though the data are out of phase in time axis (Keogh and Ratanamahatana, 2005). The 
technique involved in DTW is a precise distance calculation. Outside the time series domain, 
DTW is widely used in a variety of contexts such as image analysis for finger print matching 
(Kovacs-Vajna, 2000) and chemical engineering (Vial et al., 2009). This study explore the 
possibility to adapt the DTW algorithm for matching households to dwellings.  
Assume that Q is a vector of building characteristics and C is a vector of corresponding 
household characteristics (e.g. house price vs household income), of length n and m 
respectively, where: 
 ! = #!, #", …… , ## , … . . , #$ 
 ' = (!, (", …… . , (% , …… , (& 
In DTW procedure, the algorithm constructs a nm matrix (Figure 6-1) where the elements of 
the matrix (i and j) contain the difference d(qi,cj) between the two points qi and cj. Warping 
path (W), is a set of matrix elements that define the relation between Q and C [1]. The Kth 
element of warping path is defined as wk=(I,j)k 
 
 




Figure 6-1: Approach used in the DTW algorithm for estimating the difference 
Figure 6-2 illustrates the estimation of differences by DTW using a simplified example. Final 
metric is the sum of distance differences across points in the warping path. Figure 6-2 (a) 
shows overlapping signals where distance calculated by DTW amounts to zero. Figure 6-2 
(b) and Figure 6-2 (c) show two slightly different instances, yielding different distances 





Figure 6-2: Examples for different signal comparisons by DTW 
6.3 Methodology  
6.3.1 Study Area 
The study area is located in the south-east coast of the New South Wales (Figure 6-3) state. 
According to the 2011 Census, the study area is occupied by about 276,000 individuals. 
About 114,000 private dwellings shelter the majority of them, and more than 67% of these 
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Figure 6-3: Study area 
6.3.2 Data description 
Geolocation process relies on the characteristics of the generated individuals/households (the 
synthetic population) and the characteristics of the dwellings in the area. The synthetic 
population is generated to match the marginal distributions stated in Census summary tables 
published by the Australian Bureau of Statistics. In addition to the census tables, 
134 
 
Confidentialised Unit Record Files (CURFs) is used as sample data. Table 6-1 lists the 
variables used in the generation of the synthetic population. Chapter 5 describes the methods 
used in generating this synthetic population, comprehensively.  
Table 6-1: Variables used in generating the synthetic population 
Hierarchy  Variables 
Individuals Sex  
 Age  
 Non-School Qualification: Level of Education  
 Usual Address Five Years Ago Indicator  
Household Household Composition  
 Dwelling Structure 
 Tenure Type 
 Total Household Income 
 
Various spatial and aspatial data were used for extracting and estimating dwelling attributes 





Table 6-2: Data used for extracting dwellings and associated characteristics 
Data Description  Purpose 
Satellite images WorldView2 satellite images 
(2011-2012) 
Multispectral -2m  
Panchromatic - 0.5m 
To extract building rooftops  
LiDAR High dens point cloud (2011-
2013) 
To estimate building heights 
Source for Digital Elevation 
Model (DEM – 5m) and Digital 
Surface Model (DSM – 5m) 
Sales records 2010-2011 house sales records To estimate house prices 
To estimate dwellings’ structural 
characteristic  
GNAF Geocoded National Address File  
 
To identify dwelling locations 
To categorized into property type 
Land use Digital and use map To estimated house price  
Meshblock Meshblock data with land use 
zones 2011 
To extract residential buildings 
Rental bond 
board data 
Active bonds in 2011 To filter owner occupied 
dwellings 
 
6.3.3 Estimating structural characteristics of the dwelling stock 
6.3.3.1 Residential location and number of dwellings in a land parcel  
Geocoded National Address File (G-NAF) provides all physical addresses with respect to a 
land parcel. Number of addresses present in a land parcel indicates whether the building is a 
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single (house) or multi-dwelling block of units. Further, land parcels that do not contain at 
least one address were eliminated from the analysis.  
This study only concerns the owner-occupied dwellings. Dwellings with active rental bonds 
with the Rental Bond Board were filtered out to leave only owner-occupied properties.   
6.3.3.2 Building footprints 
Satellite images provide good data source to estimate the extent of buildings. In this study, 
2m multispectral images and 0.5m panchromatic images were used as base data. Pan-
sharpening technique was used for enhancing the resolution of multispectral images (2m to 
0.5m). Products of pan-sharpened satellite images namely: NDVI (Normalized Difference 
Vegetation Index) and Principal Components (PC) images,  and pan-sharpened satellite 
images were used as input to the feature extraction algorithm. The algorithm developed by 
(Jayasekare et al., 2017) was used to extract the building footprints.  
6.3.3.3 Third dimension of a building – height and floor area 
Building height is directly proportional to the number of stories in a building. According to 
the NSW Planning Department (2002), the minimum height of a building is 2.7m. A 
previously validated approach for estimating the number of stories in a building (Ref) was 
applied. Total floor area was estimated using the area of rooftop (from chapter 2) and the 
estimated number of stories in a building. Full details of this information extraction process 
are provided in Chapter 3.  
6.3.3.4 Structural characteristics of dwellings 
This exercise of geolocating households requires further details of the internal structure of a 
house or dwelling. Number of bedrooms is a major determinant of the type and size of the 
household attracted by a dwelling. Further, it is an important structural attribute that governs 
the house price. Number of bathrooms and car spaces also impact the house price. Validated 
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algorithms discussed in the Chapter 3 were employed to estimate such internal structural 
attributes. Table 6-3 elaborates the independent variables used for estimating each structural 
variable (dependent variables).  
6.3.3.5 Price of a dwelling  
Among the characteristics of dwelling, price is a determining factor. Calibrated model from 
the chapter 4, estimated dwelling characteristics from chapter 3 and other estimated fixed and 
variable effects variable were uses to estimate dwelling prices. These estimated monetary 
values o dwelling were used to calculate required mortgage instalment for a dwelling. The 
repayment amount was calculated using PMT (Payment) function, which calculates the 








Bedrooms Bathrooms Car spaces 
Aggregated SA1 
independent data 
Mean bedrooms for units 
and houses 
 Mean number of 
vehicles 
Mode bedrooms for units 
and houses  
 Mode vehicles  
Minimum bedrooms for 
units and houses 






Total floor area  
Land parcel area  
Number of addresses in land parcel 
 
6.3.4 Inputs from the synthetic population 
Synthetic population for the study area was generated using the hybrid rational and 
combinatorial optimization method as described in Chapter 5. Four household variables were 
considered in the synthetic population (Table 6-1). Although the synthetic population consists 
of both home owners and tenants, this study of geolocating households considers only the 
home owners due to time constraints.   
6.3.5 Pairs of variables used in the household-dwelling matching process 
Note the matching process looks at pairs of comparable variables from the household side 
(demand) and the dwelling side (supply). Affordability of a household is major governing 
factor in their housing choice (Yang and Shen, 2008). A household’s affordability is a 
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function of cumulative income. This income should bear up all expenses including variable 
expenses and fixed costs of the household. Mortgage instalment is a part of fixed cost, and it 
should be a sensible fragment of the total income. If more than 30% of the total household 
income is allocated for mortgage by low income families (lowest two quintiles), it creates a 
financial stress (Australian Housing and Urban Research Institute, 2016). Therefore, 30% 
was used as the maximum affordability in terms of income for the bottom 40% of the 
households. Further, a 30-year mortgage period and average interest rate of 7.4% for the year 
2011 were used.   
Some households require quality neighbouring schools. Hence, the availability of nearby 
schools and the household school requirements were used as another pair of matching 
characteristics. Proximity to the closest school was estimated, where the highest value (1.00) 
was assigned to dwellings within walking distance from a school. This value decreases with 
increasing distance. On the other hand, number of school children present in the household 
(based on age of individuals) and future demand due to presence of infants and/or toddlers or 
preschool children in households were considered in assigning a value for the school 
requirement. This value varies from 0 to 1 and where zero is assigned to households with no 
demand for schools. Highest value of 1 was assigned to households with two or more school 
aged children.  
Household composition and structure decide the required number of rooms in the dwelling. 
Depending on the household composition, standards for bedroom requirements have been 
defined by relevant institutes (e.g. Department of Housing and Public Works, 2017). These 
standards were followed when deciding the required number of bedrooms for each 
household. The demand for rooms was then matched with the estimated number of available 
rooms in dwellings.  
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Attractiveness of the residential location is also a governing factor in housing choice, and is 
influenced by education level of individuals in the household and income (Kinzig et al., 
2005). Hence, income and non-school qualifications were used to make a composite variable 
to reflect the desire for aesthetic qualities. For dwellings, aesthetic value was estimated based 
on 3-dimensional views available from the dwelling location.  
Other than above variables, accessibility to public transport has been discussed in the 
literature as an important determinant of residential location choice. Wang and Li (2004) 
investigated that positive influence of accessibility to public transport has greater impact on 
housing preferences in Beijing. However, a more recent study conducted by Li et al. (2018) 
concludes that the public transport is important in household relocation only in  suburban 
areas. Although the study area examined in this dissertation, the Illawarra region, is closer to 
Sydney, densely populated areas are limited. Further, majority of the population in this region 
use their own vehicle as transport mode (~78%) (Australian Bureau of Statistics, 2013). 
Hence, the accessibility to transport mode was not considered in allocating households to 
dwellings.  
6.3.6 Variable ranges and their effect on DTW 
The DTW method calculates the total distance between pairs of points along two chosen 
variables. However, the variables that are used for matching households and dwellings 
sometimes have different scales (e.g. income and house price are in different scales but 
required bedroom and available bedrooms are in the same scale). Variables were range 
normalized to solve this problem. Depending on the chosen range for variables (minimum 
and maximum value for normalization), measured distance using DTW also varies (Figure 
6-4). Therefore, further analysis was conducted by applying different ranges to find the best 





Figure 6-4: Effect of normalization ranges on DTW 
In order to analyse the effect of normalization range, each variable pair was normalized 
between difference ranges. A grid search method where values varied between 0 and 2 was 
used to find the best range. Optimum combination was chosen among 82 tested 
combinations.  
6.3.7 Assumption for matching 
Three main assumptions were made in the allocation of households in to potential dwellings.  
1. Wealth of a household is the major factor determining affordability. However, 
information related to wealth is not available at unit record level. Hence, for matching 
purpose, affordability of similar households (based on household characteristics) from 
the affordable pool is considered as the affordability level of a non-affordable 
household.  
2. Dwelling seekers give priority to their family members’ requirements first and 
foremost. For instance, families with school aged children seek dwellings near 
schools.  
3. When choosing a dwelling, it is assumed that the buyers seek dwellings to meet the 



































6.3.8 Model  
Pseudocode  below illustrates the matching process used to identify optimum dwellings for 
households.  
Pseudocode 1: Matching households with available dwellings 
Algorithm for matching  
Load household and individual for geographical area  
Load dwellings for geographical area 
Estimate household requirements (space, school, etc.) 
 
For each dwelling type 
Calculate household affordability based on income group 
Calculate monthly instalment for each dwelling  
Classify households considering previous censes residential address  
Allocate possible dwelling for each household with DTW value 
For each resident and migrant  
 Allocate dwelling for non-affordable household (assumption) 
End  
Rank household based on income 
Allocate possible dwelling for each household ( 
End  
 
6.3.9 Estimated ranges for primary matching variables 
The matching process particularly considers four pairs of characteristics (Table 4).  
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Table 6-4: Variables used for matching  
Dwelling characteristics  Household characteristics  
House price Household income 
Occupant capacity of the dwelling (number 
of bedrooms) 
Household structure 
Proximity to closest school School requirement of the household 
Available aesthetic views for the dwelling 
location 
household income and educational status of 
individuals in a household (composite 
variable)  
6.3.10 Accuracy of the geolocation process 
Geolocation process searches for the optimum location for households in the synthetic 
population. The most accurate method of validating the geolocation algorithm is comparing 
the characteristics of synthetic and actual households in a randomly selected sample of 
dwelling locations (addresses). However, such information is not available publicly. The 
second best option is validating the geolocated population by using summary statistics of 
households re-aggregated to geographic boundaries other than the original boundaries used in 
the population synthesis. Note the synthetic population resolved at dwelling level allows re-
aggregation to any arbitrary boundary. When the summary statistics of the re-aggregated 
synthetic population is compared to actual data available for that particular boundary, a fair 
evaluation of the accuracy of the method can be achieved. Hence, for population synthesis, 
new geographical boundaries were created by merging three adjacent SA1s. For validation, 
another set of new geographic boundaries were created by merging adjacent SA1s, but care 
was taken to always ensure boundaries of the former merging cross with those of the latter 
merging. Figure 6-5 (a) shows original SA1 boundaries and Figure 6-5 (b) shows newly 








Figure 6-5: Geographical boundaries used, (a) Original SA1, (b) compound areas for 
simulation and validation 
First, households and individuals in the synthetic population that belong to the simulation 
areas were geolocated. Then the geolocated households that are now sitting at address level 
were re-aggregated to validation boundaries, and summary statistics were calculated. Actual 
summary statistics for validation boundaries can be calculated by simply using Census data 
released at SA1 level. Actual and simulated summary statistics were then compared for 
validation boundaries. This process was iterated for different normalization ranges to find 
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optimum range. Estimated ranges were then applied to two separate test areas, and results 
were evaluated.  
 
Figure 6-6: Geographic area used for validation approach 
Additionally, the accuracies of the geolocated synthetic population were evaluated at SA1 
level. The process is iterative for each normalized value pair and Pseudocode 2 explains the 
approach used for calibration and validation.  
Pseudocode 2: Calibration and validation 
Algorithm for training and validation 
Create normalization range for each variable pair 




# Simulation  
For each validation geographic area (training set )  
For each intersecting geographic area (simulation) 
Algorithm for matching   
Assigned households  
End  
Extract dwellings in validation geographic area 




Assigned best range  from validation set 
For each validation geographic area (validation set) 
For each intersecting geographic area (simulation) and SA1 
Pseudocode 01  
Assigned households  
End  
Extract dwellings in validation geographic area 
Asses validation accuracy  
End  
 
As mentioned, matching process utilizes outputs of previous chapters and Figure 6-7 
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6.4 Results and discussion  
6.4.1 Influence of normalization range on the matching process 
Assigned ranges during the normalization process change the dwelling selection for a 
household. Figure 6-8 shows an example of a household and its corresponding dwelling 
choice when the normalization range changes. 
 
Figure 6-8: Location of a household under different normalization ranges  
It is obvious that the validation area to which this particular household falls can sometimes 
change due to assigned range. This location change of a household in response to 
normalization range change impacts the overall accuracy of the geolocation process. Figure 
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6-9 and Figure 6-10 show calculated Mean Absolute Error (MAE) when the population 
validated against the census of validation areas (V-Area) and SA1.  
In both accuracy assessments i.e. for validation area (V-area) and SA1, accuracies have no 
clear pattern except for a single range combination (Table 6-5).   





























































































V-Area 0 2 0 2 0 1 0 2 0.353 
SA1 0 2 1 2 0 1 0 2 0.352 
 
As shown in the Figure 6-9 and the Figure 6-10, for SA1s and the manually-crafted 
validation areas, two slightly different combinations of normalizing ranges provide the best 
results. However, the best ranges that provides the lowest error at SA1 level has also 
performed nearly as good as the best ranges associated with validation areas. Note that a 
validation area is created by merging a few adjacent SA1 areas, and hence contain more 
households than SA1s. Because of these reasons, the normalization range that provides the 








Figure 6-10: MAE values associated with different normalization ranges – SA1 
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Figure 6-11 illustrates the income distribution at SA1 level between the census and the re-
aggregated households from the geolocated population. Table 6-6 shows the income classes 
used in this comparison.  
Table 6-6: Income classes used for validation 
Class Income range  
Income class 1 $1- $399 
Income class 2 $400 - $999 
Income class 3 $1000 - $1999 
Income class 4 $2000 - $3499 
Income class 5 $35500  and above 
Income class 6 Other  
 
It is clear from the examples shown in Figure 11 that the income distribution at SA1 level for 
the geolocated synthetic population closely matches that of the Census data. This gives 
confidence that the optimization of the normalizing ranges has achieved intended results.   





Figure 6-11: Demographic profiles for SA1s  
6.4.2 Validation  
The foregoing comparison was repeated for independent test SA1 areas, the results are 
elaborate in Figure 6-12. Accuracies of the test areas vary from 0.35 to 0.47, but importantly 
there is a general agreement between the Census data and geolocated population data. 
Considering the fact that the geolocation process uses a series of automated processes from 
extraction of building footprints to generating the synthetic population, the registered test 





Figure 6-12: Profiles of test areas and their accuracy values.  
6.5 Conclusions 
For spatial and transport planning, the ultimate data to lean on is the individual and household 
data recorded at the address level. Due to privacy restrictions, this unit record data is never 
readily available. Census usually provides one or two dimensional population data (e.g. age 
cohorts by gender) at an aggregated geographic area level to ensure no individual is 
identifiable. Researchers have developed methods to synthesise multi-dimensional individual 
and household unit records starting from such Census tables. These methods are popularly 
known as population synthesis methods. The best location resolution that can be achieved by 
any of the existing population synthesis methods is the same as the smallest geographic area 
at which Census data is released (e.g. SA1 in Australia). This chapter developed methods to 
further improve the location resolution of synthetic populations by geolocating households at 
address level.  
In this study, the most appropriate location for a household is identified by matching 
characteristics of the households with the comparable characteristics of dwellings. A number 
of household characteristics including household income and household structure are 
incorporated in the matching. Attributes of individual dwellings such as floor area, number of 
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bedrooms and parking spaces were extracted from methods developed earlier in the 
dissertation. Synthetic population generated in Chapter 5 provides individual and household 
characteristics.    
As matching criteria, affordability, space requirement, nearby school requirement and 
aesthetic requirement were considered from the households’ side. House price, number of 
bedrooms, distance to schools and estimated views were the variables used to describe 
comparable dwellings. Given the pairs of variables were often in two different scales, a range 
normalization was used. Actual range used has implications on the final matching accuracy. 
Dynamic time warping was used to assess the distance between the household profile and 
dwelling profiles. Households were allocated to dwellings for which the total distance is 
smallest. Using separate test areas, the re-aggregated geolocated synthetic population and 
aggregate Census data were compared to evaluate the geolocation accuracy. Results show 
that the geolocation process has achieved encouraging results highlighting the potential of the 
geolocation methods proposed in this study.   
This geolocation process is the result of a series of estimations including building 
dimensions, dwelling attributes and the synthetic population. It is by design though, as one 
overall aim of the dissertation is to automate the entire process of generating and geolocating 
a population at address level. The downside of this is that each step of the process inherits 
errors that propagate to contribute to a substantial error. Hence, an obvious path to improve 
the final accuracy is to improve the accuracy of the individual steps of the chain of 
estimations. Moreover, this study only considered house owners, but a similar method can be 
applied to geolocate tenants in the population. This will requires hedonic price modelling for 






7.1 Summary of key findings 
Effective urban planning increases the efficient use of the urban environment. Well-crafted 
urban plans have direct benefits for the community, and these are not only focused on current 
demand, but also on future demand, which may be unknown. The demand is created by 
increasing population and the planners need to consider the individual behaviour and socio-
demographic characteristics of city residents when making plans. In that context, 
computational tools such as SDSSs are often employed. Furthermore, urban planning is 
concerned about locations and, precise spatial information increases the success of planning. 
Thus, the broader aim of this dissertation was to improve the precision of locational 
information of households and individuals in the synthetic population to enhance the efficacy 
of urban planning. A secondary aim was to develop methods and tools combined in an 
automated analytical pipeline where mostly publically available data can be used to achieve 
the first aim.  
The second chapter is dedicated to answerer the first research question, “How is it possible to 
identify potential residential locations and estimate their extent on the ground using remotely 
sensed data?” The extent of a building is indicative of many associated characteristics such as 
internal structural attributes and living area. Furthermore, rapid expansion of urban areas is a 
global trend which creates substantial changes in the existing urban structure. External 
structure of buildings change periodically and thus, up-to-date building inventories are of use 
for various urban planning purposes. 
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Buildings are identifiable on space-born images as ground objects, and rooftop of a building- 
provides a good proxy for the building extent. Quality of data, atmospheric condition, 
landscape of the study area, noise and the technique used etc. influence the accuracy of the 
rooftop extraction. This study used enhanced satellite images from WorldView2 sensor (2m 
multispectral images and 0.5m panchromatic images). MS, NDVI and PC images were used 
as inputs for the OBIA algorithm for extracting building rooftops. Two input datasets were 
used for comparison. The results generated from the input dataset that includes MS, NDVI 
and PC images showed a higher accuracy compared to the result for input data representing 
MS and NDVI images. As this study focuses on reducing the effect of shadows generated 
from tall vegetation, the input dataset with PC image performed ~3% higher than the results 
from the input datasets that represented MS and NDVI images. Although this didn’t produce 
perfect accuracy for rooftop extraction (70.4%), this study highlighted the important of PC 
images for reducing noise associated with the shadows from vegetation. Another advantage 
of this method is that it works well on commodity hardware unlike many modern neural 
network-based algorithms that require dedicated hardware such as high capacity graphical 
processing units (GPUs).  
The urban transition influences the internal and external structures of buildings, and it is often 
difficult to continuously monitor these changes. However, dwellings are located within 
buildings which are recognizable in satellite images. In addition, structural attributes of 
dwellings are influenced by the dimensions of the buildings – in terms of living space - which 
also impact on the monetary value of dwelling. Secondary data sources such as sales 
registries provide structural information for a sample of dwellings but these sources often do 
not cover entire dwelling stock in areas. Hence, the second research question focuses on the 
estimation of internal structural attributes using the above-mentioned data sources. 
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Chapter 3 answered the research question “In spatially identified residential locations, what is 
the best way to estimate structural attributes present in each individual dwelling?”. This was 
not limited to estimating the internal attributes of dwellings; it also evaluated performance of 
common predictive algorithms against assigned values of their hyperparameters. External 
dimensions of buildings were estimated using building rooftops (Chapter 2) and LiDAR data. 
Additionally, secondary data sources such as land parcel, sales records, census, etc. were used 
to estimate internal structural attributes of dwellings and for evaluating predictive algorithms. 
Ordinary least squares regression, decision tree, AdaBoost decision tree and random forest 
algorithms were employed to evaluate the effects of hyperparameters on performance of 
algorithms. 
As a key structural attribute of a building, estimated number of stories showed an 89% 
accuracy. Two main factors that affected accuracy were identified: partially submerged floor 
and buildings with elevated platforms. The former situation caused under-estimation and the 
latter caused over-estimation. Moreover, results of the study revealed the importance of fine-
tuned hyperparameters for performance of predictive models. The most important finding is 
that, once hyperparameters are tuned, accuracies of non-parametric algorithms - decision tree 
(DT), random forest (RF) and AdaBoost (ABDT) - show minor deviations. Comparing four 
machine learning algorithms, including multiple linear regression (MLR), the poorest 
performance in prediction of all three dwelling attributes was reported by MLR. However, 
the performances of the RF algorithms were slightly better compared to the other predictive 
models. The best algorithm for prediction (i.e., RF) recorded an accuracy of more than 70% 
for bedrooms, more than 63% for bathrooms and more than 62% for car spaces. However, 
these accuracies varied based on the property type and the maximum accuracy obtained for 
bathrooms in units was 86%. 
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The approach used in chapter 3 enables estimating the structural attributes using external 
sources. A considerable share of monetary value of a house is determined by the internal 
structural attributes and these algorithms help predict relevant structural attributes to 
ultimately estimate the dwelling value. Furthermore, the predicted internal structural 
attributes are important for estimating the capacity of a dwelling. The other important 
contribution of chapter 3 is the performance assessments of common predictive models. That 
analysis indicated the importance of hyperparameter tuning, rather than using the default 
values.  
Price of a house is an important factor for housing choice of households. However, price of a 
house is influenced by numerus factors and chapter four answered the third research equation 
“How is it possible to generate a representative synthetic population for a small area using 
census information?” to identify the influencing factors while estimating a hedonic price 
model.  
Hedonic price model was developed by considering the specific characteristics of the study 
area and associated aesthetic views. Hence, the study utilized 3D and spatial analysis tools for 
extracting potential views due to surrounding land use. Sales records and spatial data 
including shopping malls and beaches, and secondary data from the census (at SA1 level) 
were employed to estimate the hedonic price model.  
The type of variables used influenced the accuracy of the models. Accuracies of log-linear 
models are higher compared to the linear models. The incorporation of suburbs as a 
categorical variable improved the accuracies. As the study was conducted in a coastal area, 
aesthetic views such as beach and sea views were significant. Furthermore, the study area is 
also rich in green spaces (conservation area), parks and inland water bodies. Therefore, 
influences coming from the specific views on house prices were statistically significant. 
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Dwellings with favourable sea, beach and conservation area (forest) views had some of the 
highest market prices compared to dwellings without such views. From these three views, 
beach view had the highest influence on house prices, accounting to about 2% - 3% increase 
in house prices for a 1% increase in beach view from the visible area within one kilometre 
radius. Moreover, study determined that the closer views were more relevant for house prices.  
Chapter 5 answered the research question 4 – “How is it possible to generate a representative 
synthetic population for a small area using census information?”. This builds on the premise 
that detailed information about households and individuals create greater impact on urban 
planning. Information about residents’ activities and behaviour are required as an input to 
urban planning and a main source of such information is synthetic population. A synthetic 
population refers to a geographic area and contains location information for a specific area 
from the census tables. Hence, the primary data sources used to generate a synthetic 
population include census tables (at SA1 level) and unit level records (CURF). The best unit 
records combination, from the 5% sample of unit level records, is populated into SA1s by 
matching the aggregate census using the combinatorial optimization (CO) algorithm. Since 
the sample is derived from the existing population, the unit records and the resulting 
population created by the CO algorithm, retain the original relationships between individuals 
and households. 
The generated synthetic population needs to represent the actual population. A comparison 
between the actual census population and the synthetic population was undertaken to evaluate 
the accuracy of the synthetic population. Scalar-independent goodness-of-fit test and MAPE 
measure the prediction accuracies with respect to the actual values. MAPE across SA1s for 
the number of individuals was 2%. However, the MAPE values for some SA1s reached up to 
50% only. This is because SA1s with a limited number of individuals increased the error 
(MAPE) when a small deviation was present in the synthetic population. Moreover, 
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accuracies among SA1s varied from 2% to 11.9% for individuals and from 7.8% to 9.91% for 
households. Across variables, accuracies varied from 9.11% to 9.45% for individuals and 
from 9.69% to 9.98% for households. 
The generated synthetic population for the Illawarra region generally provides household and 
individual records representing the actual population and their characteristics. Using the 
associated characteristics of individuals, relevant behavioural patterns and their influences 
can be modelled.  
Research question five “What is the best way to allocate households and individuals in the 
generated synthetic population to dwellings by matching their characteristics with dwelling 
characteristics?” is addressed by developing an algorithm to geolocate households in to 
dwellings. Considering the location, the synthetic population generated by the conventional 
methods has significantly low spatial resolution, and the accuracy also varied from a 
geographical area to another. Size variations among geographical areas created this variation.  
Information about specific locations is vital to develop effective urban plans. Hence, a dataset 
with less accurate spatial information may interfere in the planning process although other 
data may contain highly accurate spatial information. As a human-centric activity, urban 
planning requires information about behavioural characteristics of people; and household and 
individual characteristics of an automatically-generated population (i.e., synthetic population) 
are very useful in that context. Moreover, households and individuals in the synthetic 
population need to be located in precise locations. Hence, the precision of locational 
information attached to the generated synthetic population needs to be improved.  
The location of a household depends on numerous factors including affordability and space 
requirement of a household. These dwelling characteristics in turn are related to the 
household and individual characteristics. The generated synthetic population contains such 
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information (chapter 5). Therefore, the estimated characteristics of dwellings in chapters 2, 3 
and 4 are fed into a matching algorithm to allocate dwellings to each household.  
Requirements of household were compared with the characteristics of dwellings to search for 
an optimal dwelling for a household. Normalization ranges for four pairs of variables 
calibrated and validated to achieve the best possible matching accuracy. Geolocated synthetic 
individuals and households were then re-aggregated to a different geographic boundary, and 
the key summary statistics of the re-aggregated synthetic population was compared with the 
actual data available from Census. This comparison confirms that the geolocated synthetic 
population generally agrees well with the actual Census data. Given the accuracy of the final 
geolocation process depends largely on the sequence of information extraction and synthesis 
that precede, there are opportunities to further improve the accuracy of the geolocation 
process just by focusing on improving the accuracy of preceding steps.    
7.2 Implications of the research  
The geolocated synthetic population developed in this study can be employed for analysing 
localized demand created due to household and individual characteristics. For instance, the 
geolocated synthetic population data can be used for scheduling public transport (bus) 
timetables by analysing household profiles around proposed bus routes. Evolving location 
specific populations can be used in urban planning to estimate precise future needs. For 
example, childcare centres target a particular demographic group. The demand for such 
services can be analysed with precise spatial information provided by the geolocated 
synthetic population.  
In addition to the final geolocated synthetic population, various tools and methods developed 
in this dissertation add value to planning practice in their own right. For example, urban 
sprawl and densification is occurring at staggering rate throughout the world, causing 
building inventory management a difficult task. Field surveying is a time and labour 
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consuming task. Feature extraction from satellite imagery is a reliable and fast method to 
extract external dimensions of buildings. The noise reduction methods introduced in this 
study increase the accuracy of feature extraction in vegetation rich areas. Moreover, this 
method works well on commodity hardware. 
Demand for a residential location is a function of numerus amenities and dis-amenities. 
Aesthetic aspect of a location is an important factor, which increases the desirability of a 
location. The results of this dissertation show that nearby aesthetic views are more important 
than remote views. These findings provide important information for residential zoning and 
future urban planning. 
The relationships between the explanatory variables including estimated structural 
information and secondary information, and a sample of structural attributes of dwellings 
enable an alternative method to estimate structural attributes for dwelling stock. The study 
relied on externally extractable parameters and secondary data, allowing the enrichment of 
digital dwelling stocks with useful structural attributes. Moreover, the study compared 
common predictive models and reveals the importance of hyperparameter tuning prior to 
predicting from a model. This is applicable to machine learning practice in general.    
There are opportunities to further improve the accuracies associated with various methods 
and tools. Particularly noteworthy is the fact that the geolocation process incorporated two 
steps: generating the synthetic population and allocating them into dwellings. Future studies 
can be focused on generating geolocated synthetic populations directly from the available 
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a. Beds in a house b. Beds in a unit 
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e. Car spaces in a house f. Car spaces in a unit  
Figure 1: Test accuracies and hyperparameter behaviour of top 1000 predictions by decision 
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Figure 2: Test accuracies and hyperparameter behaviour of top 1000 predictions by AdaBoost 
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Figure 3: Test accuracies and hyperparameter behaviour of top 1000 predictions by AdaBoost 
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Figure 4: Test accuracies and hyperparameter behaviour of top 1000 predictions by Random 
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Figure 5: Test accuracies and hyperparameter behaviour of top 1000 predictions by Random 
forest regression algorithm for property type and structural variables 
