In recent years, there has been an increase in the volume and heterogeneity of XML data sources. Moreover, these information sources are often comprised of both schemas and instances of XML data. In this context, the need of grouping similar XML documents together has led to an increasing research on clustering algorithms for XML data. In this chapter, we present an overview of the most popular methods for clustering XML data sources, distinguishing between the intensional data level and the extensional data level, depending whether the sources to cluster are DTDs and XML schemas, or XML documents; in the latter case, we focus on the structural information of the documents. We classify and describe techniques for computing similarities among XML data sources, and discuss methods for clustering DTDs/XML schemas and XML documents.
INTRODUCTION
The eXtensible Markup Language (XML) has emerged as the de-facto standard for the representation and the diffusion of data both on the Web and within organizations (De Meo, Quattrone, Terracina, & Ursino, 2006; Lee, Yang, Hsu, & Yang, 2002; Thompson, Beech, Maloney, & Mendelsohn, 2004) . Today, various vendors propose software tools to manage native XML (i.e., they use XML documents as the core storage unit) (Tamino, 2010) , whereas some software companies, like Oracle, propose tools based on relational database technologies to efficiently store, navigate, and query XML data (Oracle XML DB, 2010) . As a result, XML databases are rapidly proliferating and there are significant research efforts devoted to develop scalable techniques for efficiently handling the huge amount of XML data. An effective solution to organize XML data sources relies on clustering techniques, which are applied based on the XML structural similarities. Clustering is an active research area in data mining (Han & Kamber, 2006) . The goal of a clustering algorithm is to group objects into clusters such that objects within a cluster share similar features whereas objects associated with different clusters are dissimilar. Clustering XML data sources is useful to organize data in an unsupervised way and, ultimately, this is important to make the process of retrieving and browsing data easier. Some of the activities that can benefit from the clustering of XML data sources are data integration and retrieval. The rapid growth of XML data sources explains the need of specific tools for integrating these data sources, i.e., the task of merging data coming from disparate sources with the goal of providing endusers with a unified view of these data (Lee, Yang, Hsu, & Yang, 2002) . Data integration hence plays a key role in a wide range of domains, ranging from life sciences to Web mining and e-commerce . As soon as the size and complexity of the XML sources to integrate increases, the data integration task must be automatized as much as possible; for this purpose, there is a demand for tools capable of automatically detecting whether portions of two data sources represent the same concepts and of grouping sources describing the same piece of reality into homogeneous clusters. Moreover, the computation of the similarity degree of XML data is useful for designing tools capable of better ranking XML documents on the basis of their similarity with respect to a user query. The final outcome is an increase in terms of both accuracy and completeness of the answers generated for a given user query (Tagarelli & Greco, 2010) . The process of clustering XML data is a non-trivial task as it poses some challenging research issues which are not present when flat data or textual sources are considered. A first research problem regards which data model is to be adopted to represent XML data sources. In the literature, a large variety of data models have been introduced, such as rooted and labeled trees (Dalamagas, Cheng, Winkel, & Sellis, 2006) , (weighted) graphs (De Meo, Quattrone, Terracina, & Ursino, 2006) , arrays/matrices (Theobald, Schenkel, & Weikum, 2003) , or sequential data (Flesca, Manco, Masciari, Pontieri, & Pugliese, 2005) . The second research problem regards the definition of suitable techniques to compute the similarity degree of two XML data sources. This last problem has been considered in the literature at two different levels, specifically:
• At the intensional level (also known as schema-level), DTDs or XML Schemas are taken into account (De Meo, Quattrone, Terracina, & Ursino, 2006; Lee, Yang, Hsu, & Yang, 2002) . Moreover, the research line devoted to extract semantic similarities between two DTDs/XML Schemas is part of a more general research activity known as schema matching (Kementsietsidis, 2009; ).
• At the extensional level (also known as instance-or data-level), XML documents only are considered (Chawathe, Rajaraman, Garcia-Molina, & Widom, 1996; Cobéna, Abiteboul, & Marian, 2002) . In both cases, the XML data clustering problem is difficult, and often it is necessary to consider information at both the schema and the instance levels. In other words, two XML Schemas (resp., documents) may represent the same application domain but with different granularity levels (e.g., the first Schema may present an almost flat structure whereas the second one may present a deep level of nesting of its elements). Analogously, two XML Schemas (resp., documents) describing the same piece of reality may differ because they use different tags to identify the same concepts, and hence an activity devoted to interpret the meaning of a tag is required. Finally, the third research problem regards the algorithm to cluster XML data sources either at the intensional or the extensional level. Some approaches suggest to apply any off-the-shelf algorithm (e.g., hierarchical agglomerative or partitional clustering algorithms) (Algergawy, Schallehn, & Saake, 2009; , whereas other ones provide ad-hoc algorithms (Aggarwal, Ta, Wang, Feng, & Zaki, 2007) . In this chapter, we present an overview of XML data clustering approaches at both intensional and extensional levels. In the next two sections, we first consider the intensional similarity computation problem and provide a classification of the corresponding approaches; then, we discuss the extensional similarity computation problem and, also in this case, we provide a taxonomy of the corresponding approaches. In the second part of the chapter, we focus on the XML data source clustering problem and we investigate it at the intensional level and the extensional one in two separate sections. Since we assume that the presence of both schemas and documents is important in XML data sources, we address the similarity computation and clustering problems mainly from a structural viewpoint.
COMPUTING SIMILARITIES BETWEEN XML SCHEMAS/DTDS The Schema Matching Problem
Schema matching is the process of analyzing two data sources with the goal of identifying pairs of objects which are semantically related ). Derived relationships are often known in the literature as semantic matchings or interschema properties (Batini & Lenzerini, 1986; Palopoli, Saccà, Terracina, & Ursino, 2003) . The most common types of semantic matchings are synonymies, homonymies, hyponymies and hyperonymies. More precisely, given two elements e 1 of a schema S 1 and e 2 of a schema S 2 we say that:
• e 1 and e 2 are synonyms if they have the same meaning even if they could have different names;
• e 1 and e 2 are homonyms if they have different meanings even if they have the same name;
• e 1 is a hyponym of e 2 (which, in its turn, is a hyperonym of e 1 ) if e 1 has a more specific meaning than e 2 (e.g., e 1 may be the element "PhD student" whereas e 2 may be the element "student"). Schema matching is a central research theme in database and artificial intelligence areas as it plays a key role in many application scenarios like data integration (Melnik, Rahm, & Bernstein, 2003) , data management in peer-to-peer systems (Kantere, Tsoumakos, Sellis, & Roussopoulos, 2009) , ontology alignment and mapping (Euzenat & Shvaiko, 2007) , Semantic Web (Dhamankar, Lee, Doan, Halevy, & Domingos, 2004) , data warehousing (Madhavan, Bernstein, & Rahm, 2001 ). There is a rich literature on this theme and some research papers provide an excellent description of many of the existing approaches (Kementsietsidis, 2009; Shvaiko & Euzenat, 2005) ; we refer the reader to (Algergawy, Nayak, & Saake, 2010) , in which a detailed classification of schema matching approaches along with an experimental comparison is reported. The goal of this section is to focus on schema matching methods explicitly conceived to handle DTDs/XML Schemas, or which at least include some specific functionalities to handle them. Before introducing XML-specific approaches, we briefly recall the main properties of schema matching algorithms (often known as matchers). In particular, existing algorithms can be classified as follows. (Shvaiko & Euzenat, 2005; ).
Schema-level Matchers vs. Instance-level Matchers
Schema-level matchers assume that each available data source is provided with a schema capable of representing it. This schema can be an E/R diagram (if involved sources are relational databases) or a DTD/XML Schema (if involved sources are XML documents). The schema of a data source provides a rich body of information necessary to carry out matching activities. For instance, it allows the extraction of the name of schema elements, of their data types and, sometimes, of some of their constraints (e.g., cardinality constraints expressed by the minOccurs and the maxOccurs attributes in XML Schemas); this information can be extremely useful in schema matching tasks. Instance-level matchers analyze the extensional component of a data source to infer semantic matchings. Instance-level approaches are generally very precise because they look at the actual content of the involved sources, and hence they are able to better interpret their content; however, they are computationally expensive since they must examine the whole extensional component of the involved sources (which in some cases may be huge). These matchers often use techniques coming from Information Retrieval and linguistics to discover potential matches. For instance, they could compute the frequency at which two strings s 1 and s 2 co-occur with a third string s 3 to determine whether s 1 and s 3 (or s 2 and s 3 ) define a semantic matching. In real cases, instance-level matchers are often used in conjunction with schema-level matchers to filter out false matchings and to learn similarities among schema elements on the basis of the values of the corresponding instances. The schema matching algorithms that adopt this strategy are known as hybrid matchers because they use both intensional and extensional information Kementsietsidis, 2009) . The overall result is an accuracy increase in the discovery of semantic matchings; however, as in the case of pure instance-level matchers, the amount of data to process is usually huge and, therefore, the computational effort can be significantly high. Hybrid matchers often use machine learning algorithms to compute semantic matchings. For instance, SemInt (Li & Clifton, 2000) uses SelfOrganizing Maps (Kohonen, 1988) to reduce the dimensionality of the data to analyze; LSD (Doan, Domingos, & Halevy, 2001 ) and GLUE (Doan, Madhavan, Domingos, & Halevy, 2002 ) use a multistrategy learning approach and the stacking algorithm (Wolpert, 1992) ; finally, the approach of (Jeong, Lee, Cho, & Lee, 2008) uses least square regression. Matching algorithms can also be classified on the basis of the cardinality of the matchings they are able to find. To better illustrate this concept, let us consider two Schemas S 1 and S 2 ; the following types of matchers can be defined:
Simple Matchers vs. Complex Matchers
− Simple matchers. These approaches aim at finding all pairs of elements <e 1 ,e 2 > such that e 1 ∈ S 1 , e 2 ∈ S 2 and a semantic matching exists between them. Most of these approaches derive synonymies but some of them consider also hyperonymies or hyponymies Gal, Anaby-Tavor, Trombetta&Montesi, 2005) . Simple matchings are also known as 1:1 matchings.
− Complex matchers. These approaches find all pairs of the form <G 1 , G 2 > being G 1 and G 2 two groups of elements extracted from S 1 and S 2 , respectively. For instance, G 1 could be an element "address" whereas G 2 could be a pair of elements "street", "zip". In such a case, there exists a complex matching because the set of elements "street" and "zip" of S 2 is semantically similar to the element "address" of S 1. Complex matchings are also known as sub-schema similarities (De Meo, Quattrone, Terracina, & Ursino, 2004a) or m:n matchings. A large part of schema matching algorithms consider only 1:1 matchings (see, for instance, (Doan, Domingos, & Halevy, 2001; and (Giunchiglia, Yatskevich, & Shvaiko, 2007) ). However, there are few examples of systems devoted to handle complex matchings, like iMAP (Dhamankar, Lee, Doan, Halevy, & Domingos, 2004) , DCM (He & Chang, 2006) , INDIGO (Idrissi & Vachon, 2007) and XIKE (De Meo, Quattrone, Terracina, & Ursino, 2004a) . Some of these approaches use data mining and artificial intelligence techniques to discover complex matchings. For instance, in iMAP the complex matching computation problem is seen as a search problem. A set of searchers is exploited to explore the space of all possible groups of schema elements candidate to form a complex matching. In order to reduce the computational complexity, the search space is pruned by taking domain knowledge into account. In DCM, the complex matching discovery problem is solved by analyzing patterns of co-occurrence in input data. In particular, the authors hypothesize the presence, for each application domain, of a hidden schema model which acts as a unified generative model describing how Schemas are generated from a finite vocabulary. INDIGO uses a variety of techniques like linguistic matchers or the WHIRL algorithm (Cohen & Hirsch, 1998) , which has been developed in the context of text classification and is capable of matching concepts on the basis of their shared instances. In XIKE, pairs of promising groups of elements are preliminarily detected. Two groups of elements are said promising if there is a high chance that they can form a complex matching. To avoid the explosion of computational costs, XIKE adopts a suitable heuristics in which groups of elements are selected on the basis of the number of 1:1 matchings they share. Promising groups are then analyzed to verify which of them really form complex matchings. The computational complexity of the approach underlying XIKE is polynomial against the size of input schemas, and this makes it suitable to effectively handle large Schemas.
The two criteria illustrated above are valid for all matchers existing in the literature, and, in particular, they can be applied to matchers operating on DTDs and XML Schemas. However, the specificities of the XML data model have inspired many researchers to design ad-hoc approaches for the extraction of semantic matchings. In particular, the main features of the XML data model which can be used in the schema matching process are the following:
• Constraints on data types and cardinalities. The XML data model provides a rich set of primitive and built-in data types. As a consequence, the compatibility of the data types associated with two elements is a useful indicator to assess whether two elements actually form a semantic matching or not. Constraints on data types can be hard (if they cannot be violated in any case) or soft (if they can be relaxed). An example of hard constraints is the translation of a string into a real. On the contrary, an example of soft constraint is the translation of an integer into a longinteger. A further constraint regards the cardinality associated with the instance of an element in a document. In fact, in a DTD/XML Schema S, an element e can be declared as optional or not; in the former case, an instance of e could not appear in a document D associated with S, whereas in the latter case, one or even more instances of e appear in D. The cardinality of an element in an XML Schema is declared by means of the attributes minOccurs and maxOccurs and it can be used in the semantic matching discovery. For instance, a matching between two elements e 1 and e 2 could be recognized as a false positive if the value of the maxOccurs attribute associated with e 1 is smaller than the value of the minOccurs attribute associated with e 2 .
• Constraints on the structure. The XML data model is hierarchical and different designers may decide to represent the same piece of reality at different granularity levels. The hierarchical organization of a DTD/XML Schema, besides reflecting the personal standpoint of a human designer, heavily influences the schema matching process. As a matter of fact, the role of the hierarchical structure of DTDs/XML Schemas in the semantic matching process is investigated in the LSD system (Doan, Domingos, & Halevy, 2001) . Here the authors suggest to serialize an XML document and to analyze the frequency at which tags appear. This is used to train a Naïve Bayes classifier. However, experimental trials have shown that the semantic matchings discovered by this classifier are poor in terms of accuracy, therefore the authors also suggest to continue to use the Naïve Bayes classifier while proposing a more refined encoding of an XML document, in which the nesting level of each data instance is considered. This encoding influences the training phase of the Bayesian classifier and yields a meaningful increase in accuracy. The above ideas suggest to introduce a new classification criterion orthogonal with respect to the two ones mentioned above. In particular, a first group of matchers takes information about elements (e.g., constraints on data types) into account. We shall call them as element-level matchers. A second group of matchers takes advantage of structural information coming from DTDs and XML Schemas. These matchers define the concept of context of an element; for instance, if an XML Schema is modeled as a tree, the context of an element is represented by the set of its descendants and ancestors; there exists a semantic matching between two nodes if there exists a matching between their contexts. Approaches belonging to this category are called context-level matchers. Since the previous criteria have been largely investigated in the literature, in the following we shall examine this new criterion in detail and classify schema matching approaches operating on XML sources according to it.
Element-Level Matching
Approaches in this category use information about elements of a DTD/XML Schema to compute semantic similarities. In particular, the usually considered information regards the names of the elements (expressed as strings), their data types and constraints on their cardinalities. Each of this information provides a basic similarity metric. All these metrics are described in detail in the following subsections.
Name Similarity
Name similarity techniques are based on the following intuition: the more similar the names of two XML elements are, the higher the similarity level of the corresponding XML elements is. In order to measure the similarity degree of two strings, various methods, like prefix, suffix, edit distance, Jaro distance and n-gram (Algergawy, Schallehn, & Saake, 2009; Giunchiglia & Yatskevich, 2004) have been proposed in the literature. Prefix receives two strings and checks whether the first one starts with the second one. Prefix is efficient in recognizing acronyms (e.g., it recognizes that terms like "int" or "integer" form a semantic matching). Some systems that adopt this method are those reported in Madhavan, Bernstein, & Rahm, 2001; Melnik, Garcia-Molina, & Rahm, 2002) . Suffix receives two strings and checks whether the first one ends with the second one (e.g., "phone" and "telephone"). Systems using suffix are again presented in Madhavan, Bernstein, & Rahm, 2001; Melnik, Garcia-Molina, & Rahm, 2002) . The edit distance technique receives two strings and computes the shortest sequence of operations capable of transforming the first one into the second one. Operations usually considered are the insertion of a character in a string, the deletion of a character, and the substitution of a character. Edit distance has been used in, e.g., . The Jaro distance (Jaro, 1995) is a metric proposed to compute the similarity degree of two strings. In particular, given two strings s 1 and s 2 , their Jaro distance is defined as follows:
where m is the number of matching characters between s 1 and s 2 , t is the number of transpositions of the characters, i.e., the number of matching characters but in different order present in s 1 and s 2 , |s 1 | and |s 2 | are the length of s 1 and s 2 , respectively. Jaro distance has been used in (Quix, Kensche, & Li, 2007 ). An n-gram is a sequence of n consecutive characters in a string. For instance, given the string "house", an n-gram of length 3 (often known as trigram) is "ous". In approaches relying on n-grams, the distance between two strings is computed by comparing the number of n-grams they share. In the context of Schema Matching, examples of approaches exploiting n-grams are reported in , Giunchiglia, Shvaiko, & Yatskevich, 2005 ). An experimental comparison of various metrics for string matching is reported in (Cohen, Ravikumar, & Fienberg, 2003) .
Language-Based Similarity
Language-based techniques use natural language processing techniques to compute the similarity degree of two elements. These techniques often carry out some pre-processing tasks on the data sources to analyze (Madhavan, Bernstein, & Rahm, 2001; Giunchiglia, Yatskevich, & Shvaiko, 2007) . For instance, popular pre-processing activities are tokenization (i.e., the names of the entities are parsed and symbols like punctuation, blank characters or digits are detected) and removal of words (i.e., some tokens like prepositions or articles are filtered out). Most of these techniques rely on the use of external sources, such as dictionaries or thesauri. A popular tool is WordNet, a lexical database for English language developed at the University of Princeton (Miller, 1995) . WordNet groups English words into sets of synonyms (called synsets), and hence it provides a plenty of facilities also for schema matching purposes. In this context, WordNet has been used in the SMatch system (Giunchiglia, Yatskevich& Shvaiko, 2007; Shvaiko, Giunchiglia, & Yatskevich, 2010) as a background knowledge source that returns semantic relations between element names. In particular, SMatch uses WordNet not only to find pairs of elements having the same meaning but also to check whether the meaning of a term is more general than the one of another term. As a further example, in (De Meo, Quattrone, Terracina, & Ursino, 2006; De Meo, Quattrone, Terracina, & Ursino, 2004b; ) the authors suggest to query WordNet to find syntactic correspondences between the elements of two XML Schemas; these correspondences are then used to discover a broad range of semantic correspondences like synonymies, homonymies, hyponymies and hyperonymies. Other approaches like COMA++ (Do & Rahm, 2007) and PORSCHE (Saleem, Bellahsene, & Hunt, 2008) suggest to use domain specific dictionaries; sometimes, these dictionaries are manually built up.
Data Type Similarity
Some authors suggest that an analysis of the data types associated with two elements of two XML Schemas is useful to reveal false matchings. In fact, it may happen that two elements share the same name but they represent completely different concepts. These false positives can be sometimes detected by checking if a type compatibility is violated. XML provides a rich data model and supports 44 primitive and derived built-in data types (Thompson, Beech, Maloney, & Mendelsohn, 2004) . As a consequence, it offers to human designers a broad range of options to model complex scenarios; in this context, the issue of checking whether a form of compatibility exists between two different data types is an interesting problem. In (Nayak & Tran, 2007 ) the authors develop a compatibility table that indicates whether two data types are not compatible (e.g., string and float) or if a weak form of compatibility can be recognized (e.g., integer and longinteger). An analogous study is presented in (De Meo, Terracina, & Ursino, 2004b) in the context of XML DTDs.
Cardinality Constraint Similarity
Another source of information which is useful to reveal the similarity between two elements of a schema is given by cardinality constraints. For this purpose XML Schemas provide the minOccurs and maxOccurs attributes. A cardinality table for DTD constraints has been proposed in (Lee, Yang, Hsu, & Yang, 2002) . Nayak and Tran (2007) have adapted this table for the case of XML Schemas.
Context-Level Matching
In context-level matching approaches, a DTD/XML Schema is usually represented as a tree T or a graph G and each of its elements corresponds to a node in T or G. The context of a node n in T (resp., G) is represented by all the nodes of T (resp., G) which are "close" to n. For instance, if a tree-based representation is exploited, the context of n may consist of all its ancestors/descendants. Analogously, in case of a graph-based representation, the context of n may consist of its neighbor nodes (e.g., those nodes adjacent to n or tied to n through paths up to a fixed length k). The context of a node n is exploited to better interpret the meaning of the element represented by n, and this information is definitely useful in carrying out schema matching tasks. In fact, the intuition behind context-level matching approaches is the following: if two elements are similar, their contexts might also be somehow similar. As a consequence, the task of determining whether two elements are similar requires to check if their contexts are similar. Such an idea was first introduced in (Fankhauser, Kracker, & Neuhold, 1991) and it was later applied in other fields including data mining (Jeh & Widom, 2002) , Web Search (Jeh & Widom, 2003) , and Social Network Analysis (Liben-Nowell & Kleinberg, 2003) . In the following we shall discuss in detail the main features of context-level matching approaches; for this purpose, we classify them into two categories, namely tree-based and graph-based approaches, depending whether a DTD/XML Schema is modeled as a tree or a graph, respectively. A graphical comparison of such approaches is shown in Figure 1 .
Figure 1. Classification of context-level matching approaches

Tree-Based Approaches
Some approaches suggest to map DTD/XML Schemas into trees and to use tree matching algorithms to identify pairs of similar elements. The context of a node usually coincides with the set of its ancestors and descendants. This implies that similarities are computed only for non-leaf nodes (in fact, a leaf node is not provided with descendants and it has only one parent). Tree-based algorithms can be classified as follows (Algergawy, Nayak, & Saake, 2010 ):
• Child similarity. These approaches take a non-leaf node and identify its children. Two non-leaf elements are then classified as similar if their sets of children present a high matching degree. The set of children of two nodes could by compared by applying the Jaccard coefficient or other analogous methods. An implementation of this strategy can be found in the Cupid system (Madhavan, Bernstein, & Rahm, 2001 ).
• Leaf similarity. In these approaches any non-leaf node is considered as the root of a subtree and the set of leaf nodes associated with this subtree is extracted. The similarity degree between two non-leaf nodes n 1 and n 2 is computed by comparing the sets of leaf nodes belonging to the subtrees rooted in n 1 and n 2 . As an example, the approach of (Algergawy, Schallehn, & Saake, 2009) suggests to map the set of leaf nodes into arrays whose entries are real numbers. The similarity of these arrays is then computed by applying the cosine similarity measure.
• Sibling similarity. In these approaches, for each element e i , the set consisting of both preceding and following siblings of e i, is extracted. We recall that the siblings of a node e i, in a tree are the nodes which are at the same level of the node e i, itself. According to the procedure adopted to visit a tree (e.g., pre-order or post-order) some siblings of e i, can be visited before e i, itself (preceding siblings) of after it (following siblings). For each pair of siblings belonging to the two sets above, the similarity is computed; then, the matching pairs with the highest similarity scores are selected (best matching pairs). The similarity degree of two nodes is defined as the average of the similarities of the best matching pairs.
• Ancestor similarity. In these approaches, the ancestor context of a node is considered to compute similarities. In particular, given an element e i in an XML tree and the path p(e i ) joining the root with e i , the set of nodes composing p(e i ) is called the ancestor context of e i . Some authors (Algergawy, Schallehn, & Saake, 2009) suggest to use refined techniques (like Prufer sequences) to efficiently encode these paths; finally, the ancestor contexts of two nodes e i and e j are compared to define the degree of similarity between e i and e j . Recently, some authors (Wojnar, Mlynkova, & Dokulil, 2010) have suggested to map XML Schemas onto trees and to apply some suitable rules to simplify the structure of these trees; next, they compute the edit distance between simplified trees. The similarity degree of two DTDs/XML Schemas coincides with the value of their edit distance. Edit distance has been largely exploited to determine the matching degree of two XML documents but its usage in the context of XML Schemas is still largely unexplored.
Graph-Based Approaches
Graph-based techniques consider the input schemas as labeled and often weighted graphs. Such a representation is useful and intuitive because relationships between elements of a schema can be interpreted in terms of structural properties, like edges or paths, of a graph. In particular, given two nodes n 1 and n 2 in a graph G corresponding to a schema S, the notion of distance between n 1 and n 2 can be defined by considering the paths joining n 1 and n 2 . For instance, in the approach of (De Meo, Quattrone, Terracina, & Ursino, 2006) , the distance between two nodes in G is interpreted as the length of the shortest path joining them. Assuming that a notion of distance between two elements of a schema is available, the notion of neighborhood of a node can be introduced as follows: given a node n 1 in G, the ε-neighborhood associated with n 1 consists of the set of the nodes of G whose distance from n 1 is less than ε, being ε a prefixed integer or real number. Once the neighborhoods of n 1 and n 2 have been built, they can be compared to determine if there exists a matching between n 1 and n 2 . A popular comparison strategy consists of applying graph matching algorithms (Galil, 1986) . For instance, in (De Meo, Quattrone, Terracina, & Ursino, 2006) given two nodes n 1 (coming from a schema S 1 ) and n 2 (coming from a schema S 2 ) and an integer u (called severity level), the authors suggest to build a bipartite graph BG = < N 1 ∪ N 2 , E> such that:
• N 1 coincides with the u-neighborhood of n 1 , • N 2 coincides with the u-neighborhood of n 2 , and • an edge e ∈ E links a node of N 1 with a node of N 2 if there exists a syntactic matching (revealed by querying WordNet) between the two nodes.
A maximum weight matching problem is then solved on BG; if the value of a suitable objective function is higher than a predefined threshold then it is possible to conclude that a similarity between n 1 and n 2 exists. It should be noted that the approach in (De Meo, Quattrone, Terracina, & Ursino, 2006 ) is parametric against the severity level u (in the sense that a human user is allowed to freely fix it depending on its information needs); in addition, it is scalable because the size of BG is usually small. Other interesting approaches are those described in (Euzenat & Valtchev, 2004; Melnik, Garcia-Molina, & Rahm, 2002) . These approaches differ from the one of (De Meo, Quattrone, Terracina, & Ursino, 2006) because the graphs to match are not bipartite, and hence the problem of finding semantic matchings between two graphs requires to determine if an isomorphism between them exists (Ullmann, 1976) . Such a problem is computationally intractable, therefore heuristics are needed. For instance, in (Euzenat & Valtchev, 2004; Melnik, Garcia-Molina, & Rahm, 2002) , the task of finding semantic matchings between two graphs (representing schemas or portion of schemas) is seen as an optimization problem. This problem is solved by applying an iterative and fix-point algorithm which, at each iteration, tries to improve the current optimal solution and ends when no further improvement is possible. Experimental studies show that these algorithms are computationally competitive on large schemas too.
COMPUTING SIMILARITIES BETWEEN XML DOCUMENTS
The problem of computing similarities between XML documents has attracted the interest of many researchers mainly in the areas of database systems and information retrieval. A wide range of methods for comparing XML documents has been proposed in the literature, which are usually classified depending on the model and data structures used to represent XML documents, i.e., tree-based, graphbased, vector-based, and sequence-based. A graphical classification of main existing approaches is reported in Figure 2 . 
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In the following we overview the key ideas and concepts underlying each of the main XML document similarity approaches in the literature, and when possible we also provide pointers to the clustering algorithms (discussed in the next section) that use specific similarity methods.
Tree Matching
Tree matching approaches model XML documents as labeled trees. Originally, such approaches have been largely and successfully applied to detect changes between two different versions of an XML document. Often, tree matching approaches use dynamic programming techniques to find the distance of two trees; here, the idea is that the distance of two trees coincides with the minimum number of operations (called edit operations) capable of transforming the former tree into the latter one. Edit operations can be carried out at the node level (i.e., they may be applied only on nodes) or at the subtree level (i.e., they may involve entire subtrees extracted from an XML tree). Within this view, tree matching approaches can be divided in two categories, namely node-level matching and subtree-level matching. Edit operations performed on any tree at node level refer to atomic tree operations, i.e., changing the label of a node, deleting a node, and inserting a node as a child of another node. Complex tree operations can also be used; they are defined as sequences of atomic tree operations. For instance, the insertion of a whole subtree in a tree can be regarded as a complex tree operation; it consists of a sequence of atomic node insertion operations. We can assign a cost to each atomic operation. The cost of a complex operation is usually defined as the sum of the costs of its constituent atomic operations. In tree matching approaches, the distance between any two trees T 1 and T 2 is regarded as the tree edit minimum distance between the trees, which is the cost of a sequence of edit operations capable of transforming T 1 into T 2 with the minimum cost. The first non-exponential algorithm to compute the edit distance between ordered labeled trees was proposed in (Tai, 1979) , whereas a significant computational improvement was given by the Shasha-Zhang algorithm (Shasha & Zhang, 1995) (Table 1) . However, both these algorithms were not conceived for XML documents and, therefore, they might not provide significant results. In fact, both the algorithms allow nodes to be arbitrarily deleted, inserted or re-labeled independently of their position in the document. By contrast, as observed by some authors (Dalamagas, Cheng, Winkel, & Sellis, 2006) , elements of an XML source may have different relevance levels on the basis of their position in the hierarchical structure of the source itself. As a consequence, deleting nodes on the top of the document hierarchy has not the same effect of deleting nodes at leaf level. For this purpose, (Dalamagas, Cheng, Winkel, & Sellis, 2006) proposed to use the edit distance in conjunction with some suitable constraints; for instance, the deletion of an internal node n in an XML document tree requires a path going from n to a leaf node m to be identified and all nodes of this path to be deleted. The first approach explicitly developed to handle XML documents appeared in ( Cobéna, Abiteboul, & Marian, 2002) . In this approach the authors restricted insertion and deletion operations only to leaf nodes. In addition, a move operator, capable of moving a whole subtree, was introduced; the resulting algorithm uses dynamic programming techniques and its worst-case computational complexity is O (N log N) .
A significant example of an algorithm relying on the edit distance computation is the Chawathe's algorithm (Chawathe, 1999) . In this algorithm, XML trees are represented as a sequence of pairs (called ld pairs) of the form <l, d>, being l the label of a node and d its depth. The distance between two ld pairs (and, ultimately, of the XML trees represented by them) is carried out by applying the Wagner-Fisher algorithm (Wagner & Fisher, 1974) . The worst case time complexity of the Chawathe's algorithm is O(N 2 ), being N the total number of nodes in the documents to match. Approaches based on the edit distance at node level would fail to recognize documents that, although conforming to the same DTD, may significantly differ from each other due to repeated or optional occurrences of elements. Subtree-level matching approaches aim to overcome this limitation by considering the edit distance between document subtrees, i.e., edit operations are applied to subtrees rather than only to single nodes. (Nierman & Jagadish, 2002) introduced the first structural similarity approach for two XML documents generated from the same DTD. Besides the traditional edit operations (i.e., insert, delete, change), this approach also includes two additional operations: InsertTree, which allows a subtree to be inserted, and DeleteTree, which allows a subtree to be deleted. However, the InsertTree and DeleteTree operations can be applied only if some specific constraints are satisfied. In particular, given two XML trees T 1 and T 2 , whose similarity degree must be computed, the insertion of a tree A in T 1 (or T 2 ), as well as the deletion of a tree A from T 1 (or T 2 ), can be executed if and only if T 1 and T 2 share A. The overall complexity of the algorithm presented in (Nierman & Jagadish, 2002) is O(N 2 ), being N the total number of nodes in the trees to match. Experimental results showed that the algorithm in (Nierman & Jagadish, 2002 ) is more accurate than the Chawathe's algorithm, although it is conceptually more complex and requires a heavy pre-computation phase. Subtree-level matching has been adopted in clustering methods such as (Dalamagas, Cheng, Winkel, & Sellis, 2006) .
Edge Matching
Edge matching requires to transform XML documents into directed graphs and to compute the similarity of two documents based on their common edges. An early approach belonging to this category is provided in (Kriegel & Schönauer, 2003) : given two documents D 1 and D 2 , these are mapped to two labeled graphs G 1 = <N 1 , E 1 > and G 2 = <N 2 , E 2 >, and a bipartite graph G* = <E 1 ∪ E 2 , E*> is built, where an edge e*∈ E* links two nodes in G* if there exists a match between the corresponding edges in G 1 and G 2 . A maximum weight matching problem is then defined on G*, and the distance between the input documents is finally set as the value of the corresponding objective function. 
Path Matching
An XML document can also be modeled as a set of paths, each starting from the root of the document and ending in a leaf node, therefore the similarity between two XML documents can be computed based on the sets of paths associated with them (Butler, 2004; Rafiei, Moise, & Sun, 2006) . Experimental trials show that path matching techniques are highly accurate and, sometimes, they work better than approaches based on the edit distance (Butler, 2004; Rafiei, Moise, & Sun, 2006) . Unfortunately,path matching techniques can be time-expensive when large documents must be handled. In order to obtain a fast computation, some authors suggest to use approximate techniques (Butler, 2004) . One of the most popular techniques relies on the idea of shingles (Broder, 1997) . A shingle is a data structure which uses hash functions to represent the objects of a collection. The main idea of (Butler, 2004) is to use shingles of fixed length to represent the paths of an XML document. Since the length of shingles is fixed, the worst case time complexity of the approach illustrated in (Butler, 2004) 
is O(1).
However, a pre-processing phase is required to extract shingles from documents, and this phase may be computationally expensive. In (Joshi, Agrawal, Krishnapuram, & Negi, 2003) , the authors consider two kinds of paths: generic paths (i.e., nodes tied only by parent/child relationships) and paths derived from XPath expressions. The distance between two documents is computed by identifying the paths they share. Experiments showed that the use of paths derived from XPath expressions yields better results whose quality is higher than the one obtained by using generic paths only (Joshi, Agrawal, Krishnapuram, & Negi, 2003) .
Vector Based Approaches
Vector based approaches gained a large popularity in the context of information retrieval. They essentially aim to map XML documents onto vectors of an n-dimensional feature space. To produce such a mapping, vector based approaches can use both the structure and the content of a document or, alternatively, only information about the structure of the document itself; in this section, we consider only approaches using information on the structure of the documents. The simplest feature that can be considered is the label of an element in a document. Of course, more complex features could also be considered. For instance, each element could be encoded as a pair of the form <l, d>, being l its name and d its depth in the document. Finally, features can be designed to take the different levels of structural granularities allowed by an XML document into account. This means that, rather than describing an XML document in terms of the elements composing it, we can represent it by considering the paths starting from the root (also known as XML twigs). As shown in (Theobald, Schenkel, & Weikum, 2003) , the representation of an XML document by means of its paths is useful to better capture its semantics. However, the identifications of all the paths existing in an XML document is exponential against the number of its elements. As a consequence, near-exponential costs would be necessary to map an XML document onto the feature space and to store this representation. For these reasons, some authors (e.g., (Theobald, Schenkel, & Weikum, 2003) ) suggest to consider paths up to a fixed length k. Once features have been extracted, suitable tools are applied to compare two documents. For instance, the simplest comparison criterion requires the computation of the inner product of the vectors associated with the two documents. Other approaches to compute the similarity of two documents rely on notions from probability and information theory. Intuitively, these approaches assume that a document D may contain a particular feature with a certain probability. As a consequence, the i-th component of the vector associated with D is set equal to the probability p i that D contains the i-th feature. The computation of the similarity degree of two documents is performed by comparing two probability distributions. A popular metric carrying out this task is the Kullback-Leibler divergence (Kullback & Leibler,1951) . We can classify vector-based approaches in the following categories:
• Boolean approaches. In this case, an XML document D is represented by an n-dimensional boolean array whose i-th component is 1 if the i-th feature is present in D, and 0 otherwise. In some cases, multidimensional matrices are exploited instead of arrays. For instance, in some approaches 3-D matrices are introduced to represent relationships among documents, elements and paths. The generic element M [i, j, k] is set to 1, if the document D i contains the element e j in the path p k , and to 0 otherwise. Some variations have also been considered, such as focusing only on paths going from the root to the leaves.
• Weighted approaches. In this case, an XML document D is represented by an n-dimensional boolean array such that its i-th component is equal to a value r i ranging in a closed interval (e.g., the interval [0,1]). Intuitively, the higher r i , the more relevant the contribution of the i-th feature in the construction of D. In (Yoon, Raghavan, & Chakilam, 2001) , the similarity degree of two XML documents is directly proportional to the number of e-paths shared by them, where an e-path is defined as a set of nested elements labeled with the same tag. In (Yang, Cheung, & Chen, 2005) , the authors introduce a model called Structured Link Vector Model, to represent a set of XML documents. This approach assumes that the XML documents are generated from a set of m elements, and consequently the degree of similarity of two documents depends on the similarity of the elements composing it. A matrix storing the similarities between all pairs of elements is then learned by applying an iterative algorithm. The approach of (Yang, Kalnis, & Tung, 2005) first represents an XML document as a full binary tree (i.e., a binary tree in which each node has exactly zero or two children), where a binary branch consists of a node along with its children. A generic XML document can be mapped onto a multi-dimensional vector (binary branch vector) such that the j-th component of is equal to the number of occurrences of the j-th branch in it. The distance δ between two XML documents D 1 and D 2 is computed as the Manhattan distance of the corresponding binary branch vectors.
Other Approaches
In (Flesca, Manco, Masciari, Pontieri, & Pugliese, 2005) , an XML document is seen as a sequence of real numbers (a time series), and the evaluation of the similarity degree between two XML documents is performed by comparing the corresponding time series based on their Discrete Fourier Transform. The worst case time complexity of this approach is O (N log N) , being N the size of the largest document.
In (Helmer, 2007) , the notion of entropy is used to compute the similarity of two XML documents D 1 and D 2 . First, structural information like tags, edges or paths are extracted from the documents. This information is stored in two separate files F 1 and F 2 ; each of these files is compressed by applying the GNU zip software; let S(F 1 ) and S(F 2 ) be the sizes of F 1 and F 2 after compression. F 1 and F 2 are then concatenated into a new file F 12 which, in its turn, is compressed again. Let S(F 12 ) be the size of the compressed version of F 12 . The similarity between D 1 and D 2 is computed as follows:
, S(F 2 )} Intuitively, this algorithm relies on the idea that the higher the similarity of two documents, the higher their overlap; and, the higher the overlap of two documents, the better their compression ratio. The time complexity of the algorithm presented in (Helmer, 2007) is O (N) , being N the number of objects in a file.
CLUSTERING DTDS AND XML SCHEMAS
Existing approaches to clustering DTDs or XML Schemas can be classified according to the strategy they exploit to model schemas. In Table 2 we report a brief summary of the approaches we shall present in the following. A first category of approaches Qian, Zhang, Liang, Qian, & Jin, 2000) considers XML Schemas as points of a high dimensional space and maps them onto points of a lower dimensional space. The approach of De uses semantic matchings to perform the clustering of XML Schemas. In particular, given a set of schemas S, it builds a multidimensional vectorial space V, which is generated by the elements appearing in the Schemas of S; two elements involved in a semantic matching (e.g., two synonymous elements) are collapsed onto a unique dimension of V. An arbitrary Schema S i ∈ S can be mapped onto a point P i of V. As a consequence, the computation of the distance between two XML Schemas S i and S j implies the computation of the Euclidean distance of the points P i and P j representing them. This eventually allows the construction of a similarity matrix M. Once M has been obtained, any clustering algorithm like K-Means (MacQueen, 1967) or Expectation-Maximization (Dempster, Laird, & Rubin, 1977) can be applied on it. Qian et al. (2000) propose an approach to cluster DTDs, which operates as follows. In the first stage, it clusters the elements of all available DTDs on the basis of their linguistic similarity. Such a clustering task can be interpreted as a dimensionality reduction activity in which the set of the elements generating the available DTDs is mapped onto a lower dimensional space. In this new space, an arbitrary DTD can be represented as an array having one component for each cluster; the i-th component of this array indicates how many elements of the corresponding DTD belong to the i-th cluster. Experimental tests showed that these approaches are able to achieve a high level of accuracy; however, the preliminary mapping phase plays a central role and potential inaccuracies/mistakes in it can negatively influence the whole clustering process. A further category of approaches models XML Schemas as trees (Lee, Yang, Hsu, & Yang, 2002; Nayak & Iryadi, 2007) . Structural properties of trees are used, in conjunction with linguistic matchers, to compute the similarity degree of two schemas. Lee et al. (2002) presents the XClust system. In XClust, a procedure to compute the similarity degree of two DTDs is adopted. This procedure models a DTD as a tree; thanks to this choice, the neighborhood of an element consists of the set of its ancestors and descendants. This neighborhood is used along with linguistic matchers to determine the similarity degree of two DTDs. Finally, a hierarchical clustering algorithm (Han & Kamber, 2006 ) is applied to obtain the final clusters. In (Nayak & Iryadi, 2007 ) the authors introduce the XMine system to cluster both XML Schemas and DTDs. XMine represents DTDs/XML Schemas as rooted and labeled trees. This representation is used to compute the similarity degree of two schemas, with the support of external thesauri (WordNet and a userdefined dictionary to identify abbreviations/acronyms). Once schema similarities have been computed, an arbitrary clustering algorithm can be applied. Approaches based on trees are effective because they consider both the structure and the content of an DTD/XML Schema. However, schemas may be large and the computation of the similarity degree of two schemas may require the corresponding trees to be traversed more times. Such an operation can be computationally expensive and some authors (Algergawy, Schallehn, & Saake, 2008) suggested to reduce computational costs by exploiting suitable data structures (in particular, Prufer sequences (Prufer, 1918) ) instead of trees. Vector -Elements of all XML DTDs are clustered on the basis of linguistic similarities -An arbitrary DTD is mapped onto an array having one component for each cluster obtained before Lee, Yang, Hsu, & Yang, 2002 Tree -Linguistic matchers are applied to compute the similarity degree of two DTDs -A hierarchical clustering algorithm is applied Nayak & Iryadi, 2007 Tree -A thesaurus (e.g., WordNet/ user-defined thesaurus) is used to compute the similarity degree of two XML DTDs/ Schemas.
-An arbitrary clustering algorithm is applied Table 4 CLUSTERING XML DOCUMENTS Main existing methods for clustering XML documents can be classified as follows:
• Graph and tree based approaches, which model a set of XML documents as labeled graphs/trees, whose nodes represent documents and edges specify the similarity degree of the corresponding documents. Graph and tree algorithms, like the Prim algorithm or tree matching algorithms, are applied to partition the set of nodes into disjoint clusters.
• Frequent itemsets/substructure mining approaches, which find frequent subtrees shared by the documents to cluster and exploit these subtrees to perform the clustering task.
• Semantic approaches, which use semantic tools, like ontologies, to carry out the clustering task.
In the following we shall describe each of these categories.
Graph and Tree Based Approaches
Liu, Wang, Hsu, and Herbert (2004) present an approach to cluster XML documents referring to the same "piece of reality". An XML document D is represented as an unordered and labeled tree T D , which is then mapped into a vector of a high-dimensional Euclidean space. The approach requires tools based on the Principal Component Analysis (Jolliffe, 2002) to reduce the dimensionality of these arrays. In (Costa, Manco, Ortale, & Tagarelli, 2004) , the structural clustering of XML documents is based on tree matching and merging algorithms. Tree matching is used to identify the structural similarities existing among the XML document trees; in this way, available documents can be partitioned into homogeneous classes. Then, for each class, a tree (called XML cluster representative) is defined to summarize the main characteristics of the documents belonging to that class. Finally, this partitioning is refined by applying a suitable hierarchical clustering algorithm called XRep. The importance of summarizing (sets of) XML documents was first raised in (Lian, Cheung, Mamoulis, & Yiu, 2004) . Given an XML document D, this approach constructs a directed graph sg(D) called structural graph (s-graph). It also defines the distance between two structural graphs sg(D 1 ) and sg(D 2 ) as the ratio of the number of common edges between sg(D 1 ) and sg(D 2 ) and the maximum between the number of the edges of sg(D 1 ) and sg(D 2 ). The distance between structural graphs is then exploited to cluster the input XML documents based on a hierarchical clustering algorithm, called S-Grace, derived by the ROCK algorithm (Guha, Rastogi, & Shim, 2000) . The authors show that the proposed metric is efficient in the context of XML document clustering, if compared with the methods based on the computation of tree edit distance. In particular, they show that the worst case time complexity of this approach is O(N 2 ), being N the maximum number of the nodes of the structural graphs to compare. However, some criticisms can be found in the approach of (Lian, Cheung, Mamoulis, & Yiu, 2004) ; in particular, as observed in (Costa, Manco, Ortale, & Tagarelli, 2004) , two documents could share the same structural graph despite they present significant structural differences. A further drawback is that if two documents do not share any edge, their similarity measure is zero even if they could have some elements with the same labels.
In (Dalamagas, Cheng, Winkel, & Sellis, 2006) , the authors also suggest to extract a structural summary of an XML document. The structural summary of an XML document is a modified tree in which the redundancies due to repeated and nested nodes are eliminated. The similarity between two XML documents is computed by applying the Chawathe's algorithm on the corresponding structural summaries; the time complexity of such a task is O(N 2 ), being N the total number of nodes in the trees to match. Next, a labeled graph G is constructed, where the nodes represent XML documents and the edges denote the corresponding similarity degrees; the Prim algorithm is finally applied to partition the set of nodes of G and associates a cluster with each partition.
In XCLS (XML Clustering by Level Structure) (Nayak, 2008) , a multilevel array is used to represent an XML document; in particular, at the level 0 the array stores the root, whereas at level i the array stores the elements whose distance from the root (expressed as the number of edges going from the root to an arbitrary element) is equal to i. A suitable function (called LevelSim) uses the multilevel array to compute the degree of similarity between two elements; intuitively, LevelSim assigns a high degree of similarity to elements which share a large number of ancestors. In addition, LevelSim considers the level of similarity between an XML document and a cluster of XML documents. XCLS progressively groups the XML documents of a collection by assigning each document to the cluster with the maximum level similarity. Experiments show that XCLS is able to produce fast and accurate results. An improvement of XCLS algorithm is given by the XCLS+ algorithm (Alishahi, Naghibzadeh, & Aski, 2010) . In XCLS+, a more refined data structure to represent an XML document is provided; specifically, a multilevel array is used to represent both the element names and their parents. Such a data structure is useful to represent an XML document both at structural and content level. Experimental trials show that XCLS+ provides more accurate results and is faster than XCLS. Antonellis, Makris, and Tsirakis (2008) propose XEdge, a clustering algorithm capable of handling both homogeneous and heterogeneous XML documents. Two XML documents are said homogeneous (resp., heterogeneous) if they are generated by the same (resp., different) DTDs. Like XCLS and XCLS+, in XEdge, a multilevel array is used to model the content of an XML document, and a metric is used to compute the similarity degree of two LevelEdge representations. Similarities between XML documents to cluster are stored in a matrix and a suitable partitional clustering algorithm is applied on this matrix.
Frequent Itemsets/Substructure Mining Approaches
The approaches belonging to this category consider a large collection of XML documents and try to find substructures (like paths or subtrees) which frequently co-occur. The rationale behind these approaches is that the use of substructures allows a more robust and accurate similarity computation than that achieved by techniques considering only element/sub-element relationships. A relevant example of approaches belonging to this category is XProj (Aggarwal, Ta, Wang, Feng, & Zaki, 2007) . In order to understand the behavior of this algorithm let us assume that an XML document D i can be represented through an ordered and labeled tree T i . A substructure S extracted from T i is defined as an undirected and labeled graph such that: for each node n S in S there is a node n T in T and the labels of n S and n T coincide; parent-child relationships in T are preserved in S; S is a connected and acyclic graph. Given a collection of XML documents D, a substructure S and a real threshold min_sup, we say that S is frequent if it appears in at least min_sup fractions of the documents of D. The main idea of XProj consists of building a set of possible frequent substructures and using them to represent available documents. Clearly, it may happen that a document D i is not perfectly adherent to a substructure S in the sense that it contains only a fraction of the nodes of S. In such a case, the similarity degree of D i and S is computed on the basis of the number of nodes in S which are also nodes in D i . In order to find frequent substructures, XProj uses a variant of BIDE (Wang & Han, 2004) , a sequential pattern mining algorithm. In addition, to reduce the computational load, the size of a substructure is kept fixed to a constant value l and an approximate technique for substructure mining is adopted. In , the authors propose a hybrid clustering approach for XML documents called HCX. In HCX, frequent subtrees are extracted from a collection of XML documents and used to determine the degree of similarity of XML documents. The authors also proposed an extension of HCX, called HCXC (Hybrid Clustering of XML documents using Constraints) (Kutty, Nayak, & Li, 2010) . HCXC was presented in the context of the INEX 2009 XML Mining Track; the dataset exploited in that track was a corpus of 2.7 millions of XML pages coming from Wikipedia and written in English. In HCXC, frequent subtrees are extracted from XML documents to generate their content, which is used to cluster documents. Experiments showed that HCHX combines information at structural and content level in a non-linear fashion.
Semantic Approaches
Semantic approaches represent quite a novel (and, in our opinion, promising) research area. In fact, they combine an in-depth analysis of both content and structural properties of an XML source, which in principle is useful to enhance the accuracy of the clustering process. Most of the approaches falling within this category represent the content and the structure of an XML document by means of a vector; for this reason, semantic approaches could also be classified as vector-based approaches, although they emphasize the role of semantics in the clustering process. In (Tran, Nayak, & Bruza, 2008) , the authors describe both a structural and a content similarity measure for XML documents. Given a collection D of XML documents and a set P of paths extracted from D, each document D i in D is mapped onto a vector v i such that each the l-th component of v i reflects the frequency with which the path p l appears in d i . The structural distance of two documents D i and D j is then computed as the Euclidean distance of the vectors v i and v j . As for content similarity analysis, Singular Value Decomposition is applied on D in such a way as to map each document onto an array of concepts; next, the cosine similarity is applied to measure the degree of content similarity of two documents. A weighted mean of structural and content similarity values is computed to determine the overall similarity degree of two documents. Experiments proved that content similarity produces a better solution in the case of homogeneous documents (i.e., documents coming from the same DTD); in case of heterogeneous documents (i.e., document generated by different DTDs) the combination of structural and content similarity measures achieves the best results. A similar approach is proposed in (Nagwani & Bhansali, 2010) . In this approach, structural similarity of two XML documents is defined as their tree edit distance, and a range of techniques (like Jaccard Coefficient and TF-IDF) is used to detect the similarity of two documents on the basis of their content. Structural and content similarity measures are then combined for calculating the distance between any two homogeneous XML documents. A combination of structural and content-based features is used in (Yongming, Dehua, & Jiajin, 2008) to compute a similarity measure between any pair of XML documents, whereas a hierarchical clustering algorithm is used to group documents into clusters. A very notable approach belonging to the category of semantic approaches is SemXClust (Tagarelli & Greco, 2010) . This approach constructs a description of available XML data both at the content and the structural levels. Information at the content level is extracted from textual elements, whereas structural information is derived from the analysis of tag paths. These two kinds of information are enriched with the knowledge provided by an external lexical ontology and are exploited to determine if two documents are semantically related. An important feature of SemXClust is the definition of an XML representation model (called tree tuple) that allows XML document trees to be mapped onto transactional data. XML transactions are then provided as input to a suitable transactional clustering algorithm. As for the clustering technique to be adopted, even if SemXClust has been conceived to be parametric against any existing clustering algorithm, the authors propose two new algorithms; the first exploits a centroid-based partitional method, whereas the second uses frequent (XML) itemsets to compute clusters and to build a hierarchy upon them. Table 6 In Table 3 we summarize the main features of the approaches discussed in this section. Note that, as for the Frequent itemsets/subtrees category, we do not report the corresponding clustering algorithms because in this approach the phase devoted to compute document similarity and the phase of clustering documents are not independent to each other.
FURTHER RESEARCH DIRECTIONS
Despite a large body of work have been done in the fields of XML Schema/DTD matching, XML document similarity computation and clustering of XML Schemas and documents, a significant number of problems regarding the efficiency and accuracy in the clustering of XML data sources still remain open. In addition, many authors are investigating applications that benefit from the clustering of XML data sources. In the following, we shall briefly discuss a list of future research directions in the area of XML data clustering.
Defining Collaborative Clustering Approaches
Most of the existing approaches to clustering XML documents rely on centralized algorithms. Recently, some authors suggested a collaborative approach to data clustering (Hammouda & Kamel, 2009) . The rationale behind these approaches is that there are scenarios in which a centralized clustering algorithm yields result which are in opposition with the end-user expectations. For instance, let us consider the case of multiple digital libraries, each owing a collection of documents and assume that the collections of two different libraries may partially overlap. In such a case, we would not like all the documents were clustered and stored in a single location; instead, a more natural solution is that each digital library is allowed to cluster its own collection of documents. To better perform clustering, independent libraries could exchange information. In collaborative approaches, the clustering task can be performed by independent computers (peers). Each peer in the network is allowed to compute a local clustering solution over its own data, and to exchange information with other peers. In detail, each peer exchanges a data structure with other peers; such a data structure summarizes the main features of the local clustering solution a peer would produce. For instance, in the approach of (Hammouda & Kamel, 2009 ) such a summary consists of a set of vectors; in the approach of (Greco, Gullo, Ponti, & Tagarelli, 2009) , which is specialized for XML documents, the summary is the set of centroids of the clusters to generate. Exchanged information plays the role of recommendations offered by a peer to other peers. As a consequence, the overall clustering activity can be depicted as a collaborative process in which peers exchange recommendation to produce a global clustering solution. Experimental trials show that collaborative approaches are effective in raising the accuracy of clustering process; in addition, the network load generated by the exchange of messages among the various peers is relatively small (Greco, Gullo, Ponti & Tagarelli, 2009 ).
Using Structural Properties in Ontology Learning Process
In the past years, several approaches have suggested to use machine learning techniques in conjunction with Semantic Web tools. For instance, a popular research field is ontology learning (Maedche & Staab, 2001) ; in ontology learning a corpus of text documents is processed by means of techniques coming from Natural Language Processing in order to extract relevant entities from text; classification or clustering algorithms are often applied to automatically learn relations between two documents. More recently, many researchers are focusing on the ontology learning process in the context of Social Web applications; in particular, in the context of Social Web a rapidly growing phenomenon is given by folksonomies (i.e., data structures in which users are allowed to label and classify resources of various type like photos or videos by applying tags). Some authors (Specia & Motta, 2007; De Meo, Quattrone, & Ursino, 2009 describe methods for extracting knowledge from a folksonomy and organize it in a taxonomic form.
The rapid growth of XML document explains the need of ad-hoc methods for learning ontologies from a corpus of XML documents. In fact, the knowledge of the structure of a document can provide a meaningful benefits to the learning process and it could effectively complement Natural Language Processing techniques.
Improving the Performance of an Information Retrieval Engine
According to the Jardine and van Rijsbergen hypothesis (Jardine & van Rijsbergen, 1971) , the relevance for a given user query is similar for documents that belong to the same cluster. Based on this assumption, the solution of a document clustering algorithm can be used to answer the user query more efficiently: once a user submits a query, we do not longer need to search in a whole collection of documents but we could forward the query to a small number of clusters of documents. The final outcome is an increase of the throughput of an Information Retrieval system as the time elapsed between a user submits a query and the answer returned is much lower. Recently, at the INEX 2010 XML Mining track (INEX, 2010) , researchers from data mining, information retrieval, machine learning and XML communities have proposed and tested their XML data clustering algorithms on significant volumes of data to assess whether the Jardine and van Rijsbergen hypothesis holds on very large datasets. In particular, the organizers of INEX track provided a corpus of 144,625 documents extracted from Wikipedia. In the context of e-government (De Meo, Hind, Quattrone, & Ursino, 2006) suggest to model egovernment service providers as XML databases and apply clustering algorithms to group governmental data sources into clusters. Experiments showed that the task of grouping XML government databases yields an improvement in the accuracy of query answering process.
CONCLUSION
Clustering XML sources is a very important research problem with relevant applications in many practical domains like information retrieval, data integration, Web mining and XML query processing. In this chapter, we proposed a survey on the extraction of interschema properties from heterogeneous XML sources and on their role in XML source clustering. Initially, we showed that the knowledge of the relationships involving objects belonging to the XML sources to cluster can significantly help the clustering process. We investigated the XML source clustering problem at two different levels, namely the intensional one (which involves DTDs and XML Schemas) and the extensional one (which involves XML documents). We also described a large number of approaches that construct relationships involving objects belonging to different XML sources. Finally, we presented various approaches that exploit derived relationships to perform XML source clustering at the intensional level and the extensional one.
