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EVALUATION MAPS IN RATIONAL HOMOTOPY
YVES FE´LIX AND GREGORY LUPTON
Abstract. Let E be an H-space acting on a based space X. Then we re-
fer to w: E → X, the map obtained by acting on the base point of X, as a
“generalized evaluation map” (see Definition 1.1 for a precise definition). We
establish several fundamental results about the rational homotopy behaviour
of a generalized evaluation map, all of which apply to the usual evaluation
map Map(X,X; 1) → X. With mild hypotheses on X, we show that a gen-
eralized evaluation map w factors, up to rational homotopy, through a map
Γw : Sw → X where Sw is a (relatively small) finite product of odd-dimensional
spheres and pi#(Γw) ⊗ Q is injective. This result has strong consequences: if
the image in rational homotopy groups of w is trivial, then the generalized eval-
uation map is null-homotopic after rationalization; unless X satisfies a very
strong splitting condition, any generalized evaluation map induces the trivial
homomorphism in rational cohomology ; the map Γw is rationally a homotopy
monomorphism and a generalized evaluation map may be written as a com-
position of a homotopy epimorphism and this homotopy monomorphism. We
include illustrative examples and prove numerous subsidiary results of interest.
1. Introduction
Let X be a based space and let Map(X,X) be the space of unbased, or free, maps
from X to itself. In general Map(X,X) is disconnected; we denote by Map(X,X ; 1)
its identity component, that is, the path component that consists of self maps
that are (freely) homotopic to the identity. Then we have the evaluation map
ω : Map(X,X ; 1) → X defined by evaluation at the basepoint of X . This map
occupies a central place in the homotopy theory of fibrations (cf. [5, 6, 7, 8]).
The evaluation map ω and its rationalization will play a distinguished role in
this paper. However, we find that our methods and results apply equally well to
other contexts in which one has an “evaluation map.” For example, it is often of
interest to consider the space Top(X,X) of self-homeomorphisms of X and the
corresponding evaluation map w: Top(X,X ; 1) → X . Here, Top(X,X ; 1) denotes
the component of Top(X,X) that consists of self-homeomorphisms homotopic (via
self-homeomorphisms) to the identity. Likewise, if X is a smooth manifold, then
one may replace Top(X,X) with Diff(X,X), and so-forth. A further example of an
“evaluation map” to which our methods apply concerns configuration spaces. Let
F (X, k) denote the configuration space that consists of ordered k-tuples of distinct
points in a space X , and let (p1, . . . , pk) be a choice of basepoint in F (X, k). Then
we have a map
θ : Top(X,X ; 1)→ F (X, k)
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given by θ(α) = (α(p1), . . . , α(pk)). Actually, here we have θ = w ◦Θ, where
Θ: Top(X,X ; 1)→ Top
(
F (X, k), F (X, k); 1
)
is the natural injection defined by Θ(α)(q1, . . . , qk) = (α(q1), . . . , α(qk)), and
w: Top
(
F (X, k), F (X, k); 1
)
→ F (X, k)
is an evaluation map for F (X, k) in the preceding sense, with “Top” replacing
“Map.”
Motivated by the preceding examples, we now make a formal definition of the
evaluation maps that we consider. Recall that an H-space is a pair (E, µ) with
E a based space and multiplication µ : E × E → E a based map that satisfies
µ ◦ J ∼ ∇ : E ∨ E → E. Here, ∇ : E ∨ E → E denotes the folding map and
J : E ∨E → E×E the obvious inclusion. We say that the multiplication has strict
identity if µ ◦ J = ∇ (equals, not just homotopic). Note that Map(X,X ; 1) is an
H-space with strict identity. Now let i1 : E → E ×X and i2 : X → E ×X denote
the inclusions. By an action of E on X we mean a map A : E × X → X that
satisfies A ◦ i2 = 1: X → X . We say that the action is associative if in addition we
have A ◦ (µ× 1) = A ◦ (1×A).
Definition 1.1. A generalized evaluation map is any (based) map w: E → X ,
from a connected H-space with strict identity E to a space X , for which there
exists an associative action A : E×X → X that restricts to w, that is, that satisfies
A ◦ i1 = w: E → X .
Examples 1.2. (1) The action A : Map(X,X ; 1)×X → X given by A(f, x) = f(x)
makes ω : Map(X,X ; 1) → X a generalized evaluation map according to Defini-
tion 1.1. Similarly for all the other examples mentioned above.
(2) Suppose G is a connected topological group and A : G×X → X is a group ac-
tion in the usual sense. Then the orbit map of the action is a generalized evaluation
map G→ X .
(3) More generally, suppose given a fibration X → Y → B. Then the connecting
map ∂ : ΩB → X is a generalized evaluation map. This follows from the usual
action of ΩB on the fibre X . Note, however, that we must take Moore loops in ΩX
to obtain an H-space with strict identity.
Revert now to the ordinary evaluation map ω : Map(X,X ; 1) → X . For the
remainder of the paper, we assume that X is a nilpotent, finite complex. Since X is
finite, a result of Milnor [17] implies that Map(X,X ; 1) is a CW complex. SinceX is
nilpotent, we may choose and fix a rationalization e : X → XQ. Now results of [12]
imply that e∗ : Map(X,X ; 1)→ Map(X,XQ; e) is a rationalization. Thus, the map
ωQ : Map(X,XQ; e) → XQ, also defined by evaluation at the basepoint of X , may
be taken to be the rationalization of ω. We refer to ωQ as the rationalized evaluation
map. Recall that the nth Gottlieb group of X , denoted Gn(X), is the subgroup of
πn(X) defined as the image of ω# : πn
(
Map(X,X ; 1)
)
→ πn(X) [7]. The subgroup
of πn(XQ) defined as the image of (ωQ)# : πn
(
Map(X,XQ; e)
)
→ πn(XQ) is called
the nth rationalized Gottlieb group of X and denoted by Gn(XQ). By a theorem of
Lang [13], we have Gn(XQ) ∼= Gn(X) ⊗ Q under our assumption that X is finite.
The rationalized Gottlieb groups have played an important role in some of the
major developments of rational homotopy theory (cf. [1, 11]). Our results in this
paper show that the rationalized Gottlieb groups exercise a very strong determining
effect on the rationalized evaluation map.
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A result of Fe´lix-Halperin ([1, Th.III]) implies that G2i(XQ) = 0 for all i and
G2i+1(XQ) is non-zero for only finitely many i. Suppose {α1, α2, . . . , αr} is a basis
of G∗(XQ) = Godd(XQ) with αi ∈ Gni(XQ) (here we regard an element of πn(XQ)
as represented by a map α : SnQ → XQ). For each αi, we may choose a βi ∈
πni
(
Map(X,XQ; e)
)
such that ωQ◦βi = αi. The adjoint of βi gives a map Fi : S
ni
Q ×
X → XQ that extends the map (αi | e) : S
ni
Q ∨X → XQ. Denote by SX the product
of odd-dimensional rational spheres Sn1Q × · · · × S
nr
Q whose factors correspond to
the domains of the basis of G∗(XQ). Then we form a map F : SX × X → XQ as
the composition
F = F1 ◦ (1 × F2) ◦ · · · ◦ (1× · · · × 1× Fr).
Now set ΓX = F ◦ i : SX → XQ, where i denotes the inclusion of the product of
spheres as the first r factors. We refer to ΓX as a total Gottlieb element of XQ. By
taking the adjoint of F , we obtain a lift Γ˜X : SX → Map(X,XQ; e) of ΓX through
the rationalized evaluation map ωQ.
We prove the following result:
Theorem 1.3. Let X be any nilpotent, finite complex. The rationalized evaluation
map ωQ : Map(X,XQ; e) → XQ factors up to homotopy through the total Gottlieb
element ΓX : SX → XQ. In fact, there is a retraction r of Γ˜X , that is, a map
r : Map(X,XQ; e)→ SX with r ◦ Γ˜X = 1, such that ωQ = ΓX ◦ r.
This basic result has several strong consequences. An immediate one is the fol-
lowing striking illustration of the effect that the homomorphism induced on rational
homotopy groups has on the rationalized evaluation map.
Corollary 1.4. The evaluation map ω : Map(X,X ; 1) → X is rationally null-
homotopic if and only if G∗(XQ) = 0.
Now the evaluation map ω may be viewed as a “universal connecting map” for
fibrations with fibre X , in that any connecting map ΩB → X of a fibration X →
E → B factors through ω [6]. A further immediate consequence of Theorem 1.3,
therefore, is the following result.
Corollary 1.5. Let X → E → B be any fibration with fibre X a nilpotent, finite
space. If G∗(XQ) = 0, then the connecting map ∂ : ΩB → X is rationally null-
homotopic.
There are many spaces to which these corollaries may be applied. For instance,
any suspension that is not rationally equivalent to a sphere has trivial rationalized
Gottlieb groups. Roughly speaking, a typical wedge or connected sum of spaces has
trivial Gottlieb groups, as do many non-elliptic, coformal spaces. More precisely, a
space whose rational homotopy Lie algebra has trivial centre has trivial rationalized
Gottlieb group. Therefore, by Corollary 1.4, the rationalized evaluation map is null-
homotopic in all such cases.
The preceding discussion of ω and the Gottlieb groups extends naturally to
generalized evaluation maps. Suppose given w: E → X any generalized evaluation
map. In Section 2 we construct a map Γw : Sw → XQ such that im (Γw)# ⊗ Q =
im (w)# ⊗ Q. As with SX above, Sw is a product of a relatively small number of
odd-dimensional rational spheres. We refer to Γw as a total Gottlieb element of XQ
with respect to w. Furthermore, Γw admits a lift through wQ, the rationalization
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of w. That is, there exists a map Γ˜w : Sw → EQ that satisfies wQ ◦ Γ˜w = Γw. Then
we have generalizations of Theorem 1.3 and Corollary 1.4 as follows.
Theorem 1.6. Let w: E → X be any generalized evaluation map with X a nilpo-
tent, finite complex. Suppose that Γw : Sw → XQ is a total Gottlieb element of XQ
with respect to w. Then wQ factors up to homotopy through Γw. More precisely,
suppose that Γ˜w : Sw → EQ is a lift of Γw through wQ. Then there is a retraction
r : EQ → Sw of Γ˜w such that wQ = Γw ◦ r.
Corollary 1.7. Let w: E → X be any generalized evaluation map. Then w#⊗Q =
0: π∗(EQ)→ π∗(XQ) if and only if w: E → X is rationally null-homotopic.
We continue with a theorem related to the homotopy behaviour of the maps
Γw : Sw → XQ. Recall that a map f : X → Y is a homotopy monomorphism
if, for any A, the induced map of homotopy sets f∗ : [A,X ] → [A, Y ] is injective
[3]. In general it is a difficult problem to identify when a map is a homotopy
monomorphism. We say that a map of nilpotent spaces f : X → Y is a homotopy
monomorphism in the nilpotent category if f∗ : [A,X ]→ [A, Y ] is injective whenever
A is a nilpotent space.
Theorem 1.8. Let X be a nilpotent, finite complex and w: E → X be any gener-
alized evaluation map. Then Γw : Sw → XQ is a homotopy monomorphism in the
nilpotent category.
Theorem 1.8 is proved towards the end of Section 3. As a consequence, together
with Theorem 1.6 we find that, after rationalization, a generalized evaluation map
may be written as a composition wQ = Γw ◦ r of a homotopy epimorphism and a
homotopy monomorphism in the nilpotent category (Corollary 3.6). We also note
the following immediate consequence of Theorem 1.8.
Corollary 1.9. Let X be a nilpotent, finite complex and let α : Sn → XQ be any ra-
tionalized Gottlieb element. Then α is a homotopy monomorphism in the nilpotent
category.
In particular, this implies that the rationalized Hopf maps are homotopy monomor-
phisms in the nilpotent category. By contrast, the Hopf map η : S7 → S4 is not a
homotopy monomorphism [3].
A further consequence of Theorem 1.8 is the classification up to rational homo-
topy of cyclic maps. A map f : A → X is called cyclic if (f | 1): A ∨ X → X
extends to a map A×X → X [20]. Denote by G(A,X) the set of homotopy classes
of cyclic maps from A into X . This is a generalization of the nth Gottlieb group of
X , which we obtain by taking A = Sn. Upon rationalizing a cyclic map, we obtain
a map fQ : A→ XQ in G(A,XQ).
Theorem 1.10. Let X be a nilpotent, finite complex and let A be any nilpotent
space. Then there is a bijection of sets
G(A,XQ) ∼= [A,SX ] ∼= ⊕rHom(Hr(A;Q), Gr(XQ)) .
This classification allows us, for instance, to easily identify situations in which
G(A,XQ) is trivial and, hence, G(A,X) is finite. In Theorem 3.8, we extend this
result to apply to any generalized evaluation map.
Our last topic is the (co)homological behaviour of generalized evaluation maps.
For the ordinary evaluation map ω : Map(X,X ; 1) → X , this behaviour has been
studied by Gottlieb [9] and Oprea [18, 19]. From [18] we have the following result:
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Theorem 1.11 (Oprea). Let F → E → B be a fibration with connecting map
∂ : ΩB → F . Suppose that B is 1-connected and that B and F have finite type
rational homology. Then there is a splitting, up to rational homotopy, F ≃Q S × Y
with S a product of Eilenberg-Mac Lane spaces and
dimπ∗(S)⊗Q = dim Image (hF ◦ ∂# : π∗(ΩB)⊗Q→ H∗(F ;Q)) .
Here, hF : π∗(F )⊗Q→ H∗(F ;Q) denotes the rational Hurewicz homomorphism.
Oprea’s result may be applied to the evaluation map ω by considering it as
the connecting map in the universal fibration for fibrations with fibre X . Our
main result about the homological behaviour of a generalized evaluation map is
the following composite theorem, which gives a complete description for rational
coefficients.
Theorem 1.12. Let w: E → X be any generalized evaluation map with X a
nilpotent, finite complex. Then we have:
(1) H˜∗(w;Q) 6= 0: H˜∗(E;Q) → H˜∗(X ;Q) if and only if hX ◦ (w# ⊗ Q) 6=
0: π∗(E)⊗Q→ π∗(X)⊗Q→ H∗(X ;Q);
(2) if hX ◦(w#⊗Q) has image in H∗(X ;Q) of dimension r > 0, then H∗(w;Q)
has image in H∗(X ;Q) of dimension 2
r and there is a rational homotopy
equivalence X ≃Q S×Y , with S a product of odd-dimensional spheres such
that H∗(S;Q) ∼= ImageH∗(w;Q) and π∗(S)⊗Q ∼= ImagehX ◦ (w# ⊗Q);
(3) if X ≃Q S
2n+1 × Y , then H˜∗(ω;Q) 6= 0, where ω : Map(X,X ; 1) → X is
the ordinary evaluation map.
Our treatment here extends Oprea’s theorem to a generalized evaluation map.
Theorem 1.12 shows that, in most cases, the rank ofH∗(w;Q) is relatively small. We
also deduce that H∗(w;Q) is surjective only when X is an H0-space. Theorem 1.12
has various interesting corollaries, such as the following sharpening of a result of
Gottlieb [9, Th.3] for rational coefficients.
Corollary 1.13. Suppose that χ(X) 6= 0. Then for every generalized evaluation
map w: E → X, we have H˜∗(w;Q)) = 0: H˜∗(E;Q)→ H˜∗(X ;Q).
A further consequence is the following result:
Corollary 1.14. Let M be a simply connected, symplectic manifold. Then every
generalized evaluation map w: E → M is trivial on rational homology, that is,
H˜∗(w;Q) = 0: H˜∗(E;Q)→ H˜∗(M ;Q). Consequently, if G is a connected Lie group
and a : G→M is the orbit map of any G-action on M , we have H˜∗(a;Q) = 0.
These corollaries appear as Corollary 4.1 and Corollary 4.2, respectively.
The text is divided into five parts. In Section 2 we present the factorization
results. Section 3 contains some technical lemmas on Gottlieb groups, and the
monomorphism theorem. The homological behaviour of generalized evaluation
maps is discussed in Section 4. Section 5 is a brief, concluding section in which we
mention several problems that suggest directions for future work.
We finish this introduction with some terminology and notation. We work in
the homotopy category, and so we often do not distinguish between a map and the
homotopy class it represents. We use ≃ to denote that two spaces are homotopy
equivalent, or that a map is a homotopy equivalence. If f : A→ B is a map, then f∗
denotes pre-composition by f and f∗ denotes post-composition by f . We use H∗(f)
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andH∗(f) to denote the map induced on homology, respectively cohomology, by the
map of spaces f , and f# to denote the map induced on homotopy groups. Likewise,
H˜∗(f) and H˜
∗(f) denote reduced (co)homology. We denote the rationalization of a
space X by XQ and of a map f by fQ (cf. [12]). By an H0-space, we mean a space
whose rationalization is an H-space. We say that maps f, g : X → Y are rationally
homotopic if their rationalizations are homotopic. We denote this relation either by
f =Q g : X → Y or by fQ = gQ : XQ → YQ. We reserve ω to denote the evaluation
map ω : Map(X,X ; 1) → X . Generalized evaluation maps will be denoted with a
generic w. For the remainder of the paper, we will usually drop the “generalized”
and refer simply to an evaluation map.
We assume familiarity with rational homotopy theory and use the standard no-
tation and terminology for minimal models as presented in [2]. The basic facts that
we use are as follows: Each nilpotent space X has a unique Sullivan minimal model
(MX , dX) in the category of commutative DG (differential graded) algebras over
Q. This DG algebra (MX , dX) is of the form MX = ∧V , a free graded commu-
tative algebra generated by a positively graded vector space V of finite type. The
differential dX is decomposable, in that dX(V ) ⊆ ∧
≥2V , and V admits a basis {vα}
indexed by a well ordered set such that dX(vα) ∈ ∧({vβ}β<α). A fact that we use
very frequently here is that an H0-space has a minimal model with zero differential.
Each map f : X → Y also has a Sullivan minimal model which is a DG algebra map
Mf : MY →MX . The Sullivan minimal model is a complete rational homotopy in-
variant for a space or a map. If f, g : X → Y are maps of rational spaces, then f and
g are homotopic if and only if their Sullivan minimal modelsMf andMg are homo-
topic in an algebraic sense. Rational cohomology is readily retrieved from Sullivan
minimal models: We have a natural isomorphism H(MX , dX) ∼= H
∗(X ;Q) and
this isomorphism identifiesH(Mf ) : H(MY )→ H(MX) with H
∗(f) : H∗(Y ;Q)→
H∗(X ;Q). Rational homotopy groups are retrieved as follows: Let Q(MX) ∼= V
be the (quotient) module of indecomposables of MX . There is a natural isomor-
phism Q(MX) ∼= Hom(π∗(X),Q), that identifies Q(Mf ) : Q(MY )→ Q(MX) with
(f# ⊗Q)
∗ : Hom(π∗(Y ),Q)→ Hom(π∗(X),Q).
acknowledgements. It is a pleasure to thank John Oprea for fruitful discussions
on the general topics of this paper. We also thank Sam Smith, whose work with
the second-named author in [16] prompted our interest in the results of this paper.
The second-named author would like to thank Universite´ Catholique de Louvain
for its hospitality during the time this work was being conducted.
2. Factorization of an Evaluation Fibration
The main purpose of this section is the proof of Theorem 1.3, Theorem 1.6 and
their corollaries. The results will flow from some general considerations about fibra-
tions of nilpotent spaces F → E → X in which both F and E are H0-spaces. The
evaluation fibration ω : Map(X,X ; 1) → X is of this form with fibre the subspace
of Map(X,X ; 1) consisting of based maps, which we denote by Map∗(X,X ; 1).
First we focus on the fibre inclusion of such a fibration.
Proposition 2.1. Suppose j : F → E is any map between H0-spaces. Then EQ
decomposes up to homotopy equivalence as EQ ≃ Y ×Z, with Y and Z products of
rational Eilenberg-Mac Lane spaces, so that there is a corresponding map φ : Y →
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FQ with (jQ)#
(
π∗(FQ)
)
= i#(π∗(Y )) and jQ ◦ φ = i, where i : Y → EQ denotes the
inclusion of the first factor.
Proof. Decompose π∗(EQ) as V ⊕W with V = im (jQ)# and W a complement.
Set Y =
∏
iK(Vi, i) and Z =
∏
iK(Wi, i). Choose a basis {αt}t∈T for V so that
Y =
∏
tK(Q, |αt|). If |αt| is odd, then we identify K(Q, |αt|) ≃ S
|αt|
Q and we have
a map αt : K(Q, |αt|) → EQ. If |αt| is even, we construct a corresponding map as
follows. First, we identify K(Q, |αt|) ≃ ΩΣS
|αt|
Q . Let ǫ : X → ΩΣX denote the
adjoint of the (suspension of the) identity. Since EQ is an H-space, we may choose
a retraction r : ΩΣEQ → EQ of ǫ : EQ → ΩΣEQ so that r ◦ ǫ = 1 and the following
diagram commutes:
ΩΣS
|αt|
Q
ΩΣαt // ΩΣEQ
r

S
|αt|
Q
ǫ
OO
αt
// EQ
ǫ
OO
That is, each αt extends to map α˜t = r ◦ΩΣαt : K(Q, |αt|)→ EQ. So far, we have
a map a :
∨
tK(Q, |αt|) → EQ defined as αt on odd-degree summands and α˜t on
even-degree summands. Now we may use the multiplication of EQ to extend this
map to the product, yielding a map A : Y → EQ. From the construction, we have
that imA# = V = im (jQ)#.
An identical construction yields a map B : Z → EQ that satisfies imB# = W .
Finally, one more use of the multiplicationm of EQ gives a mapm◦(A×B) : Y×Z →
EQ that is a homotopy equivalence.
For each αt, choose a βt ∈ π∗(FQ) such that (jQ)#(βt) = αt. Repeating the
above argument with the βt replacing the αt yields a map φ : Y → FQ with the
desired properties, namely that jQ ◦ φ = A = m ◦ (A×B) ◦ i. 
Now consider any map p : E → X with E an H0-space. We will construct
a counterpart to the total Gottlieb element that depends on the map p. We first
show that, under the hypothesis that X is finite—or more generally of finite rational
category, the image of p# in rational homotopy groups is restricted exactly as in the
Fe´lix-Halperin result about Gottlieb groups mentioned in the introduction. Indeed,
the following result generalizes that result. Here, we denote the rational category
of X by cat0(X) (see [1] or [2] for details of this invariant).
Proposition 2.2. Let X be a nilpotent space and p : E → X be any map with E
an H0-space. If X has finite rational category, that is, if cat0(X) = r < ∞, then
p#
(
πeven(EQ)
)
= 0 and p#
(
πodd(EQ)
)
is of (finite) dimension no more than r.
Proof. For the first assertion, suppose that β ∈ π2i(EQ). Because EQ is an H-
space the map β extends, exactly as in the proof of the previous result, to a map
β˜ : ΩS2i+1 → EQ that is injective in (rational) homotopy in degree 2i. If p#(β) 6= 0,
then p ◦ β˜ : ΩS2i+1 → X is a map that is injective in rational homotopy—recall
that ΩS2i+1 rationalizes to an Eilenberg-Mac Lane space K(Q, 2i). But then the
mapping theorem of [1] implies that ∞ = cat0(K(Q, 2i)) ≤ cat0(X) = r, which is
a contradiction. Therefore, we have p#
(
πeven(EQ)
)
= 0. For the second assertion,
consider any finite, linearly independent subset {α1, . . . , αk} of πodd(XQ) such that
each αi ∈ πni(XQ) is in the image of p#. Choose a βi ∈ πni(EQ) with p#(βi) = αi
8 YVES FE´LIX AND GREGORY LUPTON
for each i. Write the corresponding product of odd-dimensional rational spheres∏k
i=1 S
ni
Q as Sp. Using the multiplication of EQ, we may extend the map
∨
i S
ni
Q →
EQ defined as βi on each summand into a map Γ˜p : Sp → EQ. Specifically, let
M : EQ× · · ·×EQ → EQ denote the association m ◦ (1×m) ◦ · · ·◦ (1× · · ·× 1×m),
where m denotes the multiplication on EQ. (Recall that we are not assuming EQ
to be associative.) Then we set
Γ˜p =M ◦ (β1 × · · · × βk) : Sp → EQ.
Now an odd-dimensional rational sphere SniQ is a rational Eilenberg-Mac Lane space
K(Q, ni). From the construction, therefore, we have that p ◦ Γ˜p : Sp → XQ is
injective in rational homotopy groups. Once again, the mapping theorem implies
that k = cat0(Sp) ≤ r. The second assertion follows. 
So now suppose that p : E → X is any map from an H0-space E to a nilpotent,
finite space X . The image of p in rational homotopy groups is of finite dimension
and we may pick a finite basis {α1, . . . , αk} in πodd(XQ) for this image. Exactly as in
the above proof, we construct a map Γ˜p : Sp → EQ and then set Γp = pQ ◦ Γ˜p : Sp →
XQ. (In the case in which p has trivial image in rational homotopy groups, we
may take Γ˜p and Γp to be the trivial map.) In all cases, our construction gives a
commutative diagram
EQ
pQ

Sp
Γ˜p
>>}}}}}}}}
Γp
// XQ
in which Γp is both injective and onto the image of p in rational homotopy groups.
Definition 2.3. Suppose given any map p : E → X from an H0-space E to a
nilpotent, finite space X . A total Gottlieb element for XQ with respect to p is a
map Γp : Sp → XQ that admits a lift Γ˜p : Sp → EQ through pQ, where
(1) Sp is a product of rational Eilenberg-Mac Lane spaces with homotopy iso-
morphic to im (pQ)# : π∗(EQ)→ π∗(XQ); and
(2) Γp is injective in (rational) homotopy groups.
In general, there may be many choices of total Gottlieb elements with respect to
p and different lifts of each. By the above discussion, we see that such always exist.
We keep the notation ΓX : SX → XQ for a total Gottlieb element with respect to
the ordinary evaluation fibration ω : Map(X,X ; 1)→ X .
Theorem 2.4. Let
F
j // E
p // X
be a fibration sequence of nilpotent spaces in which F and E are H0-spaces and
X is a nilpotent, finite space. Let Γp : Sp → XQ be any total Gottlieb element for
XQ with respect to p and Γ˜p any lift of of Γp through pQ. Assume there is an
action A : FQ × EQ → EQ of FQ on EQ that satisfies A ◦ i1 = jQ and pQ ◦ A =
pQ ◦ p2 : FQ × EQ → XQ. Then there is a retraction r : EQ → Sp of Γ˜p such that
pQ = Γp ◦ r : EQ → XQ.
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Proof. From Proposition 2.1, we assume an identification EQ ≃ Y ×Z, with Y and
Z rational H-spaces, together with maps i : Y → EQ and φ : Y → FQ with i# an
injection onto im (jQ)# and jQ ◦ φ = i. Now consider the following commutative
diagram:
Y × Sp
p2 //
A◦(φ×Γ˜p) ≃

Sp
Γp

EQ
H
[[
pQ
// XQ
Observe that A ◦ (φ × Γ˜p) ◦ i1 = i : Y → EQ. Furthermore, from the long exact
sequence in homotopy of the fibration, we find that A ◦ (φ × Γ˜p) ◦ i2 : Sp → EQ
has image in homotopy that is complementary to im (jQ)#. Hence A ◦ (φ × Γ˜p)
induces an isomorphism in rational homotopy and thus is a homotopy equivalence.
Consequently, there is an inverse (rational) homotopy equivalence H : EQ → Y ×Sp
as indicated in the diagram. Now set r = p2 ◦H : EQ → Sp. Then we have r ◦ Γ˜p =
p2 ◦H ◦A◦ (φ× Γ˜p)◦ i2 = 1: Sp → Sp, so that r is a retraction of Γ˜p. Furthermore,
since p ◦A(ϕ× Γ˜p) = Γp ◦ p2, we have Γp ◦ r = Γp ◦ p2 ◦H = pQ : EQ → XQ, which
gives the desired factorization. 
We obtain Theorem 1.3 by specializing as follows:
Proof of Theorem 1.3. The action
A : Map∗(X,X ; 1)×Map(X,X ; 1)→ Map(X,X ; 1),
defined by A(f, g) = g ◦f , restricts to the inclusion Map∗(X,X ; 1)→ Map(X,X ; 1)
and satisfies the hypothesis of Theorem 2.4. Therefore, we may apply the result to
the evaluation fibration sequence
Map∗(X,X ; 1)→ Map(X,X ; 1)
ω
→ X
and the total Gottlieb element for this evaluation map constructed from the Gottlieb
groups as in the introduction. 
By the same argument, we obtain Theorem 1.3 for each of the evaluation fibra-
tions in which Top, Diff, and so-forth, replaces Map, as in the introduction.
The following observation allows us to strengthen Theorem 1.3 in certain cir-
cumstances. We will also use it in Section 4. Roughly speaking, we may say that if
X decomposes up to homotopy equivalence as a product, then the evaluation map
decomposes as a corresponding product of evaluation maps.
More precisely, suppose we have a homotopy equivalence h : X → A×B. Then
we have homotopy equivalences
h∗ : Map(X,X ; 1)→ Map(X,A×B;h)
and
h∗ : Map(A×B,A×B; 1)→ Map(X,A×B;h) .
Let p1 : A × B → A and p2 : A × B → B denote the projections, and i1 : A →
A × B and i2 : B → A × B the inclusions. We write h = (h1, h2), with h1 =
p1 ◦ h and h2 = p2 ◦ h, and define evaluation maps ω1 : Map(X,A;h1) → A and
ω2 : Map(X,B;h2) → B by evaluation at the basepoint of X . Let I : Map(A ×
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B,A × B; 1) → Map(A × B,A; p1) ×Map(A × B,B; p2) be the standard homeo-
morphism. One checks easily that
h ◦ ωX = (ω1 × ω2) ◦ I ◦ (h
∗)−1 ◦ h∗ : Map(X,X ; 1)→ A×B,
and thus we may identify ωX with h
−1 ◦ (ω1 × ω2) ◦ I ◦ h∗. Furthermore, we
observe that ω1 factors through ωA as ω1 = ωA ◦ (i1)
∗ and likewise ω2 = ωB ◦ (i2)
∗.
Therefore, we have the following commutative diagram:
(1) Map(X,X ; 1)
ωX

I◦(h∗)−1◦h∗
≃
// Map(A×B,A; p1)×Map(A×B,B; p2)
(i1)
∗×(i2)
∗

Map(A,A; 1A)×Map(B,B; 1B)
ωA×ωB

X
≃
h
// A×B.
This discussion leads to the following result, which should be compared with the
well-known fact that G∗(A×B) ∼= G∗(A)⊕G∗(B) [7].
Theorem 2.5. Suppose that we have a homotopy equivalence X ≃ A × B. Then
the evaluation map ωX factors through the product of evaluation maps ωA × ωB.
We now continue with the main results. In order to study generalized evaluation
maps w: E → X , we first present a global structure result concerning maps between
H0-spaces.
Proposition 2.6. Let f : X → Y be a map between H0-spaces.
(a) The map f admits a Sullivan minimal model of the form ϕ : (∧(V ⊕R), 0)→
(∧(V ⊕ S), 0) with ϕ(v) = v for v ∈ V and such that ϕ(R) ∈ ∧≥2(V ⊕ S)∩
∧V ⊗ ∧+(S).
(b) If fQ is an H-map then f admits a model of the form ϕ : (∧(V ⊕K), 0)→
(∧(V ⊕ S), 0) with ϕ(v) = v for v ∈ V and ϕ(K) = 0.
Proof. Let ϕ : (∧T, 0) → (∧W, 0) be any model of f . We will use standard tricks
from rational homotopy to change generators in ∧T and ∧W so that, with respect
to the new generators, the minimal model of f has the desired form.
(a) We denote by V a maximal subspace of T such that Q(ϕ) : V → W is
injective. Denote by R ⊆ T a complement of V and by S ⊆ W a complement of
imQ(ϕ) in W . Let {vi}i∈I be a graded basis for V . Then the elements ϕ(vi) are
linearly independent indecomposable elements in ∧W . Denote by {rj}j∈J a graded
basis for R and {sk}k∈K a graded basis for S. With respect to the generators
{vi, rj} for ∧T and {v
′
i = ϕ(vi), sk} for ∧W , the map ϕ satisfies ϕ(vi) = v
′
i and
ϕ(R) ⊂ ∧≥2(W ). We can thus suppose ϕ(v) = v and that ϕ(R) is decomposable.
We now change generators in R so that ϕ(R) also belongs to the ideal generated by
S. Suppose that this is true for R<n, and let r be a generator in Rn. If ϕ(r) = a+b
with a ∈ ∧V and b in the ideal generated by S, we change the generator to r′ = r−a.
The result follows by induction.
(b) Here, we apply the previous step to write ϕ : ∧ (V ⊕K) → ∧(V ⊕ S) with
ϕ(v) = v for v ∈ V and ϕ(k) both decomposable and in ∧V ⊗ ∧+(S) for k ∈ K.
We now prove by induction that ϕ is zero on K.
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The existence of multiplications on XQ and YQ is reflected in their Sullivan
models by morphisms of algebras ∆1 : ∧T → ∧T ⊗∧T and ∆2 : ∧W → ∧W ⊗∧W
that satisfy ∆1(v)− (v⊗1+1⊗v) ∈ ∧
+T ⊗∧+T and likewise for ∆2. Furthermore,
since fQ is anH-map, we have the following commutative diagram after the previous
step:
∧(V ⊕K)
∆1 //
ϕ

∧(V ⊕K)⊗ ∧(V ⊕K)
ϕ⊗ϕ

∧(V ⊕ S)
∆2
// ∧(V ⊕ S)⊗ ∧(V ⊕ S)
Assume inductively that we have ϕ(K≤n) = 0 and suppose that u ∈ Kn+1. We
write
ϕ(u) = ϕr(u) + ϕr+1(u) + · · ·+ ϕm(u)
with ϕr(u) ∈ ∧
r(V ⊕S). By the definition of K, we have r ≥ 2. Consider a term in
ϕr(u) that is of minimal length q in ∧S, for some 1 ≤ q ≤ r. Let {si} be a basis of S
and write such a minimal term as si1si2 · · · siqν for some ν ∈ ∧
r−qV . Then ∆2ϕ(u)
contains a contribution si1 ⊗ si2 · · · siqν and this term will appear uniquely as such
in ∆2ϕ(u)− (1⊗ ϕ(u) + ϕ(u)⊗ 1). On the other hand, ∆1(u)− (1 ⊗ u+ u⊗ 1) ∈
∧+(V ⊕ K≤n) ⊗ ∧+(V ⊕ K≤n) and so (ϕ ⊗ ϕ)∆1(u) − (1 ⊗ ϕ(u) + ϕ(u) ⊗ 1)
cannot contain any occurrence of a term such as si1 ⊗ si2 · · · siqν, by our induction
hypothesis. In summary, if ϕr(u) contains some non-zero term, then we cannot
have (ϕ⊗ϕ)∆1(u) = ∆2ϕ(u), which is a contradiction. It follows by induction that
ϕ(K) = 0. 
We remark in passing that Proposition 2.6 implies the following result:
Corollary 2.7. Let f : X → Y be a map between H0-spaces that is an H-map after
rationalization. If (fQ)# is zero, then f is rationally null-homotopic.
We also observe that the conclusion of Proposition 2.6 (b) holds for certain
compositions. We will use this observation in the following form in the sequel,:
Corollary 2.8. Let g : X → Y and r : Y → Z be maps between H0-spaces. If gQ is
an H-map and (rQ)# is surjective, then their composition r ◦ g admits a Sullivan
minimal model of the form ϕ : (∧(V ⊕ K), 0) → (∧(V ⊕W ), 0) with ϕ(v) = v for
v ∈ V and ϕ(K) = 0.
Proof. Denote by ϕ : (∧W1, 0)→ (∧W2, 0) a minimal model of r◦g, and by V ⊂W1
a maximal subspace such that Q(ϕ) : V → W2 is injective. Then by part (a) of
Proposition 2.6, we have models for r and g
(∧(V ⊕R, 0)
θ1−→ (∧(V ⊕R ⊕ S), 0)
θ2−→ (∧(V ⊕W ), 0) ,
with θ1(v) = θ2(v) = v. Using part (b) of Proposition 2.6, we can suppose that
θ2(R ⊕ S) = 0. By a change of generators in (∧(V ⊕ R), 0) we can suppose that
θ1(R) is contained in the ideal generated by R⊕ S, so that θ2 ◦ θ1(R) = 0. 
We now proceed to the proof of our second main result, namely Theorem 1.6,
Proof of Theorem 1.6. Suppose w: E → X is an evaluation map. Then there is an
action A : E × X → X that restricts to w. The adjoint g : E → Map(X,X ; 1) of
this action, defined by g(y)(x) = A(y, x), is a lift of w through ω : Map(X,X ; 1)→
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X . Since we assume the action is associative, the adjoint g is an H-map. Upon
rationalizing, we obtain the commutative diagram
E
g //
wQ
%%LL
LL
LL
LL
LL
LL Map(X,XQ; e)
r //
ωQ

SX
ΓX
xxrrr
rr
rr
rr
rr
r
XQ
in which r : Map(X,XQ; e)→ SX is a retraction of Γ˜X : SX → Map(X,XQ; e) as in
Theorem 1.3. Since r is a retraction, r# is surjective. So we may apply Corollary 2.8
and assume a model of r◦g : E → SX has the form ϕ : (∧(V ⊕K), 0)→ (∧(V ⊕W ), 0)
with ϕ(v) = v for v ∈ V and ϕ(K) = 0. Thus ϕ factors in the form
∧(V ⊕K)
proj
// ∧V
incl
// ∧(V ⊕W )
proj
xx
together with the evident retraction of the inclusion ∧V → ∧(V ⊕W ) as indicated.
When translated into spaces, this implies that r ◦ g factors rationally through a
rational H-space Y
E q
// Y
j //
i
}}
SX .
Notice that j : Y → SX has minimal model the projection ∧(V ⊕ K) → ∧V and
hence is injective in (rational) homotopy. Furthermore, we have the right inverse i
for q as indicated. That is, we have maps that satisfy j ◦ q = r ◦ g and q ◦ i = 1.
Now consider the diagram
E
wQ

q

Y
i
==||||||||
ΓX◦j
// XQ,
in which we have ΓX ◦ j ◦ q = ΓX ◦ r ◦ g = ωQ ◦ g = wQ and hence wQ ◦ i =
ΓX ◦ j ◦ q ◦ i = ΓX ◦ j. We see that ΓX ◦ j : Y → XQ satisfies the requirements of
a total Gottlieb element for XQ with respect to w. Since we have a retraction q of
i, which here serves as our lift of ΓX ◦ j through wQ, this total Gottlieb element
satisfies the conclusion of the theorem.
The conclusion now follows for every total Gottlieb element For suppose given
another total Gottlieb element Γ′p : S
′
p → XQ for XQ with lift Γ˜
′
p : S
′
p → E. Then
the map h = q ◦ Γ˜′p : S
′
p → Y is a homotopy equivalence. This follows since S
′
p
and Y have isomorphic (rational) homotopy groups, and h is injective in (rational)
homotopy groups. Therefore, we may define r′ = h−1 ◦ q : E → S′p, which is easily
checked to be a retraction of Γ˜′p that satisfies Γ
′
p ◦ r
′ = wQ. 
We may supplement the vocabulary of Definition 2.3 with the following: Suppose
given any map p : E → X from an H0-space E to a nilpotent, finite space X . Then
we define the nth Gottlieb group of X with respect to p as the subgroup of πn(X) that
is the image of p# : πn(E) → πn(X). We denote this subgroup by G
p
n(X). Then
we have Corollary 1.7, phrased using this notation, as an immediate consequence
of Theorem 1.6.
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Corollary 2.9 (Corollary 1.7). Let X be any nilpotent, finite complex and w: E →
X an evaluation map. Then Gw∗ (XQ) = 0 if and only if wQ is null-homotopic.
Before we present some examples, we notice the following generalization of Corol-
lary 1.7 that does not require the fibration to be “principal” in the sense required
by Theorem 2.4:
Theorem 2.10. Suppose given any fibration sequence of nilpotent spaces
F
j // E
p // B
in which F and E are H0-spaces. If (pQ)# = 0: π∗(EQ)→ π∗(BQ), then pQ = ∗.
Proof. From the long exact sequence in rational homotopy groups induced by the
fibration sequence, we have that (jQ)# : π∗(FQ)→ π∗(EQ) is surjective. This gives
a section σ : EQ → FQ of the rationalized fibre inclusion jQ : FQ → EQ. Thus we
have pQ = pQ ◦ jQ ◦ σ = ∗, since pQ ◦ jQ = ∗. 
Example 2.11. We give first an example of a fibration that satisfies the hypotheses
of Theorem 2.4, and yet is not a cyclic map and therefore, in particular, does
not satisfy the hypotheses of Theorem 1.6. For this, let B denote a space whose
minimal model is Λ(a, b, c), with |a| = |b| = 3 and |c| = 5, and differential given by
d(a) = d(b) = 0 and d(c) = ab. Then consider the map p : S3 → B that corresponds
to one of the homotopy elements of π3(B). We find that, up to rational equivalence,
the homotopy fibre of p is the H-space F = Ω(S3 × S5). Furthermore, again up
to rational equivalence, the fibre inclusion j : F → S3 is null-homotopic. The fibre
sequence F → S3 → B, therefore, admits an action of F on S3 that is principal
in the sense required by the hypotheses of Theorem 2.4. Namely, the projection
p2 : F×S
3 → S3 is such an action. Observe, however, that the fibre map p : S3 → B
cannot be a cyclic map, since G3(B) = 0. In particular, this example does not
satisfy the hypotheses of Theorem 1.6.
Example 2.12. Observe, however, that there are maps from an H0-space that
induce zero on (rational) homotopy groups, and yet are not (rationally) null-
homotopic. For instance, the quotient map q : S3 × S3 → S6 is a map from an
H-space that induces zero on rational homotopy groups, yet is non-zero on rational
cohomology groups and so is not rationally trivial. Of course, here the homotopy
fibre of q is not an H0-space. It is interesting to note that Corollary 2.9 implies qQ
cannot occur as the connecting map of any fibration (cf. Corollary 1.5).
Allowing a non-trivial image in homotopy for p appears to make a fundamental
change in the situation. In particular, if we simply assume F and E are H0-spaces,
as in Theorem 2.10, but allow the image of p in rational homotopy groups to have
dimension 1, then it may be impossible to factor p through an odd-dimensional
sphere, or any finite product of odd-dimensional spheres. We give examples to
illustrate this point:
Example 2.13. Let q : S3 × S3 × S3 → S9 be the map obtained by pinching out
all but the top cell of the product. As may be checked by a direct computation,
the fibre sequence
F
j // S3 × S3 × S3
p // S3 × S9
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with p = (p1, q) has fibre that is rationally equivalent to the H-space S
3 × S3 ×
K(Q, 8). Hence, the fibre inclusion j is a map of H0-spaces. Now p has image of
dimension 1 on rational homotopy groups. Evidently, however, p does not factor
through S3 (or any single odd-dimensional sphere).
Example 2.14. We describe a rational fibre sequence of the form
F
j // E
p // S3 ∨ S9 ,
in which E and F are H0-spaces and where p does not factor through any finite
product of odd-dimensional spheres. First we specify a map of minimal models
Mp : MS3∨S9 → ME by writing MS3∨S9 = Λ(b, {ui}i≥1; d), with |b| = 3 and
|ui| ≥ 9, and then setting ME to be the minimal model Λ(b, y, {vi}i≥1; dE = 0),
with |b| = |y| = 3 and |vi| = |ui| − 6. The map Mp is given by Mp(b) = b,
and Mp(ui) = byvi for i ≥ 1. Since d is decomposable, we have Mp ◦ d = 0
and thus Mp is a map of DG algebras. Hence it defines a map of rational spaces
p : E → (S3∨S9)Q. By standard rational homotopy techniques, one checks that the
homotopy fibre of p is an H0-space. However, one may see from the minimal models
that the map p does not factor through any finite product of odd-dimensional
spheres.
3. Gottlieb groups and homotopy monomorphisms
Let w: E → X be an evaluation map. By Theorem 1.6, w factors as w = Γw ◦ r
where r : EQ → Sw is a left inverse of Γ˜w. As a retraction, r has Γ˜w as a right
inverse and so is a homotopy epimorphism. That is, the map of homotopy sets
r∗ : [A,EQ]→ [A,Sw]
is surjective for any space A. On the other hand, a total Gottlieb element Γw : Sw →
XQ generally does not admit a left inverse. For instance, take X = S
2 so that
G∗(XQ) = G3(S
2
Q)
∼= Q. Then SX = S
3
Q and we may take ΓX : SX → XQ to be the
rationalized Hopf map, which does not admit a left inverse. Nonetheless, we will
show that
(Γw)∗ : [A,Sw]→ [A,XQ]
is injective for any nilpotent space A . In order to show this, and in addition to
obtain our results about cohomology, we need to establish some technical points
concerning Gottlieb groups and rational homotopy monomorphisms.
The following discussion will fix our notation for the remainder of the paper.
Suppose X has minimal model (∧W,dX). The Gottlieb group G∗(XQ) may be
identified with the subspace of Hom(W,Q) formed by those linear maps that extend
to derivations of ∧W that commute with dX (see [2] for a discussion of this). Denote
by θi a linear basis ofG∗(XQ), and by vi elements ofW with θi(vj) = δij . We denote
by θi an extension of θi to a derivation of ∧W that satisfies dXθi = (−1)
|vi|θidX .
We suppose, without loss of generality, that |vi| ≤ |vj | for i < j. Then we may—
and do—suppose that θi(vj) = 0 for i > j. Other than this, however, we have
very little control over how the θi extend. This point is the main source of the
technicalities. We denote by V the vector space generated by the vi, and Z a
choice of complement in W . Thus the minimal model of X is (∧(V ⊕Z), dX) with
V = 〈v1, . . . , vr〉 corresponding to the Gottlieb group, accompanying derivations
θ1, . . . , θr, and Z a complement to V in W .
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Lemma 3.1. With notation as above, we may choose Z, V , and the θi such that
θi(Z ⊕ 〈vi+1, · · · , vr〉) ⊂ ∧V ⊗ ∧
+Z. In particular the ideal I(Z) is θi-stable for
each i.
Proof. Let L denote the Lie algebra of derivations ofMX generated by the deriva-
tions θ1, . . . , θr. We prove by induction on k that we may choose Z and V for which
we have θ(W ) ⊆ Q ⊕ (∧≥kV + ∧V ⊗ ∧+Z) for any θ ∈ L, for all k. Since ∧V is
finite dimensional, taking k > r establishes the result.
For k = 1, we choose Z = ∩ri=1ker (θi : W → Q). We have directly that θi(Z) ⊆
∧+(V ⊕ Z), and hence θ(Z) ⊆ ∧+(V ⊕ Z) for any θ ∈ L.
Now suppose that, for some k ≥ 1, we have θ(W ) ⊆ Q⊕ (∧kV +∧V ⊗∧+Z) for
any θ ∈ L. For each generating derivation θj , and for z ∈W a basis element, with
θ(z) 6∈ Q, we write
θj(z) ≡
∑
i1<i2<···<ik
λ
(i1,i2,...,ik)
j vi1vi2 · · · vik
modulo terms in ∧≥k+1V +∧V ⊗∧+Z. Then we make a change of basis for W—in
effect, a different choice of complement—by replacing each basis element z with z′,
where
z′ = z −
r∑
j=k+1
∑
i1<i2<···<ik<j
λ
(i1,i2,...,ik)
j vjvi1vi2 · · · vik .
The effect of this basis change in W is that we may now suppose
(2) θj(z) ≡
∑
i1<i2<···<ik|ik≥j
λ
(i1,i2,...,ik)
j vi1vi2 · · · vik
modulo terms in ∧≥k+1V +∧V ⊗∧+Z, for each generating derivation θj and each el-
ement z ∈ W such that θ(z) 6∈ Q. We now claim that all the coefficients λ
(i1,i2,...,ik)
j
that appear in (2) are in fact zero. For suppose that this is not the case, and
let j be the least index for which some λ
(i1,i2,...,ik)
j in (2) is non-zero. Denote by
n ≥ j the maximum of the ik with λ
(i1,i2,...,ik)
j 6= 0. Then θn ◦ θj(z) = α + β,
with α 6= 0 ∈ ∧r−1(vi1 , vi2 , . . . , vn−1) and β ∈ ∧
≥rV + ∧V ⊗ ∧+Z. If n = j,
then θn ◦ θj =
1
2 [θn, θj ] ∈ L, and this contradicts the induction hypothesis on
L. However, if n > j, then θj ◦ θn(z) = γ + δ, with γ of length k − 1 but in
∧(vi1 , vi2 , . . . , v̂j , . . . , vn−1) ⊗ ∧
+(vn, vn+1, . . . , vr) and δ ∈ ∧
≥rV + ∧V ⊗ ∧+Z.
This shows again that [θn, θj ] ∈ L contradicts the induction hypothesis on L. It
follows that all the coefficients λ
(i1,i2,...,ik)
j that appear in (2) are zero. Therefore,
we have θj(W ) ⊆ Q ⊕ (∧
k+1V + ∧V ⊗ ∧+Z) for any z ∈ W , for each generating
derivation θj .
To complete the inductive step, we must also consider a general θ ∈ L. Suppose
that, for some z ∈W , we have
θ(z) ≡
∑
i1<i2<···<ik
µ(i1,i2,...,ir) vi1vi2 · · · vik
modulo terms in ∧≥k+1V +∧V ⊗∧+Z. We claim that all the coefficients µ(i1,i2,...,ik)
that appear in this expression are zero. For suppose not, and once again, denote
by n the maximum of the ik for which some µ
(i1,i2,...,ik) 6= 0. The composition
θn ◦ θ(z) then contains a non-zero term in ∧
r−1V . On the other hand, since θ is
a derivation, and we have just shown that θn(z) ∈ ∧
≥k+1V + ∧V ⊗ ∧+Z, we have
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θ ◦ θn(z) ∈ ∧
≥k+1V + ∧V ⊗ ∧+Z. Therefore, [θn, θ] ∈ L contradicts the induction
hypothesis on L. This shows that all the µ(i1,i2,...,ik) = 0, and hence the induction
is complete. 
Proposition 3.2. Suppose V , Z, and the θi satisfy θi(W ) ⊆ Q⊕ (∧V ⊗∧
+Z) for
each i. Then,
(1) dX(W ) ⊆ ∧V ⊗ ∧
≥2Z. In particular, the ideal I(Z) itself is dX-stable.
(2) There exists a choice of total Gottlieb element ΓX : SX → XQ with minimal
model MΓ : (∧(V ⊕ Z), dX) → (∧V, d = 0) that satisfies MΓ(Z) = 0 and
MΓ(v) = v for v ∈ V .
Proof. (1) We first argue by contradiction to prove that dX(W ) ⊂ ∧V ⊗ ∧
+Z.
Suppose this is not true, and that m ≥ 1 is the minimal length for which any d(χ)
contains a non-zero term in ∧mV . For such a χ ∈ ∧V ⊗ ∧Z, write d(χ) = α + β
with α 6= 0 ∈ ∧mV and β ∈ ∧≥m+1V + ∧V ⊗ ∧+Z. Further, suppose that α ∈
∧m(v1, . . . , vs) for some s ≤ r such that
d(χ) = α′ + α′′vs + β,
with α′ ∈ ∧m(v1, . . . , vs−1) and α
′′ 6= 0 ∈ ∧m−1(v1, . . . , vs−1) (α
′′ ∈ Q if m = 1).
Then θsd(χ) = ±α
′′ + θs(β) (recall that θi(vj) = 0 for i > j). However, we have
θsd(χ) = −θsd(χ). Using Lemma 3.1 and the fact that θs is a derivation, we also
have θs(β) ∈ ∧
≥mV +∧V ⊗∧+Z. This contradicts our minimal length assumption.
We claim that dX(W ) ⊂ ∧V ⊗∧
≥2Z. Suppose this is not the case and let w be
an element of lowest degree such that
dX(w) =
q∑
i=1
ziωi + α ,
with zi ∈ Z, |z1| ≤ |z2| ≤ · · · ≤ |zq|, ωi ∈ ∧V and α ∈ ∧
≥2Z⊗∧V . We choose then
an element vs of highest degree such that ωq = vsγ+δ, γ 6= 0, γ, δ ∈ ∧(v1, · · · , vs−1).
Then
θqdX(w) = zqvsmod ∧ V ⊗ (∧
≥2Z + Z<|zg| + (z1, · · · , zq−1)) .
Since θqdX(w) = dXθq(w), there exists an element w
′ ∈ W with |w′| < |w| such
that dX(w
′) 6∈ ∧V ⊗≥2 Z. This is impossible by our assumption.
(2) We will define a map φ : MX → MSX ⊗MX whose composition with the
projection onto the first factor
(1 · ǫ) ◦ φ : MX →MSX ⊗MX →MSX
is surjective and satisfies (1·ǫ)◦φ(Z) = 0, and whose composition with the projection
onto the second factor is the identity, (ǫ · 1) ◦ φ = 1: MX →MX .
Translating this into topological terms, φ is the minimal model of a map F : SX×
XQ → XQ such that F ◦i1 : SX → XQ is injective in rational homotopy and F ◦i2 =
1: XQ → XQ. In other words, we may choose F ◦ i1 as a total Gottlieb element
(the corresponding lift through ωQ is given by the adjoint of F ). Furthermore, the
model of F ◦ i1 is (1 · ǫ) ◦ φ by construction, which satisfies (1 · ǫ) ◦ φ(Z) = 0.
So as to avoid confusion, we write MSX ⊗MX as ∧V
′ ⊗ ∧V ⊗ ∧Z, with V ′ =
〈v′1, . . . , v
′
r〉. First, define a sequence of maps φ1, . . . , φr : MX → MSX ⊗MX by
φ1(χ) = χ+ v
′
1θ1(χ), and
φs(χ) = φs−1(χ) + v
′
sθs
(
φs−1(χ)
)
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for s = 2, . . . , r. Then we set φ = φr. An inductive argument shows that φ
so defined is a DG algebra map. For it is straightforward to check that φ1 is
a DG algebra map. Supposing inductively that φs−1 is a DG algebra map, the
computation
φs−1(χ1)φs−1(χ2) = (φs−1(χ1) + v
′
sθs
(
φs−1(χ1)
)
)(φs−1(χ2) + v
′
sθs
(
φs−1(χ2)
)
)
= φs−1(χ1)φs−1(χ2) + v
′
sθs
(
φs−1(χ1)
)
φs−1(χ2)
+ (−1)|χ1|v′sφs−1(χ1)θs
(
φs−1(χ2)
)
= φs−1(χ1χ2) + v
′
sθs
(
φs−1(χ1χ2)
)
shows that φs is an algebra map. A similar computation, using that φs−1 and θs
commute with dX , and also that d(V
′) = 0, shows that φs also commutes with dX ,
and hence is a DG algebra map. Thus, each φ1, . . . , φr is a DG algebra map and
in particular so is φ = φr .
Next, we show the following: That φ(v1) = v1 + v
′
1 and, for i = 2, . . . , r,
φ(vi) = vi + v
′
i + I(v
′
1, . . . , v
′
i−1).
This we do by induction on s. Suppose inductively that we have φs(v1) = v1 + v
′
1
and
φs(vi) =
{
vi + v
′
i + I(v
′
1, . . . , v
′
i−1) if i = 2, . . . , s
vi + I(v
′
1, . . . , v
′
i−1) if i = s+ 1, . . . , r
Induction starts with s = 1, where the formulas
φ1(v1) = v1 + v
′
1 and φ1(vi) = vi + v
′
1θ1(vi)
give the result. For the inductive step, we compute as follows: φs+1(v1) = φs(v1)+
v′s+1θs+1(v1) = v1 + v
′
1, since 1 < s + 1 and hence θs+1(v1) = 0. For i = 2, . . . , s,
we have
φs+1(vi) = φs+1(vi) + v
′
s+1θs+1
(
φs(vi)
)
= vi + v
′
i + I(v
′
1, . . . , v
′
i−1) + v
′
s+1θs+1
(
vi + v
′
i + I(v
′
1, . . . , v
′
i−1)
)
= vi + v
′
i + I(v
′
1, . . . , v
′
i−1)
since i < s + 1 and thus θs+1(vi) = 0, and also the ideal I(v
′
1, . . . , v
′
i−1) is θs+1-
stable, as θs+1(v
′
i) = 0. Further, φs+1(vs+1) = φs+1(vs+1) + v
′
s+1θs+1
(
φs(vs+1)
)
=
vs+1 + I(v
′
1, . . . , v
′
s) + v
′
s+1θs+1
(
vs+1 + I(v
′
1, . . . , v
′
s)
)
= vs+1 + v
′
s+1 + I(v
′
1, . . . , v
′
s).
Finally, for i = s+ 2, . . . , r, we have
φs+1(vi) = φs(vi) + v
′
s+1θs+1
(
φs(vi)
)
= vi + I(v
′
1, . . . , v
′
i−1) + v
′
s+1θs+1
(
vi + I(v
′
1, . . . , v
′
i−1)
)
= vi + I(v
′
1, . . . , v
′
i−1)
since s+ 1 ≤ i− 1. This completes the induction.
Finally, we observe that, for any z ∈ Z, we have φ(z) ∈ I(Z). This follows easily
from the fact that Z is θi-stable for each i.
From these facts, it is evident that (1 · ǫ) ◦ φ satisfies (1 · ǫ) ◦ φ(v1) = v
′
1, and
(1 · ǫ) ◦ φ(vi) = v
′
i + I(v
′
1, . . . , v
′
i−1) for i = 2, . . . , r. It follows that (1 · ǫ) ◦ φ is
surjective. Furthermore, we have (1 · ǫ) ◦ φ(z) = 0. For the other projection, it is
evident from the definition of φ that we have (ǫ · 1) ◦ φ = 1. 
We deduce the following technical proposition.
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Proposition 3.3. Suppose V decomposes as V = V ′ ⊕ V ′′, with dX(V
′) = 0 and
V ′′ satisfying the following: For any cycle of the form v+z+χ, with v ∈ V , z ∈ Z,
and χ ∈ ∧≥2(V ⊕ Z), we have v ∈ V ′. Suppose the complement Z has been chosen
to satisfy θi(Z) ⊆ ∧V ⊗ ∧
+Z for each i. Then any cycle of ∧+(V ⊕ Z) is in the
ideal I(V ′, Z) generated by V ′ ⊕ Z.
Proof. The proof is similar to that of part (1) of Proposition 3.2. We argue by
contradiction. Suppose this is not true, and that amongst cycles of the form α+β,
with α 6= 0 ∈ ∧V ′′, β ∈ I(V ′, Z), that the shortest length term in any such α
is m ≥ 2. Since each θi commutes with the differential, θi(v
′) is a cycle for each
i. Therefore, we must have that θi(V
′) ⊆ ∧≥mV ′′ + I(V ′, Z). Now adjust our
notation slightly for this situation. Write V ′′ = 〈v′′1 , . . . , v
′′
s 〉 for suitable s ≤ r,
with corresponding derivations θ′′1 , . . . , θ
′′
s . Let χ be a cycle that displays a shortest
length part in ∧V ′′, and suppose that t ≤ s is the highest index for which v′′t occurs
in this shortest length part. Then write
χ = α′ + α′′v′′t + α
′′′ + β,
with α′ ∈ ∧m(v′′1 , . . . , v
′′
t−1), α
′′ 6= 0 ∈ ∧m−1(v′′1 , . . . , v
′′
t−1), α
′′′ ∈ ∧m+1V ′′, and β ∈
I(V ′, Z). Since θ′′t commutes with the differential, θ
′′
t (χ) is again a cycle. However,
we have θ′′t (χ) = α
′′+θ′′t (α
′′′+β) (recall that θi(vj) = 0 for i > j). Using Lemma 3.1
and the fact that θt is a derivation, we have θt(α
′′′ + β) ∈ I(∧mV ′′, V ′, Z). This
contradicts our minimal length assumption. 
The next result is a consequence of Oprea’s Theorem 1.11. In order to be self-
contained we include here a short proof.
Proposition 3.4. SupposeMX is written as ∧(V
′⊕V ′′⊕Z) as in Proposition 3.3.
Then we may identify V ′ with imhX ◦ (ωQ)#. Furthermore, XQ decomposes as a
product XQ ≃ S × Y with S a product of odd-dimensional rational spheres whose
minimal model is (∧V ′, 0).
Proof. Suppose (∧V, d) is a minimal model for X , x ∈ V is a cocycle of odd degree
and that there is a derivation θ of ∧V such that [θ, d] = 0 and θ(x) = 1. Write
∧V = ∧(x) ⊗ ∧W . Then by induction on the degree we can modify the choice of
W in order to have d(W ) ⊂ ∧W , as follows. Suppose that d(W<n) ⊂ ∧W and let
v ∈ Wn. We write d(v) = xα + β with α and β ∈ ∧W . Then [θ, d] = 0 implies
α = −d(θ(v)). Replacing v by v′ = v + xθ(v) we obtain d(v′) ∈ ∧W . In this way,
we may assume that (∧V, d) = (∧x, 0)⊗ (∧W,d), i.e., XQ ≃ S
n
Q× Y . Since we then
have G∗(XQ) ∼= G∗(S
n
Q) ⊕ G∗(Y ), we can proceed in the same way with Y . This
results in the required decomposition. 
We may now prove Theorem 1.8 of the introduction. In her thesis [4], Sonia
Ghorbal has obtained a criterion for a map to be a homotopy monomorphism in the
nilpotent category. In order to be self-contained we reproduce here the statement
and the proof of this criterion.
Proposition 3.5 (S. Ghorbal). Let f : X → Y be a map of rational spaces that
admits a minimal model of the form γ :
(
∧(V ⊕W ), d
)
→ (∧V, d¯) such that γ(W ) =
0, γ(v) = v for v ∈ V , d(W ) ⊆ ∧V ⊗∧≥2W , and d(V ) ⊆ ∧V +∧V ⊗∧≥2W . Then
f is a homotopy monomorphism in the nilpotent category.
EVALUATION MAPS IN RATIONAL HOMOTOPY 19
Proof. We first recall from [10] that two morphisms k, l : (∧V, d) → (A, d) are ho-
motopic if there exists a map H : ∧ (V ⊕ V¯ ⊕ V ′) → (A, d) with k(v) = H(v)
and
l(v) = H(esd+ds(v)) = H(v) + dH(v¯) +
∑
r≥1
1
r!
H((sd)r(v))
for each v ∈ V . In this definition Z¯ and Z ′ are graded vector spaces, Z¯p = Zp+1,
(Z ′)p = Zp. The differential d on ∧V is extended to ∧(V ⊕ V¯ ⊕ V ′) by d(v¯) = v′
and d(v′) = 0 for v ∈ V . The map s is a degree −1 derivation defined by s(v) = v¯
and s(v¯) = s(v′) = 0.
Now suppose that g, h : (∧V, d¯)→ (∧T, d) are DG algebra maps and that
Φ: (∧(V ⊕W ⊕ V¯ ⊕ W¯ ⊕ V ′ ⊕W ′), d)→ (∧T, d)
is a homotopy between g ◦ γ and h ◦ γ. We denote by I the ideal of ∧(V ⊕W ⊕
V¯ ⊕ W¯ ⊕ V ′ ⊕W ′) generated by the vector spaces ∧2W , s(∧2W ), and W ′.
First we show that sd(I) ⊆ I. For this, write a typical element of I as aA +
bB + cC with a ∈ ∧2W , b ∈ s(∧2W ), c ∈ W ′, and A,B,C general elements of
∧(V ⊕W ⊕ V¯ ⊕ W¯ ⊕ V ′ ⊕W ′). Then we have
sd(aA) = s
(
(da)A ± a(dA)
)
= (sda)A ± (da)(sA)± (sa)(dA)± a(sdA).
The last two terms are automatically in I. The second, and hence the first, is in I
due to the hypothesis on d. A similar analysis of the terms that occur shows that
sd(bB) and sd(cC) are also in I.
Next, we show by induction that Φ(I) = 0. For this, choose a basis y1, y2, . . . yr, . . .
of W with |yi| ≤ |yi+1|. Also, denote by W(n) the subspace 〈y1, . . . , yn〉 of W and
by I(n) the ideal generated by the vector spaces ∧
2(W(n)), s(∧
2(W(n))), and W
′
(n).
When n = 1, we have d(y1) = 0 from our hypothesis on d. Thus we have
0 = h ◦ γ(y1) = Φ(e
sd+ds(y1)) = Φ(y1) + Φ(y
′
1) = g ◦ γ(y1) + Φ(y
′
1) = Φ(y
′
1) ,
which starts the induction. Now suppose that the result is true for i < n. Then we
have
0 = Φ(esd+ds(yn)) = Φ(yn) + Φ(y
′
n) +
∑
r≥1
1
r!
Φ((sd)r(yn)) .
The hypothesis on d implies that sd(yn) ∈ I(n−1). A refinement of the argument in
the previous part shows that, in fact, each I(n−1) is stable under sd. Therefore, we
have (sd)r(yn) ∈ I(n−1) for r ≥ 1. Since Φ(I(n−1)) = 0 by our induction hypothesis,
we have that Φ((sd)r(yn)) = 0 and therefore Φ(y
′
n) = 0. Of course, Φ is already
zero on W and hence vanishes on both ∧2(W(n)) and s(∧
2(W(n))). Therefore, we
have Φ(I(n)) = 0 and the induction is complete. It follows that the ideal I possesses
two key properties, namely sd(I) ⊂ I and Φ(I) = 0. We now define a homotopy
Ψ: (∧(V ⊕ V¯ ⊕ V ′), d¯)→ (∧T, d)
simply by restricting Φ. We remark that (sd)r(v) − (sd¯)r(v) ∈ I for v ∈ V , for
r ≥ 1. Therefore the homotopy ends at Ψ(esd¯+d¯s(v)) = Φ(esd+ds(v)) = h(v).
Furthermore, we have Ψ(v) = Φ(v) = g(v) for v ∈ V . Thus Ψ is a homotopy
between g and h.
The argument so far shows that f is a homotopy monomorphism in the rational
category. That is, if A is any rational space, then
f∗ : [A,X ]→ [A, Y ]
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is one-to-one. From the universal properties of localization, it follows that f is a
homotopy monomorphism in the nilpotent category. 
Proof of Theorem 1.8. For the ordinary evaluation map ω : Map(X,X ; 1)→ X , we
have that ΓX : SX → XQ is a homotopy monomorphism in the nilpotent category
by Proposition 3.5 and Proposition 3.2. Now suppose that w: E → X is any
evaluation map. From Theorem 1.6, we have the following commutative diagram
of solid arrows
E
g //
wQ

rw

k
|

Map(X,XQ; e)
rX

M
F
=
6
ωQ

Sw
Γw
!!B
BB
BB
BB
B
Γ˜w
==||||||||
SX
ΓXxxqqq
qq
qq
qq
qq
q
Γ˜X
ffMMMMMMMMMMM
XQ XQ
with retractions rX and rw of Γ˜X and Γ˜w respectively. We define j : Sw → SX by
j = rX ◦ g ◦ Γ˜w and claim that this map admits a retraction. Recall that both Sw
and SX are (finite) products of odd-dimensional rational spheres. Also, since Γw
and ΓX are both injective in rational homotopy and ΓX ◦ j = Γw, it follows that j
is injective in rational homotopy. In terms of minimal models, then, we have a map
Mj : (∧V, d = 0)→ (∧W,d = 0) withQ(Mj) surjective. But ifQ(Mj) is surjective,
so too is Mj. Therefore, we may choose a splitting of Mj which corresponds to
a retraction of j. Since j admits a retraction, it is a homotopy monomorphism.
Finally, it follows that Γw is a composition of homotopy monomorphisms and hence
is a homotopy monomorphism. 
Corollary 3.6. Let w: E → X be any evaluation map. Then wQ factors as a
composition wQ = Γw ◦ rw with rw a homotopy epimorphism and Γw a homotopy
monomorphism in the nilpotent category.
Proof. The discussion at the start of this section concluded that rw is a homo-
topy epimorphism and the remainder follows immediately from Theorem 1.6 and
Theorem 1.8. 
We remark that the fact that Γw is associated to an evaluation map is key in
Theorem 1.8. In particular, we may give the following example of a map γ : S → X
from an H0-space S into X that is injective in rational homotopy but is not a
homotopy monomorphism in the nilpotent category.
Example 3.7. Let S = S3a × S
5 and X = S3a ∨ S
3
b ∪α e
8, where α is the triple
Whitehead bracket [a, [a, b]]. Then γ : S → X is an extension of (1 | [a, b]) : S3a ∨
S5 → X obtained using the fact that [a, [a, b]] = 0 in π∗(X). Consider two maps
h, k : S2 × S3 → S3a × S
5. The map h is the composition
S2 × S3
p2 // S3
i1 // S3a × S
5
and k is the composition of the inclusion S3 ∨ S5 → S3 × S5 with the map that
consists of collapsing the cell S2 into a point:
S2 × S3 // S2 × S3/S2 = S3 ∨ S5 // S3 × S5.
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Clearly hQ and kQ are not homotopic because they do not induce the same map
in rational homology. However a simple computation using minimal models show
that the compositions fQ ◦ hQ and fQ ◦ kQ are homotopic.
We finish this section with the topic of cyclic maps. A cyclic map f : A→ X may
be defined as a map that lifts through the evaluation map ω : Map(X,X ; 1)→ X .
This definition is easily seen to be equivalent to that given above Theorem 1.10 via
the adjoint correspondence between a map A → Map(X,X ; 1) that lifts f and a
map A×X → X that extends (f | 1). Together with Sam Smith, the second-named
author has studied cyclic maps from the rational homotopy point of view in [16].
As we mentioned in the introduction, our interest in the results of this paper arose
from that earlier work.
To state Corollary 2.9 we defined the Gottlieb groups of a space relative to
an evaluation map. We say that a map f : A → X is cyclic with respect to an
evaluation map w: E → X if f lifts through the evaluation map w. Denote the set
of homotopy classes of such maps by Gw(A,X). Upon rationalizing such a map,
we obtain a map in GwQ(A,XQ).
Theorem 3.8. Let w: E → X be an evaluation map with X a nilpotent, finite
complex and let A be a nilpotent space. Then there are bijections of sets
GwQ(A,XQ) ∼= [A,Sw] ∼= ⊕rHom
(
Hr(A;Q), G
w
r (XQ)
)
.
Proof. The first bijection is given by (Γw)∗ : [A,Sw] → G
wQ(A,XQ). This is a
bijection by Theorem 1.6 and Theorem 1.8. Now remark that Sw has the homotopy
type of a product of rational Eilenberg-Mac Lane spaces, Sw =
∏r
i=1K(Q, ni). By
taking cohomology classes we thus obtain a bijection
[A,Sw]
∼=
−→ ⊕ri=1H
ni(A;Q)
and the result follows. 
Thus, for instance, we retrieve [16, Th.3.2]: If A is a space with non-zero rational
cohomology in even degrees only, then any map g : A→ Sw must be null-homotopic,
as Sw is a product of odd-dimensional rational Eilenberg-Mac Lane spaces. Conse-
quently, this hypothesis on A entails the triviality of the set GwQ(A,XQ). Many of
the other results of [16] may be placed in context with the results of this paper.
If X is a suspension, or more generally a co-H0-space, then its rationalized
Gottlieb groups are generally trivial. Indeed, this is the case as long as X does
not have the rational homotopy type of a single sphere. Therefore, it follows from
Theorem 2.10 that any cyclic map into a co-H0-space that does not have the rational
homotopy type of a sphere is rationally trivial. Basic finiteness results, such as those
of [14], follow from this.
Note, however, that a general cyclic map does not factor through the product
of odd spheres that corresponds to its image in rational homotopy. That is, we are
not able to extend Theorem 1.6 to cyclic maps. In particular, we note that there
exist cyclic maps that are trivial in rational homotopy and yet not null-homotopic
(e.g. [16, Ex.4.1]).
4. Evaluation Maps and Homology
After the preparatory results of Section 3, we prove in this section the results
concerning the homomorphism induced in rational homology by an evaluation map.
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Proof of Theorem 1.12. Consider ω : Map(X,X ; 1) → X as a special case first. If
X is an H0-space, then the multiplication of XQ provides a section of ωQ, so that
H∗(ω;Q) is surjective. If we haveXQ ≃ S
2n+1
Q ×Y , then we may apply Theorem 2.5.
As S2n+1 is an H0-space, the above observation gives that ωS2n+1 is surjective
on rational homology. Furthermore, the map (i1)
∗ in diagram (1) immediately
preceding Theorem 2.5 admits a section, namely (p1)
∗, and so it too is surjective on
rational homology. It follows that imH∗(ω;Q) contains at least the H∗(S
2n+1;Q)
factor and thus is non-zero. This establishes item (3) of Theorem 1.12.
Next, suppose that hX ◦ (ωQ)# = 0. We deduce from Lemma 3.1 and Proposi-
tion 3.3 that a model of ΓX is given by
µ : (∧(V ⊕ Z), dX)→ (∧V, 0)
with all cocycles of ∧(V ⊕ Z) in the ideal generated by Z and µ(Z) = 0. Now
Proposition 3.2 (2) shows that the total Gottlieb element ΓX induces the trivial
homomorphism in rational cohomology.
On the other hand, suppose that hX ◦(ωQ)# has image of dimension r > 0. Then
Proposition 3.4 implies that we have XQ ≃ S × Y where S is an r-fold product of
rational spheres of odd dimensions that correspond to the image of hX ◦(ωQ)#. Now
we apply Theorem 2.5 and conclude that imH∗(ω;Q) contains the H∗(S;Q) factor.
Furthermore, we have hY ◦ (ωY )# = 0, otherwise the image of hX ◦ (ωQ)# would be
of dimension> r. Therefore, H˜∗(ωY ;Q) = 0 and the image ofH∗(ωQ;Q) is precisely
the H∗(S;Q) factor. This establishes the remaining items of Theorem 1.12 for ω.
Now consider a generalized evaluation map w: E → X . We suppose that imhX ◦
(ωQ)# is of dimension r and imhX◦(wQ)# is of dimension s. Since w factors through
ω, we have s ≤ r. We write XQ ≃ S × Y as above, and we obtain a commutative
diagram
E
g //
wQ

Map(X,XQ; e)
ωQ

XQ
h
≃ // S × Y
where g is the H-map obtained from from the definition of a generalized evaluation
map. By Theorem 2.5 the coordinate maps p1 ◦ ωQ and p2 ◦ ωQ factor through
(ωS)Q and (ωY )Q respectively. Because of this factorization, and the fact that
H˜∗(ωY ;Q) = 0, we may make the following identifications:
imH∗(wQ;Q) ∼= imH∗(ωQ ◦ g;Q) ∼= imH∗(p1 ◦ ωQ ◦ g;Q) ⊆ H∗(S;Q).
Since the composition p1 ◦ ωQ ◦ g : E → S satisfies the hypotheses of Corollary 2.8,
it admits a minimal model of the form ϕ : (∧V, 0) → (∧W, 0) with ϕ(V ) ⊂ W .
Then the image of p1 ◦ ωQ ◦ g : E → S in rational homotopy has dimension s and
we may factor its minimal model ϕ : (∧V, 0) → (∧W, 0) as the composition of a
surjection and an injection ∧(Vs⊕K)→ ∧Vs → ∧(Vs⊕K
′), with Vs a vector space
of dimension s isomorphic to the image of imhX ◦ (wQ)#. This corresponds to a
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factorization of p1 ◦ ωQ ◦ g : E → S as
E
p1◦ωQ◦g //
q
@
@@
@@
@@
@ S ≃ S
′ × S′′
S′
i1
99ssssssssss
with S′ a product of odd-dimensional rational spheres with minimal model (∧Vs, 0).
It is now clear that the image in homology of wQ is isomorphic to H∗(S
′;Q). 
For X a finite complex, a result of Gottlieb ([9, Th.3]) says that if χ(X) 6= 0,
then the first degree in which the homomorphism induced by the evaluation map
on rational cohomology may be non-zero is even. With Theorem 1.12, we sharpen
this result in a very significant way.
Corollary 4.1 (Corollary 1.13). Let X be a nilpotent, finite space. Suppose that
χ(X) 6= 0 or, more generally, that X does not factor up to rational homotopy as
XQ ≃ S
2n+1
Q ×Y . Then for every evaluation map w: E → X, we have H˜∗(w;Q)) =
0.
Recall that X is called a c-symplectic space if it is an even-dimensional rational
Poincare´ duality space that possesses some class x ∈ H2(X ;Q), some power of
which is a fundamental class [15].
Corollary 4.2 (Corollary 1.14). Let X be a simply connected, c-symplectic space.
Then every evaluation map w: E → X satisfies H˜∗(w;Q) = 0.
Proof. It is evident that the cohomology algebra structure does not allow a decom-
position of the form X ≃Q S
2n+1×X ′, and so Theorem 1.12 implies the evaluation
map is trivial in rational homology. 
At the other extreme from the situation described in these corollaries, we have
the following:
Corollary 4.3. Let w: E → X be an evaluation map with X a nilpotent, finite
complex. The following are equivalent:
(1) The homomorphism H∗(w): H∗(E;Q)→ H∗(X ;Q) is surjective;
(2) Γw : Sw → X is a rational homotopy equivalence.
When (1) and (2) pertain, X is an H0-space and the evaluation map admits a
section.
Proof. All parts follow easily from Theorem 1.6 and Theorem 1.12. 
5. Conclusion: Some Open Problems
At present, we have very little information about the map w: Top(X,X ; 1)→ X
or the other variations on the evaluation map ω mentioned at the start of the
introduction. It would be most interesting to identifyGw∗ (XQ), the image in rational
homotopy of w, or, more generally the rational homotopy groups of Top(X,X ; 1).
As specific instances of this kind of problem, we offer the following.
Problem 5.1. Let M be a compact smooth manifold. Is the image in (rational)
homotopy of the evaluation map w: Diff(M,M ; 1) → M strictly contained in, or
equal to, the (rational) Gottlieb groups of M?
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Problem 5.2. Let X be an H-space and recall that G∗(X) = π∗(X) in this case.
Let H(X,X ; 1) denote the subspace ofMap(X,X ; 1) that consists of H-equivalences.
Is the evaluation map w: H(X,X ; 1)→ X surjective in (rational) homotopy?
Assuming that Gw∗ (X) and G∗(X) are generally different from each other, it
would be interesting to know whether there are structural results for Gw∗ (XQ) com-
parable to those of Fe´lix-Halperin for the ordinary Gottlieb groups.
Corollary 1.5 and Corollary 2.9 may be used to give necessary conditions for
certain maps to be the connecting map of a fibration (cf. Example 2.12). This
suggests the following particular version of an old problem of Massey:
Problem 5.3. Let p : ΩB → X be a map from a loop space to a nilpotent, finite
complex X. When is p the connecting map of some fibration sequence X → E → B?
It would be nice to find other situations in which the image in rational homotopy
groups of a map led to factorizations analogous to those of Section 2. In this
direction, we offer the following rather general problem:
Problem 5.4. Suppose given a map f : X → Y with Y finite-dimensional. If
the image of f# in rational homotopy groups is finite-dimensional, does f factor
through an elliptic space?
We have restricted ourselves entirely to the rational homotopy context in this
paper. But it could be feasible to investigate similar results working either integrally
or localized at different sets of primes. We end with two “moonshots” that indicate
how little we know outside the rational situation.
Problem 5.5. Let X be a space with trivial Gottlieb groups (integrally). Is the
evaluation map ω : Map(X,X ; 1)→ X null-homotopic?
Problem 5.6. Let X be a nilpotent, finite complex. When is a Gottlieb element
Sn → X a homotopy monomorphism, and not just a rational homotopy monomor-
phism ?
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