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Abstract—This paper proposes a new optimizer for deep
learning, named d-AmsGrad. In the real-world data, noise and
outliers cannot be excluded from dataset to be used for learning
robot skills. This problem is especially striking for robots that
learn by collecting data in real time, which cannot be sorted
manually. Several noise-robust optimizers have therefore been
developed to resolve this problem, and one of them, named Ams-
Grad, which is a variant of Adam optimizer, has a proof of its
convergence. However, in practice, it does not improve learning
performance in robotics scenarios. This reason is hypothesized
that most of robot learning problems are non-stationary, but
AmsGrad assumes the maximum second momentum during
learning to be stationarily given. In order to adapt to the
non-stationary problems, an improved version, which slowly
decays the maximum second momentum, is proposed. The
proposed optimizer has the same capability of reaching the
global optimum as baselines, and its performance outperformed
that of the baselines in robotics problems.
I. INTRODUCTION
The remarkable development of deep learning (DL) [1]
has led to a number of technological innovations in the
field of robotics that use deep learning in various aspects.
DL is mainly used for robot vision [2], but recently, the
robot control field also utilizes it for such as controller in
combination with reinforcement learning [3] and; dynamics
model [4].
However, utilizing DL technologies, which have been
developed mainly for large-scale image classification [5], as
tools in a straightforward manner would reveal the gaps with
the problems in the robotics field. That is, it is desirable
for autonomous robots to set up problems with as little
human intervention as possible, such as annotation and
outlier removal, thereby getting the dataset with noise and
outliers that cannot be ignored. To find the optimal solution
hidden in such noisy dataset, we have to newly develop DL
technologies suitable for robotics.
This paper, therefore, focuses on stochastic gradient decent
(SGD) based optimizers [6]–[9] as one of the fundamental
DL technologies. On the one hand, in our previous work [9],
the first momentum of gradients, which yields the smooth up-
date and is employed in the latest optimizers like Adam [7],
was re-derived based on student-t distribution to achieve
robustness of noise and outliers. As a result, it significantly
improved the learning performances on the noisy dataset.
On the other hand, AmsGrad [8] has been proposed to
modify the second momentum of gradients, which adjusts
learning rate for each parameter, in order to emphasize the
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Fig. 1. Second momentum on Non-stationary problem: as illustrated on
the top, AmsGrad [8] cannot follow the change of problem; in contrast, the
proposed d-AmsGrad on the bottom can achieve adaptive learning.
update effect of the dominant (i.e., maximum) gradient while
proving its convergence. However, we can find that AmsGrad
is hardly used in robot applications [10], and furthermore, it
often does not improve the learning performance compared
to that of its original (i.e., Adam [8]) [11].
The reason why AmsGrad does not work well is consid-
ered that most of robot learning problems are non-stationary,
but AmsGrad assumes the maximum gradient during learning
to be stationarily given (see the top of Fig. 1). This gap would
lose adaptability of learning rate whereas not emphasizing
the maximum gradient correctly. If AmsGrad is not used,
we can ignore this gap problem, but in that case, we have to
sacrifice the benefits of AmsGrad.
Hence, this paper proposes a new variant of AmsGrad
to adapt to the non-stationary problems, named d-AmsGrad.
Although AmsGrad stores the maximum second momentum
as it is, the proposed optimizer decays it slowly. By doing so,
even if the tendency of gradients is changed as time goes on,
the proposed optimizer can find the new maximum second
momentum while getting the benefits of AmsGrad in short
term (see the bottom of Fig. 1).
To verify the proposed optimizer, d-AmsGrad, the follow-
ing experiments are conducted. Through a non-convex func-
tion benchmark, the same convergence performance as the
baselines is illustrated. As non-stationary learning problems,
two bootstrapped learning methods are combined with the
proposed and conventional optimizers. First method is rein-
forcement learning [12], and it is applied to two benchmark
tasks simulated by OpenAI Gym [13] with PyBullet [14].
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Second method is for learning latent dynamics [4], and it is
applied to the prediction task of hexapod walking motion. In
these two experiments, the proposed optimizer outperformed
the conventional ones.
II. PRELIMINARIES
A. Deep learning
DL is the methodology to approximate blackbox functions
by multi-layered neural networks [1]. When L number of
hidden layers are given, the parameter set of that networks
is basically summarized as θ = [w1, b1, . . . , wL, bL, wo, bo]
with weights wi and biases bi (i = 1, . . . , L) for the
respective hidden layers and wo and bo for the output layer.
Given fi(·) as the nonlinear activation functions (usually
common for all the layers), the outputs from the respective
hidden layers hi are defined as follows:
hi =
{
fi(w
>
i x+ bi) i = 1
fi(w
>
i hi−1 + bi) i 6= 1
(1)
where x denotes the input to the networks. Next, the output
from the last hidden layer xL is mapped to the domain for
the learning target y.
y = g(w>o xL + bo) (2)
where g(·) denotes the mapping function, such as a sigmoid
function for [0, 1].
With the initial parameter set θ0, which is randomly
given, y is naturally different from the desired output. This
difference is defined as the loss function L(x; θ), and the loss
for each data is computed as a scalar value. For example, in
the case of a regression problem, the following mean squared
error (MSE), ‖d(x)− y(x; θ)‖2/2, is commonly used. Here,
d(x) denotes the desired output for x.
B. Stochastic gradient descent and momentum utilization
To minimize the loss function like MSE, θ is updated
according to the backpropagation of the loss function and
its stochastic gradient descent (SGD) optimizer [6]. That is,
at time t, the gradient for each parameter is first computed
as follows:
gt = ∇θL(xt; θt−1) (3)
Note that xt can be mini-batch dataset. This gradient has
the information about the direction in which the parameter
should be changed to reduce the loss. SGD therefore updates
θ simply as follows:
θt = θt−1 − αgt (4)
where α denotes the learning rate.
Although θ can be updated according to eq. (4), it has
some numerical problems, such as oscillatory behavior and
difficulty in tuning the learning rate. In the latest improve-
ments for SGD like Adam [7], the first and second momenta
of the gradient are employed. Specifically, with two decaying
factors β1, β2, the new update rule is given as follows:
mt = β1mt−1 + (1− β1)gt (5)
vt = β2vt−1 + (1− β2)g2t (6)
θt = θt−1 − α√
vt(1− βt2)−1 + 
mt
1− βt1
(7)
where the minuscule value  is given for avoiding zero
division. That is, the former in the second term of eq. (7)
corresponds to the adaptive learning rate and the latter
denotes the gradient from which the oscillatory component is
removed. In this way, the introduction of the first and second
momenta in eqs. (5) and (6) significantly improves DL.
III. AMSGRAD WITH DECAYING MAXIMUM MOMENTUM:
D-AMSGRAD
A. AmsGrad and its problem
For further improvement of the above update rule with the
proof of convergence, AmsGrad has been proposed [8]. In
this optimizer, the maximum value of the second momentum
(let’s call the second maximum momentum vmax) is utilized
to properly reflect the effects of large gradients in θ. That is,
eq. (7) is modified as follows:
vmaxt = max(v
max
t−1 , vt) (8)
θt = θt−1 − α√
vmaxt (1− βt2)−1 + 
mt
1− βt1
(9)
Thanks to the introduction of vmax, it is now possible to
optimize θ based on the gradients of high importance while
ignoring the small gradients. In addition, AmsGrad can be
integrated into the other optimizers that use the second
momentum.
Despite these advantages of AmsGrad, it has been reported
that AmsGrad is rarely used in the DL for robotics field [10]
and it often has no improvement [11]. We can find that the
reason for this gap between theory and reality comes from
the non-stationarity of real robotic problems. That is, the
desired output d(x) is assumed, and it is stationarily given in
supervised learning. However, in the robotic problems, d(x)
will be changed as time goes on. For example, for robot
control using deep reinforcement learning [3], no true d(x)
is given and it should be estimated by the same or another
neural networks since this problem is a kind of bootstrapped
learning. Alternatively, in multi-task learning [15], it is easy
to imagine that the scale of the gradients varies depending
on the tasks.
B. Proposal
In this section, we aim to apply AmsGrad to the problems
where the supervised signals are non-stationary, without
sacrificing its benefits. The simple but practical solution for
this is to assume that the value of the second maximum
momentum decays slowly as its information will drift away
from the real situation. Even if the problem to be solved is
non-stationary, this decaying allows the optimizer to follow
the new situation; and even otherwise, if the decaying speed
Algorithm 1 d-AmsGrad optimizer
Require: α: Learning rate
Require: β1, β2 ∈ [0,1): Decaying factors of momenta
Require: : Minuscule value for numerical stabilization
Require: β3 ∈ [β2, 1]: Additional decaying factor
Require: L(xt; θ): Loss function with parameter set θ
1: θ0 ← random, m0 ← 0, v0 ← 0, vmax0 ← 0, t← 0
2: while t < Tmax do
3: t← t+ 1
4: xt ← xt+1
5: gt ← ∇θL(xt; θt−1)
6: mt ← β1mt−1 + (1− β1)gt
7: vt ← β2vt−1 + (1− β2)g2t
8: vmaxt ← max(β3vmaxt−1 , vt) . New implementation
9: θt ← θt−1 − α mt
(1−βt1)(
√
vmaxt (1−βt2)−1+)
10: end while
11: return θt
is enough slower than the frequency of occurrence of the
maximum gradient, the adverse effects of decaying would
be negligible.
Specifically, this concept is implemented as a new opti-
mizer, named d-AmsGrad. Its difference from the original
AmsGrad is only in eq. (8) as follows:
vmaxt = max(β3v
max
t−1 , vt) (10)
where β3 denotes the additional decaying factor. The overall
implementation integrated with Adam is shown in Alg. 1.
C. Analysis
First of all, three modes can be expected according to β3
in d-AmsGrad.
1) β3 ≤ β2: If the decaying speed of the second max-
imum momentum is faster than that of the second
momentum, eq. (10) is always vmaxt = vt since g
2
t > 0
is added to vt. That is, d-AmsGrad returns to the
optimizer without it.
2) β3 = 1: Since eq. (10) perfectly matches eq. (8), d-
AmsGrad returns to AmsGrad.
3) β3 ∈ (β2, 1): With the slower decaying by β3 than that
by β2, the desired adaptive behavior can be expected.
From these three modes, we can agree that d-AmsGrad
connects the original optimizer like Adam to that with
AmsGrad continuously.
For the third mode, we consider when the max operation
in eq. (10) replaces vmaxt to vt. Given the time when the
last replacement occurred, T , the inequality for judging the
replacement at T + t is derived as follows:
β3v
max
T+t−1 ≤ {β2vT+t−1 + (1− β2)g2T+t}
βt3v
max
T ≤
{
βt2v
max
T + (1− β2)
t−1∑
k=0
βk2 g
2
T+t−k
}
vmaxT ≤
1− β2
βt3 − βt2
t−1∑
k=0
βk2 g
2
T+t−k (11)
Here, if the recent second momenta g2T+t−k have a common
expected value v¯T , the following inequality can be expected.
vmaxT ≤
1− β2
βt3 − βt2
t−1∑
k=0
βk2 v¯T =
1− βt2
βt3 − βt2
v¯T (12)
In the original AmsGrad (with β3 = 1), the replacement is
never performed unless v¯T is directly over vmaxT . In contrast,
since the coefficient of v¯T in eq. (12) increases over time
(and becomes infinity) when β3 > β2, the replacement reg-
ularly occurs in d-AmsGrad, thereby allowing the optimizer
following to new scales of the gradients.
IV. EXPERIMENTS
A. Conditons
To verify the proposed optimizer, d-AmsGrad, three kinds
of experiments are conducted. Except for the first bench-
mark, neural networks implemented by PyTorch [16] are
employed. Each component is built with five fully-connected
layers, each of which includes 100 neurons. Layer normal-
ization [17] and Swish function [18] are employed as the
activation function of each hidden layer.
As a base optimizer, t-Adam [9] is used. Three hyperpa-
rameters are commonly set to the default values: β1 = 0.9,
β2 = 0.999, and  = 10−8. Except for the first benchmark
with the fine tuning of learning rate α and an additional
hyperparameter for t-Adam (i.e., kdof ), they are given to be
α = 3×10−4 and kdof = 1. Using these configurations, three
optimizers, i.e., t-Adam (β3 = β2), t-AmsGrad (β3 = 1), and
td-AmsGrad (β3 = 0.99999), are compared.
B. Non-convex function benchmark
First of all, to demonstrate the convergence capability of
d-AmsGrad, a two-dimensional non-convex function (i.e.,
Rastrigin function) is solved.
L(x1, x2) = 20 +
2∑
i=1
(x2i − 10 cos(2pixi)) (13)
where (x1, x2) are the parameters to be optimized by the
three optimizers. The initial point is set on (−3, 5), and they
move toward the center (0, 0) while escaping a lot of local
optima along that way. Since the learning rate (and kdof ) can
be expected to be different from that for neural networks to
solve real problems, they are heuristically optimized using
Hyperopt [19].
The results demonstrated by the three optimizers are
illustrated in Fig. 2. Although their trajectories were different
from each other due to the different optimized hyperparame-
ters, all of them successfully reached the global optimum.
The optimized learning rate for both t-AmsGrad and td-
AmsGrad was higher than 1, compared to about 0.6 for t-
Adam. This is because the amount of updates is stable by
utilizing the second (decaying) maximum momentum. From
these results, it can be seen that the proposed optimizer, d-
AmsGrad, has the same converge capability as AmsGrad.
4 2 0 2 4
4
2
0
2
4
Rastrigin func: t_Adam with 500 iterations, lr=0.649173, k_dof=2.81268, error=1.56048e-09
(a) t-Adam
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Rastrigin func: t_AmsGrad with 500 iterations, lr=1.2485, k_dof=18.1816, error=9.68312e-10
(b) t-AmsGrad
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Rastrigin func: td_AmsGrad with 500 iterations, lr=1.16744, k_dof=10.9473, error=5.34338e-11
(c) td-AmsGrad
Fig. 2. Convergence performances on Rastrigin function benchmark: the initial point is (−3, 5) and the global minimum is on the center (0, 0);
hyperparameters were optimized heuristically; the red lines illustrated the trajectories of parameters updates; although the point moved along different
paths, all optimizers including the proposed method (c) eventually converged on the global minimum.
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Fig. 3. Results of reinforcement learning benchmarks: for each optimizer, 20 trials with the different random seeds were performed; as shown in (a) and
(b), the proposed method, td-AmsGrad gained the higher score (i.e. the sum of rewards in each episode) than that of the other optimizers; as a result, the
td-AmsGrad outperformed the others in terms of the test score after learning.
C. Reinforcement learning
As more realistic problems with non-stationarity, robot
control problems in which the optimal control policy is
learned by deep reinforcement learning is first conducted.
In general, reinforcement learning algorithms have no true
signals about the policy, hence, they are implemented in a
bootstrapped manner. In this paper, an actor-critic algorithm
with entropy and temporal difference regularizations [20],
[21] is employed by minimizing the following loss function.
L(st, at, st+1; θV,pi) = −δ(st, at, st+1)
× (V (st; θV ) + lnpi(at | st; θpi)) (14)
where s and a denote state and action of the robot. The
temporal difference δ decides whether the sampled data is
good or not. Along with this direction, the value function
V and the stochastic policy pi, which is parameterized as
student-t distribution [22] in this paper, are optimized.
Here, the learning results of two benchmark tasks, i.e.,
InvertedPendulum and Swingup implemented by OpenAI
Gym [13] with Pybullet [14], are depicted in Fig. 3. In
both scenarios, t-Adam (without AmsGrad) could not acquire
the given tasks well enough. This is because the learning
rate 3 × 10−4 is relatively large for deep reinforcement
learning, and therefore, t-Adam updated the value and policy
functions unstably. On the other hand, AmsGrad improved
the performances (i.e., learning speed and final score) due to
stable adaptation of learning rate. In particular, td-AmsGrad
made learning faster than t-AmsGrad, and that yielded the
best performance in the three optimizers. This result would
be thanks to the adaptability to non-stationary problems,
which enables the second maximum momentum to adjust
for the most recent gradients.
D. Learning of latent dynamics
As another learning problem with the bootstrapped learn-
ing method, motion prediction using latent dynamics is per-
formed. While the latent dynamics is with low computational
cost for prediction and planning even in high-dimensional
observation, it is basically learned in an unsupervised man-
ner. In q-VAE [4], three components, an encoder, the latent
dynamics, and a decoder, are connected in series. Its loss
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Fig. 4. Prediction results of hexapod walking motions [4]: for each
optimizer, 20 trials with the different random seeds were performed; as for
one-step latent prediction, the td-AmsGrad achieved the lower prediction
error than the others; for T-step state and latent predictions, the proposed
td-AmsGrad had the same-level prediction error as the t-Adam while the
conventional t-AmsGrad increased its prediction error.
function is given as follows:
L(x′, x; θ) = − lnq p(x′ | z′(θl); θd)
+ βq(x, z)KLq(ρ(z | x; θe) || p(z))
− γ ln ρ(z′(θl) | x′; θe) (15)
where z means the latent variable, and β, q, and γ denote the
hyperparameters for q-VAE (details are in the literature [4]).
Although the last term is for training latent dynamics directly,
the desired value is encoded from the next state, and is
affected by the encoder’s accuracy.
The dataset for predicting a hexapod walking motion
generated by central pattern generators, which has been made
in [4], is trained. As a result, the prediction errors in state
and latent spaces for the test data are summarized in Fig. 4.
Here, “1-step” and “T-step” mean to predict all states from
one step before and from the initial state, respectively. As
can be seen in the figure, although t-AmsGrad deteriorated
the accuracy of T-step prediction, td-AmsGrad performed the
same or better than t-Adam. Unlike reinforcement learning,
in this problem, the dataset itself is given in advance and
new data cannot be searched additionally, and therefore, it is
difficult to escape from the local optima if once the learning
rate is decreased due to AmsGrad. However, d-AmsGrad
enabled the optimizer to recover the learning rate.
V. CONCLUSION
In this paper, d-AmsGrad optimizer, which is the extended
method of AmsGrad, was developed to adapt learning sys-
tems to non-stationary problems in the robotics field. By
introducing the slow decaying factor of the second maximum
momentum, the proposed optimizer can follow even if the
tendency of gradients is changed as time goes on. In addition,
thanks to it’s slow decaying, it can keep the benefits of
AmsGrad in short term. The analysis of its behavior revealed
its adaptability to the new expected second momentum. In
addition, d-AmsGrad matches the optimizer without Ams-
Grad if the decaying factor is smaller than the value for
moving average of the second momentum, namely, the pro-
posed optimizer connects the optimizer with/without Ams-
Grad continuously. The convergence ability of d-AmsGrad
in the non-convex function was demonstrated. As the non-
stationary problems, two types of the bootstrapped learning
methods (i.e., reinforcement learning and learning of latent
dynamics) are utilized in the respective problems. In both
problems, d-AmsGrad outperformed the conventional opti-
mizers with/without AmsGrad.
Future work of this work is to develop an adaptive
decaying method and to investigate the performance of d-
AmsGrad on more realistic robot scenarios.
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