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We consider the general Cauchy problem with initial data in a Hilbert space 
and with a formal dissipative linear generator. A complete parametrization is 
known of the (abstract) boundary conditions which make this problem well 
set. We exhibit a distinguished subset a~ of the set I of boundary conditions 
and demonstrate explicitly that the evolution associated with each B in B can 
be represented as a (time independent) average over the evolutions associated 
with B’ in L%x , Applications are discussed to Schrijdinger equations in bounded 
regions or with singular potentials. 
1. INTRODUCTION 
Consider the Cauchy problem 
(W)ft = Lft > t 2 0 (1) 
where the initial dataf, varies throughout a complex Hilbert space 8 
(with inner product denoted (*, *)) and where the linear operator L, 
with domain D(L) C_ s?, is dissipative, i.e., 
Gf, f) + <f,Lf> B 0 for all fin D(L). 
In terms of the evolution operators Ut, t >, 0, defined by the equation 
wo = ft > “solving” (1) means constructing the one parameter 
contraction semigroup (of evolution operators) with infinitesimal 
generator L, i.e., constructing the family (Ut ] t > 0) of operators 
on %’ with the properties 
(i) UdUs = Ut+s, 
(ii) II ut II B 1, t 2 0, 
(iii) J] Utf -f 11 --f 0 as t -+ Of, 
(iv) II( Utf -f)/t - Lf [I - 0 as t --+ 0, for all f in D(L), 
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where /) . // denotes the norm in fl and also the operator norm for 
bounded operators on Z. 
NOW the above problem is well set only if there is a unique solution 
ft of (1) for each fa , and t > 0. However if L were, for example, 
a differential operator on a bounded region in R”, we would expect 
to have to choose from a variety of “auxiliary conditions” (tradi- 
tionally boundary conditions) in order to uniquely specify the 
evolution. 
Treating the abstract problem (I), Phillips has given in [l] a 
complete classification of all possible (abstract) auxiliary conditions 
(and therefore of their associated infinitesimal generators and evolution 
semigroups) for each of two situations of very general interest; 
where one requires the actual infinitesimal generator L to be either 
(a) an extension of a given “minimal operator” Lmin , or (b) a restriction 
of a given “maximal operator” L,,, . We will parametrize such 
extensions and restrictions by B E a’. 
As an example consider S? = L,(O, 1) and Lmin = d/dx with 
D(,&,) the infinitely differentiable functions with compact support 
in the open interval (0, 1). It is an easy exercise to show that the set 
of all contraction semigroups whose generators extend Lmin can be 
parametrized by 3? = (z E C 1 ) x 1 < I} where 
(U,lf)(x) = x’z+t’ff([x + t]F) (2) 
and [yll (resp. [ylF) denotes the integral part (resp. fractional part) 
of y. Note that Uzt is invertible (i.e., unitary) if and only if 1 x 1 = 1. 
In this paper, for each of the cases (a) and (b) we will topologize 
the parameter space 9, exhibit a distinguished subset LS?~ of @ and 
then construct, for each B in 39, a regular Bore1 probability measure 
PB on 9#, concentrated on SYE, with the property that 
U,” = j- U;, dpB(B’) for all t > 0. 
In terms of (2) for example, ~3, = (a E 93 1 1 .z j = l), and if z = 
r exp(i@, 0 < r < 1, and x’ = exp(i#), then 
where exp[iq(#)] = exp[i(0 - O’)][exp(iO’) + r]/[exp(-id’) + r]. 
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The fact that in this example the general noninvertible (i.e., 
time irreversible) evolution is represented as an average over in- 
vertible (i.e., time reversible) evolutions will be seen to be a con- 
sequence of the fact that KL,K = L,* (where * denotes operator 
adjoint) for each of the infinitesimal generators L, , where K is a -- 
conjugation operator on Z (in this example (Kf)(x) = f(1 - x).) 
Of course the average of distinguished semigroups with respect to a 
probability measure is not in general a semigroup. In this example, 
only the special measures tag give rise to semigroups. 
Finally, connection is made with the work of Nelson [2] on 
Schrodinger equations with singular potentials. 
2. NOTATION 
Throughout this paper % will denote a fixed separable complex 
Hilbert space of dimension 21 and I will denote the identity operator 
on 2. Given complex Hilbert spaces X and Y (of dimension al), 
.LA?(X, Y) will denote the Banach space of continuous linear maps from 
X into Y, with open (resp. closed) ball g&X, Y) (resp. 4$(X, Y)) 
of radius r. Unless otherwise indicated @(X, Y) and its subsets will 
be assumed to be in the strong operator topology. If Xi is a proper 
nonzero subspace of X and Yi is a nonzero subspace of Y, an element 
of %9(X, , Y,) will often be identified, without comment or notational 
distinction, with its unique extension in a(X, Y) whose kernel 
contains X,J- = X Q X1 (the orthogonal complement in X of X1). 
68(X, X) will be written 9(X), Px denotes the orthogonal projection 
on Xi , and BE(X, Y) is defined to be the set {V E &?(X, Y) 1 V* V = 
Px or VV* = P, or both}, which is always nonempty. Note that 
gE(X, Y) is the set of extreme points of the convex set g:,(X, Y). 
3. CALCULATION OF A CHOQUET BOUNDARY 
Given B in ar(X, Y), where X and Y are nonzero subspaces 
of 8, consider the polar decomposition B = UR, where U in 
g(X, Y) is a partial isometry and R = (B*B)l12 in a’(X) satisfies 
O<R<P,. ForzinC, Ix]<l,wedefineR(z)in$?(X), by 
the functional calculus in R, asf,(R) wheref, is the following function 
on [0, 11: 
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Z -1, x = -1, O,<h<I, 
=z 1, z = -1, x = 1. 
Note that R(z) is norm analytic in x for 1 x 1 < 1 and (strong operator) 
continuous in z for 1 x 1 < 1. (The former is a standard fact in 
operator theory [3,4.3.1-j and the latter follows easily using Lebesgue’s 
dominated convergence theorem.) Furthermore, if 1 z 1 = 1, it is 
clear that R(z) is unitary in 9(X). Now if U $ gE(X, Y), i.e., U* U = 
P, and UU* = PC with F # X and G # Y, choose any V in 
gE(F-L, GJ=) and define, for 1 x / ,< 1, B(x) = UR(z) + zV and 
B,(z) = (1 - (l/n)) B(x), n = 1, 2 ,... . If U E L%~(X, Y), define, for 
Izl <l, B(z)=B and B,(z) = (1 - (l/n))B, n = I, 2 ,... . Then 
for any B in gl(X, Y), B(0) = B, while if 1 z 1 = 1, B(z) c @e(X, Y). 
Let F(X, Y) be the algebra of those continuous functions f from 
B’,(X, Y) into a(S) which are Gdteaux differentiable on S?i(X, Y) 
( i.e., [f(A + zB)h -f(A)h]/ z is Cauchy as z -+ 0, for A, B E 
9’r(X, Y) and h E s?), and bounded in the sense that the range off 
is contained in g,.(S) for some radius r (which may depend onf). 
We note using [3, 3.17.13 that such f are automatically Frtchet 
differentiable on g’,(X, Y), i.e., [f(A + B)h -f(A)h]/ll B I/ is 
Cauchy as ([ B jj -+ 0, for A, B E g’,(X, Y), and h E S. If f E F(X, Y) 
and B E Q,(X, Y), thenf[B(z)] = Iim,,f[&(z)] is continuous in x 
for ) 2: 1 < 1 and, by Vitali’s theorem [3, 3.14.11, differentiable in z 
for I z j < 1. Therefore by Cauchy’s integral formula [3, 3.11.31, 
if r is the unit circle in C, 
f(B) =f[B(O’] = & 1 F dz = & JZ‘f[B(exp(i8))] de. (3) 
r 0 
Define 9B = {B[exp(S)] 1 0 < 19 ,< 27~). Formula (3) is our main 
technical tool; we summarize the above argument in 
LEMMA 1. For each B in gl(X, Y), Eq. (3) explicitly defines a 
regular Borel probability measure, rug , on ai(X, Y), concentrated on 
gB C &‘(E(X, Y) and such that for allf in F(X, Y) 
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Remark. Each 9JB is compact and therefore Bore1 measurable, 
and pE is concentrated on G!IB in the sense that (by definition) ~~(5’) = 
P~(S n G?s) for every Bore1 measurable S. 
Remark. Since Bp,(X, Y) is the set of convex extreme points of 
a,(X, Y), and since the identity function is in F(X, Y), aE(X, Y) 
is the smallest subset of Br(X, Y) which can play the desired role 
in Lemma 1; thus 29&X, Y) is the Choquet boundary of F(X, Y). 
4. PHILLIPS' CLASSIFICATION 
With any operator L on A? which is dissipative, we can associate 
the Cayley transform J = (I + L)(I - L)-l with domain D(J) = 
Ran(l - I,). Conversely, with any contraction J on Z, with domain 
D(J), such that Ran(l + /) is dense in 8, we can associate the 
operator L = (J - I)(J + 1)-l with D(L) = Ran(1 + J). These facts 
are discussed by Phillips in [l] where he proves the two theorems: 
THEOREM P1. If L is a dissipative operator with dense domain 
in &?, then its Cayley transform J is a contraction operator and 
Ran(1 + J) ’ d zs ense; L and J are clo;Fed together. Conversely, if J is a 
contraction operator with Ran(I + J) dense in S’, the associated 
operator L is a dissipative operator with dense domain and J is its 
Cayley transform. The pairing J +-+L is a one-to-one inclusion preserving 
correspondence between all dissipative extensions E of L and all con- 
traction extensions J of J. In particular the maximal dissipative extensions 
E of L correspond to the contraction extensions J of J with D(3) = ~6. 
THEOREM Pz. An operator e is the injinitesimal generator of a 
contraction semigroup on Z if and only ifE is a maximal dissipative 
operator with dense domain. 
Before we continue it will be convenient to reparametrize the 
above classification by means of a simple geometric lemma, which 
we will prove by a variation of the proof of the polar decomposition. 
From here on L will always denote a fixed closed dissipative operator 
with dense domain D(L) C %‘, J will be its Cayley transform with 
closed domain denoted M, and we will be describing features of 
those extensions J of J such that the associated E generates a con- 
traction semigroup, i.e., the contraction extensions 3 of J with 
D(3) = SF. 
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Since J is in g”,(M, A+), 3 in gI(Z) extends J if and only if 
3 = J + V where Y E gl(M1, &) and 11 J* )/ ,< 1. The last condition 
is equivalent to 
II J*fll” + II v*flP G Ilfll” for all fin X, i.e., VV* < I - I/*. (4) 
Let Y denote the set of all Y in A?-,(M-L, X) satisfying (4). Note 
that if V is any operator of the form V = (I - JJ*)l12B where 
B E g’,(MI, fl) and m is the closure of N = Ran(l - JJ*), then 
I! V*fl12 = II B*(J - JJ*)112fl12 < lip - JJ*p2f 112 
for all f in IF, so V is in Y. On the other hand, if V is in V, define 
the operator T on Z, with dense domain the linear span of N and 
NL, by 
T = V*(Z - JJ*)-lj2 PR . 
Note using (4) that for f in D(T), 
11 Tf J12 = ((I - JJ*)--II* P#f, VY*(Z - JJ*)-l12 Puf) 
< ((I- JJ*F2 Pd-, (I- J/*)(1 - JJ*Y2 bf> 
G Ilf II2 
so 1) Tll < 1 where T E gI(.%‘) d enotes the closure of T. Let B = 
(T)*. Then for f in N, 
B*(Z - J]*)l’*f = Y*(Z - JJ*)-li2 PN(Z - JJ*)l/* f = V*f 
and for f in N-L, 
B*(z - j]*y f = 0 = v*f 
so V = (I - JJ*)l12B. Now )I B /) < 1 and B*P,I = 0, so BB* < 
PR . Also BP, = 0, so B*B < PM1, and therefore B E D,(Ml, m). 
We have thus proven 
LEMMA 2. The contraction extensions 3 of J with domain ti are 
uniquely represented in the form / = J + (I - J]*)l12B, where B 
varies throughout &(MJ-, w). 
5. EXTREME SEMIGROUPS AND THE REPRESENTATION THEOREMS 
Using Theorems PI and P2 , and Lemma 2, we may parametrize 
the set of operators l which extend L and generate contraction 
semigroups, by the elements B of B,(ML, E); the infkitesima1 
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generator corresponding to B will be denoted LB, with Cayley 
transform JB and associated semigroup {UB1 1 t > 01. 
DEFINITION. Those infinitesimal generators LB , and associated 
JB and {UBt / t >, 0}, w ic h h correspond to B’s in SYE(M1, m), will be 
called extreme. 
Note that for X E C with Re X > 0, R(X, B) = (Al - Lg)-l is the 
resolvent of LB, and that R( 1, B) = (I + 1412. For ] h - 1 1 < 1, 
a well-known argument [3, 58.41 yields 
R(h, B) = i (A - 1),-l [R(l, B)]” (5) 
T&=1 
so that R(X, B) is the limit of Gdteaux differentiable functions from 
O,(M1, W) into 99(X), and therefore also has this property [3, 3.18.11; 
therefore [R(X, B)lm does also, for m = 1, 2,... . By iteration, this 
argument extends to all X E C with Re X > 0. From [3, 11.6.61, 
uBt = ~~[W) Wit), B)l”, t>o 
and therefore (using [3, 12.3.2 and 3.18.11) UJ is also GQteaux 
differentiable on S?r(M-L, N) for fixed t > 0. Finally, from [4, 
Theorem 2.161 we see that for fixed t > 0, U,l is continuous on 
g-,(&I-L, m) and is therefore in F(Ml, m). Using Lemma 1 and 
Theorems PI and Pz , we have proven 
THEOREM 1. If L is a densely defined dissipative operator on Af, 
every contraction semigroup (UBt [ t > O> which is generated by an 
extension L, of L can be represented in the form 
UBt = U$ d&B’), 
s 
t>,O (6) 
where pe is a regular Bore1 probability measure concentrated on the 
extreme semigroups (and independent of t). 
The related problem where one seeks an infinitesimal generator 
which is the restriction of a given operator, is easily treated using 
the above analysis together with another result of Phillips [l], 
THEOREM P,. The operator L on 2 is the injinitesimal generator 
of the contraction semigroup (Ut 1 t > 0) ;f and only if L* is the injinite- 
simal generator of the contraction semigroup (Vt 1 t > 0) where 
V’ zs (U’)“. 
Using this theorem, the adjoint map produces a one-to-one 
inclusion reversing correspondence between the infinitesimal gen- 
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erators, of contraction semigroups, which are extensions of L and 
those which are restrictions of L *. We label each of the latter with 
the B E gr(MI, m) of its adjoint, and call the infinitesimal generator, 
and its associated Cayley transform and semigroup, extreme if its 
adjoint is extreme by the previous definition. Since the adjoint map 
is continuous on a’,(X), and the integral in (6) can be approximated 
by Riemann sums for the continuous integrand UL, , Theorem 1 
immediately implies 
THEOREM 2. If L is a densely defined dissipative operator on X, 
every contraction semigroup {UBt j t > 0) which is generated by a 
restriction LB of L” can be represented in the form 
UBt = iTJ;j d&B’), s t>O (7) 
where PB is a regular Bore1 probability measure concentrated on the 
extreme semigroups (and independent of t). 
Now assume that L = iH where H is symmetric and densely 
defined (which implies that L is dissipative). If for some conjugation K 
(i.e., antilinear isometric operator K on X such that Ks = I) we have 
KHK=H (8) 
(i.e., H “permutes” with K) then it is natural to look for infinitesimal 
generators f; satisfying either (a) E IL, or (b) L 2 L*, and also 
KLK = L*. 
In terms of Cayley transforms, (9) is equivalent to 
(9) 
KJK = J* 
and in terms of semigroups, (10) is equivalent to 
(10) 
KUtK = (CT)*, t > 0. (11) 
From (10) it follows that K is an (antilinear) isometry of Ran(J) 
onto Ran(J*). Since H is symmetric, J is an isometry of M = 
J* JA? = Ran(J*) onto JJ*S = Ran(J), and from (8), K maps 
Ran(J) isometrically onto Ran( J*). Therefore using the terminology 
of the proofs of Lemmas 1 and 2, J is of the form J = J + B and 
B(z) = UR(z) + zV = U + zV. From the above remarks, K 
maps F isometrically onto G and FL = MI @F isometrically onto 
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G’ = &r 0 G. Therefore Y can be chosen to be an isometry of FL 
onto Gl and for this choice B[exp(;O)], and U&exp(ie~ , will be unitary. 
It is easy to choose V so as to also satisfy KVK = v*, so that 
m!Ie,,W,~ = (Gtexpke)l)*~ 
DEFINITION. A contraction semigroup which satisfies (11) will be 
said to be reflective (with respect to the conjugation K). 
We summarize the above argument in a corollary: 
COROLLARY 1 (resp. 2) to Theorem 1 (resp. 2). If furthermore 
L = iH, where H is symmetric and permutes with a conjugation I(, 
then $ UBt is reJEective, the representation (6) (resp. (7)) of UBt can 
be made in terms of rejZective, unitary CT;, . 
We note that Corollaries 1 and 2 apply quite generally to 
Schrodinger equations in bounded regions. 
The proof of Corollaries I and 2 can be simplified for H any 
densely defined symmetric operator with equal and finite deficiency 
indices; in such a case gE(ML, w) consists only of isometries of MJ- 
onto fl, so the extreme semigroups are unitary, and there is no need 
for a conjugation operator. 
Finally, we wish to consider the connection between the above 
results, and that of Nelson in [2]. In [2], Nelson solves (1) for X’ = 
L,(R”), and L = i(-V2 + I’), where I’ is the multiplication operator 
on .@ corresponding to any real function V(x) continuous off a 
closed set S of capacity zero. Since the allowed V(x) may be highly 
singular on S, a traditional approach to solving (1) would require 
the selection of some boundary condition at S. But Nelson seems 
to avoid such considerations by analytically continuing the unique 
solution of an associated diffusion equation. As suggested by [5], 
where a specific example (V(x) = -(I c I/\ x 1)2, n = 3) is thoroughly 
examined, it seems reasonable to suspect that Nelson’s analytic 
continuation technique is in general merely a method of averaging 
over time reversible evolutions in the sense of (6) or (7). This indeed 
follows immediately from our Corollary 1 since the hypotheses are 
easily seen to be satisfied with K the complex conjugation operator 
on L,(R%). It is suggestive that the averaging schemes (6) and (7) 
are superimposed in [2] on the stochastic aspects of Feynman and 
Wiener integrals for domains with boundary. 
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