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A general framework is given to obtain hardness results for promise problems 
that derive from self-reducible decision problems. The principal theorem is that if a 
set A is <,P-equivalent to a disjunctive-self-reducible set in NP, then the natural 
promise problem associated with A is as hard to solve as it is to recognize A. NP- 
hardness of the satistiability promise problem follows, and graph isomorphism 
hardness of a promise problem that derives from the graph isomorphism problem is 
proved. 0 1988 Academic Press. Inc. 
1. INTRODUCTION 
The author’s interest in promise problems derives from work in public- 
key cryptography (Selman and Yacobi, 1982; Even et al., 1984; Grollmann 
and Selman, 1984), but it is clear that promise problems have wide com- 
binatorial interest. Valiant and Vazirani (1985) showed that every solution 
of the promise problem 
input a formula x of propositional logic 
promise the number of satisfying assignments < 1 
property x is satisfiable 
is hard for the class DP under polynomial-time randomized reductions. 
Hunt (1,984) has considered a variety of promise problems arising in formal 
language theory. Of course, not all research on promise problems is inten- 
ded to show that only intractable solutions exist. Grotschel, Lovisz, and 
Schrijver (1981) showed that the promise problem 
input an undirected graph G 
promise G is a perfect graph 
output the maximum cardinality of a clique in G 
has a solution in the class P even though the promise is probably intrac- 
table. It seems reasonable that a theory of hard promise problems should 
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be developed, somewhat akin to the theory that over the years was 
developed for NP-complete decision problems. 
Here a general framework is given to obtain hardness results for promise 
problems that derive from self-reducible decision problems. The 
methodology is essentially the same as the familiar one for decision 
problems-to show that a promise problem is hard, reduce a known hard 
promise problem to it. To this end efficient reducibilities between promise 
problems will be defined. The key will be the use of self-reducible sets. To 
every disjunctive-self-reducible set in NP we will associate a certain natural 
promise problem, and we will show that this promise problem is no easier 
to solve than it is to recognize the original set. The principal theorem is 
that if A is 6 z-equivalent to a disjunctive-self-reducible set in NP, then the 
natural promise problem associated with A is as hard to solve as it is to 
recognize A. 
This general theorem includes as special cases NP-hardness of the 
satisfiability promise problem (Even et al., 1984) and graph isomorphism 
hardness of a problem raised by Kirkpatrick and subsequently solved by 
Luks (1985). The advantage of our method is that essentially no graph 
theory is used. 
In the last section of this paper we will observe that the methodology to 
be developed does not generalize. We will prove that there exist arbitrarily 
complex sets A such that the natural promise problem associated with A 
has a solution in P. 
2. PRELIMINARIES 
All languages considered are over the finite alphabet Z = (0, 1 }, and # 
is a symbol that is not in the alphabet (0, 1 }. When we say that a word x 
is a formula of logic or a graph, we intend that x is the encoding of either a 
formula or a graph. For a language L, xL denotes its characteristic 
function. The reader is assumed to be familiar with standard concepts and 
notations of polynomial time-bounded complexity theory (Hoproft and 
Ullman, 1979; Garey and Johnson, 1979). 
The following table lists names and notation for various polynomial time 
reducibilities that we will use: 
Name Notation 
polynomial time Turing reducibility 
polynomial time truth-table reducibility 
polynomial time positive truth-table reducibility 
polynomial time disjunctive reducibility 
polynomial time many-one reducibility 
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Formal definitions and technical discussions of these notions can be 
found in (Ladner et al., 1975; Selman, 1982a). We assume familiarity with 
6 F and 6 L. For the other reducibilities on this list, it is sufficient to have 
the informal understanding that A <E B asserts the existence of a functionf 
that is computable in polynomial time such that for every string x, f(x) is 
an encoding of a k-ary Boolean function p together with an encoding of a 
finite set of strings {zl, . . . . zk}, /I on {xe(z,), . . . . xB(zk)} can be evaluated in 
polynomial time, and x E A ++ /3(xB(z,), . . . . ~~(2~)) = 1. Furthermore, 
A <:,, B asserts that fl can be represented using only conjunctions and dis- 
junctions, and A <z B asserts that /I can be represented using only dis- 
junctions. Thus, if A <z B, then we may conclude that there exists a 
function f that on input x computes a finite set of strings {zl, . . . . zk} and 
XEA - (q ,...,zk}nB#(21. 
2.1. Promise Problem Concepts 
Promise problems are first described in (Even and Yacobi, 1981) and, for 
an in-depth treatment, the reader is refered to Even et al. (1984). A promise 
problem is a formulation of a partial decision problem. Informally, a 




where Q and R are predicates. Formally, a recursive promise problem is a 
pair of recursive predicates (Q, R). A deterministic Turing machine M that 
halts on every input solves (Q, R) if 
Vx[Q(x) -+ [M(x) = “yes” t-) R(x)]]. 
If M solves (Q, R), then the language L(M) accepted by A4 is a solution to 
(Q, R). Every recursive set of the form (Q n R) u X, where Xn Q = 0, is a 
solution to (Q, R). Thus, Q n R, R, and Q - R = (Q n R) u Q are solutions 
to (Q, RI. 
We are concerned with whether or not promise problems have tractable 
solutions and so the following definitions are made. NPP is the class of all 
promise problems (Q, R) that have a solution in NP. Co-NPP is the class 
of all promise problems (Q, R) such that (Q, R) is in NPP (and this is 
equivalent to asserting that (Q, R) has a solution in co-NP). A promise 
problem is NP-hard if every solution is NP-hard. 
Reductions between promise problems are defined according to the 
following definition template. 
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DEFINITION 1. Let <p be an arbitrary polynomial time reducibility. 
Then, a promise problem (Q, R) is <,P-reducible in polynomial time to a 
promise problem (S, T), denoted (Q, R) <p’(S, T), iffor every solution A of 
(S, T) there is a solution B of (Q, R) such that B <p A. 
Thus, the reducibilities Cpp < pp cpp cpp and <z’ are defined. It ‘T 3 ’ tf 7 ‘pfl, ‘d ) 
follows from the definition of sT ” that a recursive promise problem (Q, R) 
is NP-hard if and only if, for every set S in NP, (Z*, S) <;P(Q, R). Given 
an arbitrary recursive set S, we define a promise problem (Q, R) to be S- 
hard if S is <@-educible to every solution of (Q, R). It follows immediately 
that a recursive promise problem (Q, R) is S-hard if and only if 
(C*, S) <;‘(Q, R). 
The following proposition gives a sufficient condition for an 6 Lp- 
reduction between promise problems that will be useful in a later section. 
PROPOSITION 1. If there is a polynomial-time-computable function f such 
that for all x, 
R(x) ++ W(x)) (1) 
and 
Q(x) -+ S(f (x)), (2) 
then, (Q, R) <z’(S, T). 
Proof: Let L be a solution of (S, T). Then, for all x, 
S(x) -+ (XE Lcr T(x)). (3) 
Let L, = {xlf(x)E L), so that XE L1 ttJ(x)~ L. We show that L, is a 
solution of (Q, R), from which it follows that (Q, R) <Ep(S, T). 
Assume Q(x). Then, by (2), S(f(x)), and so, 
XELlctf(X)EL 
++ T((f (x)) by (3) 
+-+ R(x) by (1). I 
3. SELF-REDUCIBILITY 
Self-reducibility notions have appeared in the literature in a variety of 
guises, but the most useful definition is due to Meyer and Paterson (1979). 
Their definition follows. 
DEFINITION 2. A partial order < on Z* is OK if and only if 
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(i) every strictly decreasing chain is finite, and there is a polynomial p 
such that every finite < -decreasing chain is shorter than p of the length of its 
maximum element, and 
(ii) x < y implies 1x1 < q( I yl), f or some polynomial q, and all x and y 
in C*. 
DEFINITION 3. A set A is self-reducible if and only tf there is an OK par- 
tial order and a query machine M such that M accepts A in polynomial time 
with oracle A and, moreover, on any input x in Z*, M asks its oracle only 
about words strictly less than x in the partial order. 
Our concern is with sets that are d-self-reducible; i.e., the query machine 
M in the definition also provides a <,P-reduction. As a consequence, for 
every input word x, the query machine M either 
(i) decides membership of x in A in polynomial time without queries 
to the oracle, or 
(ii) computes a set of queries {zr , . . . . zk} in polynomial time so that 
x~Ao(z,,...,z,}nA#~. 
All of the known NP-complete problems are d-self-reducible, and Meyer 
and Paterson (1979) and Schnorr (1976) demonstrate d-self-reducibility of 
several problems in NP that are not known to be either in P or NP-com- 
plete. 
For every set A E NP there is a polynomial-time recognizable relation RA 
and a polynomial p such that A = (x 13~ 1 yl =p(lxl) and RA(x, y)}. 
DEFINITION 4. Pretix(R,)= {x#ul3vluv( =p(lxl) and R,(x, uv)}. 
PROPOSITION 2. (i) Prefix(R,) is d-self-reducible. (Namely, x# u E 
pretix(R,)ox#uOEprefix(R,) or x#ul ~pretix(R~).) 
(ii) A <L pretix(R,). (Namely, XE A o x# E prefix(R,).) 
We require the following theorem proved in Selman (1988). 
THEOREM 1 (Selman, 1988). Zf A is d-self-reducible, then there is a 
relation R, such that A =dp prefix(R,). 
For every recursive set A, let PP-A denote the following promise 
problem: 
input x and y 
promise (x~A)@(yeA) 
property x E A. 
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First we will show that PP-prefix(R,) is prefix(R,)-hard for every set A 
in NP. Then, by use of Theorem 1, we will see that PP-A is A-hard for 
every d-self-reducible set. Finally, it will follow that PP-A is A-hard for 
every set A that is <z-equivalent to a d-self-reducible set. 
The proof of Theorem 2 is essentially the same as that of Theorem 4(ii) 
in Even et al. (1984). 
THEOREM 2. PP-prefix(R,) is prefix(R,)-hard. 
Proof Let L be a solution of PP-prefix(R,). Let p be the polynomial 
associated with R,. The following algorithm with oracle L accepts 
prefix( RA) in polynomial time. 
Let z be a program variable that ranges over words and let x # u be an 
input string: 
z :=u; 
while [z[ <p( 1x1) do. 
if (x#zO, x#zl ) EL 
then z :=zO 
else z := zl; 
if R,(x, 2) 
then accept 
else reject. 
If the algorithm accepts x # U, then obviously x # u E pretix( RA). The con- 
verse follows from the fact that z E prelix(R,) is a loop-invariant. i 
LEMMA 1. B<,P A implies PP- B<$‘PP-A. 
Proof: Let f be a polynomial time computable function that witnesses 
B <z A. Then, for each x, x E B if and only if for some y in the finite set 
f(x), y E A. Let L be a solution of PP-A. Define 
Lj=((x*7x2)l 3il<i<klvjl<j<k2 (YliTY2J)EL, 
where f(xl I= { Y,, , ..., Y lk, 1, and .0x2) = { y2, 3 . . . . y2k2 > 1. 
It is straightforward to see that L, <,,(, p L. In order to complete the proof 
that PP-B<FE PP-A, we will show that L, is a solution of PP-B. Thus, let 
us assume that (x, E B) @ (x2 E B), and let us show that 
Letf(x,)= {Y,,, . . ..Y.,,} and let .0x,)= {.v*~, . . . . yZkZ}. Suppose x,EB. 
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Then, x2$ B, and so, for some yli~f(x,),yn~A, while, for every yzj~f(xZ), 
yTj $ A. Hence, 
3i l.i.klvjjl$j~k*(YliEA)O(YYEA). 
Since L is a solution of PP-A and yli E A, it follows that 
3i lsiGk,vjjlG,Gk2( Yli,Y2j)EL, 
and so, by definition of L,, (x1, x1) EL,. 
Suppose x1 $ B. Then, x2 E B, and so, for every ylicf (x,), yli$ A, and, 
for some yzj of, y*, E A. Hence, 
vi,.i~k,~3’l~j~k2(yll~A)O(Y2j~A). 
Therefore, since each yri# A, 
Vi IsiGkl 3,.j.k2<Y,i3Y2j)9L 
and so, by definition of L,, (x,, x2) g! L,. 1 
LEMMA 2. If A zz B and PP-B is B-hard, then PP-A is A-hard. 
Proof. Let S be a solution of PP-A. Since B Gz A, by Lemma 1 there is 
a solution S, of PP-B such that S, <$S. Then, A <z B <‘, S, GpPtl S, and so 
A&Y. 1 
THEOREM 3. If A is d-self-reducible, then PP-A is A-hard. 
Proof By Theorem 1, for some relation R,, A -z prelix(R,), and by 
Theorem 2 PP-prefix(R,) is prefix(R.)-hard. The result follows by 
application of Lemma 2. 1 
Let SAT denote the NP-complete satisfiability problem. 
COROLLARY 1 (Even et al., 1984). The promise problem PP-SAT is NP- 
hard. 
THEOREM 4. Zf B =dp A and A is d-self-reducible, then PP-B is B-hard. 
To obtain this result, just apply Theorem 3 to Lemma 2 (rather than the 
other way around). It follows from this result that PP-A is NP-hard for 
every NP-complete set A (even for every <,P-complete set in NP). 
It may be worth noting that if B <L A, then the proof of Lemma 1 yields 
PP-B <ip PP-A. Certainly it is interesting to inquire whether Bd: A 
implies PP - B GT pp PP-A. The answer is “no,” and the proof will be given 
in Section 5. 
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4. GRAPH IS~MORPHISM 
Let IS0 denote the graph isomorphism problem, for convenience written 
as a predicate, so that ISO(x, y) if and only if x and y are isomorphic 
graphs. Then, PP-IS0 is the following promise problem: 
input x, y, Z, and w  
promise ISO(x, y) 0 ISO(z, w) 
problem ISO(x, y). 
IS0 is not known to be d-self-reducible but IS0 is <E-equivalent to a d- 
self-reducible set (Meyer and Paterson, 1979; Schnorr, 1976) and therefore, 
by Theorem 4, PP-IS0 is ISO-hard. 
Our interest is with the following promise problem, which we call UNI- 
QUEISO: 
input x, y, and z 
promise ISO(x, y) @ ISO(x, z) 
problem ISO(x, y). 
We wish to show that UNIQUEISO is ISO-hard; that is, IS0 is 
reducible to every solution of UNIQUEISO. To do so we utilize the 
methodology established in the previous section. We will show that PP- 
IS0 <zp UNIQUEISO-and this will be accomplished with the help of 
Proposition 1. 
The following lemma contains the only graph theory needed for the 
proof. 
LEMMA 3. Let x, y, z, and w  be graphs and assume without loss of 
generality that the vertex sets are disjoint. Let f =xvz, 9 = y v z, and 
i=wvx. Then, 
ISO(x, y) +-+ Iso (4) 
and 
ISO(z, w) c* ISO(2, 2). (5) 
As a consequence, 
ISO(x, y) Q3 ISO(z, w) + ISO@, j) @ ISO@, 2). (6) 
Proof: We show that property (4) holds: ISO(x, y)~*IS0(2,9). 
Property (5), the second equivalence, is proved similarly. The implication 
from left to right follows from the definitions. Let h be an isomorphism 
between 2 and j? Consider h(z); if h(z) = z, then of course x and y are 
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isomorphic. If h(z)=y, then ISO(z, y) and ISO(x, z), and so ISO(x, y) 
follows. Suppose h(z) # z and h(z) # y. The argument to follow is illustrated 
in Fig. 1. 
h(z) c yuz, so h(z) consist of two disconnected components u and u, 
where u~y and ucz. Thus, z=K’(u)uh-l(u), where h-‘(u) and h-‘(u) 
are disconnected. Let a = h-‘(u) and b = h-‘(u). Then z = a u b. Also, since 
h(z) #z, h(x) consists of two components s and t, where SC y and t GZ. 
Then, y=suu and z=tuu. Thus, x=h-‘(s)uh-l(u), where h-‘(s) and 
h-‘(u) are disconnected. Let c=h-l(s) and d=h-l(t). Then, x= cud. 
We know the following facts: ISO(a, u), ISO(b, u), ISO(c, s), and 
ISO(d, t). Note that t and u are disconnected since h-‘(t) E x and 
h-‘(u)Ez. Thus, from ISO(b,u) and z=aub=tuu we conclude 
ISO(u, t). Thus, ISO(u, d) and ISO(d, u). Finally, ISO(d, u) and ISO(c, s) 
implies ISO(x, y), for x = c u d, y = s u u, and these are disconnected com- 
ponents. And this completes the proof. 1 
LEMMA 4. PP-IS0 < Ep UNIQUEISO. 
Proof: The previous lemma demonstrates that the hypotheses of 
Proposition 1 are satisfied by the function f(x, y, z, w) = (a, j, Z), where 
(Q, R) is PP-IS0 and (S, T) is UNIQUEISO. 1 
THEOREM 5. UNIQUEISO is ISO-hard. That is, for every solution S of 
UNIQUEISO, IS0 <; S. 
The proof follows from Lemma 4 and the fact that PP-IS0 is ISO-hard. 
Finally, observe that the following promise problem is ISO-hard, for 
every solution is also a solution of UNIQUEISO: 
input x, y, z 
promise ISO(x, y) or ISO(x, z) 
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5. BEYOND NP 
Since every d-self-reducible set belongs to NP (Ko, 1983) the technique 
developed in Section 2 pertains to showing intractability of PP-A only for 
sets A that belong to NP. Define a promise problem to be PSPACE-hard if 
every solution is PSPACE-hard. Next we will observe that for every 
PSPACE-complete set A, PP-A is PSPACE-hard. 
LEMMA 5. If A Q z 2, then PP-A is A-hard. 
Proof: Let L be a solution to PP-A so that 
(xEA)@(~EA)+ [(x, y)eLex~A]. 
Let f be a polynomial time computable function that reduces A to 2. Since 
for every string x, exactly one of x orf(x) belongs to A, the following is a 
reduction of A to L: if (x, f(x)> EL then accept else reject. 1 
THEOREM 6. PP-A is PSPACE-hardfor every PSPACE-complete set A. 
Proof: Let Q be the set of closed quantifier propositional formulas that 
are true. Q is a well-known <z-complete set in PSPACE (Stockmeyer, 
1976). Also, Q 6 L Q, since FE Q c-) 1 FE Q. Thus, PP-Q is Q-hard, and, 
hence, is PSPACE-hard. Every PSPACE-complete set is <z-equivalent to 
Q and so Lemma 2 can be applied to obtain the theorem. l 
The reader may suspect by now that PP-A is A-hard for all recursive sets 
A. To the contrary, there are arbitrarily complex sets A for which PP-A has 
a solution in P. We use some known results about p-selective sets to see 
this (cf. Selman, 1979, 1982b, 1982a). A set A is defined to be p-selective if 
there is a function f: C* x C* H Z* that satisfies each of the following: 
1. f is computable in polynomial time, 
2. ft.7 y)=x orfk y)=y, 
3. XEA or yEA+f(x, y)EA. 
LEMMA 6. Zf A is a p-selective set, then { (x, y) If (x, y) = x} is a 
solution in P of PP-A. 
The proof follows directly from the definitions. 
Let E = lJ { DTIME(2”“) 1 c > 0} and let NE denote the corresponding 
nondeterministic complexity class. A tally language is a subset of ( 1 } *. It is 
well known that NP - P contains tally languages if and only if E # NE 
(Book, 1974). It is proved in (Selman, 1979) that every tally language A is 
&F-equivalent to a p-selective set B, and if A is in NP - P, then B is in 
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NP - P also. There exist arbitrarily complex tally languages. Therefore, the 
following theorem follows from the lemma and from the known results 
about p-selective sets. 
THEOREM 7. (i) There exist arbitrarily complex sets A for which PP-A 
can be solved in polynomial time. 
(ii) Zf E #NE, then there exist sets A in NP - P such that PP-A can 
be solved in polynomial time. 
Now we answer the question that was raised at the end of Section 3: 
Does A 6 p B imply PP-A 6 Fp PP-B? The answer is “no.” 
THEOREM 8. For every set A c { l*}, there exist sets B and C such that 
(i) A =TB =FC, 
(ii) PP-B is A-hard, and 
(iii) PP-C has a solution in P. 
Of course, C is a p-selective set that is <F-equivalent to A. Theorem 1 in 
(Selman, 1979) shows how to obtain a set B that is <$-equivalent to A 
such that B G ft B. Then, the theorem follows from the lemmas. 
As a consequence, there exist arbitrarily complex <T-equivalent sets B 
and C such that every solution of PP-B is as complex as B but C has a 
solution in P. 
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