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On Ctudie une suite-triple d’entiers symetriques en les trois indices, qui gentrali- 
sent d’une part les nombres euleriens, d’autre part une suite-double introduite 
par Buckholtz et Carlitz. On donne de cette suite-triple diverses interpretations 
combinatoires. 
1. INTRODUCTION 
Les nombres euleriens, traditionnellement d&finis par la relation de 
recurrence (cf. [9], p. 215) 
A 1.1 =l;sik<louk>n A,,,=O; 
A,,I, = kA,-1.1, + 01 - k -t 1) Anpl,lc-l 
ont recu de Carlitz [4] la forme symetrique suivante 
(1) 
A(0, 0); si r ou s < 0 A(r,s) =o; 
A(r, s) = (r + 1) A(r, s - I) + (s + 1) A(r - 1, s) 
qui suggere une extension a trois indices. 
Considerons en effet la suite-triple A(r, s, t) definie par 
(2) 
A(O,O,O)=l;sirousout<O A(r, s, t) = 0; 
A(r, s, t) = (r + l)A(r, s - 1, t - 1) + (s + l)A(r - 1, s, t - 1) (3) 
+ (t + I)A(r - 1, s - 1, t) 
Les entiers A(r, s, t) sont tvidemment symttriques en r, s et t, et r + s + t 
est un entier pair que nous notons 2n - 2. Nous verrons plus loin qu’il est 
plus commode pour certaines proprittts de la suite-triple d’operer un 
changement de variables en considerant les entiers (B(r, s, t); n > 1; r, s, 
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t 2 0; r + s + t = n - 1) dtfinis par B(r, s, t) = A(n - 1 - r, n - 1 - s, 
n - 1 - t) ou, ce qui revient au mCme, par la relation de rkurrence 
B(O,O,O)=l;sirousout#[O,n-I] B(r, s, t) = 0; 
B(r, s, t) = (n - r)B(r - 1, s, I) + (n - s)B(r, s - 1, t) + (n - t)B(r, s, t - I), 
otir+s+t=n-1. (4) 
Les premikes valeurs des entiers B(r, S, t) sont don&es dans la Table 1. 
TABLE 1 
n 
1 2 3 4 
r r r r 
- 
s 0 s 0 1 S 0 1 2 s 0 123 
0 1 0 1 1 0 1 4 1 0 1 11 11 1 
1 1 I 4 4 1 11 36 11 





S 0 12 34 S 0 12 345 
0 1 26 66 26 1 0 1 57 302 302 57 1 
1 26 186 196 26 1 57 848 1898 848 57 
2 66 196 66 2 302 1898 1898 302 
3 26 26 3 302 848 302 
4 1 4 57 57 
5 1 
Cette suite-triple gtntralise les nombres eulhiens, puisqu’on a immkdiate- 
ment: 
B(r, s, 0) = A(r, s). 
D’autre part, considhons la suite-double B(n, k) suivante: 
B(l, 1) = 1; si k < 0 ou k > n B(n, k) = 0; 
B(n, k) = (n + k - 1) B(n - I, k) + (n - k + I) B(n - 1, k - I) 
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Les premieres valeurs des entiers B(n, k) sont don&es dans la Table 2. 
TABLE 2 
k 
n 1 2 3 4 
11 
2 21 
3 6 8 1 
4 24 58 22 1 
Nous constatons que les sommes des colonnes dans la Table 1 ne sont 
autres que les lignes de la Table 2. Plus prtcistment, 
n--l--T 
2 (, 
B r s, n - 1 - r - s) = B(n, r + 1) 
ce qui demontre immediatement en sommant sur l’indice s dans la recurrence 
(4). 
Or les nombres B(n, k) sont bien connus. 11s ont CtC introduits par 
Buckholtz [l] pour un probleme d’approximation, ttudies par Carlitz [2, 51, 
Riordan [lo], enfin par Gessel et Stanley [7]. 
Cet article comprend deux parties. Dans une premiere partie, nous propo- 
sons des interpretations combinatoires de la suite triple. Nous nous sommes 
efforcts de donner un prolongement a toutes les interpretations des entiers 
B(n, k), dues successivement a Riordan [IO], Gessel et Stanley [7] et Gessel[8]. 
Enfin, une interpretation combinatoire est don&e en termes de permutations 
en cycles de longueur deux, interpretation qui ne se ram&e pas directemeqt 
aux precedentes. 
La deuxibme partie est consacree aux fonctions generatrices de la suite 
triple. Nous sommes amen& a Ctendre a trois variables les resultats de 
Carlitz et Scoville [3]. Contrairement au cas a deux variables, nous n’obtenons 
que des formes implicites pour les fonctions gentratrices. 
2. INTERPRETATIONS COMBINATOIRES 
2.1. Arbres binaires et arbres ternaires 
Un arbre binaire e’tiqute’ de taille n est un arbre orient6 comprenant (2n + 1) 
sommets et (2n) a&es se repartissant comme suit: de n sommets, appeles 
noeuds, partent deux a&es, une a&e gauche et une at&e droite. Ces n 
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noeuds sont e’tiquetks de 1 a n en respectant la relation d’ordre partiel sur 
l’arbre orient6 Des (n + 1) sommets restants ne partent aucune at&e, et on 
les appelle extre’mitb de I’arbre. Une extrtfmite’ est gauche ou droite suivant 
qu’elle est l’extrtmitt d’une ar&te gauche ou droite. 
La Figure 1 represente un arbre binaire de taille 4. 
FIGURE 1 
Un arbre PtiquetC de taille n est un arbre orient6 comprenant (3n + 1) 
sommets et (3n) a&es. Des n noeuds partent trois at&es, une a&e gauche, 
une a&e mediane et une a&e droite, et ils sont Ctiquetes de 1 a n toujours 
en croissant dans l’arbre. Les (2n + 1) extremites se repartissent en extremites 
gauches, mtdianes et droites. 
La Figure 2 reprtsente un arbre ternaire de taille 7. 
FIGURE 2 
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Dans la proposition qui suit, la premi&re assertion est classique et implicite 
dans de nombreux travaux combinatoires. La second en est une gkkralisation 
trbs naturelle. 
PROPOSITION 1. (1) Soit n 2 1, r et s 2 0 et r + s = n - 1. Le nombre 
d’arbres binaires e’tiquetks de taille n ayant (r + 1) extrkmitks gauches et 
(s + 1) extrkmitks droites est &gal au nombre eule’rien A(r, s). 
(2) Soit n > 1, r, s et t>O et r+s+t=2n-2. Le nombre d’arbres 
ternaires PtiquetPs de taille n ayant (r + 1) extrPmitPs gauches, (s + 1) 
extrkmitks mkdianes et (t + 1) extre’mitks droites est Pgal au nombre A(r, s, t). 
Un arbre de taille n s’obtient B partir d’un arbre de taille n - 1 en sub- 
stituant B une extrtmitk de ce dernier un noeud qu’on Ctiqutte “n”. Sup- 
posons l’arbre binaire. Si on choisit une extrCmitC gauche, l’arbre de taille n 
obtenu aura le m&me nombre d’extrCmitCs gauches que l’arbre initial, mais 
il aura une extrCmitC droite SupplCmentaire, et inversement si on choisit une 
extrkmitk droite. D’oti la relation de rkcurrence (2). 
De mCme, si on choisit dans un arbre ternaire de taille n - 1 une extrCmitC 
gauche, l’arbre obtenu aura le mCme nombre d’extrkmitks gauches, mais une 
mkdiane et une droite supplkmentaires. D’oti la relation de rkurrence (3). 
2.2. Parcours de zones 
Notons [n] l’ensemble totalement ordonnC (1, 2, 3,..., n>. Dans le produit 
cartksien [n] x [n], on appelle i-kme zone Zi (1 < i < n) l’ensemble des 
points (x, y) tels que max(x, y) = i. 
On partitionne ainsi le carrC [n] x [n] en n zones Z, , Z, ,..., Z, , chaque 
zone Z; contenant (2i - 1) points. 
Un parcours de n zop7es est une application T de [n] dans [n] x [n] telle 
que pour tout i de [n] 
37(i) E Z, . 
Un pomt (n + 1, y) dans la zone Zn+l q ( ui borde le carrC) est dit ordonne’e 
de T s’il a meme ordonnte qu’un point au moins du parcours. De mCme, 
un point (x, n + 1) de Zn+l est une abscisse de TT s’il a m@me abscisse qu’un 
point au moins du parcours. Les autres points de Znal sont appelts croiskes 
de T. 
La Figure 3 reprtsente un parcours de 7 zones ayant 6 ordonntes, 5 
abscisses et 4 croistes, et qui correspond B l’arbre ternaire de la Figure 2 
en un sens qu’il est facile de prtciser. 
PROPOSITION 2. Le nombre deparcours de n zones ayant (r + 1) ordonnhes, 
(s + 1) abscisses et (t + 1) croise’es est kgal ri A(r, s, t). 
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2.3. Extension de I’interprtftation de Riordan 
Pour plus de clarte, nous sommes aments a deformer Itgkement les 
applications trapkzofdales de Riordan [lo]. 
Une application f de [n] dam b est dite trapezoIdale si pour tout i apparte- 
nant a [n], on a 1 f(i)/ < i. 
Une image de f est un entier relatif appartenant a ImJ: 
Un troupositif de f est un entier positif <n qui n’appartient pas a ImjY 
Un trou nkgatif de f est un entier negatif > -n qui n’appartient pas a Imf: 
PROPOSITION. Le nombre d’applicationg trapkzoidales de [n] dans Z ayant 
r + 1 images, s trouspositifs et t trous nkgatifs est kgal d A(r, s, t). 
Notons que la liaison entre cette interpretation et la prtcedente nest pas 
aussi direct qu’on pourrait le croire a premiere vue. 
2.4. Extension de l’interpre’tation de Gessel et Stanley 
D’apres ces deux auteurs, une 2-permutation (ou permutation de Stirling) 
de taille n est un r&arrangement du multi-ensemble (1, 1, 2, 2,..., n, n} tel 
qu’entre les deux occurrences de chaque i(1 < i < n) ne figurent que des 
entiers superieurs a i. 
EXEMPLE. 1 2 2 3 5 6 6 5 7 7 3 4 4 1 est la 2-permutation de taille 7 qui 
correspond naturellement (cf. aussi [S}) a l’arbre ternaire de la Figure 2. 
Une descente est une paire consecutive (i, j) telle que i > j, et on convient 
d’une descente supplementaire a la fin du mot. 
Gessel et Stanley ont montre [7] que les entiers B(n, k) comptent les 
2-permutations suivant le nombre de descentes. 
Nous sommes amenes a introduire les deux notions suivantes: 
Une montke est une paire consecutive (i, j) telle que i <j, et on convient 
d’une montee supplementaire en debut de mot. 
Une ripe’tition est une paire consecutive (i, i). 
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PROPOSITION 3. Le nombre de 2-permutations de taille n ayant (r + 1) 
monte’es, (s + 1) descentes et (t + 1) Gpktitions est kgal ci A(r, s, t). 
En effet, on ins&e la repetition (n, n) dans une 2-permutation de taille 
n - 1, et on distingue suivant que l’insertion a eu lieu dans une descente, une 
montee, ou une repetition de la 2-permutation de depart. 




A(r, s, t) = 1 . 3 . 5 ... (2n - 1) = $$ 
suggere l’existence dune interpretation de ces entiers en termes de permuta- 
tions de [2n] dont tous les cycles sont de longueur 2, ou involutions de [2n] 
sans point fixe. Celle que nous proposons maintenant s’exprime plus commo- 
dtment a l’aide des entiers B(r, s, t), et ne semble pas reliee directement aux 
precedentes. 
Soit p une permutation de [2n] dont tous les cycles sont de longueur 2. Dans 
ce qui suit, lorsque nous parlons d’une permutation, il s’agit toujours d’une 
permutation de ce type. Jkrivons p en commencant chaque cycle par son 
Clement minimal, et en rangeant les cycles suivant les elements minimaux 
croissants: 
p = (ml , Ml)(m2, M2) - (mi , W v-v Cm, , M,) 
avec 
U{mi, Mikisn = Pnl, 
ViE[n]mi < Mi, et ml < m2 < ... < m, . 
Soit m, un Clement minimal different de 1 (2 < i < n). Nous dirons que 
mi est un element 
- concordant si mi = rniwl + 1 et Mi > Miwl 
- discordant si mi = rniml + 1 et Mi < Mimi 
- dissident si mi > rniel + 1 
Notons qu’un point dissident rompt avec une sequence de mj consecutifs 
et inaugure une nouvelle sequence. Mais 1 n’est pas dissident. 
EXEMPLE. n = 10 
P = (1, 6)(2, 14)(3, 17)(4, 5)(7, 20)(8, W(9, 16X11, 18)(12, 15)(13, 19) 
2, 3,9 et 13 sont concordants 
4, 8 et 12 sont discordants 
7 et 11 sont dissidents 
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PROPOSITION 4. Soient n, r, s, t des entiers teIs que n 3 1, r, s, t > 0 et 
r + s + t = n - 1. Le nombre depermutations de [2n] en cycles de iongueur 2 
et ayant r Gments concordants, s PlPments discordants et t &ments dissidents 
est 6gal d B(r, s, t). 
Dkmonstration. Definissons la restriction p’ a [2n - 21 d’une permutation 
p de [2n]. Designons par m, l’tlement minimal associt a 2n dans la decomposi- 
tion en cycles de p, et posons 
pour-1 <i<k-lmm;=mietsiMi<mkM~=M, 
siM,>mkM,‘=Mi--1 
pour k < i ,( n - 1 IH; = Ilri+r - 1 et Mi = Mi,, - 1 
Dans l’exemple ci-dessus, on obtient 
p’ = (1, 6)(2, 13)(3, 16)(4, 5)(7. 9)(8, 15)(10;17)(11, 14)(12, 18) 
Puisque les rn; et Mi sont obtenus a partir des mi et Mj en diminuant de 1 
tous ceux qui sont strictements suptrieurs a mk , il est clair qu’ils sont tous 
distincts et que leur reunion est [2n - 21, doncp’ est bien une permutation. 
Reciproquement, on peut prolonger une permutation p’ de [2n - 21 en 
une permutation p de [2n] comme suit: 
On choisit dans l’ensemble [2n - l] l’element m qui sera associt a 2n, et 
on augmente de + 1 tous les elements de p’ superieurs ou Cgaux a m. Quand 
on Ccrit p, le cycle (m, 2n) vient s’inserer a la j-&me place, otij est le plus petit 
entier satisfaisant rn; > m (si m est strictement superieur a tous les rn; , 
alors j=n). On a done mj=m, Mj=2n, et, si j<n, mj+l=mj+l, 
M,+l = Mi + 1 etc. 
A chaque choix de m correspond une permutation p de [2n] dont p’ est la 
restriction a [2n - 21, et on obtient ainsi toutes les prolongees possibles de 
p’. I1 reste a examiner comment tvoluent les parametres: nombres de points 
concordants, de points discordants, de points dissidents, lorsqu’on effectue 
un prolongement de p’ a p. Et cela depend du choix de m. 
(a) Nous supposons que p’ a r points concordants, s discordants et 
t - 1 dissidents et observons a quelle condition I’insertion de (m, 2n) tree un 
nouvel element dissident. Pour cela, il faut et il suffit que m constitue a lui 
seul une sequence de la suite des m, . Par consequent il ne faut pas prendre 
pour m l’un des rn; (I < i < n - l), ni un element de la forme rn; + 1. Cette 
dernibre condition introduit par rapport aux ml t nouveaux points interdits, 
car la suite des rn; se compose de t sequences et on tlimine en plus des rn: 
les points qui bordent superieurement ces sequences. Le nombre de choix 
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possibles pour m est done (2n - 1) - (n - 1) - t = n - t. 11 est clair que 
l’insertion de m se change pas alors les paramttres r et s. Le prolongement p 
de p’ a pour parametre Y, s et t. 
(b) Supposons que p’ soit de parametres r - 1, s, t et voyons comment 
on tree un nouveau point concordant. On peut prendre pour m l’un des 
points qui bordent superieurement les sequences des rn: , a savoir m = rni + 1 
avec rni + 1 < mj,, . m sera un nouveau point concordant, et rien ne change 
par ailleurs. p’ ayant t + 1 sequences, il y a (t + 1) choix possibles pour m. 
Mais il y a une autre man&e de crier un nouveau point concordant: m 
prend la place d’un point discordant rn; de p’. Car mj = m sera concordant, 
et mj+l = rn; + 1 restera discordant, et rien ne changera autrement. 11 y a s 
choix possibles pour m. 
En resume, il y a t + 1 + s = n - r man&es de crter un point concordant. 
(c) Supposons que p’ soit de parametres I’, s - 1, t et voyons enfin 
comment crter un nouveau point discordant. On peut prendre pour m un 
point qui inaugure une sequence des rn; , c’est-a-dire 1 ou un point dissident. 
Car m va remplacer ce point comme dissident, mais le point dont il a pris la 
place sera un nouveau point discordant pour p. Ceci concerne les (t + 1) 
debuts de sequences de p’. 
Mais m peut aussi prendre la place d’un point concordant. m sera concor- 
dant, mais le point qu’il remplace va devenir discordant dansp. Ceci concerne 
r cas. 
Au total, il y a t + 1 + r = n - s man&es de crter un point discordant. 
Comme il n’y a pas d’autre choix pour m que ceux envisages en (a), (b) et (c), 
on voit que le nombre de permutations de [2n] de parametres r, s et t vtrifie 
la relation de recurrence (4), ce qu’il fallait demontrer. 
3. FONCTIONS G~~N~RATRICES 
Rappeions tout d’abord les rtsultats de Carlitz et Scoville sur la fonction 
generatrice des nombres euleriens symttriques A(r, s) (cf. [3]). Posons 
u(x, y, 24) = C 
n>1 
A(r, s) xrys $- 
r+s=n-1 
~OPOSITION 5 (Carlitz et Scoville). Lufonction a est sohtion des bqquations 
d@ren tielles : 
- = I + (x + y) a + xy u2 = (1 + xu)(l + JX7) au (7) 
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En oute, on a 
Notons que les Cquations (6) et (7) entrainent plus simplement 
Mais contrairement aux equations (6) et (7) I’tquation (8) s’ttend ma1 k 
trois variables. 
Pour la dtmonstration de la Proposition 5, on peut rkptter B deux variables 
les raisonnements que nous allons faire B trois variables. Nous introduisons 
done 
A(x, y, z, u) = c 
7t>l 
A(?-, s, t) x’jtszt $ 
r+s+t=2n-2 
B(x, y, z, u) = 1 
‘“>I 
B(r, s, t) xTySzi 2 
r+s+t=n-I 
On passe de A B B, et rtciproquement, par: 
B(x, y, z; u) = xyz A i 
xy, yz, zx; $ 
1 
A(x, y, z; u) = B(xy, yz, zx; u), 
Ceci rtsulte directement de la relation entre les nombres A(v, S, t) et les 
nombres B(r, S, t). On a ainsi 
Nous utiliserons aussi la fonction auxiliare A = xyzA. 
PROPOSITION 6. Les fonctions A, A et B satisfont aux bquations dflkren- 
tielles 
aA - - = I + (XY f YZ f zX) A + XYZ ax ( 
aA + aA aA - - 
a24 ay + a.2 1 (11) 
aA 
- = (1 + xyA)( 1 + yzA)( 1 + ZXA) 
au 
(12) 
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aA 
( 
aA aA aA ~ __ - ___ = XYZ l + ax au + ay + az ) 
aA __ = (x + A)(y -t A)(z + A) 
au 
aB 
- = (1 + xB)(l + yB)(l + ZB) au 
(15) 
Nous demontrons les equations (13) et (14). Les equations (ll), (12) et (15) 
s’y ram&rent aistment. Comme on le voit, l’equation qu’on dtduirait pour A 
par analogie avec l’equation (8) n’est pas aussi simple que (8). D’autre part, 
now n’avons pas d’tquation analogue a (6), (11) et (13) pour la fonction B. 
Mais nous conjecturons plus loin une equation assez proche. 
Pour demontrer (13), introduisons la suite de polynomes (2,(x, y, z)),+~ 
dtfinie par recurrence comme suit. Nous definissons l’ophateur eul&ien 
ternaire E sur les polynomes a trois variables x, y, z par 
Ex = xyz 
Ey = xyz 
Ez = xyz 
et nous &tendons E comme operateur de derivation sur tout polynome a 
trois variables. Posons 
A,(x, y, z) = xyz 
Pour n 3 2 &J.x, y, z) = EA,-l(x, y, z). 
Notre optrateur E n’est autre que xyz(a/Zx + S/;iy + Zjaz). I1 est immediat 
que les polynomes A, sont les polynomes Cnumtrateurs des arbres ternaires 
de taille n suivant le nombre d’extremites gauches, medianes ou droites, 
puisque substituer par exemple a la lettre x le produit xyz, c’est la meme 
operation que substituer un noeud a une extrtmite gauche de l’arbre. Autre- 
ment dit, 




L’operateur E applique a A donne done: 
2(x, y, z) = xyz + EA(x, y, z) 
ce qui n’est autre que l’tquation (13). 
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Soit maintenant l’equation trinomiale (14): 
aA ~ = xyz + (xy -t yz + 2x) Pi t- (x + Y + z) # + A3 
au (14) 
Pour la demontrer, notons tout d’abord que 
z = c &d-T Y,z) (,,y-;)! n>1 
Nous considerons done un arbre de taille n et nous le decomposons en 
sow-arbres en discutant selon le nombre da&es issues du noeud initial 1 
qui about&ant a une extremite de l’arbre: 
- si n = 1, les trois a&es aboutissent a une extrtmite, et ceci correspond 
au premier terme du developpement, soit AI(x, y, z) = xyz; 
- si n > 1 et que deux a&es aboutissent a des extremites, la troisieme 
aboutit a un noeud point de depart d’un sous-arbre de taille n - 1. Ceci 
correspond, une fois ajoutees les deux extremitts issues de 1, au coefficient 
de ~-l/(n - l)! dans le dtveloppement de (xy + yz + zx)A; 
- si une a&e aboutit a une extremitt et deux a des noeuds, de ces deux 
noeuds partent deux sous-arbres de tailles n, et n2, avec n, + n3 = n - 1. 
L’ensemble des etiquettes de l’un et l’ensemble des etiquettes de l’autre 
forment une partition de (2, 3,..., n> en deux blocks de cardinaux n, et n, . 
Chaque arbre a pour polynome Cnumtrateur &L(x) y, z) et en reunissant le 
tout on obtient 
ce qui n’est aute que le coefficient de u”-l/(n - I)! dans le developpement de 
A2. En ajoutant l’extrtmite issue de A, on obtient (x + y + z) ?i2. 
- enfin si les trois a&es issues de 1 aboutissent B des noeuds, de ces noeuds 
partent trois sous-arbres ttiquetts dont la somme des tailles est n - 1. 
Le polynome tnumerateur est 
et c’est le coefficient de ~+-l/(n - I)! dans le developpement de A3. 
Remarque. Posons .4(2)(x, U) = 1 + 2(x, 1,; u). 




= (.Y + Ac2’ - 1)(Ac2’)” 
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equation que Gessel [8] obtient par le m&me raisonnement, et qu’il &end 
au cas des r-arbres avec une variable. 
PROPOSITION 7. Les fonctions A et B sont dkjinies de man&e implicite 
par /es Pquations 
(y - x)Log(l + XYA) + (z - yPa(l + YZA) 
+ (x - z)Log(l f zxA) + (y - .x)(z - y)(x - z)u = 0 (16) 
z(y - x)Log(l + zB) + (z - y)Log(l + xB) 
+ y(x - z)Log(l + yB) + (y - x)(z - y)(x - z)u = 0 (17) 
Remarquons tout d’abord que lorsqu’on developpe le premier membre de 
ces equations suivant les puissances croissantes de U, on tombe sur les 
identites suivantes: 
( y - x) xy f (z - y) yz + (x - z)zx f (y - x)(z - y)(x - z) = 0 
(y - x) 22 + (z - y) x2 + (x - z) y2 + (y - x)(z - y)(x - z) = 0 
Pour demontrer (16), inttgrons l’equation (I 2): 
dA 
(1 + xya)( 1 + yzA)( 1 + ZXA) = ‘~4 
1 5 
(1 + xvA)(l + yzA)(l + z.uA) = 1 + .xyA + 1 t + 71 I yzA 1 + zxA 
Oh 
i = (x - z;y - z) 
et de meme .$ et r). 
D’oh, tenant compte de la condition initiale A(x, y, o) = 0: 
u = (x _ z;cy _z) Lodl + XYA) + ... 
En reduisant au mCme dtnominateur, on obtient (16). 
On peut aussi integrer l’equation aux d&i&es partielles (11) par la mtthode 
de Lagrange, ce qui mbne au meme rtsultat. 
Pour obtenir (17), on peut soit changer les variables, soit integrer (15) 
comme on a fait pour (12). 
Notons enfin que les equations (16) et (17) sont des extensions a trois 
variables de l’tquation obtenue B partir de (7), a savoir 
Log(1 f ya) - Log(1 + xa) = ( y - x)u (18) 
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equation dont on tire l’expression de a (Proposition 5). Si l’on Porte z = 0 
dans (17), on obtient naturellement (18), puisque B(x, y, 0; u) = a(x, y; u). 
PROPOSITION 8. Identite’ de Riordan et Donaghey. On a 
a X,Y, ( . lou (z 4 A) du) = 2(x, y, z; u) 
Gessel dtmontre cette identitt &rite a une variable [8] comme suit: a partir 
d’un arbre binaire, on forme un arbre ternaire en crtant a partir de chaque 
noeud une branche droite supplementaire et en distinguant le cas oti cette 
branche aboutit a une extrtmite et le cas oti elle aboutit a un nouveau noeud 
point de depart d’un sous-arbre ternaire; le premier cas revient a remplacer 
u par UZ, le second a le remplacer par J A(u) du car la taille augmente de 
1. D’oh I’identite, due a Riordan et Donaghey [l I]. 
Notons qu’en differentiant cette identite par rapport a U, et tenant compte 
de (7), on retrouve l’equation (14). 
Dans la proposition 6, il manque une equation diErentielle pour B oti 
apparaitrait aB/ax + aB/ay t aB/az. A defaut de cela, nous conjecturons le 
rbultat suivant, ou B designe la primitive de B en u: B(u) = J-3 B(u) du 
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