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Introduction
In several application, especially in industry, a system has to repeat cyclically a
given task, following at every iteration the same path and/or stopping in the
same points.
In these cases, possible uncertainties in the knowledge of the parameters may
be compensated by adopting learning or repetitive control schemes, by means
of which the control system, by repeating the task, learns the optimal control
input to be applied to the system in order to have a zero tracking error (that is,
to compensate for partial knowledge of the dynamic parameters).
After a finite number of repetitions, the control law has acquired the
information necessary to compensate for the unknown dynamic effects.
A powerful control tool that deals with this idea is Repetitive Control.
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What does it do?
What is the goal of a Repetitive Control scheme?
Repetitive control intends to perfectly track/reject arbitrary periodic
signals of a fixed period
The disturbances to be rejected can be caused both by exogenous systems
or by a lack of knowledge of the parameters. The only crucial aspect is
their periodicity over a cycle.
Tracking/Disturbance rejection of periodic signals appears in many
applications, such as:
Hard disk/CD drives
Electric power supply
Robotic motions
Many others
. . .
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History
The first repetitive control (RC) system was developed in 1981 by Nakano
and others in a magnet power supply application for a proton synchrotron.
The objective was to control the power supply curve periodically up to a
given shape.
Identification and dynamic inversion of the system was too difficult to get
the desired performances up to the desired precision, considering the need
of robust tracking against the plant uncertainties.
The solution to this problem led to the key idea of RC: the reference signal
was periodic, and thus a procedure to make the system learn the desired
input by itself was implemented:
Feed the reference into the plant;
Store the error signal for one period;
Then feed the error back into the plant, and so on..
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Internal Model Principle
In order to understand how RC works, it is important to introduce the Internal
Model Principle (IMP) which states the following concept:
Accurate control can be achieved only if the control system encapsulates (either
implicitly or explicitly) some representation of the process to be controlled.
Yref (s) Y (s)
R(S) Plant
Once the controlled system contains an internal model of the signal to be
tracked, and the overall system is stabilized, perfect tracking is achieved.
How should R(s) be designed according to IMP?
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IMP Example: Step Signal
Let’s suppose the reference signal is a step signal
Yref (s) =
1
s Y (s)
Plant
t
1
R(s) = R
′
(s) 1
s
×
Re
Im
yref (t)
In order to track the reference asymptotically with zero error, the regulator
R(s) (or possibly the plant itself) must embed the model of the reference
signal, in this case an integrator 1
s
.
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IMP Example: Sinusoidal Signal
Let’s suppose the reference signal is a sinusoidal signal
Yref (s) =
ω
s2+ω2 Y (s)
Plant
t
1
R(s) = R
′
(s) 1
s2+ω2
Re
Im
yref (t) = sin(ωt) ×
×−jω
jω
In order to track the reference asymptotically with zero error, the regulator
R(s) (or possibly the plant itself) must embed the model of the reference
signal, in this case represented by the transfer function 1
s2+ω2
.
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Fourier Decomposition and IMP
Since our initial hypothesis states that we have to deal with periodic reference
signals of known period τ , let’s see how these signals can be modelled and how
we can connect them with the IMP idea:
The Fourier Decomposition Theorem states that any periodic function (or
periodic signal) can be decomposed into the sum of a (possibly infinite) set of
simple oscillating functions represented by sines and cosines.
In particular, we can express a periodic reference signal yref (t) with period τ as
yref (t) =
∞∑
k=0
Ak sin(kωτ t + φk) with ωτ =
2pi
τ
As well known, this means that any periodic function can be represented as a
linear combination of an infinite sum of sine functions with frequencies at
integer multiples of ωτ
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Fourier Decomposition and IMP
In general, in most of control applications, we deal with (well known)
simple signals.
Therefore, we assume that the mode of any of these (periodic) functions is
know and represented by a pair of poles on the imaginary axis
1
s2 + (kωτ )2
→ s = ±jkωτ
According to the IMP, if any of these modes (coming from the Fourier
Decomposition of the periodic reference) is embedded in the control
system, perfect tracking will be achieved by the control system.
In practice we need a system that acts as internal model for any periodic
signal of period τ , thus a system having infinitely many poles on the
imaginary axis at multiple integers of ωτ .
The transfer function of such a system can be represented as
1
s
∞∏
k=1
(s2 + k2ω2τ )
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Fourier Decomposition and IMP
Yref (s) Y (s)
Plant
t
R(s) = R
′
(s) 1
s
∏
∞
k=1
(s2+k2ω2
τ
)
Re
Im
yref (t) = yref (t + τ ) ×
×−jω
jω
×
×
×
2jω
−2jω
1
s
1
s2+ω2
1
s2+(2ω)2
τ
+
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Repetitive Compensator
Now, the question is: How can this transfer function be realized?
A system with this dynamic characterization is called Repetitive Compensator
and represents the core of any RC system.
Let us consider the following scheme:
e−sτ
+
+
t t
τ 2τ
It generates any periodic signal of period τ (with a suitable initial function
stored in the delay block)
It works as the internal model for periodic signals of period τ
The pure delay present in the positive feedback loop implements the
dynamic system with the desired poles on the imaginary axis.
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Repetitive Compensator
The repetitive compensator presents a closed loop transfer function
e−τs
1− e−τs
The poles of this system are those complex numbers s such that
e−τs = 1
By setting s = σ + jω it results
e−τσe−jωτ = 1 = e j2kpi
from which
σ = 0
ω =
2kpi
τ
= k ωτ , k integer
thus exactly the infinite numbers of poles placed where needed.
This proofs that the repetitive compensator acts as internal model for any
periodic signal of period τ .
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Stability of the Overall System
According to the IMP, if we implement the repetitive compensator into a
closed-loop system, asymptotic tracking for exogenous periodic signals should
be achieved.
e−sτ R(s) G(s)
+
+−
+
Comments:
Servomechanism control system with periodic signal generator.
The overall system has obviously to be stable, and a stability analysis is
necessary to evaluate the functionality of the scheme.
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Nyquist-Driven Stability Analysis
By defining P(s) = R(s)G(s), the overall transfer function G0(s) of the
previous system can be obtained from the scheme
e−sτ
1−e−sτ P(s)−
+
and results
G0(s) =
e−τs
1−e−τs
P(s)
1 + e
−τs
1−e−τs
P(s)
=
e−τsP(s)
1 + e−τs (P(s)− 1)
Therefore, the characteristic equation is
1 + e−τs(P(s)− 1) = 0
As known, the roots of this equations are the poles of the system and their
value define the stability properties.
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Nyquist-Driven Stability Analysis
In order to analyse the stability properties, we can consider the following
system which has the same characteristic equations (and consequently the
same poles) of the previous one.
e−sτ P(s)− 1
−
+
As a matter of fact, the overall transfer function H0(s) is now given by
H0(s) =
e−τs(P(s)− 1)
1 + e−τs(P(s)− 1)
with the same characteristic equation as G0(s).
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Nyquist Stability Criterion
The Nyquist Stability Criterion is a very effective tool to determine whether a
closed loop system is stable or not without computing explicitly the closed loop
poles of the system, i.e. the roots of 1 + L(s) = 0.
L(s)
+
−
This method allows to evaluate the presence of zeroes lying in the complex
right-half plane of 1 + L(s) = 0, i. e. the unstable poles of the closed loop
system
It is a powerful tool because it gives informations about the robustness of
the stability of the system, useful in the regulator design phase
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Nyquist Stability Criterion: Practical Rule
The criterion states that the closed loop system with open loop transfer
function L(s) (supposed to be stable), is stable if and only if the polar plot of
L(jω) does not encircle or touch the critical point −1 on the complex plane.
The polar plot can be constructed by evaluating on the complex plane the
image of L(jω) parametrized for ω ranging from 0 to +∞ and then closing
the plot in a specular way about the real axis
The overall plot will always form a closed curve because it derives from a
mapping that has a closed curve as domain (called Nyquist Path)
The Nyquist path is a curve that has as interior the whole half right plane
L(jω)
−1
Re
Im
L(jω)
−1
Re
Im
Stable System Unstable System
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Nyquist Stability Criterion: Some Properties
If the loop transfer function is not rational but contains some delay term it is
still worth to apply the Nyquist criterion for stability analysis of closed loop
systems. Let’s consider a system with loop transfer function
L(s) = e−δsL
′
(s)
It is well known that the greater the value of the delay δ is, the greater
will be the induced negative phase shift.
This behaviour can easily cause instability in the closed loop system
The polar plot of such a system presents a rotational behaviour with
increasing speed with growing values of ω
A very important corollary of the Nyquist criterion that will be used in the
following states that a sufficient condition for stability of the closed loop
systems is
|L(jω)| < 1 ∀ω
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Nyquist-Driven Stability Analysis
Example: consider the transfer function
G(s) =
5
s + 10
with three possible time delays τ1 = 0.01 sec, τ2 = 0.1 sec, τ3 = 0.25 sec
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Nyquist-Driven Stability Analysis
By applying the Nyquist Criterion to the latter RC scheme, it descends that the
system is stable if and only if the polar plot of e−τ jω(P(jω)− 1) does not
encircle or touch the critical point −1.
Since ||e−τ jω|| = 1, a sufficient condition for stability is
||P(jω)− 1|| < 1 ∀ ω
However:
It represents a problematic condition for most of the systems
This sufficient condition is very close to a necessary one in the high
frequency range, since the phase shift caused by the delay can take any
value at high frequencies
The condition is never satisfied unless P is biproper (has relative degree 0)
(P(j∞) 6= 0)
Requires too much: tracking to arbitrary periodic signals (even
discontinuous ones)
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Nyquist-Driven Stability Analysis
Let us consider the system
P(s) =
k(s + 9)
(2s + 10)
with k = 1, 2.5
The Nyquist plots of the system P(s) and of (P(s)− 1) are shown in the
following figures.
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In the second case, it is clear that the condition ‖P(s)− 1‖ < 1 is not satisfied.
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Nyquist-Driven Stability Analysis
As a matter of fact, the responses of the system to a square wave with the two
values of k are
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Possible Remedies
The nonexistence of a repetitive controller for a strictly proper plant is not
surprising: if P(s) has non null relative degree it “integrates” the input at least
once, and hence the output will be smoothed out to some extent making it
impossible to track a signal with an infinitely sharp edge.
This is unfortunate, but not entirely irreconcilable since this is caused by the
apparently unrealistic request of tracking any periodic signal, which may
contain arbitrarily high-frequency modes.
To overcome this problem two solutions have been found:
1 Introduction of a filter in the delay (Often called Modified Repetitive
Control Scheme)
2 Make it a discrete time system, that provides a natural upper bound to the
maximum meaningful frequency value
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Modified Repetitive Control System
The modified RC system presents a low-pass filter Q(s) that multiplies the
pure delay in the repetitive compensator.
Q(s) e−sτ
+
+
Exact internal model is lost. The repetitive compensator acts as internal
model for any periodic signal of period τ within a certain frequency range
Problems in high frequency tracking
The poles escape away from the imaginary axis for high values of ω
The stability condition becomes ||Q(jω)(P(jω)− 1)|| < 1 for all ω
The design of Q(s) is not trivial
Almost never used in practice
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Discrete Time Repetitive Control System
The most common adopted solution is to make the system a digital system.
Any periodic signal with period N (with this notation we mean a time period of
N sampling times) can be generated by an N−step delay with positive
feedback loop. This means that such a system must represent the repetitive
compensator in discrete time version.
z−N
+
+
t t
We can interpret the complex function z−1 as the one-step delay operator.
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Discrete Time Repetitive Compensator
The discrete time repetitive compensator has a closed loop transfer function
z−N
1− z−N
The poles of this system are those complex numbers z such that z−N = 1
By setting z = ρe−jθ it results
ρe jθN = 1 = e j2kpi
from which
ρ = 1
θ =
2kpi
N
, k integer
thus exactly N poles on the unit circle in the z−plane. In discrete time signal
analysis these poles represent the simple oscillation modes whose linear
combination can produce any periodic signal of period N (Discrete Fourier
Decomposition).
This proofs that the discrete time repetitive compensator acts as internal
model for any periodic signal of period N.
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Repetitive Compensator: Continuous VS Discrete
e−τs
+
+
Re
Im
×
×−jω
jω
×
×
×
2jω
−2jω
z−N
+
+
Re
Im
1
×
×
×
× ×
×
×
×
× ×
×
e−j
2pi
N
e j
2pi
N
∞ poles N poles
The discrete time repetitive compensator presents a finite number of poles on
the unit circle. This is not surprising since it is not possible for a digital
periodic signal to have infinite harmonic content because there will always be
an upper bound represented by the sample frequency.
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Stability Issues for Discrete Time Repetitive Control Systems
The stability condition for the closed loop system does not change in the
discrete time domain, but it becomes easier to satisfy:
If we allow delayed tracking, the non null relative degree of the system
does not represent anymore a problem.
The frequency interval in which the polar plot has to be evaluated for
stability is bounded (i.e. not infinite), and thus the problem of its
convergence to the origin when ω →∞ can be avoided in the digital
regulator design phase.
We have to manage pure delays in the control loops in order to
synchronize reference signal and output.
The difficulties in discrete time repetitive control deal mainly with
the fact that reference signals are continuous time
tracking is achievable only at the sample points; this may cause (even
large) intersample ripples and represents a non completely solved problem.
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Some Final Comments
Repetitive Control applied in a nonlinear system framework has been
studied and in some cases satisfactory results have been achieved.
Nevertheless it remains a quite open field of research because it is not easy
to derive stability conditions (tools like frequency analysis are not available
for nonlinear systems).
Since in most of industrial robotics applications cyclic operations are
needed, RC can represent a robust solution for the accomplishments of
these tasks considering the unavoidable lack of perfect knowledge of the
dynamic parameters of the robot. This lack of knowledge becomes a
periodic disturbance since reference is periodic.
In conclusion RC is a powerful tool because of its theoretical wideness of
possible applications and its simplicity of description, but stability analysis
is not trivial and has to be studied yet in many circumstances.
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An Example of Digital Repetitive Control Design
Let’s consider a periodic reference signal, with period τ , applied to the dynamic
system
C(s) =
e−δs
as + 1
C(s) is a first order low-pass filter with I/O time delay
It can represent a great amount of real dynamic systems
Since the systems is purely dynamic (its relative degree is not 0), the
continuous time implementation of RC would not be stable and thus a
discretization of the overall scheme is necessary
In the following, we consider for simplicity δ as multiple integer of the
sampling period T0. In particular δ = ndT0
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Digital Regulator Design
The digital regulator has been designed in such a way to cancel the stable pole
that merges when the Z-transform of the chain of a zero order hold and
continuous plant is considered.
C(s)ZOHR(z)
C(z)
If we call A0 =
T0
a
Z{ZOH ∗ C(s)} = Z{
1− e−T0s
s
e−δs
as + 1
} = z−nd
(1− e−A0 )
(z − e−A0 )
The regulator (with a pole in the origin for feasibility) will have the form
R(z) =
(z − e−A0 )
z(1− e−A0 )
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Simulink Scheme
In case of perfect cancellation, the chain of the controlled system
R(z)C(z) is reduced to a pure delay
In simulation the parameters of C(s) have been modified and a periodic
disturbance on the plant has been added in order to show robustness of
RC schemes
Homework: Try to find out why the delays have to be set as shown in the
scheme! (In this example τ = 10, nd = 3)
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Graphical Results
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The upper figure shows how, cycle
after cycle, the output of the
system approaches the digital
reference provided at the sample
instances.
In the figure below the
interpolation error at the sample
instances is plotted.
The repetitive control systems
cancels successfully both the
parametric errors and the external
disturbances in about 6-7
iterations.
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