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ARNOLD MAPS WITH NOISE: DIFFERENTIABILITY AND
NON-MONOTONICITY OF THE ROTATION NUMBER
L. MARANGIO, J. SEDRO, S. GALATOLO, A. DI GARBO, AND M. GHIL
Abstract. Arnold’s standard circle maps are widely used to study the quasi-
periodic route to chaos and other phenomena associated with nonlinear dy-
namics in the presence of two rationally unrelated periodicities. In particular,
the El Nin˜o–Southern Oscillation (ENSO) phenomenon is a crucial compo-
nent of climate variability on interannual time scales and it is dominated by
the seasonal cycle, on the one hand, and an intrinsic oscillatory instability
with a period of a few years, on the other. The role of meteorological phenom-
ena on much shorter time scales, such as westerly wind bursts, has also been
recognized and modeled as additive noise.
We consider herein Arnold maps with additive, uniformly distributed noise.
When the map’s nonlinear term, scaled by the parameter , is sufficiently small,
i.e.  < 1, the map is known to be a diffeomorphism and the rotation number
ρω is a differentiable function of the driving frequency ω.
We concentrate on the rotation number’s behavior as the nonlinearity be-
comes large, and show rigorously that ρω is a differentiable function of ω, even
for  ≥ 1, at every point at which the noise-perturbed map is mixing. We also
provide a formula for the derivative of the rotation number. The reasoning
relies on linear-response theory and a computer-aided proof. In the diffeomor-
phism case of  < 1, the rotation number ρω behaves monotonically with
respect to ω. We show, using again a computer-aided proof, that this is not
the case when  ≥ 1 and the map is not a diffeomorphism. This lack of mono-
tonicity for large nonlinearity could be of interest in some applications. For
instance, when the devil’s staircase ρ = ρ(ω) loses its monotonicity, frequency
locking to the same periodicity could occur for non-contiguous parameter val-
ues that might even lie relatively far apart from each other.
Contents
1. Introduction and motivation 2
2. Mode locking in the presence of noise and our main results 6
2.1. Model formulation and questions investigated 6
3. Differentiability of the rotation number for strong nonlinearity 9
3.1. Linear response for mixing systems with additive noise 11
3.2. Linear response for Arnold maps with noise 16
4. Mixing rate properties 19
4.1. Rate of mixing and perturbations 20
4.2. Computer-aided estimates on the mixing rate. 22
5. Non-monotonic rotation number for strong nonlinearity 23
Date: January 27, 2020.
2010 Mathematics Subject Classification. 37H99 ;37C30; 86A10 ; 65G30 .
Key words and phrases. Linear response, random dynamical system, ENSO, rotation number,
Arnold map.
1
ar
X
iv
:1
90
4.
11
74
4v
4 
 [m
ath
.D
S]
  2
4 J
an
 20
20
2 L. MARANGIO, J. SEDRO, S. GALATOLO, A. DI GARBO, AND M. GHIL
6. Comparison of the results with further numerical estimates 24
6.1. Ulam’s Monte Carlo method 24
6.2. Invariant measure from the simulation of long orbits 26
6.3. Results 26
6.4. Noise dependence of the rotation number’s monotonicity 26
7. Concluding remarks 29
8. Acknowledgments 30
References 31
1. Introduction and motivation
The motivation of the present work is to provide further physical and math-
ematical insights into the behavior of the El Nin˜o–Southern Oscillation (ENSO)
phenomenon. ENSO is a dominant component of the climate system’s variabil-
ity on the time scale of several seasons to several years [58, 62] and its accurate
prediction for 6–12 months ahead is of great socio-economic importance [17, 35, 53].
Arnold map with noise as a climate toy model. The model studied herein is a highly
idealized one that captures, however, two key features of interest of the ENSO
phenomenon, namely frequency locking and high irregularity. Frequency-locking
behavior has been observed in many fields of physics in general [9, 10, 26] and in
several ENSO models in particular [21, 37, 45, 46, 65, 69, 70]. For instance, some
early coupled ocean–atmosphere models that attempted to simulate and predict
ENSO were locked into a two-year or a three-year cycle. Clearly, it is difficult
to predict large El Nin˜o events in the Eastern Tropical Pacific — which occur
irregularly, every 2–7 years — with a model that has a persistent, stable periodicity
of two or three years [36].
Frequency-locking, also called mode-locking, is due to nonlinear interaction be-
tween an internal frequency ωi of the system and an external frequency ωe. In the
ENSO case, the external periodicity is the seasonal cycle, while the internal period-
icity is associated with an oscillatory instability that has been studied extensively
in the absence of the seasonal cycle [58, and references therein]. A simple model for
systems with two competing periodicities is the well-known standard circle map [4].
This map is often called the Arnold map and it is given by Eq. (2) at the beginning
of the next section.
Strong nonlinearity. The deterministic Arnold circle map Tτ, : S
1 → S1 is defined
by
(1) Tτ,(x) := x+
2pi
ω
− 
2pi
sin(2pix) mod 1 .
In the absence of nonlinear effects ( = 0) the behavior of the deterministic map in
Eq. 1 is relatively simple: either the driving frequency ω is rational, ω = p/q with
(p, q) integers, and the dynamics is periodic with period p; or ω is irrational and
the iterates {Xn} of the map fill the whole circle S1 densely. For small nonlinearity,
  1, narrow Arnold tongues develop out of each rational-periodicity point (ω =
p/q,  = 0). Each such tongue increases in width with increasing , while the
periodicity within it stays equal to p; see Fig. 1. As  exceeds the value 1.0, the
Arnold tongues overlap, and chaotic behavior sets in [4].
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Figure 1. Contour maps of the rotation number ρ = ρτ in the
parameter space (τ , ), where τ = 2pi/ω. Each ρτ value was es-
timated by performing 10 000 iterations of the map given by
Eq. (2) in Section 2.1 below. Top panels: noise amplitude ξ = 0,
with a blow-up near the critical line  = 1 at the right. Bottom
panels: Noise amplitude ξ = 0.02 (left) and ξ = 0.05 (right). All
numerical data were obtained for 4 000 values of τ and 200 of ,
uniformly distributed in the corresponding intervals.
The observed irregular behavior of ENSO argues strongly for large nonlinearities
being active and giving rise to chaotic behavior [33]. One such numerical result is
illustrated by the “Devil’s bleachers” in Fig. 2.
Noise sources in ENSO modeling. In climate modeling in general, variability on
smaller scales in time and space is increasingly modeled as random. The so-called
parametrization — i.e., large-scale representation of net effects — of subgrid-scale
phenomena plays an increasing role in refining the most detailed and highly resolved
climate models [59]. More specifically, the role of westerly wind bursts in the onset
of El Nin˜os has been studied more and more intensively [73]. These wind bursts
over the western Tropical Pacific are at least correlated with and possibly causal to
warm events in the eastern Tropical Pacific [25].
Timmermann and Jin [68] have included a stochastic process meant to represent
these wind bursts into a low-order ENSO model and shown that it contributes to
the irregular occurrence of the model’s warm events. This stochastically perturbed
ENSO model has been further studied in [22], where its random attractor has been
computed. Using an additive stochastic process in the toy model studied herein
seems therewith amply justified.
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Figure 2. Devil’s bleachers from a relatively simple ENSO model
based on the coupling of a partial differential equation for the ocean
with an integral equation for the atmosphere [45, 46]. The two
parameters are δs on the abscissa and µ on the ordinate: δs is a
mixed ocean layer parameter that determines the periodicity of the
internal oscillation, while µ corresponds to the strength of the local
coupling between the atmosphere and ocean. The colors identify
large areas of ENSO locking to 1–5 years, while gray identifies
chaotic behavior; see color bar. Courtesy of Fei-Fei Jin and based
on numerical results of [46].
In the present paper, we will formulate and apply techniques allowing one to
obtain results on the rotation number of the strongly nonlinear Arnold circle map in
the presence of additive noise. No claim is made that this results obtained herein
could be applied directly to high-end climate models. It is common, though, in
the climate sciences to deal with a full hierarchy of models [31, 41, 66]— from the
Arnol’d circle map, through low-order systems of ordinary differential equations
[54],[55], [44], [38], [61] and on to intermediate models governed by partial differen-
tial equations in one or two space dimensions, all the way to fully three-dimensional
and highly detailed general circulation models. Moreover, it is more and more the
case that the simulations of intermediate and high-end models are analyzed by
data-driven methods to yield stochastic-dynamic models reproducing their main
properties [60, 47]. It is to these models that advanced mathematical techniques,
like the ones proposed in this paper, are then to be applied.
As we shall see forthwith, a key tool of our approach is linear response theory,
which has already been applied fairly widely in the climate sciences ([52],[34],[40]).
From the theoretical point of view linear response theory was proved to apply gen-
erally in random systems in which the presence of noise plays has a regulatizing
effect ([40],[27]). We can expect, therefore, that several of the general ideas pre-
sented herein can be applied to low-order and intermediate climate models, in the
presence of additive noise.
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Linear response and stability of the statistical properties. In the following sections,
we study the behavior of the statistical properties of Arnold maps with additive
noise and strong nonlinearity. In particular, we study the behavior of their rotation
number. We are interested in the smoothness of the rotation number ρ as a function
of the driving frequency ω and in its monotonicity properties. We will see that,
in the strong nonlinearity case  ≥ 1, ρ = ρ(ω) still varies smoothly, but it is not
monotonic anymore, as it is in the weakly nonlinear case  < 1.
Our findings rely both on general mathematical results and on rigorous computer-
aided estimates. The smoothness of statistical properties of a family of dynamical
systems is often guaranteed by the fact that its relevant stationary or invariant
measure varies in a smooth way with respect to changes in a control parameter
of the system. This property is called a linear response of the invariant measure
under perturbation of the system. The system’s linear response with respect to
a perturbation can be described by a suitable derivative, representing the rate of
change of the relevant (physical, stationary) invariant measure of the system with
respect to the perturbation.
The behavior of the stationary measure of a random or deterministic dynamical
system under perturbations may be very different from system to system. Some
classes of systems have a smooth behavior, with respect to suitable perturbations;
this smoothness was proved for several classes of deterministic systems. Starting
with the work of Ruelle (see [64]) which proved this for uniformly hyperbolic sys-
tems, similar results have been proved in some cases for non-uniformly expanding
or hyperbolic ones (see e.g. [5, 11, 12, 13, 16, 23, 48, 77]). On the other hand, it is
known that linear response does not always hold, due to the lack of regularity of the
system or of the perturbation or to insufficient hyperbolicity; see [11, 15, 28, 77].
The survey paper [14] has an exhaustive list of classical references on the subject.
An example of linear response for small random perturbations of deterministic
systems appears in [51]. Results for random systems were proved in [40], where
the technical framework was adapted to stochastic differential equations and in [6],
where the authors consider random compositions of expanding or non-uniformly
expanding maps. Rigorous numerical approaches for the computation of the linear
response are available, to some extent, both for deterministic and random systems
(see [7, 63]).
In recent work [27], it was shown that, in the presence of additive noise, one can
expect linear response, even for maps which are not expanding or hyperbolic. The
Arnold maps with noise and strong nonlinearity and the kinds of perturbations we
consider herein fit into this framework. In this paper, we will adapt the results
of [27] to prove linear response for this class of systems and perturbations, along
with smoothness of the rotation number. We remark that the results of [27] are
not directly applicable to the kind of perturbations we need to consider here be-
cause these perturbations change the critical values of the deterministic part of the
dynamics. In Section 3 we show how to deal with these perturbations.
Computer-aided estimates. Some of the results we present have been obtained with
the help of computer-aided estimates. These estimates are obtained using suitable
numerical software that tracks the possible truncation and numerical errors during
the computation. The output of the computation is then an interval containing in a
certified way the result that was meant to be estimated, e.g. “the rotation number
ρ of the given system is contained in the interval [0.556, 0.566]”. Such rigorous
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computations can be implemented by suitable numerical methods and libraries, the
results can be considered as statements proved by a computer-aided estimate; see,
for instance, the book [71] for an introduction to the subject.
In this paper we will make use of the software and the methods developed in [29]
for dynamical systems on the interval with additive noise.1
The software will be used in this work for two purposes:
(1) computing the stationary measure of a given Arnold map with noise to
within a small, explicit error in the L1-norm.
(2) computing such a system’s mixing rate. The mixing rate is measured by
the norm of the iterates of the transfer operator associated with the system,
restricted to the space of measures having zero average on the phase space
S1.
Both of these computations are made possible by a kind of finite-element approx-
imation of the transfer operator, used in combination with quantitative functional
analytic stability statements that estimate explicitly, and not asymptotically the
approximation errors made in the finite element reduction (as explained in [29]).
Further details on this matter will be given in Sections 4.2 and 5, where we also
show the results of the computer-aided estimates we use herein.
Plan of the paper. The paper is structured as follows:
In Section 2 we introduce the Arnold maps with noise that we study and the
questions which are investigated in the paper. We also state informally the paper’s
main results.
In Section 3 we outline a general linear-response statement, and adapt it to the
kind of systems and perturbations we investigate in the paper. This will be the core
tool to show that the rotation number varies smoothly even in the strong nonlinear
case  ≥ 1.
The application of the theory built in Section 3 requires some quantitative esti-
mate on the system’s mixing rate. In Section 4, we prove the quantitative stability
results that are required to support a computer-aided estimation of the system’s
mixing rate and show the result of such computer-aided estimates.
Further computer-aided estimates in Section 5 yield rigorous non-monotonicity
results for the rotation number in the strong nonlinearity case.
2. Mode locking in the presence of noise and our main results
In this section we introduce more precisely the systems and the problems being
studied in the paper. We also state informally the main results of the paper and
summarize the findings of the paper [78], which could be used to prove the smooth-
ness of the rotation number in the weak nonlinearity case  < 1, but cannot be used
in the case  ≥ 1.
2.1. Model formulation and questions investigated. The system we study
is the stochastically perturbed Arnold circle map, where the usual, deterministic
circle map Tτ, : S
1 → S1 is defined by
(2) Tτ,(x) := x+ τ − 
2pi
sin(2pix) mod 1 .
Here τ := 2pi/ω and ω := ωi/ωe is the driving frequency, while  ≥ 0 parameterizes
the magnitude of nonlinear effects. In other situations, where external driving is
1The code used in this paper is at https://bitbucket.org/luigimarangio/arnold_map/ .
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replaced by genuine coupling between two oscillators, one also refers to  as the
coupling parameter.
By Arnold map with additive noise we mean the stochastic process {Xn}n∈N on
S1 defined by
(3) Xn+1 = Tτ,(Xn) + Ωn mod 1 .
At each iterate of Tτ,(x), an independent identically distributed (i.i.d.) noise
Ωn, that is uniformly distributed on [−ξ/2, ξ/2], is added to the deterministic term
on the right-hand side of (3); in particular, the noise is independent of the point
Xn ∈ S1.
In the case  = 0, ξ = 0, the system is simply a rotation of the circle. In the
deterministic case, where ξ = 0, and  ∈ (0, 1) we get the classical Arnold circle map,
which is one of the simplest models of coupled oscillators [2, 42, 3, 39, 33]. Outside
climate science, in the context of cardiac dynamics the circle map was employed
as a model for cardiac arrhythmias [3, 39] in which the irregular dynamics of heart
pumping is interpreted as arising from the competition of two pacemakers. Similar
studies were carried out in neurophysiology to investigate the dynamical behavior
of a neuron subject to periodic stimulation [42]. In addition, the Arnold circle map
was recently used as a model of the sleep-wake regulation cycle [8]. In another
study a chain of coupled Arnold circle maps was employed to study the emergence
of phase-locking patterns as a function of the coupling [18].
In the deterministic case, one of the most striking feature of this model is the
mode-locking phenomenon: let us consider the rotation number. The rotation num-
ber ρ = ρτ measures the average rotation per iterate of (2) on S
1 and is defined
as
ρτ := lim
n→∞
T˜nτ,(x)
n
where T˜nτ, : R→ R is the lift of Tτ, to R, defined by
(4) T˜τ,(x) := x+ τ − 
2pi
sin(2pix).
In this case we consider a system with additive noise as in (3) we define the
rotation number by considering a stochastic process X˜ on R defined by X˜n+1 =
T˜τ,(X˜n) + Ωn and ρτ := limn→∞
X˜n
n .
There are some general classical results concerning the properties of the rotation
number for deterministic and orientation-preserving diffeomorphisms of the circle
that is useful to recall here (further details can be found in [79, 80]): it is well
known that the rotation number is independent of x ∈ S1. A very important result
is the Denjoy theorem that states that an orientation-preserving diffeomorphism
(for our maps Tτ, this corresponds to the weakly nonlinear case  < 1) having
an irrational rotation number is topologically conjugate to an irrational rotation
in S1 (see [80, 75]). The mode locking corresponds to the fact that the rotation
number is locally constant around rational values of the driving frequency τ : the
map ”rotation number vs driving frequency” is a devil’s staircase (see Fig. 3 for
one example). Concerning the existence of the derivative of ρτ , with respect to
the parameter τ of an orientation-preserving diffeomorphism, a classical result as-
serts that this derivative is defined in a point τ0 when the corresponding rotation
number is irrational (ρτ0 6∈ Q) [79]. Moreover, as shown recently in [81], when τ0
is the endpoint of an interval for which ρτ0 ∈ Q then the following result holds
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limτ→τ0 sup
ρτ−ρτ0
τ−τ0 = ∞. Hence in the diffeomorphism case, ρτ cannot increase
differentiably as τ grows. Other results in this direction appear in [82].
In Fig. 3, we plot the behavior or the rotation number of the system with additive
noise at each iterate like in (3). It is easy to notice that in this case, the graph
of the rotation number seems to go through a ”smoothing” process, i.e the map
τ 7→ ρτ becomes smooth. In the case of weak nonlinearity,  ∈ (0, 1), this was
rigorously proved by the work of [78]. To the best of our knowledge, both in the
deterministic case and in the case with additive noise, no rigorous results about the
differentiability of ρτ are present in the literature for the case where  ≥ 1.
In the present paper we focus to this case, where the methods of [78] cannot work;
from the physical point of view this case corresponds to strong nonlinear behavior
and from the mathematical point of view it corresponds to the fact that the map
Tτ, is not a diffeomorphism anymore.
For Tτ,, when  ≥ 1 a mode locking phenomenon can still be observed, but
the behavior of the rotation number as a function of the driving frequency is more
complicated. In Fig. 4 we show a plot of the rotation number both in the case
with noise and without noise. We can observe that the action of the noise makes
the rotation number smoother, as in the diffeomorphism case. Furthermore we can
observe that the rotation number is not monotonic anymore as τ increases. This
happens both with noise and without noise. The goal of this paper is to propose
an explanation for those observations in the presence of noise, at the crossroads of
linear response theory and computer-assisted proofs.
More precisely, we prove that :
a): The rotation number is differentiable even in the case  ≥ 1 at every value
for the parameter τ for which the system is mixing and we provide examples
of intervals for which this assumption is satisfied (see Section 4.2). We also
provide an explicit formula to compute the derivative.
This will be done adapting some general linear response results for sys-
tems with noise coming from [27]. In those results the mixing assumption
is needed. We verify the assumption with some certified computer aided
estimates, establishing that the system is mixing when τ is in certain in-
tervals.
b): The rotation number is not always monotonic. In particular we show
intervals for which there is a decreasing of the rotation number. (see Section
5).
This will be done by a certified approximation of the rotation number for
a certain values of the parameters. The certified estimate on the rotation
number will come from a certified approximation of the stationary measure
of the system with a small error in L1, using the framework developed in
[29].
We emphasize that the tools we develop here are only suitable to study this
problem in the presence of noise. More precisely, we can study the influence of
changes in the driving frequency τ , or in the noise amplitude ξ (although we do
not write it here, see [27, §4.2]), as long as it does not go to 0. The approach here
used is adapted to systems which are fastly converging to equilibrium and this is
granted in our examples by the presence of noise.
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Figure 3. Plot of the rotation number ρ = ρτ for  = 0.9.
The black line corresponds to the absence of uniformly distributed
noise, while the red line shows this dependence in the presence of
such noise, with amplitude ξ = 0.05. Recall that τ = 2pi/ω, where
ω is the driving frequency. The lower panel is a blow-up of the
dependence near the value τ = 0.5.
3. Differentiability of the rotation number for strong nonlinearity
In this section, we show that when the system is mixing, cf. Assumption LR1 of
Theorem 8, there is linear response and the rotation number is differentiable with
respect to changes in the parameter τ . This important inference will be obtained by
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Figure 4. Same as Fig. 3 but for  = 1.4 and for noise amplitude
ξ = 0.01. Here the lower panel is a blow-up of the dependence near
τ = 0.7.
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adapting general linear response results for systems with additive noise to our case.
In the following section, we start to introduce these results and the preliminary
functional analytic work that is necessary.
The theoretical work will lead to linear response statements for families of Arnold
maps with noise, in which the forcing parameter τ is modulated. The linear response
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will, in turn, lead to the differentiability of the associated rotation number; see
Proposition 16 and Corollary 18.
3.1. Linear response for mixing systems with additive noise. Let BS(S1)
be the set of Borel signed measures on S1. This is a normed vector space if we
consider the Wasserstein-Kantorovich norm defined on BS as
(5) ‖µ‖W = sup
‖g‖∞≤1, Lip(g)≤1
∫
S1
g(x)dµ.
where Lip(g) is the best Lipschitz constant of g. We remark that BS is not com-
plete with this norm. The completion leads to a distributions space that is the dual
of the space of Lipschitz functions.
We recall the following classic fact: the subspace spanned by Dirac masses in BS
is dense for the weak-? topology. Notice also that in this topology, one may ap-
proximate Dirac masses by multiples of indicators functions (e.g
1
2
1(a−,a+) goes
to δa, the Dirac mass at a ∈ S1, when  → 0, in the weak-? topology). Thus,
one may approximate any Borel signed measure by a L1 function in the weak-?
topology. As the unit ball of the space of Lipschitz functions is compact in C0(S1),
it follows that one may approximate any Borel signed measure by a L1 function in
the Wasserstein norm.
We remark that since S1 = R/Z is an additive group endowed with a Haar-
Lebesgue measure (here denoted by m), there is a well defined notion of convolution.
More precisely, given f, g ∈ L1((S1,m),R) let us define the convolution f ∗ g as
f ∗ g(t) =
∫
S1
f(t− τ)g(τ)dτ.
It is easy to see that f ∗ g is a L1((S1,m),R) function, and that the convolution ∗
is commutative. In this context, it is also possible to define the convolution of two
signed measures f, g ∈ BS(S1), f ∗ g ∈ BS(S1) as the Borel signed measure
f ∗ g(A) :=
∫
S1
∫
S1
1A(x+ y)df(x)dg(y).
There is a particularly useful special case of the convolution of two measures in
BS(S1): suppose f is absolutely continuous with respect to m. In this case we
have
f ∗ g(t) =
∫
S1
f(t− τ)dg(τ).
It is noteworthy that in this case the convolution f ∗g is a L1(m) function: this is a
first instance of the regularization properties of the convolution, which we highlight
and develop in the next section.
Remark 1. When dealing with measures which are absolutely continuous with re-
spect to the Lebesgue measure we will often identify the measure itself with his
L1density, to simplify notations.
We end by recalling the definition of variation for a signed measure and a func-
tion.
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Definition 2. Let g be a finite Borel measure with sign on S1. Given its decom-
position as the difference of two positive measures g = g+ + g−, we define its total
variation as
‖g‖ = g+(S1) + g−(S1).
Let f ∈ L1(S1,m) be the density of an absolutely continuous measure and P =
P (x1, x2, . . . , xn) be the set of endpoints of a finite partition of S
1. Let us denote
x0 := xn. We define the variation of f with respect to P as
(6) V arP (f) :=
n∑
k=1
|f(xk)− f(xk−1)|.
If there exists M such that V ar(f) := sup
P
V arP ≤M , with P ∈ {finite partitions},
then f is said to be of Bounded Variation. Let the Banach space of Borel measures
having a bounded variation density be denoted as
BV (S1) = {f ∈ L1, V ar(f) <∞}
with the norm ‖f‖BV = ‖f ||L1 + V ar(f). We will always use BV for BV (S1)
unless BV (·) specifies an argument for the space.
3.1.1. Regularization estimates. The next lemmas provide regularization properties
of the convolution that will be used later.
Lemma 3. Let f ∈ L1(m) and g ∈ BS(S1). The following inequality holds:
‖f ∗ g||L1 ≤ ‖g‖ · ‖f ||L1 .
Proof. Suppose first that g is positive
‖f ∗ g||L1 ≤ sup
‖h‖∞≤1
∣∣∣∣∫
S1
h(t) (f ∗ g)(t)dt
∣∣∣∣
= sup
‖h‖∞≤1
∣∣∣∣∫
S1
h(t)
∫
S1
f(t− τ)dg(τ) dt
∣∣∣∣
≤ sup
‖h‖∞≤1
∣∣∣∣∫
S1
∫
S1
h(t)f(t− τ)dt dg
∣∣∣∣
≤
∫
S1
‖f‖L1 dg(τ) ≤ ‖f‖L1 · g(S1).
The general case follows by the linearity of the convolution considering g =
g+ − g− and the fact that g−, g+ are positive measures. 
Lemma 4. Let f ∈ BS[S1] and g ∈ L1(S1). We have
(7) ‖f ∗ g‖W ≤ ‖f‖W · ‖g||L1 .
Proof. Let us consider f ∈ BS(S1) and g ∈ L1(S1). Let h ∈ Lip(S1) be such that
‖h‖∞ + Lip(h) ≤ 1.
To prove (7), we estimate the quantity∣∣∣∣∫
S1
h(z)d(f ∗ g)(z)
∣∣∣∣ = ∣∣∣∣∫
S1
∫
S1
hy(x)df(x)g(y)dy
∣∣∣∣
≤
∫
S1
∣∣∣∣∫
S1
hy(x)df(x)
∣∣∣∣ |g(y)|dy
≤ ‖f‖W ‖g||L1
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where hy(x) := h(x+y) is also a Lipschitz function satisfying ‖hy‖∞+Lip(hy) ≤ 1.
Thus we have
‖f ∗ g‖W := sup
h∈Lip(S1)
‖h‖Lip≤1
∣∣∣∣∫
S1
h(z)d(f ∗ g)(z)
∣∣∣∣ ≤ ‖f‖W ‖g||L1

The next definition introduces the space of zero average measures.
Definition 5. Let us define the space of zero average measures V ⊂ L1 as
(8) V := {f ∈ L1(S1) s.t.
∫
S1
f dm = 0}.
Lemma 6. Let f ∈ BS(S1) such that f(S1) = 0 and g ∈ BV . Then the convolution
f ∗ g ∈ L1(S1) and
(9) ‖f ∗ g||L1 ≤ 2‖f‖W · ‖g‖BV .
Proof. Consider a C1 function gε such that ‖gε − g||L1 ≤ ε and ‖gε‖BV = ‖g‖BV ,
then by Lemma 3
‖f ∗ g − f ∗ gε||L1 ≤ ε
thus we can replace g with gε up to an error which is as small as wanted in the
estimate we consider. We now consider ‖f ∗ gε||L1 . Since gε is C1 with compact
support, it is bounded and has bounded derivative. Hence there is C such that for
every f ∈ V satisfying ‖f − f‖W ≤ C, it holds |f ∗ gε(x) − f ∗ gε(x)| ≤  for
every x ∈ R, by which
‖f ∗ g − f ∗ gε||L1 ≤ ε
Thus we may also replace f with f in our main estimate. Remark that f ∗ gε(t)
is a C1 function, with (f ∗ gε)′ = f ∗ g′.
Let us consider
hˆ(t) =
{
|f∗gε(t)|
f∗gε(t) if (f ∗ gε)(t) 6= 0
0 if (f ∗ gε)(t) = 0
and
h(t) = hˆ(t)−
∫
hˆ(t)dt.
hˆ is simply the sign function of f ∗ g. Thus by definition of hˆ,
‖f ∗ gε||L1 =
∫
S1
|(f ∗ gε)(t)| dt =
∫
S1
h(t)(f ∗ gε)(t)dt.
Indeed, recalling that f ∗ gε ∈ V∫
S1
[hˆ(t)−
∫
S1
hˆdt](f ∗ gε)(t)dt =
∫
S1
hˆ(t)(f ∗ gε)(t)dt
=
∫
S1
|(f ∗ gε)(t)| dt.
Taking a one-periodic representative of f ∗ g, we can interpret the integral on
S1 as an integral on [0, 1]. Since h has zero average, its primitive
∫ t
0
h(s)ds = k(t)
is also a one-periodic map. Applying integration by parts thus yields:
‖f ∗ gε||L1 =
∫ 1
0
∫ t
0
h(r)dr (f ∗ gε)′(t)dt =
∫ 1
0
k(t)(f ∗ g′ε)(t)dt.
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Note that since its derivative h is bounded by 2, k is a 2−Lipschitz function on S1.
The last integral can be rewritten as∫ 1
0
k(t)
(∫
S1
g′ε(t)f(t− s)ds
)
dt =
∫
S1
∫
S1
k(t)g′ε(s)f(t− s)dsdt
=
∫
S1
∫
S1
k(t)f(t− s)g′ε(s)dtds
=
∫
S1
(∫
S1
k(t+ s)f(t)dt
)
g′(s)ds
by applying Fubini-Tonelli theorem. Thus we obtain
‖f ∗ gε||L1 ≤
∫
S1
∣∣∣∣∫
S1
ks(t)f(t)dt
∣∣∣∣ |g′(s)|ds ≤ 2‖f‖W ‖g‖BV
since ks : t 7→ k(t+ s) is a 2-Lipschitz function satisfying ‖ks‖∞ ≤ 2 for all s ∈ S1.
This last estimate being valid for each ε, the proposition is established. 
Lemma 7. Let f ∈ L1, g ∈ BV
(10) ‖f ∗ g‖BV ≤ ‖f ||L1 · ‖g‖BV .
Proof. Similar estimates are well known for the convolution on R. We prove the
estimate on S1. Let us suppose first that f, g ∈ C1(S1). In this case f ∗ g ∈ C1and
V ar(f ∗ g) =
∫
S1
|(f ∗ g)′(t)| dt =
∫
S1
|f ∗ g′(t)| dt
and by Lemma 3
V ar(f ∗ g) ≤ ‖f ||L1‖g′||L1
from which we get directly the statement.
Now suppose f ∈ C1 and g ∈ BV , let us consider as before gε ∈ C1 such that
‖gε − g||L1 ≤ ε and ‖gε‖BV = ‖g‖BV .
Now
V ar(f ∗ g) ≤ V ar(f ∗ g − g) + V ar(f ∗ g)
≤ V ar(f ∗ g − g) + ‖f ||L1‖g
′
||L1
but V ar(f ∗ g − g) ≤ V ar(f)‖g − g‖ ≤ V ar(f) and can be made as small as
wanted, allowing to prove the statement in the case f ∈ C1 and g ∈ BV.
Now by approximating f ∈ L1 by a fε ∈ C1 such that ‖fε− f ||L1 ≤ ε and using
again Lemma 3 we get the full statement. 
3.1.2. Linear response, a general statement. In [27], systems with additive noise are
considered and a linear response theorem is proved for a general class of Markov
operators including dynamical systems with additive noise. We state the theorem
and apply it to the random Arnold maps and perturbations we mean to consider.
We will consider a normed vector space (Bw, ‖ · ‖w), with BS ⊇ Bw ⊇ L1 and
‖ · ‖w ≤ ‖ · ||L1 , as well as its space of zero average measure Vw.
(11) Vw := {µ ∈ Bw s.t. µ(S1) = 0}.
Let us consider a family of Markov operators Lδ : BS(S
1) → BS(S1), where
δ ∈ [0, δ).
Recall that a Markov operator L is positive and preserves probability measures:
if f ≥ 0 then Lf ≥ 0 and f(S1) = Lf(S1) for each f ∈ BS(S1). Let us denote by
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Id the identity operator, and by (zId − L)−1 the resolvent related to an operator
L, formally defined as
(12) (zId− L)−1 =
∞∑
n=0
1
zn+1
Ln.
which is rigorously defined on suitable spaces whenever the infinite series converges.
Let us suppose that each operator Lδ has a fixed probability measure in BV (S
1).
We now show that under mild further assumptions these fixed points vary smoothly
in the weaker norm ‖·‖w. The following general result on linear response for system
with additive noise is proved in [27].
Theorem 8. Suppose that the family of operators Lδ satisfies the following four
conditions:
(LR0) fδ ∈ BV (S1) is a probability measure such that Lδfδ = fδ for each δ ∈[
0, δ
)
. Moreover there is M ≥ 0 such that ‖fδ‖BV ≤M for each δ ∈
[
0, δ
)
.
(LR1) (mixing for the unperturbed operator) For each g ∈ BV (S1) with ∫ g dm = 0
lim
n→∞ ‖L
n
0 g||L1 = 0.
(LR2) (regularization of the unperturbed operator) L0 is regularizing from Bw
to L1 and from L1 to Bounded Variation i.e. L0 : (Bw, ‖ · ‖w) → L1 ,
L0 : L
1 → BV are continuous.
(LR3) (small perturbation and derivative operator) There is K ≥ 0 such that2
||L0 − Lδ||L1→(Bw,‖·‖w) ≤ Kδ, and ||L0 − Lδ||BV→V ≤ Kδ. There is L˙f0 ∈ Vw
such that
(13) lim
δ→0
∥∥∥∥ (L0 − Lδ)δ f0 − L˙f0
∥∥∥∥
w
= 0.
Then (Id−L0)−1 : Vw → Vw is a continuous operator and we have the following
linear response formula
(14) lim
δ→0
∥∥∥∥fδ − f0δ − (Id− L0)−1L˙f0
∥∥∥∥
w
= 0.
Thus (Id − L0)−1L˙f0 represents the first-order term in the change of equilibrium
measure for the family of systems Lδ.
Remark 9. Condition LR0 is always satisfied by systems with additive noise. Fur-
thermore, the stationary measure f0 has a density of bounded variation; see [27],
Lemma 23.
Remark 10. By Conditions LR1 and LR2, f0 is the unique fixed probability mea-
sure of L0 in BS(S
1).
Remark 11. The regularization property called for by Condition LR2 is required
only for the unperturbed operator L0. In our systems this regularization is provided
by the estimates shown in Section 3.1.1.
2Notation: If A,B are two normed vector spaces and T : A → B we write ‖T‖A→B :=
supf∈A,‖f‖A≤1 ‖Tf‖B
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Remark 12. The mixing assumptions listed in Condition LR1 are required only
for the unperturbed operator L0. This statement will be proved for certain classes
of systems by a computer-aided proof.
Remark 13. In Theorem 8 the weak norm ‖ · ‖w could be the L1 norm itself. In
our case we can prove the existence of the limit in (13) with a convergence in the
Wasserstein ‖ ‖W norm, this will be the choice of the weak norm that will be used
in this paper.
3.2. Linear response for Arnold maps with noise. We will now apply the
above theorem to a family of operators Lδ, δ ∈ [0, δ], which are the annealed
transfer operators associated with the Arnold maps with additive noise defined in
(3). Recall that the transfer operator associated to a deterministic transformation
Tδ is defined, as usual by the pushforward map also denoted by (Tδ)∗, by
(15) [LTδ(µ)](A) := [(Tδ)∗µ](A) := µ(T
−1
δ (A))
for each measure with sign µ and Borel set A. When T is nonsingular3 LT preserves
the space of absolutely continuous finite measures and can be considered as an
operator L1 → L1. The transfer operator associated to the Arnold map with
additive noise (see [50] or [74] for basic facts on transfer operators associated to
random systems) will be the composition of the transfer operator LTδ related to
the map
Tδ := Tτ+δ,(x) = x+ τ + δ − 
2pi
sin(2pix)
and the action of te noise which is given by a convolution. The transfer operator
associated to the system with additive noise Lδ : L
1 → L1 is then given by
(16) [Lδf ](t) = [ρξ ∗ LTδ(f)](t).
As said before, to apply Theorem 8 to our case we consider ‖‖w as the W norm.
We need to prove that the assumptions are satisfied. The most complicated one is
the assumption LR3, the existence of the derivative operator
Lemma 14. The limit defined at (13) exists in BS and the limit converges in the
W-norm.
lim
δ→0
∥∥∥∥ (L0 − Lδ)δ f0 − [δ−ξ − δξ]2ξ ∗ LT0(f0)
∥∥∥∥
W
= 0.
Proof. We remark that LT0(f0) ∈ L1(S1) furthermore
L0f0(t) = [ρξ ∗ LT0(f0)](t) =
∫
S1
ρξ(t− τ)[LT0(f0)](τ)dτ
and
Lδf0(t) = [ρξ ∗ LTδ(f0)](t) =
∫
S1
ρξ(t− τ)[LT0(f0)](τ − δ)dτ
=
∫
S1
ρξ(t− c− δ)[LT0(f0)](c)dc
3A Borel map T : X → X is a said to be nonsingular with respect to the Lebesgue measure m
if for any measurable N m(T−1(N)) = 0 ⇐⇒ m(N) = 0 .
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hence
(17)
[
Lδ − L0
δ
f0
]
(x) =
∫
S1
ρξ(t− δ − τ)− ρξ(t− τ)
δ
[LT0(f0)](τ)dτ.
Denoting by Rδ : L
1 → L1 the translation operator given by [Rδf ](x) = f(x−δ).
It holds that
(18)
Lδ − L0
δ
f0 =
[R−δρξ − ρξ]
δ
∗ [LT0(f0)]
but
lim
δ→0
∥∥∥∥ [R−δρξ − ρξ]δ − [δ−ξ − δξ]2ξ
∥∥∥∥
W
= 0
where δ−ξ and δξ are the delta measures placed on ±ξ.
Then by (7)
lim
δ→0
L0 − Lδ
δ
f0 =
[δ−ξ − δξ]
2ξ
∗ LT0(f0)
(recall that T0 is nonsingular and then LT0(f0) ∈ L1 ) with convergence in the || ||W
norm. 
Lemma 15. The remaining assumptions of Item LR3 of Theorem 8 are satisfied:
||L0 − Lδ||L1→(BS,‖·‖W ) ≤ Kδ, and ||L0 − Lδ||BV→V ≤ Kδ.
Proof. Let f ∈ L1. By (18) it holds
[Lδ − L0]f = [R−δρξ − ρξ] ∗ [LT0(f)].
Since there is a K such that ||[R−δρξ − ρξ]||L1 ≤ Kδ by Lemmas 3 and 4 we
directly get the statement. 
All the estimates of this section lead to the following linear response statement
for the systems and perturbations we consider in this work.
Proposition 16. Let T0 : S
1 → S1 be a nonsingular map. Let Tδ defined as
Tδ(x) = T0(x) + δ, let Lδ : L
1 → L1 be the transfer operator defined as in (16). Let
fδ ∈ L1 be such that Lδfδ = fδ (a stationary measure for the system Lδ).
Suppose L0 is mixing: for every g ∈ BV [0, 1] with
∫
I
g dm = 0, then
lim
n→∞ ‖L
n
0 g||L1 = 0.
(see Assumption LR1 of Theorem 8) Then (Id−L0)−1 is a continuous operator on
the space of zero average Borel measures equipped with the || ||W norm and
(19) lim
δ→0
∥∥∥∥fδ − f0δ − (Id− L0)−1[ [δ−ξ − δξ]2ξ ∗ LT0(f0)]
∥∥∥∥
W
= 0.
Proof. The proof is a direct application of Theorem 8. The assumption LR2 of
Theorem 8 is a direct consequence of Lemma 6 and Lemma 7. The assumption
LR3 and the formula for the derivative operator is proved in Lemmas 14 and
15. 
The linear response in ‖ ‖W is sufficient to deduce the smoothness of the rotation
number because the observable associated to the rotation number is Lipschitz. As
already done in [78] we exploit the fact that the rotation number can be computed
as the integral of a suitable observable with respect to the stationary measure.
To formulate this precisely, we introduce a few notations:
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(1) Denoting [−ξ/2, ξ/2]N = Ω, we introduce the one-sided shift σ : Ω → Ω,
classically defined for ω = (ωn)n≥0 by σ(ω) = (ωn)n≥1.
We let ν =
1
ξ
Leb[−ξ/2,ξ/2], and let P be the product measure on Ω. It is an
invariant probability measure for σ.
(2) Let φτ : Ω× R→ R be the map defined by
φτ (ω, x) = φτ (ω0, x) = τ + ω0 −

2pi
sin(2xpi).
Notice that it is 1-periodic in x: thus it induces an observable of the circle
S1. Furthermore, it is the lift of X1 − Id to R.
We also let ϕτ be the lift of Tτ,−Id to R. For the same reasons, it induces
an observable on S1.
(3) Finally, we let Fτ : Ω× S1 → Ω× S1 be the skew-product map
Fτ (ω, x) = (σ(ω), Tτ,(x) + ω0) = (σ(ω), X1(ω0, x))
for ω = (ωn)n≥0 ∈ Ω. The product measure P ⊗ µτ (where µτ is the sta-
tionary measure of the Arnold map Tτ, with uniformly distributed additive
noise of size ξ) is invariant, and in the case where the system satisfies the
mixing assumption LR1 is also ergodic for Fτ (see [74], Section 5) by this
we can now formulate:
Proposition 17. Let Tτ, be the Arnold map with parameters (τ , ) and uniformly
distributed noise of size ξ, suppose the system satisfies the assumption LR1, let µτ
be the corresponding stationary measure and ρτ be the associated rotation number.
Then
(20) ρτ (ω, x) =
∫
S1
ϕτdµτ .
In particular, ρτ is P⊗ µτ almost surely constant.
Proof. With the notation of (3) one can write the n-th iterate of the skew-product
map as
Fn(ω, x) = (σn(ω), Xn(ωn−1, . . . , ω0, x)).
Considering the Birkhoff sum associated to this system and the observable φτ , one
has:
1
N
N−1∑
n=0
φτ ◦ Fn =
XˆN − Id
N
,
where XˆN as before is the lift of XN to R. Here we commit a slight abuse of
notation, as x ∈ S1. Note however that this abuse is justified by the fact that
XˆN − Id is a one-periodic map. This Birkhoff sum is the lift of 1
N
(XN − Id): by
definition of the rotation number, this right-hand side converges, as N → ∞, to
ρτ (x,ω).
But by Birkhoff theorem, the left-hand side φτ converges to∫
S1
∫
Ω
φτ (ω, x)dP(ω)dµτ (x) =
∫
S1
∫
[−ξ/2,ξ/2]
φτ (ω0, x)dν(ω0)dµτ (x).
Now, it is easy to see that for fixed x ∈ S1, one has:∫
[−ξ/2,ξ/2]
φτ (ω0, x)dν = τ −

2pi
sin(2pix) = ϕτ (x).
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Thus one obtains (20), as announced.

Corollary 18. The rotation number of the Arnold maps with uniformly distributed
additive noise is differentiable at each value of the parameter τ for which the as-
sociated system is mixing (in the sense stated in assumption LR1 and Proposition
16). Furthermore if τ0 is such a parameter we get the following formula for the
derivative of the rotation number computed at τ0
(21) [
d
dτ
ρτ ](τ0) = 1 +
∫
S1
ϕτ0 d[(Id− Lτ0)−1
[δ−ξ − δξ]
2ξ
∗ LTτ0 (µτ0)]
where LTτ0 , is the pushforward operator of the map Tτ0,.
Proof. By Proposition 17 the rotation number is the integral of a Lipschitz observ-
able. Considering the increment of ρτwe get
ρτ (τ0 − h)− ρτ (τ0)
h
=
1
h
[∫
S1
ϕτ0+h dµτ0+h −
∫
S1
ϕτ0dµτ0
]
=
1
h
[∫
S1
ϕτ0+h dµτ0+h −
∫
S1
ϕτ0dµτ0+h
]
+
1
h
[∫
S1
ϕτ0 dµτ0+h −
∫
S1
ϕτ0dµτ0
]
.
Here
1
h
[∫
S1
ϕτ0+h dµτ0+h −
∫
S1
ϕτ0dµτ0+h
]
=
∫
S1
ϕτ0+h − ϕτ0
h
dµτ0+h = 1
and
1
h
[∫
S1
ϕτ0 dµτ0+h −
∫
S1
ϕτ0dµτ0
]
=
∫
S1
ϕτ0d[
µτ0+h − µτ0
h
]
and the statement directly follows from Proposition 16. 
In next section we will show explicit examples of cases in which the system is
mixing and (21) holds.
4. Mixing rate properties
In this section we show families of Arnold maps with uniformly distributed ad-
ditive noise which are mixing systems in the sense of Assumption LR1 of Theorem
8. By applying Corollary 18 we then get differentiability of the rotation number
in these sets of examples. The method used in the verification of the mixing as-
sumption is based on a computer aided estimate and a further ”stability of mixing”
estimate.
In [29], Section 4 it is shown how to use a computer aided estimate to prove
that a given system with additive noise is mixing. The algorithm is based on the
approximation of the system’s transfer operator with a finite rank operator (a fi-
nite element approach). In this approximation strategy it is possible to get explicit
bounds to the various approximation errors. The system is then approximated by a
finite Markov chain whose behavior can be rigorously investigated by the computer
(again with rigorous bounds on the numerical errors provided by a suitable im-
plementation using interval arithmetics). Putting together the information coming
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from the certified estimates done by the computer and the explicit functional an-
alytic estimates on the approximation we can extract information on the behavior
of the original system. Given a system made by a map of the interval with additive
noise of range ξ and associated transfer operator L, the algorithm4 can certify an
α < 1 and n ∈ N such that ||Ln||V→L1 ≤ α implying exponential contraction of the
zero average space.
Since we want to obtain that this assumption is satisfied in some large set of
examples, we have to perform a slightly more complicated construction. We first
show in Subsection 4.1 that if a system with noise is mixing then also an open set
of nearby systems are mixing, this is done also giving an explicit estimate for the
radius of this open neighborhood. Then, in Subsection 4.2 we apply the computer
aided estimates to a certain suitable finite family of systems (a kind of -grid in
the space of parameters). We then get that these systems satisfy LR1 with related
neighborhoods covering a large set in the parameters spaces. Putting these two
steps together we hence have a large set of parameters on which LR1 applies.
4.1. Rate of mixing and perturbations. Suppose a given system with additive
noise is proved to be mixing. In this section we provide the theoretical tools to
extend the mixing to nearby systems, showing that mixing is indeed stable when the
system is suitably perturbed. We provide quantitative estimates on this stability.
Another application of these estimates is to provide mixing and mixing rate of a
system when the noise distribution is changed. For example getting mixing rate for
the gaussian noise once the mixing rate for a suitable uniform noise is established.
4.1.1. Perturbing the map. In this subsection we start considering perturbations of
the map. We compare the mixing rate of a given system with the one of a system
where the deterministic part of the dynamics gets a small perturbation in || ||∞
norm.
Definition 19. A piecewise continuous map T on [0, 1] is a function T : [0, 1] →
[0, 1] such that there is partition {Ii}1≤i≤k of [0, 1] made of intervals Ii such that
T has a continuous extension to the closure I¯i of each interval.
Definition 20. (notations) Let us define the convolution operator N : L1 → BV
defined by
(22) Nf = ρ ∗ f
and LT1 , LT2 be the the transfer operators associated to the maps T1, T2. Let V be
the set of zero average measures in L1 as defined in (8).
In this framework we prove the following
Proposition 21. Let T1 and T2 : [0, 1]→ [0, 1] be piecewise continuous nonsingular
maps and ρ ∈ BV . With the notations introduced above, for any f ∈ L1it holds
||(NLT1)nf − (NLT2)nf ||L1 ≤ 2n‖T1 − T2‖L∞ · ‖ρ‖BV · ‖f‖L1 .
Before the proof of Proposition 21 we need some preliminary lemmas.
4The algorithm and the code used in this work (see Note 1) is almost identical to the one
used in [29]. The only important difference is the fact that in our code the convolution on S1 is
implemented, while in the original work of [29] a reflecting boundaries convolution is considered.
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Lemma 22. Let T1 and T2 : [0, 1] → [0, 1] be piecewise continuous nonsingular
maps and let L1, L2 the associated deterministic transfer operators, let f ∈ L1.
Then
‖LT1(f)− LT2(f)‖W ≤ ‖T1 − T2‖L∞ · ‖f ||L1 .
Proof. The proof of the statement is straightforward, using the uniform continuity
of each branch of T1 and T2 to suitably approximate f with a combination of delta
measures. 
Lemma 23. Let T1 and T2 : [0, 1] → [0, 1] be piecewise continuous nonsingular
maps and ρ ∈ BV. Let the associated transfer operators with additive noise diven
by the kernel ρ be NLT1 , NLT2 , then for any f ∈ L1 it holds
‖NLT1(f)−NLT2(f)||L1 ≤ 2‖T1 − T2‖L∞ · ‖ρ||BV · ‖f ||L1 .
Proof. Indeed,
‖NLT1(f)−NLT2(f)||L1 = ‖ρ ∗ (NLT1(f)−NLT2(f))||L1
≤ 2‖ρ‖BV · ‖LT1(f)− LT2(f)‖W .
Using Lemma 6 in the last estimate, which gives the statement. 
Proof of Proposition 21. We have
(NLT1)
n − (NLT2)n =
n∑
k=1
(NLT1)
n−k(NLT1 −NLT2)(NLT2)k−1
||(NLT1)n − (NLT2)n||L1→L1 ≤ n||NLT1 −NLT2 ||L1→L1 .
Estimating ||NLT1 −NLT2 ||L1→L1 by Lemma 23 we get the statement. 
The following corollary directly follow from Proposition 23 and show how to use
it to estimate the rate of mixing of a perturbation
Corollary 24. If
(23) ||(NLT1)nf ||V→L1 ≤ α < 1
then
||(NLT2)nf ||V→L1 ≤ α+ 2n‖T1 − T2‖L∞ · ‖ρ‖BV .
Corollary 24 will be used in the following way: suppose to have proved the
mixing for the operator NLT1 , i.e. we computed n, α for which 23 is satisfied, then
Corollary 24 implies that all the operators T2 such that
(24) ‖T1 − T2‖L∞ < 1− α
2n‖ρ‖BV
are still mixing.
4.1.2. Perturbing the noise. In this subsection we change the noise kernel with a
small perturbation in L1. We see that the iterates of the new system are still near
to the ones of the original system, and thus we can estimate the rate of mixing.
Notation Let ρ1, ρ2 ∈ BV be two noise kernels let us denote by N1, N2 the
associated convolution operators as defined in (22), then it holds
Proposition 25. For each n ∈ N
||(N1L)nf − (N2L)nf ||L1 ≤ n||ρ1 − ρ2||L1 ||f ||L1 .
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Proof. The proof is immediate
(N1L)
n − (N2L)n =
n∑
k=1
(N1L)
n−k(N1L−N2L)(N2L)k−1
||(N1L)n − (N2L)n||L1 ≤ n||N1 −N2||L1→L1 ≤ n||ρ1 − ρ2||L1 .

Next corollary directly follow from Proposition 25 and show to estimate the rate
of mixing of a perturbation of the operator.
Corollary 26. If
||(N1L)nf ||V→L1 ≤ α < 1
then
||(N2L)nf ||V→L1 ≤ α+ n||ρ1 − ρ2||L1 .
4.2. Computer-aided estimates on the mixing rate. In this subsection we
show the results of the computer aided estimates for a family of systems with strong
nonlinearity,  = 1.4, with noise of magnitude ξ = 0.1 (similarly to the noise range
considered in [33]). For several values of τ . As explained at beginning of Section 4
we use the algorithm described in Section 4 of [29] to prove that assumption LR1
holds for these systems and find n such that
(25) ||Lnξ ||V→L1 ≤ α < 1.
Then we use the theory developed in Subsection 4.1 to provide the mixing rate for
nearby systems, obtaining a large interval.
Proposition 27. Let  = 1.4 and ξ = 0.1. Then, for each τ ∈ [0.75, 0.8]5, the
corresponding Arnold map with noise and parameters (, τ , ξ) satisfy assumption
LR1 of Theorem 8.
Proof. Suppose we have proved the mixing for a system with parameters (0, τ0, ξ0)
and we have α and n such that (25) is satisfied, then (24) implies that there exists
θ0 > 0 and a whole interval I0 = [τ0−θ0, τ0 +θ0], such that all the systems with pa-
rameters (0, τ , ξ0), τ ∈ I0, are still mixing. Moreover (24) gives an explicit formula
for θ0 which depends from α and n. These constants are explicitly computable with
the algorithm shown in [29] which we are using in our code, hence we can explicitly
compute θ0.
To show that the mixing property holds for every system of parameters (1.4, τ , 0.1),
with τ ∈ [0.75, 0.8], a strategy is to consider a finite sequence of points {τ i} ⊂
[0.75, 0.8] such that the systems with parameters (1.4, τ i, 0.1) are mixing, for every
i, and the associated intervals Ii := [τ i − θi, τ i + θi], defined as above, cover the
interval [0.75, 0.8].
In Table 1 we show the computer aided estimates about the values of θ0 by
the method described above for each example. As it can be seen, since the union
of all this computed intervals is equal to (a, b), with a = 0.749399418088000 and
b = 0.800715949198087, we have then proved the desired property in the whole
interval [0.75, 0.8]. 
5The zip file Arnold.results.zip at https://bitbucket.org/luigimarangio/arnold_map/ con-
tains the results of more than 300 computer-aided estimates, including the ones listed in table 2;
these numerical data extend the result of proposition 27 for τ ∈ [0.7, 0.8].
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(τ0, 0) ξ [τ0 − θ0, τ0 + θ0]
(0.7502, 1.4) 0.1 [0.749399418088000, 0.751000581912001]
(0.7516, 1.4) 0.1 [0.750823157412727, 0.752376842587275]
(0.7532, 1.4) 0.1 [0.752340409081139, 0.754059590918862]
(0.7548, 1.4) 0.1 [0.753967757739070, 0.755632242260931]
(0.7564, 1.4) 0.1 [0.755472331622558, 0.757327668377443]
(0.7582, 1.4) 0.1 [0.757304135181951, 0.759095864818050]
(0.7598, 1.4) 0.1 [0.758934791149505, 0.760665208850496]
(0.7616, 1.4) 0.1 [0.760590252726379, 0.762609747273622]
(0.7632, 1.4) 0.1 [0.762227848809647, 0.764172151190354]
(0.7648, 1.4) 0.1 [0.763863841059881, 0.765736158940120]
(0.7668, 1.4) 0.1 [0.765692173699252, 0.767907826300749]
(0.7688, 1.4) 0.1 [0.767737148314721, 0.769862851685280]
(0.7708, 1.4) 0.1 [0.769780384398816, 0.771819615601185]
(0.7728, 1.4) 0.1 [0.771572710558602, 0.774027289441399]
(0.7748, 1.4) 0.1 [0.773628600754358, 0.775971399245643]
(0.7768, 1.4) 0.1 [0.775681672076595, 0.777918327923406]
(0.7788, 1.4) 0.1 [0.777626636524504, 0.779973363475497]
(0.7812, 1.4) 0.1 [0.779896782767258, 0.782503217232743]
(0.7836, 1.4) 0.1 [0.782295331693974, 0.784904668306028]
(0.7860, 1.4) 0.1 [0.784762771410257, 0.787237228589744]
(0.7884, 1.4) 0.1 [0.787166089347180, 0.789633910652821]
(0.7908, 1.4) 0.1 [0.789629611581057, 0.791970388418944]
(0.7928, 1.4) 0.1 [0.791684956386327, 0.793915043613674]
(0.7948, 1.4) 0.1 [0.793685568440505, 0.795914431559496]
(0.7968, 1.4) 0.1 [0.795685318203188, 0.797914681796813]
(0.7988, 1.4) 0.1 [0.797684476459441, 0.799915523540560]
(0.7996, 1.4) 0.1 [0.798484050801914, 0.800715949198087]
Table 1. Given the Arnold map with noise of magnitude ξ and
parameters (τ0, 0), for which we have already proved mixing, the
table shows the computed intervals I0 = [τ0−θ0, τ0+θ0], such that
if τ ∈ I0 then the Arnold map with parameters (τ , 0) is mixing
Once we have Assumption LR1 of Theorem 8 satisfied for this family of systems,
applying Corollary 18 we directly get
Corollary 28. Let  = 1.4, ξ = 0.1 then, for each τ ∈ [0.75, 0.8] the rotation
number corresponding to the Arnold map with noise and parameters (, τ , ξ) is
differentiable as τ varies and (21) holds.
5. Non-monotonic rotation number for strong nonlinearity
For  < 1, in the case which the Arnold map is a diffeomorphism it is well
known that if τ2 > τ1 then ρτ2 > ρτ1 (see [75]). In this section we show that
the rotation number is not necessarily monotonic anymore when  > 1. We prove
this for a particular example with  = 1.4 and ξ = 0.01. However non rigorous
numerical experiments suggests that the phenomenon is quite common when the
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noise is small (see Section 6.4). The proof is done by rigorously approximating
the value of the rotation number for several values of τ . This is done by the
rigorous approximation of the stationary measure with a small error in the L1
norm using again the algorithm described in [29]. The algorithm approximates the
transfer operator by a finite rank one and approximates the stationary measure of
the initial transfer operator by the one of the approximated one. The algorithm
then validates this approximation, providing an explicit estimate on the distance
betweeen the two stationary measures in the L1 norm by a quantitative stability
statement for the fixed points, not much different from the one shown at Theorem
8 (see [29], Section 3 for more details about how the algorithm works). This is
sufficient to get a certified estimate on the rotation number, as we have seen, the
rotation number is computable as the average of a Lipschitz observable with respect
to the stationary measure. More precisely, we will find two values τ1 < τ2 with
corresponding rotation numbers ρ1 ∈ I1, ρ2 ∈ I2, where I1 and I2 are the rigorous
computed intervals in which the rotation numbers lie, furthermore, the intervals are
such that max(I2) < min(I1). By this ρ2 must be smaller then ρ1. Next proposition
show an example of an interval where we find a non monotonic behavior of the
rotation number.
Proposition 29. Let  = 1.4 and ξ = 0.01, then the rotation number ρτ , as
function of the parameter τ , is not monotonic in the interval [0.707, 0.716].
Proof. As explained above, we use the algorithm of [29] to estimate of the stationary
measure for  = 1.4 and for each τ ∈ {0.707, 0.708, ...., 0.716}. We estimate the
expected value of the observable T˜τ,(x)−x with respect to the stationary measure
for each example. This gives a certified interval in which the rotation number ρτ
of each example lies (see Proposition 17). The results are reported in Table 2. The
inspection of these, disjoint, decreasing, intervals shows that the rotation number
decreases for τ ∈ {0.707, 0.708, ....0.715}. The last estimate at (0.716, 1.4) shows
an increasing behavior, showing non monotonicity. 
Of course in the estimates shown in Table 2 and in the previous proof, the ”de-
creasing part” is more interesting, as this is somewhat unexpected for an increasing
forcing.
6. Comparison of the results with further numerical estimates
In this section we compare the approximation for the invariant measures obtained
with our certified method with two Monte Carlo methods, one based on a Ulam
method in which the estimates needed to set up a Markov approximation of the
system are made in a Monte Carlo way, and the other is a pure Monte Carlo
method, where we iterate long orbits. The Monte Carlo numerical methods used
in this section are then non-rigorous and they do not provide certified bounds
on the accuracy of the estimates, however they confirm the previous findings and
complements them with further details. We now provide a short description of both
Monte Carlo methods used in this section.
6.1. Ulam’s Monte Carlo method. As we have seen before, the invariant mea-
sure of the Arnold map with noise is a fixed point of the transfer operator L asso-
ciated to the system. Ulam’s method can be employed to get a finite-dimensional
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(τ , ) ξ ρτ
(0.707, 1.4) 0.01 [0.780594, 0.780604]
(0.708, 1.4) 0.01 [0.778348, 0.778361]
(0.709, 1.4) 0.01 [0.775291, 0.775302]
(0.710, 1.4) 0.01 [0.771833, 0.771844]
(0.711, 1.4) 0.01 [0.768335, 0.768348]
(0.712, 1.4) 0.01 [0.765170, 0.765183]
(0.713, 1.4) 0.01 [0.762568, 0.762590]
(0.714, 1.4) 0.01 [0.760585, 0.760612]
(0.715, 1.4) 0.01 [0.759288, 0.759344]
(0.716, 1.4) 0.01 [0.759915, 0.759970]
Table 2. This table shows the computed intervals in which the
rotation number lies for each value of the parameters in consider-
ation.
approximation of the system by a Markov chain and then use this to get information
on the system’s invariant measure.
Let us recall briefly the Ulam method applied to maps of the interval. Let
S : [0, 1] −→ [0, 1] be a map and L the corresponding transfer operator. Let us
divide the interval [0, 1] in N subintervals Ii = [xi−1 − xi] and χIi be the associated
characteristic function. Let LN be the finite dimensional representation of the
transfer operator corresponding to S for the assigned partition. The entries of LN
are defined by LN,i,j = m
(
S−1(Ii) ∩ Ij
)
/m(Ii), where m is the Lebesque measure
(m(Ii) = 1/N). The matrix LN is a stochastic matrix with nonnegative entries
and therefore possesses a non-negative left eigenvector with eigenvalue equal to 1
representing a finite dimensional approximation of the invariant measure [72, 50,
24].
Our computer aided estimates relies on a certified version of the Ulam method
described in [29] where the probabilities LN,i,j are estimated by computing with a
rigorous bound the images of small intervals by S. A faster method to get approx-
imation of the system can be implemented using a Monte Carlo approach. This
method cannot lead to certified estimates of course but it is interesting to compare
the results of this method and the rigorous one. To estimate LN,i,j , following [19],
[57] we randomly select wk,i, k = 1, 2, ..M , M points from the interval Ii and ri,j
be the number of points of the image of the set {wk,i|wk,i ∈ Ii, k = 1, 2, ..M} under
S falling in the interval Ij . Then, LN,i,j is estimated as
(26) LN,i,j =
ri,j
M
≈ m
(
S−1(Ii) ∩ Ij
)
m(Ii)
.
The same procedure can be done if the trajectories of the randomly selected
points are generated by a random dynamical system instead of S. This is the
method implemented in our Ulam Monte Carlo approximation.
One way to approximate non rigorously the invariant density is to iterate a
uniform starting density with the operator LN . More precisely we implement the
following steps i) Select a nonnegative vector v ∈ Rn, for instance v = (1, 1, ..., 1)T ;
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ii) define vTj+1 = v
T
j P (N) and a norm ‖vj+1 − vj‖ (for instance the canonical
Euclidean norm in Rn); iii) iterate step ii) by using as new initial vector vj+1;
iv) repeat steps ii) and iii) up to find ‖vj+1 − vj‖ < δ (where δ is the desired
tolerance). Then, after normalizing the final v (‖v‖ = 1), the corresponding finite
dimensional approximation of the invariant measure associated to the map S is
given by ϕ∗ =
∑N
j=1 viχIi .
6.2. Invariant measure from the simulation of long orbits. Let us come
to the description of the pure Monte Carlo approach we use to determine the
invariant measure. This method is based on the simulations of very long orbits,
that are employed to estimate the corresponding invariant measure. The main
steps of the implemented algorithm are the followings. i) An initial condition
X0(j) ∈ [0, 1], j = 1, 2, 3, ..NIC is chosen and then, for a given noise realization,
an orbit is generated by NIT iterations of the map. The initial conditions are
chosen uniformly distributed in [0, 1]. ii) The interval [0, 1] is divided in Nbins and
a very efficient algorithm is employed to determine, for each iteration, to which
bin the corresponding value along the orbit belongs. In this way a cumulative
histogram containing NT = NICNIT data is generated. iii) Then, the histogram is
normalized to have a unit total area and the corresponding step-wise function will
be an approximation of the invariant measure.
6.3. Results. In this section we compare the results obtained with these three
methods. We show the results for τ = 0.709,  = 1.4 and different noise ampli-
tude. For the Ulam’s method the parameter were chosen as follow. The interval
I = [0, 1] was portioned in 10000 subintervals Ii. Then, for each Ii a random set
of M = 600000 points, {wk,i|wk,i ∈ Ii, k = 1, 2, ..M}, was generated and used to
estimate LN,i,j . Instead, for the pure Monte Carlo approach, the chosen values of
the parameters were NIC = 5 × 104, NIT = 5 × 106 and Nbins = 10000. In figure
5 are plotted the results for two different values of the noise. The data in the top
panels corresponds to a noise amplitude ξ = 0.01, while that in the bottom ones to
ξ = 0.1. The results reported in the left top panel show that there is a very good
agreement between the measures computed with the three approach. However, a
finer inspection of these data, indicates that this is not the case as shown in the
zooming of the curves reported in the right top panel. In particular, the invariant
measure computed with the certified method is very smooth, while that obtained
with the two Monte Carlo approaches exhibit fluctuations. In particular the fluctu-
ations are less pronounced for the measure computed with the simulations of long
orbits.
Note that a smoothing of the results could be obtained by averaging over different
noise realizations (the results presented here were obtained using a single noise
realization). In the bottom panels are shown the results for the noise amplitude
ξ = 0.1 and they are qualitative similar to the case with smaller noise amplitude.
6.4. Noise dependence of the rotation number’s monotonicity. In this sec-
tion, we show numerical results that — while not rigorous — suggest that, as
remarked in Section 5, the non-monotonicity of the rotation number is a phenom-
enon typical of small noise amplitudes that disappears as the noise amplitude is
large enough. We consider the behavior of the rotation number in the interval of
τ values [0.707, 0.716]. We considered two amplitude of the noise: ξ1 = 0.01 for
which we known that the rotation number is non monotonic and ξ2 = 0.05. The
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Figure 5. Comparison of the invariant measures computed using
Ulam’s Monte Carlo algorithm (blue line) with the simulations of
long orbits (red line) and the certified Ulam method (black line).
Results plotted for  = 1.4 and τ = 0.709. Top panels – noise
amplitude ξ = 0.01; and bottom panels – ξ = 0.1. Note that in the
left panels the three curves appear to coincide. The right panels
show a zoom, in which smaller-scale differences between the three
curves are visible.
numerical simulations were carried out by using for each pair (τ , ), with  = 1.4
and τ ∈ {0.707, 0.708, ...., 0.716}, 60000 independent noise realizations. Moreover,
for each realization, the corresponding rotation number was estimated after 106
iterates of the Arnold map. The corresponding results are reported in figure 6 and
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show that the rotation number becomes a monotonic function of τ when the noise
amplitude is ξ2 = 0.05.
We have seen that the presence of the noise promotes several effects on the
dynamics of the corresponding noisy Arnold map. In particular, the results of the
simulations discussed in Sections 6 and 6.4 leads to the following remarks:
a) The presence of noise determines an increase of the support of the corresponding
invariant measure and to its smoothing.
b) The comparison of the measures computed with the three approaches shows
good agreement among them; see left panels of figure 5. However, the inspection of
these data on a finer scale, shows that the measures obtained with the Monte Carlo
approaches exhibit fluctuations with respect to that computed with the certified
method.
c) The noise amplitude strongly impacts the monotonicity properties of the rotation
number: i.e., for sufficiently high noise amplitude, a transition from non-monotonic
to monotonic behavior is observed.
To complete the above discussion, in figure 7 are reported the values of the
rotation number against τ ( = 1.4) in the case of zero noise and for a larger interval
of τ values. These data were obtained using a Monte Carlo approach in which, for
each τ value, the mean and standard deviation of ρτ were obtained by averaging
over 103 initial conditions (for each initial condition the corresponding rotation
number was estimated after 106 iteration of the noiseless map). The data clearly
show the non monotonic behavior of the rotation number in the chosen interval
of τ values. The data on the right of the figure also show that non monotonic
behavior also occurs in other intervals of τ values (of smaller amplitude). For each
τ the distribution of the corresponding ρτ values determined with this approach
follow approximately a Gaussian distribution (data not shown). Then, using the
standard t-test, it was found that the mean probability that the rotation number
is monotonic in the intervals of interest is much lower than 10−3.
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Figure 6. Effect of the noise amplitude on the monotonicity of
the rotation number ρ = ρτ , shown for  = 1.4. The black line
represents the numerical results for ξ = 0.01, while the red line is
for ξ = 0.05. The errors bars represent the corresponding standard
deviations.
7. Concluding remarks
In this paper, we have studied Arnold circle maps with strong nonlinearity and
additive noise. We have proven rigorously that the rotation number ρτ is differen-
tiable with respect to the parameter τ , whenever the stochastically perturbed map
is mixing, providing a formula for the derivative of ρτ with respect to τ . Moreover,
we have shown, using a computer-aided proof, that ρτ is not necessarily monotonic
for  ≥ 1.
As outlined in the introduction, an important area of application of such maps is
the study of the El Nin˜o–Southern Oscillation (ENSO) phenomenon, which greatly
affects seasonal-to-interannual climate variability. The computational tools used in
this paper are not directly applicable to high-end, high-resolution global climate
models (GCMs). But there are three ways in which the results of this paper may
shed light on the behavior of such models and of the climate system itself.
First, the climate sciences have long relied on a systematic use of a hierarchy of
models, from the simplest ones, such as Arnold circle maps [33] — through interme-
diate ones, such as those used to obtain Fig. 2 [45, 46] — and on to the most detailed
GCMs [31, 36, 41, 66]. By applying systematically advanced statistical methods
[32] to the simulations produced by models of increasing detail and resolution, on
the one hand, and to observational data sets, on the other, it is possible to infer
properties of models at the top of the hierarchy and of the climate system itself,
given dynamical insights obtained with simple and intermediate models [31, 36].
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Figure 7. Non monotonicity of the rotation number ρτ for  = 1.4
and in absence of noise (ξ = 0). The black dots represent the
mean values of ρτ , while the errorbars represent the corresponding
standard deviations.
Second, linear response theory has played a crucial role in the arguments de-
veloped in the present paper. This theory has already been applied fairly widely
in the climate sciences ([52],[34],[40]). Linear response theory was proved to apply
generally in random systems in which the presence of noise plays has a regulatiz-
ing effect ([40],[27]). We can expect, therefore, that several of the general ideas
presented herein can be applied not only to very highly idealized models, like the
Arnold circle map, but to intermediate climate models as well, in the presence of
additive noise.
Third, methods of data-driven model building have been used to derive relatively
simple models directly from observational data sets and from simulations of high-
end models [43, 47, 49, 60]. With the greatly increased recent interest in such
models in the era of big data, this avenue will permit the formulation of more
sophisticated data-driven models that will be amenable to study by the full set
methods described and used herein.
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