



Die Übereinstimmung dieses Exemplars mit dem Original der Dissertation zum Thema:
"On the derivation of spatially highly resolved precipitation climatologies under
consideration of radar-derived precipitation rates"
wird hiermit bestätigt.




In this cumulative dissertation, different features and methods are presented to assess and pro-
cess multi-sensor derived radar data for climatological analysis. The overall objectives were to
appraise the limitations of an hourly radar-based quantitative precipitation estimate (QPE) prod-
uct and to develop and apply reasonable approaches to process these data. Hence the spatial
and temporal limitations of radar-derived precipitation rates are discussed in the context of cli-
matological applications, and two types of climatologies are obtained, first a climatology of daily
precipitation fields and second a long term precipitation climatology. These relate to questions
concerning the methodologies rather than climatological significance or assessment of precipita-
tion and its role in the water balance. Current radar data availability limits such a hydro-climatic
analysis.
The thesis consists of three peer-reviewed publications. All investigations in this thesis are based
on the RADOLAN rw-product of the German Weather Service (DWD) for an extended study re-
gion including the Free State of Saxony, Germany, for the period from April 2004 to November
2011.
The first publication is dedicated to the classification of daily precipitation fields by unsupervised
neural networks. In the presented work, the quality of the radar-derived precipitation rates is
analysed by a temporal comparison between recording and non-recording gauges and the cor-
responding pixels of the RADOLAN rw-product on hourly and daily bases. The analysis shows
that a temporal aggregation of the original product should be limited to a temporal scale up to
24 h because of the processing algorithms and the reappearance of previously suppressed er-
rors. Nevertheless, an unsupervised neural network was successfully used for the classification
of daily patterns. The derived daily precipitation classes and corresponding precipitation patterns
could be assigned to properties of the associated weather patterns and seasonal dependencies.
Hence, it could be shown that the classified patterns not only occurred by chance but by statisti-
cally proven properties of the atmosphere and of the season.
The second publication is primarily concerned with two tasks: first, the pixel-wise fitting of mix-
ture distributions on the bases of the obtained patterns from the first publication, and second,
the analysis of spatial consistency of the radar-derived precipitation data set. The fitted para-
metric distribution functions were analysed in terms of Akaike’s information criterion and the
Kolmogorov-Smirnov test. These benchmarks showed, that the performances are best for mix-
ture distributions derived by an initial classification by an unsupervised neural network and cluster
analysis, and by gamma distributions. These results underline the significance of the derived pre-
cipitation classes obtained in the first publication. Furthermore, the Kolmogorov-Smirnov test
indicates that independent of the distribution function, the radar-derived daily precipitation rates
under the assumption of the deployed parametric distribution function has the best or most nat-
ural order of precipitation rates at spatial scales from 2 to 4 km for daily precipitation fields. Thus,
it is recommended to use the original radar product at these scales rather than at 1 km resolution
for daily precipitation sums.
In the last publication, the focus shifts from daily to long-term precipitation climatology. The work
introduces a rapid and simple approach for processing radar-derived precipitation rates for long-
term climatologies. The method could successfully be applied to the radar-derived precipitation
rates by excluding or correcting the errors that reappear due to temporal aggregation. Despite the
fact that the approach is empirical, the introduced parameters could almost be objectively derived
by means of simulation and optimisation. This could be achieved by utilising the reasonable rela-
tionship between elevation and precipitation rates for longer periods. Finally, the obtained results
are compared to two independently derived precipitation data sets. The comparison shows good
agreement of the precipitation fields and illustrates a reasonable application of the introduced
procedure. The presented results support the application of the approach for precipitation aggre-
gates of, at least, annual or longer periods.
However the derivation of climatologies led to satisfactory results at the respective temporal
scales, though the influence of radar-specific errors can only be minimized to a certain degree.
Further studies have to prove if an application independent processing of radar-derived precipita-




In dieser kumulativen Dissertation werden verschiedene Eigenschaften und Methoden vorgestellt,
welche der Bewertung und Prozessierung von Multi-Sensor-Radardaten für klimatologische An-
wendungen dienen. Die übergeordneten Zielstellungen sind zum einen die Beurteilung der Gren-
zen von stündlichen Quantitativen Niederschlagsraten (QPE) und zum anderen die Entwicklung
und Anwendung von geeigneten Verfahren, um diese Daten zu prozessieren. Aus diesem Grund
werden die räumlichen und zeitlichen Grenzen von radarabgeleiteten Niederschlägen vor dem
Hintergrund der klimatologischen Anwendung diskutiert. Dafür werden zwei Arten von Klima-
tologien abgeleitet, eine Klimatologie täglicher Niederschlagsfelder und ein Langzeitklimatologie.
Diese sind verbunden mit Fragen, welche sich eher mit der Methodik befassen, als mit der kli-
matologischen Bedeutung oder der langzeitlichen Beurteilung des Niederschlags und seiner Rolle
im Wasserhaushalt. Denn eine zu kurze Radardatenverfügbarkeit steht derzeit einer belastbaren
klimatologischen Auswertung im Wege.
Diese Dissertation fasst die Ergebnisse dreier fachbegutachteter Veröffentlichungen zusammen.
Alle Untersuchungen dieser Arbeit erfolgen anhand des RADOLAN rw-Produktes des Deutschen
Wetter Dienstes (DWD) für ein erweitertes Datengebiet um den Freistaat Sachsen, Deutschland
im Zeitraum April 2004 bis November 2011.
Die erste Veröffentlichung befasst sich mit der Klassifikation von täglichen Niederschlagsfeldern
durch unüberwachte Neuronale Netze. In dieser Publikation wird die Qualität von radarabgeleit-
eten Niederschlagsraten durch den Vergleich zwischen automatischen, nicht-automatischen Re-
genschreibern und den zugehörigen Pixel des RADOLAN rw-Produktes in stündlicher und täglicher
Auflösung bewertet. Diese Analyse zeigt, dass die zeitliche Aggregierung des originalen Daten-
satzes auf maximal Tageswerte beschränkt werden sollte. Dies wird begründet mit den Pro-
zessierungsschritten und dem Wiederauftreten von ehemals unterdrückten Fehlern im Komposit.
Dennoch konnte ein unüberwachtes neuronales Netzwerk erfolgreich angewendet werden, um
tägliche Muster zu klassifizieren. Die resultierenden täglichen Niederschlagsklassen und die zuge-
hörigen Niederschlagsmuster wurden mit Eigenschaften der Großwetterlage und jahreszeitlichen
Abhängigkeiten verbunden. So konnte gezeigt werden, dass die klassifizierten Muster nicht zufäl-
lig, sondern unter Berücksichtigung der atmosphärischen Eigenschaften und der Jahreszeit, ge-
funden wurden.
Die zweite Publikation befasst sich hauptsächlich mit zwei Aufgaben; (i) der pixelweisen An-
passung von Mischverteilungen auf Grundlage der in der ersten Veröffentlichung abgeleiteten
Muster und (ii) der Analyse der räumlichen Konsistenz der Niederschlagsdaten. Die angepassten
parametrischen Verteilungsfunktionen wurden mittels des Akaikes-Informationskriteriums und
dem Kolomogorov-Smirnov Test analysiert. Diese Bewertungskriterien zeigen im Vergleich, dass
die beste Anpassungsgüte durch Mischverteilungen und einfache Gammaverteilungen erzielt
werden konnte. Die Mischverteilungen wurden dabei durch die Klassifikationen von Nieder-
schlagsmustern mittels unüberwachten Neuronalem Netz oder Clusteranalyse initialisiert. Die
Ergebnisse untermauern die Signifikanz der abgeleiteten Niederschlagsklassen der ersten Pub-
likation. Außerdem zeigen die Ergebnisse des Kolmogorov-Smirnov Tests an, dass unabhängig
der gewählten Verteilungsfunktion, die radarabgeleiteten Niederschlagsraten unter der Annahme
der gewählten parametrischen Verteilungen, die beste oder natürlichste Form von Niederschlag
auf räumlichen Skalen von 2 bis 4 km für tägliche Niederschlagsfelder besitzen. Deshalb scheint
es besser das Originalradarprodukt in dieser Auflösung zu nutzen, als in der ursprünglichen Auflö-
sung von 1 km für tägliche Niederschlagssummen.
In der letzten Publikation ändert sich der Fokus von täglichen zu Langzeitniederschlagsklimatolo-
gien. Die Arbeit stellt einen schnellen und einfachen Ansatz zur Prozessierung von radarabgeleit-
eten Niederschlagsraten für Langzeitklimatologien vor. Die Methode konnte erfolgreich auf Radar-
niederschläge angewendet werden. Durch das Verfahren werden Fehler entweder ausgeschlossen
oder korrigiert, welche durch die zeitliche Aggregierung wieder auftreten. Abgesehen von der Tat-
sache, dass diese Methode empirischer Natur ist, konnten die eingeführten Parameter jedoch ob-
jektiv durch Simulation und Optimierung bestimmt werden. Dies wurde durch die Annahme einer
begründeten Beziehung zwischen Geländehöhe und Niederschlagsrate für lange Zeiträume er-
möglicht. Abschließend wurden die so erzielten Ergebnisse mit zwei unabhängigen Datensätzen
verglichen. Dieser Vergleich weist eine gute Übereinstimmung der Niederschlagsfelder aus und
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unterstützt die begründete Anwendung der vorgestellten Methode. Durch die Ergebnisse konnte
somit gezeigt werden, dass das Verfahren für Niederschlagssummen von mindestens jährlicher
oder geringerer zeitlicher Auflösung anwendbar ist.
Generell ist zu bemerken, dass die Ableitung von Klimatologien zufriedenstellende Ergebnisse für
die jeweiligen zeitlichen Auflösungen liefern kann. Jedoch ist der Einfluss von radarspezifischen
Fehlern nur bis zu einem gewissen Grad minimierbar. Zukünftige Untersuchungen werden zeigen,
ob durch die Loslösung, der Prozessierung von Radardaten zur Ableitung von Niederschlagsraten,
von einem bestimmten Anwendungsbezug eine höhere Qualität und eine breitere Gültigkeit der
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1.1 MOTIVATION AND SCOPE
The development of radar products, or radar-based quantitative precipitation estimates (QPE),
for applications in water management (Krämer and Verworn, 2005), heavy precipitation forcasts
(Meetschen and Simmer, 2005), flood risk management and hydrological forecasts (Weigl and
Winterrath, 2009) has reached a stage that allows for operational processing and prompt online
availability of data (Becker, 2013). This evolution has been fostered by better computational re-
sources, better measurements and more adequate data processing routines. Hence, the growing
number of available national and international QPE data sets and their applications in the hydro-
meteorological community speak for themselves (Weigl and Winterrath, 2009; Smalley et al.,
2014; Michelson and Koistinen, 2000; Walther, 2007).
Climatological aspects of radar data processing, such as precipitation patterns, long-term pre-
cipitation climatologies and extreme value analysis, were almost completely neglected during
this development. More attention was paid to the development of approaches to process and
assimilate real-time radar data to forecast potentially dangerous hydro-meteorological situations.
Radar measurements offer high temporal and spatial density of data regarding the precipitation
behaviour and have tremendous potential for climatological analysis and the assessment of the
regional water cycle.
The estimation of precipitation with the help of ground-based Doppler radar technology is a com-
plex task because the detection of precipitation fields by means of radar is based on the alternat-
ing transmitting and receiving of electromagnetic waves. The received pulsed energy enables us
to draw our conclusions regarding the precipitation in the atmosphere. For example, the distance
and extent of a precipitation field can be calculated through the transmission time. The back-
scattered portion of the transmitted energy can be converted to the reflectivity of precipitation,
and by using the Doppler shift of the signal, the speed of the target can be derived.
This short and simplified summary of the fundamental principles of radar shall illustrate that pre-
cipitation measurement by radar is not a direct measurement of precipitation rates. Rather, the
process of estimating the amount of precipitation is a complex procedure with several necessary
steps. Early on, an additional bias correction near the end of the processing chain is applied with
respect to gauge measurements. The initial investigations of the correction of bias between radar
results and ground-based point measurements were conducted 28 years ago (Collier, 1986). An
important figure from the study of Riedl (1986) is reproduced in Figure 1.1. The results of this
study show that precipitation data from 15 regions around the weather radar Hohenpeißenberg
(radar/method of areal precipitation in German ’Sammelgebietsverfahren’) have an average of 95
% agreement with a standard deviation of 10 %. The agreement of the 32 single fields (radar pixel/
ground-based point measurement, gauge) even reached 97 % with a standard deviation of 15 %.
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Based on these results, it was concluded that better agreement between radar measurements
and gauge measurements is likely to be expected as the area of averaging and the amount of
temporal aggregation increase (e.g., from days to months). Unfortunately, these findings cannot
be conveyed on current multi-sensor radar products. The map depicted in Figure 1.2 serves as
an example. The figure is taken from Pfaff (2013) and shows the annual totals of radar-derived
precipitation rates (i.e., QPEs) across Germany. It clearly shows the problems that may occur
through temporal aggregation of QPEs. Residual ground clutter, shadowing effects, beam block-
age and bright bands are just a few of the problems that arise. The reasons for the reappearance
of those errors are manifold and differ in their origin and in the complexity of the information
that is needed to cope with them. However, each of the problems in Figure 1.2 corrupts the
climatological analysis and therefore must be corrected or excluded from the data set.
Figure 1.1: Areal total precipitation from the weather radar Hohenpeißenberg for August 1979
(without 7.,11.,18. and 26.8.) for 15 main regions that extend from 30 to 264 km. Precipitation val-
ues were calculated from radar measurements by the method of areal precipitation. Additionally,
the measurements of the respective radar pixels (i.e., 1 km x 1 ◦) and the point measurements
of the gauging stations are compared. The figure was taken from Riedl (1986).
1.1.1 Problem Formulation
This thesis is motivated by different aspects of precipitation estimation by means of radar and
gauge measurement for climatological applications. The central questions address different as-
pects of radar climatology, from which arise the particular tasks discussed in this thesis. The
central and overarching question is: How can the QPE product (i.e., the RADOLAN rw-product)
of the German Weather Service (DWD) be assessed and processed for climatological analyses
of precipitation fields, and what are its limitations? Therefrom result the following detailed ques-
tions:
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1. Can spatially highly resolved daily precipitation fields be robustly classified into groups of
similar spatial patterns?
2. What relationships exist between classes of similar daily precipitation fields, seasons and
synoptic situations?
3. Do precipitation patterns improve the fitting of distribution functions on radar-derived pre-
cipitation data?
4. How do the fitted distribution functions perform over different spatial scales?
5. How can reappearing errors due to temporal aggregation of QPEs be detected and cor-
rected for long-term climatological applications?
6. How are radar-derived long-term precipitation fields different from conventionally interpo-
lated fields based on rain gauge data?
1.1.2 Objectives and Structure of the Thesis
This cumulative dissertation was written according to the regulations of a doctoral degree of the
Faculty of Environmental Sciences at the Technische Universität Dresden.
In the latter part of this chapter, a review of precipitation estimation by means of weather radar
is presented, with a focus on the description and explanation of the limitations and weaknesses
of the technology. Furthermore, solutions are presented to correct known errors related to the
derivation of precipitation values from radar information.
In Chapter 2, the three peer-reviewed publications can be found.
The first publication (cp. Section 2.1) presents a classification scheme to derive the climatol-
ogy of daily precipitation patterns by daily radar-derived precipitation fields and the use of neural
networks for classification. These pattern are linked to seasons and properties of the particular
weather patterns that characterise and interpret the obtained precipitation patterns.
In the second publication (cp. Section 2.2), the derived patterns were used to estimate parame-
ters for log-normal mixture distributions for daily precipitation rates. These distributions have the
advantage of describing the probability of certain daily local precipitation rates. The resulting dis-
tributions functions were compared to other parametric distribution functions over several spatial
scales. In this manner, the obtained distribution provided an indirect way of assessing the spatial
quality of the data set. In addition, the field significance of the fitting quality was verified.
In the third and last manuscript (cp. Section 2.3), a rapid (i.e., in terms of computer efficiency) and
simple approach is introduced and used to obtain long-term precipitation fields for climatologies
from temporally aggregated radar-derived and gauge-measured precipitation rates. The annual
results were compared to other independently generated precipitation data sets for the study
region.
Chapter 3 presents the main findings and results from the individual publications and brings them
into a common context.
Finally, in Chapter 4, an outlook of the thesis’ scope is given and potential future challenges for
research in the field of radar meteorology are described.
Because this is a cumulative thesis with three peer-reviewed publications, some conventions
were observed regarding its structure. The symbols of all equations from Chapters 1, 3 and 4
are explained in the List of Symbols. The citations of Chapters 1, 3 and 4 can be found in the
Bibliography. Equations, symbols and citations of Chapter 2 are explained in and belong to the
particular publication in Chapter 2.
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Figure 1.2: Accumulation of quality corrected precipitation estimates from radar data (German
Weather Service - DWD RY-product, German composite) for the year 2009. The Figure was taken
from Pfaff (2013).
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1.2 PRECIPITATION AS A COMPONENT OF THE WATER BALANCE
’Nearly 80 % of all decisions are related to space.’ (unknown)
This quotation, in several different forms, is often used in the field of geo-informatics to em-
phasise the importance of geo-referenced data (Hahmann et al., 2011). It also expresses the high
significance of geographic location in human thinking and behaviour. However, what else defines,
limits and characterises geographic location? From the perspective of a hydrologist, it is fast be-
coming clear that it is water in its manifold forms. As we know, 71 % of the Earth is covered by
water (Maniak, 2010). It is joked that the most important question that bothers the hydrologist
is: ’When was, is and will be where, how much water?’. In all seriousness, this question is fairly
accurate in reflecting the complex set of hydrology-related questions. To answer these questions,
conceptual models were developed to describe and understand the water balance (Davie, 2008).
The complexity of the water balance depends on the scale considered and the accuracy claimed.
The description of the water balance typically starts in textbooks from the global scale, which
allows for straightforward balancing (Karamouz et al., 2013). Figure 1.3 shows the water balance
at this scale with absolute figures of all components taken from Baumgartner (1996). Likewise,
the water balance can be defined in its simplest form for the scale of a river basin, the regional
scale, as shown in Equation 1.1 (Dyck and Peschke, 1995).
0 = P − ET −Q −∆S (1.1)
Figure 1.3: Scheme of the average annual global water balance. The figures of the components
were taken from Baumgartner (1996).
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A portion, depending on the land surface, the available energy and the local meteorological condi-
tions, of the available water (i.e., precipitation P) evaporates ET (Oke, 1992). The remaining water
concentrates for discharge Q, and forms a storage term ∆S. The evapotranspiration directly links
the water balance to the energy balance (Kraus, 2004, 2008).
From the complex of hydrological questions arises an important task in the field of hydrology: the
quantification of each term of the water balance (cp. Equation 1.1). This is not a trivial task at all
because the peculiarity of the driving processes underlies the natural variation, which is smoothed
and amplified by anthropogenic factors (Bernstein et al., 2008). The overlapping of these effects
leads to variations in the water balance (Baumgartner, 1996). Thus, the geo-temporal depen-
dency of the uncertainties in hydrological models is of great importance for quantifying the water
balance. If the hydrological and meteorological information can be more highly resolved by input
data obtained by estimation or by real observation, then the uncertainties in the modelling most
likely become smaller.
Precipitation turned out to be a component of the water balance, which has great uncertainty in
general when it is forecasted or simulated (von Hardenberg et al., 2007; Kronenberg et al., 2013).
The uncertainties of small scale, spatio-temporal behaviour of precipitation and the occurrence of
extreme precipitation events considerably complicate the assessment and determination of the
water balance (Sun and Bertrand-Krajewski, 2013). These uncertainties, among other reasons,
result from the high dynamics of water exchange in the atmosphere. For example, when there is
a global average of ∼1,000 mm precipitation per year with an average of ∼25 mm per event, an
average of ∼40 events could be observed. It is assumed that the atmosphere renews with each
event its water content. Then it becomes clear, when these events are spread over one year,
that the atmosphere’s water content renews every ∼9 d on average. This simple example should
illustrate the high dynamics of the water exchange. By the same token, strong local influences
caused by geographic feedbacks raise the uncertainties.
1.2.1 Precipitation Measurement
Different approaches were and will be developed to observe and determine precipitation as an
important part of the water balance on local, regional and global scales (Michaelides, 2008).
Strangeways (2007) divides the major technologies for measuring precipitation into rain gauge,
radar and satellite systems. The classical and oldest technology is the rain gauge, which has
been developed into a vast array of different types. These can be divided into optical rain gauges,
disdrometers and rain gauges, which collect the water in a funnel and measure the water in
some way (e.g., manually or electronically by tipping buckets, electronic weighting, capacitance
or drop-counting) (Strangeways, 2007). The errors associated with rain gauge measurement are
manifold, and they include evaporative loss, outsplash, leveling, an unrepresentative location of
the gauge, and the most important error, wind-induced precipitation drift (Sevruk, 1982). Several
techniques have been developed to cope with these errors, such as wind shields, turf walls or pit
gauges. Instrument and location-dependent correction approaches have also emerged (Richter,
1995; Sevruk, 1982) and have been applied in practise. Thus, the measurement errors can be
minimised by the aforementioned methods, but one disadvantage remains when using rain gauge
measurements. These data only provide point measurement and therefore do sparsely posses
information regarding the spatial distribution of the precipitation.
The highest temporal and spatial resolutions for areal measurement of precipitation are currently
achieved by remote sensing systems. These systems can be distinguished by their deployed
sensors. Weather radar works on the basis of active sensor, but most satellite systems use
passive sensors. An example of experiments that uses passive sensors are the Tropical Rainfall
Measuring Missions (TRMM) (Huffman et al., 2007). Passive sensors measure natural thermal
radiation (i.e., brightness temperatures). This energy is emitted by all types of surfaces, including
snow, rain, clouds, and the Earth’s surface (Levizzani et al., 2007). Therefore, the estimation
of precipitation by means of passive sensors depends on the minute amount of microwaves
energy emitted by the Earth and its atmosphere (Gebremichael and Hossain, 2010). The CloudSat
experiment is an example for a satelite-based cloud radar, which is able to measure fine details
of different clouds (Stephens et al., 2002). However, as parts (i.e., sensors) of satellites, their
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observations cover large areas of the earth. The development of satellite-based systems for
estimating precipitation at regional scales is still just beginning. So far, this technology only
provides unsatisfactory results at a river basin scale (Thies and Bendix, 2011; Görner et al., 2012).
In contrast, ground-based radar-derived QPEs are already practically important and contribute
substantially to the process of decision-making in the fields of water and flood risk management
(Weigl and Winterrath, 2009; Becker, 2013).
1.3 WEATHER RADAR
The term ’radar’ finds its origin in the English phrase describing the technology to detect and
observe airplanes: Radio aircraft Dection and Ranging. Today, ’radar’ stays for Radio Dection
and Ranging in a meteorological context. However, in the early days of radar, precipitation was
declared as a biased measurement, a detection error. Fortunately, this opinion quickly changed,
and the potential of radar technology was recognised. Atmospheric processes can be observed
through radar.
Since its introduction, little has changed regarding the fundamental principles of radar. The sys-
tem uses pulsed energy in the form of electromagnetic waves. These are transmitted by a
transmission antenna, which also serves as a receiver (i.e., for mono static antennas). The elec-
tromagnetic spectrum for the application of radar in the fields of meteorology is shown in Figure
1.4 and is limited to wavelengths from 1 cm to 15 cm (Rinehart, 2004), with the spectrum divided
into seven bandwidth ranges. The particular bandwidths are depicted in Table 1.1. Most of the
weather radar systems work in X-Band, C-Band or S-Band. While X-Band instruments are rather
ineffective at penetrating through heavy precipitation events, S-Band instruments are rather im-
practical and expensive due to their large antennas. For these reasons, most of the European
weather radar stations use the C-Band technology (Walther, 2007).
As already mentioned, some assumptions are necessary for the meteorological application of
radar instruments. These assumptions contribute to a better understanding of the estimation
process for precipitation rates based on radar measurements, and they make it clear that the de-
rived measurements are not a direct precipitation observation. Generally, the processing of radar
data can be divided into three parts. First, precipitation rates are derived from the measured
reflectivities. Second, the error detection and correction are performed. Third, radar data and
ground-based point measurements from gauges are merged to correct the bias of the radar data.
The processing and measurement-related errors can only be understood by using the often-cited
radar equation (Battan, 1973; Doviak, 2006; Bringi, 2001; Battan and Atlas, 1990). For this reason,
a simplified derivation of this equation is derived.
Figure 1.4: Electromagnetic spectrum for the application of weather radar and the respective band
designations. The figure was taken from Pfaff (2013).
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Table 1.1: Nomenclature for radar band letters with the corresponding wavelength, frequency and
application in meteorology (Rinehart, 2004). The table was taken from Walther (2007). The Band









L 30-15 cm 1-2 GHz
S 15-8 cm 2-4 GHz large precipitation droplets
C 8-4 cm 4-8 GHz precipitation
X 4-2.5 cm 8-12 GHz precipitation and
cloud droplets
Ka 2.5-1.7 cm 12-18 GHz ice, small precipitation and
cloud droplets
K 1.7-1.2 cm 18-27 GHz cloud droplets
Kα 1.2-0.75 cm 27-40 GHz cloud droplets
V 0.75-0.4 cm 40-75 GHz cloud droplets
W 0.4-0.27 cm 75-110 GHz small cloud droplets
(up to 95 GHz)
1.3.1 Derivation of the Radar Equation
The derivation of the radar equation at this point is based on certain assumptions without recog-
nition of the possible sources of errors. The derivation considers ideal spherical senders. These
are characterised by their isotropic emission of high frequency energy. The energy transmission
in space follows the surface of a sphere with uniform power density.
The geometric relationship of Equation 1.2 describes the increase of power density, which de-
pends on the square of the distance. Thus, as its radius rc decreases, the sphere uniformly
allocates the emitted energy on its surface area A.
A = 4·π· r2c (1.2)
From Equation 1.2, the undirected power density Su of Equation 1.3 can be derived. It depends





It is a directed transmission of the radar beam from an antenna, through which the emitted energy
is bundled. Thus, the signal does not fill out the whole surface of a sphere, only a particular part
of it. This limitation of the area leads to an increase in the power density, but the transmitted
energy remains the same. This energy gain due to an antenna is called antenna gain G. The
directed power density Sg is defined in Equation 1.4.
Sg = Su·G (1.4)
The antenna gain depends on the type of radar antenna. Usually, directed antennas have an
antenna gain of 30 to 40 dB. In Equation 1.4, this corresponds to a factor of 1,000 to 10,000.
If the transmitted energy strikes an object, it can be absorbed or reflected. Hence, the targeting
does not depend on the power density at the location of the target but on the reflected energy.
This energy can be determined by introducing a new variable: the back scattering cross section
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σ. This variable is always difficult to determine because it depends on many factors, such as
the shape of the target, the surface properties and the material of the target. However, the
introduction of the back scattering cross section σ helps mathematically to describe the reflected





For the derivation of the radar equation, it is usually assumed that propagation of the back-
scattered energy also follows a spherical surface. Hence, the same geometric relationships hold
for the back-scattering as for the signal transmission from the antennae. The power density at
the receiver Se shows the relationship defined in Equation 1.6, which depends on the reflected





The measured power at the receiver depends analogously on the power at the target Se, the
power density at the receiver and the effective antenna area AW . Thus, the power at the receiver
Pe can be determined as shown in Equation 1.7.
Pe = Se·AW (1.7)
No antenna is free of energy losses, which is why, instead of the geometric antenna area Ag, an
effective antenna area AW is considered in Equation 1.7. The effective area AW can be calculated
from the geometric antenna area Ag and multiplied by a damping factor Ka, as defined in Equation
1.8. Commonly, Ka is chosen between 0.6 and 0.7.
AW = Ag·Ka (1.8)





Energy propagates with the speed of light, so every speed relative to it can be ignored for practical
reasons. Hence, the distances of radar to target r1 and target to radar r2 can be considered to be
the same length r = r1 = r2. The combination of the distances leads to the power at the receiver





It can be shown that the antenna gain G is related to the wavelength λ, as shown in Equation 1.11
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For the detection of precipitation, the back-scattering cross section σ is of great importance.
Basically, it can be determined by means of Mie theory. This theory describes the diffraction of
electromagnetic waves at spherical and homogeneous particles. However, as the mean diameter
of hydrometeors D does not exceed ≤ 15 mm, which is smaller than the usual wavelength of >
5 cm, the back-scattering cross section can be determined by the Rayleigh approximation. This






∣∣∣ ε−1ε+1 ∣∣∣2 (1.13)
Equation 1.13 shows that the back-scattering cross section, in addition to the droplet diameter,
depends on the wavelength and the respective aggregate phase through the permittivity ε. There-
fore, the factor K was determined for the commonly used frequencies of C- and X-Band of 0.93
for water and 0.2 for ice (Stephens, 1994).
Single droplets are not detected by radar, but a volume is detected. That is why the individual
back-scattering cross sections of hydrometeors are summed to within a unit volume of 1 m3.
This leads to summed back-scattering cross sections in which the back-scattering cross section












If droplets are uniformly distributed in the pulse volume V , then the respective volume can be
defined according to Equation 1.15 with the angles θ,φ, the radius rV and the parameter h, which
depends on the speed of light c0 and the signal’s traveling time τ .





h = c0· τ
(1.15)
Equation 1.12 is only valid for point targets. Weather radar applications need an adapted form
of Equation 1.12. Therefore, Equations 1.13, 1.14 and 1.15 are used to derive an adapted radar








Battan (1973) showed that a correction that recognises the antenna pattern is needed. It is
assumed that the pattern is of a Gaussian shape, which is generally the case. Thus, Equation 1.17













The first part of Equation 1.17 contains several radar-specific constants. These can be summarised
by the so-called radar constant C. In this manner, Equation 1.17 can be simplified with respect to





The reflectivity spans a wide range of values. Thus, it is usually given on a logarithmic scale, as
defined in Equation 1.19.
ZdB = 10· log(Z) (1.19)
The radar signal is based on propagation through the atmosphere, and the signal loses strength
continuously as it passes through precipitation. This effect is called attenuation of the radar signal.
It is an important effect in the case of small wavelengths, for instance, in the X-Band, because
the signal is weak in comparison (He, 2011). Therefore, the attenuation of the signal is especially
caused by high precipitation rates, dense clouds or a wet radome. The effect was not considered
in this derivation of the radar equation, which mainly followed the works of Overeem (2009); Pfaff
(2013); Raghavan (2003); Rinehart (2004). More detailed derivation can be found in Collier (1989).
1.3.2 Estimation of Precipitation Rates from Reflectivities
The reflectivity derived in Section 1.3.1 can be brought into a precipitation context through a so-
called Z-R relationship, from which one can determine precipitation rates. Marshall and Palmer
(1948) used experiments to establish this empirical relationship between precipitation and reflec-
tivity. They stated that the spectrum of rain drops with size approximately follows an exponential
function, as shown in Equation 1.20.
N(D) = N0·e−Λ·D (1.20)
with N(D)dD = mean number of droplets between the diameter D and D +dD in a unit volume of
air and N0= 8·103. In Figure 1.5, examples of fitted distribution functions are shown in comparison
to the observations of Marshall and Palmer (1948) and data by Laws and Parsons (1943). Figure
1.5 shows that except for small diameters, the fitting of such functions is in fair agreement with
observations (Marshall and Palmer, 1948).
The distribution of raindrops is mainly influenced by the growth of droplets due to condensation,
sublimation and collision (Straka, 2009; Sumner, 1988). The parameter Λ was derived empirically
by Marshall and Palmer (1948), which is given in Equation 1.21.
Λ = 4·R−0.21 (1.21)
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Figure 1.5: Distribution function (solid straight lines) compared with results of Laws and Parsons
(1943) (broken lines) and Ottawa observations (dotted lines). The figure was taken from Marshall
and Palmer (1948).
The reflectivity is the 6th moment of the droplet distribution N(D) under the assumption of





With the help of the gamma function from Equation 1.23 and the formulated Marshall-Palmer
Equation 1.20, a more general Equation for the x th moment of the drop size distribution can by













The reflectivity shown in Equation 1.25 can also be determined. This is in contrast to Equation
1.18, which represents another derivation.







The substitution of Equation 1.21 with Equation 1.25 leads to the Z-R relationship derived by
Marshall and Palmer (1948), which is given in Equation 1.26.
Z = 296·R1.47 (1.26)
This derivation of a Z-R relationship is one of the most famous ones. Several other relationships
exist based on derivations and on different experiments with recording gauges and distrometers.
Finally, they distinguished the parameters a and b. Battan (1973) stated in his study that the
shape of precipitation is of fundamental importance in addition to the location of the weather
radar. Some examples of different parameters of the Z-R relationships are given in Table 1.2.
Table 1.2: Examples of frequently used coefficients of the Z-R relationship
a b Reference
296 1.47 Marshall and Palmer (1948)
237 1.5 Atlas and Ulbrich (1977)
200 1.6 Goudenhoofdt and Delobbe (2009)
The thesis of Marx (2007) clearly showed that the Z-R relationship can also be adapted to specific
applications. The presented coefficients were not estimated by measurements but by hydrologi-
cal modelling. This was performed by optimising the coefficients of a precipitation run-off model
for a river basin. The basin is located within the range of weather radar.
1.3.3 Possible Errors in the Estimation of Precipitation Rates using Radar
Different factors influence, disturb and introduce errors in the quantitative estimation of precip-
itation by means of radar. Errors can be classified into two groups. These groups are closely
connected to the processing scheme. Errors that occur in the measuring process of reflectivities
belong to the first group. The second group of errors are related to uncertainties in the derivation
of precipitation rates from reflectivities and derivation of the Z-R relationship. The superposi-
tion of uncertanties of these two error groups is responsible for significant differences between
radar-derived precipitation and gauge data (Wilson and Brandes, 1979).
1.3.3.1 Measurement of Reflectivities
Potential sources of error can be observed in the radar instrument itself. In the literature, such
errors are often referred to as incorrect calibration of the instrument, which may lead to systematic
errors in the measurement of reflectivities. However, calibration cannot correct all hardware-
related errors. For example, errors such as radar rings can occur (Hengstebeck et al., 2010). After
calibration, which should take into account local reference measurements (Wilson and Brandes,
1979), there are several possibilities for hardware-independent errors, which cause abnormal
precipitation measurements. These errors can have the following causes:
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1. Blockage of the radar beam by objects of a significant height, such as large buildings in the
vicinity of the radar station. These obstacles lead to so-called spikes in the radar picture
because information at their lee sides is lost. Affected pixels can be detected and corrected
by a geometric optic approach based on a interception function (Bech et al., 2003).
2. Detection of static or moving non-meteorological targets. These can be planes, wind tur-
bines, cranes or even swarms of insects (Knott, 2004; Marx, 2007; Toth et al., 2011). Typ-
ically, these so-called static clutter items are removed by a clutter map. Non-static clutter
(like swarms of insects or increased air traffic densities) can be detected and removed by
means of statistical filters and dynamic elevation maps (Fornasiero et al., 2006; Bartels
et al., 2004).
3. Abnormal propagation of the radar signal, which is sometimes called ’anaprop’ (Doviak,
2006). This phenomenon can be observed when the refractive index is modified by changes
in the pressure, water vapour or temperature gradients of the atmosphere, which can be
caused, for example, by a temperature inversion. Several techniques exist for the detection
and correction of anaprop, such as the method of Alberoni et al. (2001).
4. Build-up of water films on the radome (Wilson and Brandes, 1979).
5. Attenuation of the signal due to dense clouds and precipitation. The attenuation depends on
the atmosphere’s water content. Under this restriction, it can be stated that heavier rains
increase attenuation, whereas clouds with smaller water content lead to less attenuation.
Additionally, differences between ice and liquid particles can be observed. In comparison,
attenuation by ice particles can almost be neglected. However, experience has shown that
large amounts of melting ice or hail particles can result in large increases in reflectivities
and can therefore cause significant attenuation.
6. Bright Band, which may occur by the transition from snow and ice particle into rain in the
atmosphere. The effect can be found in the melting layer, which reaches the mid latitudes
up to 4 km altitude. This effect is first caused by the extremities of a snowflake melt.
The available water creates a covering film before the particle implodes to form a droplet.
Due to the high conductivity of water and the seemingly large volume of the water-coated
snowflake, the reflectivities significantly increase Michaelides (2008).
Some of these errors can be observed in Figure 1.2. Furthermore, the figure depicts errors that
arise by temporal aggregation of the precipitation rates of a multi-sensor composite.
1.3.3.2 Uncertainties of the Z-R relationship
The experimentally derived Z-R relationship for the estimation of precipitation rates from reflec-
tivities is determined by the two parameters a and b. The derivations of these parameters often
require assumptions, which necessarily lead to uncertainties. Thus, the derivation by Marshall
and Palmer (1948) starts from the premise that the scanned volume of air is uniformly filled by
precipitation particles, that the drop-size distribution follows an exponential function, which also
could be bimodal if there is a difference between stratiform and convective precipitation, that rain
drops posses a spherical and homogenous shape and that all particles have the same aggregate
state (Marx, 2007). Also Wilson and Brandes (1979), concluded that the reasons for erroneous
estimation of precipitation rates by means of radar are related to differences in the relationship
between reflected energy and precipitation rate, the shape and change of the aggregate state
of the precipitation particles within the process of falling, abnormal signal propagation and at-
tenuation in the atmosphere. For these reasons, it is usually recommended to use an adapted
Z-R relationship that considers the local circumstances and hardware configurations. The coeffi-
cients should at least be chosen so that they depend on the type and strength of the particular
precipitation events.
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Table 1.3: Examples of adapted coefficients for the Z-R relationship
a b Precipitation Type Reference
140 1.5 Drizzel Battan (1973); He (2011)
250 1.5 Widespread rain Battan (1973); He (2011)
500 1.5 Thunderstorm Battan (1973); He (2011)
140 1.6 Drizzel Strangeways (2007)
180 1.6 Widespread frontal rain Strangeways (2007)
240 or 500 1.6 Heavy convective showers in
the UK or alpine regions
Strangeways (2007)
Table 1.3 illustrates the role of precipitation type in the Z-R relationship. Obviously, the location
and the climatological conditions at the radar site must be considered. Hence, tropical conditions
and extreme precipitation events are particularly problematic for the quantitative estimation of
precipitation rates (Palmer, 2010).
1.3.3.3 Merging Techniques
Radar data have high spatial and temporal resolution, but the data also posses several possible
errors, which are related to the measuring principle or the assumptions made for the estimation of
precipitation rates (Berndt et al., 2014). The application of uncorrected precipitation rates derived
by radar in hydrological or climatological applications therefore is not acceptable (Berndt et al.,
2014). For this reason several approaches have been developed to correct the data. Usually,
the radar information is merged with gauge data. That is why these approaches are also called
merging techniques. The outcome of this processing is a better estimate of the precipitation
product for the considered domain. The techniques always involve a comparison between gauge
data and the corresponding radar pixels. For high temporal resolutions it is recommended to use,
instead of one radar pixel, the mean from the nine pixels closest to a gauge (Goudenhoofdt and
Delobbe, 2009). Especially for solid precipitation such as snow, the wind drift can be up to 20 km.
This must be considered in a comparison (Mittermaier et al., 2004). The effect can be neglected
for longer periods. Likewise, a critical and close inspection of the representation of the gauges is
important. These should represent a fairly large region (Lang, 1997). Aniol et al. (1980) showed
that even gauges with small distances between them have differences on hourly and daily bases
of up to 10 %. Therefore, it is important to question the quality of the gauge data. In the following
section, the most popular merging techniques are presented.
Mean field bias correction (MFBC) assumes that precipitation values derived from radar data
are biased by a identical distributed bias. The bias can be caused by incorrect hardware calibration
or insufficient coefficients of the Z-R relationship (Steiner et al., 1999). The bias BMFBC of the
precipitation rates can be removed as shown in Equations 1.27 and 1.28.












The exponential relationship between reflectivity Z and precipitation rate R can be used to cor-
rect the mean difference (i.e., bias) between all n radar-derived precipitation rates < and gauge
measurements S. The approach is regarded as one of the simplest. Its application led to several
different processing scenarios on a daily basis to provide satisfactory Root Mean Square Errors
(Goudenhoofdt and Delobbe, 2009).
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Range-dependent adjustment (RDA) proceeds on the assumption that the quotient between
radar and gauge depends on the distance r from the radar station. This assumption is reasonable
because the elevation angle of the radar beam is larger than 0◦, so the signal reaches higher
parts of the atmosphere as it propagates farther from the radar station (i.e., the range effect)
(Raghavan, 2003). Likewise important is the aforementioned attenuation of the signal, which is
proportional to the path from sender to target and back. The quotient between radar and gauge
is calculated on a logarithmic scale through a 2nd degree polynomial. The coefficients r,p,o of the
polynomial are approximated by the method of least squares. The range-dependent correction
factor BRDA can be determined as defined in Equation 1.29.
log(BRDA) = l· r2RDA + p· rRDA + o (1.29)
Static local bias correction and range dependent adjustment (SRD) claims to correct for
visibility effects (Goudenhoofdt and Delobbe, 2009) . It is applicable for annual data sets. More
specifically, it assumes the existence of an annual long data set of observations. The processing
consists of three parts. First, an MFBC is deployed for aggregated 24 h rates. In the second
step, the annual biases between gauges and radar measurements are calculated (i.e., Static local
bias (SLB)). Then, this information is interpolated by means of appropriate spatial interpolation
techniques and deployed in a manner similar to MFBC for the radar data. In the third and last
step, an RDA is applied on a daily basis with the correction factor from the SLB of the last year, as
shown in Equation 1.30. The comparison of 24 h precipitation rates showed that the performance
is as good as some more sophisticated approaches (Goudenhoofdt and Delobbe, 2009).
BSLC = BMFBC + BSLB + BRDA (1.30)
Brandes spatial adjustment (BRA) is a another approach to correct the spatial bias of radar
data (Brandes, 1975). For this adjustment, one correction factor is calculated for each gauge.
The method follows the objective analysis of Barnes, which is a convergent weighted-averaging
interpolation scheme (Barnes, 1964). Through the scheme, a spatial correction field can be cal-
culated on the basis of negative exponential weighting. The weighting factors w depend on the
distances d of a pixel from the gauges and one empirical factor u. Equation 1.31 defines how to












The coefficient (i.e. empirical factor) u serves as a smoothing parameter within the interpolation
scheme, as in the case of Inverse Distance Weighting. The smaller the parameter, the more
details remain from the original data (Brandes, 1975). Goudenhoofdt and Delobbe (2009) defined
this factor as the mean station density, which can be derived from the number of given stations
divided by the area of the domain. The results of their study show that the applied approach on a
daily basis led to significantly better results than BRA.
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Geostatistical approaches are a large group of methods, which through spatial interpolation
and on the basis of point samples generate a random field. The spatial distribution of precipitation
in this case is considered as such a random field.
A comprehensive overview of the principles and assumptions of geostatistical approaches can
be found in Wackernagel (2003); Goovaerts (1997). One thing that all of these approaches have in
common is that they require the definition of a variogram, which describes the spatial variability
of the precipitation field.
For the merging of radar and gauge data, currently one approach finds preferential application:
External Drift Kriging (EDK). The approach allows the interpolation of a variable under considera-
tion of additional variables. The main variable is observed data from gauges, and radar data are
handled as background information. The use of EDK leads to fair agreement on a daily basis be-
tween gauge and radar precipitation fields (Velasco-Forero et al., 2009). This is also supported by
Verworn and Haberlandt (2011), who showed that the approach led to good results for 15 single
storm events and the corresponding variograms in different configurations (i.e., different combi-
nations of additional variables such as topography, precipitation type or reflectivities instead of
precipitation rates). The authors emphasised that the quality of the obtained precipitation field
most notably depends on the empirical variogram (van de Beek et al., 2011). The determination
of a variogram occasionally turns out to be difficult, especially in study regions that are located
in high mountain ranges with sparse networks of gauges (Holawe and Dutter, 1999). Likewise
important are the uncertainties of a regionalised variable (i.e., interpolated precipitation) at high
temporal resolutions, which are associated with its dynamics (cp. Section 1.2).
Beside the aforementioned approach, other methods exist. They are mixtures or extensions of
the already introduced ones (Ehret et al., 2008; García-Pintado et al., 2009).
The remaining variance between gauge and radar data after a merging mainly is the consequence
of different measurement principles, the drop spectrum and some other factors (Lang, 1997).
Even after correction of the aforementioned known errors, it should not be forgotten that radar
measurement is only a ’snapshot’, which is normally updated with a 5 min interval.
1.3.4 The RADOLAN Project of the DWD
Despite the obvious disadvantages of estimating precipitation by radar, several complex process-
ing schemes have been developed to increase the quality of QPE products. The quality assess-
ment and growing demands of highly resolved data sets in practise and in science have led
to national and international projects for generated QPEs over large areas (Smalley et al., 2014;
Michelson and Koistinen, 2000). Especially short time forecasting of potentially dangerous hydro-
meteorological situations was the motivation for continuous progress in the field of QPEs. These
developments have reached a state of on-the-fly processing and immediate online availability of
QPEs for risk assessment tasks (Becker, 2013; Weigl and Winterrath, 2009). For this reason,
almost 10 years ago, the DWD started the operational service RADOLAN.
RADOLAN is a acronym -’for a comprehensively and operationally generated data set based on
a radar online merging approach’, which was developed to process real-time radar and recording
gauge data from the DWD. The obtained data are available in high spatial (i.e., 1 km) and tempo-
ral (i.e., for the rw-product which claims to be one of the end products of 1 h) resolutions for an
extended region of Germany.
The quality of the radar-derived precipitation data without additional merging with point mea-
surements (i.e., recording gauges) is insufficient for quantitative applications (i.e., in the fields of
water management), as is shown in the aforementioned Section 1.3.3.3 (Weigl and Winterrath,
2009). For this reason, the RADOLAN algorithm attempts to combine the advantages of two
different measuring procedures. On the one hand, direct local point measurement is used to ac-
quire precipitation near-ground, and on the other hand, indirect measurement is used to describe
the spatial precipitation distribution of the radar picture (Lang, 1997). The achieved synthesis of
gauge and radar data is used to build QPEs.
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Figure 1.6: Gauge networks of recording gauges of the German Weather Service (DWD) and of
some federal states (Land) with a data transmission interval of 1 h. The figure was taken from
Weigl and Winterrath (2009).
Comparable precipitation products for other regions include BALTRAD for the Baltic Sea (Michel-
son and Koistinen, 2000) and the NCEP Stage IV product for the United States of America (Smal-
ley et al., 2014). The underlying radar networks possess more than 30 and 200 weather radar
stations. Their data likewise are mainly processed and obtained for hydrological applications
(Walther, 2007).
The RADOLAN products are based on a network of 16 C-Band radar stations, the precipitation
gauge networks of the Federal States of Germany and the recording gauge network of the DWD
(Weigl and Winterrath, 2009). The respective networks are depicted in Figures 1.6 and 1.7. Figure
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1.6 shows the density of recording rain gauges, which are taken into account within the opera-
tional processing. These gauging stations are almost equally spatially distributed. The network
possesses a comparable high density, but due to the equal spatial distribution, mountain-induced
features of the spatial precipitation distribution only find a limited representation in the gauge
measurements. Figure 1.7 shows the locations of the radar stations and their beam coverages in
Germany. The high network density leads to a redundancy of radar observations for over 50 % of
the covered area.
’Precipitation scans’ at 5 min intervals of the weather radar stations are taken into account for the
quantitative precipitation estimation. The radar stations have a range of 125 km. The recording
gauge networks of the DWD and the Federal States of Germany include a total of 1,100 gauges.
These transmit their recordings in 1 h intervals for online merging. Additionally, up to 200 record-
ing gauges from the adjacent states can be used for processing, primarily to reduce interpolation
errors in the periphery of the composites.
The processing of the radar data consists of various sub-steps of quantitative precipitation es-
timation, which take place before the actual merging is performed. The most important steps
are listed below, and they are described more deeply in the RADOLAN documentation by Bartels
et al. (2004).
1. Correction of orographic shadowing
2. Quantitative composite calculation from the different weather radar stations in Germany
3. Statistical clutter suppression
4. Smoothing of gradients
5. Pre-merging with factors from gauges and radar on the bases of maximal detected precipi-
tation
The correction of the bias is deployed for recording gauges and the nine radar pixels closest to
the gauge. From these nine pixels, the differences and quotients between the respective pixel
and gauge values are calculated. The factor mostly corresponding to one or smallest difference
of these nine pixels is then used for interpolation. At each location (i.e., gauge) one factor (dif-
ference) is identified, which is interpolated for all gauges over the whole composite. The choice
of technique (differences or quotient) is determined by a subset of recording gauges. These rain
gauges are not used to determine the aforementioned factors (differences), but to validate the
interpolated fields. The smallest absolute difference over all recording gauges for validation is
taken into account for an objective choice of a proper merging technique at one time step (Bar-
tels et al., 2004). In this manner, two different merging approaches can be operationally used.
As the processing chain from the measuring of reflectivities to the final QPE derivation is a com-
plex procedure, many products are generated at each processing step. These products are put
into an archive and stay available on demand (DWD, 2009).
Weigl and Winterrath (2009) stated that, when the radar radius is 100 km, the usage of 40 to 60
recording gauges had been successfully proven with a sufficient quality for the obtained QPEs
used in water management tasks.
This is also supported by Goudenhoofdt and Delobbe (2009) and their investigation concerning
different techniques of merging radar and gauge data.
The DWD has prospects for different future extensions of their radar and gauge networks. Fur-
thermore, closer cooperation with adjacent states, such as France, Belgium and Switzerland,
could help to cover the territory of Germany in a better manner by radar. In addition, the spatial
extension for Europe of the RADOLAN products with the name RADOLAN-ME for water man-
agement applications is available and will be further developed.
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Figure 1.7: Network of C-Band weather radar stations of the German Weather Service (DWD) in
Germany and their beam coverages. The figure was taken from Weigl and Winterrath (2009).
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2 PUBLICATIONS
In the original submitted cumulative dissertation all peer-reviewed publications were included in
Chapter 2, which are subsequently merely mentioned.
2.1 CLASSIFICATIONOFDAILYPRECIPITATIONPATTERNSONTHE
BASIS OF RADAR-DERIVED PRECIPITATION RATES FOR SAX-
ONY, GERMANY
Kronenberg, R., Franke, J. and Bernhofer, C.: Classification of daily precipitation patterns on the
basis of radar derived precipitation rates for Saxony, Germany, Meteorologische Zeitschrift, 2012,
Vol. 21, No. 5, 475-486, DOI: 10.1127/0941-2948/2012/0343.
2.2 COMPARISONOFDIFFERENTAPPROACHESTOFIT LOG-NORMAL
MIXTURES ON RADAR-DERIVED PRECIPITATION DATA
Kronenberg, R., Franke, J. and Bernhofer, C.: Comparison of different approaches to fit log-normal




Kronenberg, R. and Bernhofer, C.: A methode to adapt radar-derived precipitation fields for clima-
tological applications, Meteorological Applications, 2015, DOI: 10.1002/met.1498.
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3 SUMMARY ANDMAJOR FINDINGS
The proposed objectives of this work (cp. Section 1.1) are considered next. The major findings of
the manuscripts from Chapter 2 are summarised.
The assessment of precipitation products can be divided into two parts, as performed by Görner
et al. (2011, 2012). The first publication consists of a temporal analysis, and in the second one,
the spatial limitations of QPEs are discussed. The temporal investigation is the easier part. It
considers a comparison between rain gauges and radar pixels. The spatial validation is more
complicated, for there is no reliable product (i.e., observed data) available to compare to the
RADOLAN rw-product at a spatial resolution of 1 km (Görner et al., 2012). Therefore, an indirect
method is proposed for the assessment of the goodness-of-fit of mixture distributions over dif-
ferent spatial scales (cp. Section 2.2).
The temporal validation showed the following results. The mean of the 9 pixel box was not cal-
culated (cp. Section 1.3.3.3). Rather, the nearest pixel to one gauge was taken into account. The
calculated correlations for the recording gauges at hourly resolution are always higher than 0.90,
which is an expected level of agreement and indicates a reasonable linear relationship between
the two measuring systems. The high correlations can be explained by the fact that most likely,
the same recording gauges were used for the merging procedure. However, due to temporal ag-
gregation and a different measuring network of non-recording gauges, Hellmann gauges (Richter,
1995)), the correlation decreases to a limit that should be considered to be the lower limit in terms
of a reasonable linear relationship (i.e., > 0.67% for significance (Giles, 2002)). Consequently the
temporal assessment of the product showed that applications for long-term or extreme precipi-
tation climatologies of the RADOLAN rw-product are not recommended, but they were also not
intended by the RADOLAN authors (Weigl and Winterrath, 2009).
1. Can spatially highly resolved daily precipitation fields be robustly classified into groups of
similar spatial patterns?
The methods of multivariate statistics include many reliable algorithms for classifying data (Wilks,
2011; Schönwiese, 2013). The major problem for the classification of QPEs in general and in this
thesis is their high spatial resolution. The resolution makes the processing expensive in terms
of computer resources and the large density of precipitation information. Therefore, the high
variability of precipitation may serve to obscure and limit classification. Usually, classes contain
all sample points (i.e., objects) of a data set. However, the classification can be based on fuzzy or
hard clustering. In the first case, an object belongs to a certain degree to all classes, and in the
second case, each object belongs to one and only one class (Höppner, 1999).
The methods applied, such as cluster analysis and unsupervised neural networks, are able to
identify robust classes (i.e., hard clustering), whereas Principle Component Analysis (Pearson,
1901) leads to rather obscure results, which could not be associated with plausible interpreta-
tions. The later method likely was corrupted or influenced by measurement errors rather than by
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the actual precipitation information. However, in terms of neural networks and cluster analysis, a
robust classification of a reliable (i.e., representative) sample size can be performed.
2. What relationships exist between classes of similar daily precipitation fields, seasons and
synoptic situations?
Of course, relationships exist, and they were expected because precipitation depends on sea-
sons and on the particular state of the atmosphere (Sumner, 1996). That is why the question
focuses on the strength of the impact and the statistical significance of specific properties.
Precipitation is a very complex element, which is influenced by large-scale (e.g., seasons and
weather patterns) as well as small-scale features (e.g., regional topography and land use). For
this reason, the strongest dependencies could be observed between the classified patterns and
the moisture content of the air and the prevailing wind direction. Seasons play a less significant
role for the particular patterns. A bit stronger are the observed relationships of the patterns of air
pressure at the 500 hPa level followed by air pressure at the 950 hPa level.
3. Do precipitation patterns improve the fitting of distribution functions on radar-derived pre-
cipitation data?
The results of Section 2.2 clearly show that parameters derived by classification, either by neural
networks or by cluster analysis as initial guesses, which were then optimised by a Maximum
Likelihood approach, show a better performance for large spatial resolutions (i.e., < 4 km) of the
considered radar product. They performed best in comparison to simple log-normal distributions
in terms of the Kolmogorov-Smirnov tests. However, it should be noted that simple gamma dis-
tributions perform almost equally well at these spatial resolutions.
In conclusion, the classified precipitation classes could significantly improve the performance
(i.e., goodness of fit) of the log-normal distributions. However, gamma distributions, which have
fewer parameters, are also a good choice for modelling the daily precipitation rates in this partic-
ular domain.
4. How do the fitted distribution functions perform over different spatial scales?
Several parametric distribution functions can be deployed to describe the daily spectrum of pre-
cipitation time series (cp. Section 2.2). These functions are fitted to orderless values of former
time series of point measurements to parameterise their probability distributions. Due to the cen-
tral limit theorem, it was more or less expected that all distributions, theoretical and empirical,
would converge to a normal distribution by simple aggregation of the sample points when their
variance is finite and positive (Storch, 2001). For this case, the spatial correlation of precipitation
must be neglected because the central limit theorem theoretically holds only for independent
variables.
Aggregation may be either over time or over space. For the test of goodness-of-fit, the spa-
tial aggregation was investigated. The results support the predictions of the assumed central
limit theorem. All applied functions with increasing spatial resolution perform worse in terms of
Kolmogorov-Smirnov tests for the study region.
The analysis of the fitting qualities shows unexpected behaviour. At the smallest scale of 1
km pixel edge length, the portion of good functions (i.e., those with H0 not rejected by the
Kolmogorov-Smirnov Test) is smaller than for 2, 3 or 4 km resolutions. This finding contradicts
with the initial statement of a good description by the chosen parametric distribution function for
point measurements. However, because the QPE used here is derived by radar, it must be con-
sidered in a radar context. For example, NEXRAD has a spatial resolution of 4 km (Anagnostou
and Krajewski, 1998), Overeem et al. (2009, 2010) used a radar product with 2.4 km resolution,
and the OPERA radar composite has a resolution of 2.5 km (Chang, 2012). The spatial properties
of these products together with the results presented here suggest the use of the RADOLAN
rw-product with a spatial scale of at least 2 or 3 km for daily precipitation fields.
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5. How can reappearing errors due to temporal aggregation of QPEs be detected and corrected
for long-term climatological applications?
The correction of errors within an already processed QPE product is a difficult task and depends
on the detection of incorrect precipitation information. These errors are obvious by visual in-
vestigation, but they need to be detected and corrected or at least excluded objectively in an
automated way to fulfil the practical requirements of an online processing scheme. For this rea-
son, the errors can be divided into two groups.
The first group consists of errors that are obviously wrong in terms of a natural spectrum of pre-
cipitation. This spectrum might be defined over time (i.e., errors within time series), over space
(i.e., errors in raster over a certain domain at a certain point of time) or spatio-temporally (i.e., a
combination of both). Nevertheless, errors can easily be detected, and in this case they can be
considered as outliers of the particular spectrum (i.e., the empirical distribution of precipitation
rates over space, time or both). The particular pixels should be excluded from the data set.
The second group of errors is more difficult to detect. These errors lay within the aforemen-
tioned spectrum of precipitation, but they form artificial patterns that, when observed by hand,
obviously arise from the merging of different radar stations (i.e., multi-sensor composite). Other
errors arise from processing and measuring peculiarities. These errors should not be excluded;
they should be adapted because they may have a large spatial extent in the study region. Addition-
ally, the values may be biased, but they are not completely wrong. Thus, they must be adjusted
to compensate for the bias. The chosen approach for this task takes into account a reasonable
relationship between elevation and precipitation, which lasts for periods of one year or longer. Ac-
cording to this assumption, the precipitation spectrum follows the elevation or at least presents
an almost linear relationship between them, which can be expressed by a linear regression with
a certain portion of explained variance. The considered QPEs of this work are corrupted by cer-
tain errors, which impair a direct climatological analysis of the precipitation field. The presented
approach therefore consisted of several steps to correct the precipitation field for climatological
applications. The errors are statistically detected and excluded. The exclusion scheme consists
of an inter-quartile outlier procedure that depends on three empirical parameters. These could be
determined for the particular data set by means of simulation and optimisation.
False precipitation information, which cannot be statistically detected because it is within a plau-
sible range of precipitation in the domain, is adapted by taking elevation features into account by
linear regression. Finally, further merging is performed using a differences method on the basis
of climatic rain gauges (Weigl and Winterrath, 2009).
The presented approach is scale-free (however, a spatially independent approach is only valid for
precipitation sums over yearly or larger periods), and it is transferable, but the derived parame-
ters are considered to be bound to the particular domain. That is why they must be determined
again for other study regions. Nevertheless, it seems that the obtained parameter fu is not very
sensitive; the obtained values range between 2 and 3 and therefore are close to the value of 3
proposed by Eischeid et al. (1995).
6. How are radar-derived long-term precipitation fields different from conventionally interpolated
fields based on rain gauge data?
The investigated interpolated precipitations fields based on rain gauge data either receive their
spatial variability from variograms as used in the Kriging procedures (Wackernagel, 2003) or from
additional orographic information, as in the multivariate regression procedure (Rauthe et al., 2013).
The pattern comparison shows that the degree of spatial heterogeneity of fields derived from
radar data with the presented approach is as high as for the conventional interpolated fields.
It must be stated that additional information regarding the elevations includes the features with
the highest impact on spatial variability at longer time scales, as was investigated. This holds for
the interpolated fields (i.e., QPE) with and without and the radar-derived information in this work.
The presented approach accounts for the elevation just to correct the radar pixels corrupted by
false precipitation information or errors. Therefore, the achieved spatial variability of the long-term
precipitation fields is likewise not a measured value but an estimated one.
Despite good correspondence and supplementation of the radar and rain gauges, there are sig-
nificant differences in the measuring principles, which lead to more or less significant differences
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in the precipitation rates between rain gauges and radar. The rain gauge area of a conventional
daily non-recording gauge in Germany is 200 cm2 (Sevruk, 1974). Thus, the area is a multiple
of 50·106 smaller than the projected area of a radar pixel (i.e., 1 km2) (Riedl, 1986; Lang, 1997).
Additionally, even radar pixels measured in polar coordination are not consistent at all. The raw
data of a radar usually comes in polar coordinates. Accordingly, a projection on a regular raster
becomes necessary. Therefore, the radar pixel value varies depending on the distance to the
radar station up to a factor of 100 (Riedl, 1986).
Although the radar-derived fields possess more information regarding the spatial variability than
gauge-based products, this information is corrected and has to be interpreted with consideration
of the known weaknesses of the data and the processing scheme.
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4 CONCLUSIVE OUTLOOK AND PER-
SPECTIVES
The climatological analysis of precipitation products derived from radar data was neglected, as the
available data were collected over a period too short for the WMO requirements of climatological
purposes (World Meteorological Organization, 2008). The period of available and comprehensive
radar data is too short, especially for Germany (Becker, 2013). Nevertheless, a few climatologies
already have been derived, especially concerning extreme precipitation events (Allen and DeGae-
tano, 2005; Overeem, 2009; Overeem et al., 2010). These types of climatologies are of special
interest in several dimensioning and construction tasks in the field of water management (DIN,
2008; DWA, 2006). However, the processing of the data has certain limits due to the measure-
ment principles of radar (cp. Section 1.3.3). As a consequence, the processed data are now
specialised for certain applications.
It becomes obvious through the presented results that the processing of radar data depends on
the application purpose and the temporal scale. Thus, a change in the respective algorithms be-
comes necessary with respect to the geo-temporal scales.
Scale-free and inappropriate processing is therefore a future challenge that the hydro-meteorology
community must face. In contrast, the demand for highly resolved data sets continuously in-
creases with an equally strong claim regarding the adequate quality of the data. Ground-based
point measurements and dense gauge networks for recording are needed, as well as non-
recording (i.e., manual) rain gauges in different temporal resolutions for processing radar data.
That is why, in addition to scale-free processing, the question of an optimal gauge network for
indispensable merging arises. The three technologies used to measure precipitation comple-
ment each other in the task of quantitative precipitation estimation (cp. Section 1.2.1). Addition-
ally, satellite-based sensors, systems and algorithms will gain more relevance (Thies and Bendix,
2011). As this occurs, the procedures and techniques used to obtain multi-sensor and instrument
QPEs by merging observed data of different measuring systems (i.e., from satellites, radars and
rain gauges) must be refined.
As QPE quality increases, assimilation routines should be adapted into dynamic meteorological
and hydrological models by means of Kalman filters or appropriate variational approaches. The
use of dual-polarisation measurements will allow for more accurate QPEs, and refractivity data
could give some information regarding humidity 30 to 60 km around the radar station. Webb
(2013) concluded that even higher spatial resolutions of 100 m pixel size are imaginable. All of
these potentials imply renewals of radar instruments but may cause inconsistency through in-
strument changes within radar-derived precipitation time series.
The completion of this thesis is marked by the start of a new project in February 2014 at the
DWD on the analysis of precipitation climatologies with radar-derived data. It was recognised by
experts and officials that this field needs more research and that the development and testing
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requires time for the appropriate methods to reach maturity suitable for operational applications.
The latest developments in the radar meteorological community show that the focus is shifting
from the processing of radar data for water management tasks (Bartels et al., 2004; Weigl and
Winterrath, 2009) to climatological applications (Becker, 2013). The development and validation
of highly resolved composite products (i.e., QPEs) (Chang, 2012) shows that the current state of
the art still has considerable uncertainties pertaining to the following factors:
1. observation, estimation and simulation of the regional and global water balance,
2. the analysis of extreme precipitation events
3. the assessment of small-scale precipitation variability
Radar-derived data are considered to contribute significantly to a better understanding of these
issues (Becker, 2013). Considering this shifting focus, future contributions should aim for the
processing of radar data that is independent of the temporal scale and the considered applica-
tion. Therefore, the research focus must be extended because future QPEs should be consistent
over space and time and should be applicable for hydrological tasks as well as for climatological
applications. For this reason, further challenges can be found in the processing of multi-sensor
data and in the development of procedures that can appropriately suppress known errors, as well
as the development of integrated data validation methods that consider not only the statistics of
the derived data sets but also their performance in terms of impact modelling. This includes val-
idation with multidimensional data sets or single time-series transformed data by deploying the
data in calibrated models. In this manner, redundancies of sensors can be effectively handled,
and with the help of physical models, correlations between variable can be used to detect faulty
data. Additionally, uncertainty analysis must be more strongly integrated into data validation.
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BRA Brandes Spatial Adjustment
DWD German Weather Service
EDK External Drift Kriging
MFBC Mean Field Bias Correction
QPE Quantitative Precipitation Estimates
RDA Range-Dependent Adjustment
SRD Static local bias correction and range dependent adjustment





A [m2] Sphere surface area
Ag [m2] Geometric antennae area
AW [m2] Effective antennae area
BBRA [−] BRA bias
BMFBC [−] MFBC bias
BRDA [−] RDA bias
BSLB [−] SLB bias
BSLC [−] SLC bias
C [−] Radar constant
D [mm] Droplet diameter
Et [mm] Evapotranspiration
G [−] Antenna gain




m3 ] Integral reflectivity
N [−] Number of precipitation / cloud particles
P [mm] Precipitation
PE [W ] Power at the receiver
Pe [W ] Power at the receiver
Pr [W ] Reflected power
PS [W ] Transmitted power
Q [mm] Discharge
R [ mmh ] Rain rate
< [mm] Radar-derived rain rate
S [mm] Station value
Se [ Wm2 ] Power density at the receiver
Sg [ Wm2 ] Directional power density
Su [ Wm2 ] Non-directional power density
∆S [mm] Storage term





a [−] Coefficient of Z-R relation
b [−] Coefficient of Z-R relation
c0 [ ms ] Speed of light
d [m] Distance
h [m] Separation distance
l [−] Coefficient of polynomial
n [−] Number of stations
p [−] Coefficient of polynomial
o [−] Coefficient of polynomial
r [m] Distance antenna-target-antenna
rc [m] Sphere radius
rRDA [m] Sphere radius
rV [m] Radius of impulse volume
r1 [m] Distance antenna-target
r2 [m] Distance target-antenna
u [−] Smoothing factor
w [−] Weighting factor
x [−] Moment
Γ [−] Gamma function
Λ [−] Empirical parameter
ε [−] Permittivity
θ [◦] Elevation angle
λ [m] Transmitters wavelength
π [−] Ratio of a circle’s circumference
to its diameter
σ [m2] Scattering cross section∑
vol σ [−] Back scattering cross section
per unite volume
τ [s] Travel time
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Figure 4.1: David and Goliath, by R. Kronenberg after an academic drawing by D.Shelinsky (1948)
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