Most of the existed action recognition methods mainly utilize spatio-temporal descriptors of single interest point ignoring their potential integral information, such as spatial distribution information. By combining local spatio-temporal feature and global positional distribution information (PDI) of interest points,a novel motion descriptor is proposed in this paper. The proposed method detects interest points by using an improved interest points detection method. Then 3-dimensional scale-invariant feature transform (3D SIFT) descriptors are extracted for every interest point. In order to obtain compact description and efficient computation, Principal Component Analysis (PCA) method is utilized twice on the 3D SIFT descriptors of single-frame and multi-frame. Simultaneously, the PDI of the interest points are computed and combined with the above features. The combined features are quantified and selected and finally tested by using Support Vector Machine (SVM) recognition algorithm on the public KTH dataset. The testing results showed that the recognition rate has been significantly improved. Meantime, the test results verified the proposed features can more accurately describe human motion with high adaptability to scenarios.
Introduction
In recent years, visual based human action recognition has gradually become a very active research topic. Analysis of human actions in videos is considered a very important problem in computer vision because of such applications as human-computer interaction, content-based video retrieval, visual surveillance, analysis of sports events, and more [1] . Due to the complexity of the action, such as different body wearing and habits leading to different observation of the same action, the camera movement in the external environment, illumination change, shadows, viewpoint and so on, these influence of factors make action recognition still a challenging project [2, 3] . The representation of human motion in video sequences is crucial in action recognition. Other than having enough discrimination between different categories, reliable motion features are also required to deal with rotation, scale transform, camera movement, complex background, shade and so on. At present, most commonly used features in action recognition are based on motion, such as optical flow [4, 5] , motion trajectory [6, 7, 8] etc., or based on the appearance shape, for example silhouette contour [9, 10] etc.. The former features are greatly influenced by illumination, shadow. The latter features rely on accurate localization, background subtraction or tracking and they are more sensitive to noise, partial occlusions and variations in viewpoint. Compared with the former two kinds of features, local spatio-temporal features are somewhat invariant to changes in viewpoint, person appearance and partial occlusions [11] . Due to their advantage, local spatiotemporal features based on interest points are more and more popular in action recognition [12, 13, 14, 15] . Spatio-temporal interest points are those points where the local neighborhood has a significant variation in both the spatial and the temporal domain. Most of local spatiotemporal feature descriptors are the extension of the information extracted form previously 2D space to 3D spatiotemporal based on the interest points detected by Laptev [13] or Dollar [12] . They capture motion variation in space and time dimensions in the neighborhood of the interest points. Up to now, many efforts have been devoted to the description of the spatio-temporal interest points. The most common descriptions are SIFT [16] , SURF [17] and so on, which have advantages of scale, affine, view and rotation invariance. Dollar [12] applied the cuboids and selected smooth gradient as a descriptor. Later, Scovanner [18] et al. put forward the 3D SIFT to calculate spatio-temporal gradients direction histograms for each pixel within its neighborhood. Another extension to the SIFT was proposed by Klaser [19] et al., based on a histogram of 3D gradient orientations, where gradients are computed using an integral video representation. Williems [20] et al. extended the SUR-F descriptor to video, by representing each cell as a vector of weighted sums of uniformly sampled responses to Haar wavelets along the three axes.
In the process of recognition, with the extraction of cuboids feature descriptor, Dollar [12] adopted the PCA algorithm to reduce feature dimension and finally made use of nearest neighbor classifier and SVM to recognize human actions on KTH dataset. Niebles [14] considered videos as spatio-temporal bag-of-words by extracting space-time interest points and clustering the features, and then used a probabilistic Latent Semantic Analysis(pLSA) model to localize and categorize human actions. Li [21] got interest points from Harris detector and then extracted 3D SIFT descriptor, in recognition process he made use of SVM with leave-one-out method and also did the experiment on K-TH dataset. The above recognition methods have achieved good recognition results, but most studies only stayed on the previous description of the interest points, mainly u-tilized local spatio-temporal descriptors of single interest point ignoring its overall distribution information in the global space and time. The interest points represent the key position of the human body movement. So the distribution of interest points change according to the human motion. And its implication of sports information also changes accordingly. In addition, it can't simply rely on the local feature of spatio-temporal interest points to represent the target motion when the motion lacks time dimension information. Bregonzio [22] et al. defined a set of features which reflect the interest points distribution based on different temporal scales. In their study, global spatio-temporal distribution of interest points is studied but the excellent performance of local descriptor is also abandoned. When the influence factors interfere body movement, it cannot reliably represent the action only depending on the global information. These above experiments are all conducted on the KTH dataset for the recognition test, but the adaptability of feature applied in different scenarios on the KTH is not studied and discussed. Moreover, despite Dollar [12] detection method's popularity, it tends to generate spurious detection background area surrounding object boundary due to the shadow and noise, and then the subsequent recognition process is affected too.
Based on the above discussions, a novel feature is proposed in this paper to represent human motion by combining local and global information. That is a combination of 3D SIFT descriptor and the spatio-temporal distribution information based on interest points. First step, an improved detecting method [22] is used to detect spatiotemporal interest points, different from Dollar's method, effectively avoiding the error detecting in the background. Then these interest points are represented by 3D SIFT descriptor and the positional distribution information of these interest points is calculated at the same time. In order to achieve perfect combination, the dimension reduction issue is performed on descriptor twice, which is based on singleframe and multi-frame. Then the processed descriptor is combined with positional distribution information of interest points. Finally, the combined features are quantified and selected to obtain more concise feature descriptors. 3D SIFT descriptor contains human body posture information and motion dynamic information, it describes the local feature of action both in spatio and temporal dimension. As a result of the feature extracted in the key points of motion, it is not affected by changes in human body shape and motion directions etc.. So the feature has good adaptability and robustness in complex motion scenarios. The positional distribution information of interest points reflects motion global information by using various location and ratio relationship of the two areas of human body movement and interest points distribution. Different from previous methods of describing the appearance and shape in space, this paper don't directly pick up the shape information. So when the human appearance and shape changes, the location and ratio relationship of the two areas are not directly affected. Therefore, the positional distribution information of interest points proposed by this paper is more adaptive for motion description in space. Finally the proposed motion descriptor by combining the above mentioned local feature with global information is tested by using to SVM recognition algorithm on the public dataset of KTH. Furthermore, the adaptability of proposed method is discussed by testing in each different and mixed scenarios of KTH dataset. By comparing with the related and similar research works in recent years, the results verified the proposed method is better with strong robustness and adaptability.
The rest of the paper is organized as follows. In Section 2, the detection method for spatio-temporal interest points is introduced in this paper. Section 3 provides a detailed explanation of 3D SIFT descriptor and positional distribution information of interest points as well as the process of feature dimension reduction, quantification, and selection. And Section 4 gives experimental results and analysis. Finally, Section 5 concludes the paper.
Interest Points Detection
In computer vision, interest points represent the location which has severe changes in space and time dimensions and considered to be salient or descriptive for the action captured in a video. Among various interest points detection methods, the most widely used for action recognition is the one proposed by Dollar [12] . The method calculates function response values based on the combination of Gabor filter and Gaussian filter, and the extreme values of local response can be considered as spatio-temporal interest points in the video. Dollar's method is effective to detect the interest points of human motion in video, however, it is prone to false detection due to video shadow and noise, and spurious interest points are easy to occur in the background. It is particularly ineffective to camera movement, or camera zooming. Some of the drawbacks are highlighted in the examples as red square slices shown in Fig.1(c) .
These drawbacks are due to the shortcomings of the Dollar detector, in particular, the Gabor filtering which do the feature extraction only on the time axis, ignoring the dynamic movement in the prospects. To overcome these shortcomings, we utilize a different interest points detector [22] which explores different filters for detecting salient spatiotemporal local areas undergoing complex motion to get a combined filter response. More specifically, our detector facilitates saliency detection and consists of the follow three steps:
1. frame differencing for focus of human action and region of interest detection, as shown in Fig.1(b) .
2. utilizing 2D Gabor filter for generating five different directions (0
• ) filter templates, the example presented in Fig.1(b) .
3. Filtering on the detected regions of interest got in step 1 , using 2D Gabor filters with five different orientations obtained by step 2 in both the spatial and temporal domains to give a combined filter response. Fig.1(c) shows examples of our interest point detection results (green circle points) and the Dollar's [12] (red square points). It is evident that the detected interest points are much more meaningful and descriptive compared to those detected using the Dollar detector. 
3D SIFT Descriptor
For calculating the SIFT descriptor, firstly spatiotemporal cube is extracted from the interest point as the center in video sequences and is divided into fixed size unit sub cubes. Then spatio-temporal gradient histogram of each unit cube is calculated by using faceted sphere. Finally the 3D SIFT descriptor is formed by combining all the unit cube histograms [18] . In this paper, the 12 × 12 × 12 pixel size cube is divided into 2 × 2 × 2 sub cubes, as shown in Fig.2 .
3-dimensional gradient magnitude at (x, y, t) is computed by Eq.1.
The
According to the amplitude weight in the center V (vxi, vyi, vti) of each sphere face, three maximums are chosen and added to the corresponding direction of gradient histogram by using the Eq. 2.
(vxi, vyi, vti) is center coordinates of each surface on faceted sphere which relied on current pixel as the center. G(x , y , t ) = e x 2 +y 2 +t 2 2σ 2 serve as the gradient weight, x , y , t are the difference values between interest point and current pixel in neighborhood.
This paper adopts 32 faceted sphere and 32 gradient directions for descriptor, so the feature dimension of each sub cube is 32. The initial whole features of each point are 256 dimensions.
Positional Distribution Information of Interest Points
In terms of interest points in each frame, the positional distribution information is closely related to body motion, it also reflects the amplitude range of action, relevance of human body location and motion parts region. So the positional distribution information of interest points are extracted as another kind of action information. The specific process is described as below.
As shown in Fig.3 , we select the example actions from KTH dataset, the distribution region of interest points and body location area are detected in each frame. The region and area are drawn with yellow (Y) and red (R) box respectively. Then the related positional distribution information is calculated with these two areas and expressed by P DI = [Dip, Rip, Rren, V ertic dist , Orizon dist , Wratio, Hratio, Over lap ]. A calculation method of the features are shown in Table 1 .
In order to remove the influence of several stray individual points on the overall feature, stray filtering process is utilized on all the interest points before extracting the 
Motion Features
In section 3.1, the 3D SIFT descriptor of each interest point is 256 dimensional vector. If the number of interest points in each frame is N , the dimension of the features is N × 256 to represent spatio-temporal information in this frame. The dimension of feature is so high that it cannot reasonable combine with the distribution information P-DI obtained by section 3.2, therefore, dimension reduction is performed on this part information, as shown in Fig 4. Furthermore, in order to remove redundant datas and make features more concise, above combined feature are processed by using quantization and selection. The following five steps are listed as:
1. Single frame dimension reduction: Principle component analysis(PCA) is used to perform longitudinal dimension reduction for 3D SIFT descriptor extracted from interest points in the same frame. It means that N × 256 features can be reduced (N is the number of interest points in this frame) to 1 × 256 by gathering principal component of all descriptors for each frame. The single-frame dimension reduction is helpful to achieve a whole description of the motion in the frame. Although it will lose part of information, the loss of the information is acceptable when the N is chosen as 20 in our experiment.
2. Multi-frame dimension reduction: Horizontal dimension reduction is done on the preprocessed descriptors got by step 1. The dimension reduction is used again on all frames to set M × 256 (M for total number of this video frames) to M × 50.
3. Feature combination: Make the combination of 1 × 50 spatio-temporal features and the corresponding positional distribution information (PDI) of interest points in each frame, finally gets 58 dimension features for each frame (3D SIFT+ PDI).
Feature quantization:
The linear quantization is utilized on M × 58 dimension feature of each video to a histogram containing n(n < M ) bins, thus it turned to be n × 58 dimension feature.
Feature selection:
Compute the mean of distances from different people performing the same action and make the arrangement, then select the front location S(S < n × 58) features as the final features. 
Algorithm Verification and Results Analysis
In this section, experiments are performed on the K-TH dataset with the improved spatio-temporal feature. By comparing with the most recent reports associated with the related features and dataset, the outstanding performance of the proposed algorithm is demonstrated in this paper.
Recognition Algorithm
SVM [23] as the data classification of statistical learning method, it has intuitive geometric interpretation and good generalization ability, so it have gained popularity within visual pattern recognition.
According to the theory, SVM is developed from the theory of Structural Risk Minimization, as shown in Eq.3.
For a given sample set xi, yi ∈ {−1, 1},i = 1, · · · n, where xi ∈ R N is a feature vector and yi is its class label. (φ(xi), φ(xj)) = k(xi, xj) is the kernel function. k is corresponding to the dot product in the feature space, and transformation φ implicitly maps the input vectors into a high-dimensional feature space. Define the hyperplane (w, φ(x)) − b = 0 to make a compromise between class interval and classification errors when the sample is linear inseparable. Here, εi is the i-th slack variable and C is the regularization parameter. This minimization problem can be solved using Lagrange multiplier and KKT conditions, and the dual function is written as:
Where α= (α1,α2, · · · , αn) T is a Lagrange multiplier which corresponds to yi(w, φ(xi
We selected kernel function k(xi, xj)= exp(−
) and put it into the Eq.4 to get the final decision function:
Instead of establishing SVMs between one against the rest types, we adopt the method of one against one to establish a SVM between any two categories. The current sample belongs to which category determined by the decision function, and its final type is decided to the category with highest vote.
Dataset
To test our proposed approach for action recognition, we choose the standard KTH dataset, which is one of the most popular benchmark datasets for evaluating action recognition algorithms. This dataset is challenging because there are large variations in human body shape, view angles, scales and appearance. As shown in Fig. 5 , the KTH dataset contains six types of different human actions respectively performed by 25 different persons: boxing, hand clapping, hand waving, jogging, running, walking. And the sequences are recorded in four different scenarios: outdoors (SC1), outdoors with scale variations (SC2), outdoors with different clothes (SC3), and indoors with lighting variations (SC4). There are obvious changes of visual sense or view between different scenarios, and the background is homogeneous and static in most sequences with some slight camera movement. The sequences are downsampled to the spatial resolution of 160 × 120 pixels. The examples of the above four scenarios is shown in Fig.5 . Apparently, due to the change of camera zooming situation, the size of human body change a lot in SC2(captured in t1 and t2). Furthermore person in SC3 put on different coat, or wear a hat or a bag leading to larger changes in body appearance. 
Testing Results in Portion Scenario
In this part recognition experiments are performed by using combined feature of 3D SIFT and PDI on four scenarios (SC1, SC2, SC3 and SC4) according to KTH dataset. Through the tests in various scenarios with the features proposed in this paper to check out the reliability for motion description and the adaptability to scenarios. Leave-oneout cross validation method is adopted throughout the process, in turns using six action of each actor as test samples, and the rest of all the actions as the training, circulation continued until all actions are completed testing. The experimental results are shown in Table 2 . The experimental results show that the feature of 3D sift has the better discriminative ability than PDI feature. SC1 and SC4 are more stable than the other two scenarios. We obtained the same recognition rate (96%) by using 3D SIFT and combined features(3D SIFT+PDI). Although emerging the influences of motion direction changes and indoor lighting, the 3D SIFT (after the process of dimension reduction and quantization) still is a good feature description for motion. It also shows that 3D sift has good adaptability and robustness to motion direction, position, speed and so on.
In SC2 and SC3, scenarios become more complex. Not only the human body exists scale variations with camera zooming in SC2, but also there are 45 degree view changes in jogging, running, walking. In SC3, human body shape changes with different wearing, and the phenomenon of inhomogenous background even emerges. These above situations make the motion area and position distribution of interest points change obviously as well. So the combined features(3D SIFT+PDI)have certain advantages than 3D SIFT to describe motion in these scenarios, the recognition rate greatly increased by using combined features(3D SIFT+PDI) compared to 3D SIFT. The recognition effect and results confusion matrixes by using combined features are shown in Fig.6 .
Observed from the matrixes, the motion jogging is easily confused with running and walking. That is because the similarity between these three actions leads to the error classification, this also accords with our visual observation. Fig.7 shows the confusion matrixes by using only 3D SIFT feature and broken line graph with both features in SC2 and SC3 (broken line don't represent rate trend, while it can clearly contrast recognition rate high or low). Compared with the corresponding confusion matrixes of combined features(3D SIFT+PDI)in Fig.6 , it is note that the identifiability of 3D SIFT to the confusing actions is improved by combining PDI, and the average recognition rate respectively raised 3%(SC2)and 6%(SC3). It also verified that the proposed combined features is stable and adaptable.
Testing Results in Mixed Scenarios
From the analysis of experiments in portion scenarios in Section 4.3, 3D SIFT in combination with PDI has more advantages. Therefore, in this section, we test combined features in mixed scenarios to validate the feasibility of our approach. The testing process still uses leave-one-out cross validation method.
As shown in Fig.8 , first of all, mix two scenarios, such as stable outdoor SC1 respectively mixed with scale variations SC2, different clothes wearing SC3 mixed with lighting SC4. Through different complexity environment of two mixed scenarios to test our approach. As shown in Fig8. Due to SC1 and SC4 are relatively simple and stable than other mixed scenarios, so it obtained the best recognition rate 97%. The easily confused actions in above mixed scenarios are still between jogging and running. Summarizing all the mixed two scenarios, the average recognition rate reaches 94.10%.
In order to make diversity of scenarios, we extend the number of mixed scenarios, for example SC123(SC1+ SC2+ SC3), SC134(SC1+ SC3+ SC4)mixed three scenarios, finally used all scenarios SC1234 (SC1 and SC2 + SC3 + SC3) to test our approach. The results are shown in Fig.9 . The confusion matrix of action recognition from the mixed multiple scenarios remained at about 94%. In order to more clearly verify the adaptability of our approach to mixed scenarios and make a comparison, we drew the results in the form of broken line graph (Confusion SC in Fig. 9 ). The proposed approach in this paper can get better recognition rate even in a complex confusion of scenarios. Furthermore it is also found that the actions can be captured in a stable scenario as action training samples, then those samples can be utilized for action recognition in unstable environment.
The comparisons of performance between the proposed method and the recent related works based on KTH dataset are shown in Table 3 . These works are all related to the local spatio-temporal feature. It is worth noting that our method outperforms all of other state of art methods.
Conclusion
This paper proposed a novel video descriptor by combining local spatio-temporal feature and global positional distribution information (PDI) of interest points. Considering that the distribution of interest points contains rich motion information and also reflects the key position in human action, so we combine the 3D SIFT with PDI to achieve a Table 3 Comparison with related work in recent years
Literature
Method Accuracy
Niebles [14] 3D SIFT BOW+pLSA 83.33%
Klaser [19] 3D Gradients+SVM 91.4%
Bregonzie [22] Interest point clouds+NNC 93.17 % Umakanthan [24] HOG3D+ SVM 92.7%
Our approach 3D SIFT+PDI + SVM 94.92% more complete representation of the human action. In order to obtain compact description and efficient computation, the combined features are processed by dimension reduction, feature quantization and feature selection. Eventually, compared with previous works of 3D SIFT descriptor, the proposed approach further improved the recognition rate. In future work, our approach will be applied to more complex datasets and applications and provide an additional performance improvement [25] . Figure 9 Confusion matrixes in mixed scenarios
