Automatic image annotation is a critical and challenging problem in pattern recognition and image understanding areas. There are some problems in existing automatic image annotation areas. For example, the size of unlabeled data is much larger than the labeled data. Besides, most image annotation models can only use one kind of image segmentation strategy and certain image description method. According to the above problems, an automatic image annotation model based on Co-training is proposed. In this model, four independent feature properties are constructed and then four corresponding sub-classifiers are built. In this way, different image segmentation strategies and feature representation methods can be integrated into a unified framework. An adaptive algorithm based on vote and consistency is proposed to extend the training dataset. The proposed method use Co-training algorithm and mass unlabeled data to improve the performance of automatic image annotation. Experiments conducted on Corel 5 K dataset verify the effectiveness of proposed method.
INTRODUCTION
With the rapid developments of Internet technologies, multimedia resources like images and videos are booming on the Internet. How to effectively organize and manage the huge information have become hot issues. Multimedia information retrieval is an effective way to solve the above problems to a certain degree, and Automatic Image Annotation task is the key step of multimedia information retrieval. Automatic image annotation refers to automatically generating text labels according to the visual contents of images. Early stage of automatic image annotation task mainly cared about category tags of images, which is similar to the task of image classification. Now the task of automatic image annotation needs to annotate all the visual objects in the images with corresponding keywords. There are two major strategies of automatic image annotation: one strategy uses the commercial image search engines (such as Google, Yahoo!, etc.), which mainly uses the context information on the Internet to annotate images, for example, images' filenames, URL, ALT tags, anchor text as well as the surrounding text around images and so on. However, this kind of methods does not consider internal visual features of images, and moreover, Internet information is changeable and uncertain, so the annotation results of this strategy could not be satisfied. Another strategy assigns tags to images by considering their visual contents, which can be called content-based automatic image annotation. This kind of methods can build good links between visual contents and annotations. Research in this paper belongs to the second strategy.
The performances of statistics-based machine learning methods are closely related to the scales of labeled data. It is quite difficult for supervised learning methods to have great improvements on automatic image annotation by using existing labeled data. Manual image annotation is a time-consuming task, so labeled image data are quite limited in the automatic image annotation area. On the other hand, unlabeled data on the Internet showing the trends of explosive growth, and how to use these vast amounts of unlabeled data to improve the automatic image annotation performance is the key point in the paper. In addition, there are mainly two kinds of image segmentation methods in automatic image annotation: one is the complicated image segmentation algorithms and the other is the grid-based segmentation methods. The advantage of image segmentation algorithms is good descriptions of the objects. The disadvantage of image segmentation algorithms is that it will generate a large number of meaningless image regions. On the other hand, the great advantage of grid-based methods is fast and uniform size of image areas. The disadvantage of grid-based methods is that there may be multiple objects in image regions. Automatic image annotation model can only use one kind of the segmentation method owning to completely different principles of image segmentation strategies. Besides, automatic image annotation models mostly use either global features or local features alone. This is because global features and local features are essentially different to describe image contents, and it is not easy to combine global features and local features together. According to the above problems, an automatic image annotation model based on Co-training is proposed. In this model, four independent feature properties are constructed and then four corresponding sub-classifiers are built. In this way, different image segmentation strategies and feature representation methods can be integrated into a unified framework. An adaptive algorithm based on vote and consistency is proposed to extend the training dataset. The proposed method use Co-training algorithm and mass unlabeled data to improve the performance of automatic image annotation.
RELATED WORK
Automatic image annotation task [1, 2, 3] is similar to object recognition task [4, 5] , but there are some obvious differences between these two tasks. Automatic image annotation dose not particularly care about the exact positions of each object in the images, for example, system will assign labels "camel", "sea", and "flower" to the images without explicitly determining their specific positions. Object recognition systems usually find the specific foreground object, such as human faces, pedestrians and vehicles, and then construct different classifiers for different objects. However, background objects are also very important in automatic image annotation task. In addition, automatic image annotation task needs to deal with at least hundreds of objects and learn all the corresponding semantic words at the same time. Automatic image annotation and object recognition are both meaningful and challenging research tasks at present.
In recent years, researchers proposed kinds of machine learning algorithms and statistical models to set up the relationships between visual contents and semantic keywords of images. Jeon et al. proposed Cross Media Relevance Model (CMRM) [6] which used joint probabilities of semantic labels and visual words to annotate images. Discrete features are used in CMRM, so it will inevitably lose some helpful visual information. Lavrenko et al. put forward Continuous Relevance Model (CRM) [7] , which directly make use of continuous features of image regions and use non-parametric Gaussian kernel to continuously estimate generation probability of visual contents. Gustavo et al. proposed SML model [8] , which applied semi-supervised learning to automatic image annotation, and image segmentation can be avoided in SML model. Liu et al. proposed AGAnn model [9] to improve the annotation results by using adaptive graphs and label correlations. Kang et al. proposed Correlated Label Propagation model (CLP) [10] , which took into account diffusing multi labels by means of labels' correlations between adjacent images at the same time. Yong et al. combined global, regional, and contextual features to improve annotation performance [11] . Stefanie et al. took advantage of visual folksonomies and collaborative image database Flickr 1 to annotate fruit and vegetable images [12] .
AUTOMATIC IMAGE ANNOTATION METHOD BASED ON CO-TRAINING
In this section, we will introduce the proposed automatic image annotation method, which is called Co-Training based Image Annotation (CTIA). At present, the size of unlabeled data is much larger than the labeled data in automatic image annotation area. So how to use these vast amounts of unlabeled data to improve the automatic image annotation performance is the key point in the paper. Besides, most image annotation models can only use one kind of image segmentation strategy (image segmentation algorithms or girdbased segmentation methods) and certain image description method (global features or local features). According to the above problems, an automatic image annotation model based on Co-training is proposed. In this model, four independent feature properties are constructed and then four corresponding subclassifiers are built. In this way, different image segmentation strategies and feature representation methods can be integrated into a unified framework. An adaptive algorithm based on vote and consistency is proposed to extend the training dataset. The proposed method use Co-training algorithm and mass unlabeled data to improve the performance of automatic image annotation.
Co-training Method
Co-training is a semi-supervised machine learning method. Given certain labeled training data, Co-training uses a mass of unlabeled data to raise the learning effects [13] .The premise of Co-training is that the datasets' attributes can be separated under nature condition. That is, certain attributes of the datasets can be used to describe the certain features from certain aspects, and the attributes are not particular. Many different attributes can describe the same features from different perspectives. Co-training algorithm uses two or more different classifiers to independently train models under different attributes of datasets, and then the final decisions will be given by combing all the classifiers together.
Definition of Co-training in Automatic Image Annotation
The formal definitions of Co-training algorithm in this paper are as follows: define instance space X = X 1 × X 2 × X 3 × X 4 , where X 1 , X 2 , X 3 and X 4 are four different views of the same instance. Assuming that each view of the observed result is sufficient to correctly annotate the images. So instance x can be denoted as quadruple form (x 1 , x 2 , x 3 , x 4 ). Define D to be X's distribution. C 1 , C 2 , C 3 and C 4 are respectively defined category concepts of X 1 , X 2 , X3 and X 4 . Assuming that all annotation instances with nonzero probability under distribution D are compatible to the objective function f 1 , f 2 , f 3 and f 4 , that is,
For ,
So the problem can be converted to how to use more unlabeled data to obtain a function f which is compatible to the objective concepts. In addition to compatible, uncorrelated is another premise whether Co-training algorithm can achieve good effects. Uncorrelated means that annotation results of different classifiers are conditional independences. For , the conditional independences can be described as follows: (4) Assuming that the previous m instances (x 1i , x 2i , x 3i , x 4i ) = (1 ≤ i ≤ n) have the labeled data y i , the learning task is to find the function f which meets,
In addition, function f 1 , f 2 , f 3 and f 4 which meet the following constraints should be also obtained.
(a) For labeled data X i , (i = 1,..., m) it should be annotated correctly for f 1 , f 2 , f 3 and f 4 , that is,
,
Co-training algorithm has been applied to many areas, such as text classification, intrusion detection, etc. As far as we know, we do not find any research which applied Co-training to automatic image annotation.
Automatic Image Annotation Based on Co-training 3.3.1. Algorithm processes
The basic idea of proposed automatic image annotation algorithm based on Cotraining is as follows: 4 weak classifiers are constructed according to different image segmentation strategies and different feature extraction methods, and then unlabeled images would be annotated iteratively. Annotated images under certain standard would be added to other classifiers. The performance of the whole classifier could be improved by collaborative training multiple weak classifiers. The algorithm flow chart is shown in Figure 1 .
The main steps of the proposed algorithm are as follows:
(1) Select different properties. Four different feature attributes are constructed according to different image segmentation strategies and different feature extraction methods, specified as follows: (a) grid-based segmentation methods combined with global features; (b) grid-based segmentation methods combined with local features; (c ) image segmentation algorithm combined with global features; (d) image segmentation algorithm combined with local features.
(2) Training classifiers. The above four feature attributes and a small amount of labeled data are used to train four initial classifiers (C 1 , C 2 , C 3 and C 4 ) by using relevance models.
(3) Extend labeled training data. C 1 , C 2 , C 3 and C 4 are used to annotated unlabeled images. Choose some images with good annotation results and then add them to labeled training data to form new training data, and then classifiers should be re-trained.
Iterate the above three steps until classifiers convergence or no new suitable unlabeled data. In addition, four feature properties should be merged to train the final classifier. All the four feature properties are sufficient for classifications, however, if we merge four feature properties and then use a final classifier to train models, the different feature properties can be globally used and mutual relations in multiple feature properties would be considered. 
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AUTOMATIC IMAGE ANNOTATION MODEL
In this section, we will introduce the basic annotation model in our proposed automatic image annotation algorithm based on Co-training. The basic model can be regarded as classifiers which are used to annotate images in last section.
In this paper, we use relevance model as the basic annotation model. Relevance models are widely used in automatic image annotation, and relevance models have been proven to be very successful in this field. We modified the relevance model, and four feature properties are used in modified relevance model at the same time. Comprehensive image annotation performance could be enhanced by combining four feature properties together.
Annotation Model
At first, all the images should be segmented. We use image segmentation algorithm and grid-based segmentation method in this paper. |Λ| is the number of image regions. In addition, we use global features and local features according to the proposed feature properties in our annotation algorithm. Extracting d-dimensional feature vector F i from each image region r i , define P F (~\I)as visual generation probability of image regions. Multiple Bernoulli distribution is used to calculate the generation probability of vocabulary, which is a more reasonable way to describe vocabulary distribution comparing to polynomial distribution. Assuming that annotation sets W I is independently sampled from |V| Bernoulli distribution , where |V| is the number of annotation words. So an image I can be seen that be make up of two independent distributions: one is generation probability distribution of region features, the other is generation probability distribution of vocabulary.
Assuming image U is an unlabeled image, and F U = {F U 1 ,..., F U |Λ| } is the visual feature vector of U. W L is a subset of all annotation labels. In joint probability of P(F U ,W L ), implied correlations between F U and W L are assuming similar to certain correlations between one image's visual description and vocabulary's description in the training set, however, we do not know the specific implied correlations. So we calculate joint probability's expectation of visual features and vocabulary between unlabeled image U and each image in the training set. The processes of jointly generating F U and W L are as follows:
(1) Select an image I from training set with probability P Γ (I);
(2) For each training image I, i = 1,...,|Λ| (|Λ| is the number of image regions): Generate visual descriptions of i-th image region by using conditional probability P F (~\I);
(3) For each label: Generate annotation set by using multiple Bernoulli distribution P V (~\I); According to the above generating processes, Equation (7) can be used to calculate the joint probability of image visual descriptions and annotation labels in automatic image annotation model.
Parameter Estimation
In this section, we will discuss parameter estimation of Equation (7) . P F (~|I) is the probability of selecting an image I from training set. Since there is not any priori knowledge, P Γ (I) can be assumed to obey uniform distribution, that is, (8) where |Γ| is the size of training image set.
Conditional probability P F (~\I) is used to estimate visual generation probability of image regions. Non-parameter kernel density function is used to estimate the distribution of P F (~\I). Assuming F U = {F I 1 ,..., F U |Λ| } are visual features of image I, P F (~\I) can be estimated as follows: (9) where |Λ| is the number of image regions, d is the dimension of visual features. Equation (9) uses Gaussian kernel function to estimate the visual description F I j of each region in image I. Gaussian kernel is determined by covariance matrix Σ, where. Σ = µ . Ι . µ is the width of Gaussian kernel, I is an identity matrix. P V (v\I) is the v-th component of multiple Bernoulli distribution. It means probability of annotation set W L which is generated by training image I. Bayesian estimation is used for each annotation label: (10) where N v is the number of label v in the training set, |Γ|is the size of training set. φ v,I is a binary function, if training image I contains label v, φ v,I = 1, else. φ v,I = 0 ε is an smooth parameter, which also could be seen as the weight of φ v,I .
EXPERIMENTS 5.1. Experiments Set-up
In order to verify the validity of our CTIA model, we use Corel 5K dataset as experimental dataset. Corel 5K dataset is a popular dataset in automatic image annotation, which includes 5000 images in total. There are 1-5 labels in each image, 374 annotation words in total. We select different 500 images as training set and test set, the remaining 4000 images are used as unlabeled data after annotation deleted. Each unlabeled image will return 5 annotation words.
According to the different settings of feature properties, we need extract global features and local features from each image. We used 30-dimensional global features, including: 9-dimensional RGB color moments, 9-dimensional Lab color moments, 12-dimensional Gabor texture features which consist of 3 scales and 4 directions. In addition, we used SIFT as local features. SIFT has the advantage of translation, rotation and affine invariant which is widely used in image matching and object recognition [14] . SIFT calculated histograms of oriented gradient of 8 directions in each 4 × 4 image block, and the dimension of SIFT is 128.
We use precision, recall and F-measure to evaluate annotation results. Assuming w is a label, #(s) is the number of images that annotated by w, #(c) is the number of images that correctly annotated by w, #(t)is the number of images that contained w in ground-truth annotation. 
We calculate the above three evaluations of each label in the test set, and then we calculate the averages of precisions, recalls and F-measures as final evaluation criterions. In addition, we also count the labels that are correctly annotated at least once, denote as "NZR". "NZR" reflects the coverage level
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of annotation words, which is also a very important evaluation criterion in automatic image annotation.
Experimental Results
In this section, we will verify the validity of our proposed image annotation model CTIA. In Figure 2 , SA means that N-cut image segmentation algorithm is used [15] . GA means that grid-based segmentation method is used. GF means that global features are used. LF means that local feature is used. C1, C2, C3, C4 are four classifiers which combine different features and segmentation methods. As the unlabeled data increased, the annotation results of classifiers are shown in Figure 2 . Horizontal axis is the unlabeled data that added to training set, and vertical axis is F-measures of image annotation results.
From Figure 2 , we can find that our proposed CTIA model obtained the best annotation results. This is because CTIA model merged different image segmentation strategies and different feature descriptions to one unified framework. Annotation results of all the classifiers are decreased when only 500 unlabeled images are added. This is because the annotation effects of original classifiers are relatively poor while the qualities of added unlabeled data are not good at first, so noise data would be brought to each classifier at the beginning. Thus, Co-training algorithm would improve the performance of classifiers only when added unlabeled data have relatively slightly higher qualities. As the added unlabeled images increase, image annotation results rise fairly rapidly. All the classifiers could obtain the best annotation results when the number of added unlabeled images is about 2500-3000. Annotation results would fall if added unlabeled images continually increase. The final annotation results of all the classifiers are shown in Table 1 .
From Table 1 , we can find that our CTIA model is very effective. Annotation results of CTIA are better than other classifiers. CTIA obtains the highest precision 0.16 which is at least 9% higher than other classifiers. Recall achieves 0.181 which is at least 13% higher than other classifiers. F-measure of CTIA achieves 0.17, and it is at least 11% higher than other classifiers. In addition, in the evaluation criterion of "NZR" which reflects the coverage of annotation words, our CTIA model reaches 101 and it is also the highest in all classifiers. In addition, we can also find that the annotation effects of global features are better than local features and annotation effects of grid-based segmentation methods are better than image segmentation algorithm in automatic image annotation area. Table 2 is the annotation results of several test images. We compare our CTIA model with ground-truth annotation results, and the rankings of annotation labels are sorted in descending order by annotation probability. If labels are in groundtruths, we use bold type. Here, we do not select test images which are perfectly annotated by our model. We just select some test images which can reflect the advantages of our model. From Table 2 , we can easily find that annotation results of CTIA model are good. In addition, we also find that some annotation words do not appear in ground truth annotations of the dataset, but some of these words can also describe the contents of images. That is, some correct annotations are ignored by users. These labels are in italic type. For example, "grass", "formula" and "wall" do not belong to the ground truth annotations in first image, but these labels can be used to describe the contents of first image without question. Besides, some labels in other images also have the similar situations.
Analysis of Results

CONCLUSIONS
There are some problems in existing automatic image annotation areas. For example, the size of unlabeled data is much larger than the labeled data. Besides, most image annotation models can only use one kind of image segmentation strategy and certain image description method. According to above problems, an automatic image annotation model based on Co-training is proposed. In this model, four independent feature properties are constructed and then four corresponding sub-classifiers are built. In this way, different image segmentation strategies and feature representation methods can be integrated into a unified framework. An adaptive algorithm based on vote and consistency is proposed to extend the training dataset. The proposed method
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Automatic Image Annotation Based on Co-training Table 2 . Comparisons of automatic image annotation results.
Images
Ground truth CTIA
cars close-up tracks tracks grass cars formula wall foals horses mare tree fields horses foals mare tree clouds sky sun tree tree clouds hills sun water buildings sky water waves water sky boats buildings town use Co-training algorithm and mass unlabeled data to improve the performance of automatic image annotation. In future work, we will consider how to enhance the qualities of selected unlabeled data by adding active learning method.
