We give an explicit proof that groups satisfying a "uniform" C ′ (1/6) small cancellation condition admit a geometric action on a CAT(−1) space. The proof consists of a direct construction of a piecewise hyperbolic structure on the presentation complex of such a group, together with folding moves to make the complex negatively curved. This argument is originally due to Gromov.
Introduction
A driving force behind modern geometric group theory is the search for negatively curved metrics on groups. Traditionally, the most popular notion of negative curvature has been word hyperbolicity, a coarse notion whose interplay with more local notions, such as the CAT(k) conditions, is not fully understood. Recently, much attention has been given to the CAT(0) condition, particularly in the context of CAT(0) cube complexes, and there has been a great deal of success in showing that certain families of hyperbolic groups act geometrically on CAT(0) cube complexes (see for example [HW10, Wis12] ). Often, the CAT(0) spaces obtained by this way are of very high dimension. An alternative approach is to look directly for CAT(−1) metrics on known spaces possessing geometric actions of groups. Although this approach is optimistic, it has the advantage of proving stronger bounds on the CAT(0) dimension of groups than the cubulation approach, as well as strengthening CAT(0) to CAT(−1).
In [Bro16] , we showed that hyperbolic limit groups were CAT(−1), in particular of CAT(−1) dimension 2, by proving a combination theorem for a particular family of locally CAT(−1) spaces: 2-dimensional piecewise hyperbolic simplicial complexes satisfying the Link Condition. The same holds for hyperbolic graphs of free groups with cyclic edge groups, which were known to be CAT(0), but not of dimension 2 [HW10] .
In the current paper, we apply similar techniques to groups satisfying a uniform version of the C ′ (1/6) small cancellation condition. We are able to find an explicit piecewise hyperbolic metric on the presentation complex of such groups, and apply some folding moves to make this metric locally CAT(−1). Specifically, a presentation is called uniformly C ′ (1/6) if pieces (overlaps between relators) are all shorter than a sixth of the length of the shortest relator. Our main theorem is then:
Theorem (Theorem 2.9). Let G be a group with a uniformly C ′ (1/6) presentation. Then G acts geometrically on a 2-dimensional CAT(−1) space.
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Preliminaries

Negatively curved complexes
We will assume the reader is familiar with the definitions and basic theory of CAT(k) spaces; a good reference is [BH99] . In this paper, we focus on a specific family of CAT(−1) spaces: Definition 2.1. A piecewise hyperbolic simplicial complex is a metric simplicial complex, each of whose n-simplices is isometric to an n-simplex in hyperbolic space H n .
The following fundamental theorem is proved in [BH99, Chapter II. 
Remark 2.3. In the case that K is 2-dimensional, links of vertices are topological graphs. These are CAT(1) precisely when they contain no closed geodesics of length < 2π, making the link condition particularly easy to check in this case.
Definition 2.4.
A piecewise hyperbolic simplicial complex is called a negatively curved complex if it satisfies the Link Condition.
To connect this to group theory, we make the following definition:
Definition 2.5. A group is called CAT(−1) if it acts properly discontinuously and cocompactly by isometries on a simply connected negatively curved complex. A group is called freely CAT(−1) if it acts freely and geometrically on a simply connected negatively curved complex. The minimal dimension of such a complex is called the CAT(−1) dimension of the group.
Note that a group is freely CAT(−1) if and only if it is the fundamental group of a negatively curved complex.
Small cancellation conditions
A good reference for classical small cancellation theory is [LS77] , and we refer the reader there for full details. We only state here what is necessary for us to give our main theorem. Definition 2.6. Let R = {r 1 , . . . , r n } be a set of cyclically reduced words on an alphabet S ⊔S −1 , closed under taking cyclic permutations and inverses. A piece in R is a word w which appears as an initial segment of at least two elements of R.
Definition 2.7. Let P = 〈S | R〉 be a presentation for a group G. Without loss of generality, assume R is closed under taking cyclic permutations and inverses. We say P is C ′ (1/6) of every piece in R has length strictly less than 1/6 of the length any relator in which it appears. Now let g be the minimal length of any relator in R. We say P is uniformly C ′ (
) if every piece in R has length strictly less than g /6, and moreover no element of R is a proper power. ) are torsion-free if and only if no relator is a proper power, and proper powers are forbidden by our uniform C ′ ( 1 6 ) condition. This torsion-freeness is necessary for our argument, since we produce a free action on a CAT(−1) space, and all groups possessing such an action are torsion-free. However, we do not know whether the uniform small cancellation condition can be relaxed to the standard C ′ ( 1 6 ) condition in the torsion-free case.
Our main theorem is the following: Theorem 2.9. Let G be a group with a uniformly C ′ (1/6) presentation, 〈S | R〉. Then G is
Remark 2.10. Random groups in the density model, for density < 1/12, satisfy the ordinary (non-uniform) C ′ (1/6) condition [Gro93] . Since they have all relations of equal length, they satisfy the uniform C ′ (1/6) condition too. This provides an assurance that the uniform condition is not too much of a restriction; indeed we obtain the following immediate corollary of Theorem 2.9.
Corollary 2.11. Random groups in the density model, at density < 1/12, are CAT(−1) with
3 Proof of the main theorem
Geometry of regular polygons
The first part of our argument relies on choosing suitable metrics on the 2-cells in the presentation complex. These metrics are based on small regular hyperbolic polygons, however since sufficiently small hyperbolic polygons closely resemble Euclidean polygons, we will argue in the Euclidean case for technical simplicity. Proposition 3.5 makes explicit the conversion to a hyperbolic metric. We first establish some terminology about such polygons.
Definition 3.1. Let P be a regular (hyperbolic or Euclidean polygon). A diagonal is a geodesic connecting two (possibly consecutive) vertices of P . A segment of P is the smaller of the two pieces obtained by cutting P along a diagonal (in the case where the diagonal is an edge of P , the segment is also this single edge). The diagonal is said to subtend the corresponding segment. The length of the segment is the number of edges of P it contains, and the length of the diagonal is the length of the corresponding segment. The radius of a regular polygon is the distance from the centre to any boundary vertex. Since six consecutive maximal length diagonals fail to complete a hexagon, the internal angle between each pair must be > 2π/3. See Remark 3.4. Lemma 3.3 also applies to sufficiently small regular hyperbolic polygons, since the metric differs from a Euclidean metric by an arbitrarily small amount. The following proposition makes this more precise: Proposition 3.5. For each integer n > 6, there exists r > 0 such that Lemma 3.3 also holds for regular hyperbolic n-gons of radius < r .
Proof. It is enough to show that, for any n ≥ 1 and s ≥ 1 we may pick r small enough that the angle between two diagonals of length n, with a common endpoint, in a regular hyperbolic (6n + s)-gon of radius r , is > 2π/3 (that is, the picture in Figure 1 still applies) . Clearly, the extremal case is s = 1. So, consider the right-angled triangle with one vertex at the centre o of such a polygon, one vertex at the endpoint of a diagonal of length n, and one vertex at the midpoint of this diagonal. Denote by α and θ the two non-right angles in this triangle, as in . It then follows from the second hyperbolic cosine rule that: cosh(r ) = cot(θ) cot nπ 6n + 1 .
We would like to find r such that θ > π/3; equivalently, cot(θ)
Geometry of singular polygons
A regular hyperbolic or Euclidean n-gon, with radius r , can be regarded as a simplicial complex with a vertex o at the centre, and n isometric isosceles 2-simplices with two sides of length r and smallest angle 2π/n identified in a cycle around o. Denote this isosceles triangle by T (n, r ).
For any integer m, we may obtain a singular 2-complex structure on a disc by identifying m copies of T (n, r ) in the analogous manner. For m < n, the central vertex o has local positive curvature: that is, its link is a loop of length < 2π. For m = n, this is the usual regular n-gon, and for m > n, the central vertex o has local negative curvature: the link has length > 2π. We 
Proof of the main theorem
Proof of Theorem 2.9. By Definition 2.7 no relator from R is a proper power. Also assume, without loss of generality, that the relators are distinct up to cyclic permutation and inverses (if not, we can simply delete relators until this is the case). The small cancellation condition now reduces to the intuitive condition that, in the disjoint set of labelled cycles corresponding to the relators, the maximum length of any labelled path which appears at least twice is < g 6 , where g is the minimum length of any relator.
Denote by X the presentation complex corresponding to 〈S | R〉. This consists of a bouquet of circles B , labelled by S, and for each relator r i a disc D i whose boundary is attached to the path labelled by r i . We equip X with the following metric. Applying Proposition 3.5, we may choose r such that Lemma 3.3 holds for the regular hyperbolic g -gon of radius r . For each i ≥ 1, let g i = |r i |, and metrize each disc projecting to D i by a singular hyperbolic g i - gon D(g i , g , r ) . Since the boundary of D(g i , g , r ) is a g i -cycle with all edges of length some constant λ, the metrics on each disc induce a well-defined metric on X . Moreover, by equipping each disc with the simplicial complex structure depicted in Figure 3 , we get a simplicial complex structure on X . Denote by Y = X the universal cover of X with the induced metric, and by Z = B the preimage in X of the bouquet B .
A piece from the presentation corresponds to a maximal path in Z which is contained in the boundary of two distinct discs (either two distinct lifts of the same D i , or lifts of two different D i ). We refer to such paths also as "pieces". Each such piece subtends a segment of each these two discs, and these two segments are isometric by construction. Therefore, we may subdivide to make the segments into simplicial subcomplexes, and pass to a quotient space in which the two segments are identified. We will refer to such an identification as a "fold". Note also that, after such an identification, the corresponding boundary relators still both bound well-defined, isometric discs; in particular, we can safely apply the same operation again to other segments whether or not they intersect the pair already folded. Of course, we must again subdivide Y if we wish to retain a simplicial complex structure.
So, let Y denote the quotient space obtained by identifying the corresponding pair of segments for every piece in Y . Denote by Z the image of Z under this map. We claim that Y is a CAT(−1) space with a geometric action of G.
Firstly, although we identify infinitely many pieces, Y is a locally finite complex and there is an upper bound on the length of pieces. Thus there are only finitely many pieces containing each vertex of Z , and so Y is a well defined, locally finite, piecewise hyperbolic simplicial 2-complex. It is therefore sufficient to check the link condition on vertices. We will ignore vertices of degree 2 in the below analysis, since these are only artefacts of the subdivision process and do not affect the metric on links.
There are two types of vertex to consider: those which are images of vertices in Z , and those which are not; i.e. images of points in the interior of discs of Y . So first, let v ′ be a vertex in the image of Z , and let v be the vertex of Z mapping to v. This is unique, since vertices in
is a graph with two vertices s ± for each s ∈ S ⊔ S −1 , and an edge s − t + whenever st appears as a subword in any relator. These edges all have the same length, equal to the interior angles in the discs. There are additional vertices corresponding to the simplicial subdivision of the discs, but these are degree 2 and we ignore them.
, and we can describe this map very precisely. For each pair st which appears as a subword of some piece (or whose inverse appears), there are at least two edges connecting s − and t + ; one edge for each relator in which
, all of these edges are identified-folded-to a single edge.
Moreover, any such occurence of multiple edges joining a pair of vertices corresponds to a subword of a piece, and so are all identified to a single edge in link Y (v ′ ). The quotient map ϕ : C 1 ⊔· · ·⊔C k → L is induced by the process of identifying segments in Y . If such a segment contains one of the vertices v i , then either v i is contained in the diagonal bounding the segment or in its interior. The map is therefore a multiple composition of two possible operations: identifications of subarcs of length π between the C i , or identifications of complete circles C i . The latter operation does not affect L and so we can assume that it does not occur. We now show that L cannot contain any closed geodesics of length < 2π. This is trivial in the case k = 1, so assume k ≥ 2.
The map ϕ consists of repeatedly identifying length π subarcs of different C i . Now, each v i is the point of intersection of a number of diagonals bounding segments in D i . The intersection of all these segments is a polygonal region in D i bounded by two of these diagonals, and it follows from Lemma 3.3 that the subarc α i of C i corresponding to this intersection has length at least 2π/3 (see Figure 6 ).
Each identification of arcs under ϕ is induced by an isometry between segments in discs D i and D j . It follows that ϕ isometrically identifies the arcs α i for all i . Refer to the image of these arcs in L as α. In particular, the set
Also, for each i , there is an open arc in L which is contained in the image of only C i , and not C j for j = i . Call this arc β i (see Figure 6 ), using the same name to refer to the image in L or the subarc in C i .
The intersection of any subset of the C i is connected (since it contains α). Therefore, the intersection of any subset of size ≥ 2 of the C i is simply connected; it is a proper connected subspace of a circle. It follows that the subgraph The remaining case is that ℓ contains precisely two β i ; say β 1 and β 2 . Since L 0 is a tree, each component of ℓ−{β 1 ∪β 2 } is contained in C 1 ∪C 2 , and hence ℓ ⊂ C 1 ∪C 2 . Now C 1 ∪C 2 ⊂ L is obtained from the circles C 1 and C 2 by identifying arcs of length π, all containing the common arc α. If only a single arc of length π is identified, then the 1-complex C 1 ∪C 2 clearly contains no loops of length < 2π, in particular ℓ has length at least 2π. Otherwise, C 1 and C 2 intersect in L an arc longer than π. In this situation, there must be two intersecting segments in D 1 which are identified respectively with two overlapping segments in D 2 . Therefore, there is a larger piece whose corresponding pair of segments was not identified (see Figure 7) . This contradicts the construction of the map Y → Y . Hence, Y is CAT(−1). Since the action of G takes pieces to pieces, the invariance of the metric under the action of G is clear, and the fact that the action is geometric follows from the fact that Y was the presentation complex. This completes the proof.
Remark 3.7. Proposition 3.5 enables us to compute an approximate volume for the negatively curved complex constructed when we prove Theorem 2.9. The radius of each disc used in the construction is approximately r max (g /6), and the area of D(g i , g , r ) is approximately πr 2 g i /g (approximating a flat polygon as a Euclidean disc). Hence, the area of the metrized presentation complex, before any folding is carried out, is approximately equal to
where r max (n) = cosh −1 1 3 cot nπ 6n + 1 .
Of course, this is a slight overestimate, and decreases when folding is applied in a way that depends precisely on the pieces of the presentation.
