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Abstract—We present gPC-SCP: Generalized Polynomial
Chaos-based Sequential Convex Programming method to com-
pute a sub-optimal solution for a continuous-time chance-
constrained stochastic nonlinear optimal control problem
(SNOC) problem. The approach enables motion planning and
control of robotic systems under uncertainty. The proposed
method involves two steps. The first step is to derive a de-
terministic nonlinear optimal control problem (DNOC) with
convex constraints that are surrogate to the SNOC by using
gPC expansion and the distributionally-robust convex subset
of the chance constraints. The second step is to solve the
DNOC problem using sequential convex programming (SCP)
for trajectory generation and control. We prove that in the
unconstrained case, the optimal value of the DNOC converges
to that of SNOC asymptotically and that any feasible solution
of the constrained DNOC is a feasible solution of the chance-
constrained SNOC. We derive a stable stochastic model predictive
controller using the gPC-SCP for tracking a trajectory in the
presence of uncertainty. We empirically demonstrate the efficacy
of the gPC-SCP method for the following three test cases: 1)
collision checking under uncertainty in actuation, 2) collision
checking with stochastic obstacle model, and 3) safe trajectory
tracking under uncertainty in the dynamics and obstacle location
by using a receding horizon control approach. We validate the
effectiveness of the gPC-SCP method on the robotic spacecraft
testbed.
I. INTRODUCTION
CONFIDENCE-based motion planning [1]–[4] and con-trol algorithms [5], [6], that incorporate uncertainties
in the dynamic model and environment to guarantee safety
and performance with high probability, enable safe operation
of robots and autonomous systems in partially known and
dynamic environments. A probabilistic approach can allow
for integration with a higher-level discrete decision-making
algorithm for information gathering [7], [8], and for safe
exploration [9], [10] to learn the interaction with an unknown
environment. Examples of autonomous systems that require
safety guarantees under uncertainty include spacecraft with
thrusters as actuators during proximity operations [8], [11],
powered descent on Mars [12], and quadrotors flying in
turbulent winds [13], [14].
Motion planning problem considering safety in conjunction
with optimality under uncertainty can be formulated as a
continuous-time continuous-space stochastic nonlinear optimal
control problem (SNOC) with chance constraints. In this paper,
we propose the generalized polynomial chaos-based sequen-
tial convex programming (gPC-SCP) method, as described
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Fig. 1. Caltech’s M-STAR [11] (Multi-Spacecraft Testbed for Autonomy
Research) planning a safe trajectory to ensure safety under uncertainty in
actuation during a proximity maneuver. The motion planning problem is
formulated as a chance-constrained stochastic optimal control problem solved
in two steps. Step 1: Project the stochastic problem to a deterministic problem
by using generalized polynomial chaos approach and distributional robustness;
and Step 2: Use deterministic solvers to compute an optimal solution to the
deterministic problem.
in Fig. 1, to solve a chance-constrained SNOC problem. The
method involves deriving a deterministic nonlinear optimal
control (DNOC) problem with convex constraints that are a
surrogate to the SNOC problem with linear and quadratic
chance constraints. We derive the DNOC problem by ac-
counting for nonlinear stochastic dynamics using generalized
polynomial chaos expansions (gPC) [15]–[17] and obtaining
deterministic convex approximations of linear and quadratic
chance constraints using distributional robustness [18]–[20].
The DNOC problem is then solved using sequential convex
programming (SCP) [21]–[23] for trajectory optimization and
for nonlinear stochastic model predictive control (SMPC).
The main contributions of the paper are as follows:
(a) We present a systematic sequence of approximations for
the chance-constrained SNOC problem to compute a
convex-constrained DNOC problem using gPC projec-
tion. We analyze the gPC projection of the stochastic
dynamics for existence and uniqueness [24], [25] of a
solution in the gPC space. Examples are provided to
study the effect of projection on both the controllability
of surrogate dynamics and the feasibility of the DNOC
problem. We prove the convexity of the distributionally-
robust linear and quadratic chance constraints in the gPC
space.
(b) In order to characterize the deterministic approximation
obtained using gPC projection, we present analysis on
convergence of the DNOC problem to the SNOC problem























feasible solution of the constrained DNOC problem is
a feasible solution of chance-constrained SNOC problem
with an appropriate gPC transformation step applied.
(c) We derive provably conservative convex surrogates for
collision checking with both deterministic and stochastic
obstacle state models. We integrate this collision con-
straint with a sampling-based planning method [26], [27]
to derive an algorithm that computes safe and optimal
motion plans under uncertainty.
(d) We extend the gPC-SCP method to derive an iterative
algorithm that solves the SMPC formulation. We prove
that, if the terminal cost used in the SMPC problem is de-
rived by an exponentially-stabilizing controller (e.g. [5])
for the stochastic dynamics, then the stochastic model
predictive controller is stable and the cost converges to
an upper bound.
(e) We validate the convergence and stability theorems, and
the safety provided by the convex constraints in sim-
ulation, on a three degree-of-freedom robot dynamics.
We show empirically that the gPC-SCP method, for
both planning and control, has a higher success rate
in comparison to the Gaussian approximation [6], [28]
of the collision chance constraints. We demonstrate the
efficacy of the gPC-SCP method by computing a safe
trajectory for a spacecraft proximity maneuver under
uncertainty in environment (obstacles) on the robotic
spacecraft dynamics simulator [11] hardware platform
and by executing the trajectory in real-time closed-loop
experiments.
A. Related Work
Existing methods to solve a chance-constrained stochastic
optimal control problem use moment space propagation [6],
[29]–[31], unscented transformation-based propagation [32],
Monte Carlo sample propagation [2], [3], [33], and scenario-
based [32], [34] approaches to construct a deterministic sur-
rogate problem. Although these methods alleviate the curse
of dimensionality, they do not provide asymptotic conver-
gence guarantees for a DNOC problem. Monte Carlo methods
provide asymptotic convergence guarantees, but often require
large samples to estimate the constraint satisfaction for non-
linear systems and use mixed-integer programming [2] solvers
for computing a solution. We use gPC propagation [17] to
construct a DNOC problem that converges to the SNOC prob-
lem, asymptotically. The gPC projection transforms the chance
constraints from being a non-convex constraint in moment
space to a convex constraint in the gPC space. This enables
the use of sequential convex programming [21], [23] method
for computing a solution. Additionally, we study the existence
and uniqueness [35] of a solution and the controllability of the
deterministic surrogate dynamics of the stochastic dynamics.
Earlier work [3], [6], [36] uses a Gaussian approximation
of the linear and the quadratic chance constraint for collision
checking and for terminal constraint satisfaction. While this
avoids multi-dimensional integration of chance constraints for
feasibility checking, Gaussian approximation might not be an
equivalent representation (or) even a subset of the feasible set
in the presence of stochastic process noise in dynamics. We
use distributional robustness [19], [20] property to propose a
new deterministic second-order cone constraint and a quadratic
constraint approximation of the linear and quadratic chance
constraints. We prove that the deterministic approximations
are a subset of the respective chance constraints.
In [2], [3], linear chance constraints were considered for
probabilistic optimal planning for linear systems. The litera-
ture on chance-constrained programming focuses on problems
with deterministic decision variable and uncertain system
parameters for both linear [19] and nonlinear [20] cases.
The results [18], [19] on distributional robust subset and
convex approximations of the chance constraints can be readily
transformed to the case with a random decision variable for an
unknown measure. The quadratic chance constraint would lead
to an inner semi-definite program [37] that adds complexity
to the SNOC problem considered in this paper. The linear
chance constraint for collision checking was first presented
in [1]. In [38], authors show that linearized chance constraint
is a subset of the original nonlinear chance constraint for a
Gaussian confidence-based constraint. Since the local Gaus-
sian assumption might not be valid for a nonlinear systems, we
present proof for the distributionally robust convex constraint
formulation that extends to include uncertainty in obstacle
state for a nonlinear stochastic differential equation.
From a SMPC perspective, recent work [39]–[42] on control
of discrete-time linear stochastic dynamical systems provides
conditions for recursive feasibility, constraint satisfaction, con-
vergence and stability by using a probabilistic invariant set as
the domain of operation and a control Lyapunov function as
the terminal cost function. Research on control of nonlinear
stochastic dynamics [6], [43], [44] is focused on implementa-
tion by using nonlinear programming methods. In [45], authors
formulate a bounding semi-definite optimization problem on
moments using global polynomial optimization method [46]
for controlling a nonlinear stochastic system, but do not
incorporate state constraints or prove the stability of the
system. We propose a SMPC method to control nonlinear
stochastic differential equation that uses a stochastic control
contraction metric [5], [47] as the terminal cost function.
Assuming recursive feasibility and constraint satisfaction, we
prove the convergence and stability of the SMPC method. We
solve the SMPC problem using the gPC-SCP method to track
a potentially unsafe trajectory in the presence of uncertainty
in dynamics and environment.
The gPC expansion approach was used for stability analysis
and control design of uncertain systems [43], [44], [48]–[51].
For trajectory optimization, recent work focused on nonlin-
ear systems with parametric uncertainty [52], [53] with no
constraints on the state, or linear systems with linear chance-
constraints that do not extend to the SNOC problem considered
here and lack analysis on the deterministic approximation of
the uncertain system. The gPC approach was used to compute
a moment-space receding horizon approximation [54], which
was solved using nonlinear programming methods. We extend
prior work to incorporate nonlinear dynamics and include
analysis on the deterministic approximation. We formulate
convex constraints for linear and quadratic constraints in gPC
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space and use this formulation to design algorithms for motion
planning and control of a nonlinear stochastic dynamic system.
We generalize and extend our prior conference paper [1]
significantly as follows: i) we derive a sequence of approxi-
mations from a SNOC problem to the DNOC problem, which
provides a modular architecture to understand trajectory opti-
mization under uncertainty; ii) we include examples discussing
the effect of gPC projection on the controllability of stochastic
dynamics; iii) we design a motion planning algorithm to han-
dle uncertainty in both dynamics and obstacle location, which
takes advantage of the state-of-the-art sampling-based [26]
planning algorithms; iv) we formulate a stochastic model
predictive algorithm using the gPC-SCP method and provide
conditions for its stability and convergence; and v) we validate
the gPC-SCP approach empirically and on the spacecraft
simulator hardware testbed.
Organization: We discuss the stochastic nonlinear optimal
control (SNOC) problem with results on deterministic approxi-
mations of chance constraints along with preliminaries on gPC
expansions in Section II. The deterministic surrogate of the
SNOC problem in terms of the gPC coefficients and a SCP
formulation of the DNOC problem are presented with analysis
in Section III. In Sections IV and V, we apply the gPC-SCP
method under uncertainty in dynamics and constraints for both
motion planning using SNOC solutions and tracking control
using model predictive control, respectively. In Section VI, we
validate gPC-SCP method via simulations and experiments on
robotic spacecraft dynamics simulator. We conclude the paper
in Section VII with a brief discussion on the approach and
impact of the method.
Notation: For a random variable x ∈ Rdx , µx is the
mean, Σx is the covariance matrix, R is real line, dx is the
dimension of x. E and Pr are the expectation operation and
probability measure, respectively. We define a deterministic
vector as x̄. The p−norm of a vector ū ∈ Rdu is defined




p . We use ∇x = ∂∂x , ∇xx =
∂2
∂x2 .
The risk measure for constraint violation is ε. We define the
gPC state using X and the indicator function as I . We use I
for an identity matrix and 1 for a matrix with entries as 1.
The Kronecker’s product of two matrices Am×n and Bp×q is
defined as follows:
(A⊗B)mp×nq =
a11B . . . a1nB... . . . ...
am1B . . . amnB
 ,
where aij is the element at ith row and jth column of A. For a
matrix A, tr(A) is the trace operation, λmin(A) and λmax(A)
are the minimum and maximum eigenvalues of A.
II. PROBLEM AND PRELIMINARIES
In this section, we present the stochastic optimal control
problem formulation, preliminaries on the relaxations used
for chance constraints, and the generalized polynomial chaos
approach that forms a basis for constructing a surrogate
deterministic optimal control problem.
A. Stochastic Nonlinear Optimal Control Problem
We consider the finite-horizon stochastic nonlinear optimal
control (SNOC) problem with joint chance constraints in
continuous time and continuous space. The SNOC problem
minimizes an expectation cost function, that is a sum of a
quadratic function in the random state variable x(t) and a
convex norm of the control policy ū(t). The evolution of the
stochastic process x(t) for all sampled paths is defined by a
stochastic differential equation. The joint chance constraints
guarantee constraint feasibility with a probability of 1 − ε,
where ε > 0 and is chosen to be a small value (example:
ε ∈ [0.001, 0.05]) for better constraint satisfaction. The fol-
lowing optimal control problem is considered with the state
distribution and control as the decision variables.







J(x(t), ū(t))dt+ Jf (x(tf ))
]
(1)
s.t. dx = f(x(t), ū(t))dt+ g(x(t), ū(t))dw(t) (2)
Pr(x(t) ∈ XF ) ≥ 1− ε ∀t ∈ [t0, tf ] (3)
ū(t) ∈ U ∀t ∈ [t0, tf ] (4)
x(t0) = x0 xtf ∈ Xf (5)
The cost functional J and the terminal cost Jf are:
J(x(t), ū(t)) = x(t)>Qx(t) + ‖ū‖p, where p ∈ {1, 2,∞},
Jf (x(tf )) = x(tf )
>Qfx(tf ). (6)
where Q and Qf are positive definite matrices. The p−norm of




p . The terminal
set Xf is the set of allowed realization of the state x after
propagation. The terminal constraint is applied as a proba-
bilistic soft constraint to ensure feasibility of Problem 1. In
the following, we define each of the aforementioned elements
of Problem 1 and discuss convex approximations of linear and
quadratic chance constraints.
1) Stochastic Differential Equation (SDE) [35]: The dy-
namics of the system is modeled as a controlled diffusion
process with Itô assumptions. The random variable x(t) is
defined on a probability space (Ω,F,Pr) where Ω is the
sample space, F forms a σ-field with measure Pr.
dx(t) = f(x(t), ū(t))dt+ g(x(t), ū(t))dw(t),
Pr(|x(t0)− x0| = 0) = 1, ∀t0 ≤ t ≤ tf <∞,
(7)
where: f(., .) : X × U → Rdx , g(., .) : X × U → Rdx×dξ ,
and w(t) is a dξ-dimensional Wiener process and the initial
random variable x0 is independent of w(t)−w(t0) for t ≥ t0,
and dw(t) ∼ N (0, dtI). The sets X ⊆ Rdx and U ⊆ Rdu are
compact sets. We make the following assumptions to ensure
the existence and uniqueness of a solution to the SDE.
Assumption 1. The functions f(x(t), ū(t)) and g(x(t), ū(t))
are defined and measurable on X × U .
Assumption 2. Equation (7) has a unique solution x(t), which
is continuous with probability 1, and ∃ a K ∈ R++ such that
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the following conditions are satisfied:
a) Lipschitz condition [35]: ∀t ∈ [t0, tf ], s1&s2 ∈ X × U ,
‖f(s1)− f(s2)‖+ ‖g(s1)− g(s2)‖F ≤ K‖s1 − s2‖, (8)
b) Restriction on growth: ∀t ∈ [t0, tf ], s1 ∈ X × U
‖f(s1)‖2 + ‖g(s1)‖2F ≤ K2(1 + ‖s1‖2). (9)
We use the following definition to study the controllability
of the deterministic approximation of the SDE (7).
Definition 1. The SDE (7) is εc-controllable [24]. For any ini-
tial state x0 ∈ X , we can compute a sequence of control ū(t)
∀t ∈ [t0, tf ] such that Pr
(
‖x− x(tf )‖2 ≥ δ | x(t0) = x0
)
≤
εc, where x(tf ) is the terminal state, δ > 0 and εc > 0 are
small, and tf is finite.
Control Policy. We assume that the control policy ū(t) ∈
U ⊆ Rdu is deterministic and the set U is a convex set.
The deterministic control policy is motivated by a hardware
implementation strategy, where a state dependent Markov
control policy defined on the compact set X is sampled for a
value with highest probability (or) for the mean.
Note: We use the gPC method to project the SDE to an
Ordinary Differential Equation (ODE) in a higher dimensional
space for propagating the dynamics.
2) Chance Constraints [19]: In order to accommodate the
unbounded uncertainty model in the dynamics, the feasible
region XF defined as,
XF = {x(t) ∈ X : hi(x(t)) ≤ 0 ∀ i ∈ {1, . . . ,m}}, (10)
is relaxed to a chance constraint (CC) using the risk measure
ε,
XCC = {x(t) ∈ X : Pr(x(t) ∈ XF ) ≥ 1− ε}, (11)
with a guaranteed constraint satisfaction probability of 1− ε.
The constraint set XF is assumed to be the polytope XF =
{x ∈ X : ∧mi=1a>i x+ bi ≤ 0} with m flat sides, or a quadratic
constraint set XF = {x ∈ X : x>Ax ≤ c} for any realization
x of the state. The joint chance constraint formulation of the
polytopic constraint is of the form, Pr(∧mi=1a>i x+ bi ≤ 0) ≥
1− ε.
A convex relaxation of the individual chance constraint for
an arbitrary distribution of the state vector x(t) due to the
nonlinearity in the system is intractable, so an extension of
the problem called Distributionally-Robust Chance Constraints
(DRCC) given as follows,
XDRCC = {x(t) ∈ X : inf
x(t)∼(µx,Σx)
Pr(x(t) ∈ XF ) ≥ 1− ε},
(12)
where the chance constraint is satisfied for all distributions
with known mean and variance of the decision variable is
used. The set defined by the DRCC in (12) is a conservative
approximation [20] of the chance constraint i.e., XDRCC ⊆
XCC.
a) Distributionally-Robust Linear Chance Constraint
(DRLCC) [19]: Consider a single Linear Chance Constraint
(LCC) with a ∈ Rdx and b ∈ R:
XLCC = {x(t) ∈ X : Pr(a>x(t) + b ≤ 0) ≥ 1− ε}. (13)
The column vector a, real constant b, and risk measure ε are
known a priori. The state vector x is the decision variable.
Assuming that the mean µx and the covariance Σx of x are
known, a distributionally-robust constraint version of (13) is
given as follows:
XDRLCC = {x(t) ∈ X : inf
x(t)∼(µx,Σx)
Pr(a>x(t)+b ≤ 0) ≥ 1−ε}.
(14)
Equivalently, (14) can be rewritten in the following determin-
istic form, which will be used to derive a second-order cone
constraint for the DNOC in Section III-E.







Lemma 1. The set XDRLCC in (15) is a subset of XLCC
defined in (13).
Proof: See Theorem 3.1 in [19].
If the dynamics are linear, the constraint in (15) is replaced
with a tighter equivalent deterministic constraint given by the
following inequality:
a>µx(t) + b+ erf(1− 2ε)
√
a>Σxa ≤ 0, (16)







and ∀ε ∈ (0, 0.5). The constraint set is transformed to a
second-order cone constraint in the gPC variables.
Remark 1. The risk measure ε in (13) is assumed to be




ε increases dramatically. This decreases the
feasible space defined by the set XLCC drastically leading to
numerical issues in the gPC-SCP method. For handling the
risk of a very small value of ε (e.g., 1e − 7, as discussed
in [55]), the uncertainty in the system needs to be modeled
accurately such that Σx is small or a newer deterministic
surrogate method needs to be developed to overcome the
numerical instability.
b) Conservative Quadratic Chance Constraint (CQCC):
Lemma 2 presents a new conservative deterministic relaxation
for the quadratic chance constraint that is used to bound the
deviation of the random vector x(t) from the mean µx(t).
Lemma 2. The constraint set
XCQCC = {x(t) ∈ X :
1
c
tr(AΣx) ≤ ε} (17)
is a conservative approximation of the original Quadratic
Chance Constraint (QCC)
XQCC = {x ∈ X : Pr((x− µx)>A(x− µx) ≥ c) ≤ ε} (18)
i.e., XCQCC ⊆ XQCC, where A ∈ Rn×n is a positive definite
matrix and c ∈ R++ and Σx is the covariance of the random
variable x
Proof: See Proposition 1 in [1].





is a conservative approximation of the quadratic chance
constraint Pr(x>Ax ≥ c) ≤ ε}, where A ∈ Rn×n is a positive
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definite matrix and c ∈ R++ and Σx is the co-variance of the
random variable x.
Proof: The proof follows from Lemma 2.
c) Joint Chance Constraints (JCC) [20]: The distributionally-
robust joint chance constraint (DRJCC) for a polytope set is
defined as infx(t)∼(µx,Σx) Pr(∧mi=1a>i x + bi ≤ 0) ≥ 1 − ε.
The joint constraints are split into multiple single chance con-
straints using Bonferroni’s inequality [20] method as follows:
inf
x(t)∼(µx,Σx)
Pr(∧mi=1a>i x+ bi ≤ 0) ≥ 1− ε
⇐⇒ sup
x(t)∼(µx,Σx)






Pr(a>i x+ bi ≥ 0) ≤ ε.
(19)
If the probability distribution of x is Gaussian, then the JCC
are split using Boole’s inequality [2]. The total risk measure
ε is allocated between each of the chance constraints in the
summation such the
∑m
i=1 εi = ε leading to m individual
DRCC of the following form.
inf
x(t)∼(µx,Σx)
Pr(a>i x+ bi ≤ 0) ≥ 1− εi (20)
We follow a naive risk allocation approach by equally dis-
tributing the risk measure ε among the m constraints such
that εi = εm . Alternatively, optimal risk allocation [56] can
be achieved using iterative optimization techniques. Using
distributional robustness, Problem 1 is reformulated to the
following Problem 2.
Problem 2. Distributionally-Robust Chance-Constrained






J(x(t), ū(t))dt+ Jf (x(tf ))
]
s.t. (7), (15), (17), (4), and (5).
Note: Given a risk measure ε, the constraints in Problem 2
are a function of mean µx and covariance matrix Σx of
the state at any time t. While this enables fast computation
of chance constraints, it reduces the feasible space XF . An
optimal approach to trade off between the feasible space and
computational complexity with theoretical guarantees seems
infeasible due to the nonlinearity in the dynamics model.
We present an empirical evidence that using distributional
robustness approach does not lead to infeasibility in practical
scenarios for both planning and control problems. For practical
implementation, this approach should be integrated with sys-
tem design to ensure feasibility. We will transform the SNOC
problem to a DNOC problem by applying the generalized
polynomial chaos expansion. This approach transforms the
SNOC problem that is infinite dimensional in state (stochastic
state) and time, to a problem that is infinite dimension only
in time.
B. Generalized Polynomial Chaos ( [15], [16], [52])
The generalized Polynomial Chaos (gPC) expansion theory
is used to model uncertainty with finite second-order moments
as a series expansion of orthogonal polynomials. The polyno-
mials are orthogonal with respect to a known density function
ρ(.). Consider the random vector ξ with independent identi-
cally distributed (iid) random variables {ξi}
dξ
i=1 as elements.
Each ξi ∼ N (0, 1) is normally distributed with zero mean
and unit variance. The random vector x(t), defined by the




where xi denote the ith element in the vector x ∈ X and xij is
the jth coefficient in the series expansion. The dimension dξ
is the sum of number of random inputs in the SDE (7) and the
number of random initial conditions. The functions φj(ξ) are
constructed using the Hermite polynomial [15] basis functions.
The functions φj(ξ) are orthogonal with respect to the joint
probability density function ρ(ξ) = %(ξ1)%(ξ2) · · · %(ξdξ),
where %(ξk) = 1√2π e
−ξ2k
2 . The choice of the orthogonal
polynomials depends on the uncertainty model effecting the
dynamics. We refer to [17] for details on type and construction
of the polynomials for different standard uncertainty models
such as uniform, beta and Poisson distributions.
Remark 2. The series expansion is truncated to a finite
number ` + 1 as xi ≈
∑`
j=0 xij(t)φj(ξ) based on the maxi-
mum degree of the polynomials PgPC required to represent
the variable x. The minimum ` required to appropriately







The coefficients xij(t) are computed using the Galerkin






where 〈φi(ξ), φj(ξ)〉 =
∫
D ρ(ξ)φi(ξ)φj(ξ)dξ. For non-
polynomial functions, the Galerkin projection is computed






where Gauss-Hermite quadrature is used to generate the nodes
nk and the corresponding node weights wk. In the follow-
ing section, we derive an approximate nonlinear ordinary
differential equation system for the SDE in (7) using gPC
expansion and the Galerkin scheme. The DRCC are projected
to the gPC coordinates xij leading to convex constraints.
Following Lemmas 3 and 4 discuss the convergence of the
gPC expansion to the true distribution and the error due to
truncated polynomial approximation of a distribution.
Lemma 3. (Cameron-Martin Theorem [57]) The gPC series
approximation in (21) converges to the true value xi ∈ L2.
‖xi(t)−
∑`
j=0 xij(t)φj(ξ)‖L2 → 0, as ` → ∞ ∀ t ∈ [t0, tf ]
(24)
Remark 3. The expectation E(xi) and variance Σxi of
the random variable xi can be expressed in terms of the
6























Fig. 2. Example gPC approximation of some standard probability distri-
bution functions (PDF) using gPC expansion. For the beta and exponential
distributions, gPC expansion represents the PDF well with just second order
approximation. For a Gaussian distribution, the gPC representation is exact.
coefficients of the expansion as follows:
E(xi) = xi0, Σxi ≈
∑̀
j=1
x2ij〈φj , φj〉 as `→∞. (25)
Lemma 4. (Truncation Error Theorem [58]) If an element xi
of the random variable x is represented using ` polynomials,








Lemmas 3 and 4, and Remark 3 will be used in studying the
convergence of the gPC approximation of the cost function,
the SDE, and the chance constraints. Furthermore, the higher-
order moments can be expressed as a polynomial function of
the coefficients.
Curse of Dimensionality: The truncated polynomial ex-
pansion is a finite-dimensional approximation of the random
variable. The number of polynomials ` grow exponentially
large based on the degree of polynomial used to represent the
state distribution. The large dimensionality can be reduced,
inducing sparsity in the gPC expansion, by using techniques
like sparse gPC [59], and data-driven gPC [60]. A cost-
effective approach to estimate moments up to second order is
to use gPC polynomials up to degree 2, i.e., PgPC = 2 [61].
The computationally complexity for PgPC = 2 is equivalent to
linear covariance propagation. Note that, unlike the linear co-
variance propagation method, the gPC method with PgPC = 2
accounts for the coupling between the state x and the white-
noise process dw.
III. DETERMINISTIC SURROGATE OF THE SNOC PROBLEM
The stochastic nonlinear optimal control problem discussed
in Section II-A is reformulated in terms of the coefficients
of the gPC expansion, with decision variables as the gPC
coefficients and the control ū. In the following, we discuss the
existence and uniqueness of a solution to the coupled Ordinary
Differential Equations (ODE) obtained form gPC approxima-
tion of SDE, the cost function in the gPC space, and present
the convex constraints for the gPC coefficients obtained from
deterministic approximation of chance constraints. We present
the convergence and feasibility theorem of the approximation
at the end of this section.
A. Deterministic ODE Approximation of the SDE
The gPC expansion in (21) is applied for all the elements
in the vector x ∈ X ⊆ Rdx and the matrix representation
using Kronecker product is given in the following, where X =[





φ0(ξ) · · · φ`(ξ)
]>
(27)
x ≈ Φ̄X; where Φ̄ = Idx×dx ⊗ Φ(ξ)> (28)
Consider the following Ito’s integral form of the SDE in (7).







The gPC projection of the above SDE is given by the following
ODE.


















The dynamics of the coefficients xij with the above notation
is given in (32), where: fi and gi are the ith element of the
vector f and ith row of the matrix g respectively. We use the
Euler-Maruyama discretization method of the SDE for time
integration. The discrete time stochastic dynamics is given as
follows:
x[k+1] = x[k]+f(x[k], ū[k])∆t+g(x[k], ū[k])
√
∆tξ, (31)
where x[k], ū[k] are the states and controls at time step k,
∆t is the integration time interval, and ξ is a multivariate
Gaussian distribution N (0, I). The discrete stochastic system
is projected to a discrete deterministic system using the gPC
method.




The full nonlinear discrete time ODE with the stacked
vector X is given as follows:




Figure 3 shows an example of propagation using (33). While
not discussed in this paper, the projection is also applicable
to a higher-order discretization methods [62]. The sequential
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Fig. 3. Example gPC propagation for a pendulum. The figure compares the
mean and 2σ confidence computed using gPC Projection (PgPC = 1), linear
covariance propagation, and Monte Carlo (MC) propagation of the simple
pendulum dynamics θ̈ = − sin θ − 0.8θ̇ +
√
0.001ξ(t). It is observed that
the gPC approximation overestimates the variance compared to MC and the
linear covariance propagation underestimates the variance. The PgPC = 1
projection corresponds to a Gaussian approximation that includes the cross
correlation between the state and uncertainty.
convex programming method used for trajectory optimization
involves successive linearizations [21] of the dynamics about
a given trajectory and discretization for time integration.
In Proposition 1, we present the conditions for existence
and uniqueness of the solution to the projected system. The
existence and uniqueness of solution to the ODE surrogate
ensure convergence of any Picard iteration scheme used for
integration.
Proposition 1. The ODE system (32) obtained using gPC
approximation of the SDE has a solution and the solution is
unique, for a given initial condition, assuming that the SDE













, kj = 〈φj , φj〉, Lfj (ξ) = |φj(ξ)|‖P‖2, Lgj (ξ) =
Lfj (ξ)|φ1(ξ)|. The constants Kgij and Kfj are the Lipschitz
coefficients of the projected functions ḡij and f̄j respectively.
Proof: See Proposition 1 of [1].
While the projection operation preserves the existence and
uniqueness properties of the SDE, it might not conserve
the controllability of the moments of the system. Following
examples discuss on how the εc controllability in Definition 1
of the SDE effects the controllablility of the projected ODE
system.
Example 1. Consider the linear SDE dx = xdt+ ūdt+
√
dtξ,
where x ∈ R1, ū ∈ R1 and ξ ∼ N (0, 1). Using the random
variable ξ as the variable, we can construct the first order gPC
expansion x = x0 + x1ξ of the state with x0, x1 ∈ R1. The























The dynamics of x1 is decoupled from x0 and the propagation
is not influenced by the control ū. Notice that, even though the
original SDE (dx = xdt+ ūdt) is controllable, the projected
system (35) is not fully controllable. The projection operation
converts a SDE to an ODE in higher dimensions. Though this
operation enables for fast uncertainty propagation, the linear
projected system is underactuated and not fully controllable.
Remark 4. Using a stochastic state feedback of the form u =
−kx in Example 1, we get the closed-loop SDE dx = (1 −
k)xdt+
√


















Using a stochastic feedback, the state x1 that corresponds to
the variance of the SDE can be controlled.
Example 2. The gPC projection of the nonlinear SDE dx =
x2dt +
√


















The projected system (37) is underactuated. In the case of
nonlinear systems, the coupling between the dynamics of x0
and x1 allows for indirectly controlling the state x1.
Remark 5. The gPC projected ODE system in (32) might
not be fully controllable as discussed in Example 1. We
choose soft terminal constraints on the variance of the state
variable to ensure the feasibility of Problem 1 in accordance
with Definition 1.
With Remark 5 on the controllability of the projected sys-
tem, we proceed to construct a finite-dimensional approxima-
tion of the cost functional and chance-constraints to formulate
the convex-constrained nonlinear deterministic optimal control
problem.
B. Cost Function
Using the notation in (28), the expectation of the cost
functional in (6) is expressed in the gPC coefficients as
follows:
JgPC(X(t), ū(t)) = X(t)
>QgPCX(t) + ‖ū‖p,
JgPCf (X(tf )) = X(tf )
>QgPCfX(tf ),
(38)
where QgPC = E(Φ̄>QΦ̄) and QgPCf = E(Φ̄
>Qf Φ̄). Since
the gPC projection is a canonical transformation, we can prove
that the projected matrix QgPC is positive definite.
Proposition 2. The expectation matrix E(Φ̄>Φ̄) is a positive
definite matrix.
Proof: We can prove the following equality by expanding
the matrix multiplication.
E(Φ̄>Φ̄) = I⊗ E(ΦΦ>) (39)
The block matrix E(ΦΦ>) is positive definite as the functions
φi used to construct the column vector Φ are orthogonal
with respect to the density function ρ. Therefore, E(Φ̄>Φ̄)
is positive definite, since E(ΦΦ>) is positive definite.
Lemma 5. If Q is a positive definite matrix, then the expec-
tation QgPC = E(Φ̄>QΦ̄) is a positive definite matrix.
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Proof: Since Q is a positive definite matrix, we have Q <
λmin(Q)I where λmin(Q) > 0. The expectation E(Φ̄>QΦ̄)
can be lower bounded as follows:
E(Φ̄>QΦ̄) < E(Φ̄>λmin(Q)IΦ̄), (40)
< λmin(Q).E(Φ̄>Φ̄) (41)
Using Proposition 2 in (41), we conclude that E(Φ̄>QΦ̄) is a
positive definite matrix.
Corollary 2. If the polynomials φi used for gPC projection
are Hermite polynomials, then E(Φ̄>QΦ̄) < λmin(Q)I.
Proof: We can prove Corollary 2 by using the fact that
for Hermite polynomials E(Φ̄>Φ̄) < I in Lemma 5.
C. Convex Approximation of the Chance Constraint
The deterministic approximations of the chance constraints
discussed in Section II-A are expressed in terms of the gPC
coefficients that define a feasible set for the deterministic
optimal control problem with gPC coefficients as decision
variables.
Lemma 6. The second-order cone constraint given below





X>UNN>U>X ≤ 0 (42)
is equivalent to the deterministic approximation of the DRLCC
in (14) as `→∞., where the matrices M,U,N are given by
M =
[




a1 0 00 . . . 0
0 0 adx
⊗ I(`+1)×(`+1)









φ1(ξ) · · · φ`(ξ)
]>
(43)
and 1 is a matrix with entries as 1.
Proof: It is sufficient to prove that (a>⊗M) ≈ a>µx and
X>UNN>U>X ≈ a>Σxa as ` → ∞. Invoking Lemma 3
and Remark 3, the polynomials of gPC coefficients can be
replaced by mean and variable of the variable x.
(a> ⊗M)X =
[
a1M a2M · · · adxM
]
X
= a1x10 + a2x20 + · · ·+ adxxdx0
≈ a>µx
(44)
Equation (44) shows the steps involved to prove (a>⊗M) ≈






















Stochastic Differential Equation: (Section III A) 




Linear Chance Constraint: (Section III C)
Lemmas 2 
and 7
Quadratic Chance Constraint: (Section III C)
Fig. 4. Illustration of the gPC projection method. We use the gPC projection
method to derive a deterministic surrogate of the chance-constrained optimal






















i E(HH>)p̄j ≈ a>Σxa
Using this notation, the matrices in (42) are expanded as shown
in (45), (46), and (47). Therefore the equivalence is proved by
Lemma 3 as `→∞.





ai〈φk, φk〉x2ik ≤ εc, (48)
expressed in terms of the gPC coefficients is equivalent to
the constraint in (17) as ` → ∞, where A is a diagonal
matrix with ith diagonal element as ai and 〈φk, φk〉 =∫
D ρ(ξ)φkφkdξ.
Proof: The deterministic approximation, tr(AΣx) ≤ cε,
of the QCC in (18) can be expand as follows.
tr(AΣx) ≤ cε ≡
dx∑
i=1






ai〈φj , φj〉x2ij ≤ cε
(49)
The equivalence is proved by directly expanding the trace and
using Remark 3 as shown in (49).
Using the projected dynamics (30), the cost func-
tional in (38), and the linear and quadratic chance con-
straints (42), (48) in gPC coefficients (as shown in Fig. 4)
we can formulate the following distributionally-robust deter-
ministic nonlinear optimal control problem with the gPC states
X and the control ū as the decision variables.
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JgPC(X(t), ū(t))dt+ JgPCf (X(tf ))
s.t. (33), (42), (48)
ū(t) ∈ U ∀t ∈ [t0, tf ]
X(t0) = X0 X(tf ) ∈ XXf
where the projection of the initial condition x0 in gPC
space is X0. The terminal set XXf is constructed using a
distributionally-robust polytope (or) a conservative ellipsoid
approximation of the set xf in Problem 1 with probabilistic
guarantees using Lemmas 6 and 7. We make the following ob-
servations about distributional robustness and gPC projection
discussed above for transforming Problem 1 to Problem 3.
• The infinite-dimensional optimal control problem in state
space and time, as described in Problem 1, is projected
to Problem 3, that is finite dimensional in space and
infinite-dimensional in time.
• The ODE approximation of the SDE using gPC pro-
jection diverges over long horizon problem, (or) when
the uncertainty effecting the SDE has large variance,
(or) when the uncertainty model has large gradients with
respect to state and control. A multi-element gPC method
can be used to over come this divergence due to finite
dimensional approximation. The structure of the proposed
constraint reformulation is invariant to the multi-element
gPC method.
• The choice of the terminal set used in Problem 1 is
restricted due to the εc−controllability of the SDE. We
use soft constraints on the terminal state to ensure the
feasibility of both Problem 1 and 3.
• The projected cost functional preserves the positive defi-
nite property of the quadratic cost used in Problem 1.
• The linear and quadratic chance constraints for a given
risk measure are second-order cone and semi definite
constraints respectively in the gPC coefficients.
Problem 3 (DNOC) enables the use of techniques like psuedo-
spectral method, and sequential convex programming for
solving Problem 3 (SNOC). We use sequential convex pro-
gramming to solve Problem 3 and apply this technique to
compute safe and optimal motion plans under uncertainty.
The model predictive extension of gPC-SCP is applied for
controlling a nonlinear robotic system under uncertainty and
safety constraints.
D. gPC-SCP: Generalized Polynomial Chaos-Based Sequen-
tial Convex Programming
We formulate the gPC-SCP problem by constructing a
sequential convex programming (SCP) approximation of Prob-
lem 3 with gPC state (X) and control (ū) as the decision
variables. The convex program is then solved iteratively using
an interior point method till a convergence criteria is satisfied
and projected back to the probability space from the gPC space
to compute a solution of Problem 2.
The SCP problem formulation involves two steps: 1) Dis-
cretizing the continuous time optimal control problem to a
discrete time optimal control problem, and 2) Convexifing
the non-convex constraints and cost function about a nominal
initial state and control trajectory. Following this approach, the
projected integral cost functional (38), the nonlinear dynam-
ics (33), and the second-order cone constraint (42) and semi-
definite constraint (48) are discretized using a first-order hold
approach for T time steps between the time horizon [t0, tf ]
with gPC state and control as the decision variables.
At iteration i, the cost functional, constraints (42) and (48),
and feasible control set U are convex. The discretized gPC
dynamics in (33) is a nonlinear equality constraint at each
time step. We convexify the nonlinear dynamics (33) by
linearizing it about the state and control trajectory S(i−1) =
{X(i−1), ū(i−1)} computed at (i−1)th iteration. The linearized
equations form a set of linear constraints on the state and
control action as follows:
X(i)[k + 1] = X(i)[k] +A(i)[k]X(i)[k] +B(i)[k]ū(i)[k]
















The gPC-SCP problem at iteration i, after discretization and
convexification is given in the following Problem 4.







(i)[k], ū(i)[k])∆t+ JgPCf (X
(i)[T ])
s.t. Projected Dynamics :(50)
Constraints : {(42), (48)}
ū(i)[k] ∈ U ∀ k ∈ {1,
. . . , T − 1}
X(i)[1] = X0 X
(i)[T ] ∈ XXf
‖X(i)[k]−X(i−1)[k]‖22 ≤ αxβ ∀ k ∈ {1, . . . , T} (52)
‖ū(i)[k]− ū(i−1)[k]‖22 ≤ αuβ ∀ k ∈ {1, . . . , T − 1} (53)
Problem 4 shows the SCP formulation at ith, given a
nominal trajectory S(i−1) = {X(i−1), ū(i−1)} computed at
(i− 1)th iteration with the constraint set at each time step k
and iteration i, where XXf is the projected terminal constraint.
The nominal trajectory S0 at i = 1, used to initialize gPC-
SCP, is computed using a deterministic trajectory optimization
for the nominal dynamics ẋ = f(x, ū), that ignores the uncer-
tainty affecting the system. For motion planning problem, the
nominal trajectory S0 is computed using kino-dynamic mo-
tion planning algorithms like asymptotically-optimal rapidly
exploring random trees [26].
An additional trust region constraint on the gPC state (52)
and control (53) are used to ensure the convergence and
feasibility of the SCP as i → ∞, where αx > 0, αx > 0,
and β ∈ (0, 1). The choice of β ensures the convergence of
the trust region as the number of iterations increases. This
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acts as a convergence criteria, while ensuring that the search
space is small. The trust region on gPC state in (52) can be
equivalently understood as probabilistic constraint of the form
Pr(‖xi − xi−1‖ ≤ αxp) ≥ 1 − εt, where αx is a function
of αxp using the quadratic projection discussed in Lemma 7.
The SCP algorithm is known to converge to the KKT point
of the DNOC problem under mild conditions. For detailed
analysis on convergence, see [21]–[23]. We ensure feasibility
of gPC-SCP: 1) by using stochastic reachable terminal sets,
as discussed in [39], that are constructed using the linearized
approximation of the dynamics, and 2) by increasing the trust
region in-loop with β > 1 when infeasibility occurs.
E. Sub-Optimality and Convergence
In this subsection, we study the optimality of Problem 3
and show that Problem 3 computes a sub-optimal solution
to Problem 1. We make a two step approximation of Problem 1
by using distributional robustness to formulate Problem 2
with known mean and variance of the state and then use
gPC propagation to construct the deterministic optimal con-
trol Problem 3 that is solved using SCP. In Lemma 8, we prove
the sub-optimality of the optimal cost J∗SNOC of Problem 1
compared to the optimal cost J∗DR−SNOC of Problem 2 that is
distributionally robust.
Lemma 8. The optimal solution of Problem 2 is a sub-optimal
solution of Problem 1, i.e., J∗SNOC ≤ J∗DR−SNOC.
Proof: The constraint set XDRLCC and XCQCC in Prob-
lem 2 are a subset of the constraint set XLCC and XQCC
of Problem 1 respectively. Therefore, J∗SNOC ≤ J∗DR−SNOC
as the feasible space of Problem 1 is larger than the feasible
space of Problem 2.
Problem 3 (DNOC) computed via gPC projection converges
asymptotically to Problem 2 (SNOC). The following theorem
discuss the conditions for convergence.
Theorem 1. The surrogate deterministic nonlinear optimal
control Problem 3 with convex constraints is a sub-optimal
surrogate for the stochastic nonlinear optimal control Prob-
lem 1 with following being true:
(a) In the case with no chance constraints, the cost |J∗gPC −
J∗| → 0 as `→∞
(b) In the case with linear and quadratic chance constraints,
any feasible solution of Problem 3 is a feasible solution
of Problem 1 as ` → ∞ and J∗SNOC ≤ J∗gPC, assuming that
a feasible solution exists.
Proof: Case (a): It is sufficient to prove that the cost
function and the dynamics are exact as ` → ∞. Using the
Kronecker product notation, due to Lemma 3, we have the
following
‖x− Φ̄X‖L2 → 0 as `→∞ (54)
(54) =⇒ ‖ẋ→ Φ̄Ẋ‖L2 → 0 as `→∞ (55)
(54) =⇒ |JgPC − J | → 0 as `→∞
|JgPCf − Jf | → 0 as `→∞
(56)
From (55), and (56) we conclude that the optimal value
|J∗gPC − J∗| → 0 as ` → ∞, since the cost function, the
dynamics and the initial and terminal conditions converge to
the original stochastic formulation (Problem 1) as `→∞.
Case (b): Consider the sets XLgPC, and XQgPC defined below.
XLgPc = {x ∈ X : x ≈ Φ̄X where X ∈ (42)} (57)
XQgPC = {x ∈ X : x ≈ Φ̄X where X ∈ (48)} (58)
Using Lemmas 6 and 7, we have the approximate convex
constraints converge to the deterministic equivalent of the
distributionally robust chance constraint as `→∞.
Lemma 6 =⇒ XLgPc → XDRLCC as `→∞
Lemma 7 =⇒ XQgPC → XCQCC as `→∞
(59)
Using Lemmas 1 and 2, we have the following:
Lemma 1 =⇒ XDRLCC ⊆ XLCC




XLgPc ⊆ XLCC as `→∞
XQgPC ⊆ XQCC as `→∞
(61)
Combining (59) and (60), we can conclude that (61) holds as
` → ∞. In Fig. 4, we illustrate the Lemmas 1, 2, 6 and 7
used in proving this theorem. This proves that if a feasible
solution exists for Problem 3 then it is a feasible solution
of Problem 1 as `→∞. Using Lemma 8, as `→∞ we have
J∗gPC → J∗DR−SNOC. This implies that J∗SNOC ≤ J∗gPC.
The above theorem proves the consistency of the gPC
projection method as ` → ∞. The asymptotic convergence
of the cost and the chance constraints constraints is achieved
with large number of the polynomials φ. This leads to a
deterministic optimal control problem with size `dx. The
choice of ` depends on the number of uncertainty in the system
and the nature of the state distribution. A computationally
efficient approach is to use PgPC = 2 for generating the
functions φ used in the projection. This replicates the compu-
tational efficiency of linear covariance propagation techniques,
while ensuring the convexity of the chance constraints in gPC
space. We study the chance constraint formulation for collision
checking under uncertainty in dynamics and obstacle locations
in the following section using distributional robustness and
gPC projection.
IV. MOTION PLANNING UNDER UNCERTAINTY
The gPC-SCP method is applied for planning a safe trajec-
tory under uncertain obstacles and for controlling a nonlinear
dynamical system under uncertainty. We formulate the motion
planning problem to incorporate uncertainty in dynamics and
then show that deterministic projections of chance constraints
in the gPC space enable convex formulations of the collision
constraint for obstacles with both deterministic and stochastic
state models.
The motion planning problem is to compute an optimal and
safe trajectory (x ∈ XF ) for the SDE in (7) from an initial
state x0 ∈ X to the terminal set Xf ⊆ X on a given map
with static obstacles. In the following, we derive a chance
constraint formulation of the collision constraint and terminal
















Fig. 5. An illustration of the convex linear constraint used for collision
checking in deterministic SCP at a particular instant in time is shown on the
left. The linear chance constraint under stochastic dynamics is projected to
gPC space forming a second-order cone constraint. The cone constraint is
visualized as a robustness bound on the robot’s state as shown in the figure
on right.
a SNOC problem as described in Problem 1. The SNOC prob-
lem is then projected to the gPC space for solving via the SCP
method. At each SCP iteration, the collision constraints are
approximated as linear chance constraint around the nominal
trajectory and form a second-order cone constraint in gPC state
X as discussed in Lemma 6. The terminal set is defined as a
soft constraint on an ellipsoidal set and forms a semi-definite
constraint in gPC states as discussed in Lemma 7.
In the following, we first discuss the linear chance constraint
formulation for collision checking with a deterministic obsta-
cle and then extend it to include the uncertainty in obstacle
locations for SCP. We prove that the approximation is a
subset of the original nonlinear chance constraint. We then
discuss the chance constraint formulation of the terminal set
constraint. The chance constraint formulations for collision
checking and terminal set are used to design the motion
planning algorithm that integrates an asymptotically-optimal
sampling based planner [26] with the gPC-SCP Problem 4 for
computing a safe trajectory under uncertainty.
A. Collision Checking with Deterministic Obstacles
We derive a second-order cone constraint approximation
of the circular obstacle in the gPC coordinates under the
uncertainty in dynamics at any point in time t ∈ [t0, tf ].
The approximation involves two steps. We first derive a
conservative linear chance constraint approximation of the
nonlinear collision chance constraint. In the second step we
project the linear chance constraint to a second order cone
constraint in the gPC coordinates. Let the state of the obstacle
be p̄obs at time t and the radius of the obstacle be robs. The
collision chance constraint at any time t for a robot with the
state distribution x and radius rrob is given as follows:
Pr (‖C(x− p̄obs)‖2 ≥ rrob + robs) ≥ 1− εcol, (62)
where the matrix C is used to compute the position of the
obstacle and the robot given the states p̄obs and x respectively.
The probability of collision is tuned using the risk measure
εcol ∈ [0.001, 0.1]. In the following theorem, we prove that,
given a nominal state distribution trajectory xnom, we can
compute a conservative linear chance constraint approxima-
tion of the collision constraint (62). The nominal trajectory
xnom can computed by using a deterministic planner without
considering the uncertainty in the dynamics.
Theorem 2. The linear chance constraint,
Pr
(
(x̄nom − p̄obs)>C>C(x− p̄obs)
≥ rsafe‖C(x̄nom − p̄obs)‖2
)
≥ 1− εcol, (63)
in robot state distribution x is a conservative approximation
of the nonlinear collision chance constraint in (62) at any time
t ∈ [t0, tf ], where x̄nom is a realization of the nominal state
distribution xnom of the robot that satisfies (62), p̄obs is the
state of the obstacle, and rsafe = rrob + robs.
Proof: Consider the set Xfree, defined as Xfree = {x :
‖C(x−p̄obs)‖2 ≥ rsafe}. Given a nominal trajectory xnom, the
set Xs defined as Xs = {x : (x̄nom− p̄obs)>C>C(x− p̄obs) ≥
rsafe‖C(x̄nom− p̄obs)‖2} is such that Xs ⊆ Xfree. For a proof
of Xs ⊆ Xfree see [21]. Figure 5 shows an example of the set
Xs and Xfree, where the hyperplane used for linearization of
the circular constraint leads to reduced feasible space. We can
construct an indicator function Ifree(x) such that Ifree(x) = 1
if x ∈ Xfree and Ifree(x) = 0 otherwise. Similarly, indicator
Is(x) is such that Is(x) = 1 if x ∈ Xs and Is(x) = 0
otherwise.
Since Xs ⊆ Xfree, x ∈ Xs =⇒ x ∈ Xfree,
and Is(x) = 1 =⇒ Ifree(x) = 1. (64)
Therefore, if E(Is) ≥ 1 − εcol, then E(Ifree) ≥ 1 − εcol with
at least 1 − εcol probability. Note that, Pr(x ∈ Xfree) =
E(Ifree(x)) and Pr(x ∈ Xs) = E(Is(x)). This implies that
if the chance constraint in (63) is satisfied with probability
1− εcol, then the constraint in (62) is satisfied with at least a
probability of 1− εcol. The distributional robustness approach
can be visualized, as shown in Fig. 5, as a robust ball
around the robot’s state for collision checking using the convex
feasible subset Xs of the non-convex feasible space Xfree.
Remark 6. The constraint (63) is of the form Pr(a>x+ b ≤
0) ≥ 1 − εcol, where a = −(x̄nom − p̄obs)>C>C, and b =
(x̄nom−p̄obs)>C>Cp̄obs+rsafe‖C(x̄nom−p̄obs)‖2. Using the
Lemma 2, we formulate a second-order cone constraint that
is used in the SCP problem for collision checking.
B. Collision Checking with Stochastic Obstacle
We extend the linear chance constraint formulation in (63)
to include uncertainty in obstacle state. Let the obstacle state
distribution be pobs ∼ N (µp,Σp), where µp is the mean, Σp
is the variance matrix, and the radius of obstacle is robs.
Assumption 3. The obstacle state distribution p is uncorre-
lated to the state distribution x of the robot.
The collision chance constraint at any time t for a state
distribution x and radius rrob is given as follows:
Pr (‖C(x− pobs)‖2 ≥ rrob + robs) ≥ 1− εcol, (65)
where both x and pobs are random variables, unlike in (62).
Theorem 3. The linear chance constraint,
Pr
(
(x̄nom − p̄obs)>C>C(x− pobs)
≥ rsafe‖C(x̄nom − p̄obs)‖2
)























Fig. 6. An illustration of the second-order cone constraint used for collision
checking with uncertainty in dynamics and the obstacle position at an instant
in time is shown on the right. For a given risk of collision probability ε, the
uncertainty in obstacle position is visualized as an additional uncertainty in
the robots state.
in robot state distribution x and obstacle state distribution
pobs is a conservative approximation of the nonlinear collision
chance constraint in (65) at any time t ∈ [t0, tf ], where x̄nom
is a realization of the nominal state distribution xnom of the
robot, p̄obs is a realization of the obstacle state distribution
pobs, and rsafe = rrob + robs.
Proof: Consider the sets Xfree and Xs, defined as
Xfree = {x : ‖C(x − pobs)‖2 ≥ rsafe and Xs = {x :
(x̄nom − p̄obs)>C>C(x − pobs) ≥ rsafe‖C(x̄nom − p̄obs)‖2}
respectively, where p̄obs is a sample from the obstacle state
distribution pobs. In the constraint Xs, (x−pobs) is the decision
variable. Note that, for any realization of the state x̄ and the
p̄obs we have Xs ⊆ Xfree (see [21] for the proof). Using the
arguments in Theorem 2, the constraint (66) is a conservative
approximation of the constraint (65). As shown in Fig. 6, the
uncertainty in obstacle is projected as an additional uncertainty
in robot’s state for collision checking using the hyperplane
approximation.
Remark 7. The constraint (66) is a linear chance constraint
of the form Pr(a>(x − pobs) + b ≤ 0) ≥ 1 − εcol, where
a = −(x̄nom − p̄obs)>C>C, b = rsafe‖C(x̄nom − p̄obs)‖2,
and pobs ∼ N (µp,Σp). In this case, the distributionally-robust
deterministic surrogate is computed for the stacked state xc =
[x>p>obs]
>, that includes both robot and the obstacle state. The
surrogate constraint is given as follows:





a>Σxa+ a>Σpa ≤ 0. (67)
Using Lemma 6, the inequality constraint in moments is
transformed to a second-order cone constraint in terms of the
gPC states X of the robot dynamics.
Remark 8. For correlated obstacle state p and robot state
x, with the cross correlation matrix Σxp, the deterministic
surrogate of (65) is given as follows,




a>Σxa+ 2a>Σxpa+ a>Σpa ≤ 0. (68)
The derivation uses the stacked state xc, as shown in Re-
mark 7.
Remark 9. Theorem 3 can be applied for safe multi-agent
reconfiguration under uncertainty by replacing the obstacle
state pobs with the neighbouring robots state. The robots
communicate the moments used in (68) for collision checking
with the neighbouring agents.
C. Terminal Constraint
The terminal constraint is defined as an ellipsoidal set
(x−x̄f )>QXf (x−x̄f ) ≤ cf around a terminal point x̄f , where
QXf is a positive definite matrix. The chance constraint for-
mulation of the terminal set involves two steps: 1) constraining
the mean of the terminal point as µf = x̄f and 2) formulating
the quadratic chance constraint Pr((x− x̄f )>QXf (x− x̄f ) ≤
cf ) ≥ 1 − εf around the mean µf with risk measure εf
of not reaching the terminal set. We use the conservative
deterministic constraint discussed in Lemma 2, that bounds the
variance of the state. The terminal constraints are summarized
as follows:
µf = x̄f ,
1
cf
tr(QXfΣxf ) ≤ εf , (69)
where µf is the mean and Σxf is the variance of the terminal
state. The conservative approximations we presented in this
Section are a trade-off between the knowledge of moments
available and the computational speed achieved by convex
constraints. For a linear SDE with obstacles whose uncertainty
is described by Gaussian distribution, a tighter equivalent
deterministic surrogate constraints can be derived using the
covariance propagation technique for uncertainty propagation
and the inverse cumulative distribution function for Gaussian
distribution.
D. Motion Planning Algorithm
For motion planning, we integrate the deterministic approx-
imations discussed in Sections IV-A, IV-B, and IV-C with the
asymptotically-optimal rapidly exploring random trees [26]
(AO-RRT) algorithm. Following Algorithm 1, outlines the
motion planning method using gPC-SCP for a dynamical
system under uncertainty.
Algorithm 1 has three stages. In Stage 1, we formulate
the linear chance constraint for collision checking and the
quadratic chance constraint for the terminal constraint re-
spectively. Using the chance constraints, we setup Problem 2
(SNOC) and project it to Problem 3 (DNOC). We formulate
the gPC-SCP in Problem 4 by discretizing Problem 3. In Stage
2, we use AO-RRT to compute an initial feasible trajectory
{X 0sol,U0sol} for the nominal dynamics ẋ = f(x, ū). In Stage
3, the feasible trajectory is then used to initialize the SCP
iterations in gPC-SCP, that optimizes for the uncertainty in
dynamics. The output of stage 3 is a safe and optimal state
trajectory in gPC space. Using the gPC polynomials in (28),
the gPC space trajectory is projected back to the state space
distribution to output {Xsol,Usol} in line 12 of Algorithm 1.
Note that RRT in AO-RRT can be replaced with sparse
tree [63] algorithm for improved speed and with RRT∗ [64]
for optimality. We discuss the application of Algorithm 1
in Section VI.
13
Algorithm 1: Distributionally-Robust Motion Plan-
ning.
Input: Map, obstacle location, x0, Xf , ∆t, `,
Input: Uncertainty model of g(x, ū) in SDE (7).
Output: Optimal and safe state distribution
Xsol = {x0, x1, ..., xT } and control input
Usol = {ū0, ū1, ..., ūT−1}.
.Stage 1: gPC Projection.
1 Problem 3 ← gPC Projection
2 Formulate the collision constraint
using Theorems 2 and 3,
3 Formulate the terminal set Xf using (69),
4 Project the SDE using (30),
5 Project the collision constraint using Lemma 6,
6 Project the terminal set using Lemma 7,
7 Setup and project cost function using (38),
8 return: Problem 3 in gPC space.
9 Problem 4 ← Linearize (Discretize
(Problem 3))
10 Save Problem 4.
.Stage 2: Compute a nominal
trajectory using AO-RRT.
11 {X 0sol,U0sol, T} ← AO-RRT (x0,Xf ,∆t, ẋ = f(x, ū))
/* For detailed implementation of
AO-RRT see [26]. */
.Stage 3: gPC-SCP.
12 {Xsol,Usol} ←SCP (Problem 4,{X 0sol,U0sol, T})
/* The sequential convex programming
(SCP) approach is described
in Section III-D. */
V. TRACKING CONTROL USING STOCHASTIC MODEL
PREDICTIVE CONTROL
We derive a stochastic model predictive control (SMPC)
algorithm using gPC-SCP for the nonlinear control affine
system defined as follows:
dx = f(x)dt+B(x)ūdt+ g(x, ū)dw, (70)
to track a desired state and control trajectory (x̄des(t), ūdes(t)),
that is at least C2 continuous and defined ∀t ∈ [t0, tf ]. In the
SMPC approach, we solve Problem 2 for a fixed time horizon
[t0, th], where t0 ≤ tS < th < tf , and apply the control
input at the time t0. The control input ū is state dependent,
i.e., ū = ū(x), as the SMPC problem is solved at each sample
time tS with an estimate of the current state x̄(tS) as an input.
The SMPC approach discussed below will ensure safety of the
system in real-time at the control stage.
A. Continuous-time SMPC for Reference Tracking
We first present the continuous-time SMPC problem and
then discuss the conditions for convergence and stability in
terms of probability. The finite-horizon SMPC problem for
tracking a desired trajectory (x̄des, ūdes) in the error state
δx = x− x̄des and the control δū = ū− ūdes is given by the
following Problem 5. The desired trajectory (x̄des(t), ūdes(t))
is computed for the nominal dynamics dx = f(x)dt+B(x)ūdt
by using a deterministic motion planning algorithm. Note
that the desired trajectory is still a feasible trajectory for the
SDE (70). Hence, the desired trajectory could be unsafe in the
presence of a white noise in the dynamics. We assume that the
full state information is available to the controller.





JS(δx(t), δū)dt+ JSf (δx(th))
]
(71)
s.t. dδx = ∆fdt+ ∆Bdt+ g(x, ū)dw (72)
x ∈ XSsafe ,∀t ∈ [t0, th], x(th) ∈ XSf (73)
E(x(t0)) = µx0 , ū ∈ U (74)
where ∆f(x, x̄des) = f(x)− f(x̄des), ∆B(x, ū, x̄des, ūdes) =
B(x)ū − B(x̄des)ūdes, x(th) is the terminal state, and x̄0 is
an estimate of the system’s state at t0. We solve Problem 5
at each time tS = t0 + k∆t for the horizon [tS , th + k∆t],
where ∆t is the sampling time interval and k ∈ Z+ is the time
step respectively. The cost functional JS in (71) is defined as
follows:
JS(δx, δū) = δx
>Qδx+ δū>Rδū, (75)
where Q and R are positive definite matrices. The safe set
XSsafe in (73) is defined using joint linear chance constraints:
XSsafe = {x|Pr(∧ia>i x+bi ≤ 0) ≥ 1−εi ∀t ∈ [t0, tf ]}. (76)
The terminal constraint set XSf in (73) is defined using a
quadratic chance constraint as follows:
XSf = {x | Pr(δx>thQXf δxth ≤ cf ) ≥ 1− εf}, (77)
where δxth = x(th) − x̄des(th) and QXf is a positive
definite matrix. The matrix QXf and the bound cf in the
quadratic constraint (77) are designed to be a sub-level set
of the positive control invariant and reachable set of the
dynamics (72) in Problem 5. Using a reachable set as the
terminal constraint guarantees the feasibility of Problem 5 at
each sample time tS ∈ [t0, tf ]. The terminal cost JSf enables
tracking of the desired trajectory by ensuring the stability of
SMPC (Problem 5), as discussed in Section V-B.
B. Convergence and Stability
The control problem is to track the desired trajectory
(x̄des, ūdes), i.e., limt→∞ E(‖x−x̄des‖22) ≤ ct, while ensuring
that x ∈ XSsafe , where ct is an upper bound on the tracking
error. The finite-horizon stochastic model predictive closed-
loop system might be unstable. To guarantee tracking of the
desired trajectory and the stability of the system (72), the
terminal cost function JSf should represent the truncated cost
of the infinite-horizon optimal control problem. An approach
to achieve stability (see [65], [66]) in deterministic nonlin-
ear model predictive control is to have a control Lyapunov
function as the terminal cost. We use a Stochastic Control
Lyapunov Function (SCLF) [25], [67], as the terminal cost
for guaranteeing the stability of the SDE system (72). This is
an extension of the approach discussed in [41] and [42] for
discrete-time Markov decision process. We make the following
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assumptions to ensure feasibility and constraint satisfaction of
the Problem 5 for studying the convergence and stability of
the closed-loop system.
Assumption 4. The SDE in (72) is εc− controllable, as stated
in Definition 1, to the terminal state δx = 0.
Assumption 5. The Problem 5 is initialized at the state x0
such that x0 − x̄des(t0) ∈ Xci ⊆ X , where Xci is a stochastic
control invariant set of the error dynamics (72) and 0 ∈ Xci.
A detailed discussion on the set-invariance of a controlled
stochastic system can be found in [40], [68], [69].
Assumption 6. The constraint satisfaction at each sampling
time, tS is achieved by using the constraint tightening ap-
proach. In the constraint tightening approach, as described
in [39], [70], an inner-level optimization problem is used
to compute an optimal risk measure ε that leads to a fea-
sible Problem 5.
The cost functional JS is a function of the quadratic
polynomials in the error state δx and control δū and satisfies
the lower bound as discussed in Remark 10.
Remark 10. The cost functional JS is convex in [δx, δū], and
is lower bounded at any time t ∈ [t0, tf ] as follows:
JS ≥ min{λmin(Q), λmin(R)}(‖δx‖2 + ‖δū‖2) ∀ t, (78)
where λmin(Q) and λmin(R) are the minimum eigenvalues of
the positive definite matrices Q and R respectively.
In Assumption 7, we state the properties of the terminal cost
JSf that guarantee the convergence of the cost and stability
of the closed-loop system. Along with a SCLF-based terminal
cost, we use a terminal constraint that is a subset of the control
invariant set of the SDE (72) as discussed below.
Assumption 7. The terminal cost JSf from (71) and the
terminal constraint set XSf satisfy the following conditions.
(A1) XSf ⊆ Xci ⊂ Xsafe, where Xci is defined in Assumption 5
and 0 ∈ XSf
(A2) The terminal cost JSf (δx) is of the following form:
JSf = γδx
>M(x, t)δx, γ > 0, (79)
is a contraction metric (see [9], [47]) and is uniform
bounded as follows:
clf ‖δx‖2 ≤ JSf (δx) ≤ cuf ‖δx‖2, (80)














≤ −2αM(x, t) (81)
where F = ∆f + ∆B.
(A3) We assume that tr(g∇xxJSf g>) ≤ cv ∀(x, ū) ∈ X × U .
(A4) The terminal cost JSf satisfies the following inequality:
LJSf ≤ −2γαδxM(x, t)δx+ cv. (82)
If we choose γ such that 2αγδxM(x, t)δx ≥ JS , then
LJSf (δx) + JS(δx, δū) ≤ cv, (83)





2 tr(∇xxJSf g(x, ū)g
>(x, ū)),
JSf (δx) is the terminal state cost, JS(δx, δū) is defined
in (71), and cv is defined in the Assumption (A3).
(A5) For the SMPC feedback control ūS , the cost JS is
uniformly bounded as follows:
cl‖δxS‖2 ≤ JS(δxS , δūS) ≤ cu‖δxS‖2. (84)
where cl > 0 and cu > 0. The coefficients cl and cu
are a function of the eigenvalues of the positive definite
matrices Q and R.
In Theorem 4, we prove that the optimal cost J∗Sk decreases
with the time step k, i.e., J∗Sk+1 ≤ J
∗
Sk , provided that Prob-
lem 5 satisfies the Assumptions 4, 5, 6, and 7. We show that a
decreasing optimal cost implies that the SMPC is a stabilizing
controller.
Theorem 4. Suppose that Problem 5 satisfies Assumptions 4,
5, 6, and 7, the terminal cost JSf is a control contraction met-












+ E(JSf (δx∗(th + k∆t))),
where J∗Sk is the optimal cost and (δx
∗, δū∗) is the opti-
mal feasible trajectory of Problem 5 for the time horizon
[t0 + k∆t, th + k∆t], ∆t and k are the sampling time
interval and time step respectively. Furthermore, the control
ūS computed using the SMPC (Problem 5) is an exponential
stabilizing control for the error dynamics in (72).
Proof: We first prove that the optimal cost of the finite-
horizon SMPC (Problem 5) decreases with the time step k and
then show that the decreasing optimal cost implies stability of
the closed-loop system. Without loss of generality, we prove
the inequality (85) for k = 0. This result can be extended to
any k by moving the time horizon of Problem 5.
(a) Decreasing Cost: Let the optimal trajectory computed
using the SMPC at the sampling time t0 = 0 and t0 = ∆t
be (δx∗0, δū
∗
0),∀t ∈ [0, th] and (δx∗1, δū∗1),∀t ∈ [∆t, th + ∆t],
respectively. Assume that the trajectory (δx∗0, δū
∗
0),∀t ∈ [0, th]
is appended with the trajectory (δx∗c0 , δū
∗
c0),∀t ∈ [th, th+∆t],
that is computed using an asymptotically stable controller
satisfying the Assumption 7. The optimal costs for k = 0










































+ E(JSf (δx∗c0(th + ∆t)))− E(JSf (δx
∗
c0(th))).








0)dt) is ≤ 0. Using this inequality and by
conditioning the expectation operation for a known δx∗c0(th),




















+ E(JSf (δx∗c0(th + ∆t)))− JSf (δx
∗
c0(th)).
















Using the Dynkin’s equality (89) in the inequality (88), we


































0) + cv (91)
The trajectory (δx∗0, δū
∗
0) is a sub-optimal trajectory for the
horizon [∆t, th+∆t]. Therefore, J∗S1 ≤ J
∗
S0 +cv . Since we use
linear operations in proving J∗S1 ≤ J
∗
S0 +cv , we can extend the
inequality to any k ∈ Z+ by simply moving the time horizon.
Thus, we have J∗Sk+1 ≤ J
∗
Sk + cv .
(b) Stability: The control δūS computed using Problem 5
satisfies the inequality in (83) as stated in Assumption 7. Using
the uniform bounds in (80) and (84), the SCLF inequality is
simplified as follows for the feedback control ūS :
LJSf (δxS) ≤ −
cl
cuf
JSf (δxS) + cv. (92)















. Therefore, the closed-loop system is exponentially
stable, assuming that Assumptions 4, 5, 6, and 7 are satisfied
when formulating Problem 5.
Note that the convergence and stability of the SMPC con-
troller depend on the choice of the terminal cost JSf . The cost
functional JSf and the metric M(x, t) defined in Assumption 7
are designed by using the control contraction metric discussed
in [5]. In the following section, we discuss the implementation
of the SMPC controller using gPC-SCP.
C. SMPC using gPC-SCP
We formulate the SMPC (Problem 5) such that recursive
feasibility, constraint satisfaction, and stability is guaranteed,
as discussed in Section V-B. We then solve the SMPC problem
by using the gPC approach and the gPC-SCP problem. In the
following Algorithm 2, we discuss the stochastic model pre-
dictive control algorithm for tracking a given desired trajectory
(x̄des, ūdes). We generate the desired trajectory for the nominal
trajectory using a deterministic motion planner.
Algorithm 2: Stochastic Model Predictive Control.
Input: Obstacle location, x0, Xf , ∆t, T ,
Input: Desired trajectory (x̄des, ūdes), uncertainty
model of g(x, ū) in SDE (7).
Output: Safe control input Usol = {ū0, ū1, ..., ūT−1}
to track (x̄des, ūdes).
1 Compute Problem 4 for Problem 5, as discussed in
Algorithm 1.
2 while The terminal set Xf not reached do
3 Usol ←SCP (Problem 4,(x̄des, ūdes), T,∆t, x0)
4 Apply ū0 to the system (7)
5 Update x0 using sensor information
6 Update (x̄des, ūdes) based on ∆t
In the offline stage, we compute the projected gPC-SCP
problem for Problem 5. Given a desired trajectory (x̄des, ūdes),
time interval ∆t and the number of time steps T , we solve
the gPC-SCP at each time step k and apply the control
ū(t0 + k∆t) to the system. We apply the control ū(t0 + k∆t)
to the system, until the terminal set Xf is reached. Note that
the terminal set Xf is large large enough to accommodated
for the tracking error bound discussed in Theorem 4. In
the following Section VI, we discuss the implementation of
Algorithms 1 and 2 on a three degree-of-freedom robot.
VI. SIMULATIONS AND EXPERIMENTS ON ROBOTIC
SPACECRAFT SIMULATOR
We apply the gPC-SCP method in Algorithm 1 to design
safe and optimal motion plans, and the SMPC Algorithm 2
to track a nominal unsafe trajectory for the three degree-
of-freedom robotic spacecraft simulator dynamics [11]. For
the spacecraft simulator dynamics, we conduct an empirical
study via simulation to demonstrate the safety provided by
Algorithms 1 and 2 in comparison to the Gaussian collision
constraint [2], [3], [6], [28], [33]. We ran the simulations on an
Ubuntu machine with the configuration: 7th generation Intel
Core i7 process, and 16 GB RAM. We solve the SCP problem
using CVXpy [72] and ECOS [73] solver. We then validate
the experimental results on the spacecraft simulator hardware
platform, where the motion planning and control is computed






















Fig. 7. The top and side view of the Caltech’s robotic spacecraft dynamics
simulator.
A. Robotic Spacecraft Dynamics Simulator [11]
The Caltech’s M-STAR (Multi-Spacecraft Testbed for Au-
tonomy Research) is shown in Fig. 7. The testbed floats on an
ultra-precise epoxy floor using linear air bearings to achieve
3DOF friction-less motion. The M-STAR is equipped with
eight thrusters for position (x, y) and yaw angle (θ) control.
The dynamics of the robot is given as follows:
dx = f(x, ū)dt+ σg(x, ū)dw, (94)
where x = [x, y, θ, ẋ, ẏ, θ̇]>, ū ∈ R8, σ ∈ R. The functions









B(m, I, l, θ)ū
]
, (95)
g(x, ū) = blkdiag{0, B(m, I, l, θ)ū}. (96)
The control effort ū is constrained to be 0 ≤ ū ≤0.45 N, and
B(m, I, l, θ) ∈ R3×8 is the control allocation matrix (see [11]),
where m = 10 kg and I = 1.62 kg m s−2 are the mass and
the inertia matrix, and l = 0.4 m is the moment arm. The
uncertainty σg(x, ū) stems due to viscous friction between
the robot and the flat floor, drift due to gravity gradient, and
uncertainty in thruster actuation. We choose σ = 0.1, this
value encompasses all the above forms of uncertainty. With
this model, we study the convergence, collision checking and
trajectory tracking discussed in Theorems 1, 2, 3, and 4.
B. Simulation
Consider the map shown in Fig. 8. We design a safe and
optimal trajectory, J = ‖ū‖2, from the initial state E(x0) = 0
to the terminal state E(xf ) = [0.3, 2.3, 0, 0, 0, 0]>, while
avoiding the obstacle located at pobs = [0.3, 1, 0, 0, 0, 0]> with
radius rsafe = 0.5 m. We formulate the collision constraint
using Theorems 2 and 3 and bound the terminal variance
using a slack variable to ensure feasibility. In Fig. 8, we show
the mean and variance of the position of M-STAR, (x, y),
computed using Algorithm 1. We compare the mean and vari-
ance computed for gPC polynomial degree PgPC = {1, 2, 3, 4}
and variance σ = {0.01, 0.1} with g(x, ū) = [0, Bū]>. The
convergence of mean and variance with increasing PgPC,
implies convergence with respect to `, validating Theorem 1.
Since, there are no known methods to compute global optimal
solution for Problem 1, we cannot comment on the sub-











= 0.01, PgPC = 1
= 0.01, PgPC = 2
= 0.01, PgPC = 3
= 0.01, PgPC = 4
= 0.1, PgPC = 1
= 0.1, PgPC = 2
= 0.1, PgPC = 3
= 0.1, PgPC = 4


















Fig. 8. The figure demonstrates convergence of the mean and the variance
(σx, σy) of the states (x, y) with increasing PgPC for σ = {0.01, 0.1}.
σ = 0.01, we observe that gPC polynomials with degree
PgPC = 1 are sufficient for computing the mean and the
variance accurately. While for the large variance σ = 0.1,
we need gPC polynomials with degree PgPC = 2. We can
use PgPC = 1 with large variance in dynamics for the
following two case: 1) short-horizon planning, and 2) iterative
planning with closed-loop state information updates. We use
gPC polynomials with degree PgPC = 2 in the following
analysis for motion planning and PgPC = 1 for SMPC-based
tracking control.
































Fig. 9. Left: We compare the probabilistic safe trajectories computed
using distributionally robust and Gaussian collision chance constraint. Center:
We compare the trajectories for various risks (ε = 0.05, 0.25, 0.5) of
collision constraint violation. Right: We demonstrate collision checking under
uncertainty in both robot dynamics and obstacle location.
1) Motion Planning: In Fig. 9, we show the mean and 2-σ
confidence level of the trajectories computed using distribu-
tionally robust collision checking and Gaussian confidence-
based collision checking for a risk measure ε = 0.05. We
observe that increasing the risk of collision (ε) in planning
formulation from 0.05 to 0.5 reduces the safety in the trajec-
tories. As shown in Fig. 9, that the trajectories generated using
DRLCC are safer for obstacle with uncertainty (Σp = 1e−4),
in comparison to a Gaussian constraint.
We validate the safety of the motion plans computed using
gPC-SCP by tracking a sampled trajectory with the expo-
nentially stable controller designed in [11] for the nominal

























Fig. 10. We compare the trajectories generated for different sizes c =
{0.316, 0.224, 0.071} (shown as the green circle) of the terminal set. We
show the terminal state of the robot (blue), when a nominal trajectory (sampled
from the probabilistic trajectory) is executed using an exponentially stable
controller.
equation x = ΦT (ξ)X. The gPC-SCP algorithm computes the
gPC coordinates X, we compute x by randomly sampling the
multivariate normal distribution ξ. Using the motion plans
shown in Fig. 9 as an input to the controller, we get the
following number of collisions over 1000 trials. The number
DRLCC Gaussian
Deterministic Obstacle 2 41
Stochastic Obstacle (Σp = 1e− 4) 5 92
TABLE I
NUMBER OF COLLISIONS OVER 1000 TRAILS.
of collisions with DRLCC constraint for the risk measure
ε = {0.05, 0.25, 0.5} are {0, 23, 181}, respectively. The goal
reaching of the robot for various terminal variance size is
shown in Fig. 10. For the terminal variance with c = 0.071,
the robot violates the constraint 49 times over 1000 trials.
Note that, although the DRLCC constraint performs better
than the Gaussian constraint for nonlinear dynamical system,
it reduces the feasible space of the optimization problem.
For a given dynamical system and obstacle map, a trade-off
analysis between distributional robustness and risk measure ε
is required to ensure that the feasible space is non-empty.
2) SMPC-Based Trajectory Tracking: We apply the SMPC
method described in Section V to track a trajectory designed
using nominal dynamics dx = f(x, ū)dt with deterministic
obstacles for a fixed horizon of tf =25 s and ∆t =0.25 s.
Since, the uncertainty in the dynamics and the obstacle loca-
tion is not considered in the design of the nominal trajectory,
it could be unsafe during operation. Algorithm 2 will enable
safe operation, provided that Assumption 7 are satisfied. We
use the Lyapunov function defined in [11] as the terminal
cost JSf , that satisfies Assumption 7 provided that the cost-
to-go is defined as Q = I and R = I. The terminal set is
defined using the matrix QXf = 10I. We choose γ = 10, such
that the Assumption 7 is satisfied. We formulate the terminal
constraint set as discussed in Section IV-C. The terminal
variance is bounded using a slack variable for feasibility.
In Fig. 11, we compare the tracking performance with σ =
0.1 and uncertainty in obstacle position Σp = {0.01, 0.1}. We
observe that for Σp = 0.01, both the proposed distributionally
robust approach and Gaussian collision checking are safe for
th = 5 s. In the case with Σp = 0.1, the Gaussian approach
has 2 failure over 5 trials for time horizon th = 5 s. We
observe that the appropriate choice of T in Problem 5 and

























Fig. 11. We show trajectory tracking and safety under uncertainty in
dynamics and obstacle location in real-time over 5 trials by using the proposed
stochastic model predictive controller. We compare the distributionally robust
(DRLCC) collision constraint with the Gaussian collision constraint. Left: In
the case with small uncertainty (Σp = 1e− 4), both constraints perform safe
tracking. Right: With large uncertainty (Σp = 1e− 2), the DRLCC provides






















Fig. 12. The guidance, navigation and control loop used for planning a
distributionally-robust safe trajectory using gPC-SCP and controlling the 3
DOF spacecraft simulators.
the cost-to-go function depend on the terminal cost JSf , the
size of the invariant set around the nominal trajectory and
the uncertainty in the system and the environment. If the
uncertainty is large, then the time horizon needs to be large to
ensure safety. While this validates Theorem 4, further research
needs to be conducted towards construction of probabilistic
invariant sets for nonlinear systems to apply SMPC method
for non-Hamiltonian systems.
C. Experiments
We apply Algorithm 1 for the scenario shown in Fig. 1 using
the closed-loop described in Fig. 12 to design and execute safe
plans for SS-1 in Fig. 1 under uncertainty in dynamics and
obstacle location. This scenario is relevant to the low-earth
orbit, on-orbit, servicing application discussed in [8]. Please
see [11], for details on sensing module to estimate full-state,
control and control allocation algorithm. We use the location of
the obstacles SS-2, SS-3, SS-4, and Asteroid shown in Fig. 13,
and the uncertainty in position of the obstacles Σp = 1e − 4
as an input to Algorithm 1. The initial state and terminal state
of SS-1 are E(x0) = [−0.9,−2.3, 0, 0, 0, 0]> and E(xf ) =
[0, 2.3, 0, 0, 0, 0]>, respectively.
In Fig. 13, we present the results for 10-trials of the closed-
loop tracking experiment. We compute an initial anytime tra-






















































































Fig. 13. We show the output of the gPC-SCP method at each stage of
Algorithm 1 and 10 trials of closed-loop trajectory tracking by using an
exponentially stable feedback controller designed in [11]. Top: We show the
output of AO-RRT for 5000 nodes and the SCP for the nominal dynamics.
Middle: We show the probabilistic safe trajectory generated using the gPC-
SCP method with a risk measure of ε = 0.05 for collision checking. Bottom:
We observe one failure in the 10 trials of the closed-loop trajectory execution.
We use the optimized solution as an input for the gPC-SCP
method. We observe that the method is biased towards the
initial trajectory. As shown, the gPC-SCP method outputs a
safe trajectory. We use the mean of the output trajectory as
a reference trajectory for the controller. As shown in Fig. 13,
the uncertainty in the model leads to drift in the system. The
gPC-SCP method provides a safe trajectory for control by
accommodating for the uncertainty in dynamics. We observe
one failure out of the 10 trials of closed-loop tracking. The
failure was because of a large disturbance torque on SS-1 due
to a damaged floor. Out of the 10 trials, 7 closed-loop tracking
trials reached the expected terminal set. This demonstrates the
efficacy of the gPC-SCP method.
VII. CONCLUSION
We present a generalized polynomial chaos-based sequential
convex programming method for safe and optimal motion
planning and control under uncertainty in dynamics and
constraints. The method uses generalized polynomial chaos
projection and distributional robustness to compute a convex
subset of the multi-model state-dependent chance constraints,
and a high-fidelity deterministic surrogate of the stochastic
dynamics and the cost functional. The surrogate deterministic
optimal problem is a finite-dimensional approximation of the
stochastic optimal control problem and enables the use of
sequential convex programming for trajectory optimization.
We study the controllability of the surrogate deterministic
dynamics and propose a terminal constraint to ensure the
feasibility of the surrogate optimal control problem. We
prove the asymptotic convergence of the surrogate problem
to the stochastic optimal control problem. The asymptotic
convergence property of the deterministic surrogate allows for
achieving a greater degree of safety.
We derive convex constraints for collision checking with
deterministic and stochastic obstacle state models. Using these
constraints, we integrate the proposed method with a sampling-
based motion planning algorithm to compute safe motion
plans under uncertainty in dynamics and obstacle location. We
extend this method to design a stochastic model predictive
control for safely tracking a nominal trajectory which is
computed using a deterministic motion planning algorithm
by ignoring the uncertainty. We prove the convergence and
stability of the stochastic model predictive controller. We vali-
date our approach in simulations and on the robotic spacecraft
simulator hardware and demonstrate a higher success rate
in ensuring the safety of motion trajectories compared to a
Gaussian approximation of the chance constraints.
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