Abstract-A resampling scheme for clustering with similarity to bootstrap aggregation (bagging) is presented. Bagging is used to improve the quality of pathbased clustering, a data clustering method that can extract elongated structures from data in a noise robust way. The results of an agglomerative optimization method are influenced by small fluctuations of the input data. To increase the reliability of clustering solutions, a stochastic resampling method is developed to infer consensus clusters. A related reliability measure allows us to estimate the number of clusters, based on the stability of an optimized cluster solution under resampling. The quality of path-based clustering with resampling is evaluated on a large image dataset of human segmentations.
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INTRODUCTION
CLUSTERING objects into separated groups is an important topic in exploratory data analysis and pattern recognition. Many clustering techniques group the data objects together to "compact" clusters with the explicit or implicit assumption that all objects within one group are either mutually similar to each other or they are similar with respect to a common representative or centroid. The most prominent example of this concept is k-means clustering for vectorial data. Pairwise clustering [1] and distributional clustering [2] , [3] are analogous examples for proximity data and histogram data.
In many data analysis and pattern recognition scenarios, however, similarity between two objects is not only established by direct comparison, but it can be induced by mediating objects in between, i.e., two objects might be considered similar when they are connected by a chain of intermediate objects where all dissimilarities or distances between neighboring objects in the chain are small. The path-based clustering approach [4] is able to extract elongated structures from the data in a robust way which is particularly useful in perceptual organization. The intuitive picture that two objects should be assigned to the same cluster if they can be connected by a mediating path of intermediate objects is modeled by the path-based clustering cost function which is defined in Section 3. The cost function can be seen as a generalization of graph-based clustering cost functions like minimum spanning tree clustering.
Agglomerative optimization is a fast algorithm, which often yields satisfactory results, but these results may be influenced by small fluctuations in the data. The noise sensitivity of the connectivity clustering principle is cured by data resampling and this technique is described, in detail, for the first time in this paper. A bootstrap method based on replication sets avoids this detrimental effect as discussed in Section 4. Resampling is used to measure the instability of the resulting grouping. The reliability measure defines a statistical criterion to determine the number of clusters which is often not known a priori. Our criterion for model order selection chooses the number of clusters with the highest stability as the preferable solution. In Section 5, we use the presented techniques for image segmentation. To show the generality of the clustering technique, it is applied to segmentation on the basis of color information. It is evaluated on the Berkeley image segmentation data set, a collection of human segmentations.
RELATED WORK
A wealth of clustering techniques is described in the literature. The well-known single linkage algorithm, sometimes also named minimum spanning tree clustering algorithm [5] , is an elementary method to find elongated (connected) structures in the data. In an agglomerative fashion, the algorithm starts with n different clusters, each containing exactly one object. A well-known problem of the minimum spanning tree algorithm is its high sensitivity to outliers. A single object which is far away from all other objects defines a separate cluster. If the data, which represents the objects are noisy, then the probability is high to get such outliers by chance. A cluster isolation criterion can avoid the assignment of almost all objects to one single cluster, e.g., clustering based on the hypothesis of smooth increments [6] .
The pairwise data clustering approach [7] , [1] is robust against such outliers since its cost function sums the average dissimilarities per cluster weighted with the number of objects in that cluster. The method prefers compact clusters with small intracluster dissimilarities. Pairwise data clustering is unable to extract elongated structures like spiral arms or nested circles.
Tishby and Slonim interpreted the dissimilarity matrix as transition probabilities of a Markov process [8] . The decay in mutual information between the initial probability distribution and the distribution at time t is used to extract stable cluster configurations, i.e., natural clusters are hypothesized to be stable under the memory decay of the Markov chain. Clustering, using a model of granular magnets, is motivated by statistical mechanics [9] . Spectral methods to analyze the transition probability, as in [10] , provide good results in image segmentation. The normalized cut methods [11] can be motivated by spectral methods.
An important resampling technique for graph partitioning problems is a stochastic clustering algorithm, which samples cuts in a graph [12] and is based on Karger and Stein's contraction algorithm [13] .
COST FUNCTION
In most data analysis applications, the data are represented by vectors in an appropriate feature space. Distances are measured by Euclidean distances or more general ' p -norms of the distance vectors. In this paper, we assume a more general situation where objects are described by their pairwise dissimilarities which might violate the triangular inequality. The underlying space of objects is not represented explicitly, i.e., it is not clear a priori how a new (generic) object is represented in terms of dissimilarities to all existing objects.
Let us first define the proper mathematical structure of the clustering problem with some notations. A clustering instance, i.e., the set of objects O ¼ fo 1 ; . . . ; o n g and their mutual dissimilarities D, is modeled as an undirected graph with vertex set O and edge set fD ij : o i ; o j 2 Og. The dissimilarities are assumed to be symmetric or they have been symmetrized by the transformation D ij ðD ij þ D ji Þ=2. A clustering solution is denoted by a mapping function c : O ! f1; . . . ; kg, which assigns each object to one of the k labels. The quality of such an object assignment to clusters is measured by a cost function for path-based clustering H : C ! IR þ , which maps the space of clustering solutions C to the nonnegative reals. Depending on the scientific community, H is also called objective function, energy function, or Hamiltonian. The cost function H ranks all clustering solutions according to their clustering costs with the optimal solution being defined by c Ã ¼ argmin c2C HðcÞ : In the sequel, we denote by O ðcÞ the set of objects, which are assigned to cluster by the mapping function c.
The core of every clustering principle constitutes a criterion when two objects should belong to the same cluster. In pairwise clustering, two objects o i ; o j should be assigned to the same cluster if they are similar, i.e., D ij is small. This concept can be generalized by assuming that object similarity behaves transitive in many applications. Therefore, we consider all paths P ij ðcÞ from object o i to object o j , where all other objects on a connecting path belong to the same cluster as o i and o j . The dissimilarity mediated by a particular path p 2 P ij ðcÞ is defined as the maximal dissimilarity on this path. The effective dissimilarity between two objects is calculated as the minimum over all path distances, i.e.,
D eff ij provides the discriminative information to decide if two objects are jointly assigned to the same cluster or not. Paths between objects, which belong to different clusters, are not defined and they are not considered in the grouping criterion. It is important to restrict the intermediate objects on the paths to the same cluster as the two end objects of the path because, otherwise, two objects with a large gap between them can have a small effective dissimilarity, if there are intermediate objects from other clusters.
With the definition of the effective dissimilarity (1), we are able to specify the path-based clustering cost function for a given number of clusters k. In analogy to pairwise clustering ( [1] ), the costs for each cluster are defined by the mean effective dissimilarity of cluster multiplied by the number jO j of objects, i.e., 
where the mean effective dissimilarity averages all the pairwise effective dissimilarities
The cost function is invariant with regard to additive shift and to scaling of the dissimilarities. The best clustering solution with respect to the path-based clustering costs partitions the objects in such a way that objects which are drawn from the same region of high probability are grouped together. Optimization: In [4], we described an agglomerative optimization method for path-based clustering. We first start with n different clusters and, in each iteration step, the two clusters that minimize the path-based clustering cost function are merged. Agglomerative optimization has a low running time compared to other minimization methods like simulated annealing or iterated conditional mode, but it is more sensitive to small fluctuations in the data than simulated annealing. To compensate this effect, we use a bootstrap resampling method.
RESAMPLING
The agglomerative optimization yields good results and has a low running time, but two shortcomings of the method have to be addressed: First, it is not known how to guarantee that the global minimum of the path-based clustering energy function is found, i.e., there is no efficient way to check, if the resulting mapping function qualifies as the global minimum. Second, the clustering result for two data sets drawn from the same data distribution should be comparable. To demonstrate the problem, we have drawn several resample data sets from the same input data instance by drawing n objects from the original input instance with replacements. In the two sample sets of Fig. 1 , the core structure of the spiral arms is found, but some parts are grouped wrongly due to noisy objects which build links between the different parts of the spiral arms. These links occur by chance and they do not exist in the underlying probability distribution.
Levine and Domany's figure of merit [14] defines a measure of consistency of two clusterings, but it does not provide information about the best association of the cluster labels. Strehl and Ghosh [15] introduced a consensus clustering as the partitioning that maximizes the mutual information to a set of clusterings. The authors, however, reported slow convergence of their consensus clustering estimate by mutual information. Another clustering combination method uses evidence accumulation [16] . It first clusters the input data set multiple times with k-means with a large number of clusters that is much larger than the desired number. An accumulation matrix counts how often two objects are assigned to the same cluster. The single linkage algorithm applied to the accumulation matrix yields the final clustering result. This approach does not suffer from the problem of label permutations, but it relies on the fact that many heuristic clustering principles are trapped in suboptimal local minima. This behavior generates a variety of clustering solutions which can be used to calculate a consensus clustering. The method, however, lacks a solid statistical basis since the accumulation matrix might strongly depend on the initialization of the clustering algorithm.
A Maximum Likelihood Mapping by Resampling
We suggest the following resampling scheme similar to bagging [17] for the supervised case to get an empirical probability distribution over the cluster assignments for each object: Draw B different data sets by sampling n objects with replacement from the empirical probability distribution defined by the input data set. Some objects might occur multiple times. The B multisets of objects on the resampled data set can be considered as bootstrap replications and they are denoted by O b ð1 b BÞ. The agglomerative optimization algorithm is employed to calculate a mapping function c b for each of these B replications. To estimate the probability of cluster assignments for each object, the B mapping solutions are combined, taking into account that the costs of a mapping are invariant with regard to a permutation of the cluster labels. A similar approach is described in [18] , where the input data set is clustered once and then the labels of each bootstrap replication are permuted such that they fit best to the clustering on the input data set. Let us assume that the input data set of the example in Fig. 1 has some weak links between all three spiral arms such, that the three spiral arms form one cluster and some outlier object form the second and third cluster. The weak links will not affect most of the bootstrap replications, thus the algorithm will find the core structure of the spiral arms, but the permutation will be inconsistent for these replications, because the reference labeling is misleading.
We, therefore, select the relabeling out of all k! label permutations for the b þ 1 cluster solution which is best adapted to the clusterings of the b replications seen so far. The new mapping c bþ1 of the resample data set O bþ1 is permuted such that it fits best to the empirical cluster assignment probabilitiesp p b o : f1; . . . ; kg ! ½0; 1 estimated from the first b mappings. Mathematically, we will search for the permutation that yields the largest probability mass over all cluster assignment probabilities, i.e., bþ1 ¼ argmax
where S k is the set of all permutations of k labels. By the selection criterion (4), we maximize the sum over the empirical cluster assignment probabilities over all objects of the new mapping configuration. In the beginning, the empirical distribution is assumed to be the uniform distribution. The problem of finding the best permutation can be rewritten as a weighted bipartite matching problem. The corresponding graph has two sets of nodes: the set of labels of the original mapping and the set of labels of the permuted mapping. The two sets of edges are connected by edges where each edge ði; jÞ corresponds to the assignment of label i in the original mapping to the label j in the permuted mapping. The weight w ij is given by
In this case, the maximum bipartite matching finds the permutation of the cluster labels which maximizes the sum over all corresponding weights of the matching. The following definition of the permutation is the maximum bipartite matching equivalent to the above definition (4)
The Hungarian method [19] solves the maximum bipartite matching problem with a running time of Oðk 3 Þ, if k is the number of labels.
For a given number of resamples B, we have found the empirical cluster assignment distributionp p o for each object. This empirical distribution allows us to estimate the maximum likelihood mapping function c cðoÞ ¼ argmax
Fig . 2a shows the maximum likelihood mapping for our example for 100 bootstrap replications. The three noisy spiral arms are clearly found, but there are some unreliable assignments in the area of low density between the spiral arms. The empirical cluster assignment probability gives us information about the reliability of the cluster assignments. In Fig. 2b , the probabilities of the maximum likelihood assignments are drawn. The dark color encodes that the given assignment has a high probability, whereas a light color shows a low assignment probability. Note that the objects in the center of the spiral arms have a higher assignment probability than the objects between the clusters. The probability of the cluster assignments of the maximum likelihood assignments for each object. Dark color shows a high probability and light color shows a low assignment probability.
Estimation of the Number of Clusters
A general framework for estimating the number of clusters of a data set is presented in [18] , [20] . The resulting classifier is split in two data sets. The clustering result on the first data set is used to predict the labeling on the second data set. The clustering result on the second data set is then compared to the predicted solution using a variety of measurements for comparing two clusterings. Unfortunately, it is difficult to choose a predictor for path-based clustering. In the case of bootstrap resampling, there usually exists an overlap between two data sets and, thus, the predictor is naturally defined as an extension of the mappings for those objects which occur in both sets. In the bootstrap resampling scheme, we have b different bootstrap replications that are already permuted such that they fit together and we are able to compare all b bootstrap replications in one step. For a single object, the assignment probability of the maximum likelihood assignment provides a measure for the reliability of the assignment. The mean cluster assignment probability
is a measure for the reliability of the maximum likelihood mapping function. It can be used to indicate the number of clusters for which the maximum likelihood mappingĉ c has the highest stability. In Fig. 3 , the dashed line shows the mean cluster assignment probability of the given example for various numbers of clusters. In this example, the three cluster solution has the largest mean cluster assignment probability, but, in general, it is not enough only to consider the mean cluster assignment probability. The dotted line shows the mean cluster assignment probability of an algorithm which chooses the mapping function randomly. The mean cluster assignment probability always assumes the maximum value of p ¼ 1 for k ¼ 1 clusters or k ¼ n clusters. For k ¼ 1, the mean cluster assignment probability of the random labeling is one, for small k, it approaches 1=k, and, for larger k, it increases until it reaches again 1 at k ¼ n. A clustering algorithm that learns the structure of the data cannot be worse on average than the risk of this random labeling. Our index to select the number of clusters will measure the gain in mean cluster assignment probability of the algorithm compared to the random labeling. If p 0 denotes the mean cluster assignment probability of the random labeling, the mean assignment probability of the algorithm will vary between p 0 and 1. We, therefore, propose the following stability index to detect the number of clusters for the given problem Fig. 3 . The dashed plot shows the mean cluster assignment probability of the maximum likelihood estimation. The dotted plot is the mean assignment probability of randomly chosen cluster assignments. The relative difference of the mean cluster assignment probability and the random assignment probability is used to indicate the number of clusters (solid plot). 
This index identifies the number of clusters, which maximizes the difference between the mean cluster assignment probability p of the algorithm and the mean cluster assignment probability of random assignments p 0 relative to the risk of misclassification of the random cluster solution 1 À p 0 . The dotted line in Fig. 3 shows the mean assignment probability of a random labeling, the dashed line shows the mean assignment probability of path-based clustering, and the solid line shows the relative difference for a small number of clusters. The index reaches the maximum for three clusters. The three cluster solution is preferred by the index as expected, but the index increases again for six clusters because of a symmetry of the data set. Each spiral arm is divided in two different clusters and there is one additional cluster in the middle of the data set.
EMPIRICAL EVALUATION ON HUMAN SEGMENTATIONS
Path-based clustering is presented as a general clustering method independent of its application. To demonstrate its usability, we have applied it to color segmentation. A color histogram on each color channel is used as a basic feature. The 2 statistics gives the dissimilarity values for each pair of objects. Fig. 4 shows results for color segmentation. In these images, the elongated structures in feature space are formed by the color transition from light to dark blue in the sky and in the water. The centroid-based histogram clustering as well as normalized cut separates this color transition in several different clusters, whereas path-based clustering assigns the sky and the water to a single cluster.
For an empirical evaluation of path-based clustering, the images from the Berkeley segmentation data set (BSDS100) [21] are segmented. Martin et al. developed two error measures for human segmentations. In empirical experiments, they observed that human segmentations are consistent with each other apart from refinements. The refinement of a segmentation should not be detected as an error. The local consistency error (LCE) can handle refinements in both directions from the first image to the second image and vice versa. The global consistency error (GCE) is restricted to refinements in one direction. First, we performed the same test as Martin et al. The test set consists of 50 training images and 50 test images. The training images are not used since our method does not require parameter tuning. We run the segmentation on all test images using the number of clusters from the human segmentations. Fig. 5b shows the distribution of the errors (LCE and GCE) for path-based clustering compared to human segmentations. For reference, we have drawn the distributions of Humans compared to Humans (Fig. 5a ) and of Humans compared to normalized cut segmentations (Fig. 5e) . The mean errors for path-based clustering with agglomerative optimization are 16.2 percent (LCE) and 22.4 percent (GCE). The bootstrap aggregation improves the errors to 12.4 percent (LCE) and 17.0 percent (GCE). These statistics are worse than the human segmentations compared to each other (LCE 7 percent and GCE 11 percent), but it is significant better than normalized cut with mean errors 22 percent (LCE) and 28 percent (GCE) [21] (see Fig. 5e ). The resampling scheme decreases the error by a factor of 0.59 for LCE and 0.53 for GCE, if the mean error of the HumanHuman comparison is subtracted. In the resampling solution, there is a large number of segmentations with a very low error.
CONCLUSION
This paper discusses the path-based clustering approach which is based on a connectivity criterion. It can, therefore, extract arbitrarily-shaped structures from the data. A fast agglomerative optimization algorithm yields satisfactory results in many of these data exploration situations. To avoid the dependency on small fluctuations in the data, a bootstrap resampling method is introduced that increases the reliability of results and, furthermore, it provides a measure for the uncertainty of the cluster assignments. The reliability measure can be used to estimate the number of clusters with the highest stability. Competitive segmentation results of color images on a large scale color segmentation benchmark experiment demonstrates that the new clustering principle can be applied to real-world data analysis tasks employing a fast agglomerative clustering strategy with resampling. 
