Abstract: Knowledge of the extreme ocean climate is essential for the accurate assessment of coastal hazards to facilitate risk informed decision making in coastal planning and management. Clustered storm events, where two or more storms occur within a relatively short space of time, may induce disproportionately large coastal erosion compared to non-clustered storm events. Therefore this study aims to develop a statistical approach to modelling the frequency and intensity of storm events on the eastern and southern coast of Australia, with a focus on examining storm clustering. This paper presents the preliminary analysis of the recently developed methods and results when they are applied to a study site on the central coast of New South Wales, Australia. This study is a key component of the Bushfire and Natural Hazards CRC Project "Resilience to clustered disaster events on the coast -storm surge" that aims to develop a new method to quantify the impact of coincident and clustered disaster events on the coast.
Extreme storm events at a given site can be described using multivariate summary statistics, including the events' maximum significant wave height (Hsig), median wave period, median wave direction, duration, peak storm surge, and time of occurrence. This requires a definition of individual storm events, so the current methodology firstly involves the extraction of storm events from a 30-year timeseries of observations. Events are initially defined using a peaks-over-threshold approach based on the significant wave height with the 95% exceedance quantile (2.93 m) adopted as the threshold. Subsequently, these events are manually checked against sea-level pressure data to examine if closely spaced events are generated by the same meteorological system, and if so the events are combined. This means that the final event set is more likely to consist of meteorologically independent storm events.
Various statistical techniques are applied to model the magnitude and frequency of the extracted storm events. A number of variations on the non-homogenous Poisson process model are developed to estimate the event occurrence rate, duration and spacing. The models account for the sub-annual variations in the occurrence rate, temporal dependency between successive events, and the finite duration of events. The results indicate that in the current dataset, closely spaced events are more temporally spread out than would be expected if the event timings are independent, which we term anti-clustering. A particular marginal distribution is fitted to each variable, i.e. a Generalised Pareto (GP) distribution for Hsig, and Pearson type 3 (PE3) distributions for duration and tidal residual. Empirical marginal distributions are employed for wave period and direction. The joint cumulative distribution function of all storm magnitude statistics is modelled by constructing the dependency structure using Copula functions. Two methods are tested: a t-copula and a combination of a Gumbel and Gaussian copulas. Comparison of modelled and observed scatterplots shows similar patterns. Goodness-of-fit tests such as Komologorov-Smirnov (K-S) tests, Chi-square tests and AIC and BIC are used to quantitatively evaluate the fitting qualities and to assess model parsimony, along with graphical visualisations, e.g. QQ plots.
Based on this approach, a long-term synthetic time-series of storm events (10 6 years) is generated using the event magnitude and timing simulated with the fitted models. These long-term synthetic events can be used to derive exceedance probabilities and to construct designed storm events to be applied to beach erosion modelling.
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INTRODUCTION
Coastal communities in Australia are exposed to extreme ocean climate because of the narrow continental shelf and the dynamic nature of the coast, with sandy coasts particularly vulnerable to the impact of storm events (Roberts et al. 1995; Coco et al. 2014; Masselink and van Heteren 2014) . Knowledge of extreme ocean climate is essential for the accurate assessment of coastal hazards to facilitate risk informed decision making in coastal planning and management. Extreme event timings and magnitudes appear to be stochastic with events characterised by a range of variables, suggesting a multivariate statistical modelling approach, in which the event variables are treated as random and described in terms of probability distributions (Schölzel and Friederichs 2008) . Recent developments of such a framework have been applied to assess beach erosion and inundation (e.g. Hawkes et al. 2002; Callaghan et al. 2008; Karunarathna et al. 2014; Li et al. 2014) .
Clustered coastal storm events, where two or more storms occur within a relatively short space of time, may induce disproportionately large coastal erosion compared to non-clustered storms. Therefore some efforts have been devoted to estimation of the event frequency with incorporation of temporal dependency. For example, Luceño et al. (2006) This study aims to develop a statistical approach to modelling the frequency and intensity of storm events on the eastern and southern coast of Australia. We focus in particular on accounting for temporal dependencies in storm timings, to quantify and assess the significance of storm clustering. This paper presents the preliminary analysis of the recently developed methods applied to the Old Bar site.
STUDY SITE AND DATA
Old Bar Beach is one of the erosion hotspots located on the central coast of New South Wales (NSW), Australia ( Figure 1 ). It has been subject to a recession rate of 2 m/year in recent years (Royal Haskoning 2013) . Private and public properties are threatened by severe storms, e.g. three houses at the southern end of the coastal subdivision were demolished in 2008 (Royal Haskoning 2013).
The ocean wave regime on the NSW coast is characterised as moderate to high energy (Short and Trenaman 1992) . Wave and tidal data has been collected under the NSW Coastal Data Network Program managed by the Office of Environment and Heritage (OEH). The Crowdy Head waverider buoy is the closet to the study site ( Figure 1 ). Data from the Coffs Harbour and Sydney waverider buoys was used to fill gaps in the Crowdy Head data, with Coffs Harbour being used as the first preference since it is more correlated with conditions at Crowdy Head. The Tomaree gauge data is considered to be the most representative tidal data for the region. TPXO7.2 (http://volkov.oce.orst.edu/tides/global.html) is used to produce astronomical tides for calculating storm surges. Sea-level pressure reanalysis data is provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA (http://www.esrl.noaa.gov/psd/). 
METHOD
Individual storm events are initially extracted from the timeseries data using a peaks-over-threshold approach based on the significant wave height. The threshold value is set to the 95% exceedance quantile (2.93 m), and is comparable to that recommended for the NSW coast (3 m, Lord and Kulmar 2000) . As a first pass, these storm events are extracted from 30-year observational timeseries. Subsequently, these events are manually checked against sea-level pressure maps to examine if closely spaced events (within 10 days) are generated by the same meteorological system, in which case they are combined into a single event. This will reduce the dependence between consecutive events in the data. An example event is given in Figure 2 .
Once the individual storm events are determined, each storm event is characterised by a set of summary statistics in terms of maximum significant wave height (Hsig), mean wave period (Tp1) and direction, peak tidal residual, and storm duration. Various statistical modelling techniques are applied to simulate the magnitude and frequency of the storm events. Details are given in the following sections.
Events Frequency -Non-Homogeneous Poisson Process
Firstly, time gaps between events and the event occurrence rate over the full data period are assessed. Figure  3 shows an exponential-like distribution of time between events and a notable seasonal pattern in monthly occurrence rates with more storms occurring in the winter months than that in the summer.
Thus, a non-homogeneous Poisson process is adopted to account for the sub-annual variations in the rate of storm occurrence, which leads to the rate parameter λ becoming a function of time λ(t). Assuming events occur at times ti; i = 1; 2; 3; …where t i+1 > t i , given that the last event occurred at time t i , the probability that an event occurs at t i+1 , is:
The function λ(t) can then be used to handle temporal variations in the occurrence rate (t is in the unit of year). In theory, λ(t) can be any functional form that represents a temporal pattern in the occurrence rate (given that λ(t)is not less than 0). For example, Eq. 2 represents a sinusoidal curve with a peak λ of θ 1 +θ 2 , a minimum value of θ 1 -θ 2 , and an annual average value of θ 1 . Here θ denotes the vector of parameters with appropriate values that can simulate a higher rate in the winter months and a lower rate in summer.
To further account for the statistical dependence of temporally close events, an approach proposed by Luceño et al. (2006) is adapted herein, which involves making λ a function of both t, and the time of the last event t i . The sinusoidal example above becomes:
where t > t i and again, λ(t)is not less than 0. This function has an extra exponential term which can increase the rate for times sufficiently close to the last event (assuming θ 4 and θ 5 are positive). The number 1/θ 5 can be interpreted as a timescale over which clustering is important, with the magnitude of θ 4 compared with θ 1 and θ 2 reflecting the importance of clustering. This model can also be applied with θ 4 < 0 which implies anticlustering, or a tendency for less closely spaced events than that would be expected from a standard nonhomogeneous Poisson process. Storms have a finite duration, during which time other storms cannot occur (or they will be treated as the same event). To account for events gaps, the above models are adjusted. Suppose the event at t i has a known duration d i and in this time the probability of another event occurring is zero. The model is then:
Eventually, the model is coded in R (R Development Core Team 2012). The θ parameters are estimated using the Maximum Likelihood Estimation (MLE). Diagnostic plots are produced for graphically assessing the model fit to the data. In addition, Komologorov-Smirnov (K-S) tests are used to quantitatively compare the distribution of various quantities in the simulated and actual datasets. Although the associated p-values are over-estimates because the simulated dataset is not independent of the observed data, this approach can nonetheless highlight any strong differences between the modelled and observed datasets. We also use AIC and BIC to assess model parsimony.
Events Magnitude -Marginal Distribution and Joint Distribution
Pairwise scatterplots (Figure 4) and histograms of the key variables highlight the marginal distributions of each variable and their correlations. Note, the variable "season" represents an approximation of seasonal variations as a form of cos(2*pi*t) where t is the event time. H sig and duration both show strongly right skewed distributions, while the tidal residual shows a slightly right-skewed distribution. Figure 5 is an L-moment ratio diagram (Hosking and Wallis 1997) , which suggests that the Generalised Pareto (GP) or Pearson type 3 (PE3) distributions may be appropriate for H sig and duration, while a Gaussian or PE3 distribution may be appropriate for the tidal residual. These distributions are fitted to the data using L-moments, which are often suggested for small-sample studies where they may be more robust than MLE (Hosking and Wallis 1997) . For wave direction and wave period, empirical distributions are applied. They can be implemented using R's density function, which uses a Gaussian kernel to estimate the density. The bandwidth is adjusted subjectively to make the marginal density sufficiently smooth. K-S tests and graphical visualisations are employed to check the fit of each marginal distribution.
Subsequently, two alternative copula methods are constructed to model the joint distribution of the variables. The first approach is to simulate the dependency structure of the all the variables using tcopula, except for the variable "season" because it is weakly correlated to some of the variables. The t-copula is an elliptical copula, which is similar to a Gaussian copula but has some tail dependence and simply generalises to the multivariate case (Nelsen 1999) . The second approach is a combination of two copulas: a Gumbel copula linking Hsig and duration, and a Gaussian copula linking H sig and all other variables. The Gumbel copula, known as a type of Archimedean copula, is an asymmetric copula with greater dependence in the positive tail than in the negative (Gumbel and Mustafi 1967) . The Gaussian copula is an elliptical copula with the dependence modelled by means of a symmetric metric that can be easily generalised to higher dimensions using the probability integral transform (Li et al. 2014) . The two alternatives are fitted to the data using MLE. Pairwise scatterplots are also produced for visualisation. 
RESULTS
In terms of simulating the frequency of events, six variations of λ on the non-homogenous Poisson process model are tested, including a simple sinusoidal curve (Fit1), a complex sinusoidal curve (Fit2), a triangular equation (Fit3), and these three extended to contain either a positive clustering term (Fit11, Fit21 and Fit31) or negative clustering term (Fit12, Fit22 and Fit32). K-S tests are conducted to compare the fitted and observed event times of year, the time between events, and the number of events per year, and the results are given in Table 1 , along with the AIC and BIC values for each fit. Although the associated p-values are over-estimates because the simulated dataset is not independent of the observed data (since the model parameters are estimated from the data), this method can still highlight sufficiently poorly fitting models. The K-S results suggest that all the models perform well for simulating the event time of year and the number of events per year, whereas only Fit12, Fit22 and Fit32 achieve a reasonable agreement in simulating the time between events, all of which contain a negative clustering term. The AIC/BIC criteria also suggest these three models are the most parsimonious. Graphical examination shows that, except for these three models, others all tend to over-estimate the frequencies of closely spaced events. The diagnostic plots for the model Fit32 are given in Figure 6 . With respect to event magnitude, parametric marginal distributions are fit to H sig , duration, and tidal residual, with the distribution selected based on graphical checks. A Generalised Pareto (GP) distribution is selected for H sig , while Pearson type 3 (PE3) distributions are chosen for duration and tidal residual. Smoothed empirical distributions are used for other variables. Having fitted these marginal distributions, the two copula methods are applied to model the joint distribution of the data and their performances are compared. Comparison of modelled and observed scatterplots shows similar patterns. Efforts have been made to quantify the model performance using Chi-square tests. However, our initial tests suggest the Chisquare statistics depends on the bin selection, which is subjective. In this sense, it is not a reliable goodness-of-fit test. Further assessment of these methods is required.
Eventually, a set of synthetic time-series of storm events (10 6 years) is generated using the event magnitude and timing suggested by the fitted models. QQ plots indicate a reasonable agreement between the simulated and observed storm properties, as shown in Figure 7 . These long-term synthetic events can be used to derive exceedance probabilities and to construct designed storm events to be applied to beach erosion modelling. An example 10-year synthetic events series is given in Figure 8 , along with the simultaneous observed events.
DISCUSSION
For a statistical modelling purpose, if storm events are defined purely based on a peaks-over-threshold approach, it is likely that there will be strong dependencies between consecutive events that are challenging to model. By manually checking against sea-level pressure data to identify closely spaced events that are generated by the same meteorological system, the events become more statistically independent. The statistical modelling results reflect the site-specific climate characteristics. The models that contain negative clustering terms perform better, indicating a statistically significant anti-clustering pattern in the current dataset. This is in contrast to the finding by Luceño et al. (2006) who have identified temporal dependence in closely spaced extreme storm events in their dataset. They note that temporal dependence can be more pronounced in the protected areas of gulfs where persistent atmospheric situations with low barometric pressures can cause accumulation of water. In our study no such positive temporal dependence is detected, and while this may partly reflect difference in the site characteristics, another key factor is that our methodology involves merging events generated by the same weather system, whereas no such merging was done by Luceño et al. (2006) . In addition, the anti-clustering of our data may reflect that the Old Bar site is located on the open coast, subject to ocean waves that travel long distances from the Southern Ocean and Tasman Sea, or from tropical cyclones in the Coral Sea (Short and Trenaman 1992) . Successive low-pressure systems from the same origin may diverge in different directions, leading to less closely spaced events received at the Old Bar site. Two low-pressure systems may also merge into a single system before they can generate separate high wave events at the study site, and this should lead to less closely spaced events than expected assuming temporal independence.
The joint cumulative distribution function of all storm magnitude statistics is modelled using Copulas. The t-copula extends the Gaussian copula to allow for some tail dependence and simply generalises to the multivariate case. However the tail dependence has to be similar among all the variables, which may not be realistic in general. The combination of the Gumbel and Gaussian copulas is more flexible. The Gaussian copula has the advantage of simplicity and has been widely applied to extreme value analysis in ocean climate and hydrology (e.g. Hosking and Wallis 1988; Renard and Lang 2007; Schölzel and Friederichs 2008) . Li et al. (2014) recommend the Gaussian copula for the Dutch coast after comparing four dependency structures constructed using different copulas. The Gumbel copula is designed to account for upper tail dependence; however, it may be challenging to establish tail dependence in datasets with only a few hundred events (Serinaldi et al. 2015) . A limitation of the combined Gumbel and Gaussian copulas approach is that the correlations between duration and variables other than Hsig can only be controlled indirectly via their dependence on H sig , hence may be less well modelled than using the t-copula. Other copulas may also perform well depending on the dataset and are worth investigating.
The model has the potential to include non-stationary processes such as ENSO, Southern Annular Mode, and Pacific Decadal Oscillation. On-going work is undertaken to identify variation patterns in the data.
CONCLUSIONS
Firstly, a set of storm events is identified by adopting the peaks-over-threshold approach and manually checking against sea-level pressure data to combine closely spaced events that are generated by the same meteorological system. A number of variations on the non-homogenous Poisson process model are developed to estimate the event occurrence rate, duration and spacing. The models account for the sub-annual variations in the occurrence rate, temporal dependency between successive events, and the finite duration of events. The results show that, for the current dataset, the models that contain terms accounting for an anticlustering type temporal dependency perform better than the non-homogeneous Poisson process approach without dependency of successive extreme events, or with a clustering type dependency. The anti-clustering term for the closely spaced events operates over a relatively short timescale (with an e-folding time of 2.2 days in the current dataset).
A particular marginal distribution is fitted to each storm summary statistic, i.e. a Generalised Pareto (GP) distribution for Hsig, Pearson type 3 (PE3) distributions for duration and tidal residual. Empirical distributions are applied to wave period and direction. The joint cumulative distribution function of all storm magnitude statistics is modelled using Copula functions. Comparison of modelled and observed scatterplots shows similar patterns. Goodness-of-fit tests and graphical visualisations show a reasonable agreement between the distribution of modelled synthetic events and observed events. Eventually, a set of long-term synthetic timeseries of storm events (10 6 years) is generated using the event magnitude and timing suggested by the fitted models. These long-term synthetic events can be used to derive exceedance probabilities and to construct designed storm events to be applied to modelling of beach erosion at the site.
