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Abstract. Causal fermion systems incorporate local gauge symmetry in the sense
that the Lagrangian and all inherent structures are invariant under local phase trans-
formations of the physical wave functions. In the present paper it is explained and
worked out in detail that, despite this local gauge freedom, the structures of a causal
fermion system give rise to distinguished gauges where the local gauge freedom is
fixed completely up to global gauge transformations. The main method is to use
spectral and polar decompositions of operators on Hilbert spaces and on indefinite
inner product spaces. We also introduce and make use of a Riemannian metric which
is induced on the manifold of all regular correlation operators by the Hilbert-Schmidt
scalar product. Gaussian coordinate systems corresponding to this Riemannian met-
ric are constructed. Moreover, we work with so-called wave charts where the physical
wave functions are used as coordinates. Our constructions and results are illustrated
in the example of Dirac sea configurations in finite and infinite spatial volume.
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2 F. FINSTER AND S. KINDERMANN
1. Introduction
The local gauge freedom of electrodynamics is based on the observation that trans-
forming the electromagnetic potential A in Minkowski space by the derivative of a
real-valued function Λ,
Aj(x)→ Aj(x) + ∂jΛ(x) , (1.1)
does not change the electromagnetic field tensor and thus has no effect on any observ-
able quantities (see for example [23, Section I.2]). In quantum mechanics, the gauge
transformation (1.1) must be complemented by a local phase transformation of the
wave function ψ (see [22, Section XV.111], [25, Section 4.1] or [26, Section 2.6]),
ψ(x)→ eiΛ(x) ψ(x) . (1.2)
The connection between these two transformation laws can be understood most easily
if the electromagnetic potential is combined with the partial derivatives to gauge-
covariant derivatives Dj by
Dj := ∂j − iAj , (1.3)
because then (1.1) and (1.2) give rise to the simple transformation law
Djψ(x)→ eiΛ(x) Djψ(x) .
The local gauge principle states that local gauge transformations lead to equivalent for-
mulations of the physical system. In its generalization to non-Abelian gauge theories,
the local gauge principle is one of the cornerstones of modern physics.
In most applications and calculations, the local gauge freedom is inconvenient be-
cause of the resulting non-uniqueness of the gauge potential and the gauge phases.
Therefore, it is often desirable to fix the gauge, for example by choosing the Lorenz,
Coulomb or radiation gauges. The general strategy of a gauge-fixing procedure is to
use the local gauge freedom in order to arrange that the gauge potential has a partic-
ularly simple or convenient form. Many gauge-fixing procedures do not fix the gauge
completely, but only partially up to a remaining residual gauge freedom. In particular,
the residual gauge freedom typically includes the global gauge transformations (i.e.
transformations of the form (1.1) and (1.2) with Λ a constant).
Causal fermion systems are a recent approach to fundamental physics (see the basics
in Section 2, the reviews [16, 11, 14], the textbook [9] or the website [1]). It is a major
feature of the approach that the physical system is encoded in a measure ρ on a
set of bounded linear operators F ⊂ L(H) of a Hilbert space (H, 〈.|.〉H) (for details
see the abstract definition in Section 2.2). The causal fermion system (H,F, ρ) is
defined in a manifestly gauge-invariant manner (see also Section 2.1). Nevertheless,
when representing the vectors inH as wave functions in spacetime, local gauge freedom
arises as the freedom in choosing basis representations of the spinors at each spacetime
point (for details see Section 2.5). This raises the question if and to what extent the
structures of a causal fermion system make it possible to fix the gauge. In preparation
for tackling this question, in [12, Section 6] it was noted that in the setting of causal
fermion systems, gauge freedom corresponds to the freedom in choosing charts on F.
Based on this observation, in [11, Section 5.3] a gauge-fixing procedure was proposed
for causal fermion systems. In the present paper we work out this procedure in detail
and clarify how it is related to local gauge freedom and gauge fixing in electrodynamics.
For clarity, we point out that we always restrict attention to the case that the Hilbert
space H is finite-dimensional (for the infinite-dimensional case see [18]). In order to
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clarify the above-mentioned connection between gauges and charts on F, we work with
so-called wave charts, where the spinorial wave functions are used as the coordinates.
We obtain the following two main results:
(i) In a neighborhood of any spacetime point there is a canonical distinguished gauge
which is unique up to global gauge transformations.
(ii) Treating the electromagnetic field perturbatively, there is a canonical way to fix
the local gauge freedom to every order in perturbation theory, again up to global
gauge transformations.
These distinguished gauges are described mathematically by so-called symmetric wave
charts (see Theorem 6.5). The constructions and results are illustrated for Dirac
systems in Minkowski space in Section 7.4 (result (i)) and Section 7.5 (result (ii)).
The paper is organized as follows. Section 2 gives a brief but self-contained intro-
duction to causal fermion systems and provides the necessary background material.
In Section 3 it is shown that the subset Fp,q of symmetric linear operators of rank at
most p + q which (counting multiplicities) have p positive and q negative eigenvalues
is a smooth manifold. To this end, charts are constructed explicitly, and the dimen-
sion of Fp,q is computed. In Section 4 it is shown that the Hilbert-Schmidt scalar
product gives rise to a Riemannian metric on Fp,q. Section 5 is devoted to the con-
struction of corresponding Gaussian charts. In Section 6 our distinguished gauges are
constructed, and it is shown that the corresponding symmetric wave charts are indeed
Gaussian charts. Finally, in Section 7 our constructions and results are illustrated for
causal fermion systems constructed from systems of Dirac wave functions in Minkowski
space.
2. Preliminaries on Causal Fermion Systems
2.1. From Quantum Mechanics to Causal Fermion Systems. This section is in-
tended for readers who are not familiar with causal fermion systems. Our presentation
has similarities to other introductions (for example in [16, Section 2], [11, Section 1]
or [9, Section 1.2], [14, Section 4]), but it is streamlined towards clarifying the connec-
tion to local gauge symmetries in Minkowski space.
We begin in the setting of relativistic quantum mechanics in the presence of an
external classical electromagnetic field. Let M be Minkowski space and µ the natural
volume measure thereon, i.e. dµ = d4x if x = (x0, x1, x2, x3) is an inertial frame. We
consider Dirac wave functions in the presence of an external electromagnetic poten-
tial A, which satisfy the Dirac equation(
iγj∂j + γ
jAj −m
)
ψ = 0 , (2.1)
where m is the rest mass and γj are Dirac matrices in the Dirac representation. On
the Dirac solutions, we consider the usual scalar product
(ψ|φ)t := 2π
∫
t=const
(ψγ0φ)(t, ~x) d3x (2.2)
(here ψ = ψ†γ0 is the adjoint spinor, where the dagger denotes complex conjugation
and transposition). If one evaluates (2.2) for φ = ψ, the integrand can be written
as (ψγ0ψ)(t, ~x) = (ψ†ψ)(t, ~x), having the interpretation as the probability density of
the Dirac particle corresponding to ψ to be at time t at the position ~x. Due to current
conservation, the integral in (2.2) is time independent.
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As already mentioned in the introduction, the above system is invariant under local
gauge transformations. More precisely, this means that combining the transforma-
tion of the electromagnetic potential (1.1) with the local phase transformation (1.2) of
the wave functions, the Dirac equation (2.1) is preserved. Moreover, the scalar prod-
uct (2.2) remains unchanged. Also, all observables (like local densities, momenta, etc.)
are preserved. In simple terms, one can say that the combined transformation (1.1)
and (1.2) does not change the physical content of the system.
Next, we choose an ensemble of Dirac solutions ψ1, . . . , ψf . For simplicity in pre-
sentation, we restrict attention to the case f < ∞ of a finite number of Dirac wave
functions, which we assume to be continuous. It is a central idea behind causal fermion
systems to describe the physical system and to formulate its dynamical equations
purely in terms of the ensemble of wave functions ψ1, . . . , ψf . Another idea is that
the causal fermion system should encode the form of the wave functions in a gauge-
invariant way. To this end, we denote the complex vector space spanned by the wave
functions ψ1, . . . , ψf byH. OnH we consider the restriction of the scalar product (2.2),
i.e. 〈.|.〉H := (.|.)t|H×H. Thus (H, 〈.|.〉H) is an f -dimensional complex vector space. Its
vectors are represented by wave functions, which are defined only up to local phases
as described by the gauge transformation (1.2). For any spacetime point x ∈ M, we
now introduce the sesquilinear form
bx : H ×H→ C , bx(ψ, φ) = −(ψφ)(x) , (2.3)
which maps two solutions of the Dirac equation to their inner product at x. The
sesquilinear form bx can be represented by a self-adjoint operator F (x) on H, which is
uniquely defined by the relations
〈ψ|F (x)φ〉H = bx(ψ, φ) for all ψ, φ ∈ H .
More concretely, in the basis (ψk)k=1,...,f of H, the last relation can be written as
〈ψi|F (x)ψj〉H = −
(
ψiψj
)
(x) . (2.4)
If the basis is orthonormal, the calculation
F (x)ψj =
f∑
i=1
〈ψi|F (x)ψj〉H ψi = −
f∑
i=1
(
ψiψj
)
(x) ψi
(where we used the completeness relation φ =
∑
i〈ψi|φ〉ψi), shows that the opera-
tor F (x) has the matrix representation(
F (x)
)i
j
= −(ψiψj)(x) .
In physical terms, the matrix element −(ψiψj)(x) gives information on the correlation
of the wave functions ψi and ψj at the spacetime point x. Therefore, we refer to F (x)
as the local correlation operator at x.
Let us analyze the properties of F (x). First of all, the calculation
〈F (x)ψ |φ〉H = 〈φ |F (x)ψ 〉H = −(φψ)(x) = −(ψφ)(x) = 〈ψ |F (x)φ〉H
shows that the operator F (x) is self-adjoint (where we denoted complex conjugation
by a bar). Furthermore, since the pointwise inner product (ψφ)(x) has signature
(2, 2), we know that bx has signature (p, q) with p, q ≤ 2. As a consequence, counting
multiplicities, the operator F (x) has at most two positive and at most two negative
eigenvalues. It is useful to denote the set of all symmetric linear operators on H which
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have rank at most four and (counting multiplicities) have at most two positive and at
most two negative eigenvalues by F ⊂ L(H). Then the local correlation operator F (x)
is an element of F.
Constructing the operator F (x) ∈ F for every spacetime point x ∈ M, we obtain
the local correlation map
F : M → F , x 7→ F (x) .
This allows us to introduce a measure ρ on F as follows. For any Ω ⊂ F, one takes the
pre-image F−1(Ω) ⊂ M and computes its spacetime volume,
ρ(Ω) := µ
(
F−1(Ω)
)
.
This gives rise to the so-called push-forward measure which in mathematics is denoted
by ρ = F∗µ. The ρ-measurable sets are defined as the σ-algebra of all subsets of F
whose pre-image F−1(Ω) is µ-measurable.
The resulting triple (H,F, ρ) is a causal fermion system (for the abstract definition
see Definition 2.1 below). Before going on, we make a few remarks on the above
construction. We first point out that the sesquilinear form bx in (2.3) and consequently
also the operators F (x) are invariant under local phase transformations (1.2). Thus
the causal fermion system is defined in a manifestly gauge-invariant manner. At first
sight, this might seem to entail that local gauge freedom plays no role in this approach.
However, this view is too simple for the following reason: Starting from a general
causal fermion system (H,F, ρ), the vectors of the Hilbert space are merely abstract
vectors in the sense that, a-priori, they are not represented by wave functions in
spacetime. But one can construct corresponding wave functions, the so-called physical
wave functions. This representation is canonical, but it is unique only up to local
gauge transformations. In this way, local gauge freedom again comes into play.
In order to make these concepts and their connections clearer, we proceed by first
giving the general definition of causal fermion systems (Section 2.2). Then we explain
how spacetime and the physical wave functions arise (Section 2.3). After restricting
attention to the so-called regular setting (Section 2.4), we finally explain the resulting
gauge freedom in more detail (Section 2.5).
2.2. Basic Definition. We now give the abstract definition (for more details see for
example [9, Section 1.1]).
Definition 2.1. (causal fermion system) Given a separable complex Hilbert space H
with scalar product 〈.|.〉H and a parameter n ∈ N (the “spin dimension”), we let F ⊂
L(H) be the set of all self-adjoint operators on H of finite rank, which (counting
multiplicities) have at most n positive and at most n negative eigenvalues. On F we
are given a positive measure ρ (defined on a σ-algebra of subsets of F), the so-called
universal measure. We refer to (H,F, ρ) as a causal fermion system.
The physical equations are formulated via a variational principle, the causal action
principle, which we now introduce.
2.3. A Few Inherent Structures. Spacetime M is defined as the support of the
universal measure,
M := supp ρ ⊂ F
6 F. FINSTER AND S. KINDERMANN
(where the support is defined as the complement of the largest open set of measure
zero). For every x ∈ F we define the
spin space Sx := x(H) ; (2.5)
it is a subspace of H of dimension at most 2n. On Sx we choose the inner product
≺.|.≻x : Sx × Sx → C , ≺u|v≻x = −〈u|xv〉H , (2.6)
referred to as the spin inner product. It is an indefinite inner product of signature (p, q)
with p, q ≤ n.
A wave function ψ is defined as a function which to every spacetime point x ∈ M
associates a vector of the corresponding spin space,
ψ : M → H with ψ(x) ∈ Sx for all x ∈M .
Every vector u ∈ H gives rise to a corresponding wave function, referred to as the
physical wave function ψu. It is defined by
ψu(x) = πxu ∈ Sx ,
where πx : H→ Sx is the orthogonal projection in H to the subspace Sx ⊂ H. Finally,
it is convenient to combine all the physical wave functions to an operator, the so-called
wave evaluation operator Ψ defined for any x ∈ F by
Ψ(x) : H→ Sx , u 7→ πxu . (2.7)
Then clearly, for every spacetime point x ∈M and every u ∈ H,
Ψ(x)u = ψu(x) .
In what follows, we shall often take adjoints of the above operators. When doing so,
one must be careful to work with the correct corresponding inner products. In order
to avoid confusion, we now explain in detail how this works. The adjoint of Ψ(x) is
defined formally by
Ψ(x)∗ : Sx → H , ≺φ |Ψ(x)u≻x = 〈Ψ(x)∗ φ | u〉H for all u ∈ H and φ ∈ Sx .
Note that on the left side of this equation the spin inner product appears. Using its
definition (2.6), we obtain the relation
− 〈φ |X Ψ(x)u〉H = 〈Ψ(x)∗ φ | u〉H , (2.8)
where we introduced the short notation
X := x|Sx : Sx → Sx . (2.9)
Now we can take adjoints purely with respect to the Hilbert space scalar product.
Denoting those adjoints for clarity by a dagger, we can rewrite (2.8) as
− 〈Ψ(x)†Xφ |u〉H = 〈Ψ(x)∗ φ | u〉H , (2.10)
implying that
Ψ(x)∗ = −Ψ(x)†X . (2.11)
Adjoints of other operators can be computed similarly. For a linear operator A ∈ L(Sx),
for example, the adjoint is defined by
≺φ|Aφ˜≻x = ≺A∗φ|φ˜≻x for all φ, φ˜ ∈ Sx .
Using again the definition of the spin inner product (2.6), we can rewrite this equation
as
−〈φ |X Aφ˜〉H = −〈A∗φ |Xφ˜〉H ,
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and taking adjoints in the Hilbert space H gives
−〈X−1A†Xφ |Xφ˜〉H = −〈A∗φ |Xφ˜〉H
(note that the operator X is invertible because Sx is by definition its image (2.5)). We
thus obtain
A∗ = X−1A†X . (2.12)
We now derive an identity which will be important later on (for an alternative
derivation see [9, Lemma 1.1.3]).
Lemma 2.2. For all x ∈ F,
x = −Ψ(x)∗Ψ(x) (2.13)
= Ψ(x)†X Ψ(x) . (2.14)
Proof. Combining (2.11) and (2.7), we obtain
Ψ(x)∗Ψ(x) = −Ψ(x)†X Ψ(x) = −π†xX πx = −πxX πx ,
where in the last step we used that orthogonal projections are symmetric opera-
tors on H. Using (2.9) gives (2.13). Rewriting this relation with the help of (2.11)
gives (2.14). 
2.4. Restriction to Regular Causal Fermion Systems. In the definition of causal
fermion systems, the number of positive or negative eigenvalues of the operators in F
can be strictly smaller than n. This is important because it makes F a closed subspace
of L(H) (with respect to the norm topology), which in turn is crucial for the general
existence results for minimizers of the causal action principle (see [8] or [17]). However,
in all physical examples in Minkowski space or in a Lorentzian spacetime, all the
operators in M do have exactly n positive and exactly n negative eigenvalues. This
motivates the following definition (see also [9, Definition 1.1.5]).
Definition 2.3. An operator x ∈ F is said to be regular if it has the maximal possible
rank, i.e. dimx(H) = 2n. Otherwise, the operator is called singular. A causal fermion
system is regular if all its spacetime points are regular.
In what follows, we restrict attention to regular causal fermion systems. Moreover, it
is convenient to also restrict attention to all those operators in F which are regular,
F
reg :=
{
x ∈ F | x is regular} . (2.15)
F
reg is a dense open subset of F (again with respect to the norm topology on L(H)).
For notational convenience, in omit the superscript “reg” from now on. Thus, in what
follows,
by F we always mean Freg . (2.16)
2.5. Local Gauge Invariance and Gauge Transformations. The setting of causal
fermion systems is gauge invariant in the following sense (see also [9, Section 1.3]):
In order to represent the wave functions in components, one must work with basis
representations of the spin spaces. To this end, we choose a pseudo-orthonormal
basis (eα(x))α=1,...,2n of every spin space (Sx,≺.|.≻x), i.e.
≺eα(x)|eβ(x)≻x = sα δαβ
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with s1 = . . . = sn = 1 and sn+1 = . . . = s2n = −1. Then a wave function ψ can be
represented as
ψ(x) =
2n∑
α=1
ψα(x) eα(x) (2.17)
with component functions ψ1, . . . , ψ2n. The freedom in choosing the basis (eα) is
described by the group U(n, n) of unitary transformations with respect to an inner
product of signature (n, n). This gives rise to the transformations
eα(x)→
2n∑
β=1
U−1(x)βα eβ(x) and ψ
α(x)→
2n∑
β=1
U(x)αβ ψ
β(x) (2.18)
with U ∈ U(n, n). As the basis (eα) can be chosen independently at each spacetime
point, one obtains local gauge transformations of the wave functions, where the gauge
group is determined to be the isometry group of the spin inner product. The causal
action is gauge invariant in the sense that it does not depend on the choice of spinor
bases.
We finally explain how this notion of gauge invariance is related to the gauge freedom
in general relativity and in the standard model. It is important to observe that in our
approach, the gauge group is determined by the spin dimension: it is the group U(n, n)
of all unitary transformations of the spin space. This group contains the group U(1)
of electrodynamics, and the corresponding gauge transformations (2.18) give the lo-
cal phase transformations (1.2). In the case of spin dimension two, the group U(2, 2)
also contains a covering of the Lorentz group, making it possible to describe general
relativity as a gauge theory [4]. If the spin dimension is larger, there are mechanisms
which give rise to constraints, leading to smaller effective gauge groups (for details
see [9, Chapters 3-5]). In order to understand how massive gauge fields (like the W -
or Z-bosons in the standard model) come up, one must keep into account that left-
handed and axial gauge potentials do not correspond to gauge transformations of the
form (2.18) because the resulting local gauge transformations are not unitary with
respect to the spin inner product. This gives rise to a mass term without contradict-
ing local gauge invariance. This point and the connection to spontaneous symmetry
breaking is explained in detail in [9, §3.6.2 and §3.8.5]. For the purpose of this paper,
these effects are not relevant because we mainly restrict our attention to the U(1)
gauge transformations of electromagnetism.
3. A Smooth Manifold Structure of F
We now assume for technical simplicity that the Hilbert space H is finite dimen-
sional,
dimH =: f <∞ .
For the sake of larger generality, instead of F we consider operators with different
numbers of positive and negative eigenvalues. These operators are of importance
in view of topological and Riemannian fermion systems as introduced and analyzed
in [15].
Definition 3.1. We let Fp,q be the set of all symmetric linear operators on H of
rank p+ q, which (counting multiplicities) have p positive and q negative eigenvalues.
Clearly, setting p = q = n, we obtain the set F (or, more precisely, the set Freg;
see (2.15) and (2.16)).
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Theorem 3.2. The set Fp,q is a smooth manifold of dimension
dimFp,q = 2 (p + q) f − (p + q)2 .
Proof. Let x ∈ Fp,q. We denote its image by I ⊂ H and set J = I⊥ (where the
orthogonal complement is taken with respect to the scalar product on H). Using a
block matrix representation in H = I ⊕ J , the operator x has the representation
x =
(
X 0
0 0
)
.
We now let A be symmetric linear operator on I. By choosing its norm sufficiently
small, we can arrange that the operator X + A has again p positive and q negative
eigenvalues. In particular, this operator is invertible. Next, we choose a linear opera-
tor B : J → I. We form the operator
M :=
(
1 0
B†(X +A)−1 1
)(
X +A 0
0 0
)(
1 (X +A)−1B
0 1
)
(3.1)
=
(
X +A B
B† B†(X +A)−1B
)
(3.2)
(where for clarity the dagger again denotes the adjoint with respect to the scalar
product induced from 〈.|.〉H; see (2.10)). This operator is symmetric and has again p
positive and q negative eigenvalues. Thus for sufficiently small ε we obtain the mapping
Λ :
(
Symm(I)⊕ L(I, J)) ∩Bε(0)→ Fp,q , (A,B) 7→M
(where Symm(I) denotes the linear operators on I which are symmetric with respect
to the induced scalar product 〈.|.〉H|I×I). Let us verify that (again for sufficiently
small ε) this mapping is a homeomorphism to an open neighborhood of x ∈ Fp,q. It
is obvious from (3.2) that Λ is injective. In order to verify that it maps to an open
neighborhood of x, we let y ∈ F p,q with ‖x−y‖ < δ (with δ > 0 to be specified below).
Diagonalizing y with a unitary operator U , we obtain the block matrix representation
y =
(
U11 U12
U21 U22
)(
X + C 0
0 0
)(
U †11 U
†
21
U †12 U
†
22
)
,
where C is a symmetric linear operator on I. In the limit y → x, the image of y
converges to the image of x, implying that the operator U11 becomes unitary. There-
fore, for sufficiently small δ > 0, the operator U11 is invertible, giving rise to the
representation
y =
(
1 0
U21 U
−1
11 1
)(
U11 (X + C)U
†
11 0
0 0
)(
1 (U †11)
−1 U †21
0 1
)
.
This is indeed of the form (3.1), and one can even read off A and B,
A = U11 (X + C)U
†
11 −X
B =
(
U11 (X + C)U
†
11
) (
U †11)
−1 U †21
)
.
We conclude that Λ is a bijection to an open neighborhood of x ∈ Fp,q. The continuity
of Λ and of its inverse are obvious. We have thus constructed a chart on Fp,q around x.
Performing the above construction around every point of Fp,q gives an atlas. By
direct computation one verifies that the transition maps are smooth. We conclude
that, with this atlas, Fp,q is indeed a smooth manifold.
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We finally determine the dimension of Fp,q. The linear operator B is represented
by a (p + q) × (f − p − q)-matrix, giving rise to 2(p + q)(f − p − q) real degrees of
freedom. The symmetric linear operator A, on the other hand, is represented by a
Hermitian (p+q)×(p+q)-matrix, described by (p+q)2 real parameters. Adding these
dimensions concludes the proof. 
From now on, we always restrict attention to the case p = q = n of causal fermion
systems.
4. A Riemannian Metric on F
We finally introduce another inherent structure which has not been used so far and
which seems useful in the context of gauge fixing: a Riemannian metric on F. As in
the previous section, we assume for technical simplicity that H is finite-dimensional.
Then on F the Hilbert-Schmidt norm gives rise to a distance function
d : F × F → R+0 , d(x, y) = ‖x− y‖HS :=
√
tr
(
(x− y)2) (4.1)
(note that the existence of the trace would not be an issue even in the infinite-
dimensional setting because all operators in F have finite rank). The square of this
distance function is smooth. Moreover, its first derivative vanishes on the diago-
nal, i.e. D(d(x, .)2)|x = 0. Therefore, taking its quadratic Taylor expansion about a
point x ∈M gives a scalar product on TxF, i.e.
hx : TxF × TxF → R , hx(u, v) = tr(uv) . (4.2)
Clearly, this mapping depends smoothly on x and thus defines a Riemannian metric
on F.
5. Gaussian Charts
Specializing to the case p = q = n, in the proof of Theorem 3.2 we constructed a
local parametrization of F given by
Λ :
(
Symm(I)⊕ L(I, J)) ∩Bε(0)→ F ,
(A,B) 7→M =
(
X +A B
B† B†(X +A)−1B
)
.
(5.1)
The image of this mapping is an open neighborhood of x ∈ F which we denote by U .
Then the inverse of Λ defines a chart
φx := Λ
−1 : U ⊂ F → Symm(I)⊕ L(I, J) . (5.2)
Theorem 5.1. The chart (φx, U) in (5.2) is a Gaussian coordinate system about the
point x ∈ U with respect to the Riemannian metric h on F (see (4.2)).
Proof. In the chart φx, we describe points of F by pairs
(A,B) ∈ ( Symm(I)⊕ L(I, J)) ∩Bε(0) .
Expanding the mapping Λ in a Taylor series about the origin, there is a nonlinearity
only in the lower right block matrix entry,
Λ(tA, tB) =
(
X 0
0 0
)
+ t
(
A B
B† 0
)
+
(
0 0
0 O
(
t2
)) .
GAUGE FIXING FOR CAUSAL FERMION SYSTEMS 11
Hence the distance function (4.1) has the expansion
d
(
(tA, tB), (tA˜, tB˜)
)2
= tr
{[
Λ(tA, tB)− Λ(tA˜, tB˜)]2}
= tr
{[
t
(
A− A˜ B − B˜
B† − B˜† 0
)
+
(
0 0
0 O
(
t2
))]2}
= t2 tr
{(
A− A˜ B − B˜
B† − B˜† 0
)2}
+ O
(
t4
)
, (5.3)
where in the last step we made use of the cubic term in t is trace-free, because
tr
{(
A− A˜ B − B˜
B† − B˜† 0
)(
0 0
0 (∗)
)}
= tr
(
0 (B − B˜) (∗)
0 0
)
= 0
(where the star stands for an arbitrary block matrix entry).
The formula (5.3) shows that, in our coordinates, the Riemannian metric is constant
up to contributions of order O(t2). Therefore, the coordinates are indeed Gaussian. 
6. Gauges and Gauge Fixing
We saw in Section 2.5 that the vectors in H can be represented by (2n)-component
wave functions in spacetime (2.17), unique up to local gauge transformations (2.18).
In order to clarify the mathematical structures, it is useful to choose an inner product
space (V, 〈.|.〉) of signature (n, n) with pseudo-orthonormal basis (f1, . . . , f2n). Then
one can regard the ψα(x) in (2.17) as component functions of vectors in V ,
2n∑
α=1
ψα(x) fα ∈ V ,
We thus obtain a representation of H as V -valued functions in spacetime. The only
condition to fulfill is that at each spacetime point x, the resulting local correlation
operator must coincide with the operator x ∈ F. This leads us to the following notion:
Definition 6.1. Let (V,≺.|.≻) be an indefinite inner product space of signature (n, n).
Moreover, let Ω ⊂ F be an open spacetime region. A mapping
ΨΩV : Ω→ L(H, V )
is called a gauge in Ω if
x = −(ΨΩV (x))∗(ΨΩV (x)) for all x ∈ Ω .
Here the adjoint is to be taken with respect to the corresponding inner products, i.e.
≺φ |ΨΩV (x)u≻ = 〈
(
ΨΩV (x)
)∗
φ |u〉H for all φ ∈ V and u ∈ H .
We remark that the concept of defining a gauge as a representation of Hilbert space
vectors as wave functions goes back to [3, Definition 2.1].
In order to see that gauges exist, one can proceed as follows. Given Ω, for every y ∈ Ω
one chooses a unitary mapping
Uy : Sy → V (6.1)
(such a unitary mapping exists because V and Sy have the same signature). Then the
mapping
ΨΩV (y) := Uy Ψ(y) (6.2)
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is indeed a gauge because
−(ΨΩV (y))∗(ΨΩV (y)) = −(Ψ(y))∗(Ψ(y)) = y
(where in the first step we used that Uy is unitary, and in the second step we ap-
plied (2.13)). In this construction, the local gauge freedom corresponds to the freedom
in choosing the isomorphisms (6.1) between the spin spaces and V .
Fixing the gauge amounts to constructing distinguished gauges. Our general proce-
dure is outlined as follows. Given x ∈ F, we want to construct a distinguished gauge in
an open neighborhood Ω ⊂ F of x. To this end, we want to construct a distinguished
mapping
φ : Ω→ L(H, Sx) (6.3)
with the property that the local correlation operator corresponding to φ(y) agrees
with y, i.e.
y = −φ(y)∗φ(y) for all y ∈ Ω .
Next, we choose a unitary operator Ux from Sx to V . Then the mapping
ΨΩV : Ω→ L(H, V ) , ΨΩV (y) := Ux φ(y) (6.4)
is a gauge. This construction is illustrated in the following diagram:
y ∈ Ω ⊂ F φ(y) ∈ L(H, Sx)
Ux φ(y) ∈ L(H, V )
φ
Ux : Sx → V
ΨΩV
Note that, in contrast to the construction (6.2), which involves the freedom in choosing
a unitary operator Uy at every y ∈ Ω, the gauge (6.4) involves only one unitary
operator Ux. In this way, the local gauge freedom has been fixed up to global gauge
transformations.
The mapping φ in (6.3) has a simple interpretation as “using wave functions as
coordinates.” Indeed, given u ∈ H, the vector φ(y)u ∈ Sx can be regarded as the
physical wave function at the spacetime point y, however in a gauge where all the spin
spaces are identified with Sx. This idea will become clearer in the next sections, when
we use the wave evaluation operator Ψ for the construction of φ. Due to the local
gauge freedom, the idea of “using wave functions as coordinates” can be realized only
after invoking a gauge fixing procedure. We first introduce this gauge fixing by hand
(Section 6.1) and justify it afterward by analyzing the Gaussian charts of Section 5
(Section 6.2).
6.1. Symmetric Wave Charts. By varying the wave evaluation operator, we obtain
a mapping
R : W ⊂ L(H, Sx)→ F , ψ 7→ −ψ∗ψ , (6.5)
whereW is an open neighborhood of Ψ(x) which is chosen so small that all the opera-
tors in the image of R have n positive and n negative eigenvalues (a similar construction
which in addition arranges a constant trace is considered in see [12, Section 6.2]). Since
every operator in F can be realized as its own local correlation operator (2.14) and
all the spin spaces are isomorphic, it is obvious that the image of R contains an open
neighborhood of x ∈ F. However, the operator R has a kernel. In order to describe
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this kernel systematically, it is convenient to again decompose the Hilbert space into
the direct sum
H = I ⊕ J with I := Sx, J := (Sx)⊥ , W ∋ ψ = ψI + ψJ . (6.6)
For clarity, we point out that I always denotes the Hilbert space with the induced
scalar product 〈.|.〉H|I×I . Thus I and Sx coincide as complex vector spaces. However,
the spin space Sx is not a Hilbert space but an indefinite inner product space, endowed
with the spin inner product ≺.|.≻x := 〈.|x.〉H.
The direct sum decomposition (6.6) gives rise to a corresponding decomposition of
the linear operators,
L(H, Sx) = L(I, Sx)⊕ L(J, Sx) .
We again point out that the space L(I, Sx) coincides as a vector space with L(I),
and L(J, Sx) coincides with L(J, I). However, when taking adjoints, one must be
careful to take the correct inner products. Possibly by choosing W smaller, we can
arrange that the operators ψI ∈ L(I, I) are all invertible, so that R becomes a mapping
R : W ⊂ GL(Sx)⊕ L(J, Sx)→ F
(where we canonically identified L(I, Sx) with L(Sx)). The gauge freedom becomes
manifest in the fact that the mapping R has a non-trivial kernel:
Lemma 6.2. R is injective up to gauge transformations in U(Sx), meaning that
R
(
ψI , ψJ) = R
(
ψ˜I , ψ˜J) ⇐⇒ ∃ U ∈ U(Sx) with ψ˜I = UψI and ψ˜J = UψJ (6.7)
(where U(Sx) are the unitary operators with respect to the spin inner product).
Proof. Unitarity with respect to the spin inner product is defined by
≺Uφ|Uφ˜≻x = ≺φ|φ˜≻x for all φ, φ˜ ∈ Sx .
Using (2.12), unitarity can be written more explicitly as the conditions
X−1 U †X = U−1 or U †X = X U−1 . (6.8)
Using a block matrix notation in the direct sum decomposition (6.6), we have
R
(
ψI , ψJ ) = −
(
ψ†I X ψI ψ
†
I X ψJ
ψ†J X ψI ψ
†
J X ψJ
)
.
Hence the condition R
(
ψI , ψJ) = R
(
ψ˜I , ψ˜J) is equivalent to the three equations
ψ†I X ψI = ψ˜
†
I X ψ˜I (6.9)
ψ†I X ψJ = ψ˜
†
I X ψ˜J (6.10)
ψ†J X ψJ = ψ˜
†
J X ψ˜J . (6.11)
Since ψI and ψ˜I are invertible operators, we can write
ψ˜I = UψI (6.12)
with an invertible operator U on I. Multiplying (6.9) from the left by the inverse
of ψ†I and from the right by the inverse of ψI , we obtain the condition X = U
†XU .
Comparing with (6.8), we conclude that U ∈ U(Sx) is unitary with respect to the spin
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inner product. Substituting (6.12) in (6.10) and using that U is unitary with respect
to the spin inner product, we obtain the equivalent condition
ψ†I X ψJ = ψ
†
I U
†X ψ˜J = ψ
†
I X U
−1 ψ˜J ,
and multiplying from the left by U X−1 (ψ†I)
−1 gives the last identity in (6.7). If the
relations on the right side of (6.7) hold, then the condition (6.11) is also satisfied. This
concludes the proof. 
After these preparations, we can explain our method for fixing the gauge. The gauge
freedom (6.7) means that both ψI and ψJ can be multiplied by an arbitrary unitary
operator U ∈ U(Sx). Using this freedom, we can arrange that
ψI ∈ Symm(Sx) (6.13)
becomes a symmetric operator. This method indeed fixes the local gauge freedom
completely, as we shall now work out. Before beginning, we remark that, at present,
our procedure is motivated only by the fact that it works and is canonical. A deeper
justification will be given in connection with the Gaussian charts in Section 6.2 below.
We begin with a preparatory lemma.
Lemma 6.3. (unique polar decomposition) Let (V,≺.|.≻) be a (finite-dimensio-
nal) indefinite inner product space. Then there is an open neighborhood W of 1 ∈ L(V )
such that every operator A ∈W has a unique polar decomposition
A = U S with U ∈ U(V ) and S ∈ Symm(V ) ∩W . (6.14)
Proof. Writing A = 1 +∆A, it follows that
B := A∗A = (1 + ∆A)∗(1 + ∆A) = 1 + ∆B
with ∆B = (∆A)∗+(∆A)+(∆A)∗(∆A). If the neighborhood ofW is chosen sufficiently
small, the spectral calculus for B is well-defined as a power expansion in ∆B. In
particular, the series
B
1
2 := 1 +
∆B
2
−
∞∑
n=2
1
2n
(2n− 3)!
n! (2n − 4)!!
(−∆B)n ,
B−
1
2 := 1 +
∞∑
n=1
1
2n
(2n − 1)!
n! (2n − 2)!!
(−∆B)n
converge absolutely (since V is finite-dimensional, all norms on V are equivalent, defin-
ing a unique topology on V ). This makes it possible to form the polar decomposi-
tion (6.14) with the standard formulas
U = AB−
1
2 and S = B
1
2 .
Here the operator U is indeed unitary because
UU∗ =
(
AB−
1
2
)(
B−
1
2 A∗
)
= AB−1A∗ = A
(
A∗A
)−1
A∗ = AA−1
(
A∗
)−1
A∗ = 1 .
It remains to show uniqueness. To this end, we consider two polar decompositions,
A = U S = U˜ S˜ . (6.15)
Using that U, U˜ are unitary and S, S˜ are symmetric, we obtain
A∗A = S2 = S˜2 . (6.16)
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Choosing W sufficiently small, the square root is again well-defined as a power series,
i.e.
S =
√
S2 and S˜ =
√
S˜2 .
Hence (6.16) implies that S = S˜. As a consequence, it follows from (6.15) that U = U˜ ,
completing the proof. 
We now apply the previous lemma to the mapping ψI :
Lemma 6.4. There is an open neighborhood W of Ψ(x) ∈ L(H, Sx) such that for
every ψ ∈ Ω, the operator ψI : Sx → Sx has a unique polar decomposition of the form
ψI = U S with U ∈ U(Sx) and S ∈ Symm(Sx) ∩ πxΩ|Sx . (6.17)
Proof. Since
Ψ(x)I = 1 I , Ψ(x)J = 0 ,
we can write ψ ∈ Ω as
ψI = 1 I +∆ψI ψJ = ∆ψJ ,
where ∆ψ is sufficiently small. Regarding the operator ψI as an endomorphism of Sx,
we can apply Lemma 6.3 with V = Sx to conclude that this operator has a unique
polar decomposition of the form (6.17). 
We now use the unitary operator U in (6.17) to perform a gauge transforma-
tion (6.14). Due to the uniqueness of the construction, we thus obtain a chart. We
have thus proved the following theorem:
Theorem 6.5. For every x ∈ F there is an open neighborhood W of
(1 , 0) ∈ Symm(Sx)⊕ L(J, Sx)
such that
R : W ⊂ Symm(Sx)⊕ L(J, Sx)→ F , ψ 7→ −ψ∗ψ
is a local parametrization of F around x. Its inverse
φ :=
(
R|Ω
)−1
: Ω ⊂ F → Symm(Sx)⊕ L(J, Sx) (6.18)
with Ω := R(W ) ⊂ F is a local chart of F.
The chart (φ,Ω) is referred to as the symmetric wave chart about the point x ∈M .
We finally bring the symmetric wave chart into a more explicit form:
Proposition 6.6. Choosing the open set Ω sufficiently small, the symmetric wave
chart φ in (6.18) takes the form
φ(y) =
(
P (x, x)−1 Axy P (x, x)
−1
)− 1
2 P (x, x)−1 P (x, y) Ψ(y) ,
where Axy := P (x, y)P (y, x) is the closed chain.
Proof. The operator R introduced in (6.5) has the property that
−Ψ(y)∗Ψ(y) = y != R(ψ) = −ψ∗ψ .
As a consequence, ψ differs from Ψ(y) by a unitary mapping, i.e.
ψ = Ux,yΨ(y) : H→ Sx with Ux,y ∈ U(Sy, Sx) .
We thus obtain the ansatz
φ(y) = Ux,yΨ(y) , (6.19)
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where we must choose Ux,y such that the restriction φ(y)|Sx : Sx → Sx is symmetric.
Let us evaluate what this condition means: First, it is convenient to express the
operators in terms of the kernel of the fermionic projector,
Ψ(y)|Sx = πy πx|Sx = πy xX−1 πx
∣∣
Sx
= P (y, x)P (x, x)−1
∣∣
Sx
(where we used again the notation (2.9)). Next, we form a polar decomposition of the
obtained operator
B := P (y, x)P (x, x)−1
∣∣
Sx
: Sx → Sy .
This gives
φ(y)|Sx = Ux,yΨ(y)|Sx = Ux,y B|Sx = Ux,y
(
B (B∗B)−
1
2
)
(B∗B)
1
2
∣∣
Sx
.
Therefore, we can choose Uxy as
Ux,y =
(
B (B∗B)−
1
2
)−1
= (B∗B)
1
2 B−1 = (B∗B)
1
2 (B∗B)−1B∗ = (B∗B)−
1
2 B∗
=
(
P (x, x)−1Axy P (x, x)
−1
)− 1
2 P (x, x)−1 P (x, y) . (6.20)
This operator is indeed unitary because
Ux,y (U
∗
x,y) =
(
P (x, x)−1 Axy P (x, x)
−1
)− 1
2 P (x, x)−1 P (x, y)
× P (y, x)P (x, x)−1(P (x, x)−1Axy P (x, x)−1)− 12
=
(
P (x, x)−1 Axy P (x, x)
−1
)− 1
2
× (P (x, x)−1 Axy P (x, x)−1)(P (x, x)−1Axy P (x, x)−1)− 12 = 1Sx .
The uniqueness of Uxy follows from Lemma 6.3. Using (6.20) in (6.19) gives the
result. 
6.2. Gaussian Wave Charts. We now analyze whether the Gaussian charts con-
structed in Section 5 also give rise to wave charts. Our starting point is the local
parametrization Λ in (5.1). Our strategy is to construct a mapping ψ ∈ L(I, Sx) ⊕
L(J, Sx) such that M = R(ψ) (where R is again the mapping (6.5)). In other words,
in block matrix notation, we want to find ψ such that
M =
(
ψ†I
ψ†J
)
X
(
ψI ψJ
)
. (6.21)
Considering the upper left block matrix entry of M and comparing with (5.1), one
finds that ψI must satisfy the equation
ψ†I X ψI = X +A . (6.22)
This equation can be solved with the spectral calculus: The first step is to set
X +A = X
(
1 +X−1A
)
= X
√
1 +X−1A
√
1 +X−1A ,
where the square root is defined as a power series in X−1A. Using that for any p ∈ N,
X
(
X−1A
)p
=
(
AX−1
)p
X ,
it follows that
X
√
1 +X−1A =
√
1 +AX−1X =
(√
1 +X−1A
)†
X .
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We conclude that
X +A =
(√
1 +X−1A
)†
X
√
1 +X−1A , (6.23)
giving the explicit solution of (6.22)
ψI =
√
1 +X−1A . (6.24)
Using (6.23) in (3.1), we can read off that ψJ is given explicitly by
ψJ =
√
1 +X−1A (X +A)−1B
=
√
1 +X−1A (1 +X−1A)−1X−1B
=
(
1 +X−1A
)− 1
2 X−1B . (6.25)
With (6.24) and (6.25) we have found an explicit solution ψ = ψI +ψJ of (6.21). Our
findings are summarized as follows:
Proposition 6.7. In the Gaussian parametrization Λ in (5.1), the spectral calculus
gives rise to a canonical mapping
W :
(
Symm(I)⊕ L(I, J)) ∩Bε(0)→ L(I, Sx)⊕ L(J, Sx)
(A,B) 7→
(√
1 +X−1A,
(
1 +X−1A
)− 1
2 X−1B
)
(6.26)
with the property that
Λ(A,B) = R
(
W(A,B)
)
for all (A,B) ∈ ( Symm(I)⊕ L(I, J)) ∩Bε(0). The mapping
φ := W ◦ Λ−1 : Ω ⊂ F → L(I, Sx)⊕ L(J, Sx)
with Ω := Λ(Bε(0)) is a local chart of F.
The chart (φ,Ω) is referred to as the Gaussian wave chart about the point x ∈ M .
Our construction is summarized by
y ∈ Ω ⊂ F Λ−1(y) ∈ Symm(I)⊕ L(I, J) φ(y) ∈ L(H, Sx) .Λ
−1
W
A more detailed analysis can be found in [21].
Let us analyze what this result means. Note that the operators A and B in Propo-
sition 6.7 map subspaces of the Hilbert space H into each other; thus no indefinite
inner product spaces appear. Nevertheless, the spin inner product is important for
understanding the formula in (6.26). The main observation is the following simple
lemma:
Lemma 6.8. The operator
√
1 +X−1A, regarded as an endomorphism of the spin
space Sx, is symmetric, √
1 +X−1A ∈ Symm(Sx) .
Proof. Using the formula (2.12), we obtain(
X−1A
)∗
= X−1
(
X−1A
)†
X = X−1
(
AX−1
)
X = X−1A .
Hence all powers of X−1A are also in Symm(Sx). Since the square root is defined by
a power series, the result follows. 
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As a consequence of this lemma, the operator W maps to Symm(Sx)⊕L(J, Sx). Com-
paring with (6.18), we conclude that the Gaussian wave chart satisfies the symmetry
condition (6.13) used for the construction of the symmetric wave charts. Using the
uniqueness of the latter construction, we come to the following conclusion:
Proposition 6.9. The symmetric wave chart and the Gaussian wave chart about the
point x ∈M coincide.
This result gives a better understanding of the above constructions. First of all, the
fact that different constructions give the same wave charts shows that our wave charts
are canonical. More technically, the symmetry condition which in (6.13) was intro-
duced ad hoc, gets a more convincing justification by Proposition 6.7 and Lemma 6.8,
where the condition (6.13) follows simply by rewriting the parametrization of the
Gaussian chart in terms of a wave chart.
7. Example: Dirac Systems
We now want to illustrate our results in concrete examples. Knowing that symmetric
wave charts and Gaussian wave charts coincide (see Proposition 6.9), it suffices to
consider the symmetric wave chart as computed in in Proposition 6.6. According
to (6.4), the corresponding gauge ΨΩV (see Definition 6.1) is obtained by composing
with a unitary operator Ux : Sx → V .
7.1. Dirac Systems in Finite Spatial Volume. We consider a system of non-
interacting Dirac particles in finite spatial volume (for basics on the Dirac equation
we refer to [28] or standard textbooks like [2, 27, 25]). More precisely, let M be the
subset of Minkowski space
M := R× [−L,L]3 ⊂ R1,3 (7.1)
with periodic boundary conditions. The four-component Dirac spinors ψ(x) in Min-
kowski space take values in the spinor space, which we denote by SxM ≃ C4. The
spinor space is endowed with an inner product ≺.|.≻ of signature (2, 2) (which in
physics is usually written as ≺ψ|φ≻ = ψφ with the adjoint spinors ψ = ψ†γ0), which
we refer to as the spin inner product. For convenience, we extend the Dirac wave
functions to periodic functions in all of R1,3, i.e.
ψ
(
t, ~x
)
= ψ
(
t, ~x+ ~v
)
for all t ∈ R, ~x ∈ R3 and ~v ∈ (2LZ)3 .
The scalar product on the Dirac solutions takes the usual form
(ψ|φ) := 2π
∫
[−L,L]3
≺ψ(t, ~x) | γ0 ψ(t, ~x)≻ d3x , (7.2)
Next, we make the plane-wave ansatz
ψ~kas(t, ~x) = c e
−ikx χ~kas with
~k ∈
(π
L
Z
)3
, a ∈ {1, 2} and s ∈ {±1} , (7.3)
where c is a non-zero normalization constant to be determined below. Here kx is the
Minkowski inner product of the spacetime point x = (t, ~x) with four-momentum k on
the mass shell,
k :=
(
s ω(~k), ~k
)
with ω(~k) :=
√∣∣~k∣∣2 +m2 .
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Moreover, the spinors χ~kas are solutions of the Dirac equation in momentum space(
/k −m) χ~kas = 0 , (7.4)
which we choose to be pseudo-orthonormal with respect to the spin inner product, i.e.
≺χ~kas |χ~ka′s≻ = s δaa′ . (7.5)
As a consequence, for fixed ~k and s, the integrand in (7.2) is computed by
≺χ~kas | γ0 χ~ka′s≻ =
1
2m
(
≺/k χ~kas | γ0 χ~ka′s≻+≺χ~kas | γ0 /k χ~ka′s≻
)
=
2k0
2m
≺χ~kas | χ~ka′s≻ =
s ω(~k)
m
s δaa′ =
ω(~k)
m
δaa′ .
Moreover, this scalar product vanishes for fixed ~k if the frequencies of the waves have
opposite signs,
≺χ~ka+ | γ0 χ~ka′−≻ =
1
2m
(
≺(ω(~k) γ0 − ~k~γ)χ~ka+ | γ0 χ~ka′−≻
+≺χ~ka+ | γ0
(− ω(~k) γ0 − ~k~γ)χ~ka′−≻) = 0
(where in the last line we used that [γ0, γ0] = 0 = {γα, γ0} for α ∈ {1, 2, 3}). Us-
ing these formulas in (7.2), one concludes that the plane waves (7.3) are orthogonal.
Moreover, the calculation
(ψ~kas|ψ~kas) := 2π |c|2 (2L)3 ≺χ~kas | γ0 χ~kas≻ = 16π |c|2 L3
ω(~k)
m
shows that choosing the normalization constant as
c =
√
m
πω(~k)
1
4L
3
2
,
we obtain unit vectors. Our findings are summarized as follows:
Lemma 7.1. In a three-dimensional box (7.1) with periodic boundary conditions, the
Dirac wave functions
ψ~kas(t, ~x) =
√
m
πω(~k)
1
4L
3
2
e−ikx χ~kas (7.6)
with ~k ∈ (πZ/L)3, a ∈ {1, 2} and s ∈ {±1}, form an orthonormal basis of the
Hilbert space of all Dirac solutions, endowed with the scalar product (7.2). Here χ~kas
are pseudo-orthonormal solutions of the Dirac equation in momentum space (7.4)
and (7.5).
We now choose the Hilbert space H as the subspace of the solution space of all
negative-energy solutions whose energy is above −1/ε, i.e.
H := span
{
ψ~ka−(t, ~x)
∣∣∣ a ∈ {1, 2} and ω(~k) < 1
ε
}
. (7.7)
Lemma 7.2. The Hilbert space H is finite-dimensional. Its dimension has the follow-
ing asymptotics for small ε,
f := dimH =
8
3π2
(
L
ε
)3 (
1 + O
( ε
L
)
+ O
(
εm
))
.
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Proof. According to Lemma 7.1, two Dirac states of negative energy occupy a volume
of (π/L)3 in momentum space. As a consequence of the energy cutoff, we must occupy
a sphere of radius
√
ε−2 −m2 in momentum space. Hence the number of states is
counted by
f =
4π
3
1
ε3
2
(
L
π
)3(
1 + O
( ε
L
)
+ O
(
εm
))
,
giving the result. 
Having a finite-dimensional Hilbert space consisting of smooth wave functions, we can
define the local correlation operators without regularization operators, i.e.
F : M → F , (ψ |F (x)φ) = ≺ψ(x) |φ(x)≻ ∀ ψ, φ ∈ H .
Finally, we define the universal measure as the push-forward of the Lebesgue measure
on M,
dρ := F∗
(
µM
)
with dµM := d
4x .
We thus obtain a causal fermion system (H,F, ρ) of spin dimension n = 2.
7.2. The Kernel of the Fermionic Projector in Finite Volume. For the com-
putations, it it is favorable to identify the spin space Sx with the space SxM of Dirac
spinors at the point x of Minkowski space M. To this end, we introduce the evaluation
operator ex by
ex : H→ SxM , ψ 7→ ψ(x) (7.8)
(here we use the fact that, according to (7.7), the vectors of H are not merely abstract
vectors but linear combinations of plane wave solutions of the Dirac equation, which
can be evaluated at x ∈ M). In [9, Section 1.2.4] it is show that if ex is surjective,
then the spacetime point x is regular (see [9, eq. 1.2.15]). Using this result, we now
prove that our causal fermion system is regular if the dimension of the Hilbert space
is sufficiently large:
Proposition 7.3. If dimH ≥ 4, then the causal fermion system (H,F, ρ) is regular.
Proof. Assume that dimH ≥ 4. Then, since every momentum ~k gives rise to two Dirac
solutions, at least two different momenta are occupied. According to (7.4) and (7.5),
for given ~k the two spinors χ~ka− with a = 1, 2 span the image of the matrix /k +m.
By direct computation, one sees that for two different momenta ~k and ~k′, the span of
the images of the operators /k +m and /k
′
+m is four-dimensional. As a consequence,
the corresponding four plane wave solutions ψ~ka−(x) and ψ~k′a−(x) evaluated at x are
linearly independent. This implies that the evaluation operator (7.8) has rank four,
giving the result. 
From now on, we always assume that dimH ≥ 4, so that our causal fermion system
is regular. Restricting the evaluation operator to the subspace Sx ⊂ H, we obtain the
mapping
ex|Sx : Sx → SxM . (7.9)
This mapping is indeed an isomorphism from the spin space to the spinor space (for
details see [9, Proposition 1.2.6]), making it possible to identify Sx and SxM as indef-
inite inner product spaces. This identification is useful for bringing the objects of the
causal fermion system into a more explicit form, as we now explain in two examples.
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Proposition 7.4. Using the identification (7.9) of the spin spaces with the spinor
spaces, the wave evaluation operator (2.7) coincides with the evaluation operator (7.8),
Ψ(x) : H→ SxM , u 7→ exu = u(x) .
For the proof see [9, Proposition 1.2.6], choosing the regularization operator as the
identity.
In the calculations it is most convenient to work with the kernel of the fermionic
projector, which for clarity we denote with indices ε and L,
P ε,L(x, y) = πx y|Sy : Sy → Sx . (7.10)
Proposition 7.5. Using the identification (7.9) of the spin spaces with the spinor
spaces, the kernel of the fermionic projector (7.10) takes the form
P ε,L(x, y) =
1
(2L)3
∑
~k∈(πZ/L)3,
ω(~k)<ε−1
1
4π ω(~k)
e−ik(x−y) (/k +m)
∣∣∣∣
k=
(
−ω(~k),~k
) . (7.11)
Proof. According to [9, Proposition 1.2.7], under the identification (7.9) the kernel of
the fermionic projector takes the form
P ε,L(x, y) = −
∑
~k,a
|ψ~ka−(x)≻≺ψ~ka−(y)| (7.12)
(where we used a bra/ket notation and made use of the fact that in our example, there
is no regularization operator). Using the explicit form of the plane wave solutions (7.6),
we obtain
P ε,L(x, y) = − 1
(2L)3
∑
~k,a
m
2π ω(~k)
e−ik(x−y) |χ~ka−≻≺χ~ka−| .
The bra/ket combination of the spinors χ~ka− can be calculated further. Indeed, using
that these spinors form a pseudo-orthonormal basis of the solution space of the Dirac
equation space (see (7.4) and (7.5)), it is clear that the operator
−
2∑
a=1
|χ~ka−≻≺χ~ka−|
is an idempotent symmetric operator (with respect to the spin inner product) whose
image coincides with that of the operator /k +m. As a consequence,
−
2∑
a=1
|χ~ka−≻≺χ~ka−| =
1
2m
(/k +m) .
This concludes the proof. 
7.3. Connection to the Kernels in Infinite Volume. In order to bring the kernel
of the fermionic projector in (7.11) into a more explicit form, it is useful to compare
it with the corresponding kernel in infinite volume. The unregularized kernel is the
integral over the lower mass shell (see [9, Section 1.2.5]),
P (x, y) :=
∫
d4k
(2π)4
(/k +m) δ(k2 −m2) Θ(−k0) e−ik(x−y) .
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The simplest method for the regularization is to insert a momentum cutoff (see also [9,
Section 3.8.6 (B)]),
P ε(x, y) :=
∫
d4k
(2π)4
(/k +m) δ(k2 −m2) Θ(−k0) Θ(1 + εk0) e−ik(x−y) .
Proposition 7.6. The unregularized kernel, the regularized kernel and the kernel in
finite volume are related to each other by
P ε(x, y) =
∫ ∞
−∞
P
(
x, y +
(
t,~0
)) 1
πt
sin
( t
ε
)
dt (7.13)
P ε,L(x, y) =
∑
~z∈(2LZ)3
P ε
(
x, y +
(
0, ~z
))
. (7.14)
Proof. The momentum cutoff is realized by multiplying in momentum space with the
characteristic function χ[−ε−1,ε−1](ω) with ω = k
0. Multiplication in momentum space
corresponds to convolution in momentum space with the kernel
χˆ[−ε−1,ε−1](t) :=
∫ 1
ε
− 1
ε
dω
2π
e−iωt =
i
2πt
(
e−
it
ε − e itε
)
=
1
πt
sin
( t
ε
)
.
This proves (7.13).
In order to derive (7.14), we rewrite (7.11) as
P ε,L(x, y) =
∫ ∞
−∞
dω
2π
1
(2L)3
∑
~k∈(πZ/L)3,
ω(~k)<ε−1
δ(k2 −m2) Θ(−k0) e−ik(x−y) (/k +m)
=
∫
d4k
(2π)4
e−ik(x−y)
((π
L
)3 ∑
~q∈(πZ/L)3
δ3
(
~k − ~q))
×
(
(/k +m) δ(k2 −m2) Θ(−k0) Θ(1 + εk0)) .
Again using that multiplication in momentum space corresponds to convolution in
position space, one sees that P ε,L is obtained from P ε by convolution with the spatial
kernel
h(~x) =
(π
L
)3 ∫ d3k
(2π)3
∑
~q∈(πZ/L)3
δ3
(
~k − ~q) ei~k~x
=
1
(2L)3
∑
~q∈(πZ/L)3
ei~q~x =
∑
~z∈(2LZ)3
δ3(~x− ~z) ,
where in the last step we used the completeness relation for plane waves on the torus.

For clarity we remark that the sum in (7.14) makes P ε,L periodic in space with pe-
riod 2L.
7.4. Gauge Fixing of Wave Functions in Spacetime. We now compute the
gauge (6.4) for the symmetric wave chart φ of Proposition 6.6 more explicitly for
our Dirac systems. Although this gauge was derived under the assumption that H is
finite-dimensional, all the formulas expressed in terms of the kernel of the fermionic
projector can be used in the infinite-dimensional setting of Section 7.3 just as well.
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With this in mind, the following results apply to the kernels with regularization in
Proposition 7.6, both in finite and infinite spatial volume. For ease in notation, from
now on we omit the indices ε and L.
We begin with the massless case m = 0. Then by symmetry it follows that
P (x, x) = αγ0 with α ∈ R (7.15)
and thus
Ux,y =
(
γ0Axy γ
0
)− 1
2 γ0 P (x, y) .
Using that (γ0)2 = 1, we obtain(
γ0Axy γ
0
)p
= γ0Apxy γ
0
for any p ∈ N. The spectral calculus yields that this relation holds also for any real p.
Hence
Ux,y =
(
γ0A
− 1
2
xy γ
0
)
γ0 P (x, y) = γ0A
− 1
2
xy P (x, y) .
Hence
φ(y) = Ux,yΨ(y) = γ
0A
− 1
2
xy P (x, y) Ψ(y) .
The resulting symmetric wave gauge is
ΨΩV (y) = Ux γ
0A
− 1
2
xy P (x, y) Ψ(y) . (7.16)
Before going on, we point out that the combination A
− 1
2
xy P (x, y) is reminiscent of the
spin connection in [13]. Indeed, the spin connection has the form (see [13, eq. (3.42)])
Dx,y = e
iϕxy vxy A
− 1
2
xy P (x, y) . (7.17)
where vxy is the directional sign operator (see [13, Definition 3.15]). In simple terms,
the factor eiϕxy vxy introduces generalized SU(2)-phases which are absent in (7.16).
These phases are important for the geometric constructions in [13]. The drawback is
that the spin connection (7.17) is not defined for all spacetime points y in an open neigh-
borhood of x, but only for a more restrictive class of spacetime points which satisfy
the conditions subsumed in the notion of spin connectability (see [13, Definition 3.17]).
With this in mind, the spin connection (7.17) cannot be used for constructing charts.
The factor γ0A
− 1
2
xy P (x, y) in (7.16) can be understood as a simplified version of a spin
connection, which is insufficient for describing the geometry of spacetime, but which
can nevertheless be used for constructing distinguished gauges.
In the massless case, the kernel of the fermionic projector P (x, y) has only a vector
component (see (7.11) or the similar formulas in infinite volume). Therefore, we can
make the general ansatz
P (x, y) = /u(x, y) + i/ζ(x, y) (7.18)
with two Minkowski vectors u and ζ. In view of (7.15),
/u(x, x) = αγ0 and /ζ(x, x) = 0 .
Moreover, we know that
P (y, x) = P (x, y)∗ = /u(x, y)− i/ζ(x, y) .
Hence, omitting the arguments x and y, we obtain for the closed chain
Axy = u
2 + ζ2 − i [/u, /ζ] . (7.19)
In the next lemma we compute the factor A−
1
2 P (x, y) in (7.16).
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Lemma 7.7. For the kernel of the fermionic given by (7.18),
A
− 1
2
xy P (x, y) =
1
2
(√
λ+ +
√
λ−√
λ+λ−
− ζ
2 − i(uζ)√
u2ζ2 − 2(uζ)2
√
λ+ −
√
λ−√
λ+λ−
)
/u
+
i
2
(√
λ+ +
√
λ−√
λ+λ−
− u
2 − i(uζ)√
u2ζ2 − 2(uζ)2
√
λ+ −
√
λ−√
λ+λ−
)
/ζ ,
where
λ± = u
2 + ζ2 ± 2
√
u2 ζ2 − (uζ)2 . (7.20)
Proof. The calculation(
Axy − u2 − ζ2
)2
= −[/u, /ζ]2 = −/u/ζ/u/ζ − /ζ/u/ζ/u+ 2u2 ζ2
= −(2 (uζ) /u/ζ − u2ζ2)− (2 (uζ) /ζ/u− u2ζ2)+ 2u2 ζ2 = −4 (uζ)2 + 4u2 ζ2
shows that the matrix Axy has the eigenvalues λ± as given in (7.20). The corresponding
spectral projection operators are given by
E± =
1
2
(
1 ± Axy − λ∓
λ+ − λ−
)
=
1
2
(
1 ∓ i [/u, /ζ]
2
√
u2ζ2 − (uζ)2
)
,
where in the last step we used (7.19) and (7.20). The spectral calculus gives
A
− 1
2
xy P (x, y) =
∑
s=±
λ
− 1
2
s Es P (x, y) .
Substituting (7.18) and applying the relations
[/u, /ζ] /u = /u/ζ/u− u2 /ζ = (2 (uζ) /u− u2 /ζ)− u2 /ζ
= 2 (uζ) /u− 2u2 /ζ
[/u, /ζ] /ζ = −2 (uζ) /ζ + 2ζ2 /u
gives the result. 
We next analyze this result in an expansion near the diagonal x = y. To this end,
we make the ansatz
u = αγ0 + τ u1 + O
(
τ2
)
, ζ = τ ζ1 + O
(
τ2
)
(7.21)
with a real expansion parameter τ . A straightforward computation (which we carried
out with the help of Mathematica) gives the following result:
Proposition 7.8. For P (x, y) as in (7.18) with u and ζ according to (7.21),
γ0A
− 1
2
xy P (x, y) = 1 − τ γ0
(
~u~γ
)
+ τ
iζ01
|α| 1 + O
(
τ2
)
. (7.22)
Let us explain the above results. We begin with Proposition 7.8. Writing the matrix
in (7.22) in the form 1 + τA+O(τ2), the fact that A is antisymmetric (with respect to
the spin inner product) shows that this matrix is unitary. Next, one sees that only the
spatial component of u and only the time component of ζ enter (7.22). More precisely,
the time component of ζ gives a phase factor, whereas the spatial component of u
gives a bilinear contribution. These contributions clearly depend on the regularization
scale ε. The expansion in Proposition 7.8 is justified only if the difference vector y−x
is as small as the regularization scale. On larger scales, one must work instead with the
formulas of Lemma 7.7. In general terms, the matrix in (7.22) is a unitary mapping
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from the spinor spaces at y to x, which depends on the difference vector y − x and on
the regularization.
In the resulting symmetric wave gauge ΨΩV in (7.16), this matrix is multiplied
by Ψ(y), which is composed of the plane-wave solutions of the Dirac equation at
the spacetime point y (see Proposition 7.4). The point of interest is that gauge phases
drop out of ΨΩV . This can be seen explicitly from the transformation law under gauge
transformations (1.1) and (1.2), which implies that
Ψ(y)→ eiΛ(y) Ψ(y)
P (x, y)→ eiΛ(x)−iΛ(y) P (x, y)
Axy → Axy
ΨΩV (y)→ ΨΩV (y) .
Thus the local gauge freedom of electrodynamics is completely fixed.
Due to the phases depending on y−x in (7.22), the symmetric wave gauge cannot be
identified with any of the usual gauges of electrodynamics (like the Lorenz, Coulomb
or general Rxi gauges). Instead, the local phases are determined by the detailed form
of the regularization.
We finally explain how the above findings generalize to the massive case m > 0. In
this case, the regularized kernel P (x, y) also involves a scalar component, making all
the formulas more complicated. However, for y − x on the Planck scale, the scalar
component is smaller than the vector component by a scaling factor of εm. Therefore,
the result of Proposition 7.8 is still valid, up to small correction terms. With this in
mind, all our qualitative results remain valid, but the detailed form of the gauge fixing
is more involved.
7.5. Gauge Fixing of the Perturbation Expansion. We now consider the sit-
uation that the Dirac wave functions are perturbed by an external electromagnetic
potential A. Before beginning, we briefly explain how the electromagnetic potential
comes into play in the analysis of the dynamics of causal fermion systems. As ex-
plained in Section 2.1, it is a central idea behind causal fermion systems to describe
the physical system purely in terms of the ensemble of wave functions. Implementing
this idea in a gauge-invariant way leads to the definition of causal fermion systems
(see Definition 2.1). The dynamics of a causal fermion systems is described by a vari-
ational principle for the measure ρ, referred to as the causal action principle (see for
example [9, Section 1.1]). This action principle can be understood as describing an
interaction of all the physical wave functions of the system. In order to write this
interaction in a more tractable form, it is very helpful to describe the collective be-
havior of all the physical wave functions by bosonic potentials. This procedure has
been carried out systematically in [9], leading to the so-called continuum limit analysis
where the interaction is described effectively by classical bosonic gauge fields coupled
to fermionic wave functions. In the present paper, we do not enter the analysis of the
causal action principle. Instead, we simply perturb the system of Dirac wave func-
tions by an external electromagnetic potential A and analyze how the resulting causal
fermion system changes.
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It is most convenient to begin with the perturbation of the wave evaluation opera-
tor Ψ. Always denoting the perturbed objects by a tilde, to first order we obtain
Ψ˜(x) = Ψ(x)− (sm /AΨ)(x) = Ψ(x)−
∫
sm(x, y) /A(y)Ψ(y) d
4y , (7.23)
where sm is a Dirac Green’s operator. To higher order, one has similar formulas
involving several Green’s operators (for a systematic treatment see for example [19]).
Here we do not need to enter the details of the perturbation expansion. It suffices to
note that the perturbation expansion respects the gauge symmetry in the sense that
a pure gauge potential /A(x) = ∂/Λ(x) gives rise to a local phase transformation,
Ψ˜(x) = eiΛ(x) Ψ(x) . (7.24)
To first order, this can be verified directly from (7.23) using the computation
Ψ˜(x) = Ψ(x)− (sm(∂/Λ)Ψ)(x) = Ψ(x) + i(sm[i∂/−m,Λ]Ψ)(x)
= Ψ(x) + iΛ(x) Ψ(x) = eiΛ(x) Ψ(x) + O
(
Λ2
)
.
Once we know Ψ˜, all the other relevant objects can computed in a straightforward
way. In particular, the perturbed local correlation operator and the kernel of the
fermionic projector are given by (for details see [9, Lemma 1.1.3])
F˜ (x) = −Ψ˜(x)∗Ψ˜(x) and P˜ (x, y) = −Ψ˜(x)Ψ˜(y)∗ .
We can also perturb only one of the factors in the kernel of the fermionic projector.
We use the notation
P
(
x, F˜ (y)
)
:= −Ψ(x)Ψ˜(y)∗ .
In order to fix the gauge in the perturbation expansion, one should note that F˜ (x)
is again an operator in F. Therefore, we can work again with φ in Proposition 6.6
choosing y = F˜ (x), i.e.
φ˜(x) :=
(
P (x, x)−1Ax F˜ (x) P (x, x)
−1
)− 1
2 P (x, x)−1 P
(
x, F˜ (x)
)
Ψ˜(x) .
Using again that in our Dirac examples, P (x, x) has the form (7.15), we can simplify
this formula according to (7.16) to obtain the perturbation expansion in the symmetric
wave gauge
Ψ˜ΩV (x) = Ux γ
0A
− 1
2
x F˜ (x)
P
(
x, F˜ (x)
)
Ψ˜(x) . (7.25)
In order to understand what this formula means, it is useful to choose an orthonor-
mal basis u1, . . . , u4 of the subspace Sx ⊂ H (orthonormal with respect to the scalar
product 〈.|.〉H). Then for any y ∈ F,
P (y, x) = πyx|Sx =
4∑
a=1
πyua 〈ua|x
∣∣
Sx
= −
4∑
a=1
|ua(y)≻≺ua(x)| , (7.26)
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where in the last step as in (7.12) we again applied [9, Proposition 1.2.7] and used the
identification (7.9). Choosing y = F˜ (x), we obtain the simple formulas
P
(
x, F˜ (x)
)
= −
4∑
a=1
|ua(x)≻≺u˜a(x)| (7.27)
Ax,F˜ (x) = −
4∑
a,b=1
|ua(x)≻≺u˜a(x)|u˜b(x)≻≺ua(x)| . (7.28)
This shows that the formula (7.25) can be expressed purely in terms of the unperturbed
and perturbed wave functions ua and u˜a, all evaluated at the spacetime point x.
This raises the question how the wave functions ua and u˜a look like. Indeed, this
can be read off from (7.26):
Lemma 7.9. For Dirac systems in Minkowski space,
ua(y) = P (y, x) χa (7.29)
u˜a(x) = P
(
F˜ (x), x
)
χa , (7.30)
where χa ∈ SxM are the spinors
χa =
1
α
γ0 ua(x) , a = 1, . . . , 4 . (7.31)
Proof. Multiplying (7.26) by a spinor χ ∈ SxM, we obtain
4∑
b=1
cb ub(y) = P (y, x)χ (7.32)
with coefficients cb = −≺ub(x)|χ≻. Hence the Dirac wave functions ua(y) are obtained
by multiplying P (y, x) with suitable spinors. In order to prove (7.30), it remains to
verify that choosing χ = χa according to (7.31), the linear combination on the left
of (7.32) gives the wave function ua. To this end, it suffices to evaluate (7.32) for y = x,
4∑
b=1
cb ub(x) = P (x, x)χ = αγ
0 χ ,
where in the last step we applied (7.15). Using (7.31) gives
4∑
b=1
cb ub(x) = ua(x) ,
concluding the proof of (7.29).
The identity (7.30) follows from (7.29) by comparing (7.26) with (7.27). 
We now compute the wave functions corresponding to the vectors ua in the sym-
metric wave gauge.
Proposition 7.10. In the gauge (7.25), the vectors u1, . . . , u4 which form an orthonor-
mal basis of Sx have the form
Ψ˜ΩV (x)ua = Ux γ
0A
1
2
x F˜ (x)
χa . (7.33)
28 F. FINSTER AND S. KINDERMANN
Proof. Using (7.30) in (7.25) gives
Ψ˜ΩV (x)ua = Ux γ
0A
− 1
2
x F˜ (x)
P
(
x, F˜ (x)
)
u˜a(x)
= Ux γ
0A
− 1
2
x F˜ (x)
P
(
x, F˜ (x)
)
P
(
F˜ (x), x
)
χa
= Ux γ
0A
− 1
2
x F˜ (x)
Ax F˜ (x) χa ,
giving the result. 
Our gauge-fixing procedure can be understood directly by comparing the wave func-
tions of the vectors ua without gauge fixing (7.30) with those in the symmetric wave
gauge (7.33). In (7.30), the wave functions are modified by the electromagnetic po-
tential. In particular, for a gauge transformation, this gives rise to the local phase
in (7.24). The formula (7.33), on the other hand, involves instead of P (F˜ (x), x) the
matrix A
1
2
x,F˜ (x)
. This matrix does not involve gauge phases, because the close chain is
gauge invariant according to (7.28). The matrix γ0 is needed in order to get agreement
of (7.30) and (7.33) in the case when no electromagnetic potential is present.
In this way, our gauge fixing procedure brings the wave functions corresponding
to the vectors ua into a canonical form. The point is that by doing so, the U(2, 2)-
gauge freedom at the spacetime point x is exhausted completely. Therefore, the wave
functions corresponding to all other vectors in H at x are also determined uniquely.
We conclude by giving an intuitive picture of how the Dirac waves ua look like in
position space and outline the methods for analyzing their perturbations. According
to (7.29), the spacetime dependence of these waves is the same as that of the kernel
of the fermionic projector P (y, x) for fixed x. The unregularized kernel P (y, x) has
singularities if y lies on the light cone centered at x (for details see for example [9,
Section 1.2]). Due to the regularization, these singularities are mollified on the scale ε.
This means that, for small ε, the Dirac waves ua(y) are peaked near the light cone
centered at y. Qualitatively speaking, these waves can be regarded as wave packets of
negative frequency which are as far as possible localized at time t = x0 at the spatial
point ~x. Clearly, in view of Hegerfeldt’s theorem [20] (see also [28, Section 1.8.3]),
wave packets of negative frequency cannot be localized in space. This is also apparent
here because, similar to the Feynman propagator, the distribution P (y, x) does have
a contribution if x and y are spatially separated, but this contribution decays expo-
nentially in the spatial distance. More details on the waves ua and related results on
Dirac systems in Minkowski space can be found in [24].
The light-cone expansion is a powerful computational tool for analyzing the ker-
nel P˜ (x, y) in position space (see [5, 6] or the introduction in [9, Section 2.2]). The
resulting formulas show that the electromagnetic potential changes P (x, y) by gauge
phases and also by contributions involving the field tensor and its derivatives. More
precisely, the unregularized distribution P˜ (x, y) can be expressed by an infinite sum of
distributions which have singularities on the light cone, each multiplied by an integral
over potentials or fields along the line segment xy. The regularized kernel is then
obtained by mollification (for details see [9, Appendix F]). The light-cone expansion
of P (x, F˜ (y)) is more involved because it typically involves unbounded line integral
along the straight line joining the points x and y. This is worked out in [7, Appen-
dix F]; see also [10, Lemma 5.1]. However, these results give information on P (x, F˜ (x))
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only if x 6= y. Therefore, these results unfortunately do not apply to the regularized
kernel P (x, F˜ (x)) as needed for the symmetric wave gauge (7.25). At present, the only
rigorous result is that a pure gauge potential /A = ∂/Λ gives rise to a gauge phase,
P (x, F˜ (x)) = e−iΛ(x) P (x, x) .
This suggests that the leading order in ε/lmacro (where lmacro denotes the macroscopic
length scale determined by the Compton scale and typical wave lengths of the electro-
magnetic field) should also simply give a gauge phase. It seems a promising strategy
for computing the higher orders in an expansion ε/lmacro to work in momentum space
(similar to [5, Section 3]) and to integrate over both the incoming and outgoing mo-
menta. However, the detailed computations are somewhat technical and go beyond
the scope of the present paper.
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