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Abstract—Optimizing resource allocation with predicted in-
formation has shown promising gain in boosting network perfor-
mance and improving user experience. Earlier research efforts
focus on optimizing proactive policies under the assumption of
knowing the future information. Recently, various techniques
have been proposed to predict the required information, and
the prediction results were then treated as the true value in the
optimization, i.e., “first-predict-then-optimize”. In this paper, we
introduce a proactive optimization framework for anticipatory
resource allocation, where the future information is implicitly
predicted under the same objective with the policy optimization
in a single step. An optimization problem is formulated to
integrate the implicit prediction and the policy optimization,
based on the conditional distribution of the future information
given the historical observations. To solve such a problem,
we transform it equivalently to a problem depending on the
joint distribution of future and historical information. Then,
we resort to unsupervised learning with neural networks to
learn the proactive policy as a function of the past observations
via stochastic optimization. We take proactive caching and
bandwidth allocation at base stations as a concrete example,
where the objective function is the conditional expectation of
successful offloading probability taken over the future popular-
ity given the historically observed popularity. We use simulation
to validate the proposed framework and compare it with the
“first-predict-then-optimize” strategy and a heuristic “end-to-
end” optimization strategy with supervised learning.
Index Terms—Proactive optimization, future information,
machine learning, femto-caching
I. INTRODUCTION
Anticipatory resource management can adaptive to dy-
namic user behavior or network environment in a proactive
manner, which is an emerging technique in facing the un-
precedented challenges in the fifth generation and beyond
wireless systems [1].
To demonstrate the potential in harnessing future infor-
mation such as user location and content popularity, earlier
works optimize proactive policies towards various objectives
such as throughput and energy efficiency, under the assump-
tion of perfect prediction. For example, the file popularity
in the next cache-update duration was assumed known for
proactive caching in [2–4], and the data rates or locations
of a mobile user in the next tens of seconds were assumed
known for predictive resource allocation in [5–7].
To achieve the promising gain of proactive policies in
improving network performance and user experience, many
techniques have been proposed for making the prediction.
Most research efforts adopt the “divide-and-conquer” strat-
egy, which treat the information prediction as an independent
task of the policy optimization, and take the predicted infor-
mation as the true value in the optimization [8,9]. Although
viable, the prediction obtained from the loss function (say
mean square error [9]) may not perform well in terms of the
ultimate goal of the policy optimized towards another ob-
jective (say throughput). Moreover, whenever the concerned
user behavior or network environment changes, the required
information needs to be re-predicted and the proactive policy
has to be re-optimized again.
In fact, the information prediction and the policy opti-
mization can be obtained with a single objective in a single
step, under a proactive optimization framework. Since the
prediction is made from the past data, the objective functions
of such type of optimization depend on the conditional dis-
tribution of future information given historical observations.
In this paper, we establish a proactive optimization frame-
work to formulate the prediction and optimization problem
in an end-to-end manner, where the objective function is
the conditional expectation of a metric taken over the future
information given the past observations. The key challenge
of solving such a problem lies in the unknown conditional
distribution, which is hard to estimate when the observa-
tion space is continuous. To circumvent such a difficulty,
we transform the formulated variable optimization problem
into an equivalent functional optimization problem, which
relies on the joint distribution of the future information and
the historical observation. The transformed problem can be
solved with an unsupervised learning framework designed for
functional optimizations, where the joint distribution can be
learnt through stochastic sampling [10].
The basic principle of proactive optimization is similar
to reinforcement learning, which is a model-free framework
also providing implicit prediction [11, 12]. Nonetheless, our
framework can leverage the available models of wireless
problems, in the form of the gradient of the metric with
respect to the variables to be optimized.
To demonstrate how to formulate and solve a proactive
optimization problem, we take proactive femto-caching as
a concrete example. In particular, we jointly optimize the
caching and bandwidth allocation policy at the base stations
(BSs) according to the past content popularity to maximize
the successful offloading probability (SOP). We use a real
dataset to evaluate the proposed “end-to-end” optimization
strategy by comparing with existing strategies.
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II. PROACTIVE OPTIMIZATION
Consider a proactive optimization problem with metric
function J(·) and constraint function c(·), which can be
formulated in a genetic form as follows,
max
xt
Eft|ht−1
{
J
(
f t, xt
)}
(1)
s.t. c
(
xt, ht−1
) ≤ 0,
where the variable xt is optimized and the future information
f t is implicitly predicted both according to the historical
observation ht−1, Eft|ht−1 {·} in the objective denotes the
conditional expectation taken over f t given ht−1.
In this generic formulation, xt may denote a single variable
(say transmit power to a user) or multiple variables (say trans-
mit powers to multiples users). ht−1 or f t may correspond
to a single user behavior or network environment parameter
(say a channel gain) or multiple parameters (say a channel
vector). f t may represent the information for the same type
of parameter as ht−1 (say f t is the popularity of a file in
time period t and ht−1 represents the popularity of the file
in previous time periods), such that {f t, ht−1} is a time series
(say dynamic popularity of the file). f t may also represent
the parameter differing from but related to ht−1 (say f t is the
average channel gain of a user in time period t while ht−1
represents the locations of the user in previous time periods).
Stochastic optimization is a powerful tool for finding the
solution of a problem with unknown distribution via sampling
the random variables, which however is not applicable to
the problem in (1). Different from the optimization that
accounts for the uncertainty of future information but not
exploiting the historical observations [13], which requires
the distribution of future information P {f t}, the objective
in (1) depends on the conditional distribution P
{
f t | ht−1},
which is hard to estimate in practice. This is because the
historical observations are recorded from real environments,
which cannot not be generated with unknown conditional
distribution. For the observations of {f t, ht−1} recorded
in the past that are random sequences, one realization of
ht−1 corresponds to only one realization of f t. Yet multiple
realizations of f t are required for one realization of ht−1 to
learn the conditional distribution P
{
f t | ht−1}. As a result,
solving the proactive optimization problem is non-trivial.
Noticing the fact that the distribution P
{
f t, ht−1
}
can
be estimated from multiple realizations of {f t, ht−1}, we
transform the variable optimization problem in (1) into an
equivalent functional optimization problem. In particular, we
further take the average of the objective in (1) over ht−1 and
optimize the relation between the concerned variable and the
historical observations denoted, i.e.,
max
xt(ht−1)
Eht−1
{
Eft|ht−1
{
J
(
f t, xt(ht−1)
)}}
(2)
s.t. c
(
xt(ht−1), ht−1
) ≤ 0,
where Eht−1
{
Eft|ht−1 {·}
}
= Eft,ht−1 {·} is the joint ex-
pectation taken over {f t, ht−1}.
The problem in (1) is equivalent to the problem in (2) in
terms of yielding the same optimal solution, as proved in
Appendix A in [10].
The problem in (2) is a functional optimization where
the “variable” to be optimized is a function. This type
of problems cannot be solved with standard tools such as
interior point method, even if the objective function can be
derived with closed form for a known joint distribution. To
find the solution of this problem, we resort to a framework
of unsupervised learning with deep neural networks (DNNs)
proposed in [10,14], where stochastic optimization is used to
cope with the unknown joint distribution P{f t, ht−1}.
III. A CONCRETE EXAMPLE: PROACTIVE
FEMTO-CACHING OPTIMIZATION
Consider a cellular network, where the BSs and users are
located following two independent Poisson point processes
with intensity λb and λu, respectively. Each BS with a single
antenna is connected to the core network via backhaul, and
can cache C files. Each user with a single antenna requests
files from a content library with F files.
Time is discretized into period each with cache update
duration. Denote the file popularity in the tth time period as
pt = [pt1, ..., p
t
F ], where p
t
f ∈ [0, 1] is the probability that
the f th file is requested by all users in the period satisfying∑F
f=1 p
t
f = 1. Consider a probabilistic caching policy q
t =
[qt1, ..., q
t
F ], where q
t
f ∈ [0, 1] is the probability that the f th
file is cached at each BS in the tth time period satisfying∑F
f=1 q
t
f ≤ C. Once qt is determined, the files are cached
according to the method proposed in [3].
The user requesting the f th file is associated to the nearest
BS that caches the f th file. During off-peak time, some BSs
may not be associated with users, which are muted. Denote
the probability of each BS being active as pa.
To avoid inter-cell interference, consider a random band-
width allocation policy, where the total bandwidth W of
the network is divided into It subbands, where It is an
integer. In the tth time period, each BS transmits over
a randomly selected subband occupying βtW bandwidth,
where βt = 1/It is a bandwidth allocation factor. Each
BS has transmit power P . When a BS is associated with
more than one user, the BS serves the users with frequency
division multiple access, where the power and the bandwidth
of the BS are equally allocated to each associated user. For
a user requesting the f th file and being associated with BS
b0 serving U tf users, the received signal-to-interference ratio
is γtf =
(P/Utf )g0r
−α
0∑
i∈Φt
b0
(P/Utf )gir
−α
i
=
g0r
−α
0∑
i∈Φt
b0
gir
−α
i
, where g0 and
gi are the channel gains from the user to the associated BS
and other BSs, respectively, r0 and ri are the corresponding
distances, α is the path-loss coefficient, and Φtb0 is the set of
the other active BSs sharing the same subband with BS b0.
Then, the achievable data rate is Rtf =
βtW
Utf
log2
(
1 + γtf
)
.
A. Optimization with Known Future Popularity
We consider a joint bandwidth and caching resource op-
timization problem to maximize the SOP of this example
system. SOP is defined as the probability that a user can be
served with a data rate higher than a threshold R0 by a BS
that caches the requested file, which can be expressed as,
ps(p
t,βt,qt) ,
F∑
f=1
∞∑
n=1
ptf Pr
{
U tf = n
}
Pr
{
Rtf ≥R0
}
,
where Pr{·} denotes the probability. According to Proposi-
tion 1 in [4], the SOP can be approximated as
ps(p
t,βt,qt)≈
F∑
f=1
ptfq
t
f
qtf+paβ
t
(
qtfZ1,γt0,β+K
(
1−qtf
)(
γt0,β
) 2
α
) ,
(3)
where pa ≈ 1 − (1 + λu3.5λb )−3.5, Z1,γt0,β = (γt0,β)
2
α∫∞
(γt0,β)
− 2
α
1
1+x
α
2
dx, K = Γ(1− 2α )Γ(1 + 2α )Γ(1)−1, γt0,β ≈
2
R0
βtW
(1+1.28λuλb
) − 1, and Γ(·) denotes the Gamma function.
The approximation in (3) is accurate when λuλb  1 [4].1
When the popularity pt is known in advance at the start
of the tth time period, the bandwidth allocation factor βt and
the caching policy qt for the tth time period can be jointly
optimized from the following optimization problem,
P0 : max
βt,qt
ps
(
pt, βt,qt
)
s.t.
F∑
f=1
qtf ≤ C, (4a)
0 < βt ≤ 1, (4b)
0 ≤ qtf ≤ 1. (4c)
In practice, file popularity is unknown a priori. To optimize
proactive caching for the tth time period, pt needs to be
predicted from the historically observed popularities ht−1 ,[
pt−1, · · · ,pt−τ ] in an observation window composing τ
time periods. To obtain viable policy for practical use, most
existing works first predict the popularity and then treat the
predicted popularity as the true value to solve P0.
B. Problem Formulation for Proactive Optimization
Since pt can be inferred from ht−1, we can allocate the
caching and bandwidth resources at the start of the tth time
period according to the past observations ht−1. Under the
proactive optimization framework, the optimization problem
can be formulated as follows,
P1 : max
βt,qt
Ept|ht−1
{
ps
(
pt, βt,qt
)}
s.t. (4a), (4b), (4c),
where Ept|ht−1 {·} denotes the conditional expectation taken
over pt given ht−1.
1Extensive simulation results show that the approximation in (3) is
accurate even when λu
λb
= 1.
Solving problem P1 is challenging, because the unknown
conditional distribution P{pt|ht−1} is hard to estimate. In
the next subsection, we show how to convert P1 into an
equivalent form, which requires joint distribution. Then, we
solve the equivalent functional optimization problem with un-
supervised learning, which employs stochastic optimization
to deal with the unknown joint distribution.
For notational simplicity, we use h to represent ht−1 in
the rest of the paper unless otherwise specified.
C. Proactive Caching and Bandwidth Optimization
We convert P1 into the following problem as we transform
(1) into (2), which finds the optimal policies as functions of
the historical observation, βt(h) and qt(h), to maximize the
expectation of the objective function in P1 over h,
P2 : max
βt(h),qt(h)
Eh
{
Ept|h
{
ps
(
pt, βt(h),qt(h)
)}}
s.t. (4a), (4b), (4c),
where Eh
{
Ept|h {·}
}
= Ept,h {·}, which is the joint expec-
tation taken over (pt,h) and can be learned via sampling.
Problem P1 can be solved by solving problem P2
via stochastic optimization. To tackle with the con-
straints, we reconsider problem P2 in its dual domain.
The Lagrangian function of P2 can be expressed as
Ept,h {L (pt, βt(h),qt(h), ξt(h))}, where
L
(
pt, βt(h),qt(h), ξt(h)
)
= ps
(
pt, βt(h),qt(h)
)− ξtc(h)
 F∑
f=1
qtf (h)− C

−
F∑
f=1
ξtf (h)
(
qtf (h)− 1
)
, (6)
ξt(h) = [ξtc(h), ξ
t
f (h)] are the Lagrange multipliers, and
ξtf (h) = [ξ
t
1(h), ..., ξ
t
F (h)]. Then, problem P2 can be
transformed into the following primal-dual problem,
P3 : min
ξt(h)
max
βt(h),qt(h)
Ept,h
{
L
(
pt, βt(h),qt(h), ξt(h)
)}
s.t. (4b), ξtc(h), ξ
t
f (h), q
t
f (h) ≥ 0.
Problem P3 is a functional optimization problem [15],
since the “variables” to be optimized are functions. To solve
such a problem, we resort to the unsupervised learning
framework in [10]. Specifically, we introduce four fully-
connected neural networks β˜(h; θβ), q˜(h; θq), ξ˜c(h; θξc) and
ξ˜f (h; θξf ) to approximate β
t(h), qt(h), ξtc(h) and ξ
t
f (h),
where θβ , θq, θξc and θξf are the model parameters of the
neural networks, respectively.
To ensure (4b), Sigmoid (i.e., y = 11+e−x ) is used as the
activation function for the output layer of β˜(h; θβ). To ensure
ξtc(h), ξ
t
f (h), q
t
f (h) ≥ 0, ReLU (i.e., y = max{x, 0}) is used
as the activation function for the output layer of ξ˜c(h; θξc),
ξ˜f (h; θξf ) and q˜(h; θq).
Denote ξ˜(h; θξ) , [ξ˜c(h; θξc), ξ˜f (h; θξf )], where θξ =
[θξc ,θξf ]. By replacing β
t(h), qt(h) and ξt(h) with
β˜(h; θβ), q˜(h; θq) and ξ˜(h; θξ), respectively, problem P3
can be re-written as the following variable optimization
problem,
P4 : min
θξ
max
θβ ,θq
Ept,h
{
L
(
pt, β˜(h; θβ), q˜(h; θq), ξ˜(h; θξ)
)}
To solve problem P4, we can employ the primal-dual
stochastic gradient method by using the objective function of
P4 as the loss function. In particular, the model parameters
(θβ , θq) and θξ are updated along the ascent and descent
directions of sample-averaged gradients, respectively. The
iterative formula is provided in Appendix A, where a batch
of samples are used for updating the DNN parameters in
each iteration. By sampling (pt,h) from the environment,
the DNNs can learn the joint distribution P {pt,h}. In this
way, the proactive optimization problem in P1 with implicit
prediction is solved by finding the solution of P4.
The DNNs used for making the decision for optimization is
shown in Fig. 1. All the four DNNs use h (i.e., the historically
observed popularity) as the input, and respectively output
β˜(h; θβ), q˜(h; θq), ξ˜c(h; θξc) and ξ˜f (h; θξf ), where the
model parameters are trained via iterating the primal and dual
variables provided in Appendix A by using the Lagrangian
function in (6) as the loss function.
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Fig. 1. Decision and training for proactive optimization with DNNs.
The DNNs can be trained either in an off-line or on-line
manner. In the on-line operation, the batch size in Appendix
A is taken as one, i.e., |B| = 1, and the observation in
the (t − 1)th period (p(t−1),h(t−2)) is used as the training
sample to update the model parameters (θβ , θq) and θξ at
the start of the tth period. Since the training samples can
be obtained by sliding the observation window in each time
period, the model parameters can be updated sequentially.
As a result, the optimized proactive policy can adapt to the
dynamic popularity.
With the trained DNNs, the output of βt (h) and qt (h)
can be obtained in real-time via forward propagation at the
start of the tth time period.
IV. SIMULATION RESULTS
In this section, we evaluate the performance of the pro-
posed framework in the example system. To show the impact
of dynamic popularity on the optimized policy with implicit
popularity prediction, we use a real dataset for simulation.
The densities of the BSs and users are set as λb = λu =
5/(2502pi) m−2. The transmit power is P = 30 dBm. The
total bandwidth is W = 20 MHz. The data rate threshold is
R0 = 2 Mbps. The path loss exponent is α = 3.7 [16]. The
caching and bandwidth allocation policy is updated each day,
and the observation window is set with length of τ = 5 days.
A. Real Dataset and Sample Generation
We consider a YouKu (a famous video on demand website
in China) dataset, which consists of 239927 requests for
110600 files from 11205 anonymized users in a 2 km2 region
during 86 consecutive days from Aug. 28th to Nov. 21st,
2016. In the dataset, approximately 98% of the files are
with less than 10 requests in total, which are unnecessary to
cache. Hence, the training samples are only generated from
the requests for 2% files in the dataset. To generate sufficient
samples for training the DNNs, we use the following repeat-
sampling method.2
Denote a record of the f th file as [pˆtf ; pˆ
t−1
f , ..., pˆ
t−τ
f ],
where pˆjf (j = t, ..., t − τ) is the popularity estimated3
from dividing the number of requests for the f th file by
the total number of requests for these 2% files in the jth
time period. We generate multiple records by sliding the
observation window from the 2nd day to the 86-th day, and
then we can generate a set with 19558 records for these files,
denoted as Nr. When generating a sample for unsupervised
learning (i.e., (pˆt, hˆ)), we randomly select F records from
the set Nr.
To generate training and test samples, we first divide Nr
into two sets Ntr and Nte, which respectively occupy 80%
and 20% of all records. Then, 10000 training samples and
100 test samples are generated from Ntr and Nte by using
the repeat-sampling method, respectively. We further divide
the training samples into two sets respectively to train the
DNNs and to tune the hyper-parameters, which respectively
occupy 75% and 25% of all the training samples.
B. Caching Performance
We evaluate the SOP achieved by the proposed framework
(with legend “Unsup”) by comparing with another end-to-end
strategy of learning to optimize using supervised learning
2We have also simulated using the popularity synthesized with the shot
noise model widely-applied for caching [17], and found that the results are
similar. Such a repeat-sampling is unnecessary for the synthesized dataset.
3Recall that the popularity of a file is defined as the probability that the
file is requested. We can only obtain an estimated popularity since only the
number of requests for a file can be recorded in a real dataset.
(with legend “Sup”) and the divide-and-conquer strategy of
first-predict-then-optimize (with legend “Preopt”).
For the “Sup” strategy, we use DNNs to approximate the
functions βt(h) and qt(h), which also obtains the optimized
policy from the historical popularity in a single step. In order
to train the DNNs with supervision, we first generate labels,
each is obtained by solving P0 with interior point method for
a given estimate of pt, denoted as (β∗(pˆt),q∗(pˆt)). Then,
(hˆ;β∗(pˆt),q∗(pˆt)) is the training sample for supervised
learning. By generating labels in this way, the DNNs can
also predict the popularity implicitly, since the policies for
the tth time period are optimized at the start of the tth
period using the estimated popularity at the period (i.e., pˆt).
After generating multiple training samples, we can use the
empirical mean square error (MSE) between the output of the
DNN with input hˆ and the expected output (β∗(pˆt),q∗(pˆt))
(i.e., the labels) as the loss function to train the DNNs.
The “Preopt” strategy first predicts the popularity for each
file using a linear model [18], then optimizes the caching
and bandwidth allocation policy from P0 with interior-point
method by treating the predicted popularity as the true value.
Since the DNNs for “Sup” and “Preopt” can only be
trained off-line, all the following results are obtained by the
models that are well-trained in an off-line manner for a fair
comparison.
To reflect the impact of implicit prediction embedded
in proactive optimization, we also show the performance
achieved by the strategies using unsupervised and supervised
learning with the future popularity of a file estimated from the
future numbers of requests for the file known a priori. Specif-
ically, the training sample for “Sup” is (pˆt;β∗(pˆt),q∗(pˆt)),
i.e., the input of the DNNs is the estimate of future popularity
rather than the historically estimated popularity. The optimal
policy of “Unsup” is learned with the training samples of pˆt
by using the Lagrangian function of problem P0 as the loss
function.
Considering that the concerned policy only depends on the
ranking of the file popularity, the file index is not a useful
feature to train the DNNs for learning the proactive policy.
To help the DNNs not to learn such a useless feature, we rank
the samples for training the DNNs for “Unsup” and “Sup”.
For the methods with the estimated future popularity, the
elements in each training sample are arranged in a descending
order according to the estimated popularity of files. For the
methods with the implicitly prediction, the elements in each
training sample are arranged in a descending order according
to the popularity in the (t − 1)th period since the future
popularity in the tth period in unknown a priori.
We set cache size as C = 110F . After fine tun-
ing, the hyper-parameters for unsupervised learning are
shown as follows. The DNNs q˜(h; θq), β˜(h; θβ), ξ˜c(h; θξc)
and ξ˜f (h; θξf ) are with 3, 1, 1 and 2 hidden layers,
where the number of nodes in each hidden layer is
[300, 200, 100], [200], [200] and [200, 100], respectively. The
hyper-parameters of the DNNs for the supervised learning
are the same as those in q˜(h; θq) and β˜(h; θβ) for unsu-
pervised learning. For all these DNNs, the learning rate is
0.1/(1+0.001i) in the ith iteration, the batch size is 32, and
the activation function for hidden layers is ReLU function.
The number of epochs is 200.
In Figs. 2 and 3, we compare the SOP achieved by
different strategies with the estimated future popularity and
the predicted popularity on the test set, respectively. By
comparing the results in the two figures, we can observe
the performance loss caused by the prediction. From Fig.
3, we can see that the proposed proactive framework with
unsupervised learning is superior to the heuristic end-to-end
strategy with supervised learning, and both strategies with
implicit prediction perform better than the “Preopt” strategy.
Moreover, with the proposed framework with unsupervised
learning, the complexity for generating the labels for su-
pervised learning can be avoided, and only a single step is
required for prediction and optimization.
F=20 F=50 F=100
Library size
0
0.1
0.2
0.3
0.4
0.5
0.6
SO
P
Unsup
Sup
Fig. 2. Caching performance comparison with estimated future popularity.
V. CONCLUSIONS AND DISCUSSIONS
In this paper, we introduced a framework to optimize
proactive resource allocation policies, which can harness the
unknown future information by leveraging the historical ob-
servations. We illustrated how to formulate and solve a proac-
tive optimization problem by taking the proactive caching
and bandwidth allocation problem as an example, where the
content popularity is unknown a priori. Simulation results for
the example problem with a real dataset validated that such an
“end-to-end” strategy for prediction and optimization outper-
forms the “first-predict-then-optimize” strategy and another
“end-to-end” strategy using supervised learning. Different
from the “first-predict-then-optimize” strategy, the proactive
policy can be obtained in a single step with our framework.
Since unsupervised learning was employed to find the solu-
tion, the proposed framework can optimize proactive policy
without the high-complexity off-line phase of generating
F=20 F=50 F=100
Library size
0
0.1
0.2
0.3
0.4
0.5
0.6
SO
P
Unsup
Sup
Preopt
Fig. 3. Caching performance comparison with predicted future popularity.
labels, and can adapt to the dynamic environment by updating
the model parameters of the DNNs in an on-line manner.
How to apply the proactive optimization framework to other
wireless tasks deserves further investigation.
APPENDIX A
ITERATION FORMULAS
For notational simplicity, we let q˜, β˜, ξ˜c and ξ˜f denote
q˜(h; θq), β˜(h; θβ), ξ˜c(h; θξc) and ξ˜f (h; θξf ) in appendix,
respectively.
Let B denote a batch of realizations of (pt,h) and denote
|B| as the number of the realizations. Then, the primal and
dual variables are updated by
θi+1q ← θiq +
δ
|B|
∑
(h,pt)∈B
∇θq q˜[
∇qtps
(
pt, βt,qt
)∣∣
βt=β˜,qt=q˜
−ξ˜c−ξ˜f
]
,
θi+1β ← θiβ +
δ
|B|
∑
(h,pt)∈B
∇θβ β˜∇βtps
(
pt, βt,qt
)∣∣
βt=β˜,qt=q˜
,
θi+1ξc ← θiξc +
δ
|B|
∑
(h,pt)∈B
∇θξc ξ˜c(
F∑
f=1
q˜f − C),
θi+1ξf ← θiξf +
δ
|B|
∑
(h,pt)∈B
∇θξf ξ˜f (q˜− 1),
where ∇xy = [(∇xy1), ..., (∇xym)] denotes the transpose of
Jacobian matrix,∇xy = [ ∂y∂x1 , ...,
∂y
∂xn
]T denotes the gradient,
ξ˜c = [ξ˜c, ..., ξ˜c] is a F -dimension vector, δ is learning rate,
and (·)T denotes the transpose of a vector.
According to the expression of SOP in (3), the elements
of the gradients ∇qtps(pt, βt,qt) and ∇βtps(pt, βt,qt) can
be computed as,
∂ps(p
t, βt, q˜t)
∂qtf
=
Kpap
t
fβ
t(γt0,β)
2
α
κ2f
,
∇βtps(pt, βt,qt) = −
F∑
f=1
{paptfqtf
κ2f
[
qtf
(
Z1,γt0,β + β
t
dZ1,γt0,β
dβt
)
+K(1− qtf )(γt0,β)
2
α
(
1 +
2
α
βt(γt0,β)
−1 dγ
t
0,β
dβt
)]}
,
where κf = qtf + paβ
t
(
qtfZ1,γt0,β + K(1 − qtf )(γt0,β)
2
α
)
,
dZ1,γt
0,β
dβt
= 2α
dγt0,β
dβt ((γ
t
0,β)
2
α−1
∫∞
(γt0,β)
− 2
α
1
1+x
α
2
dx+
(γt0,β)
−1
1+(γt0,β)
−1 ),
and
dγt0,β
dβt ≈ − R0(βt)2W (1 + 1.28λuλb )2
R0
βtW
(1+1.28λuλb
)
ln 2.
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