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Resumen
En este proyecto se ha realizado un estudio de la tasa de respuesta
que obtiene el censo de los Estados Unidos con la carta que env´ıa a sus
ciudadanos. En el estudio se han utilizado 3 te´cnicas de prediccio´n distintas
valorando el error cuadra´tico medio en cada una de ellas. Los resultados
ma´s precisos se han obtenido con una Red Neuronal, seguido del algoritmo
Gradient Boosting y el modelo de regresio´n lineal. La forma de valorar la
precisio´n de las te´cnicas predictivas se ha basado no solo en el ca´lculo del
error cuadra´tico medio sino que adema´s, e´ste ha sido representado sobre




Cada vez vivimos en un mundo ma´s interconectado. Por la man˜ana, Google
sabe donde estoy, Facebook me pide que actualize mi estado y Twitter registra
que voy a llegar tarde a clase porque los autobuses esta´n #ApoyandoLaHuelga.
Adema´s, al encender el ordenador me aparecen ofertas relacionadas con mi u´ltima
escapada. ¿Co´mo es esto posible? Todos estos datos que se generan d´ıa a d´ıa
son procesados para buscar patrones o comportamientos que sirven no so´lo para
recomendar un libro que leer o un sitio al que ir sino para realizar predicciones
financieras, hacer una estimacio´n de las ventas de una empresa o saber si un
e-mail que nos llega es o no spam.
Vivimos en el mundo del Big Data, y en este trabajo, que supone la finaliza-
cio´n del Grado en Estad´ıstica Aplicada, se presenta el funcionamiento de algunas
te´cnicas de prediccio´n apropiadas para procesar grandes volu´menes de informa-
cio´n vistas en general a lo largo del Grado y, en particular, en la asignatura
“Te´cnicas Avanzadas de Prediccio´n”, impartida por el profesor y tambie´n tutor
de este trabajo, Javier Portela.
1.2. Descripcio´n del trabajo
Los datos de este proyecto provienen de la oficina del censo de los Estados
Unidos que, a trave´s de Kaggle, propuso una competicio´n en la que se premiaba
el mejor modelo de prediccio´n de la tasa de retorno de las cartas que manda la
oficina del censo a los ciudadanos norteamericanos. Se dispone de 71 variables y
de 129.605 observaciones.
Kaggle es una pa´gina web donde cualquier empresa u organizacio´n puede
proponer un concurso para obtener el mejor modelo de prediccio´n.
Este trabajo consta de varias partes. En la seccio´n 1, se introduce la motiva-
cio´n con la que se ha llevado a cabo este proyecto. En la seccio´n 2, se detallan
los objetivos que se pretenden alcanzar, as´ı como una breve explicacio´n de la
metodolog´ıa empleada. En la seccio´n 3, se explican los fundamentos teo´ricos de
las te´cnicas de prediccio´n utilizadas. En la seccio´n 4, se muestran y comentan los
resultados y finalmente, en la seccio´n 5, se exponen las conclusiones obtenidas.
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2. Objetivos y metodolog´ıa
El objetivo principal de este trabajo es obtener un modelo de regresio´n lineal
que cometa el menor error posible a la hora de llevar a cabo la estimacio´n de la
tasa de retorno de la carta que la oficina del Censo de los Estados Unidos env´ıa
a cada uno de sus ciudadados, y que debe ser cumplimentada y devuelta.
El objetivo secundario es ver si, mediante te´cnicas de aprendizaje automa´tico
o inteligentes, se puede disminuir el error que comete el modelo de regresio´n lineal.
La metodolog´ıa empleada en este trabajo se puede dividir en cuatro fases
principales:
Depuracio´n de datos: Se ha realizado la depuracio´n de la base de da-
tos donde la principal tarea era imputar los valores perdidos o missing en
las variables que as´ı lo han requerido. Para la imputacio´n se han utilizan-
do estimaciones censales provistas por la oficina del censo de los Estados
Unidos.
Ana´lisis descriptivo y transformacio´n de variables: Se ha efectuado
un ana´lisis descriptivo de todas las variables que componen la muestra. Este
ana´lisis ha tenido por objeto el estudio de la distribucio´n de cada variable y
ver que´ transformacio´n era la ma´s adecuada para normalizar su distribucio´n,
en el caso de que fuese necesario.
Seleccio´n de variables: Una vez obtenidas las variables depuradas y
transformadas, se ha buscado un modelo de regresio´n lineal que ha servido
para tener una primera estimacio´n de la tasa de retorno de las cartas del
Censo de Estados Unidos.
Utilizacio´n de te´cnicas de aprendizade automa´tico o inteligentes
para la mejora de la prediccio´n: Tras tener una primera estimacio´n de
la tasa de retorno, se ha tratado de ver si el uso de te´cnicas de aprendizaje
automa´tico o inteligentes mejoraba el resultado que se obtiene mediante un
modelo de regresio´n lineal.
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3. Fundamentos teo´ricos
Segu´n la metodolog´ıa explicada en la seccio´n 2, ha sido necesario realizar una
depuracio´n de los datos y transformar las variables que as´ı lo han requerido antes
de construir un modelo de prediccio´n. Para implementar la depuracio´n de los
datos se han utilizado estimaciones censales provistas por la oficina del Censo
de los Estados Unidos, donde ha habido que sustituir cada valor missing por su
estimacio´n censal correspondiente.
Una vez terminado el proceso de imputacio´n, se han realizado las transfor-
maciones de las variables, tanto de la variable dependiente como de las variables
independientes. Para ello, se han elaborarado distintos histogramas que han per-
mitido ver la distribucio´n de cada una de las variables. Con esta te´cnica se han
tratado de identificar las transformaciones las ma´s adecuadas para normalizar sus
distribuciones, y conseguir la relacio´n ma´s lineal posible entre la variable depen-
diente y las variables independientes. Adema´s, se han realizado 2 diagramas de
dispersio´n sobre 4 variables con los que se ve la relacio´n entre la varible dependien-
te y la variable independiente en su estado original, y la relacio´n entre la varible
dependiente y la variable independiente tras haber realizado la transformacio´n de
sus observaciones.
A la hora de valorar la distribucio´n de una variable, segu´n se muestra en la
Fig.1, existen varias transformaciones posibles en funcio´n del tipo de asimetr´ıa que
se posea. En casos de asimetr´ıa positiva, donde la distribucio´n presenta una cola
derecha ma´s larga que la izquierda, se ha optado por tomar logaritmos neperianos
o la ra´ız cuadrada de las observaciones de la variable. Por el contrario, ante casos
de asimetr´ıa negativa, donde la distribucio´n presenta una cola izquierda ma´s larga
que la derecha, se han tomado tambie´n logaritmos neperianos o la ra´ız cuadrada
de las observaciones de la variables, so´lo que reflejando el valor antes de realizar la
transformacio´n. Sen˜alamos que para reflejar el valor, por ejemplo, de la variable
y, hay que buscar su ma´ximo valor (K) y operar con K − y, para posteriormente
aplicar la transformacio´n.
Figura 1: Representacio´n de las distintas distribuciones posibles con la transformacio´n ma´s
adecuada en cada caso para conseguir normalidad.
4
Cuando se ha optado por tomar el logaritmo neperiano de las observaciones
de una variable, ha habido variables que en su estado original tomaban el valor
0, por lo que ha existido un problema a la hora realizar dicha transformacio´n,
pues el logaritmo nepriano de 0 es igual a −∞. Para solucionarlo, se ha creado un
indicador. E´ste ha tomado el valor 0 si una observacio´n es igual a 0 o el valor 1 si
la observacio´n ha sido distinta de 0. Una vez construido el indicador, se toma el
logaritmo neperiano de las observaciones de la variables y, en los casos en los que
la observacio´n es igual a 0, en lugar de aplicar el logaritmo, se ha mantenido el
valor 0. En cualquier caso, la variable resultante interacciona con el indicador [1].
El motivo por el cual se ha realizado esta maniobra es porque a la hora de crear
el modelo de prediccio´n, cuando las variables interaccionan con los indicadores,
si una observacio´n es igual a 0, se obtiene el siguiente modelo:
y = β0, (1)
y si una observacio´n es distinta de 0 se obtiene el siguiente modelo:
y = β0 + β1 ln(x1) + β2 ln(x2) + ...+ βn ln(xn), (2)
donde β0 corresponde a la constante del modelo, βi corresponde a los para´metros
de cada una de las variables xi y ln(xi) corresponde con el logaritmo neperiano
de cada una de las 69 variables.
3.1. Modelo de regresio´n lineal
Una vez transformadas todas las variables, se inicia una de las partes ma´s
importantes de este trabajo: la seleccio´n de variables del modelo de regresio´n
lineal. Las variables que han formado el mejor modelo de regresio´n lineal han
sido las variables que se han utilizado en el algor´ıtmo Gradient Boosting y en la
Redes Neuronal. Para la seleccio´n de variables, se ha utilizado un procedimiento
contenido dentro del software estad´ıstico SAS v9.2, llamado GLMSELECT [2].
Este procedimiento requiere de un nu´mero o semilla aleatoria, que inicializa el
proceso, y devuelve un modelo formado por las varibles que en conjunto tienen un
menor valor del Criterio de Informacion de Akaike (AIC) definido por la ecuacio´n
(3):






donde p es el nu´mero de parametros, n el numero de observaciones y SSE, es el




(yi − yˆi)2. (4)
Por lo tanto, para obtener una lista con posibles modelos de regresio´n, y
sabiendo que la semilla aleatoria que inicializa el proceso puede hacer variar
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en gran medida los resultados, se prepara una coleccio´n de semillas aleatorias,
obteniendo as´ı un modelo de regresio´n para cada una de ellas.
De entre todos esos posibles modelos, se ha calculado la frecuencia de apa-
ricio´n, seleccionando so´lo aquellos que hayan aparecido al menos dos veces y,
mediante la te´cnica de validacio´n cruzada que cuantifica el error cuadra´tico me-
dio de un modelo de prediccio´n, se ha seleccionado el modelo de regresio´n lineal
que ha cometido un menor error cuadra´tico medio.
Hay que sen˜alar que en todo momento, ya sea primero en la construccio´n
del modelo de regresio´n lineal o posteriormente en las te´cnicas algor´ıtmicas, se
han utilizado tres particiones de los datos. Estas particiones son los datos de
entrenamiento o training, los datos de validacio´n y los datos de prueba. Los
datos de entrenamiento suponen el 60 % del total de los datos y sirven para
crear uno o varios posibles modelos en el caso de la regresio´n lineal o bien para
entrenar los algor´ıtmos en el caso del Gradient Boosting y las Redes Neuronales.
Los datos de validacio´n suponen el 20 % del total de los datos y sirven para ver
co´mo de bien funcionan los distintos modelos generados con datos que no haya
visto nunca. Esta particio´n servira´ para elegir, en funcio´n del error que cometan,
el modelo ma´s adecuado, en el caso de la regresio´n, el nu´mero de nodos ocultos
en las Redes Neuronales y el nu´mero de hojas en el algoritmo Gradient Boosting.
Por u´ltimo, la particio´n de los datos de prueba, que ocupa el u´ltimo 20 % de los
datos, sirve para obtener una estimacio´n ma´s realista del error que se cometer´ıa
en la prediccio´n de la tasa de retorno de la carta del Censo de los Estados Unidos
[1].
La te´cnica de validacio´n cruzada previamente mencionada viene representada
gra´ficamente en la Fig.2, y se basa en realizar una particio´n de los datos de vali-
dacio´n, que son con los que se trabaja en esta parte, en K subconjuntos, donde
K − 1 subconjuntos se utilizara´n para entrenamiento y el subconjunto restante,
para validacio´n. Este proceso, conocido como K − fold, es repetido K veces, uti-
lizando cada uno de los subconjuntos una vez como submuestra de validacio´n. A
continuacio´n se realiza la media aritme´tica de los K resultados obtenidos durante
el proceso para obtener una u´nica estimacio´n del error que produce el modelo
de regresio´n en cuestio´n [3]. Adema´s, al igual que con el procedimiento GLMSE-
LECT, este proceso requiere un nu´mero o semilla aleatoria, de modo que si en
lugar de introducir una u´nica semilla, utilizamos un rango de n semillas, para un
mismo modelo, obtendremos n estimaciones distintas del error. E´stas permiten
visualizar graficamente, mediante un diagrama de cajas, una estimacio´n de su
varianza, su media y su mediana.
La te´cnica de validacio´n cruzada ha sido utilizada a lo largo de todo el tra-
bajo, pues sirve para cuantificar el error cuadra´tico medio de cualquier te´cnica
predictiva, lo que permite poder comparar y ver cua´l de ellas es la mejor.
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Figura 2: Te´cnica de validacio´n cruzada K-fold.
Sin embargo, una inspeccio´n visual de los diagramas puede ser insuficiente a
la hora de valorar que´ modelo comete menor error, pues a simple vista podr´ıa
parecer que existe una diferencia significativa entre las muestras de los errores de
dos te´cnicas y, en realidad, no haberla. Para cuantificar objetivamente la decisio´n,
se ha realizado un test para la media sobre muestras pareadas que permite saber
si esas diferencias, que gra´ficamente pueden parecer significativas, realmente lo
son.
Hay que sen˜alar que el test es sobre muestras pareadas porque la te´cnica de
validacio´n cruzada, estableciendo un rango de n semillas aleatorias, da lugar a
valores como los que se muestran en el Cuadro 1. En ella se puede ver el error que
comete el modelo o la te´cnica 1 con la semilla 1, el error que comete el modelo o
la te´cnica 2 con la semilla 1, y as´ı sucesivamente con cada semilla.
semilla 1 semilla 2 ... semilla n
Modelo/Te´cnica 1 20 27 ... 21
Modelo/Te´cnica 2 22 21 ... 23
Cuadro 1: Datos ficticios que representa dos muestras pareadas.
Para saber si los valores medios de los modelos 1 y 2, mostrados en el Cuadro
1, son iguales, es necesario plantear un contraste de hipo´tesis bilateral. En e´l,
segu´n se muestra en la ecuacio´n (5), se contrasta que los valores medios de los
modelos 1 y 2 son iguales:
H0 : µ1 = µ2, (5)
frente a los que no lo son, tal y como se muestra en la ecuacio´n (6):
H1 : µ1 6= µ2, (6)
siendo µ1 la media de los valores del modelo 1 y µ2 la media de los valores del
modelo 2.
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donde d¯i es la media de los di, que se calculan restando, para cada semilla, el
valor que toma el modelo 1 menos el valor que toma el modelo 2. Sd es la desvia-
cio´n t´ıpica de de los di, y n es el nu´mero de semillas utilizadas en la te´cnica de
validacio´n cruzada.
Se rechazara´ H0 si se cumple la deisgualdad |t| > tα(n− 1), para un nivel de
significacio´n α = 0,05, donde |t| se obtiene mediante la ecuacio´n (7) , y t0,05(n−1)
se obtiene de las tablas χ2. Si se cumple la desigualdad, se puede afirmar que, con
un nivel de confianza del 95 %, existen diferencias significativas entre los valores
medios de los modelos 1 y 2 mostrados en el Cuadro 1.
Por u´ltimo, sen˜alar que aunque este test se ha introducido en la descripcio´n
teo´rica de la parte perteneciente a los modelos de regresio´n lineal, dicho test
se ha utilizado en cualquier parte del trabajo con el fin corroborar o desmentir
las conclusiones que se puedan sacar de una comparacio´n hecha a partir de una
representacio´n gra´fica.
Una vez seleccionado el modelo de regresio´n lineal que comete menor error
cuadra´tico medio, se procede a tratar de mejorar la prediccio´n de dicho modelo.
Para ello, se van a utilizar dos te´cnicas de prediccio´n algor´ıtmicas que a priori
deber´ıan cometer menor error cuadra´tico medio que un modelo de regresio´n lineal
[4].
3.2. Algoritmo Gradient Boosting
La primera te´cnica es el algoritmo Gradient Boosting. El Boosting es una de
las ideas ma´s interesantes introducidas a lo largo de las u´ltimas dos de´cadas [4]. En
un principio, estos me´todos fueron disen˜ados para problemas de clasificacio´n, pero
tambie´n pueden ser utilizados en problemas de regresio´n. El origen del Boosting
viene de la combinacio´n de clasificadores (o predictores si se trata de un problema
de regresio´n) que en s´ı mismos no son muy potentes para conseguir un clasificador
(o predictor) ma´s potente.
Para la implementacio´n de este algoritmo hay que disponer de un conjunto
de datos de entrenamiento (xi, yi) y es necesario establecer una funcio´n de coste
para comparar el valor real con el valor estimado. Esta funcio´n de coste viene




|yi − f(xi)|2 , (8)
Estimacio´n inicial: Para que de comienzo el algoritmo, es necesario in-
troducir una estimacio´n de la tasa de retorno. Este paso se visualiza en la
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ecuacio´n (9), que muestra que la estimacio´n inicial de la tasa de retorno es
la media de las tasas de retorno.
yˆ0i = y¯, (9)




i = yi − yˆ(m)i , (10)
donde los residuos son el gradiente, dada la funcio´n de error vista en la
ecuacio´n (8).
Ajuste de los residuos: Una vez calculados los residuos, hay que ajus-
tarlos mediante a´rboles de regresio´n.
Actualizacio´n de las predicciones: Tras ajustar los residuos, se actua-
lizan las predicciones yˆi utilizando la ecuacio´n (11):
yˆ
(m+1)
i = yˆi + v · r(m+1)i , (11)
Vuelta al ca´lculo de residuos: Una vez actualizadas las predicciones,
se vuelve de nuevo a calcular los residuos, que van disminuyendo hasta
alcanzar la convergencia.
3.3. Redes Neuronales
La segunda te´cnica es una Red Neuronal artificial, que fue desarrollada en
dos campos diferentes - la estad´ıstica y la inteligencia artificial -, aunque basadas
en modelos similares [4].
La idea principal de las redes neuronales es obtener combinaciones lineales de
las variables independientes del modelo y utilizarlas como variables independien-
tes derivadas para modelizar la variable dependiente como una funcio´n no lineal
de esas variables independientes derivadas.
Para entender el funcionamiento de una Red Neuronal, es necesario observar
la imagen mostrada en la Fig. 3. En ella, se puede ver el funcionamiento de una
neurona cerebral, donde la informacio´n es recibida a trave´s de las dendritas y
procesada en el nu´cleo de la neurona, y la respuesta es emitida a trave´s de los
axones.
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Figura 3: Diagrama de una neurona.
Este funcionamiento es el que se trata de imitar a trave´s de la Red Neuronal
artificial, y a trave´s de la Fig. 4 se puede ver un esquema de su funcionamiento.
En ella, se observa una primera capa donde se introduce la informacio´n, que
simular´ıa ser la dendrita en la neurona. A continuacio´n, existe una capa oculta,
que se corresponder´ıa con el nu´cleo de la neurona con nodos, que son el resultado
de las combinaciones no lineales de las variables de la primera capa, y que servira´n
para obtener la u´ltima capa a trave´s de la cua´l se obtiene la respuesta. Esta u´ltima
capa simular´ıa ser el axo´n en la neurona de la Fig. 3.
Figura 4: Diagrama de una Red Neuronal artificial.
Para implementar una Red Neuronal artificial, hay que establecer los si-
guientes para´metros:
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{α0m, αm;m = 1, 2, 3, ...,M}M(p+ 1)ponderaciones, (12)
{β0m, βm;m = 1, 2, 3, ..., K}K(M + 1)ponderaciones, (13)
Al estar trabajando con un problema de regresio´n, hay que establecer una






(yik − fk(xi))2. (14)
Una vez establecdia la funcio´n de coste, hay que derivar con respecto a α y
con respecto a β para realizar una minimizacio´n de dicha funcio´n.
∂Ri
∂βkm
= −2(yik − fk(xi))gk(βTk zi)zmi = δkizmi, (15)








2(yik − fk(xi))gk(βTk zi)βkmσ(αTmxi)xil = smixil, (16)





Una vez establecidos los para´metros, la funcio´n de coste, y tras haber derivado
con respecto a α y con respecto a β, se comienza la optimizacio´n de la funcio´n de
coste. Para ello, es necesario entrar en un proceso iterativo en el cual se inicializan
las ponderaciones de los para´metros, se calcula el error cuadra´tico medio que se
comete, y se actualizan los para´metros gracias a las derivadas parciales llevadas
a cabo. De este modo, el algoritmo, poco a poco comete menor error cuadra´tico
medio hasta la convergencia.
Sen˜alar que en este proyecto se van a trabajar dos te´cnicas de optimizacio´n;
el algoritmo de Levenberg-Mardquardt y la te´cnica Backpropagation.
La propagacio´n hacia atra´s o Backpropagation, es una te´cnica en la que una
vez que se ha introducido la informacio´n, e´sta se propaga desde la primera capa a
trave´s de las capas superiores de la red, hasta generar una salida [4]. El valor de
salida se compara con el valor real y se calcula el error para cada una de las salidas.
Las salidas de error se propagan hacia atra´s, partiendo de la capa de salida, hacia
todas las neuronas de la capa oculta que contribuyen directamente a la salida.
Sin embargo, las neuronas de la capa oculta so´lo reciben una parte del error,
basa´ndose aproximadamente en la contribucio´n relativa que haya aportado cada
neurona a la salida original. Este proceso se repite, capa por capa, hasta que todas
las neuronas de la red hayan recibido el error que describa su contribucio´n relativa
al error total. La importancia de este proceso consiste en que, a medida que se
entrena la red, las neuronas de las capas intermedias se organizan a s´ı mismas de
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tal modo que las distintas neuronas aprenden a reconocer distintas caracter´ısticas
del espacio total de entrada.
En cuanto al algoritmo de Levenberg-Mardquardt, es una te´cnica iterativa
que localiza el mı´nimo de una funcio´n multidimensional que viene expresada por
la suma de cuadrados de los errores. Su descripcio´n es muy similar a la dada para
describir en te´rminos generales una Red Neuronal, pues se ha convertido en una
de las te´cnicas de optimizacio´n ma´s utilizadas [6].
3.4. Sobreajuste de un modelo de prediccio´n
Una vez introducidos los fundamentos teo´ricos del modelo de regresio´n lineal,
el algoritmo Gradient Boosting y la Red Neuronal que se han utilizado en este
trabajo cabe preguntarse: Si se introducen ma´s para´metros en el modelo de re-
gresio´n lineal, ma´s hojas en el algoritmo Gradient Boosting y ma´s nodos ocultos
en la Red Neuronal, ¿no disminuira´ el error cuadra´tico medio?
La respuesta a esta pregunta es s´ı. Introducir ma´s para´metros, ma´s hojas o
ma´s nodos podr´ıa disminuir el error cuadra´tico medio; sin embargo, el modelo o
los algoritmos estar´ıan sobreajustados. Es por ello por lo que uno de los puntos
clave de este trabajo consiste en estimar correctamente el nu´mero adecuado de
para´metros, nodos ocultos u hojas, ya que as´ı se estar´ıa evitando el sobreajuste
del modelo. Esto se debe a que si permitimos al algoritmo o a la red entrenarse
demasiado, o al modelo le introducimos demasiados para´metros, e´stos pueden
quedar ajustados a unas caracter´ısticas muy concretas de los datos, y a la hora
de realizar predicciones con datos nuevos, el error ir´ıa en aumento. Esta idea queda
explicada de forma visual en la Fig. 5, donde el ajuste A representa un ajuste
mucho ma´s simple que el ajuste B. Se dice que un modelo esta´ sobreajustado
cuando se ajusta perfectamente a los datos con los que se ha entrenado. Esta
situacio´n, que claramente representa el ajuste B, comete un error mı´nimo con
datos de entrenamiento. Sin embargo, si se utilizan datos de validacio´n, que el
modelo no ha visto nunca, y el modelo se encuentra ajustado a una caracter´ıstica
muy particular de los datos de entrenamiento que no se encuentra en los datos
de validacio´n, el error se disparar´ıa.
Figura 5: (A) Gra´fica con un modelo sin sobreajuste. (B) Gra´fica con un modelo con sobre-
ajuste.
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Una de las te´cnicas ma´s utilizadas para detectar si un modelo esta´ o no so-
breajustado, consiste en representar gra´ficamente el error que comete el modelo
a medida que aumenta el nu´mero de para´metros que lo componen, y en funcio´n
del conjunto de datos con el que se trabaje. En Fig. 6 se puede ver co´mo el error
que comete el modelo utilizando los datos de entrenamiento, representado por
la l´ınea azul, siempre disminuye, ya que a medida que aumenta el nu´mero de
para´metros, el modelo se va ajustando cada vez mejor a los datos. En cuanto al
error cometido en datos de validacio´n, representado por la l´ınea roja, se puede
ver como hay un punto a partir del cual el error, en lugar de disminuir, comienza
a aumentar. Esto se debe a que, a partir de ese punto, el modelo empieza a estar
demasiado bien ajustado a los datos, y es en ese punto cuando pueden no apa-
recer observaciones que s´ı hab´ıan aparecido en los datos de entrenemiento y que
causar´ıan un aumento del error [4].
Figura 6: Comportamiento del error, representado en el eje de abcisas. en funcio´m del nu´mero
de para´metros, representado en el eje de ordenadas, y segu´n el conjunto de datos con el que se
trabaje.
3.5. Comparacio´n de las te´cnicas de prediccio´n
Finalmente, utilizando el procedimiento GMAP [2], se han realizado 2 tipos
de representaciones gra´ficas sobre el mapa de los Estados Unidos. El primer ti-
po de representaciones gra´ficas complementa la comparacio´n final entre el error
cuadra´tico medio que cometen las distintas te´cnicas de prediccio´n utilizadas, pues
se ha realizado una representacio´n del error que se comete por hogar en cada es-
tado del pa´ıs con cada te´cnica utilizada.
El segundo tipo de representacio´n gra´fica presenta la mediana de la tasa de
retorno de la carta del censo de los Estados Unidos, por familia y por estado,
primero utilizando las tasas de retorno reales, y luego utilizando las tasas de
retorno estimadas en funcio´n de la te´cnica utilizada. De esta forma se puede ver
como se asemajan las tasas de retorno estimadas a las tasas de retorno reales.
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4. Resultados
Tras haber presentado los fundamentos teo´ricos necesarios para realizar este
trabajo, se procede explicar y mostrar los resultados obtenidos.
4.1. Imputacio´n de valores perdidos o missing
En primer lugar, hacemos una depuracio´n de los datos dada la existencia de un
elevado nu´mero de valores perdidos o missing. Recordar que la imputacio´n de los
valores missing se ha realizado utilizando estimaciones censales propocionadas
por la oficina del Censo de los Estados Unidos.
4.2. Transformacio´n de variables
Una vez imputados los valores missing, se muestra, a trave´s de la Fig, 7, una
visualizacio´n gra´fica de la distribucio´n de algunas de las variables independientes.
En ellas se ve que existe una gran diferencia entre las escalas de las variables, lo
que dificulta ver su distribucio´n de cada variable en los histogramas. Sin embargo,
en aquellas en las que se puede ver la distribucio´n se puede apreciar una asimetr´ıa
positiva, lo que, segu´n la Fig. 1, se podr´ıa solucionar tomando logaritmos de los
valores de las variables, tomando la ra´ız cuadrada o utilizando la transformacio´n
inversa. En este caso, se ha optado por transformar logaritmicamente los valores
de todas las variables independientes, ya que no so´lo se consigue normalizar la
distribucio´n de la variable, sino que adema´s, datos medidos en distintas escalas
pasan a ser comparables entre s´ı y el efecto de posibles valores extremos o at´ıpicos
queda reducido.
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Figura 7: Diagrama de dispersio´n de las variables independientes ln(x1)− ln(x16).
A continuacio´n, en la Fig. 8, se muestran los histogramas algunas de las varia-
bles independientes una vez se han transformado logaritmicamente sus valores.
En este caso so´lo se muestran aquellas observaciones cuyo indicador es igual a
uno, lo que implica que la variable x2 no ha sido representada pues todas sus
observaciones son igual a 0. El motivo por el cual no se muestran los valores
iguales a 0 es porque en los datos, si el indicador creado es igual a 0, el modelo
de prediccio´n en ese caso estara´ compuesto tan so´lo por una constante, tal y co-
mo se observa en la ecuacio´n (1), mientras que si el indicador es igual a uno, el
modelo de prediccio´n estara´ compuesto por la constante y todas las variables que
lo conformen, tal y como se observa en la ecuacio´n (2). Adema´s, en este caso, lo
que realmente interesaba era ver si se hab´ıa conseguido o no normalizar la dis-
tribucio´n de los valores con indicador igual a 1, y la inclusio´n de aquellos valores
con indicador igual a 0 hubiese dificultado la visualizacio´n del histograma, tal y
como sucede en la Fig. 7.
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Figura 8: Diagrama de dispersio´n de las variables independientes ln(x1)− ln(x16).
A la vista de los resultados, se puede concluir que se ha conseguido normalizar
la distribucio´n de las observaciones con indicador igual a uno en la mayor parte
de las variables.
Las Fig. 9 y 10 muestran, mediante diagramas de dispersio´n, la relacio´n de
4 variables con la vaiable dependiente. Fig. 9 contiene las variables en su estado
original, mientras que la Fig. 10 contiene las variables y tras haber tomado el
logaritmo neperiano de sus valores. En ellas se puede ver que la normalizacio´n
de dichas variables, a trave´s del logaritmo neperiano de sus valores, genera una
relacio´n ma´s lineal con la variable dependiente.
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Figura 9: Diagrama de dispersio´n de las variables x5, x14, x18 y x20.
Figura 10: Diagrama de dispersio´n de las variables ln(x5), ln(x14), ln(x18) y ln(x20).
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En cuanto a la variable dependiente, posee asimetr´ıa negativa en su distribu-
cio´n. Tomando como referencia la Fig. 1, y con el fin de conseguir una distribucio´n
ma´s normalizada, existe la posibilidad de tomar logaritmos neperianos o bien la
ra´ız cuadrada de los valores de la variable.
Dado que tanto la transformacio´n logar´ıtmica como la ra´ız cuadrada parecen
ser una buena opcio´n, se han utilizado ambas transformaciones. Recordar que
en ambos casos, al tratar de transformar una variable con asimetr´ıa negativa,
la transformacio´n no se realiza directamente sobre y sino sobre K − y, siendo
K en valor ma´ximo de dicha variable. Dichas transformaciones sobre la variable




y3 = ln (100− y), (18)
donde y es la variable dependiente sobre la que se aplican las transformaciones.
Una vez transforma la variable independiente, se puede concluir que, con
ambas transformaciones, se obtiene una distribucio´n ma´s normalizada que la dis-
tribucio´n original.
4.3. Bu´squeda del modelo de regresio´n lineal
A continuacio´n, se realiza la primera bu´squeda de un modelo de regresio´n
lineal. Para ello, se ha utilizado como variable dependiente la variable transfor-
mada y2, definida en la ecuacio´n (17). En cuanto a las variables independientes,
se han utilizado las variables transformadas ln(x1)− ln(x69), que hay que recordar
que interaccionan con los indicadores indi1 − indi69.
Al introducir toda esta informacio´n en el procedimiento GLMSELECT, y
estableciendo un rango de 300 semillas aleatorias, se generan 300 posibles modelos.
Tras haber ordenado por frecuencia de aparicio´n y habiendo seleccionado so´lo
aquellos que aparecen al menos dos veces, mediante validacio´n cruzada, se lleva
a cabo una comparacio´n entre todos los modelos. Los 11 modelos que presentan
un menor error cuadra´tico medio se muestran en la Fig. 11, en la que se observa
que los modelos 31 y 53 son los que cometen el menor error cuadra´tico medio.
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Figura 11: Gra´fico con los 11 mejores modelos, comparados mediante validacio´n cruzada, de
la primera bu´squeda
Para determinar que´ modelo es el adecuado, se realizo´ un test para la media
sobre muestras pareadas, obteniendo los resultados expuestos en el Cuadro 2.
H0 Estad´ıstico t Pr > |t|
µ31=µ53 -4.75 0.008
Cuadro 2: Resultados del test para la media sobre muestras pareadas de los modelos 31 y 53,
en la que se establecen diferencias significativas entre los errores cuadra´tico medios de ambos
modelos
Con un p-valor igual a 0.08, se puede rechazar la hipo´tesis nula en la que
µ31=µ53, lo que permite conluir que existen diferencias significativas entre los
modelos 31 y 53; eligiendo este u´ltimo como el modelo o´ptimo en esta primera
bu´squeda.
Para la segunda bu´squeda, se han utilizado exclusivamente las variables origi-
nales, tanto la dependiente como las independientes. El objetivo de esta bu´squeda
ha sido ver si realmente las transformaciones realizadas sobre la variable depen-
diente y sobre las variables independientes han supuesto una mejora en la capa-
cidad predictiva de un modelo de regresio´n lineal, con variables transformadas,
frente a otro modelo de regresio´n lineal con variables sin modificar.
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Al igual que en la primera bu´squeda, se han introducido las variables en
el procedimiento GLMSELECT. Establecemos el mismo rango de 300 semillas
aleatorias, se han obtenido 300 posibles modelos de regresio´n lineal. De nuevo,
ordenando por frecuencia de aparicio´n, y seleccionando aquellos modelos que
aparec´ıan al menos 2 veces, se ha utilizado la te´cnica de validacio´n cruzada para
cuantificar el error en la prediccio´n que ha cometido cada modelo.
De los 300 posibles modelos de regresio´n lineal, se ha realizado una compara-
cio´n entre todos ellos eligiendo, en este caso, los siete modelos que presentaban un
menor error cuadra´tico medio. Esta comparacio´n se muestra en la Fig. 12, donde
se ve que los modelos 50 y 51 son lo que presentan un menor error cuadra´tico
medio.
Figura 12: Gra´fico con los 7 mejores modelos, comparados mediante validacio´n cruzada, de
la segunda bu´squeda
Para determinar que´ modelo es el adecuado, se ha realizado un test para la
media sobre muestras pareadas, obteniendo los resultados que se muestran en el
Cuadro 3. En ellos se observa que el p-valor del contraste ha sido igual a 0.8427,
lo que no ha permitido establecer diferencias estad´ısticamente significativas entre
los modelos 50 y 51. Sin embargo, gra´ficamente se puede apreciar que el modelo
50 ha tenido menor varianza, lo que lo ha convertido en el modelo o´ptimo en esta
segunda bu´squeda.
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H0 Estad´ıstico t Pr > |t|
µ50=µ51 0.2 0.8427
Cuadro 3: Resultados del test para la media sobre muestras pareadas de los modelos 50 y
51, en la que no se establecen diferencias significativas entre los errores cuadra´tico medios de
ambos modelos
Para concluir la bu´squeda de un modelo de regresio´n lineal se ha realizado
una tercera bu´squeda de este tipo de modelos de regresio´n lineal. Para ello, se ha
utilizado como variable dependiente la variable transformada y3, explicada en la
ecuacio´n 18. En cuanto a las variables independientes, se han utilizado de nuevo
las variables transformadas ln(x1)− ln(x69). El objetivo de esta bu´squeda es ver
si la transformacio´n llevada a cabo sobre la variable dependiente, explicada en
la ecuacio´n (18), tiene mejores resultados que la transformacio´n explicada en la
ecuacio´n (17).
Tras introducir todas las variables en el procedimiento GLMSELECT, y esta-
bleciendo el mismo rango de 300 semillas aleatorias, se han obtenido 300 posibles
modelos de regresio´n. Tras ordenar los modelos de regresio´n por frecuencia de
aparicio´n y seleccionando aquellos modelos con una frecuencia igual o superior
a 2, se ha recurrido de nuevo a la te´cnica de validacio´n cruzada, ya que permi-
te cuantificar el error que comete cada modelo de regresio´n. Los resultados se
pueden ver en la Fig. 13. En ellos se aprecia que los modelos 39 y 60 son lo que
presentan un menor error cuadra´tico medio.
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Figura 13: Gra´fico con los 4 mejores modelos, comparados mediante validacio´n cruzada, de
la tercera bu´squeda
Para determinar que´ modelo es el adecuado, se ha realizado un test para la
media sobre muestras pareadas, obteniendo los resultados que se muestran en el
Cuadro 4. En ellos se ve que el p-valor del contraste es igual a 0.7579, lo que ha
impedido establecer diferencias estad´ısticamente significativas entre los modelos
39 y 60. Sin embargo, gra´ficamente se aprecia que el modelo 60 tiene menor
varianza, lo que lo ha convertido en el modelo o´ptimo en esta tercera bu´squeda.
H0 Estad´ıstico t Pr > |t|
µ39=µ60 0.32 0.7579
Cuadro 4: Resultados del test para la media sobre muestras pareadas de los modelos 39 y
60, en la que no se establecen diferencias significativas entre los errores cuadra´tico medios de
ambos modelos
Una vez obtenidos 3 modelos con caracter´ısticas distintas, uno por cada bu´sque-
da realizada, se ha hecho una comparacio´n utilizando la te´cnica de validacio´n
cruzada para saber que´ modelo es el que comete menor error cuadra´tico medio.
Esta comparacio´n se muestra en la Fig. 14, y se ve que los modelos de la
segunda y tercera bu´squeda son los que cometen menor error cuadra´tico medio.
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Figura 14: Gra´fico con el mejor modelo de cada una de las bu´squedas.
Gra´ficamente se aprecia que el modelo de la bu´squeda 2, definido como “Mo-
delo 2”, comete un menor error que el modelo de la bu´squeda 3, definido como
“Modelo 3”. Para saber si las diferencias son estad´ısticamente significativas, se
ha realizado un test para la media sobre muestras pareadas, cuyos resultados se
muestran en el Cuadro. 5.
H0 Estad´ıstico t Pr > |t|
µ2=µ3 6.81 < .0001
Cuadro 5: Resultados del test para la media sobre muestras pareadas de los modelos 2 y 3, en
la que no se establecen diferencias significativas entre los errores cuadra´tico medios de ambos
modelos.
El p-valor obtenido, inferior a 0.05, ha permitido establecer diferencias es-
tad´ısticamente significativas entre ambos modelos, lo que significa que el modelo
de regresio´n lineal que comete menor error cuadra´tico medio es el que se ha obte-
nido en la segunda bu´squeda. E´ste modelo queda definido a trave´s de la ecuacio´n
(19).
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y = β0 + β1 × (x5× f2) + β2 × (x14× f2) + β3 × (x18× f2)+
β4 × (x20× f2) + β5 × (x40× f2) + β6 × (x43× f2) + β7 × (x46× f2)+
β8 × (x50 × f2) + β9 × (x56 × f2) + β10 × (x68 × f2) + εi,
(19)
donde y representa la variable dependiete, βi representa los para´metros de la
ecuacio´n, f2 representa el estado, x5 representa el condado, x14 representa el
total de la poblacio´n censada en 2010 en cada hogar, x18 representa el nu´mero
total de hombres en el hogar, x20 representa el nu´mero total de mujeres en el
hogar, x40 representa las personas de 65 an˜os o ma´s en el hogar, x43 representa
el origen hispano, x46 representa el total de la poblacio´n hispana en el hogar, x50
representa el nu´mero de afroamericanos en el hogar, x56 representa el nu´mero
de asia´ticos en el hogar y x68 representa el u´mero de personas que hablan otro
idioma a parte de ingle´s en el hogar.
4.4. Implementacio´n de algoritmo Gradient Boosting
Una vez hecha la bu´squeda de un modelo de regresio´n lineal, se han utilizado
otras te´cnicas con el fin de ver si e´stas ofrecen una mejor capacidad predictiva.
En primer lugar, se han introducido las variables que componen el mejor mo-
delo de regresio´n en el algoritmo Gradient Boosting, que presenta dos para´metros
desconocidos que hay que estimar. Estos para´metros son el nu´mero de hojas que
componen los a´rboles de decisio´n con los que funciona el algoritmo, tal y como
se ha explicado en la seccio´n 3, y la constante de regularizacio´n, que hace frente
al sobreajuste del modelo.
A continuacio´n, se muestra la Fig. 15, donde, tras haber establecido una cons-
tante de regularizacio´n v=0.01, se visualiza el error cuadra´tico medio que se
comete en funcio´n del nu´mero de hojas que contengan los a´rboles de decisio´n
para datos de entrenamiento.
Figura 15: Representacio´n del error que se comete segu´n el nu´mero de hojas que se utilicen en
los a´rboles de decisio´n y con una constante de regularizacio´n v=0.01 con datos de entrenamiento.
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Se observa que, para datos de entrenamiento, la estabilizacio´n del error cuadra´ti-
co medio se alcanza en 40 hojas. Si en lugar de utilizar una constante de regulari-
zacio´n v=0.01, utilizamos una constante de regularizacio´n v=0.1, se obtienen los
resultados que se muestran en la Fig. 16. En ella se observa que el error cuadra´tico
medio se estabiliza tambie´n en 40 hojas.
Figura 16: Representacio´n del error que se comete segu´n el nu´mero de hojas que se utilicen en
los a´rboles de decisio´n y con una constante de regularizacio´n v=0.1 con datos de entrenamiento.
Si en lugar de utilizar datos de entrenamiento, utilizamos datos de validacio´n
y ambas constantes de regularizacio´n, se obtienen los resultados que se muestran
en las Fig. 17 y 18. En ellas se observa co´mo, para ambas constantes de regulariza-
cio´n, el error cuadra´tico medio desciende conforme aumenta el nu´mero de hojas,
hasta que se alcanzan las 40 hojas cuando el error cuadra´tico medio comienza a
aumentar.
Figura 17: Representacio´n del error que se comete segu´n el nu´mero de hojas que se utilicen en
los a´rboles de decisio´n y con una constante de regularizacio´n v=0.01 con datos de validacio´n.
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Figura 18: Representacio´n del error que se comete segu´n el nu´mero de hojas que se utilicen
en los a´rboles de decisio´n y con una constante de regularizacio´n v=0.1 con datos de validacio´n.
Para saber que´ constante de regularizacio´n es la adecuada para implementar el
algoritmo Gradient Boosting, se ha utilizado, sobre datos de validacio´n, la te´cnica
de validacio´n cruzada. Los resultados se muestran en la Fig. 19. En ellos se aprecia
que la constante de regularizacio´n v=0.1 es la que comete menor error cuadra´tico
medio.
Figura 19: Gra´fico donde se compara el error que se comete utilizando 40 hojas con una
constante de regularizacio´ nv = 0,01 o 40 hojas y una constante de regularizacio´n v = 0,1
Para saber si estas diferencias son estad´ısticamente significativas, se ha reali-
zado un test para la media sobre muestras pareadas, cuyos resultados se muestran
en el Cuadro 6.
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H0 Estad´ıstico t Pr > |t|
µv=0,01=µv=0,1 -5.39 < .0001
Cuadro 6: Resultados del test para la media sobre muestras pareadas utilizando constantes d
egularizacio´n v = 0,01 y v = 0,1 y datos de entrenamiento.
El p-valor inferior a 0.001 asociado al test indica que las diferencias que se
aprecian de forma gra´fica son significativas, por lo que la constante de regulari-
zacio´n adecuada para implementar el algoritmo Gradient Boosting es v=0.1.
Una vez estimados los dos para´metros requeridos para la implementacio´n de
algoritmo Gradient Boosting, se ha analizado la posibilidad de limitar el nu´mero
de iteraciones que utiliza el algoritmo. Para ello, se ha utilizado una macro en SAS
que permite visualizar de forma gra´fica el error cuadra´tico medio que se comete en
los datos training y en los datos de validacio´n en funcio´n del nu´mero de iteraciones.
Esta limitacio´n conocida como Early Stopping, esta´ indicada para hacer frente
al sobreajuste, pues con un nu´mero muy elevado de iteraciones, podr´ıa darse el
caso de que el algoritmo se ajuste a una caracter´ıstica de los datos.
La macro que se ha utilizado, adema´s de permitir ver el comportamiento del
modelo, calcula su R2 y lo compara con el R2 que se obtiene utilizando el modelo
de regresio´n lineal. De esta forma, se ha tenido idea acerca del funcionamiento
del algoritmo Gradient Boosting frente al modelo de regresio´n lineal.
Esta representacio´n gra´fica se puede ver en la Fig. 20, donde se han usado
a´rboles de decisio´n de 40 hojas y una constante de regularizacio´n v=0.1.
Figura 20: Comparacio´n del error que se comete utilizando 40 hojas y una constante de
regularizacio´n v = 0,1 en funcio´n del nu´mero de iteraciones que utilice el algoritmo Gradient
Boosting.
Los resultados indican que, utilizando 100 iteraciones, el error cuadra´tico me-
dio ya se encuentra estabilidazo, por lo que se ha limitado el nu´mero de iteraciones
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del algoritmo a 100. En cuanto al R2 que muestra la macro, se ve que sobre datos
de entrenamiento, el algoritmo Gradient Boosting es capaz de explicar casi toda
la variablidad de los datos. Sobre datos de validacio´n, aunque el valor del R2 baja
de 0.99 a 0.80, sigue siendo superior al R2 que se obtiene utilizando el modelo de
regresio´n lineal.
4.5. Implementacio´n de una Red Neuronal
Una vez implementado el algoritmo Gradient Boosting se ha implementado la
Red Neuronal.
Para ello, SAS requiere que antes de introducir los datos se ejecute el proce-
dimiento DMDB, que dispone los datos de forma que el mo´dulo de miner´ıa de
datos de SAS sea capaz de entenderlos.
Una vez ejecutado el procedimiento, se ha estimado el nu´mero de nodos ade-
cuado para la implementacio´n de la Red Neuronal. Para ello, se ha utilizado una
macro en SAS que calcular el error que se comete utilizando un rango de nodos
ocultos en la red, tanto para datos de entrenamiento como para datos de vali-
dacio´n. En este caso, se ha establecido un rango de 5 a 55, obteniendo la Fig.
21.
Figura 21: Comparacio´n del error que se comete utilizando distintos nodos ocultos en la Red
Neuronal sobre datos de entrenamiento y validacio´n.
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Se puede ver co´mo el error cuadra´tico medio que se obtiene utilizando los datos
entrenamiento o training disminuye de forma constante mientras que el error
cuadra´tico medio que se obtiene utilizando datos de validacio´n disimuye hasta
que llega hasta 30 nodos, donde comienza aumentar. Tal y como se explico´ en la
seccio´n 3, la curva del error cuadra´tico medio sobre datos de validacio´n es la que
sirve para saber el nu´mero de nodos que hay que utilizar ya que es la que muestra
el punto a partir del cual el modelo comienza a estar sobreajustado.
Dado que con la Fig. 21 resulta algo dif´ıcil decidir cua´ntos nodos se van
utilizar en la implementacio´n de la Red Neuronal, existe una forma alternativa
de calcularlo: la te´cnica de validacio´n cruzada. En la Fig. 22 se muestran diversos
diagramas de cajas llevados a cabo sobre datos training, uno para cada nodo, y
donde se puede ver el mismo comportamiento que se ve´ıa en la l´ınea de datos de
entrenamiento de la Fig. 21.
Figura 22: Error que se comete en funcio´n del nu´mero de nodos ocultos en la Red Neuronal,
sobre datos de entrenamiento, recurriendo a la te´cnica de validacio´n cruzada.
Si esta misma te´cnica se aplica sobre datos de validacio´n, a trave´s de la Fig.
23 se ve el mismo comportamiento que la l´ınea de datos de validacio´n en la Fig.
21, con la diferencia de que en este caso, se aprecia que el cambio de tendencia
esta´ situado en 35 nodos.
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Figura 23: Gra´fico donde se compara el error que se comete utilizando distintos nodos ocultos
en la Red Neuronal utilizando la te´cnica de validacio´n cruzada sobre datos de validacio´n.
Una vez estimado el nu´mero de nodos con el que implementar la Red Neuronal,
y al igual que se hizo en el algoritmo Gradient Boosting se ha analizado si es
recomendable el uso o no de la limitacio´n del nu´mero de iteraciones del algoritmo.
Para ello se ha utilizado la te´cnica de validacio´n cruzada, cuyos resultados se
muestran en la Fig. 24. En este caso, tras llevar a cabo varias pruebas, la limitacio´n
se ha establecido 150 iteraciones, y se aprecia que la te´cnica de limitacio´n de
iteraciones, conocida como Early Stopping, disminuye el error cuadra´tico medio
que comete la Red Neuronal.
Figura 24: Error que se comete utilizando o no la limitacio´ de 150 iteraciones.
No obstante, a pesar de que gra´ficamente la diferencia parece significativa, se
ha llevado a cabo un test para la media sobre muestras pareadas para verificarlo.
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Los resultados se muestran en el Cuadro 7 y, con un p-valor inferior a 0.0001,
el test establece diferencias significativas a favor de la te´cnica de limitacio´n de
iteraciones o Early Stopping.
H0 Estad´ıstico t Pr > |t|
µEarlyStopping=µSinEarlyStopping -11.27 < .0001
Cuadro 7: Resultados del test para la media sobre muestras pareadas de utilizando Early
Stopping o no
Para finalizar la implementacio´n de la Red Neuronal, se ha comparado el error
cuadra´tico medio que se comete utilizando las dos te´cnicas de optimizacio´n expli-
cadas en el apartado 3: Backpropagation y el algoritmo de Levenberg-Mardquardt.
Mediante validacio´n se ha cuantificado el error que comete cada una de las dos
te´cnicas. Los resultados se muestran en la Fig. 25 y se ve como la te´cnica Back-
propagation es preferible al algoritmo de Levenberg-Mardquardt.
Figura 25: Gra´fico donde se compara el error que se comete utilizando el algoritmo de
Levenberg-Mardquardt y la te´cnica de optimizacio´n Backpropagation.
Para saber si exiten diferencias significativas entre ambas te´cnicas, se ha rea-
lizado un test para la media sobre muestras pareadas. Los resultados, mostrados
en el Cuadro 8, establecen diferencias significativas a favor del uso de la te´cnica
Backpropagation.
H0 Estad´ıstico t Pr > |t|
µLevmar=µBackpropagation 8.28 < .0001
Cuadro 8: Resultados del test para la media sobre muestras pareadas de utilizando el algoritmo
de Levenberg-Mardquardt y la te´cnica Backpropagation.
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4.6. Comparacio´n de las te´cnicas de prediccio´n
En la Fig. 26, se muestra la gra´fica del error cuadra´tico medio que cometen las
tres te´cnicas de prediccio´n utilizadas: el modelo de regresio´n lineal, el algoritmo
Gradient Boosting y la Red Neuronal. En ella, se aprecia co´mo la te´cnica que
comete el menor error cuadra´tico medio es la Red Neuronal.
Figura 26: Gra´fico donde se compara el error que se comete utilizando el modelo de regresio´n
lineal, el algoritmo Gradient Boosting y la Red Neuronal.
Para saber si las diferencias son estad´ısticamente significativas, se hacemos
un test para la media donde se ha comparado el modelo de regresio´ lineal con
el algoritmo Gradient Boosting, el modelo de regresio´ lineal con la Red Neuronal
con y el el algoritmo Gradient Boosting con la Red Neuronal. Los resultados,
mostrados en el Cuadro 9, establecen diferencias significativas a favor de la Red
Neuronal.
H0 Estad´ıstico t Pr > |t|
µRL=µGB -14.81 < .0001
µRL=µRN -22.24 < .0001
µGB=µRN -12.37 < .0001
Cuadro 9: Resultados del test para la media sobre muestras pareadas comparando el modelo
de regresio´n lineal con el algoritmo Gradient Boosting, el modelo de regresio´n lineal con la Red
Neuronal y el algoritmo Gradient Boosting con la Red Neuronal.
Estas diferencias tambie´n se pueden apreciar en las Fig. 27, 28 y 29, donde,
para cada te´cnica de prediccio´n utilizada, se ha calculado la mediana del error
cuadra´tico medio cometido por hogar de cada estado, permitiendonos visualizar
en cua´les se comete mayor o menor error en la prediccio´n.
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Figura 27: Mapa con la mediana del error cuadra´tico medio cometido por hogar en cada
estado utilizando el modelo de regresio´n lineal.
Figura 28: Mapa con la mediana del error cuadra´tico medio cometido por hogar en cada
estado utilizando el algoritmo Gradient Boosting.
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Figura 29: Mapa con la mediana del error cuadra´tico medio cometido por hogar en cada
estado utilizando la Red Neuronal.
Finalmente, en las Fig. 30, 31, 32 y 33 se muestra una comparacio´n entre
la tasa de retorno real, y las tasas de retorno estimadas a trave´s de las distintas
te´cnicas predictivas utilizadas. La Fig. 30 contiene la mediana de la tasa de retorno
real de los hogares de cada estado, mientras que las Fig. 31, 32 y 33 contienen la
mediana de las estimaciones de la tasa de retorno de los hogares en cada estado. En
ellas, se ve como las estimaciones obtenidas con el modelo de regresio´n lineal (ver
Fig. 31) difieren de los valores reales provistos por el censo de los Estados Unidos
(ver Fig. 30). Las estimacio´nes obtenidas con el algoritmo Gradient Boosting
(ver Fig. 32), tienen una mayor semejanza a los valores reales, aunque la mejor
aproximacio´n a se consigue utilizando la Red Neuronal (ver Fig. 33).
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Figura 30: Mapa con la mediana de la tasa de retorno provista por el Censo de los Estados
Unidos.
Figura 31: Mapa con la mediana de la tasa de retorno estimada de la carta del Censo de los
Estados Unidos utilizando el modelo de regresio´n lineal.
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Figura 32: Mapa con la mediana de la tasa de retorno estimada de la carta del Censo de los
Estados Unidos utilizando el algoritmo Gradient Boosting.
Figura 33: Mapa con la mediana de la tasa de retorno estimada de la carta del Censo de los
Estados Unidos utilizando la Red Neuronal.
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5. Conclusiones
En este proyecto se ha conseguido demostrar la premisa de que las te´cnicas de
aprendizaje automa´tico como el Gradient Boosting o las Redes Neuronales, cuan-
do se trabaja con grandes volu´menes de informacio´n, son capaces de disminuir el
error que comete un modelo de regresio´n lineal.
Para ello, primero se ha que depurado la base de datos de 129.605 obser-
vaciones y se han realizado las transformaciones necesarias de las 71 variables
disponibles. Seguidamente, se han efectuado tres bu´squedas de un modelo de
regresio´n lineal o´ptimo, cada una con caracter´ısticas distintas:
En la primera bu´squeda, las variables independietes han sido transformadas
tomando el logaritmo neperiano de sus valores, y la variable dependiente ha
sido transformada tomando tambie´n el logaritmo neperiano de sus valores.
En la segunda bu´squeda, todas las variables, tanto las independientes como
la dependiente estaban en su estado original.
En la tercera bu´squeda, las variables independietes han sido transformadas
tomando el logaritmo neperiano de sus valores, y la variable dependiente
ha sido transformada tomando tambie´n la ra´ız cuadrada de sus valores.
De entre las 300 posibilidades que ofrec´ıa cada bu´squeda, se ha seleccionado
el modelo de regresio´n lineal que cometiese menor error cuadra´tico medio de cada
una de ellas. A continuacio´n se han comparado los mejores modelos de regresio´n
obtenidos, siendo el modelo que conten´ıa todas las variables en su estado original
el que menor error cuada´tico medio comet´ıa, alcanzando as´ı el objetivo principal
del proyecto: obtener un modelo de regresio´n lineal que cometa el menor error
posible a la hora de llevar a cabo la estimacio´n de la tasa de retorno de la carta
de la oficina del Censo de los Estados Unidos.
Una vez obtenido el modelo de regresio´n lineal, se ha estudiado si con el uso de
otras te´cnicas de prediccio´n alternativas, utilizando siempre las mismas variables,
se pod´ıa reducir el error cuadra´tico medio que e´ste comet´ıa.
En primer lugar, se ha implementado la te´cnica Gradient Boosting, que al
funcionar con a´rboles de decisio´n, ha requerido estimar el nu´mero de hojas que se
deb´ıan utilizar, as´ı como la constante de regularizacio´n para evitar el sobreajuste.
El resultado, utilizando 40 hojas, una constante de regularizacio´n v=0.1, y un
l´ımite de 100 iteraciones, ha sido una disminucio´n en el error cuadra´tico medio
respecto al modelo de regresio´n lineal.
En segundo lugar, se ha implementado una Red Neuronal. Una de las tareas
ma´s importantes ha sido la estimacio´n del nu´mero de nodos que ha utilizado la
red, pues al igual que en el algoritmo Gradient Boosting, exist´ıa riesgo de sobre-
ajuste. Aparte del nu´mero de nodos tambie´n se ha tenido que decidir si se iba a
utilizar la te´cnica Early Stopping o no, as´ı como la te´cnica de optimizacio´n de la
funcio´n de pe´rdida. El resultado, utilizando 35 nodos, la te´cnica de optimizacio´n
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Backpropagation y limitanto el nu´mero de iteraciones a 150, ha sido una dismi-
nucio´n del error cuadra´tico, no so´lo respecto al modelo de regresio´n lineal, sino
tambie´n respecto al algoritmo Gradient Boosting.
Para ver si efectivamente las te´cnicas de parendizaje automa´tico eran capaces
de disminuir el error que comete el modelo de regresio´n lineal, y saber cua´l de
estas te´cnicas es la adecuada, se ha realizado un diagrama de cajas en el que,
mediante validacio´n cruzada, se ha cuantificado el error que comet´ıa cada una
de las te´cnicas, concluyendo que la Red Neuronal es la te´cnica que menor error
cuadra´tico medio comete, alcanzando as´ı los objetivos secundarios en los que se
trataba de disminuir el error que comete el modelo de regresio´n lineal.
Para ilustrar los resultados obtenidos, se han realizado 2 tipos de representa-
ciones gra´ficas:
El primer tipo de representaciones gra´ficas permite ver la mediana del error
cuadra´tico medio cometido por familia y por estado en funcio´n de la te´cnica
de prediccio´n utilizada. En ellos, se puede ver la variabilidad en el error de
prediccio´n representada en el diagrama de cajas.
En el segundo tipo de representaciones gra´ficas se visualiza la mediana de la
tasa de retorno de la carta del censo de los Estados Unidos por hogar en cada
estado. En primer lugar se ha presentado un mapa con las tasas de retorno
provistas por el censo, donde se aprecia que los estados de norte poseen
tasas de retorno superiores a los estados del Sur y Alaska. A continuacio´n,
se ha representado en 3 gra´ficos distintos, la mediana de las estimaciones
de las tasas de retorno de la carta del censo de los Estados Unidos por
hogar en cada estado obtenidas con cada te´cnica de prediccio´n utilizada.
En estos 3 gra´ficos se observa que las estimaciones obtenidas con el modelo
de regresio´n lineal son las que menos se asemejan a las tasas de retorno
reales, obteniendo la mayor similitud con las estimaciones obtenidas con la
Red Neuronal.
Los resultados obtenidos en este proyecto, acompan˜ados por las representacio-
nes gra´ficas, han permitido corroborar la premisa de que las te´cnicas de aprendi-
zaje automa´tico consiguen disminuir el error de prediccio´n que comete el modelo
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