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Abstract
In this paper, we consider a hybrid millimeter wave (mmWave) and micro wave (µWave) net-
work from the perspective of wireless caching and study the optimal probabilistic content/file caching
placement at desirable base stations (BSs) using a stochastic geometric framework. Considering the
average success probability (ASP) of file delivery as the performance metric, we derive expressions
for the association probability of the typical user to the mmWave and µWave networks. Accordingly,
we provide an upper bound for the ASP of file delivery and formulate the content caching placement
scheme as an optimization problem with respect to caching probabilities, that jointly optimizes the
ASP of file delivery considering both content placement and delivery phases. In particular, we consider
the caching placement strategy under both noise-limited and interference-limited environments. We
numerically evaluate the performance of the proposed caching schemes under essential factors, such as
blockages in the mmWave network, cluster radius, BS density, and path loss and compare it with uniform
caching placement, cachingM most popular contents, and random caching placement. Numerical results
demonstrate the superiority of the proposed caching scheme over others, albeit certain trade-offs.
Index Terms
Wireless caching, millimeter-wave networks, micro wave networks, Poison point processes.
I. INTRODUCTION
Demand for higher capacity and lower latency in wireless networks is increasing exponentially,
which has resulted in the development of the fifth generation (5G) wireless communication
systems, with key goals of data rates in the range of Gbps, billions of connected devices,
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2lower latency, improved coverage and reliability, and environment-friendly operation. A large
portion of the data traffic is due to the surge in internet usage, mobile applications usage,
social media and online video streaming through mobile devices (e.g. mobile phones, tablets,
laptops, etc.). Accordingly in [1], Ericsson has predicted that global mobile data traffic will
surpass 100 ExaBytes by 2023. Nonetheless, it is interesting to note that a substantial amount
of the data traffic are redundantly generated over networks [2], as several popular contents are
asynchronously and repeatedly requested by many users. Motivated by this, pre-fetching some
popular video contents in the local caches of base stations (BSs), also termed as wireless edge
caching, has been considered as a promising technique to alleviate network traffic loads. In
particular, wireless edge caching has the advantages of 1) alleviating the burden of the backhaul
by avoiding repeated transmission of the same contents from the core network to end-users,
2) reducing latency by shortening the communication distance, 3) improving network capacity
and throughput, and 4) reducing the operational cost due to lower cost of storage memory than
bandwidth.
Further to alleviate the spectrum crunch and meet the data rate demands, while on one hand,
techniques like heterogeneous networks (HetNets) and network densification through small cell
networks (SCNs) [3] have become commonplace in current wireless communications research,
on the other hand, millimeter wave (mmWave) frequencies are being considered as an alternative
solution to the currently operational micro wave (µWave) networks. Also, mmWave transmission
by nature is more suitable for operation in small cells due to its limited range of propagation.
Hence, it is realistic to say that in future 5G networks, mmWave and traditional µWave
networks will exist in conjunction with each other, which will allow for a seamless coverage
and transmission. Consequently, with regards to the aforementioned technologies, researchers
are looking into how to maximize the average success probability (ASP) of content delivery in
cellular networks to increase the users’ quality of experience (QoE) [4] [5]. In this paper, we
will consider a hybrid mm/µWave network and demonstrate the feasibility of caching in such a
network.
1) Related work on wireless caching: While caching has been used to maintain internet traffic
over the last two decades, but mainly related to computer-based technologies [6], [7], recently
wireless caching has triggered considerable interest from both academia and industry due to
3its potential of reducing backhaul loads, latency and cost. In this regard, [8], [9] showed the
effectiveness of proactive caching on the network edge to help reducing traffic congestion in
backhaul links. While a similar system, but involving stochastic geometry based framework was
studied in [10] for the scenario of BSs located in the Euclidian plane, caching in device-to-device
(D2D) communications was considered in [11] and [12]. Further, the authors in [13] proved that
popularity-based optimal caching placement in terms of outage probability gives better results
than uniform caching where all BSs uniformly fetch all contents in their local caches irrespective
of the popularity. Hence, caching placement scheme is a key factor that determines the success
and performance of a caching system, and it is an endeavour for researchers to find optimal ways
to perform content caching placement in various networks. In this regard, while the authors in [14]
explore the optimal methods for caching in a multiple-input multiple-output (MIMO) network,
[15] studies optimal caching strategies for D2D communications.
2) Related work on mmWave and hybrid networks: Due to the vast amount of unused spectrum
in mmWave frequency range, considerable efforts have been made to analyze mmWave systems
recently. However, signals transmitted at mmWave frequencies are easily attenuated by blockages,
such as concrete buildings, trees, etc. Hence, to quantify the performance of mmWave cellular
systems, [16] performed real time propagation channel measurements. Then, while in [17] a
blockage model for mmWave propagation was introduced to analyze the rate and coverage area
of mmWave systems, a distance dependent path loss model along with antenna gain parameters
were introduced in [18] to characterize the propagation environment in such systems. Further,
while the above works focussed on urban environments, [19] proposed a path loss model for
rural mmWave networks and [20] showed the feasibility and application of mmWave in outdoor
cellular networks.
On a similar vein, hybrid wireless networks, which combine two different tiers of base
stations can also increase the capacity of wireless networks and spectrum efficiency. Accordingly,
research works in [21]–[25] have focussed on the study of capacity for such networks. Further,
with regards to future 5G networks, the authors in [26] were among the first to consider
a mmWave overlaid µWave network. Subsequently, the authors in [27] provided uplink and
downlink coverage analysis of such hybrid networks and [20] provided a coverage analysis in a
densified heterogenous mmWave SCN.
4Based on the aforesaid, in this paper we study the optimal content caching placement strategy
in a mm/µWave hybrid network by maximizing the ASP of file delivery. In particular, considering
a stochastic geometric framework, we model a hybrid cellular network involving both mmWave
and µWave BSs, which are randomly located within a bounded region. The BSs have finite cache
memory and store files in them in a probabilistic and independent way. We consider a typical
user, which receives the content of interest from the serving BSs offering the best received signal
power among its neighbouring BSs. The main distinctions of this work can be summarized as
in the following points:
• We calculate the association probability of the user to a mmWave or µWave network based
on the simplified long-term average biased (LTAB) received signal power (i.e., least path
loss). Using the association probability, we provide the expression for the ASP of file
delivery. While, a closed-form expression is provided for the ASP of file delivery under a
noise-limited scenario, an upper bound is provided for the interference-limited case.
• To optimally place the contents in the hybrid network, we propose two algorithms, one each
for noise-limited and interference-limited scenarios to acquire optimal caching probabilities
by maximizing the ASP of file delivery.
• Besides characterizing the effects of blockages on the ASP for the typical user over a
bounded region, we also evaluate the effects of channel fading in conjunction with other
essential factors, such as mm/µWave BS density, cluster radius, and content popularity.
• Finally, through numerical simulations we compare the performance of the proposed caching
placement scheme with other caching strategies such as, 1) uniform caching placement, 2)
caching M most popular contents, and 3) random caching placement. Numerical results
demonstrate the superiority of the proposed caching scheme over others, although with
certain performance trade-offs.
II. SYSTEM MODEL
We consider the downlink transmission in a cache-enabled hybrid cellular network comprising
of both mmWave and µWave networks as shown in Fig. 1. While mmWave BSs and associated
users form the SCNs, µWave BSs and their associated users form the macro cell networks
(MCNs). Further, mmWave BSs and µWave BSs are independently modeled by two homogeneous
Poisson point processes (PPPs) Φm with density λm and Φµ with density λµ, respectively. The
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Fig. 1: An illustration of a cache enabled hybrid mmWave-µWave network.
users in the network follow another independent homogenous PPP Φu with density λu. All the
processes are independent of each other. Further, both mmWave and µWave BSs are equipped
with multiple antennas nmt and n
µ
t , respectively. The users are assumed to be equipped with two
sets of antennas nmr and n
µ
r , to receive both mmWave and µWave transmissions, respectively
1.
Hereinafter, throughout the paper subscript/superscript/notation ofm and µ will be used to refer to
mmWave BSs and µWave BSs, respectively. In a typical cellular network, BSs retrieve requested
files using capacity-limited backhaul links. During peak hours, this results in an information-
congestion bottleneck both at the BSs as well as in the backhaul links. To alleviate this bottleneck,
caching popular contents at the mmWave and µWave BSs are proposed. The requested content
will be served directly to the users by one of the neighbouring BSs depending on the availability
of the file in its local cache and the association criteria of the users to the BSs. The performance
of caching however, depends on the density of BS nodes, cache size, users’ request rate, the
caching strategy, content popularity, cluster radius and blockages in the network.
A. Caching policy
Without loss of generality, a typical user is assumed to be located at the origin that is the
centre of a two dimensional (2-D) disk with a radius R. This circle signifies a finite network
region, in which all BSs from both mmWave SCN and µWave MCN can communicate with the
typical user. The typical user will be associated to either mmWave network or µWave network
depending on the LTAB received signal power and the availability of requested files at the serving
1While to receive mmWave signals, the users utilize multiple antennas, µWave signals are captured by a single antenna only.
This is due to the fact that the wavelength of mmWave signals is very small and hence more antennas can be accommodated
within a small physical space. However, for µWave receivers, it may not be feasible to equip small devices with more than one
antenna owing to larger wavelengths of µWave signals. Henceforth, we use nµr = 1.
6BSs. In particular, the typical user is associated to the mmWave network if and only if 1) the
strongest LTAB received signal power achieved at the associated mmWave BS is greater than
the maximum value of the same at the µWave BS, 2) the requested file is prefetched in the
associated mmWave BS, selected according to the best received signal power, and 3) the rate
supported by the serving mmWave BS is greater than the guaranteed target rate. If either of the
aforementioned conditions cannot be satisfied by the mmWave network, the typical user will be
offloaded to the µWave network2, where a potential µWave serving BS will be chosen from a
subset that has the requested file stored in its cache. Now, if the serving µWave BS can achieve
the guaranteed target rate, the requested file can be successfully delivered to the typical user. As
for the case that the requested file is delivered from the local caches, it will be termed as “cache
hit”. Otherwise, it is a “cache miss”, where BSs will then utilize backhaul links to retrieve the
requested file in real time3. This scenario is not ideal for caching and should be avoided. Our
aim is to develop an effective cache placement strategy to maximize “cache hit”. More details
on the communication policy will be discussed in later sections.
1) Caching model: To cache popular files requested by a user, each BS contains storage units,
referred to as local caches. The cache size of the µWave BSs is assumed to be larger than that
of mmWave BSs. Additionaly, a central source/server containing a global cache4 is accessible
to all the BSs in the hybrid network via wired backhaul links. For simplicity, we represent the
size of the cache by the number of files. It is assumed that each mmWave and µWave BS can
cache up to Cm and Cµ files of length B bits each, respectively, such that Cm < Cµ. Further, we
assume that the distribution of users’ requests follows the independent reference model (IRM),
in which the content popularity is stationary and each user independently requests a data-file of
size B bits5 from the file set S , {s1, s2, . . . , si, . . . sL}, where L is the total number of files
cached in the network. The popularity of the requested files is assumed to be independent of
each other and is modelled by the Zipf distribution [29]. In particular, the popularity of the ith
file in the library is given as
2Similar offloading strategies with respect to a threshold capacity were analyzed in [18], [28] and stated to be reasonable for
mmWave based networks.
3The cache miss scenario is mentioned here for the sake of completeness, but is beyond the scope of discussion in this work.
4In the event that the file requested by the typical user is not in the local cache, then the file is retrieved from global cache
that contains all the files a user may request.
5For analytical simplicity, we assume that all files have the same size.
7fi =
1/iυ∑L
j=1 1/j
υ
, 1 ≤ i ≤ L, (1)
where υ is the Zipf exponent, that controls the skewness of the content popularity.
2) Caching placement strategy: A probabilistic caching placement strategy is assumed, where
each BS (mm or µWave) caches its file in an independently and identically distributed (i.i.d)
manner by producing M indices generated according to Π , {pii : si ∈ S, i = 1, 2, ..., L}, where
0 ≤ pii ≤ 1 and
∑L
i=1 pii ≤ M . The files are cached in advance during off-peak hours through
prior requests or overhearing. The caching BSs storing file i can be modelled as an independent
PPP with intensity λji , pjiλj , where pji is the probability of caching the ith file for all si ∈ S
and j ∈ {m,µ}. Now, from all L files, the typical user requests one file depending on the file
popularity fi, such that a file with higher popularity is requested with higher likelihood. For
analytical tractability, hereinafter we assume that the popularity of the files is perfectly known
and that the files in the set S are of the same size and normalized to one6, i.e., S , {1, 2, . . . , L}.
B. MmWave network model
1) Blockage model: MmWave signals are susceptible to blockages, making it imperative to
model blockages for true representation of practical mmWave systems. Blockages in the network
are usually concrete buildings. We consider the blockages to be stationary blocks which are
invariant with respect to direction. We adopt the modeling of blockages in [30], and accordingly,
consider a two state statistical model for each link. The link can be either line-of-sight (LOS) or
non-line-of-sight (NLOS). LOS (L) link occurs when there is a direct propagation path between
the transmitter and the receiver, while NLOS (N ) occurs when the link is blocked and the
receiver receives the signal through reflection from a blockage. Let the LOS link be of length r
and β be the blockage density, then the probabilities of occurrence pL(.) and pN (.) of LOS and
NLOS states, respectively, can be given as a function of r as
pL(r) = e
−βr, pN (r) = 1− e
−βr. (2)
2) Beamforming model: Due to the small wavelengths of mmWaves, directional beamforming
at both transmitters and receivers can be exploited for compensating the path loss and additional
noise. The beam patterns are approximated as sectorized gain patterns [31]. Let θ be the
6In the case of unequal file size, each file can be divided into small partitions of the same size, with each partition being
treated as an individual file.
8beamwidth of the main lobe. Then the antenna gain pattern for a transmit or receive node
about an angle φ is given as [31]
Gq(θ) =

 G
M
q if|φ| ≤ θ
Gmq if|φ| > θ

 , (3)
where q ∈ {T,R}, with T denoting the transmitter, and R the receiver, φ ∈ [0, 2pi) is the angle
of boresight direction and GMq and G
m
q are the array gains of main and side lobes, respectively.
The effective antenna gain/interference7 seen by the typical user will depend on the directivity
of the gains of main (i.e., GM) and side (i.e., Gm) lobes of the antenna beam pattern, given as
Gi =


GMGM, pMM = (
θ
2pi
)2
GMGm, pMm =
θ(2pi−θ)
(2pi)2
GmGM, pmM =
θ(2pi−θ)
(2pi)2
GmGm, pmm = (
2pi−θ
2pi
)2


, (4)
where plk, with l, k ∈ {M,m}, denotes the probability that the antenna gain GlGk is seen by the
typical user. Thus, the effective gain can be considered as a random variable, which can take any
of the mentioned values in (4). For simplicity and tractability, we assume that the beamforming
gain between the mmWave serving BS and the typical user is always GMGM since the aligned
beamforming gain between the typical user and the mmWave serving BS is maximum [32].
3) Channel model: To capture a generalized propagation environment and for analytical
tractability, in this work we consider the Nakagami fading model8. Let mˆ be the Nakagami
fading parameter and Γ(mˆ) the gamma function. Then, the channel power is distributed as
Xmˆ ∼ fXmˆ(x; mˆ) ,
mˆmˆxmˆ−1e−mˆx
Γ(mˆ)
. (5)
C. µWave network model
The µWave channels are modeled in a similar way as that of its mmWave counterparts with
the only exceptions that the antennas are now omnidirectional with transmitted signal power Pµ
and path loss exponent αµ. It is to be noted that the blockage effects are not considered for
µWave systems due to low penetration loss of µWave signals.
7In order to avoid ambiguity of notation, hereinafter G always denotes the effective antenna gain/interference.
8The choice of Nakagami-mˆ fading to simulate the small scale fading is commonly used in literature [30], [31], [33].
9Under the consideration of separate encoding scheme at each BS, BS l sends an information
symbol sl through a linear beamforming vector
9 vl = [v
1
l , . . . , vl
nµt ]T with unit norm, i.e., ||vl||2 =
1, i ∈ Φµ. Therefore, by a slight abuse of notation, the received signal at the typical user from
the µWave BS l can be given as
y =
√
Pµh
H
1,lvlr
−αµ/2
l sl +
∑
i∈Φµ,i 6=l
√
Pµh
H
1,ivir
−αµ/2
i si + n1, (6)
where h1,i = [h
1
1,i, . . . , h
nµt
1,i ]
T is the downlink channel between the µWave BS i to the typical
user10 and n1 denotes the additive Gaussian noise at the typical user.
III. RATE CHARACTERIZATION FOR THE TYPICAL USER
The typical user may be connected to either a mmWave BS or a µWave BS depending on the
communication policy, which will be discussed in the next section. In this section we characterize
the rate of the typical user when it is connected to either a mmWave or a µWave BS. Let Φmi
be the set of mmWave BSs, which have file i in their local caches. Given that a typical user
is served by a mmWave BS (from Φmi) that contains the requested file and with the strongest
received signal power at the user is given as
ζm1,i = max
k∈Φmi
{
PmG1,kX1,k
r
αj
1,k
}
, (7)
where Pm, G1,k and X1,k are the transmit power, directional antenna gain, and channel power
coefficient at the typical user from the associated mmWave BS, respectively. Further, r1,k is the
distance between the typical user and the serving mmWave BS and αj is the path loss exponent
with j ∈ {L,N}. Now, let Φcmi (or Φmi) be the set of interfering BSs, i.e., interference from all
other mmWave BSs without file i in their cache memory. Then, Φcmi is written as
Φcmi = Φm\Φmi . (8)
Therefore, the SINR at the typical user, receiving file i from the serving mmWave BS l, where
l ∈ Φmi , can now be defined as
γm1,li ,
PmG1,lX1,lr
−αj
1,l{
σ2m1,l︸︷︷︸
A
+
∑
t∈Φcmi
PmG1,tX1,tr
−αj
1,t︸ ︷︷ ︸
B
} . (9)
9A maximal ratio transmit (MRT) precoding scheme is considered, i.e., vl =
h1,l
||h1,l||2
.
10The subscript 1 in h1,l corresponds to the typical user.
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In the denominator above, A represents the noise power at the typical user, B is the interference11
seen at the typical user from the mmWave BSs which do not contain the file i. Accordingly, the
downlink rate12 at the typical user requesting the ith file is expressed as
Rmli = (1/Nli)× log2
(
1 + γmli
)
, (10)
where Nli is the total load of the serving mmWave BS. Similarly, by a slight abuse of notation,
we use the same symbols to denote the total load of the associated µWave BS and the distance
between the typical user and its associated µWave BS. Accordingly, the downlink rate at the
typical user, receiving file i from the serving µWave BS l, with l ∈ Φµi , is given as
Rµli = (1/Nli)× log2
(
1 + γµli
)
, (11)
where
γµli ,
PµHlr
−αµ
l{
σ2µl︸︷︷︸
A
+
∑
t∈Φcµi
PµHtr
−αµ
t︸ ︷︷ ︸
B
} . (12)
Here, Hl = ||hHl vl||
2 = ||hl||2 denotes the power gain of the fading channel13 Like before, A
and B denote noise and interference from the set of µWave BSs not having file i, respectively.
IV. ASSOCIATION PROBABILITY
In this section, we present the communication policy, where we determine the association
probability of the typical user pmw and pµw connected to either a mmWave network or a µWave
network, respectively. To calculate pmw and pµw, we formulate a problem by comparing the
maximum LTAB received signal powers between mmWave and µWave BSs. Accordingly, we
introduce bias factors Bµ and Bm [28], [34], which are always positive. When B = 1, no
biasing is considered and the association goes back to a traditional cell association policy based
on maximum received power or nearest node. Leveraging the analysis from [28], we consider
that the typical user is connected to the best network with respect to LTAB received power (i.e.,
BmPmGlr
−αj
l , j ∈ {m,µ} for mmWave network and BµPµr
−αµ
l for µWave network). However,
unlike µWave network, it is important to characterize the least path loss distribution in mmWave
11We assume that each user is served by only one BS and BSs storing the same file cooperate among each other so that
interference towards the typical user is mitigated. Round-robin scheduling is used to select users to be served in each time slot.
Accordingly, the typical user suffers from interference in the network only from the BSs that do not cache the requested file.
12Hereinafter, for notational simplicity, we omit the subscript 1 that is used to represent the typical user.
13 Ignoring the independence among nµt channels and sacrificing the channel diversity gain, while assuming that each entity of
hl is an i.i.d. complex Gaussian random variable with zero mean and variance 1/n
µ
t , Hl can be considered to be Nakagami-mˆ
distributed with mˆ = 1. Henceforth, this simplification helps us to obtain tractable mathematical derivations.
11
network by incorporating the effect of blockages. As mentioned before, the possibility of the
channel link being LOS or NLOS follows from the exponential blockage probability model.
Accordingly, the least path loss distribution for a typical user in a mmWave network is given
in Lemma 1, followed by the association probability of the typical user to µWave network in
Theorem 1. A pictorial representation of the above communication policy is presented in Fig. 2.
Lemma 1. The least path loss distribution for a typical user in a mmWave network is given as
Fmmξl (r)= 1−exp
(
−piλm(rPmGlBm)
2
αN − 2piλm
β2
(1−e−β(rPmGlBm)
1
αL(1 + β(rPmGlBm)
1
αL ))
+2piλm
β2
(1−e−β(rPmGlBm)
1
αN (1 + β(rPmGlBm)
1
αN ))
)
. (13)
Proof. The proof of this lemma follows from the proof of Theorem 1 of [35]. However, for
convenience, we present a sketch of the proof here. Consider a point process, where the points
represent the path loss between the typical user and randomly placed BSs in a mmWave network.
Let φmm =
{
ξl ,
xαm
l
PmGlBm
}
be a homogeneous PPP of intensity λm. Here, the distance is a
random variable, and its LOS state occurs with the probability of e−βx. By using Mapping
theorem [36, Theorem 2.34], the density function of this one dimensional PPP under the effect
of blockages can be given as
Λ([0, r]) =
(rPmGlBm)
1
αL∫
0
2piλmxe
−βxdx+
(rPmGlBm)
1
αN∫
0
2piλmx(1− e
−βx)dx. (14)
Using the void probability of a PPP and with the help of (14), the least path loss distribution
in a mmWave network can be given as (13), where Bm = 1/Pm and Bµ = 1/Pµ.
Theorem 1. In a hybrid network consisting of mmWave and µWave BSs as described, considering
the least pass loss distribution, the probability that a typical user is connected to the µWave
network is given by
pµw=2piλµ
∞∫
0
r exp
(
−Λm
((
P¯mm
P¯µ
) 1
αm r
αµ
αm
))
e−piλµr
2
dr, (15)
where P¯mm = PmGlBm, with Gl = G
MGM and P¯µ = PµBµ, with Bm =
1
Pm
, Bµ =
1
Pµ
12
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Fig. 2: An illustration of the communication policy for the typical user with either mmWave or µWave network.
Λm
(
P¯mm
P¯µ
1
αm r
αµ
αm
)
=piλm
(
P¯mm
P¯µ
) 1
αN r
αµ
αN − 2piλm
β2

1−e−β
(
P¯mm
P¯µ
) 1
αN r
αµ
αN
(
1 + β
(
P¯mm
P¯µ
) 1
αN r
αµ
αN
)
+ 2piλm
β2

1−e−β
(
P¯mm
P¯µ
) 1
αL r
αµ
αL
(
1 + β
(
P¯mm
P¯µ
) 1
αL r
αµ
αL
) . (16)
Proof. The proof can be obtained by leveraging results of Lemma 1.
V. PERFORMANCE METRIC
We use the average success probability (ASP) of file delivery as the performance metric to
design the caching placement strategy. In particular, ASP is defined as the successful response
to the user’s request, which occurs when the downlink rate is more than the target bit rate of the
file. Thus, when the typical user requests the ith file, the ASP of file delivery can be expressed
as
Ps({νi}) =
∑L
i=1
fi P [Rxi ≥ νi] , (17)
where xi ∈ Φmi/µi is the serving BS
14 selected according to (7), fi is the probability of requesting
the ith file, νi is the target bit rate of file i and Rxi is the rate at the typical user.
Now, as the mmWave and µWave networks follow two independent PPPs, it is possible
to perform the analysis on both the processes independently with an association probability.
14For notational simplicity, xi denotes either µWave serving BS or mmWave serving BS for file i depending on the context.
13
Accordingly, given that pmw is the association probability that the typical user is connected to
the mmWave network, the file i is served by the associated mmWave BS that is able to support
the downlink rate greater than the target bit rate. Otherwise, the typical user will be associated
to the µWave network with the probability pµw = 1 − pmw. In this regard, we assume that the
typical user can communicate with all BSs that cache the requested file15. Accordingly, the total
ASP of file delivery can be given as
Ps({νi}) = P
mm
s ({νi})pmw + P
µ
s ({νi})pµw, (18)
where Pmms (νi) and P
µ
s (νi) denote the conditional ASP of file delivery by the mmWave and
µWave networks, respectively.
Theorem 2. The ASP of file delivery by the mmWave BSs is tightly upper bounded by
Pmms ({νi}) ≤
∑L
i=1
{
fi
{∑mˆ
l=1
(
mˆ
l
)
(−1)l+1
∑
j∈{L,N}
{
pjexp
(−AlQiσ2mxi
PmGxir
−αj
xi
)
(19)
×


3∏
qˆ=1
∏
jˆ∈{L,N}
exp
[
− λmi
∫ ∞
0
(
1−
( 1
1 +
AlQiGˆqˆr
−α
jˆ
t
Gxir
−αj
xi
mˆ
)mˆ)
pjˆ2pipqˆ rtdrt
]






 ,
where Gxi = G
MGM , Gˆqˆ ∈ {Gˆ1 = GMGM , Gˆ2 = GMGm, Gˆ3 = GmGm}, pqˆ ∈ {p1 = pMM, p2 =
2pMm, p3 = pmm} with qˆ ∈ {1, 2, 3}. Particularly, pj , pjˆ ∈ {pN = 1− e
−βrxi , pL = e
−βrxi} with
j, jˆ ∈ {L,N}, A = mˆ(mˆ!)
−1
mˆ , where for mmWave network, mˆ > 1 is the Nakagami parameter.
Qi = 2
Nxiνi − 1, and λmi = (1− pmi) λm.
Proof. This proof is given in Appendix A.
Theorem 3. The ASP of file delivery by the µWave BSs is tightly upper bounded by
Pµs ({νi}) ≤
∑L
i=1
fi
{∑mˆ
l=1
{(
mˆ
l
)
(−1)l+1exp(
−lAQiσ2µxi
Pµr
−αµ
xi
)
exp[−2piλµi
∫ ∞
0
rt(1− (1 +
AlQir
−αµ
t
r
−αµ
xi mˆ
)−mˆ)drt]
}}
, (20)
where mˆ = 1, Qi
16= 2Nxiνi − 1 and λµi = λµ(1− pµi). All parameters are either defined before
or are generally the same as those defined for the mmWave network but with notational changes.
15If the user cannot be served from the local caches due to low delivery rate, other BSs meeting the target rate requirement,
but without file i in their local caches should retrieve the requested file via backhaul links or coordinated transmission between
BSs. This however is out of scope of the current work and is left for future work.
16Nxi denotes the total load of either the associated mmWave or µWave BS depending on the context. Qi for mmWave and
µWave are usually different as the total load of the serving BSs for file i may be different. However, for simplicity we assume
that the total loads are equal in this work.
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Proof. Due to page limitations, the proof of this theorem is omitted but can be obtained in a
similar way as the proof of Theorem 2.
VI. PROPOSED CACHING PLACEMENT IN THE HYBRID NETWORK
To place the contents in the hybrid network, we aim to optimize the ASP of file delivery
by considering a finite memory size and content popularity. This can be achieved by optimally
determining caching probabilities in the file caching placement phase. Accordingly, we formulate
an optimization problem as below.
P1 : max
{pmi},{pµi}
Ps({νi}), (21)
s.t.
∑L
i=1
pmi ≤ Cm, (22)∑L
i=1
pµi ≤ Cµ, (23)
0 ≤ pmi ≤ 1 & 0 ≤ pµi ≤ 1 , ∀i ∈ S, (24)
The constraints in (22) and (23) ensure that the size of the total cached files should be less than
or equal to Cm for mmWave and Cµ for µWave networks. In the above, the ASP is given as
in (25), shown on the top of the this page. The functions consisting of variables pmi and pµi
are exponential functions, which are convex. Hence, their summation is also convex. However,
due to the binomial term (−1)l+1, the objective function is no longer convex. In particular, it is
a difference of convex (DC) functions and hence a DC (DCP), which makes it quite rigorous
to cope with the optimization problem. In this regard, we consider the noise-limited (NL) and
interference-limited (IL) scenarios separately to try to simplify the problem and reformulate the
optimization problem under two different scenarios.
A. Optimal caching probabilities under NL scenario
Recent studies on mmWave networks [32], state that mmWave networks in urban settings
are more NL than IL. This is due to the fact that in the presence of blockages, the signals
received from unintentional sources are close to negligible. In such densely blocked scenarios
(typical for urban settings), signal to noise ratio (SNR) provides a good enough approximation
to SINR for directional mmWave networks. Furthermore, for the µWave case, when the number
of users is much smaller than the number of serving BSs, the impact of interference is negligible
when compared to the noise power. Accordingly, the typical user can be served without sharing
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Ps({νi}) = P
mm
s ({νi})pmw + P
µ
s ({νi})pµw
≤
∑L
i=1
{
fi
{∑mˆ
l=1
(
mˆ
l
)
(−1)l+1
∑
j∈{L,N}
{
pjexp
(−AlQiσ2mxi
PmGxir
−αj
xi
)
×


exp
[
− λmi
∑3
qˆ=1
∑
jˆ∈{L,N}
∫ ∞
0
(
1−
( 1
1 +
AlQiGˆqˆr
−α
jˆ
t
Gxir
−αj
xi
m
)mˆ)
pjˆ2pipqˆ rtdrt
]
︸ ︷︷ ︸
Z(i,l)








pmw
+
∑L
i=1
fi
{∑mˆ
l=1
{(
mˆ
l
)
(−1)l+1exp(
−lAQiσ2µxi
Pµr
−αµ
xi
)
exp[−λµi
∫ ∞
0
2pirt(1− (1 +
AlQir
−αµ
t
r
−αµ
xi mˆ
)−mˆ)drt]︸ ︷︷ ︸
W (i,l)



 pµw
=
∑L
i=1

fi

∑mˆl=1
(
mˆ
l
)
(−1)l+1
∑
j∈{L,N}
{
pjexp
(−AlQiσ2mxi
PmGxir
−αj
xi
)
exp
[
− λmiZ(i, l)
]}


 pmw
+
∑L
i=1
fi
{∑mˆ
l=1
{(
mˆ
l
)
(−1)l+1exp(
−lAQiσ2µxi
Pµr
−αµ
xi
)exp[−λµiW (i, l)]
}}
pµw. (25)
resources with other users. Hence, in this section we ignore the interference part B in (9) and
(12), and consider the NL case only to analyze the effects of channel selection diversity on
optimal caching strategy. Additionally, such an assumption also aids us in deriving closed form
expressions for the ASP of file delivery.
Theorem 4. The ASP of file delivery by the mmWave network in a NL scenario is given by
Pmms ({νi}) =
∑L
i=1
fi
[
1− exp
(
−
∑
j∈{L,N}
kjpmiZj
(ηiGxi
Qi
)
− kˆpmi
(ηiGxi
Qi
)δmN)] (26)
where kj = cj
piλmmˆmˆδmj
Γ(mˆ)
, cj ∈ {−1, 1}17, with j ∈ {L,N}, kˆ = piλm
Γ(δmN +mˆ)
mδmN Γ(m)
, δmj =
2
αj
,
ηi =
Pm
σ2mxi
, Qi = 2
ρi − 1, ρi = Nxiνi. Zj(ω˜) =
∫∞
0
∫ ω˜
0
exp(− mˆ
ω
ψ)
ω(mˆ+1)
dωψ(δmj+mˆ−1)exp(−βψ
δmj
2 )dψ
with ω˜ =
ηiGxi
Qi
. All other parameters are as defined before.
Proof. The proof is given in Appendix C.
17cL = 1, cN = −1.
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Similarly, the ASP of file delivery in the µWave network can be derived with the channel
power gain now being exponentially distributed, where blockage effects and beamforming gains
are ignored.
Theorem 5. The ASP of file delivery in a µWave network in a NL scenario is given by
Pµs ({νi}) =
∑L
i=1
fi
{
1− exp(−k˜ pµi(
η˜i
Qi
)δµ)
}
, (27)
where k˜ = piλµΓ(δµ + 1), η˜i =
Pµ
σ2µxi
, δµ =
2
αµ
, Qi = 2
ρi − 1, ρi18= Nxiνi.
The optimization problem P1 is now convex and the objective function can be rewritten as
Ps({νi}) =
∑L
i=1
fi
[
1− exp
(
−
∑
j∈{L,N}
kjpmiZj
(ηiGxi
Qi
)
− kˆpmi
(ηiGxi
Qi
)δmN)]pmw
+
∑L
i=1
fi
{
1− exp(−k˜ pµi(
η˜i
Qi
)δµ)
}
pµw. (28)
The Lagrangian function of the optimization problem (21)-(23) is
L ({pmi}, {pµi}, ω˜, ωˆ, {µ˜i}, {µˆi})
=
∑L
i=1
fi
[
1− exp
(
−
∑
j∈{L,N}
kjpmiZj
(ηiGxi
Qi
)
− kˆpmi
(ηiGxi
Qi
)δmN)]pmw
+
∑L
i=1
fi
{
1− exp(−k˜ pµi(
η˜i
Qi
)δµ)
}
pµw − ω˜
(∑L
i=1
pmi − Cm
)
− ωˆ
(∑L
i=1
pµi − Cµ
)
−
∑L
i=1
µ˜i(pmi − 1)−
∑L
i=1
µˆi(pµi − 1), (29)
where ω˜, ωˆ, µ˜i and µˆi are the Lagrangian multipliers associated with the constraints (22)-(23),
respectively. Since Slater’s condition satisfies the optimization problem, the optimal solution of
the problem can be achieved by solving its dual, which can be written as
min
ω˜,ωˆ,{µ˜i},{µˆi}≥0
max
{pmi},{pµi}
L ({pmi}, {pµi}, ω˜, ωˆ, {µ˜i}, {µˆi}) . (30)
The dual problem in (30) is then solved in an iterative fashion which alternates between a sub-
problem, updating the caching probability variables {pmi} and {pµi} by fixing the Lagrangian
multipliers (ω˜, ωˆ, {µ˜i}, {µˆi}), and a master problem, computing new Lagrangian multipliers
based on the obtained caching probabilities. Further, in the sub-problem, by taking the partial
derivative of (29) with respect to pmi , we can find the optimal caching probabilities for mmWave
BSs. Accordingly,
∂L({pmi}, ω˜, {µ˜i})
∂pmi
= fiexp[pmi(−Ai − Bi)] + ω˜ + µ˜i (31)
18By normalizing the whole bandwidth, ρmax = 1 bits/s/Hz and Nxi ∈ [0, 1] expresses the portion of the whole bandwidth.
Hence, ρi ≤ 1.
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Algorithm 1 : Computation of {p∗mi} and {p
∗
µi
}
1: Initialize : ω˜, ωˆ, {µ˜i}, {µˆi}
2: Compute pmi using (32).
3: Compute pµi using (33).
4: Update the Langrangian multipliers ω˜, ωˆ, {µ˜i}, and {µˆi}.
5: Repeat steps 2− 4 until convergence.
6: p∗mi ← pmi(ω˜
∗, µ˜∗i ), p
∗
µi
← pµi(ωˆ
∗, µˆ∗i ).
where Ai =
∑
j∈{L,N} kjZj(
ηiGxi
Qi
) and Bi = kˆ(
ηiGxi
Qi
)δmN . The optimal caching probability is
now given by
pmi =
[
1
Ai +Bi
log
(
fipmw
ω˜ + µ˜i
)]+
, (32)
where [x]+ = max{0, x}. Likewise, the optimal caching probability for µWave BS is given by
pµi =
[
1
Tˆik˜
log
(
pµwfi
ωˆ + µˆi
)]+
, (33)
where Tˆi = (
η˜i
Qi
)δµ
. The Lagrange multipliers are updated using subgradient method. The
algorithm to find the optimal caching probabilities {p∗mi} and {p
∗
µi
} is given in Algorithm 1.
B. Optimal caching probabilities under IL scenario
Compared to the NL case, the interference part in (9) and (12) will be dominant when the
number of mm/µWave BSs (i.e., density) increases and blockage density in the network decreases.
In this subsection, the ASP of file delivery under a IL case is given.
Theorem 6. The IL ASP of file delivery in a mmWave network is given by
Pmms (νi) ≤
∑L
i=1
{
fi
{∑mˆ
l=1
(
mˆ
l
)
(−1)l+1
∑
j∈{L,N}
pj

3∏
qˆ=1
∏
jˆ∈{L,N}
exp
[
− λmi
∫ ∞
0
(
1−
( 1
1 +
AlQiGˆqˆr
−α
jˆ
t
Gxir
−αj
xi
mˆ
)mˆ)
pjˆ2pipqˆ rtdrt
]




 .
(34)
Proof. This proof can be obtained similar to Theorem 2 with interference part only.
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Theorem 7. The IL ASP of file delivery in a µWave network is given similarly as
Pµs (νi) ≤
∑L
i=1
fi
{∑mˆ
l=1
{(
mˆ
l
)
(−1)l+1
exp
[
− 2piλµi
∫ ∞
0
rt
(
1−
(
1 +
lAQir
−αµ
t
r
−αµ
xi mˆ
)−mˆ)
drt
]}}
, (35)
where all the parameters are as defined before.
Proof. This proof can be obtained by leveraging on the derivation of Theorem 3.
After establishing the ASP of file delivery for the hybrid network in an IL scenario, the
objective function of the optimization problem P1 for this IL case can now be rewritten as in (36),
shown on the top of the next page. In the above, h({pmi}), g({pmi}), hh({pµi}), gg({pµi})
are convex. The optimization problem to find the optimal file placement scheme can now be
formulated as a standard DCP problem and given as
P2 : min
{pmi},{pµi}
[−h({pmi}) + g({pmi})− hh({pµi}) + gg({pµi})] (37)
s.t.
∑L
i=1
pmi ≤ Cm, (38)∑L
i=1
pµi ≤ Cµ, (39)
0 ≤ pmi ≤ 1, & 0 ≤ pµi ≤ 1 , ∀i ∈ S. (40)
Now, it can be noted that since mmWave and µWave networks can be independently represented
through their respective association probabilities, we can separately calculate the optimal caching
probabilities for mmWave BSs and µWave BSs by rewriting the above optimization problem into
two sub-DCP problems. Based on [37], we propose an iterative algorithm as given in Algorithm 2
to obtain the optimal caching probabilities for both mmWave and µWave networks by separately
converting the sub-DC objective functions to convex functions. Below, we give the proof of
convergence of Algorithm 2.
Theorem 8. The original objective function in (37) of the DCP problem P2 can be convexified
by replacing it with its upper bound. The proposed algorithm is then convergent with respect to
an increase in the iteration number.
Proof. Let pkm and p
k
µ be the feasible points for problem P2. Applying Taylor series approx-
imation on h({pk+1mi }) and hh({p
k+1
µi
}) at feasible points pkm and p
k
µ, the objective function is
rewritten as
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Ps({µi}) ≤
∑L
i=1
{
fi
{∑mˆ
l=1
(
mˆ
l
)
(−1)l+1
∑
j∈{L,N}
pj

3∏
qˆ=1
∏
jˆ∈{L,N}
exp
[
− λmi
∫ ∞
0
(
1−
( 1
1 +
AlQiGˆqˆr
−α
jˆ
t
Gxir
−αj
xi
mˆ
)mˆ)
pjˆ2pipqˆ rtdrt
]




 pmw
+
∑L
i=1
fi
{
mˆ∑
l=1
{(
mˆ
l
)
(−1)l+1exp
[
− 2piλµi
∫ ∞
0
rt
(
1−
(
1 +
lAQir
−αµ
t
r
−αµ
xi mˆ
)−mˆ)
drt
]}}
pµw
=
∑L
i=1
fi
∑mˆ
l=1
(
mˆ
l
)
(−1)(l+1)
∑
j∈{L,N}
pj
× exp
[
− (1− pmi)λm
3∑
qˆ=1
∑
jˆ∈{L,N}
∫ ∞
0
(
1−
( 1
1 +
AlQiGˆqˆr
−α
jˆ
t
Gxir
−αj
xi
mˆ
)mˆ)
pjˆ2pipqˆ rtdrt
︸ ︷︷ ︸
Zˆ(i,l)
]
pmw
+
L∑
i=1
fi
mˆ∑
l=1
(
mˆ
l
)
(−1)(l+1) × exp
[
− (1− pµi)λµ
∫ ∞
0
rt
(
1−
(
1 +
lAQir
−αµ
t
r
−αµ
xi mˆ
)−mˆ)
2pidrt︸ ︷︷ ︸
Wˆ (i,l)
]
pµw
=
∑L
i=1
fi
∑
l=odd number
(
mˆ
l
)∑
j∈{L,N}
pjexp[−λmZˆ(i, l)]exp[pmi(λmZˆ(i, l)]pmw︸ ︷︷ ︸
h({pmi})
−
∑L
i=1
fi
∑
l=even number
(
mˆ
l
)∑
j∈{L,N}
pjexp[−λmZˆ(i, l)]exp[pmi(λmZˆ(i, l)]pmw︸ ︷︷ ︸
g({pm})
+
∑L
i=1
fi
∑
l=odd number
(
mˆ
l
)
exp(−λµWˆ (i, l))exp[pµi(λµWˆ (i, l))]pµw︸ ︷︷ ︸
hh({pµi})
−
∑L
i=1
fi
∑
l=even number
(
mˆ
l
)
exp(−λµWˆ (i, l))exp[pµi(λµWˆ (i, l))]pµw︸ ︷︷ ︸
gg({pµi})
(36)
vk+1 = g(p
k+1
m )− h(p
k+1
m ) + gg(p
k+1
µ )− hh(p
k+1
µ ), (41)
such that (41) is now convex. Since the region of feasible solution remains the same, the feasible
points pkm and p
k
µ are also feasible for the convexified problem and other feasible points p
k+1
m
and pk+1µ that exist for the convexified problem are also the feasible points of the problem P2.
Furthermore, for all pm and pµ using Taylor series approximation, the convexity of h and hh
gives us hˆ(pk+1m ;p
k
m) ≤ h(p
k+1
m ), (42)
and hˆh(pk+1µ ;p
k
µ) ≤ hh(p
k+1
µ ). (43)
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Algorithm 2 : Computation of {p∗mi} and {p
∗
µi
}
1: Initialize : counter k = 0, {p0mi}, {p
0
µi
}, step size ∆ = 10−4 and threshold δˆ = 10−5
2: Repeat
3: Compute: hˆ(pk+1m ; p
k
m) = h(p
k
m) +∇h
T(pkm)(p
k+1
m − p
k
m)
hˆh(pk+1µ ;p
k
µ) = hh(p
k
µ) +∇hh
T(pkµ) (p
k+1
µ − p
k
µ)
4: Solve 1: Set the value of {pk+1mi } to be a solution of
minimize g({pk+1mi })− hˆ({p
k+1
mi
}; {pkmi})
subject to
∑L
i=1 p
k+1
mi
≤M, 0 ≤ pk+1mi ≤ 1, ∀i ∈ S
5: Solve 2: Set the value of {pk+1µi } to be a solution of
minimize gg({pk+1µi })− hˆh({p
k+1
µi
}; {pkµi})
subject to
∑L
i=1 p
k+1
µi
≤ N, 0 ≤ pk+1µi ≤ 1, ∀i ∈ S
6: Update: k = k + 1.
7: pkm = p
k−1
m + sign(p
k
m − p
k−1
m )×∇h
T(pk−1m ) ×∆,
pkµ = p
k−1
µ + sign(p
k
µ − p
k−1
µ )×∇h
T(pk−1µ ) ×∆,
where sign(x) =


1, x > 0
0, x = 0
−1, x < 0
8: Until convergence or maximum iteration number is reached.
Hence, if p0m and p
0
µ are chosen to be feasible, all corresponding iterates will be feasible. Now,
we show that the objective value converges over the iterations. According to the inequalities
g(pm) < h(pm), (44)
gg(pµ) < hh(pµ), (45)
and vk+1 ≤ g(p
k+1
m )− hˆ(p
k+1
m ;p
k
m) + gg(p
k+1
µ )− hˆh(p
k+1
µ ;p
k
µ)︸ ︷︷ ︸
vˆk+1
, (46)
we minimize the value of vˆk+1 at each iteration k, and obtain vk by using previous p
k
m and p
k
µ
such that vk ≥ vˆk+1 ≥ vk+1. (47)
The value of the above objective function is now non-increasing and will always converge,
possibly to negative infinity, which concludes the proof.
VII. NUMERICAL RESULTS
After developing the analytical framework in the previous sections, we now evaluate the
performance (ASP of file delivery) of the proposed caching placement strategy with respect to
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TABLE I: Parameter values
Parameter notation Physical meaning Values
ηi =
Pm
σ2mxi
,∀i ∈ S SNR of the typical user for file i from the mmWave serving BS 54 (dB)
η˜i =
Pµ
σ2µxi
,∀i ∈ S SNR of the typical user for file i from the µWave serving BS 104 (dB)
θ Mainlobe beamwidth pi/6
GM / Gm Mainlobe antenna gain / sidelobe antenna gain 15 (dB) / -15 (dB)
Gxi Effective antenna gain between the serving mmWave BS and typical user 225 (dB)
αL / αN Path loss exponent of LoS and NLoS 2 / 4
αµ µWave path loss exponent 3.5
λm mmWave BS density 5×10
−5 (nodes/m2)
λµ µWave BS density 10
−6 (nodes/m2)
β Blockage density 0.008
υ Skewness of the content popularity 0.8
L The number of files 10
R The radius of the bounded coverage region 500 (m)
Cm/Cµ Cache size of mmWave/µWave BS 5 / 6
mˆ Nakagami fading parameter for mmWave (µWave) channel 10 (1)
ρmax The maximum file delivery rate 1 (bit/sec/Hz)
ρi,∀i ∈ S The rate for i-th file delivery (i.e.,ρi ∈ [0, ρmax]) 0.8 (bits/sec/Hz)
Algorithm 1 and 2. Unless otherwise stated, most of the parameters used and their corresponding
values are inspired from literature and given in Table I. A uniform target rate for each file is
considered for simplicity throughout the analysis.
We begin by evaluating the optimal caching probabilities in a NL hybrid network for varying
densities of mmWave and µWave networks and different Nakagami parameters in Fig. 3. It is
worth noting that according to the CDF of the process { r
α
X
} in (70), when λmpmi becomes
higher, the minimum of the CDF of { r
α
X
} increases. Accordingly, the ASP of file delivery will
be higher due to the increase in intensity measure. In fact, the reciprocal of { r
α
X
} represents the
effective channel gain and hence, with the increase in density, the probability to obtain higher
channel gain also increases. However, it can also be seen that when the density increases, the
caching probabilities for the most popular files decrease and tend to be uniformly distributed.
This means that by sacrificing higher channel gain for a few specific contents, we can increase
the hitting probability of all contents (content diversity gain) such that the optimal ASP of file
delivery can be achieved. Therefore, there is a tradeoff between channel gain and cache hit.
Besides, in the same figure, we also evaluate the effect of Nakagami fading parameter mˆ, which
relates to the channel power gain. The figure shows that the proposed algorithm is not affected
by mˆ, which shows that BS density is a more significant parameter than the fading parameter mˆ.
The above explanation holds true for µWave systems as well as can be seen from the tradeoff
in performance for µWave optimal caching probabilities in terms of BS density.
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Fig. 3: Optimal caching probability v.s. varying λ and mˆ values under NL scenario.
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Fig. 4: ASP of file delivery for various caching placement
strategies under NL scenario.
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Fig. 5: ASP of file delivery for various blockage densities
under NL scenario.
We now compare the ASP of file delivery of the proposed content placement strategy as
shown in Algorithm 1 in a NL hybrid network with three different content placement strategies:
1) caching the M most popular contents (MC), 2) caching the contents uniformly (UC), and 3)
caching contents randomly (RC) in Fig. 4. It is evident from the figure that the proposed caching
placement scheme is superior to the MC, UC and RC in terms of ASP of file delivery for varying
content popularities. When the skewness υ of the content popularity distribution is close to zero,
meaning of which is that the content popularity is uniformly distributed and uniformly requested
by users, the proposed caching placement strategy is significantly better than the others. On the
other hand, while MC is better than RC for higher values of υ and vice versa for low υ, both
perform comparatively inferior to UC throughout almost the entire range of υ. Next, in Fig. 5,
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under IL scenario.
we evaluate the effect of blockages on our proposed algorithm for the NL scenario. It can be
seen that when blockage density increases, the ASP of file delivery decreases. This is due to the
fact that increasing blockages in the mmWave network results in the attenuation of the received
signal. However, the decrease in optimal ASP is not very significant. This can be explained as:
1) for a substantial blockage density, with the increase in skewness, the number of files with
higher probability requests decreases up to even less than the cache size of µWave BSs, 2) the
proposed algorithm makes sure that the higher caching probability of the most requested files is
stored in the limited number of µWave BSs, which are not affected by blockages, and 3) for the
mmWave network, the algorithm also makes sure that the most requested files are stored only in
the mmWave BSs with less average probability of NLOS than LOS. Hence, it can be concluded
that the proposed algorithm is a blockage-aware optimal caching strategy.
After validating the results for the NL scenario, we now do the same for the IL case with
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similar parameter settings as in Table I, except for µWave BS density λµ = 10
−5, blockage
density β = 0.005, and target rate ρi = 0.08.
We begin by showing the evolution of Algorithm 2 in Fig. 6 for υ = {0.6, 2}. The monotonic
increase of the cost function (ASP of file delivery) verifies the convergence of the proposed
algorithm, which was also verified in Theorem 8.
Similar to the NL case, in Fig. 7, we show the superiority of the proposed caching placement
scheme in IL scenario over three different content placement strategies: MC, UC, and RC. Like
before, the proposed caching placement scheme is mostly superior to the MC, UC and RC
in terms of ASP of file delivery for varying content popularities. When the skewness (υ) of
the content popularity distribution is close to zero, the proposed caching placement strategy
is distinctively better than the others. However, at higher values of υ, performance of MC is
comparable to or slightly better than the proposed algorithm. This is due to the fact that higher
values of υ means that the content popularity is not uniform and the contents are not uniformly
requested by the users. Instead, only the most popular files are requested by the users which
gives a performance edge to MC. Furthermore, while MC is better than RC and UC for higher
values of υ and close to UC for low υ, UC performs better than RC throughout the entire range
of υ.
Finally, in Fig. 8, we evaluate the effect of blockages on our proposed algorithm for the IL
scenario. Unlike the NL case, when blockage density increases, the ASP of file delivery increases
in the IL case. The increase in optimal ASP is due to the effect of interference mitigation through
blockages. More blockages in the network help in attenuating the interfering signals, which
enhances the rate of file delivery. This can be considered as one of the very few instances when
blockages are beneficial.
VIII. CONCLUSION
The coexistence of a hybrid mmWave and µWave networks from the perspective of wireless
caching was shown. Using stochastic geometric framework, that accounts for not only interfer-
ence among the operating base stations (BSs), uncertainties both in node locations and channel
fading, path loss and loads at cache-enabled BSs, but also blockages in the mmWave network,
we studied the optimal probabilistic file caching placement at desirable mmWave/µWave BSs.
In this regard, expressions for the association probability of a user to the mmWave or µWave
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network was calculated, which was then used to derive closed form expression for average
success probability (ASP) of file delivery in a noise-limited scenario and a upper bound for
the same in a interference-limited scenario. Using the ASP of file delivery, we formulated the
probabilistic content caching placement scheme as an optimization problem with respect to
caching probabilities and accordingly proposed two algorithms, one each for noise-limited and
interference-limited scenarios to acquire optimal caching probabilities by maximizing the ASP of
file delivery. Numerical evaluations were done with regards to the performance of the proposed
content placement scheme under several essential factors, which demonstrated the superiority of
the proposed caching scheme over others, even though certain trade-offs were observed.
APPENDIX A
PROOF OF THEOREM 2
To proof this theorem, we substitute (9) and (10) into (17). Accordingly, the conditional ASP
of file delivery by the mmWave BSs can be reduced to
Pmms (νi) =
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Here, xi refers to the associated mmWave BS that has the requested file i in its local cache.
Particularly, (a) follows from the tight lower bound of a Gamma random variable [31], and by
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taking unconditional expectation with respect to path loss exponent αj and interference I
Gˆ,jˆ
Φcmi
.
Further, (b) follows from the Binomial theorem, (c) is obtained by taking average over αj , and
(d) is obtained by exploiting the independence of Pj over I
Gˆ,jˆ
Φcmi
. Now, applying the thinning
theorem of a PPP by considering blockages and effective antenna gains, the point process IGˆ,jˆΦcmi
can be divided into 6 independent sub-PPPs as shown in the following.
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Accordingly, the expectation part in (53) can be reduced to
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where (55) follows from the fact that sub-PPPs in (54) are independent. Below we compute
the expectation of IG
MGM,L
Φmi
only. All other terms in (55) can be derived in a similar way. By
utilizing Laplace transform, the above expectation can be given as
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where Φcmi and Φmi have the same meaning but the use of the later is for notational simplicity.
Further, ΦGˆ1,jˆmi is the point process marked by the unavailability of file i, G
MGM and LoS state.
s(i,l,j) =
AlQi
PmGxir
−αj
xi
∣∣∣
Gxi=G
MGM
= AlQi
Pm(GMGM)r
−αj
xi
and pMM is the probability when the antenna
gain takes value GMGM and e−βrk is the probability of the occurrence of LoS transmission.
In the above, (f) follows from independent channel fading gains, (g) follows from the moment
generating function of a Nakagami-mˆ random variable, and (h) follows from the probability
generating functional of a PPP [36].
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Now, taking into account all the sub-PPPs given by (54), we have
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where (i) follows from the fact that all sub-PPPs are independent. Finally, substituting the above
results into (53), the desired proof is obtained.
APPENDIX B
PROOF OF THEOREM 4
Considering the NL scenario, the received SNR at the typical user in the mmWave network
served by BS xi can be reduced to a form given as
γSNRmxi ≈
(
PmGxi Xxi r
−αj
xi
)
/
(
σ2mxi
)
. (61)
Accordingly, the rate supported by the serving BS delivering file i to the typical user is
RSNRmxi ≈ log(1 + γ
SNR
mxi
)/Nxi. (62)
Now, the conditional probability of file delivery in the mmWave network is given by
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where αj = {αL, αN}. According to thinning theorem, the PPP Φmi is thinned from the process
Φm with density λmpmi , where pmi is the probability that the ith file is stored in the cache.
Further, the process Φm consists of two sub-PPPs (i.e., Φ
L
mi
and ΦNmi). Initially, it is necessary
to calculate the density of Ψi = {r
αj
xi (, ||ψq||)} = {||yi,q||
αj}, where i ∈ S, q ∈ N, j ∈ {L,N}.
By using the mapping theorem, the intensity measure of the process Ψi is given by
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where cj ∈ {−1, 1}, cL = 1, cN = −1. Then the density is given by
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Here, (a) follows from substituting pL = exp(−βrxi), pN = 1 − exp(−βrxi) and (b) follows
from the fact that δmj =
2
αj
. Now, the density of the process Ωi = {
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is acquired according to the displacement theorem. Below we show its derivation. But, first we
give the joint probability of ψq and Xxi as
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Due to the fact that the integral of pdf is its cdf, the joint probability is given by
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According to the displacement theorem, we use the above joint probability to calculate the
density of the process Ωi, which is given by
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Now, according to the complementary void function, the CDF of ωq can be given as
FΩi(ω˜) = P[ωq < ω˜] = 1− P
[
Ωi[0, ω˜) = 0
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. (69)
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Since the displacement theorem and mapping theorem of a PPP is still a PPP, P[Ωi[0, ω˜) = 0] =
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(63) and (70), the ASP of file delivery in mmWave network can be written as
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Finally, we can generate the overall probability from (63) as
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