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Abstract. Following the idea of an invariant differential complex, we construct general-type cyclic modules that
provide the common denominator of known cyclic theories. The cyclicity of these modules is governed by Hopf-
algebraic structures. We prove that the existence of a cyclic operator forces a modification of the Yetter-Drinfeld
compatibility condition leading to the concept of a stable anti-Yetter-Drinfeld module. This module plays the role
of the space of coefficients in the thus obtained cyclic cohomology of module algebras and coalgebras, and the cyclic
homology and cohomology of comodule algebras. Along the lines of Connes and Moscovici, we show that there is a
pairing between the cyclic cohomology of a module coalgebra acting on a module algebra and closed 0-cocycles on
the latter. The pairing takes values in the usual cyclic cohomology of the algebra. Similarly, we argue that there
is an analogous pairing between closed 0-cocycles of a module coalgebra and the cyclic cohomology of a module
algebra.
Homologie et cohomologie Hopf-cycliques a` coefficients
Re´sume´. Suivant l’ide´e d’un complexe diffe´rentiel invariant, nous construisons des modules cycliques de type
ge´ne´ral qui fournissent un de´nominateur commun aux the´ories cycliques connues. Le caracte`re cyclique de ces
modules est gouverne´ par des structures Hopf-alge´briques. Nous montrons que l’existence d’un ope´rateur cyclique
oblige a` une modification de la condition de compatibilite´ de Yetter-Drinfeld et me`ne au concept de module anti-
Yetter-Drinfeld stable. Ce module joue le roˆle d’espace de coefficients pour la cohomologie de modules alge`bres et
de modules coge`bres ainsi obtenue, ainsi que pour l’homologie et la cohomologie cycliques de comodules alge`bres.
Comme l’ont fait Connes et Moscovici pour leur cohomologie, nous montrons qu’il existe un appariement entre la
cohomologie cyclique d’un module coge`bre agissant sur un module alge`bre et les 0-cycles ferme´s sur ce dernier. Cet
appariement prend ses valeurs dans la cohomologie cyclique usuelle de l’alge`bre. De fac¸on similaire, nous e´tablissons
un appariement analogue entre les 0-cycles ferme´s d’un module coge`bre et la cohomologie cyclique d’un module
alge`bre.
Version franc¸aise abre´ge´e.
Soit H une alge`bre de Hopf avec une antipode bijective, et soit M a` la fois un module et
un comodule sur H. Nous disons que M est un module anti-Yetter-Drinfeld s’il satisfait a` l’une
des conditions e´quivalentes (1.1)–(1.4). Nous disons que M est stable s’il a la proprie´te´ action ◦
coaction = id. Le re´sultat principal de cet article est la construction de modules cycliques qui nous
permettent de de´finir la cohomologie cyclique de H-modules coge`bres et de H-modules alge`bres a`
coefficients dans des modules anti-Yetter-Drinfeld stables. De plus, si un H-module coge`bre C agit
sur un H-module alge`bre A au sens ou` nous avons une application line´aire C ⊗A→ A satisfaisant
c(ab) = (c(1)a)(c(2)b), c1 = ε(c), h(ca) = (hc)a, pour tous h ∈ H , c ∈ C, alors il existe un certain
appariement entre ces cohomologies pour C et A.
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Theorem 0.1 Soit H une alge`bre de Hopf avec une antipode bijective et soit M un module anti-
Yetter-Drinfeld sur H stable. Alors les formules (2.1)–(2.4) (resp. (2.6)–(2.9)) de´finissent une
structure de module cyclique sur {M ⊗H C
⊗(n+1)}n∈N (resp. {Hom
H(M ⊗ A⊗(n+1), k)}n∈N) pour
tout H-module coge`bre C (resp. alge`bre A). Si de plus C agit sur A et Q⊆ k, alors, pour tout
n ∈ N, les formules (2.10) et (2.11) de´finissent, respectivement, les homomorphismes suivants:
HCnH(C,M)⊗HC
0
H(A,M)
#n,0
−→ HCn(A), HC0H(C,M)⊗HC
n
H(A,M)
#0,n
−→ HCn(A). (0.1)
De fac¸on similaire, pour tout comodule alge`bre, les formules (3.1)–(3.4) et (3.5)–(3.8) de´terminent
respectivement notre construction d’une homologie et d’une cohomologie cycliques a` coefficients
dans un module anti-Yetter-Drinfeld stable.
Introduction
Ever since its invention, among main applications of cyclic cohomology was the computation of K-
theoretical invariants. While enhancing the feasibility of such computations, Connes and Moscovici
discovered a new type of cyclic cohomology, notably the cyclic cohomology of Hopf algebras [6].
Invariant cyclic homology introduced in [11] generalizes the Connes-Moscovici theory and its dual
version [12]. It shows that passage from the cyclic homology of algebras to the cyclic cohomology
of Hopf algebras is remarkably similar to passage from de Rham cohomology to cohomology of Lie
algebras via invariant de Rham cohomology [4]. The idea of employing invariant complexes proved
to be a key in resolving by significantly more effective means the technical challenge of showing
that the (n+1)-power of the cyclic operator τn is identity [7, p.102], and allowed the introduction
of higher-dimensional coefficients.
We continue this strategy herein. Our motivation is to obtain and understand computable
invariants of K-theory. The aim of this paper is to provide general framework for cyclic theories
whose cyclicity is based on Hopf-algebraic structures. We refer to such homology and cohomology
as Hopf-cyclic. First we define and provide sources of examples of stable anti-Yetter-Drinfeld
modules that play the role of coefficients for Hopf-cyclic theory. In particular, we claim that
modular pairs in involution are precisely 1-dimensional stable anti-Yetter-Drinfeld modules. Then
we construct cyclic module structures on invariant complexes for module coalgebras and module
algebras, respectively. It turns out that the cyclic cohomology of Hopf algebras is a special case of
the former, whereas both twisted [13] and usual cyclic cohomology are special cases of the latter.
As a bonus of generality, we obtain now a very short proof of Connes-Moscovici key result [7,
Theorem 1]. Furthermore, as δ-invariant σ-traces can be viewed as closed 0-cocycles on a module
algebra, our pairing for Hopf-cyclic cohomology generalizes the Connes-Moscovici transfer map [7,
Proposition 1] from the cyclic cohomology of Hopf algebras to ordinary cyclic cohomology. Finally,
we end this article by deriving Hopf-cyclic homology and cohomology of comodule algebras. This
extends the formalism for comodule algebras provided in [11].
Partly for the sake of simplicity, throughout the paper we assume that H is a Hopf algebra with
a bijective antipode. On one hand side, the bijectivity of the antipode is implied by the existence of
a modular pair in involution, so that then it need not be assumed. On the other hand, some parts
of arguments might work even if the antipode is not bijective. We avoid such discussions. The
coproduct, counit and antipode of H are denoted by ∆, ε and S, respectively. For the coproduct
we use the notation ∆(h) = h(1)⊗ h(2), for a left coaction on M we write M∆(m) = m
(−1)⊗m(0),
and for a right coaction ∆M (m) = m
(0)⊗m(1). The summation symbol is suppressed everywhere.
We assume all algebras to be associative, unital and over the same ground field k. The symbol
O(X) stands for the algebra of polynomial functions on X .
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1 Stable anti-Yetter-Drinfeld modules
It turns out that, in order to incorporate coefficients into cyclic theory, we need to alter the
concept of a Yetter-Drinfeld module by replacing the antipode by its inverse in the Yetter-Drinfeld
compatibility condition between actions and coactions. We call the modules-comodules satisfying
the thus modified Yetter-Drinfeld compatibility condition anti-Yetter-Drinfeld modules1. Just as
Yetter-Drinfeld modules come in 4 different versions depending on the side of actions and coactions
(see [3, p.181] for a general formulation), so do the anti-Yetter-Drinfeld modules. All versions are
completely equivalent and can be derived from one another by replacing a Hopf algebraH by Hcop,
Hop, or Hop,cop, respectively. Explicitly, we have the following:
Definition 1.1 Let H be a Hopf algebra with a bijective antipode S, andM a module and comodule
over H. We call M an anti-Yetter-Drinfeld module iff the action and coaction are compatible in
the following sense:
M∆(hm) = h
(1)m(−1)S−1(h(3))⊗ h(2)m(0) if M is a left module and a left comodule, (1.1)
∆M (hm) = h
(2)m(0) ⊗ h(3)m(1)S(h(1)) if M is a left module and a right comodule, (1.2)
M∆(mh) = S(h
(3))m(−1)h(1) ⊗m(0)h(2) if M is a right module and a left comodule, (1.3)
∆M (mh) = m
(0)h(2) ⊗ S−1(h(1))m(1)h(3) if M is a right module and a right comodule.(1.4)
To make cyclic theory work, we also need to assume that the action splits coaction, i.e., for all
m ∈M , m(−1)m(0) = m, m(1)m(0) = m, m(0)m(−1) = m, m(0)m(1) = m, for the left-left, left-right,
right-left, and right-right version respectively. We call modules satisfying this condition stable. Let
us emphasize that it is the anti-Yetter-Drinfeld condition rather than the Yetter-Drinfeld condition
that makes the homomorphism action ◦ coaction H-linear and H-colinear. Therefore the stability
condition action ◦ coaction = id suits the former and not the latter. The first class of examples of
stable anti-Yetter-Drinfeld modules is provided by modular pairs in involution [8, p.8].
Lemma 1.2 Let the ground field k be a right module over H via a character δ and a left comodule
over H via a group-like σ. Then k =σkδ is a stable anti-Yetter-Drinfeld module if and only if (δ, σ)
is a modular pair in involution.
This combined with the following lemma guarantees a rich source of examples of anti-Yetter-
Drinfeld modules.
Lemma 1.3 Let N be a Yetter-Drinfeld module and M an anti-Yetter-Drinfeld module. Then
N ⊗ M is an anti-Yetter-Drinfeld module via h(n ⊗ m) = h(1)n ⊗ h(2)m, N⊗M∆(n ⊗ m) =
n(−1)m(−1)⊗n(0)⊗m(0), for the left-left case, and via h(n⊗m) = h(2)n⊗h(1)m, ∆N⊗M (n⊗m) =
n(0) ⊗m(0) ⊗ n(1)m(1), for the left-right case. Similarly, M ⊗N is an anti-Yetter-Drinfeld module
via (m⊗ n)h = mh(2) ⊗ nh(1), M⊗N∆(n⊗m) = m
(−1)n(−1) ⊗m(0) ⊗ n(0), for the right-left case,
and via (m⊗n)h = mh(1)⊗nh(2), ∆M⊗N (m⊗n) = m
(0)⊗n(0)⊗m(1)n(1), for the left-right case.
An intermediate step between modular pairs in involution and stable anti-Yetter-Drinfeld modules
is given by matched and comatched pairs of [11]. Whenever the antipode is equal to its inverse,
the difference between the Yetter-Drinfeld and anti-Yetter-Drinfeld conditions disappears. For a
group ring Hopf algebra kG, a left H-comodule is simply a G-graded vector space M =
⊕
g∈GMg,
where the coaction is defined by Mg ∋ m 7→ g ⊗ m. An action of G on M defines an (anti-)
Yetter-Drinfeld module if and only if for all g, h ∈ G and m ∈ Mg we have hm ∈ Mhgh−1 .
The stability condition means simply that gm = m for all g ∈ G, m ∈ Mg. A very concrete
1This concept was devised independently by Ch. Voigt and, also independently, by P. Jara and D. Stefan.
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classical example of a stable (anti-)Yetter-Drinfeld module is provided by the Hopf fibration. Then
H = O(SU(2)) and M = O(S2). Since S2 ∼= SU(2)/U(1), we have a natural left action of SU(2)
on S2. Its pull-back makes M a left H-comodule. On the other hand, one can view S2 as the set
of all traceless matrices of SU(2). The pull-back of this embedding j : S2 →֒SU(2) together with
the multiplication in O(S2) defines a left action of H on M . It turn out that the equivariance
property j(gx) = gj(x)g−1 guarantees the anti-Yetter-Drinfeld condition, and this combined with
the injectivity of j ensures the stability of M . This stability mechanism can be generalized in the
following way.
Lemma 1.4 Let M be an algebra and a left H-comodule. Assume that π : H →M is an epimor-
phism of algebras and the action hm = π(h)m makes M an anti-Yetter-Drinfeld module. Assume
also that π(1(−1))1(0) = 1. Then M is a stable module.
Another source of examples is provided by Hopf-Galois theory. These examples are purely
quantum in the sense that the employed actions are automatically trivial for commutative algebras.
To fix the notation and terminology, recall that an algebra and an H-comodule is called a comodule
algebra if the coaction is an algebra homomorphism. An H-extension B := {p ∈ P | ∆P (p) =
p⊗1}⊆ P is called Hopf-Galois iff the canonical map can : P⊗BP → P ⊗H , can(p⊗p
′) = p∆(p′),
is bijective. The bijectivity assumption allows us to define the translation map T : H → P ⊗B P ,
T (h) := can−1(1⊗h) =: h[1]⊗Bh
[2] (summation suppressed). It can be shown that when everything
is over a field (our standing assumption), the centralizer ZB(P ) := {p ∈ P | bp = pb, ∀b ∈ B} of B
in P is a subcomodule of P . On the other hand, the formula ph = h[1]ph[2] defines a right action on
ZB(P ) called the Miyashita-Ulbrich action. This action and coaction satisfy the Yetter-Drinfeld
compatibility condition [10, (3.11)]. The following proposition modifies the Miyashita-Ulbrich
action so as to obtain stable anti-Yetter-Drinfeld modules.
Proposition 1.5 Let B⊆ P be a Hopf-Galois H-extension such that B is central in P . Then P
is a right-right stable anti-Yetter-Drinfeld module via the action ph = (S−1(h))[2]p(S−1(h))[1] and
the right coaction on P .
The simplest examples are obtained for P = H . A broader class is given by the so-called Ga-
lois objects [2]. Then quantum-group coverings at roots of unity provide examples with central
coinvariants bigger than the ground field (see [9] and examples therein).
2 Cyclic cohomology of module algebras and coalgebras
An algebra A which is a module over a Hopf algebra H such that h(ab) = (h(1)a)(h(2)b) and
h1 = ε(h), for all h ∈ H , a, b ∈ A, is called an H-module algebra. Similarly, a coalgebra C which is
a module over a Hopf algebra H such that ∆(hc) = (h(1)c(1))⊗ (h(2)c(2)) and ε(hc) = ε(h)ε(c), for
all h ∈ H and c ∈ C, is called an H-module coalgebra. In this section we construct cyclic modules
for both module algebras and coalgebras.
We begin with the coalgebra case. First, we take a left H-comodule M , H-module coalgebra
C, and define an auxiliary simplicial complex Cn(C,M) :=M ⊗C⊗(n+1) = (M ⊗C)⊗C⊗n, n ∈ N,
by endowing M ⊗ C with the bicomodule structure M⊗C∆(m ⊗ c) = m
(−1)c(1) ⊗ (m(0) ⊗ c(2)),
∆M⊗C(m⊗ c) = (m ⊗ c
(1)) ⊗ c(2). Then the standard formulas for faces and degeneracies on the
complex {bicomodule⊗ C⊗n}n∈N translate immediately into
δi(m⊗ c0 ⊗ · · · ⊗ cn−1) = m⊗ c0 ⊗ · · · ⊗ c
(1)
i ⊗ c
(2)
i ⊗ cn−1, 0 ≤ i < n (faces), (2.1)
δn(m⊗ c0 ⊗ · · · ⊗ cn−1) = m
(0) ⊗ c
(2)
0 ⊗ c1 ⊗ · · · ⊗ cn−1 ⊗m
(−1)c
(1)
0 (flip-over face), (2.2)
σi(m⊗ c0 ⊗ · · · ⊗ cn+1) = m⊗ c0 ⊗ · · · ⊗ ε(ci+1)⊗ · · · ⊗ cn+1, 0 ≤ i ≤ n (degeneracies).(2.3)
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It is straightforward to check that these morphisms together with
τn(m⊗ c0 ⊗ · · · ⊗ cn) = m
(0) ⊗ c1 ⊗ · · · ⊗ cn ⊗m
(−1)c0 (2.4)
form a paracyclic structure on {Cn(C,M)}n∈N. Now let us assume that M is also a right H-
module. We can treat C⊗(n+1) as a left H-module via the diagonal action (i.e., h(c0 ⊗ · · · ⊗ cn) =
h(1)c0 ⊗ · · · ⊗ h
(n+1)cn) and define the quotient (invariant) complex C
n
H(C,M) :=M ⊗H C
⊗(n+1),
n ∈ N. Except for τn and δn it is clear that the aforementioned morphisms are well defined on
the quotient complex. The key result of this paper is that τn is well defined if and only if M is an
anti-Yetter-Drinfeld module. More precisely, we have:
Theorem 2.1 Let M be a left H-comodule and a right H-module. Then the map τn given by the
formula (2.4) is well defined on M ⊗H C
⊗(n+1) for any n ∈ N and any H-module coalgebra C if
and only if M is an anti-Yetter-Drinfeld module. If furthermore M is stable, then {CnH(C,M)}n∈N
is a cyclic module via (2.1)–(2.4).
Proof. Note first that τn is well defined on M ⊗H C
⊗(n+1) if and only if
m(0) ⊗H (h
(2)(c1 ⊗ . . .⊗ cn)⊗m
(−1)h(1)c0) = (hm)
(0) ⊗H (c1 ⊗ . . .⊗ cn ⊗ (hm)
(−1)c0). (2.5)
The equality m(0) ⊗H (h
(2) ⊗m(−1)h(1)) = (hm)(0) ⊗H (1 ⊗ (hm)
(−1)) evidently implies (2.5) for
any n and C, and follows if we assume that (2.5) holds for any n and C. (E.g., take n = 2, C = H
and c0 = 1 = c1.) Now, observe that there is an isomorphism Φ : H ⊗H → H ⊗H , Φ(h ⊗ k) =
h(1)⊗S(h(2))k, Φ−1(h⊗k) = h(1)⊗h(2)k. Φ is leftH-linear if we view the domain as a leftH-module
via the diagonal action and the counter-domain as a leftH-module via the multiplication in the first
factor. Thus we have an isomorphism M ⊗H (H ⊗H)
id⊗HΦ−→ (M ⊗H H)⊗H ∼=M ⊗H . Applying
this isomorphism to the equality below the equation (2.5) yields m(0)h(2) ⊗ S(h(3))m(−1)h(1) =
(hm)(0)⊗(hm)(−1). This is equivalent to the anti-Yetter-Drinfeld condition, as desired. Next, since
δn = τnδ0, all morphisms are well defined on C
n
H(C,M), if M is an anti-Yetter-Drinfeld module. If
M is also stable, then the equality (τn)
n+1(m⊗H (c0 ⊗ · · · ⊗ cn)) = m
(0)m(−1) ⊗H (c0 ⊗ · · · ⊗ cn)
entails that (τn)
n+1 = id, as needed. 
For C = H and M =σkδ, the complex {C
n
H(C,M)}n∈N becomes the cyclic module of Connes-
Moscovici [7]. As an intermediate step, one can take the Hopf cotriples of [11].
We can proceed much the same way in the algebra case. Again, we first have an auxiliary
complex Cn(A,M) := Hom(M ⊗ A⊗(n+1), k) ∼= Hom(A⊗n,Hom(M ⊗ A, k)). Here A is a left
H-module algebra and M a left H-comodule. The formulas b(m ⊗ a) = m(0) ⊗ (S−1(m(−1))b)a,
(m ⊗ a)b = m ⊗ ab turn M ⊗ A, and consequently Hom(M ⊗ A, k), into a bimodule. Thus we
can use the standard formulas [14, p.37] to define a simplicial structure on {Cn(A,M)}n∈N. To
define an invariant subcomplex, we assume now M to be also a right H-module, view A⊗(n+1)
as a left H-module via the diagonal action, M ⊗ A⊗(n+1) as a right H-module via (m ⊗ a˜)h =
mh(1) ⊗ S(h(2))a˜, and k as a right H-module via the counit map. Then we can put CnH(A,M) :=
HomH(M ⊗ A
⊗(n+1), k), n ∈ N. Also along the same lines, one can prove that if M satisfies the
anti-Yetter-Drinfeld condition, then the morphisms
(δif)(m⊗ a0 ⊗ . . .⊗ an) = f(m⊗ a0 ⊗ . . .⊗ aiai+1 ⊗ . . .⊗ an), 0 ≤ i < n, (2.6)
(δnf)(m⊗ a0 ⊗ . . .⊗ an) = f(m
(0) ⊗ (S−1(m(−1))an)a0 ⊗ a1 ⊗ . . .⊗ an−1), (2.7)
(σif)(m⊗ a0 ⊗ . . .⊗ an) = f(m⊗ a0 ⊗ . . .⊗ ai ⊗ 1⊗ . . .⊗ an), 0 ≤ i ≤ n, (2.8)
(τnf)(m⊗ a0 ⊗ . . .⊗ an) = f(m
(0) ⊗ (S−1(m(−1))an)⊗ a0 ⊗ . . .⊗ an−1), (2.9)
define a paracyclic structure on {CnH(A,M)}n∈N. Adding the stability assumption on M , one
obtains:
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Theorem 2.2 If M is a stable anti-Yetter-Drinfeld module and A is a left H-module algebra, then
the maps (2.6)-(2.9) define a cyclic module structure on {CnH(A,M)}n∈N.
For H = k = M we recover the usual cyclic cohomology of algebras. For the Laurent polynomial
Hopf algebra (H = k[σ, σ−1]) and M =σkε we obtain the twisted cyclic cohomology [13]. We can
also take as a stable anti-Yetter-Drinfeld module a Hopf algebra K thought of as a left comodule
over itself via the coproduct, and as a right module over itself via k · h = S(h(2))kh(1). Then
we arrive at the construction considered in [1]. This is a special case of the construction in
Proposition 1.5: P = Kcop = H .
Finally, if we take M =σkδ, we can view a δ-invariant σ-trace of [7, Definition 1] as a closed
0-cocycle in our complex. On the other hand, if Q⊆ k, we can define cyclic cohomology as follows:
bn :=
∑n
i=0(−1)
iδi, Z
n
H(∗,M) := Ker bn|Ker(τn−(−1)n), B
n
H(∗,M) := Imbn−1|Ker(τn−1−(−1)n−1),
HCnH(∗,M) := Z
n
H(∗,M)/B
n
H(∗,M), n ∈ N. This brings us to the following generalization of [7,
Proposition 1]:
Proposition 2.3 Let C be a left H-module coalgebra, A a left H-module algebra, and M a stable
right-left anti-Yetter-Drinfeld over H. Assume also that Q⊆ k and C acts on A in the sense that
we have a linear map C ⊗ A → A satisfying c(ab) = (c(1)a)(c(2)b), c1 = ε(c), h(ca) = (hc)a, for
all h ∈ H, c ∈ C, a, b ∈ A. Then, for all n ∈ N, the formulas
([m⊗H (c0 ⊗ . . .⊗ cn)]#f)(a0 ⊗ . . .⊗ an) = f(m⊗H (c0a0) . . . (cnan)) (2.10)
((m⊗H c)#[f ])(a0 ⊗ . . .⊗ an) = f(m⊗H (c
(1)a0)⊗ . . .⊗ c
(n+1)an)) (2.11)
define, respectively, the following homomorphisms:
HCnH(C,M)⊗Z
0
H(A,M)
#n,0
−→ HCn(A), Z0H(C,M)⊗HC
n
H(A,M)
#0,n
−→ HCn(A). (2.12)
We conjecture that one can construct along these line a cup product between the Hopf-cyclic
cohomology of a module coalgebra and the Hopf-cyclic cohomology of a module algebra. This
would generalize in some sense the cup product in [5, p.105].
3 Cyclic theory for comodule algebras
In this section we define cyclic cohomology with coefficients in a right-right stable anti-Yetter-
Drinfeld module, and cyclic homology with coefficients in a left-left stable anti-Yetter-Drinfeld
module. The latter case generalizes theory introduced [11]. In both cases, we assume that A is a
right H-comodule algebra. Our strategy for constructing cyclic theory is much as before: bimodule
structure ; simplicial structure ; paracyclic structure ; invariant complex ; cyclic theory. In
the cohomology case, we define the invariant subcomplex as Cn,H(A,M) := HomH(A⊗(n+1),M),
n ∈ N. HereM is a right-right stable anti-Yetter-Drinfeld module, and A⊗(n+1) is viewed as a right
comodule via the diagonal coaction. The following maps define, respectively, faces, degeneracies
and cyclic operators on {Cn,H(A,M)}n∈N.
(δif)(a0 ⊗ . . .⊗ an) = f(a0 ⊗ . . .⊗ aiai+1 ⊗ . . .⊗ an), 0 ≤ i < n, (3.1)
(δnf)(a0 ⊗ . . .⊗ an) = f(a
(0)
n a0 ⊗ a1 ⊗ . . .⊗ an−1)a
(1)
n , (3.2)
(σif)(a0 ⊗ . . .⊗ an) = f(a0 ⊗ . . .⊗ ai ⊗ 1⊗ . . .⊗ an), 0 ≤ i < n, (3.3)
(τnf)(a0 ⊗ . . .⊗ an) = f(a
(0)
n ⊗ a0 ⊗ . . .⊗ an−1)a
(1)
n . (3.4)
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In the homology case, we take a left-left stable anti-Yetter-Drinfeld module M and define the
invariant subcomplex via the cotensor product: CHn (A,M) := A
⊗(n+1)
HM , n ∈ N. (Recall that
XHY := Ker (∆X ⊗ id − id ⊗ Y∆).) Here, again, we view A
⊗(n+1) as a right H-comodule via
the diagonal coaction. The following homomorphisms establish, respectively, the desired faces,
degeneracies and cyclic operators on {CHn (A,M)}n∈N.
di(a0 ⊗ . . .⊗ an ⊗m) = a0 ⊗ . . .⊗ aiai+1 ⊗ . . .⊗ an ⊗m, 0 ≤ i < n, (3.5)
dn(a0 ⊗ . . .⊗ an ⊗m) = a
(0)
n a0 ⊗ a1 . . .⊗ an−1 ⊗ a
(1)
n m, (3.6)
si(a0 ⊗ . . .⊗ an ⊗m) = a0 ⊗ . . .⊗ ai ⊗ 1⊗ . . .⊗ an ⊗m, 0 ≤ i ≤ n, (3.7)
tn(a0 ⊗ . . .⊗ an ⊗m) = a
(0)
n ⊗ a0 ⊗ . . .⊗ an−1 ⊗ a
(1)
n m. (3.8)
Theorem 3.1 Let A be a right H-comodule algebra and M a right-right (resp. left-left) stable
anti-Yetter-Drinfeld module over H. Then the formulas (3.1)–(3.4) (resp. (3.5)–(3.8)) define a
cyclic module structure on {HomH(A⊗(n+1),M)}n∈N (resp. {A
⊗(n+1)
HM}n∈N).
Now one can either define the cyclic cohomology (resp. homology) of A with coefficients in M as
the total cohomology (resp. homology) of an appropriate double complex [14, p.77 and p.72], or
assume that Q⊆ k and proceed as above Proposition 2.3.
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