Abstract-Statistical Process Control (SPC) chart is effective in monitoring a process. When an SPC chart monitors a univariate process, it is not difficult to determine the assignable causes due to the fact that a univariate SPC chart only monitors a single quality characteristic. However, when a Multivariate Statistical Process Control (MSPC) chart is used to monitor a multivariate process, it is complicated to determine which quality characteristic(s) at fault. This study proposes a hybrid classification model to recognize the quality characteristic(s) at fault when the variance shifts occurred in a multivariate process. The proposed mechanism includes the hybridization of Artificial Neural Network (ANN) and analysis of variance (ANOVA). The performance of the proposed approach is evaluated by conducting a series of experiments.  Index Terms-variance shift, hybrid, multivariate statistical process control chart
I. INTRODUCTION
For the applications of monitoring univariate processes, the detecting capability of Statistical Process Control (SPC) charts typically ensures that the determination of sources of faults becomes easier and sooner. This is due to the fact that there is only one quality variable for a univariate process. The out-of-control signal is simply to imply that the single quality variable is at fault, and the process personnel only need to pay attention to remedy this single variable.
There are, however, two or more quality variables involved in a multivariate process. The Multivariate Statistical Process Control (MSPC) signal only indicates that the process faults have occurred, but it doesn't report which quality variable or group of variables cause those faults. Before taking the correct and remedial actions, the process personnel have to firstly identify or determine the quality variables at fault. However, this identification is not straightforward in practice. The more quality variables are involved in a multivariate process, the degree of difficulty for the identification is considerably increased.
When monitoring a multivariate process, an out-ofcontrol multivariate SPC signal indicates that the process disturbances have occurred. The process personnel should Manuscript received April 20, 2015 ; revised November 20, 2015. start searching the possible root causes of the problems. However, the process personnel are usually only aware that the underlying process is in an unsteady state. Determining which set or which of the monitored quality variables is responsible for this signal is a very difficult task. Accordingly, effective determination of the source of process faults has become a challenging issue in process industries.
Many studies investigate the sources of a process fault. The graphical approaches, such as polygonal charts [1] , line charts [2] , multivariate profile charts [3] and boxplot charts [4] , were employed to assist in determining the quality variables at fault in a process. However, the operations of these graphical approaches are tedious and subjective. The statistical decomposition methods were then used to interpret the contributors to an SPC signal. For example, [5] proposed a useful approach to decompose the T² statistic into independent parts, each of which reflects the contribution of an individual quality variable. In addition, the techniques which were proposed by [6] - [8] applied the same concept to decompose the T² statistics. However, these methods have not been analyzed in terms of the percentage of success in the classification of the variables that have actually shifted in the process [9] , [10] . The Principal Components Analysis (PCA) method was investigated to determine the quality variables at fault in a multivariate process [11] . However, the PCA approach may be argued that the dimensionality of data may not be efficiently reduced by linear transformation. Also, the problem of the PCA consists in the fact that the directions maximizing variance do not always maximize information.
More recently, some computational intelligence approaches are used to determine which of the quality variables is responsible for the SPC signal. A comparative study has been conducted by [9] , [10] . Both two research concluded that the performance of computational intelligence methods are better than those obtained using the decomposition approach. In addition, A two level-based model for identifying the sources of the out-of-control signals was developed [12] . An ANNbased model was also proposed to identify and quantify the mean shifts for the bivariate processes [13] . A study proposed an ANN based identifier to detect the mean shifts and simultaneously to identify the sources of the shifts for a multivariate processes [14] . The sources of process variance faults with the use of ANN and Support Vector Machine (SVM) has been investigated; however, the considerations of process variance shifts were large [15] . A hybrid model for on-line analysis of SPC signals in multivariate manufacturing processes were developed [16] , [17] . A study on identification which of the monitored quality variables is responsible for the MSPC signal has been investigated [18] . However, it focused on the faults of mean shift for a multivariate normal process. A study which was composed of independent component analysis and SVM to determine the fault quality variables when a step-change disturbance existed in a multivariate process [19] . In addition, different from the present study, an integrated approach of ANOVA, ANN, and an identification strategy was used to identify the starting point of the faults of variance shifts in a multivariate process [20] .
The structure of this study is organized as follows. Section 2 introduces the process models and the |S| chart. Section 3 presents the methodologies which we used in the present study. The simulation results are addressed in Section 4. The final section provides the research findings and future directions.
II. THE MODELS
Assume that the multivariate process is initially in control, and the sample observations can be obtained from an unknown distribution   , F   with a known mean vector  and covariance matrix 0  . After a fault of variance shift has been occurred in a certain time, the present study assumes that the process covariance matrix changes from 0  to 1  , where [20] 1,1
 where  is the inflated ratio. Let the sample variancecovariance matrix in subgroup i be defined as follows:
In addition, the sample generalized variances |S i |, i=1, 2,…, and the following Upper Control Limit (UCL) and multivariate process variance shift [21] :
 is the determinant of 0  , and
The proposed hybrid approach combines the framework of ANOVA and an ANN. Firstly, a one-way ANOVA test is applied to select important, influential variables. Then, the selected significant variables are served as the input variables for ANN classifier.
A. ANOVA Modeling
The purpose of performing a one-way ANOVA in initial phase is to determine whether data from the "incontrol" and "out-of-control" groups have a common mean, i.e., to determine whether the measured characteristic from the "in-control" and "out-of-control" groups are actually different. Because matrix S i is symmetric, only the elements on and above the diagonal need to be examined by the one-way ANOVA. To simplify the notation, let
. We also let , , ,
be the l th observation at the k th level of the factor (where level 1 represents an "in-control" group and level 2 represents an "out-of-control" group) for the variable
While most of the related studies use the process mean shift as a fault, this study considers a process variance shift as the process fault. The present study is concerned with the situation in which a multivariate process with seven quality characteristics that is monitored by the |S|, an MSPC chart. Additionally, this study assumes that the process covariance matrix has shifted from 0  to 1  when the process fault has occurred. There are 29 input variables to be considered in this study. It is not practical to use all the 29 variables as the inputs for the Artificial Neural Network (ANN) classifier. Consequently, this study uses a hybrid technique to select fewer but more significant explanatory variables. This is the initial phase of building the proposed scheme. The fewer but significant variables are then served as the inputs for the ANN models. This modeling is the second phase of the hybrid scheme.
Lower Control Limit (LCL) are used to monitor a 
To identify significant variables, an F-test statistic is used to test the differences between the in-control and out-of control groups. Those significant variables selected in this phase are then substituted into the ANN to construct a hybrid model.
B. ANN Modeling
The use of ANN for forecasting and modeling has received considerable interest. ANN possesses the following characteristics. First, ANN is a data-driven or model-free approach in which fewer assumptions are needed. ANN modeling is able to develop an internal representation of the relationship between the data or variables. Accordingly, ANN modeling does not require assumptions about the nature of the distribution of the data. However, MR modeling is sometimes being criticized for the strong model assumptions such as variation homogeneity, and hence limited its application. Second, ANN has excellent learning capability. After fitting the sample data, ANN often can capture effectively the natural structure and correctly infer the unseen population. This feature comes from the ANNs' parallel processing capability, and it enriches the ANNs to be able to approximate a large class of functions with a high degree of accuracy. The last characteristic is that ANNs are nonlinear mapping mechanisms.
ANN is a parallel system comprised of highly interconnected processing elements that are based on neurobiological models. ANN processes information through the interactions of a large number of simple processing elements, the neurons. The neural network's nodes are usually divided into three layers: the input, the output and the hidden layers. The nodes in the input layer receive input signals from an external source, and the nodes in the output layer provide the target output signals. ANN modeling can be described briefly as follows. The relationship between output (y) and inputs ) ,..., , ( 
IV. RESULTS AND ANALYSIS
A series of simulations were conducted in order to show the performance of the proposed approach. Without loss of generality, this study assumed that each quality characteristic was initially sampled from a normal distribution with zero mean and one standard deviation. Because we considered 7 quality characteristics for the multivariate normal process, there are 2 7 -1 possible types of variance shifts. They are represented by (1,0,…,0),  (0,1,0,…,0), …, and (1,1,…,1) , where 1 denotes a quality characteristic that is at fault and 0 denotes a quality characteristic that is not at fault.
For an abnormal variance vector structure, we considered two most common cases of variance shifts for demonstration: (1,0,0,0,0,0,0) and (1,1,0,0,0,0,0) . This study also considered four different values of  in the process models; namely,  =0.2,  =0.4,  =0.6, and  =0.8, respectively. The sample size was assumed to be 10. Now, consider the case of a multivariate process with seven quality characteristics that is monitored by the |S|, and the sample variance-covariance matrix can be described as follows. 
In this condition, we have 29 variables in sample variance-covariance matrix. S11,S12,S13,S14,S15,S16,S17,S22,S33,S45, S66, SS (i.e., determinant of S)
1.4 S11,S12,S13,S14,S15,S16,S17,S22,S23,S24,S25, S26,S27,S33,S44,S66,SS 1.6 S11,S12,S13,S14,S15,S16,S17,S22,S23,S24,S25, S26,S27,S33,S36,S37,S44,S45,S66,SS 1.8 S11,S12,S13,S14,S15,S16,S17,S22,S23,S24,S25, S26,S27,S33,S35,S36,S37,S44,S45,S66,SS respectively. For all the models, there is only one output node (Y). This output node indicates the classification results of the process status, where a value of 0 implies that the process is in control, a value of 1 implies that the process is out-of-control, where the X 1 is at fault, and a value of 2 implies that the process is out-of-control, where the X 1 and X 2 are at fault. Table IV shows the overall performance, in terms of AIR and the associated standard deviation, for the proposed hybrid and conventional approaches. From Table IV , it implies that the quality variable X 1 at fault can be accurately recognized with 64.42% of chance by using the conventional ANN approach. The associated standard deviation is 8.81%. Additionally, it indicates that the quality variable X 1 at fault can be accurately recognized with 69.17% of chance by using the proposed hybrid model. The associated standard deviation is 5.00%, which is smaller than the standard deviation of conventional approach.
As a result, the 7.37% of AIR improvement can be achieved by using proposed approach over conventional approach. The associated standard deviation is decreased or improved by 43.26%. Also, when the quality variables X 1 and X 2 are both at fault, it can be accurately recognized with 67.67% and 72.25% of chances by employing the conventional and proposed hybrid approaches, respectively. The associated standard deviations are 12.40% and 11.48% for the conventional and proposed approaches, respectively. Accordingly, the 6.77% of AIR improvement can be achieved by using proposed approach over conventional approach. The associated standard deviation is improved by 7.40%. V. CONCLUSION
In this study, a hybrid approach is proposed to overcome the difficulties of determining the quality variables at fault when a variance shift has occurred in a multivariate process. The proposed ANOVA-ANN models not only have fewer input variables but also possess better AIRs.
The proposed hybrid model in this study is not the only combination techniques. Some other data mining techniques, such as multivariate adaptive regression splines or genetic algorithms, can be combined with support vector machine to further refine the structure of the classifiers. Extensions of the proposed procedures to data-driven design or real-time implementation of fault tolerant control system are possible. Such works deserve future concern.
Table III displays the simulation results for the Accurate Identification Rates (AIR) of the typical and the proposed approaches. Observing Table III , it is apparently seen that the proposed hybrid approach outperforms the typical ANN alone. For example, in the case of  =1.2 and the variables X 1 and X 2 are at fault, the AIRs are 0.5333 and 0.6333 for the typical and proposed approaches, respectively. This is almost 19% improvement.
