Abstract
Introduction
The purpose of word sense disambiguation(WSD) is to find the accurate sense of words. Ambiguity of word sense is a generic phenomenon of all natural languages to have more than one meaning for a word of a particular language. Ambiguity of word sense is inherent in the language of human beings, and it is a generic phenomenon of all natural languages to have more than one sense for a word. WSD is an essential work necessary in most of the natural language processing including question and answer, information search, information extraction, machine translation, etc. For example, 'plant', an English noun, has the meaning of 'green plant' and 'factory'. Therefore WSD can be defined as the task in which inherent sense of polysemy word is allocated automatically in context [1, 2] .
WSD methods can be categorized into supervised or unsupervised approach. The supervised WSD approach requires a large amount of data in order to achieve a reliable result and generally the scope is limited to some words. However it is very difficult and costly process to write an appropriate database including words and meanings of all languages. Also, one must repeat this process and write the data regarding the newly added domains, list of words and meanings. The unsupervised WSD approach was suggested as an alternative solution to these problems. The unsupervised WSD approach does not use any corpus and suggests the suitable information extracted to the word knowledge base [3] .
The unsupervised WSD method is used in case of performing WSD without data learning, and is classified into graph-based ones [2, [4] [5] [6] [7] and the similarity-based ones [8] [9] [10] . In graph-based methods, a sense graph is built from the words in context, and it is processed to select the most appropriate meaning for each word from the created sense graph. Experimental comparisons between the two algorithm types indicate that graphbased algorithms outperform similarity-based ones, often by a significant margin [6] .
The use of collocations to resolve lexical ambiguities is certainly not a new idea. The first approaches to word sense disambiguation were based on simple hand-built decision tables consisting almost exclusively of questions about observed word associations in specific positions. Later work from the AI community relied heavily upon selectional restrictions for verbs, although primarily in terms of features exhibited by their arguments rather than in terms of individual words or word classes. Collocation means the cooccurrence of two words in some defined relationship [11] .
In this paper, a new WSD approach is proposed which shows better performances over the conventional unsupervised WSD approaches. The suggested method establishes the framework to measure the best connectivity by increasing efficiency with the use of collocation before graph formulation and generating graph using the WordNet for word sense that could not be searched. Moreover, the connectivity is evaluated suing the degree centrality algorithm in which connectivity measurement is proved as best. When using the proposed graph-based measurement approach combined with collocation, better accuracy and recall factor with better precise sense is resulted from the performance evaluation over the conventional approaches.
Related Research
Collocation refers to a group of practical words that habitually go together, whereas the sense of a word is figured out by accompanying words. In this case words are to be classified in terms of co-occurrence relation as well as sense. The co-occurrence relation means the constraints shown in the sense combination relation, which is called collocation constraint or selection constraint. Therefore, a collocation is a combination of words that occur more often and naturally than would be expected by random, and is divided into strong collocation in which closely-coupled words are used like nearly one word and weak collocation [12] .
In regard to categorizing collocations, there are various standards for categorization suggested by different scholars. Shown in Table 1 , [12] presents the different types of collocation categorized into 20 types, from an integrative perspective, based on the grammatical structure, characteristics of expression, strength of collocation, etc. part of a quotation to be or not to be [13] categorized collocation based on its characteristics into three types: idiom, phrasal verb, collocation. Idiom refers to an expression that is relatively static and monotonic. Phrasal verb is composed of a verb and more than one particle. These two types are static expressions with idiomatic usage. Collocation is a linguistic expression composed of predictable combinations of words. Also, [13] categorized collocation based on the collocational strength into the following four categories. Unique collocation is a collocation that is not combined with other nouns such as foot and shrug in 'foot the bill' and 'shrug your shoulders.' Strong collocation indicates a collocation that can be combined with other words but with a small limited number, such as trenchant and rancid in 'trenchant criticism' and 'rancid butter.' Weak collocation is a collocation that is completely predictable such as 'a tall woman', 'a red shirt', and 'an expensive car.' Examples of medium-strength collocation are 'hold a conversation', 'expensive tastes', 'a loud shirt', etc. Among these examples, expensive and loud are collocations that present both weak collocation and medium-strength collocation.
Among the four collocational strengths, unique collocation is the most restricted and static collocational relationship. Strong collocation shows strong collocational relationship between words. For weak collocation, the collocational relationship is relatively weak and it is a collocational relationship that can be combined relatively freely. Medium-strength collocation is a collocation that can be combined in medium level strength between strong collocation and weak collocation. In this research, seven types of collocation have been studied based on the collocation categorization examined in [9] The meaning of distance function considering the unsupervised WSD was depicted and the measure of graph connectivity was described with the following method. Above all, the definition of distance function used in measures is as follows [1] [14] .
Where u~v indicates the existence of a path from u to v, and K is a conversion constant, which replaces the ∞ distance with an integer when v is not reachable from u(we choose K = |V|, as the length of any simple path is < |V|). As an example consider the graph in Figure 1 where d(a, h) = 4, d(b, e) = 3, and so on.
The local measure value can be calculated with the distance function previously explained, and it determines the degree of each vector in the graph.
For the local measure of graph connectivity, one has to confirm the degree of vector V relevance in graph G. Therefore, local measure can be seen as the measurement value of
Figure 1. An Example of a Graph
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ι: V → [0, 1]
When local measurement value ι is close to 1, it means that vector is relatively important, and when the value is close to 0, the vector is not important. If a vector is connected maximum to all vectors, then that vector is the center. The simplest method to measure the importance of vector is to look at the degree, which is the number of edges concluded within the given vector, and it is defined as follows [1] :
indeg(υ) = |{( , ) ∈ : ∈ }| When there is a degree with the highest vector, the vector is the center. Degree centrality is the degree of vector normalized by the maximum degree, and it can be defined as follows [14] :
To select the optimal sense of a word in graph, one can use local measure or global measure. Local measure of graph connectivity determines the degree of relevance of a vector. However, local measure is in relevance to graph structure than individual nodes. In [6] , local measure shows better performance than global measure, and degree centrality of local measure achieved best results from the graph. Degree centrality is a simple method to measure node, and degree of node normalized by the maximum degree. In this paper, the local measure of degree centrality, which achieved best results among local measure and global measure, was used.
New Criteria of WSD
In this section, it describes the new criteria of word disambiguation algorithm suggested in this research. WSD algorithm is gradually processed based on sentence units and operated through two steps. The first step extracts sense by matching collocation regarding words with ambiguity in each sentence. In the next step, the graph is generated with words, among words with ambiguity that do not match with collocation, and measures the label connectivity. The WSD procedure using collocation is shown in Figure  2 , and it depicts the entire process of finding precise word sense by generating graph after matching collocation in the given sentence, and measuring the label connectivity.
WSD Using Collocation
Collocation connotes a combination relationship in which two words are semantically in a co-occurrence relationship. The collocation constitutive word, which has a collocation relationship with each sense of ambiguous words, becomes an important condition to determine the sense of ambiguous words. In this paper, WSD algorithms measure sense accuracy based on co-occurrences and collocation information. In case of using collocation information, the tendency to have one meaning for one collocation can be utilized since a word with ambiguity owns one sense in one literature. Hence, if a word with ambiguity includes collocation, WSD process can be handled more efficiently by having priority to use collocation information.
Collocation means the co-occurrence of two words in some defined relationship. We look at several such relationships, including direct adjacency and first word to the left or right having a certain part-of-speech. We also consider certain direct syntactic relationships, such as verb/object, subject/verb, and adjective/noun pairs. It appears that content words behave quite differently from function words(other parts of speech), we make use of this distinction in several definitions of collocation.
Collocation is classified into three types, idiom, phrasal verbs and collocation in terms of its characteristics. Especially, the syntactic patterns of collocation are described in details in Table 2 [13, 15] . 
New WSD Algorithm
The WSD algorithms proposed in this paper are executed basically by the unit of sentence.
Step-wise execution process of the algorithms, shown in Figure 3 and 4, is explained as below. In the first step, the accurate sense was selected with the collocation information when a word with ambiguity belongs to collocation.
In the second step, a graph G is built by using set G, and then a score of each vertex is counted, when a word with ambiguity does not belong to collocation. Graph is generated for each s i in set G, and this graph is created in the relations of the WordNet. The maximum permission distance of tree is decided by the combination that presents the limit conditions of distance between words, which seeks dependency of labels. In this algorithm, the maximum level of tree is designated as MaxLevel. For example, if the MaxLevel is set as 5, the edges presented between labels, which corresponds to words that are more than five-word distant away, is not applicable. Next, the most appropriate senses to each word are selected, using the degree centrality algorithm.
Finally, the sense of the word is determined from the label with the highest score out of sense of each word. As all labels corresponding to words in the input sequence are allocated to a score, it is possible to select more than two labels that have the highest possibility in regard to the word. In the case where a member of graph does not exist among the word sense, the word sense that has the common sense with highest probability (mostly the first sense) is selected. 
Experiment and Results
This research used the NLTK (the Natural Language Toolkit), which is a strong natural language processing package of Python, to analyze the morpheme and process collocations. NLTK is a leading platform for building Python programs to work with human language data. It provides easy-to-use interfaces to over 50 corpora and lexical resources such as WordNet, along with a suite of text processing libraries for classification, tokenization, stemming, tagging, parsing, and semantic reasoning, and an active discussion forum.
The data used in the experiment was conducted within data sets of English words in the Senseval-2, which analyzes the recent functions of the WSD system. Senseval is a WSD technology evaluation competition, funded by ACL SigLex and EuraLex, held every three years since 1998. To collect the correct word sense, the data set of Senseval-2 and Senseval-3 was annotated manually, and it is used to evaluate and compete with other systems. Senseval-3 is more difficult to disambiguate word sense than Senseval-2. However, the data set of Senseval-2 has more significance than the data set of Senseval-3 as Senseval-2 is more appropriate for a data set [2] .
When using the contextual words, which appears within the context surrounding ambiguous words, the window size of the context has to be considered. In this paper, considering the size of data sets, Windows 5 was selected as the default value. Also, precision and recall factor were used in the assessment scale for WSD approach. The following equations are used to calculate precision and recall.
precision(%) = ℎ * 100
recall(%) = * 100
Before generating graph, if the collocation in the sentence is comprehended, it increases the connectivity measurement value. The WSD method using collocation can be considered as a good method regarding its processing speed and performance, if it is possible to extract sufficient amount of collocations. However, if the collocation rarely appears in literature, it is difficult to use WSD. Therefore, considering two dimensions, efficiency and performance, the word sense disambiguation was made using collocations, and for the words with ambiguity that do not have collocations, graph centrality algorithm was use for word sense disambiguation. By using this mixed method, this research was able to achieve good experimental results. In Table 3 , the precision of the methods suggested in this paper and that of the contrasting graph-based methods are compared. In the Senseval-3 precision condition, the results are in the range of 47.2 to 58.5. In the Senseval-2, the best performance of the unsupervised system recorded precision of 65.3%. In this paper, the precision in Senseval-2 is 66.5% and the recall is 50.2%. In Senseval-3, the precision is 58.5% and the recall, 47.2%. Therefore the algorithm suggested in this paper, which showed precision of 66.5% and 58.5%, has shown significant improvement in results. This implies that the approach of this research has better outcomes than the approach compared. The results show satisfying level of precision as partial nodes and sense were eliminated by matching collocation relations. The approach of this research achieved better results for nouns in the Senseval-2 data and verbs in the Senseval-3 data.
The approach of this research achieved better results regarding the noun in Senseval-2 data and the verb in Senseval-3 data. In Senseval-2, for each noun, verb, and adjective, the precision level was 67.9%, 46.3%, and 61.8%, respectively; and the recall level was 62.1%, 44.1%, and 55.4%, respectively. Also in regard to all words, in Senseval-2, the precision was 63.5% and the recall was 48.7%. The results of precision and recall for noun, verb, adjective and all words in Senseval-2 can be summarized as Table 4 . 
Conclusions
In this paper, a new unsupervised WSD method was suggested that does not require tagged Corpus and shows better performance than the existing unsupervised WSD method. The algorithm of this paper increased efficiency and generated graphs when words with ambiguity do not have collocations, by using collocations to measure the best graph connectivity. Also, it measured the connectivity using degree centrality algorithms. Moreover, the assessment results imply that the method of measurement suggested in this paper, which is based on graph using collocations, yield a more accurate graph connectivity measurement value than the conventional methods.
The performance of word sense disambiguation shows significant differences depending on the appearance rate based on sense, and the location of cue word, which are the characteristics of the word. Also, regarding the effectiveness of WSD, as there are little amounts of disambiguation using collocations, it seems more effective to combine the approach with other approach methods.
