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The accurate detection of small deviations in given density matrices is important for quantum
information processing. Here we propose a new method based on the concept of data mining. We
demonstrate that the proposed method can more accurately detect small erroneous deviations in
reconstructed density matrices, which contain intrinsic fluctuations due to the limited number of
samples, than a naive method of checking the trace distance from the average of the given density
matrices. This method has the potential to be a key tool in broad areas of physics where the
detection of small deviations of quantum states reconstructed using a limited number of samples
are essential.
PACS numbers: 07.05.Kf, 03.65.Wj, 03.67.-a, 42.50.Dv, 42.50.Ex
I. INTRODUCTION
The field of quantum information processing is grow-
ing very rapidly. In addition to quantum computation
and quantum key distribution[1], new applications like
quantum simulations[2] and quantum metrology[3, 4] are
attracting considerable attention. In quantum informa-
tion processing, the detection of deviations from the nor-
mal state, or ‘errors’, is a crucial task, as in classical
information processing. Such ‘error’ detection is also
very important when detecting a target state which is
close to the background (normal) states. However, such
error detection is very difficult because of the intrinsic
statistical nature of quantum physics. Usually the state
of a system, or the density matrix, is estimated from a
limited number of experiments/samples using quantum
state tomography[5]. Therefore, the matrix elements of
the density matrices have intrinsic fluctuations, making
it difficult to distinguish erroneous states from normal
states.
In this paper, we propose to apply ‘data mining’
method to solve this problem. Data mining is a compu-
tational process of discovering patterns in large data sets
involving methods of machine learning, statistics, and
other methods. We focus on the detection on anomalies
where the amplitudes of the elements of density matrices
are different. Such anomalies include dephasing in the
quantum states, which is very important in many ap-
plications and tasks of quantum information processing.
For this purpose, we have developed a new data mining
method named ‘ED3 (Erroneous Deviation Detection for
Density matrices)’ for quantum density matrices by ex-
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tending a previously reported method[6]. We compare
ED3 and a naive method, in which the erroneous states
are distinguished by the trace distance from the average
of the states. We show that ED3 has a significant advan-
tage over the naive method for numerical simulation data
and real experimental data. Our method can be applied
to any quantum states represented by not only photonic
qubits but also other many physical systems including su-
perconducting circuits, trapped ions, and so on. We be-
lieve quantum state data mining will be a key tool in the
broad area of quantum computation, quantum commu-
nication, quantum metrology, and also in broad area of
sciences where the detection of erroneous quantum states
is critical.
II. METHODOLOGY
We consider K state density matrices ρˆk ∈ Cd×d with
k = 1, . . . ,K, each of which is obtained by quantum state
tomography for a limited number of samples. Because
now we are interested in the anomaly detection of am-
plitudes of the elements in the density matrices, which
includes the dephasing of the quantum states, it is not
necessary to detect the phases of the off-diagonal matrix
elements. Thus we consider the absolute of the density
matrix; each (i, j)th element of the matrix is given by
|ρˆk,ij | where ρˆk,ij denotes the (i, j)th element of ρˆk. We
use the notation ρˆk to express the absolute matrix for
brevity. Our task is to find M erroneous matrices that
are different from the remaining K −M normal matri-
ces. Here, we assume that the numberM is unknown but
smaller than K/2, i.e., erroneous observations are rare in
experiments. This task is known as ‘anomaly detection’
or ‘outlier detection’ in data mining[7].
2A. Naive Approach
A natural way to solve this problem is to use a physical
model for computing the state density matrix, which rep-
resents the normal experimental conditions, and find er-
roneous matrices that do not match the computed normal
matrix. This requires a ‘true’ physical model with ‘true’
parameters representing the normal experiments. How-
ever, such true models and parameters are rarely known
in most cases, even if we presume an ‘ideal’ experiment,
because true experiments deviate from ideal experiments
by some tolerated errors in their settings and some dis-
turbance from their surrounding environment. Thus, this
approach is not easily applicable in practice.
An alternative naive method is to adopt the ‘data av-
erage’ ρ¯ ≡ 1
K
∑K
k=1 ρˆk as an approximation of the normal
density matrix and represent each ρˆk by a sum of ρ¯ and its
deviation ω˜k, i.e., ρˆk = ρ¯+ ω˜k. We then measure the dis-
crepancy of each density matrix ρˆk from ρ¯ by ω˜k = ρˆk−ρ¯.
We apply the trace distance[8] as a convenient measure
of the discrepancy as
ek ≡ ‖ω˜k‖tr, (1)
where ‖ ∗ ‖tr denotes the trace norm of a matrix, or the
sum of the singular values. If ek is large, the target ma-
trix is deemed to be erroneous. A drawback of this naive
method is a reduced detectability of the errors ek, be-
cause ρ¯ is biased from the normal density matrix by the
average of the matrices including the erroneous ones.
B. Proposed Method
In contrast to the naive approach, here we propose a
method that considers an ‘ideal realization’ of the nor-
mal matrix θ instead of ρ¯ and an ‘ideal deviation’ ωk
instead of ω˜k. That is, we adopt θ + ωk as an ideal den-
sity matrix for the kth experiment. If the kth experiment
is conducted under normal conditions, the ideal realiza-
tion is θ, and the deviation ωk becomes zero. On the
other hand, a change in experimental conditions poten-
tially creates a density matrix different from θ where the
deviation ωk may no longer be zero, indicating that the
data is erroneous. The task is therefore to identify which
density matrix ρˆk has a non-zero deviation ωk. Once
such an ωk is derived, we can measure the degree of er-
ror using Eq.(1). Formally, we expect the following two
points to apply for the proper estimator of θ and ωk: 1)
the observed matrix ρˆk is sufficiently close to the true re-
alization θ + ωk; 2) the deviation parameter ωk becomes
zero under normal experimental conditions.
To reflect these two points in a sophisticated manner,
we introduce a technique proposed in graphical Gaussian
modeling (GGM), which is a research field of data min-
ing. The technique involves efficiently decomposing a set
of precision matrices, which are inverse covariance ma-
trices, into their common invariant elements and individ-
ually deviated elements[6, 9]. Because these techniques
are dedicated to the precision matrices, which are typ-
ically sparse and positive semi-definite (PSD), it is not
applicable to our absolute density matrices, which are
often dense and not limited to being PSD. Accordingly,
we newly formalize a task to decompose ρˆk into θ and
ωk over k = 1, 2, . . . ,K as a ‘regularized’ least squares
regression problem:
min
θ,{ωk}Kk=1
K∑
k=1
1
2
‖ρˆk − (θ + ωk)‖2F + γ
K∑
k=1
√√√√ d∑
i,j=1
s2ijω
2
k,ij ,
(2)
where ‖∗‖F denotes the Frobenius norm of a matrix and γ
is a non-negative parameter used for optimization. Note
that Frobenious norm is just used as a kind of mathe-
matical tool to simplify the optimization problem, since
this formulation makes it a simple convex problems. The
weight parameters sij are given by the following for each
element:
s2ij ≡
(
1
K
K∑
k=1
ω˜2k,ij
)−1
.
The first term of Eq.(2) reflects the first point, that an
observed matrix ρˆk has to be close to θ + ωk. The sec-
ond term, which reflects the second point, is the so-called
‘regularization’ term. Intuitively, this term penalizes too
large values of ωk and reduces the estimator to be suffi-
ciently small. Moreover, this term has the effect of reduc-
ing some of the deviations ωk to be exactly zero for suffi-
ciently large γ[10]. The weight parameters {sij}di,j=1 are
introduced to balance the difference in scaling across the
matrix entries. The effect of entries with large variations
is suppressed by small sij , while the effect of entries with
subtle deviations is magnified by the weighting. Note
that this formalization does not require the matrices to
be PSD.
We also note that the formulation (2) is one specific
example of the ‘sparse additive model’[11] developed in
machine learning. In particular, this can be casted as
a modification of the model presented in [12] where we
replaced the regularization term that fits to our objec-
tive. The advantage of these formulations is its high
utilities; they have several favorable theoretical proper-
ties as well as a computational tractability. That is, the
problem (2) is a convex optimization problem and the
global minimum exists [10], and the parameter ωk esti-
mated by solving the problem is guaranteed to be sparse
for sufficiently large γ [10]. Hence, thanks to the con-
vexity, we can use efficient methodologies developed in
the optimization studies to solve the problem [13]. The
computational tractability is particularly important for
our application where the dimensionality of the density
matrix grows exponentially as the number of photon in-
creases. Here, we describe an overview of the algorithm,
which works up to several qubits or for matrices of size
around hundreds. Similar to our previous study[6], we
3do not work on the problem (2) directly but work on the
dual problem instead:
min
{ζk}Kk=1
1
K
K∑
k=1
‖ρˆk − s ◦ ζk‖2F,
subject to
K∑
k=1
ζk = 0d×d,
‖ζk‖2F ≤ γ2 (k = 1, 2, . . . ,K),
where s is a matrix that has sij for the (i, j)th element
and ◦ denotes a Hadamard product of matrices. From the
duality, the optimal dual parameter ζ∗k relates to the op-
timal primal parameters θ∗ and ω∗k as θ
∗+ω∗k = ρˆk−s◦ζ∗k .
Therefore, solving the problem (2) amounts to finding the
optimal dual parameters {ζ∗k}Kk=1. This can be conducted
by properly reformulating the dual problem and apply-
ing the method called Alternating Direction Method of
Multipliers (ADMM) method[13]. This is our proposed
approach, which we call ‘ED3 (Erroneous Deviation De-
tection for Density matrices)’.
III. EXPERIMENTAL SETUP
In the following, we compare the performance of ED3
and the aforementioned naive method through experi-
ments. We try to discriminate the density matrices of
the ‘normal state’, for which we use a two-photon po-
FIG. 1: (a) Schematic of the experimental setup for tomog-
raphy. An interference filter (IF) with 4-nm bandwidth was
used. The tomography was implemented using quarter wave
plates (QWP), half wave plates (HWP) and polarizers. (b)
Histogram of the average of 300 density matrices for the nor-
mal states. (c) Histogram of the average of 50 density matri-
ces for the erroneous states.
larization entangled state, from those of the ‘erroneous
state’, which slightly decoheres from the normal state.
Note that the elements of the normal and erroneous den-
sity matrices have intrinsic fluctuations because of the
limited number of samples (photon pairs) used for recon-
struction by quantum state tomography (QST)[5].
The experimental density matrices are obtained using
the experimental setup depicted in Figure 1(a). We used
a pair of BBO crystals pumped by a CW diode laser
at 405 nm to generate the polarization entangled state
|ψ〉 = (|H ;H〉a,b+ |V ;V 〉a,b)/
√
2. The generated photon
pairs are measured using 16 measurement setups, which
are a combination of the bases for both of the photons[5].
The measurement outcome (nk)i (i = 1, . . . , 16), for
which 1077 ± 33 photon pairs contribute, is converted
to a density matrix ρˆk using the conventional method
of QST, including maximum likelihood estimation. For
the density matrices of the erroneous states, we ex-
perimentally obtained the measurement outcomes using
the three input states |ψ〉, |H ;H〉, |V ;V 〉 separately and
added them together so that the off-diagonal terms of
the density matrices are reduced by about 0.1 from that
of the pure entangled state. We prepared 300 different
density matrices for the normal state and 50 density ma-
trices for the erroneous state. The average of the density
matrices for the normal and erroneous states are shown
in Figs. 1(b) and 1(c), respectively.
To compare the performance of ED3 in the experiments
with that for their ideal cases containing some deco-
hered states, we numerically simulated the measurement
outcomes of the density matrices (nk)i (i = 1, . . . , 16)
with the contribution of 1000 photon pairs for both the
‘normal state’ |ψ〉 and ‘erroneous state’, where the off-
diagonal elements of the density matrices are reduced by
0.1 similarly to the experiments. Then, the density ma-
trices were calculated using the same QST method. In
the computer simulation, we prepared 30,000 different
density matrices for the normal state and 5,000 density
matrices for the erroneous state.
For performance evaluation, we obtained datasets each
consisting of 25 matrices randomly sampled from the nor-
mal states and five matrices from the erroneous states for
both the simulations and the experiments. For ED3, we
prepared 10 preliminary datasets and tuned the param-
eter γ so that the five erroneous matrices were discrimi-
nated well in every dataset. We then fixed the value of
γ and used it for the evaluations.
IV. RESULTS
An example of the evaluations using a computer-
generated dataset is shown in Fig. 2. Figures 2(a) and
2(b) show the (1, 2)th, (1, 4)th, and (2, 2)th elements
of raw density matrices ρˆk and density matrices θ + ωk
(k = 1, . . . , 30) from the naive method and those esti-
mated by ED3 respectively. The arrows denote the arti-
ficially introduced erroneous cases. Note that the trace
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FIG. 2: Performance analysis using a computer-generated dataset. (a) The raw values of the elements (1,2), (1,4) and (2,2)
and and the trace distance of the 30 density matrices in a test dataset. The arrows denote the artificially introduced erroneous
cases. (b) Corresponding elements and the trace distance of the estimated density matirices using proposed method (ED3).
The colored trace distances represent the cases where the state density matrices are judged to be erroneous under a threshold
level. (c) The ROC curves for the naive method and ED3.
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FIG. 3: Area under curve distribution over 1000 computer-
generated datasets.
distances are used for both naive method and ED3 for
a fair comparison. These graphs indicate that ED3 ef-
ficiently removes statistical fluctuations of the raw ob-
served matrices and estimates the elements of the invari-
ant θ for the normal matrices and the variated (1, 4)th el-
ements of θ+ωk for the erroneous matrices. Figures 2(a)
and 2(b) also show the trace distances Eq.(1) provided
by the naive method and ED3, respectively. The colored
trace distances represent the cases where the state den-
sity matrices are judged to be erroneous under a thresh-
old level, which is set to 0.04, depicted by the dashed
lines in trace distance plots in Figs. 2(a) and 2(b). As
easily understood by these figures, the true discovery
rate (TDR) and the false discovery rate (FDR) of the
erroneous matrices widely vary with the given threshold
level where TDR and FDR are the rate of the true er-
roneous matrices (with the arrows) and the rate of the
true normal matrices (without the arrows) in the matri-
ces detected as erroneous (red colored), respectively. Fig-
ure 2(c) shows Receiver Operating Characteristic (ROC)
curves obtained by changing the threshold level from 0 to
the maximum trace distance for both methods, where the
horizontal and vertical axes stand for FDR and TDR for
every threshold level, respectively. Under this dataset,
the curve of ED3 is closer to the upper left corner (FDR
= 0 and TDR = 1) than that of the naive method, indi-
cating more reliable detection of the errors by ED3.
In order to obtain more quantitative comparisons be-
tween these curves for many different datasets, we use
the area under curve (AUC) indicator, which is the per-
centage of the area under the ROC curve in the FDR–
TDR plane and frequently used in data mining studies.
It takes a value between 0% and 100% by definition, and
a larger value indicates a better detectability of the error.
Figure 3 shows the distribution of the AUC values over
1000 datasets and clearly demonstrates the superior per-
formance of ED3 in comparison with the naive method.
Finally, we test the performance of the proposed
method using experimental datasets (Figs 4 and 5). Fig-
ures 4(a) and 4(b) respectively represent the (1, 2)th,
(1, 4)th, and (2, 2)th elements of the raw density ma-
trices and density matrices from the naive method and
those estimated by ED3 respectively. The (1, 2)th and
(2, 2)th raw elements in (a) contain some biases because
the calibration accuracy of the phase shifters placed be-
tween single mode fiber and beam splitter, depicted in
Fig. 1, is practically limited. These biases induced by
the tolerated error of the experimental condition typi-
cally indicate that the approach based on the physical
model of the ‘ideal’ experiments does not account for the
‘true’ error detection, as mentioned earlier. On the other
hand, these biases are properly reflected for the (1, 2)th
and (2, 2)th elements estimated by ED3 in (b). The
graphs of the trace distances in Figs. 4(a) and 4(b) indi-
cate better discrimination of the erroneous states by ED3
than by the naive method, particularly in terms of FDR.
The ROC curves depicted in Fig. 4(c) clearly indicate
the higher detectability of ED3 than the naive method
for this dataset. Moreover, the distribution of the AUC
values over 1000 experimental datasets (i.e. randomly
selected 25 matrices for normal states and 5 matrices for
erroneous states out of 300 and 50 experimentally ob-
tained matrices respectively) presented in Fig. 5 also
demonstrates the better performance of ED3 for the ex-
perimentally obtained data, similar to those generated
by the computer simulation.
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FIG. 4: Performance analysis using a experimentally obtained dataset. (a) The raw values of the elements (1,2), (1,4) and (2,2)
and and the trace distance of the 30 density matrices in a test dataset. The arrows denote the artificially introduced erroneous
cases. (b) Corresponding elements and the trace distance of the estimated density matirices using proposed method (ED3).
The colored trace distances represent the cases where the state density matrices are judged to be erroneous under a threshold
level, which is set to 0.11, depicted by the dashed lines in trace distance plots in Figs. 4(a) and 4(b). (c) The ROC curves for
the naive method and ED3.
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FIG. 5: Area under curve distribution over 1000 experimen-
tal datasets (i.e. randomly selected 25 matrices for normal
states and 5 matrices for erroneous states out of 300 and 50
experimentally obtained matrices respectively)
.
V. CONCLUSION
We have demonstrated that the proposed ED3 based
on a data mining method can more accurately detect
small erroneous deviations in reconstructed density ma-
trices that contain intrinsic fluctuations due to a lim-
ited number of samples, than a naive method checking
the trace distance from the average of the given density
matrices. A statistical analysis of the AUC over 1000
datasets of experimentally obtained and computer sim-
ulated density matrices clearly shows that ED3 outper-
forms the naive method. We believe that quantum state
data mining will be a key tool in broad area of physics
where the detection of small deviations of quantum states
reconstructed using limited number of samples are essen-
tial.
Note that here we are interested in the detection of
anomalies of the quantum states itself. For instance, in
this manuscript we are trying to detect the decohered
states as anomalies. In this case, it is certainly impor-
tant to perform the anomaly detection at the level of
reconstructed density matrices, where the errors caused
by the measurement apparatus have been compensated
during the maximally-likelihood process. If one is inter-
ested in the errors caused by the measurement appara-
tus, the anomaly detection at a lower level may be more
suitable. Note also that the anomaly detection at the
level of density matrices are able to be applied to any
quantum states represented by not only photonic qubits
but also other many physical systems including super-
conducting circuits, trapped ions, and so on. In contrast,
the anomaly detection at a lower level may be very de-
pendent on the technical details of each physical systems
(detection schemes, apparatuses, etc.) and thus not to
be applicable as wide as ours. In this paper, we focused
on the anomaly detection of decoherence in the quantum
state. The extension of ED3 to the detection of arbitrary
deviations including unintended unitary transformation
is an interesting future study.
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