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Abstract
We consider the goodness-of-fit testing problem of distinguishing whether the data are
drawn from a specified distribution, versus a composite alternative separated from the null
in the total variation metric. In the discrete case, we consider goodness-of-fit testing when
the null distribution has a possibly growing or unbounded number of categories. In the
continuous case, we consider testing a Lipschitz density, with possibly unbounded support,
in the low-smoothness regime where the Lipschitz parameter is not assumed to be constant.
In contrast to existing results, we show that the minimax rate and critical testing radius
in these settings depend strongly, and in a precise way, on the null distribution being
tested and this motivates the study of the (local) minimax rate as a function of the null
distribution. For multinomials the local minimax rate was recently studied in the work of
Valiant and Valiant [30]. We re-visit and extend their results and develop two modifications
to the χ2-test whose performance we characterize. For testing Lipschitz densities, we show
that the usual binning tests are inadequate in the low-smoothness regime and we design a
spatially adaptive partitioning scheme that forms the basis for our locally minimax optimal
tests. Furthermore, we provide the first local minimax lower bounds for this problem
which yield a sharp characterization of the dependence of the critical radius on the null
hypothesis being tested. In the low-smoothness regime we also provide adaptive tests, that
adapt to the unknown smoothness parameter. We illustrate our results with a variety of
simulations that demonstrate the practical utility of our proposed tests.
1 Introduction
Hypothesis testing is one of the pillars of modern mathematical statistics with a vast array of
scientific applications. There is a well-developed theory of hypothesis testing starting with the
work of Neyman and Pearson [22], and their framework plays a central role in the theory and
practice of statistics. In this paper we re-visit the classical goodness-of-fit testing problem of
distinguishing the hypotheses:
H0 : Z1, . . . , Zn ∼ P0 versus H1 : Z1, . . . , Zn ∼ P ∈ A (1)
for some set of distributions A. This fundamental problem has been widely studied (see for
instance [19] and references therein).
A natural choice of the composite alternative, one that has a clear probabilistic inter-
pretation, excludes a total variation neighborhood around the null, i.e. we take A = {P :
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TV(P, P0) ≥ /2}. This is equivalent to A = {P : ‖P − P0‖1 ≥ }, and we use this representa-
tion in the rest of this paper. However, there exist no consistent tests that can distinguish
an arbitrary distribution P0 from alternatives separated in `1; see [2, 17]. Hence, we impose
structural restrictions on P0 and A. We focus on two cases:
1. Multinomial testing: When the null and alternate distributions are multinomials.
2. Lipschitz testing: When the null and alternate distributions have Lipschitz densities.
The problem of goodness-of-fit testing for multinomials has a rich history in statistics and
popular approaches are based on the χ2-test [24] or the likelihood ratio test [5, 22, 32]; see,
for instance, [9, 11, 21, 23, 25] and references therein. Motivated by connections to property
testing [26], there is also a recent literature developing in computer science; see [3, 10, 13, 30].
Testing Lipschitz densities is one of the basic non-parametric hypothesis testing problems and
tests are often based on the Kolmogorov-Smirnov or Crame´r-von Mises statistics [7, 27, 31].
This problem was originally studied from the minimax perspective in the work of Ingster
[14, 15]. See [1, 12, 14] for further references.
In the goodness-of-fit testing problem in (1), previous results use the (global) critical radius
as a benchmark. Roughly, this global critical radius is a measure of the minimal separation
between the null and alternate hypotheses that ensures distinguishability, as the null hypothesis
is varied over a large class of distributions (for instance over the class of distributions with
Lipschitz densities or over the class of all multinomials on d categories). Remarkably, as shown
in the work of Valiant and Valiant [30] for the case of multinomials and as we show in this paper
for the case of Lipschitz densities, there is considerable heterogeneity in the critical radius
as a function of the null distribution P0. In other words, even within the class of Lipschitz
densities, testing certain null hypotheses can be much easier than testing others. Consequently,
the local minimax rate which describes the critical radius for each individual null distribution
provides a much more nuanced picture. In this paper, we provide (near) matching upper and
lower bounds on the critical radii for Lipschitz testing as a function of the null distribution,
i.e. we precisely upper and lower bound the critical radius for each individual Lipschitz null
hypothesis. Our upper bounds are based on χ2-type tests, performed on a carefully chosen
spatially adaptive binning, and highlight the fact that the standard prescriptions of choosing
bins with a fixed width [28] can yield sub-optimal tests.
The distinction between local and global perspectives is reminiscent of similar effects
that arise in some estimation problems, for instance in shape-constrained inference [4], in
constrained least-squares problems [6] and in classical Fisher Information-Crame´r-Rao bounds
[18].
The remainder of this paper is organized as follows. In Section 2 we provide some
background on the minimax perspective on hypothesis testing, and formally describe the
local and global minimax rates. We provide a detailed discussion of the problem of study
and finally provide an overview of our main results. In Section 3 we review the results of
[30] and present a new globally-minimax test for testing multinomials, as well as a (nearly)
locally-minimax test. In Section 4 we consider the problem of testing a Lipschitz density
against a total variation neighbourhood. We present the body of our main technical result in
Section 4.3 and defer technical aspects of this proof to the Appendix. In each of Section 3
and 4 we present simulation results that demonstrate the superiority of the tests we propose
and their potential practical applicability. In the Appendix, we also present several other
results including a brief study of limiting distributions of the test statistics under the null, as
well as tests that are adaptive to various parameters.
2
2 Background and Problem Setup
We begin with some basic background on hypothesis testing, the testing risk and minimax
rates, before providing a detailed treatment of some related work.
2.1 Hypothesis testing and minimax rates
Our focus in this paper is on the one sample goodness-of-fit testing problem. We observe
samples Z1, . . . , Zn ∈ X , where X ⊂ Rd, which are independent and identically distributed
with distribution P . In this context, for a fixed distribution P0, we want to test the hypotheses:
H0 : P = P0 versus
H1 : ‖P − P0‖1 ≥ n.
(2)
Throughout this paper we use P0 to denote the null distribution and P to denote an arbi-
trary alternate distribution. Throughout the paper, we use the total variation distance (or
equivalently the `1 distance) between two distributions P and Q, defined by
TV(P,Q) = sup
A
|P (A)−Q(A)| (3)
where the supremum is over all measurable sets. If P and Q have densities p and q with
respect to a common dominating measure ν, then
TV(P,Q) =
1
2
∫
|p− q|dν = 1
2
‖p− q‖1 ≡ 1
2
‖P −Q‖1. (4)
We consider the total variation distance because it has a clear probabilistic meaning and
because it is invariant under one-to-one transformations [8]. The `2 metric is often easier to
work with but in the context of distribution testing its interpretation is less intuitive. Of
course, other metrics (for instance Hellinger, χ2 or Kullback-Leibler) can be used as well but
we focus on TV (or `1) throughout this paper. It is well-understood [2, 17] that without
further restrictions there are no uniformly consistent tests for distinguishing these hypotheses.
Consequently, we focus on two restricted variants of this problem:
1. Multinomial testing: In the multinomial testing problem, the domain of the distributions
is X = {1, . . . , d} and the distributions P0 and P are equivalently characterized by
vectors p0, p ∈ Rd. Formally, we define,
M =
{
p : p ∈ Rd,
d∑
i=1
pi = 1, pi ≥ 0 ∀ i ∈ {1, . . . , d}
}
,
and consider the multinomial testing problem of distinguishing:
H0 : P = P0, P0 ∈M versus H1 : ‖P − P0‖1 ≥ n, P ∈M. (5)
In contrast to classical “fixed-cells” asymptotic theory [25], we focus on high-dimensional
multinomials where d can grow with, and potentially exceed the sample size n.
2. Lipschitz testing: In the Lipschitz density testing problem the set X ⊂ Rd, and we
restrict our attention to distributions with Lipschitz densities, i.e. letting p0 and p denote
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the densities of P0 and P with respect to the Lebesgue measure, we consider the set of
densities:
L(Ln) =
{
p :
∫
X
p(x)dx = 1, p(x) ≥ 0 ∀ x, |p(x)− p(y)| ≤ Ln‖x− y‖2 ∀ x, y ∈ Rd
}
,
and consider the Lipschitz testing problem of distinguishing:
H0 : P = P0, P0 ∈ L(Ln) versus H1 : ‖P − P0‖1 ≥ n, P ∈ L(Ln). (6)
We emphasize, that unlike prior work [1, 12, 15] we do not require p0 to be uniform.
We also do not restrict the domain of the densities and we consider the low-smoothness
regime where the Lipschitz parameter Ln is allowed to grow with the sample size.
Hypothesis testing and risk. Returning to the setting described in (2), we define a test φ
as a Borel measurable map, φ : X n 7→ {0, 1}. For a fixed null distribution P0, we define the set
of level α tests:
Φn,α =
{
φ : Pn0 (φ = 1) ≤ α
}
. (7)
The worst-case risk (type II error) of a test φ over a restricted class C which contains P0 is
Rn(φ;P0, n, C) = sup
{
EP [1− φ] : ‖P − P0‖1 ≥ n, P ∈ C
}
.
The local minimax risk is1:
Rn(P0, n, C) = inf
φ∈Φn,α
Rn(φ;P0, n, C). (8)
It is common to study the minimax risk via a coarse lens by studying instead the critical
radius or the minimax separation. The critical radius is the smallest value n for which a
hypothesis test has non-trivial power to distinguish P0 from the set of alternatives. Formally,
we define the local critical radius as:
n(P0, C) = inf
{
 : Rn(P0, n, C) ≤ 1/2
}
. (9)
The constant 1/2 is arbitrary; we could use any number in (0, 1− α).
The local minimax risk and critical radius depend on the null distribution P0. A more
common quantity of interest is the global minimax risk
Rn(n, C) = sup
P0∈C
Rn(P0, n, C). (10)
The corresponding global critical radius is
n(C) = inf
{
n : Rn(n, C) ≤ 1/2
}
. (11)
In typical non-parametric problems, the local minimax risk and the global minimax risk
match up to constants and this has led researchers in past work to focus on the global minimax
risk. We show that for the distribution testing problems we consider, the local critical radius
1Although our proofs are explicit in their dependence on α, we suppress this dependence in our notation
and in our main results treating α as a fixed strictly positive universal constant.
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in (9) can vary considerably as a function of the null distribution P0. As a result, the global
critical radius, provides only a partial understanding of the intrinsic difficulty of this family of
hypothesis testing problems. In this paper, we focus on producing tight bounds on the local
minimax separation. These bounds yield as a simple corollary, sharp bounds on the global
minimax separation, but are in general considerably more refined.
Poissonization: In constructing upper bounds on the minimax risk—we work under a
simplifying assumption that the sample size is random: n0 ∼ Poisson(n). This assumption is
standard in the literature [1, 30], and simplifies several calculations. When the sample size is
chosen to be distributed as Poisson(n), it is straightforward to verify that for any fixed set
A,B ⊂ X with A ∩B = ∅, under P the number of samples falling in A and B are distributed
independently as Poisson(nP (A)) and Poisson(nP (B)) respectively.
In the Poissonized setting, we consider the averaged minimax risk, where we additionally
average the risk in (8) over the random sample size. The Poisson distribution is tightly
concentrated around its mean and this additional averaging only affects constant factors in
the minimax risk and we ignore this averaging in the rest of the paper.
2.2 Overview of our results
With the basic framework in place we now provide a high-level overview of the main results of
this paper. In the context of testing multinomials, the results of [30] characterize the local
and global minimax rates. We provide the following additional results:
• In Theorem 2 we characterize a simple and practical globally minimax test. In Theorem 4
building on the results of [10] we provide a simple (near) locally minimax test.
In the context of testing Lipschitz densities we make advances over classical results [12, 14]
by eliminating several unnecessary assumptions (uniform null, bounded support, fixed Lipschitz
parameter). We provide the first characterization of the local minimax rate for this problem.
In studying the Lipschitz testing problem in its full generality we find that the critical testing
radius can exhibit a wide range of possible behaviours, based roughly on the tail behaviour of
the null hypothesis.
• In Theorem 5 we provide a characterization of the local minimax rate for Lipschitz density
testing. In Section 4.1, we consider a variety of concrete examples that demonstrate the
rich scaling behaviour exhibited by the critical radius in this problem.
• Our upper and lower bounds are based on a novel spatially adaptive partitioning scheme.
We describe this scheme and derive some of its useful properties in Section 4.2.
In the Supplementary Material we provide the technical details of the proofs. We briefly
consider the limiting behaviour of our test statistics under the null in Appendix A. Our results
show that the critical radius is determined by a certain functional of the null hypothesis. In
Appendix D we study certain important properties of this functional pertaining to its stability.
Finally, we study tests which are adaptive to various parameters in Appendix F.
3 Testing high-dimensional multinomials
Given a sample Z1, . . . , Zn ∼ P define the counts X = (X1, . . . , Xd) where Xj =
∑n
i=1 I(Zi =
j). The local minimax critical radii for the multinomial problem have been found in Valiant
and Valiant [30]. We begin by summarizing these results.
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Without loss of generality we assume that the entries of the null multinomial p0 are sorted
so that p0(1) ≥ p0(2) ≥ . . . ≥ p0(d). For any 0 ≤ σ ≤ 1 we denote σ-tail of the multinomial by:
Qσ(p0) =
i :
d∑
j=i
p0(j) ≤ σ
 . (12)
The σ-bulk is defined to be
Bσ(p0) = {i > 1 : i /∈ Qσ(p0)}. (13)
Note that i = 1 is excluded from the σ-bulk. The minimax rate depends on the functional:
Vσ(p0) =
 ∑
i∈Bσ(p0)
p0(i)
2/3
3/2 . (14)
For a given multinomial p0, our goal is to upper and lower bound the local critical radius
n(p0,M) in (9). We define, `n and un to be the solutions to the equations 2:
`n(p0) = max
{
1
n
,
√
V`n(p0)(p0)
n
}
, un(p0) = max
{
1
n
,
√
Vun(p0)/16(p0)
n
}
. (15)
With these definitions in place, we are now ready to state the result of [30]. We use
c1, c2, C1, C2 > 0 to denote positive universal constants.
Theorem 1 ([30]). The local critical radius n(p0,M) for multinomial testing is upper and
lower bounded as:
c1`n(p0) ≤ n(p0,M) ≤ C1un(p0). (16)
Furthermore, the global critical radius n(M) is bounded as:
c2d
1/4
√
n
≤ n(M) ≤ C2d
1/4
√
n
.
Remarks:
• The local critical radius is roughly determined by the (truncated) 2/3-rd norm of the
multinomial p0. This norm is maximized when p0 is uniform and is small when p0 is
sparse, and at a high-level captures the “effective sparsity” of p0.
• The global critical radius can shrink to zero even when d n. When d  √n almost all
categories of the multinomial are unobserved but it is still possible to reliably distinguish
any p0 from an `1-neighborhood. This phenomenon is noted for instance in the work of
[23]. We also note the work of Barron [2] that shows that when d = ω(n), no test can
have power that approaches 1 at an exponential rate.
2These equations always have a unique solution since the right hand side monotonically decreases to 0 as
the left hand side monotonically increases from 0 to 1.
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• The local critical radius can be much smaller than the global minimax radius. If the
multinomial p0 is nearly (or exactly) s-sparse then the critical radius is upper and lower
bounded up to constants by s1/4/
√
n. Furthermore, these results also show that it is
possible to design consistent tests for sufficiently structured null hypotheses: in cases
when
√
d n, and even in cases when d is infinite.
• Except for certain pathological multinomials, the upper and lower critical radii match up
to constants. We revisit this issue in Appendix D, in the context of Lipschitz densities,
where we present examples where the solutions to critical equations similar to (15) are
stable and examples where they are unstable.
In the remainder of this section we consider a variety of tests, including the test presented in
[30] and several alternatives. The test of [30] is a composite test that requires knowledge of n
and the analysis of their test is quite intricate. We present an alternative, simple test that is
globally minimax, and then present an alternative composite test that is locally minimax but
simpler to analyze. Finally, we present a few illustrative simulations.
3.1 The truncated χ2 test
We begin with a simple globally minimax test. From a practical standpoint, the most popular
test for multinomials is Pearson’s χ2 test. However, in the high-dimensional regime where the
dimension of the multinomial d is not treated as fixed the χ2 test can have bad power due to
the fact that the variance of the χ2 statistic is dominated by small entries of the multinomial
(see [20, 30]).
A natural thought then is to truncate the normalization factors of the χ2 statistic in order
to limit the contribution to the variance from each cell of the multinomial. Recalling that
(X1, . . . , Xd) denote the observed counts, we propose the test statistic:
Ttrunc =
d∑
i=1
(Xi − np0(i))2 −Xi
max{1/d, p0(i)} :=
d∑
i=1
(Xi − np0(i))2 −Xi
θi
(17)
and the corresponding test,
φtrunc = I
Ttrunc > n
√√√√ 2
α
d∑
i=1
p0(i)2
θ2i
 . (18)
This test statistic truncates the usual normalization factor for the χ2 test for any entry which
falls below 1/d, and thus ensures that very small entries in p0 do not have a large effect on the
variance of the statistic. We emphasize the simplicity and practicality of this test. We have
the following result which bounds the power and size of the truncated χ2 test. We use C > 0
to denote a positive universal constant.
Theorem 2. Consider the testing problem in (5). The truncated χ2 test has size at most α,
i.e. P0(φtrunc = 1) ≤ α. Furthermore, there is a universal constant C > 0 such that if for any
0 < ζ ≤ 1 we have that,
2n ≥
C
√
d
n
[
1√
α
+
1
ζ
]
, (19)
then the Type II error of the test is bounded by ζ, i.e. P (φtrunc = 0) ≤ ζ.
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Remarks:
• A straightforward consequence of this result together with the result in Theorem 1 is
that the truncated χ2 test is globally minimax optimal.
• The classical χ2 and likelihood ratio tests are not generally consistent (and thus not
globally minimax optimal) in the high-dimensional regime (see also, Figure 2).
• At a high-level the proof follows by verifying that when the alternate hypothesis is true,
under the condition on the critical radius in (19), the test statistic is larger than the
threshold in (18). To verify this, we lower bound the mean and upper bound the variance
of the test statistic under the alternate and then use standard concentration results. We
defer the details to the Supplementary Material (Appendix B).
3.2 The 2/3-rd + tail test
The truncated χ2 test described in the previous section, although globally minimax, is not
locally adaptive. The test from [30], achieves the local minimax upper bound in Theorem 1.
We refer to this as the 2/3-rd + tail test. We use a slightly modified version of their test when
testing Lipschitz goodness-of-fit in Section 4, and provide a description here.
The test is a composite two-stage test, and has a tuning parameter σ. Recalling the
definitions of Bσ(p0) andQσ(p0) (see (12)), we define two test statistics T1, T2 and corresponding
test thresholds t1, t2:
T1(σ) =
∑
j∈Qσ(p0)
(Xj − np0(j)), t1(α, σ) =
√
nP0(Qσ(p0))
α
,
T2(σ) =
∑
j∈Bσ(p0)
(Xj − np0(j))2 −Xj
p
2/3
j
, t2(α, σ) =
√∑
j∈Bσ 2n
2p0(j)2/3
α
.
We define two tests:
1. The tail test: φtail(σ, α) = I(T1(σ) > t1(α, σ)).
2. The 2/3-test: φ2/3(σ, α) = I(T2(σ) > t2(α, σ)).
The composite test φV (σ, α) is then given as:
φV (σ, α) = max{φtail(σ, α/2), φ2/3(σ, α/2)}. (20)
With these definitions in place, the following result is essentially from the work of [30]. We
use C > 0 to denote a positive universal constant.
Theorem 3. Consider the testing problem in (5). The composite test φV (σ, α) has size at
most α, i.e. P0(φV = 1) ≤ α. Furthermore, if we choose σ = n(p0,M)/8, and un(p0) as
in (15), then for any 0 < ζ ≤ 1, if
n(p0,M) ≥ Cun(p0) max{1/α, 1/ζ}, (21)
then the Type II error of the test is bounded by ζ, i.e. P (φV = 0) ≤ ζ.
Remarks:
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• The test φV is also motivated by deficiencies of the χ2 test. In particular, the test
includes two main modifications to the χ2 test which limit the contribution of the small
entries of p0: some of the small entries of p0 are dealt with via a separate tail test and
further the normalization of the χ2 test is changed from p0(i) to p0(i)
2/3.
• This result provides the upper bound of Theorem 1. It requires that the tuning parameter
σ is chosen as n(p0,M)/8. In the Supplementary Material (Appendix F) we discuss
adaptive choices for σ.
• The proof essentially follows from the paper of [30], but we maintain an explicit bound
on the power and size of the test, which we use in later sections. We provide the details
in Appendix B.
While the 2/3-rd norm test is locally minimax optimal its analysis is quite challenging. In the
next section, we build on results from a recent paper of Diakonikolas and Kane [10] to provide
an alternative (nearly) locally minimax test with a simpler analysis.
3.3 The Max Test
An important insight, one that is seen for instance in Figure 1, is that many simple tests are
optimal when p0 is uniform and that careful modifications to the χ
2 test are required only
when p0 is far from uniform. This suggests the following strategy: partition the multinomial
into nearly uniform groups, apply a simple test within each group and combine the tests with
an appropriate Bonferroni correction. We refer to this as the max test. Such a strategy was
used by Diakonikolas and Kane [10], but their test is quite complicated and involves many
constants. Furthermore, it is not clear how to ensure that their test controls the Type I error
at level α. Motivated by their approach, we present a simple test that controls the type I error
as required and is (nearly) locally minimax.
As with the test in the previous section, the test has to be combined with the tail test.
The test is defined to be
φmax(σ, α) = max{φtail(σ, α/2), φM (σ, α/2)},
where φM is defined as follows. We partition Bσ(p0) into sets Sj for j ≥ 1, where
Sj =
{
t :
p0(2)
2j
< p0(t) ≤ p0(2)
2j−1
}
.
We can bound the total number of sets Sj by noting that for any i ∈ Bσ(p0), we have that
p0(i) ≥ σ/d, so that the number of sets k is bounded by dlog2(d/σ)e. Within each set we use
a modified `2 statistic. Let
Tj =
∑
t∈Sj
[(Xt − np0(t))2 −Xt] (22)
for j ≥ 1. Unlike the traditional `2 statistic, each term in this statistic is centered around Xt.
As observed in [30], this results in the statistic having smaller variance in the n d regime.
Let
φM (σ, α) =
∨
j
I(Tj > tj), (23)
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where
tj =
√√√√2kn2 [∑t∈Sj p0(t)2]
α
. (24)
Theorem 4. Consider the testing problem in (5). Suppose we choose σ = n(p0,M)/8, then
the composite test φmax(σ, α) has size at most α, i.e. P0(φmax = 1) ≤ α. Furthermore, there is
a universal constant C > 0, such that for un(p0) as in (15), if for any 0 < ζ ≤ 1 we have that,
n(p0,M) ≥ Ck2un(p0) max
{√
k
α
,
1
ζ
}
, (25)
then the Type II error of the test is bounded by ζ, i.e. P (φmax = 0) ≤ ζ.
Remarks:
• Comparing the critical radii in Equations (25) and (16), and noting that k ≤ dlog2(8d/n)e,
we conclude that the max test is locally minimax optimal, up to a logarithmic factor.
• In contrast to the analysis of the 2/3-rd + tail test in [30], the analysis of the max
test involves mostly elementary calculations. We provide the details in Appendix B.
As emphasized in the work of [10], the reduction of testing problems to simpler testing
problems (in this case, testing uniformity) is a more broadly useful idea. Our upper
bound for the Lipschitz testing problem (in Section 4) proceeds by reducing it to a
multinomial testing problem through a spatially adaptive binning scheme.
3.4 Simulations
In this section, we report some simulation results that demonstrate the practicality of the
proposed tests. We focus on two simulation scenarios and compare the globally-minimax
truncated χ2 test, and the 2/3rd + tail test [30] with the classical χ2-test and the likelihood
ratio test. The χ2 statistic is,
Tχ2 =
d∑
i=1
(Xi − np0(i))2 − np0(i)
np0(i)
,
and the likelihood ratio test statistic is
TLRT = 2
d∑
i=1
Xi log
(
Xi
np0(i)
)
.
In Appendix G, we consider a few additional simulations as well as a comparison with statistics
based on the `1 and `2 distances.
In each setting described below, we set the α level threshold via simulation (by sampling
from the null 1000 times) and we calculate the power under particular alternatives by averaging
over a 1000 trials.
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Figure 1: A comparison between the truncated χ2 test, the 2/3rd + tail test [30], the χ2-test
and the likelihood ratio test. The null is chosen to be uniform, and the alternate is either
a dense or sparse perturbation of the null. The power of the tests are plotted against the
`1 distance between the null and alternate. Each point in the graph is an average over 1000
trials. Despite the high-dimensionality (i.e. n = 200, d = 2000) the tests have high-power, and
perform comparably.
1. Figure 1 considers a high-dimensional setting where n = 200, d = 2000, the null distribu-
tion is uniform, and the alternate is either dense (perturbing each coordinate by a scaled
Rademacher) or sparse (perturbing only two coordinates).
In each case we observe that all the tests perform comparably indicating that a variety of
tests are optimal around the uniform distribution, a fact that we exploit in designing the
max test. The test from [30] performs slightly worse than others due to the Bonferroni
correction from applying a two-stage test.
2. Figure 2 considers a power-law null where p0(i) ∝ 1/i. Again we take n = 200, d = 2000,
and compare against a dense and sparse alternative. In this setting, we choose the sparse
alternative to only perturb the first two coordinates of the distribution.
We observe two notable effects. First, we see that when the alternate is dense, the
truncated χ2 test, although consistent in the high-dimensional regime, is outperformed
by the other tests highlighting the need to study the local-minimax properties of tests.
Perhaps more surprising is that in the setting where the alternate is sparse, the classical
χ2 and likelihood ratio tests can fail dramatically.
The locally minimax test is remarkably robust across simulation settings. However, it requires
that we specify n, a drawback shared by the max test. In Appendix F we provide adaptive
alternatives that adapt to unknown n.
4 Testing Lipschitz Densities
In this section, we focus our attention on the Lipschitz testing problem (6). As is standard
in non-parametric problems, throughout this section, we treat the dimension d as a fixed
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Figure 2: A comparison between the truncated χ2 test, the 2/3rd + tail test [30], the χ2-test
and the likelihood ratio test. The null is chosen to be a power law, and the alternate is either
a dense or sparse perturbation of the null. The power of the tests are plotted against the `1
distance between the null and alternate. Each point in the graph is an average over 1000 trials.
The truncated χ2 test despite being globally minimax optimal, can perform poorly for any
particular fixed null. The χ2 and likelihood ratio tests can fail to be consistent even when n
is quite large, and n √d.
(universal) constant. Our emphasis is on understanding the local critical radius while making
minimal assumptions. In contrast to past work, we do not assume that the null is uniform or
even that its support is compact. We would like to be able to detect more subtle deviations
from the null as the sample size gets large and hence we do not assume that the Lipschitz
parameter Ln is fixed as n grows.
The classical method, due to Ingster [15, 16] to constructing lower and upper bounds on
the critical radius, is based on binning the domain of the density. In particular, upper bounds
were obtained by considering χ2 tests applied to the multinomial that results from binning
the null distribution. Ingster focused on the case when the null distribution P0 was taken to
be uniform on [0, 1], noting that the testing problem for a general null distribution could be
“reduced” to testing uniformity by modifying the observations via the quantile transformation
corresponding to the null distribution P0 (see also [12]). We emphasize that such a reduction
alters the smoothness class tailoring it to the null distribution P0. The quantile transformation
forces the deviations from the null distribution to be more smooth in regions where P0 is small
and less smooth where P0 is large, i.e. we need to re-interpret smoothness of the alternative
density p as an assumption about the function p(F−10 (t)), where F
−1
0 is the quantile function of
the null distribution P0. We find this assumption to be unnatural and instead aim to directly
test the hypotheses in (6).
We begin with some high-level intuition for our upper and lower bounds.
• Upper bounding the critical radius: The strategy of binning domain of p0, and then
testing the resulting multinomial against an appropriate `1 neighborhood using a locally
minimax test is natural even when p0 is not uniform. However, there is considerable
flexibility in how precisely to bin the domain of p0. Essentially, the only constraint in
the choice of bin-widths is that the approximation error (of approximating the density
by its piecewise constant, histogram approximation) is sufficiently well-controlled. When
the null is not uniform the choice of fixed bin-widths is arbitrary and as we will see,
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sub-optimal. A bulk of the technical effort in constructing our optimal tests is then in
determining the optimal inhomogenous, spatially adaptive partition of the domain in
order to apply a multinomial test.
• Lower bounding the critical radius: At a high-level the construction of Ingster
is similar to standard lower bounds in non-parametric problems. Roughly, we create a
collection of possible alternate densities, by evenly partitioning the domain of p0, and
then perturbing each cell of the partition by adding or subtracting a small (sufficiently
smooth) bump. We then analyze the optimal likelihood ratio test for the (simple versus
simple) testing problem of distinguishing p0 from a uniform mixture of the set of possible
alternate densities. We observe that when p0 is not uniform once again creating a
fixed bin-width partition is not optimal. The optimal choice of bin-widths is to choose
larger bin-widths when p0 is large and smaller bin-widths when p0 is small. Intuitively,
this choice allows us to perturb the null distribution p0 more when the density is large,
without violating the constraint that the alternate distribution remain sufficiently smooth.
Once again, we create an inhomogenous, spatially adaptive partition of the domain, and
then use this partition to construct the optimal perturbation of the null.
Define,
γ :=
2
3 + d
, (26)
and for any 0 ≤ σ ≤ 1 denote the collection of sets of probability mass at least 1− σ as Bσ, i.e.
Bσ := {B : P0(B) ≥ 1− σ}. Define the functional,
Tσ(p0) := inf
B∈Bσ
(∫
B
pγ0(x)dx
)1/γ
. (27)
We refer to this as the truncated T -functional3. The functional Tσ(p0) is the analog of the
functional Vσ(p0) in (14), and roughly characterizes the local critical radius. We return to
study this functional in light of several examples, in Section 4.1 (and Appendix D).
In constructing lower bounds we will assume that the null density lies in the interior of the
Lipschitz ball, i.e. we assume that for some constant 0 ≤ cint < 1, we have that, p0 ∈ L(cintLn).
This assumption avoids certain technical issues that arise in creating perturbations of the null
density when it lies on the boundary of the Lipschitz ball.
Finally, we define for two universal constants C ≥ c > 0 (that are explicit in our proofs)
the upper and lower critical radii:
vn(p0) =
(Ld/2n TCvn(p0)(p0)
n
) 2
4+d
, wn(p0) =
(Ld/2n Tcwn(p0)(p0)
n
) 2
4+d
. (28)
With these preliminaries in place we now state our main result on testing Lipschitz densities.
We let c, C > 0 denote two positive universal constants (different from the ones above).
Theorem 5. The local critical radius n(p0,L(Ln)) for testing Lipschitz densities is upper
bounded as:
n(p0,L(Ln)) ≤ Cwn(p0). (29)
3Although the set B that achieves the minimum in the definition of Tσ(p0) need not be unique, the functional
itself is well-defined.
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Furthermore, if for some constant 0 ≤ cint < 1 we have that, p0 ∈ L(cintLn), then the critical
radius is lower bounded as
cvn(p0) ≤ n(p0,L(Ln)). (30)
Remarks:
• A natural question of interest is to understand the worst-case rate for the critical radius,
or equivalently to understand the largest that the T -functional can be. Since the T -
functional can be infinite if the support is unrestricted, we restrict our attention to
Lipschitz densities with a bounded support S. In this case, letting µ(S) denote the
Lebesgue measure of S and using Ho¨lder’s inequality (see Appendix D) we have that for
any σ > 0,
Tσ(p0) ≤ (1− σ)µ(S)
1−γ
γ . (31)
Up to constants involving γ, σ this is attained when p0 is uniform on the set S. In other
words, the critical radius is maximal for testing the uniform density against a Lipschitz,
`1 neighborhood. In this case, we simply recover a generalization of the result of [15] for
testing when p0 is uniform on [0, 1].
• The main discrepancy between the upper and lower bounds is in the truncation level, i.e.
the upper and lower bounds depend on the functional Tσ(p0) for different values of the
parameter σ. This is identical to the situation in Theorem 1 for testing multinomials. In
most non-pathological examples this functional is stable with respect to constant factor
discrepancies in the truncation level and consequently our upper and lower bounds are
typically tight (see the examples in Section 4.1). In the Supplementary Material (see
Appendix D) we formally study the stability of the T -functional. We provide general
bounds and relate the stability of the T -functional to the stability of the level-sets of p0.
The remainder of this section is organized as follows: we first consider various examples,
calculate the T -functional and develop the consequences of Theorem 5 for these examples.
We then turn our attention to our adaptive binning, describing both a recursive partitioning
algorithm for constructing it as well as developing some of its useful properties. Finally,
we provide the body of our proof of Theorem 5 and defer more technical aspects to the
Supplementary Material. We conclude with a few illustrative simulations.
4.1 Examples
The result in Theorem 5 provides a general characterization of the critical radius for testing any
density p0, against a Lipschitz, `1 neighborhood. In this section we consider several concrete
examples. Although our theorem is more generally applicable, for ease of exposition we focus
on the setting where d = 1, highlighting the variability of the T -functional and consequently
of the critical radius as the null density is changed. Our examples have straightforward
d-dimensional extensions.
When d = 1, we have that γ = 1/2 so the T -functional is simply:
Tσ(p0) = inf
B∈Bσ
(∫
B
√
p0(x)dx
)2
,
where Bσ is as before. Our interest in general is in the setting where σ → 0 (which happens as
n→∞), so in some examples we will simply calculate T0(p0). In other examples however, the
truncation at level σ will play a crucial role and in those cases we will compute Tσ(p0).
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Example 1 (Uniform null). Suppose that the null distribution p0 is Uniform[a, b] then,
T0(p0) = |b− a|.
Example 2 (Gaussian null). Suppose that the null distribution p0 is a Gaussian, i.e. for some
ν > 0, µ ∈ R,
p0(x) =
1√
2piν
exp(−(x− µ)2/(2ν2)).
In this case, a simple calculation (see Appendix C) shows that,
T0(p0) = (8pi)
1/2ν.
Example 3 (Beta null). Suppose that the null density is a Beta distribution:
p0(x) =
Γ(α+ β)
Γ(α)Γ(β)
xα−1xβ−1 =
1
B(α, β)
xα−1xβ−1,
where Γ and B denote the gamma and beta functions respectively. It is easy to verify that,
T0(p0) =
(∫ 1
0
√
p0(x)dx
)2
=
B2((α+ 1)/2, (β + 1)/2)
B(α, β)
.
To get some sense of the behaviour of this functional, we consider the case when α = β = t→∞.
In this case, we show (see Appendix C) that for t ≥ 1,
pi2
4e4
t−1/2 ≤ T0(p0) ≤ e
4
4
t−1/2.
In particular, we have that T0(p0)  t−1/2.
Remark:
• These examples illustrate that in the simplest settings when the density p0 is close to
uniform, the T -functional is roughly the effective support of p0. In each of these cases,
it is straightforward to verify that the truncation of the T -functional simply affects
constants so that the critical radius scales as:
n 
(√
LnT0(p0)
n
)2/5
,
where T0(p0) in each case scales as roughly the size of the (1− n)-support of the density
p0, i.e. as the Lebesgue measure of the smallest set that contains (1− n) probability
mass. This motivates understanding the Lipschitz density with smallest effective support,
and we consider this next.
Example 4 (Spiky null). Suppose that the null hypothesis is:
p0(x) =

Lnx 0 ≤ x ≤ 1√Ln
2√
Ln
− Lnx 1√Ln ≤ x ≤
2√
Ln
0 otherwise,
then we have that T0(p0)  1√Ln .
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Remark:
• For the spiky null distribution we obtain an extremely fast rate, i.e. we have that the
critical radius n  n−2/5, and is independent of the Lipschitz parameter Ln (although,
we note that the null p0 is more spiky as Ln increases). This is the fastest rate we
obtain for Lipschitz testing. In settings where the tail decay is slow, the truncation of
the T -functional can be crucial and the rates can be much slower. We consider these
examples next.
Example 5 (Cauchy distribution). The mean zero, Cauchy distribution with parameter α has
pdf:
p0(x) =
1
piα
α2
x2 + α2
.
As we show (see Appendix C), the T -functional without truncation is infinite, i.e. T0(p0) =∞.
However, the truncated T -functional is finite. In the Supplementary Material we show that for
any 0 ≤ σ ≤ 0.5 (recall that our interest is in cases where σ → 0),
4α
pi
[
ln2
(
1
σ
)]
≤ Tσ(p0) ≤ 4α
pi
[
ln2
(
2e
piσ
)]
,
i.e. we have that Tσ(p0)  ln2(1/σ).
Remark:
• When the null distribution is Cauchy as above, we note that the rate for the critical
radius is no longer the typical n  n−2/5, even when the other problem specific
parameters (Ln and the Cauchy parameter α) are held fixed. We instead obtain a
slower n  (n/ log2 n)−2/5 rate. Our final example, shows that we can obtain an entire
spectrum of slower rates.
Example 6 (Pareto null). For a fixed x0 > 0 and for 0 < α < 1, suppose that the null
distribution is
p0(x) =
{
αxα0
xα+1
for x ≥ x0,
0 for x < x0.
This distribution for 0 < α < 1 has thicker tails than the Cauchy distribution. The T -functional
without truncation is infinite, i.e. T0(p0) =∞, and we can further show that (see Appendix C):
4αx0
(1− α)2
(
σ−
1−α
2α − 1
)2
= Tσ(p0) ≤ 4αx0
(1− α)2σ
− 1−α
α .
In the regime of interest when σ → 0, we have that Tσ(p0) ∼ σ− 1−αα .
Remark:
• We observe that once again, the critical radius no longer follows the typical rate:
n  n−2/5. Instead we obtain the rate, n  n−2α/(2+3α), and indeed have much slower
rates as α→ 0, indicating the difficulty of testing heavy-tailed distributions against a
Lipschitz, `1 neighborhood.
We conclude this section by emphasizing the value of the local minimax perspective and of
studying the goodness-of-fit problem beyond the uniform null. We are able to provide a sharp
characterization of the critical radius for a broad class of interesting examples, and we obtain
faster (than at uniform) rates when the null is spiky and non-standard rates in cases when the
null is heavy-tailed.
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4.2 A recursive partitioning scheme
At the heart of our upper and lower bounds are spatially adaptive partitions of the domain of
p0. The partitions used in our upper and lower bounds are similar but not identical. In this
section, we describe an algorithm for producing the desired partitions and then briefly describe
some of the main properties of the partition that we leverage in our upper and lower bounds.
We begin by describing the desiderata for the partition from the perspective of the upper
bound. Our goal is to construct a test for the hypotheses in (6), and we do so by constructing
a partition (consisting of N + 1 cells) {A1, . . . , AN , A∞} of Rd. Each cell Ai for i ∈ {1, . . . , N}
will be a cube, while the cell A∞ will be arbitrary but will have small total probability content.
We let,
K :=
N⋃
i=1
Ai. (32)
We form the multinomial corresponding to the partition {P0(A1), . . . , P0(AN ), P0(A∞)}, where
P0(Ai) =
∫
Ai
p0(x)dx. We then test this multinomial using the counts of the number of samples
falling in each cell of the partition.
Requirement 1: A basic requirement of the partition is that it must ensure that a density
p that is at least n far away in `1 distance from p0 should remain roughly n away from p0
when converted to a multinomial. Formally, for any p such that ‖p− p0‖1 ≥ n, p ∈ L(Ln) we
require that for some small constant c > 0,
N∑
i=1
|P0(Ai)− P (Ai)|+ |P0(A∞)− P (A∞)| ≥ cn. (33)
Of course, there are several ways to ensure this condition is met. In particular, supposing
that we restrict attention to densities supported on [0, 1] then it suffices for instance to
choose roughly Ln/n even-width bins. This is precisely the partition considered in prior work
[1, 15, 16]. When we do not restrict attention to compactly supported, uniform densities an
even-width partition is no longer optimal and a careful optimization of the upper and lower
bounds with respect to the partition yields the optimal choice. The optimal partition has
bin-widths that are roughly taken proportional to pγ0(x), where the constant of proportionality
is chosen to ensure that the condition in (33) is satisfied. Precisely determining the constant
of proportionality turns out to be quite subtle so we defer a discussion of this to the end of
this section.
Requirement 2: A second requirement that arises in both our upper and lower bounds is
that the cells of our partition (except A∞) are not chosen too wide. In particular, we must
choose the cells small enough to ensure that the density is roughly constant on each cell, i.e.
on each cell we need that for any i ∈ {1, . . . , N},
supx∈Ai p0(x)
infx∈Ai p0(x)
≤ 3. (34)
Using the Lipschitz property of p0, this condition is satisfied if any point x is in a cell of
diameter at most p0(x)/(2Ln).
Taken together the first two requirements suggest that we need to create a partition such
that: for every point x ∈ K the diameter of the cell A containing the point x, should be
roughly,
diam(A) ≈ min {θ1p0(x), θ2pγ0(x)} ,
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where θ1 is to be chosen to be smaller than 1/(2Ln), and θ2 is chosen to ensure that Requirement
1 is satisfied.
Algorithm 1 constructively establishes the existence of a partition satisfying these require-
ments. The upper and lower bounds use this algorithm with slightly different parameters.
The key idea is to recursively partition cells that are too large by halving each side. This is
illustrated in Figure 3. The proof of correctness of the algorithm uses the smoothness of p0 in
an essential fashion. Indeed, were the density p0 not sufficiently smooth then such a partition
would likely not exist.
In order to ensure that the algorithm has a finite termination, we choose two parameters
a, b n (these are chosen sufficiently small to not affect subsequent results):
• We restrict our attention to the a-effective support of p0, i.e. we define Sa to be the
smallest cube centered at the mean of p0 such that, P0(Sa) ≥ 1 − a. We begin with
A∞ = Sca.
• If the density in any cell is sufficiently small we do not split the cell further, i.e. for a
parameter b, if supx∈A p0(x) ≤ b/vol(Sa) then we do not split it, rather we add it to A∞.
By construction, such cells have total probability content at most b.
For each cube Ai for i ∈ {1, . . . , N˜} we let xi denote its centroid, and we let N˜ denote the
number of cubes created by Algorithm 1.
Algorithm 1: Adaptive Partition
1. Input: Parameters θ1, θ2, a, b.
2. Set A∞ = ∅ and A1 = Sa.
3. For each cube Ai do:
• If
sup
x∈Ai
p0(xi) ≤ b
vol(Sa)
, (35)
then remove Ai from the partition and let A∞ = A∞ ∪Ai.
• If
diam(Ai) ≤ min {θ1p0(xi), θ2pγ0(xi)} , (36)
then do nothing to Ai.
• If Ai fails to satisfy (35) or (36) then replace Ai by a set of 2d cubes that are obtained by
halving the original Ai along each of its axes.
4. If no cubes are split or removed, STOP. Else go to step 3.
5. Output: Partition P = {A1, . . . , AN˜ , A∞}.
Requirement 3: The final major requirement is two-fold: (1) we require that the γ-norm
of the density over the support of the partition should be upper bounded by the truncated
T -functional, and (2) that the density over the cells of the partition be sufficiently large.
This necessitates a further pruning of the partition, where we order cells by their probability
content and successively eliminate (adding them to A∞) cells of low probability until we
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Figure 3: (a) A density p0 on [0, 1]
2 evaluated on a 1000× 1000 grid. (b) The corresponding
spatially adaptive partition P produced by Algorithm 1. Cells of the partition are larger in
regions where the density p0 is higher.
have eliminated mass that is close to the desired truncation level. This is accomplished by
Algorithm 2.
Algorithm 2: Prune Partition
1. Input: Unpruned partition P = {A1, . . . , AN˜ , A∞} and a target pruning level c. Without
loss of generality we assume P0(A1) ≥ P0(A2) ≥ . . . ≥ P0(AN˜ ).
2. For any j ∈ {1, . . . , N˜} let Q(j) = ∑N˜i=j P0(Ai). Let j∗ denote the smallest positive integer
such that, Q(j∗) ≤ c.
3. If Q(j∗) ≥ c/5:
• Set N = j∗ − 1, and A∞ = A∞ ∪Aj∗ ∪ . . . ∪AN˜ .
4. If Q(j∗) ≤ c/5:
• Set N = j∗ − 1, α = min{c/(5P0(AN )), 1/5}, and A∞ = A∞ ∪Aj∗ ∪ . . . ∪AN˜ .
• AN is a cube, i.e. for some δ > 0, AN = [a1, a1 + δ]× · · · × [ad, ad + δ]. Let
D1 = [a1, (1− α)(a1 + δ)]× · · · × [ad, (1− α)(ad + δ)] and D2 = AN −D1. Set: AN = D1
and A∞ = A∞ ∪D2.
5. Output: P† = {A1, . . . , AN , A∞}.
It remains to specify a precise choice for the parameter θ2. We do so indirectly by defining
a function µ : R 7→ R that is closely related to the truncated T -functional. For x ∈ R we define
µ(x) as the smallest positive number that satisfies the equation:
n =
∫
Rd
min
{
p0(y)
x
,
np0(y)
γ
µ(x)
}
dy. (37)
If x < 1/n then we obtain a finite value for µ(x), otherwise we take µ(x) =∞. The following
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result, relates µ to the truncated T -functional.
Lemma 1. For any 0 ≤ x < 1/n,
T γxn(p0) ≤ µ(x) ≤ 2T γxn/2(p0). (38)
With the definition of µ in place, we now state our main result regarding the partitions
produced by Algorithms 1 and 2. We let P denote the unpruned partition obtained from
Algorithm 1 and P† denote the pruned partition obtained from Algorithm 2. For each cell Ai
we denote its centroid by xi. We have the following result summarizing some of the important
properties of P and P†.
Lemma 2. Suppose we choose, θ1 = 1/(2Ln), θ2 = n/(8Lnµ(1/4)), a = b = n/1024, c =
n/512, then the partition P† satisfies the following properties:
1. [Diameter control] The partition has the property that,
1
5
min {θ1p0(xi), θ2pγ0(xi)} ≤ diam(Ai) ≤ min {θ1p0(xi), θ2pγ0(xi)} . (39)
2. [Multiplicative control] The density is multiplicatively controlled on each cell, i.e. for
i ∈ {1, . . . , N} we have that,
supx∈Ai p0(x)
infx∈Ai p0(x)
≤ 2. (40)
3. [Properties of A∞] The cell A∞ has probability content roughly n, i.e.
n
2560
≤ P (A∞) ≤ n
256
. (41)
4. [`1 distance] The partition preserves the `1 distance, i.e. for any p such that ‖p−p0‖1 ≥
n, p ∈ L(Ln),
N∑
i=1
|P0(Ai)− P (Ai)|+ |P0(A∞)− P (A∞)| ≥ n
8
. (42)
5. [Truncated T -functional] Recalling the definition of K in (32), we have that,∫
K
pγ0(x)dx ≤ T γn/5120(p0). (43)
6. [Density Lower Bound] The density over K is lower bounded as:
inf
x∈K
p0(x) ≥
(
n
5120µ(1/5120)
)1/(1−γ)
. (44)
Furthermore, for any choice of the parameter θ2 the unpruned partition P of Algorithm 1
satisfies (39) with the constant 5 sharpened to 4, (40) and the upper bound in (41).
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The proof of this result is technical and we defer it to Appendix E.
While we focused our discussions on the properties of the partition from the perspective of
establishing the upper bound in Theorem 5 it turns out that several of these properties are
crucial in proving the lower bound as well. The optimal adaptive partition creates larger cells
in regions where the density p0 is higher, and smaller cells where p0 is lower. This might seem
counter-intuitive from the perspective of the upper bound since we create many low-probability
cells which are likely to be empty in a small finite-sample, and indeed this construction is
in some sense opposite to the quantile transformation suggested by previous work [12, 15].
However, from the perspective of the lower bound this is completely natural. It is intuitive
that our perturbation be large in regions where the density is large since the likelihood ratio is
relatively stable in these regions, and hence these changes are more difficult to detect. The
requirement of smoothness constrains the amount by which we can we can perturb the density
on any given cell, i.e. for a large perturbation the corresponding cell should have a large
diameter leading to the conclusion that we must use larger cells in regions where p0 is higher.
In this section, we have focused on providing intuition for our adaptive partitioning scheme.
In the next section we provide the body of the proof of Theorem 5, and defer the remaining
technical aspects to the Supplementary Material.
4.3 Proof of Theorem 5
We consider the lower and upper bounds in turn.
4.3.1 Proof of Lower Bound
We note that the lower bound in (30) is trivial when n ≥ 1/C so throughout the proof we
focus on the case when n is smaller than a universal constant, i.e. when n ≤ 1C .
Preliminaries: We begin by briefly introducing the lower bound technique due to Ingster
(see for instance [14]). Let P be a set of distributions and let Φn be the set level α tests based
on n observations where 0 < α < 1 is fixed. We want to bound the minimax type II error
ζn(P) = inf
φ∈Φn
sup
P∈P
Pn(φ = 0).
Define Q as Q(A) =
∫
Pn(A)dpi(P ), where pi is a prior distribution whose support is contained
in P. In particular, if pi is uniform on a finite set P1, . . . , PN then
Q(A) =
1
N
∑
j
Pnj (A).
Given n observations we define the likelihood ratio
Wn(Z1, . . . , Zn) =
dQ
dPn0
=
∫
p(Z1, . . . , Zn)
p0(Z1, . . . , Zn)
dpi(p) =
∫ ∏
j
p(Zj)
p0(Zj)
dpi(p).
Lemma 3. Let 0 < ζ < 1− α. If
E0[W 2n(Z1, . . . , Zn)] ≤ 1 + 4(1− α− ζ)2 (45)
then ζn(P) ≥ ζ.
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Roughly, this result asserts that in order to produce a minimax lower bound on the Type
II error, it suffices to appropriately upper bound the second moment under the null of the
likelihood ratio. The proof is standard but presented in Appendix E for completeness. A
natural way to construct the prior pi on the set of alternatives, is to partition the domain of p0
and then to locally perturb p0 by adding or subtracting sufficiently smooth “bumps”. In the
setting where the partition has fixed-width cells this construction is standard [1, 15] and we
provide a generalization to allow for variable width partitions and to allow for non-uniform p0.
Formally, let ψ be a smooth bounded function on the hypercube I = [−1/2, 1/2]d such that∫
I
ψ(x)dx = 0 and
∫
I
ψ2(x)dx = 1.
Let P = {A1, . . . , AN , A∞} be any partition that satisfies the condition in (40), and further
let {x1, . . . , xN} denote the centroids of the cells {A1, . . . , AN}. Suppose further, that each
cell Aj for j ∈ {1, . . . , N} is a cube with side-length cjhj for some constants cj ≤ 1, and
hj =
1√
d
min{θ1p0(xj), θ2pγ0(xj)}.
Let η = (η1, η2, . . . , ηN ) be a Rademacher sequence and define
pη = p0 +
N∑
j=1
ρjηjψj (46)
where each ρj ≥ 0 and
ψj(t) =
1
c
d/2
j h
d/2
j
ψ
(
t− xj
cjhj
)
for t ∈ Aj . Hence,
∫
Aj
ψj(t) = 0 and
∫
Aj
ψ2j (t) = 1. Finally, let us denote:
ω1 := max
{
‖ψ‖∞, 8‖ψ
′‖∞
(1− cint)
}
, and ω2 := ‖ψ‖1.
With these definitions in place we state a result that gives a lower bound for a sequence of
perturbations ρj that satisfy certain conditions.
Lemma 4. Let α, ζ and n be non-negative numbers with 1−α−ζ > 0. Let C0 = 1+4(1−α−ζ)2.
Assume that for each j ∈ {1, . . . , N}, ρj and hj satisfy:
(a) ρj ≤
c
d/2
j
ω1
Lnh
1+ d
2
j (47)
(b)
N∑
j=1
ρjc
d/2
j h
d/2
j ≥
n
ω2
(48)
(c)
N∑
j=1
ρ4j
p20(xj)
≤ logC0
4n2
, (49)
then the Type II error of any test is at least ζ.
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Effectively, this lemma generalizes the result of Ingster [15] to allow for non-uniform p0
and further allows for variable width bins. The proof proceeds by verifying that under the
conditions of the lemma, pη is sufficiently smooth, and separated from p0 by at least n in the
`1 metric. We let the prior be uniform on the the set of possible distributions pη and directly
analyze the second moment of the likelihood ratio, and obtain the result by applying Lemma 3.
See Appendix E for the proof of this lemma. It is worth noting the condition in (47), which
ensures smoothness of pη, allows for larger perturbations ρj for bins where hj is large, which
is one of the key benefits of using variable bin-widths in the lower bound.
With this result in place, to produce the desired minimax lower bound it only remains to
specify the partition, select a sequence of perturbations ρj and verify that the conditions of
Lemma 4 are satisfied.
Final Steps: We begin by specifying the partition. We define,
ν = min
{
ω2
ω14d+1
√
d
, 1
}
.
For the lower bound we do not need to prune the partition, rather we simply apply Algorithm 1
with θ1 = 1/(2Ln), and θ2 = n/(Lnνµ(2/ν)). We choose a = b = n/1024, and denote
the resulting partition P = {A1, . . . , AN , A∞}. Using Lemma 2 we have that the partition
satisfies (39) with the constant 5 replaced by 4, (40) and the upper bound in (41). We now
choose a sequence {ρ1, . . . , ρN}, and proceed to verify that the conditions of Lemma 4 are
satisfied. We choose,
ρj =
c
d/2
j
ω1
Lnh
1+ d
2
j ,
thus ensuring the condition in (47) is satisfied.
Verifying the condition in (48): Recall the definition of µ in (37),
n
ν
=
∫
Rd
min
{
p0(y)
2
,
np0(y)
γ
νµ(2/ν)
}
dy,
provided that n ≤ ν/2 which is true by our assumption on the critical radius. Recalling the
definition of K in (32), we have that,∫
K
min
{
p0(y)
2
,
np0(y)
γ
νµ(2/ν)
}
dy ≥ n
ν
− P (A∞)
2
.
We define the function
h(y) :=
1√
d
min
{
p0(y)
2Ln
,
np0(y)
γ
Lnνµ(2/ν)
}
,
and as a consequence of the property (40) we obtain that for any y ∈ Aj for j ∈ {1, . . . , N},
hj ≥ h(y)
2
.
This in turn yields that,
L
N∑
j=1
hd+1j ≥
1
2
√
d
∫
K
min
{
p0(y)
2
,
np0(y)
γ
νµ(2/ν)
}
dy ≥ 1
2
√
d
(
n
ν
− P (A∞)
2
)
≥ n
4
√
dν
,
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where the final step uses the upper bound in (41). We then have that,
N∑
j=1
ρjc
d/2
j h
d/2
j =
N∑
j=1
Lnc
d
jh
d+1
j
ω1
≥
N∑
j=1
Lnh
d+1
j
4dω1
≥ n
ω2
,
which establishes the condition in (48).
Verifying the condition in (49): We note the inequality (which can be verified by simple
case analysis) that for a, b, u, v ≥ 0,
min{a, b} ≤ min{a uu+v b vu+v , b},
in particular for u = 1, v = 3 + d we obtain,
min{a, b} ≤ min{(ab3+d) 14+d , b}. (50)
Returning to the condition in (49) we have that,
N∑
j=1
ρ4j
p0(xj)2
≤ L
4
n
ω41
N∑
j=1
c2dj h
4+2d
j
p0(xj)2
≤ L
4
n
ω41
N∑
j=1
hdjh
4+d
j
p0(xj)2
,
using the fact that cj ≤ 1. Using the chosen values for hj we obtain that,
N∑
j=1
ρ4j
p0(xj)2
≤ L
4
n
ω41
√
d
4+d
N∑
j=1
hdj
p0(xj)2
min
{[
p0(xj)
2Ln
]4+d
,
[
np
γ
0(xj)
Lnνµ(2/ν)
]4+d}
(i)
≤ L
4
n
ω41
√
d
4+d
N∑
j=1
hdj
p0(xj)2
min
{
p0(xj)
33+dn
2Ln(Lnνµ(2/ν))3+d
,
[
np
γ
0(xj)
Lnνµ(2/ν)
]4+d}
=
3+dn
Ldnµ(2/ν)
3+dν4+dω41
√
d
4+d
N∑
j=1
hdj min
{
p0(xj)
2/ν
,
np0(xj)
γ
µ(2/ν)
}
≤ 2
3+d
n
Ldnµ(2/ν)
3+dν4+dω41
√
d
4+d
∫
K
min
{
p0(x)
2/ν
,
np0(x)
γ
µ(2/ν)
}
dx
≤ 2
3+d
n
Ldnµ(2/ν)
3+dν4+dω41
√
d
4+d
∫
Rd
min
{
p0(x)
2/ν
,
np0(x)
γ
µ(2/ν)
}
dx
(ii)
≤ 2
4+d
n
Ldnµ(2/ν)
3+dν4+dω41
√
d
4+d
.
where (i) follows from the inequality in (50), and (ii) uses (37). Using Lemma 1 we obtain,
µ(2/ν) ≥ T γ2n/ν(p0),
provided that n ≤ ν/2. This yields that,
N∑
j=1
ρ4j
p0(xj)2
≤ 2
4+d
n
LdnT
2
2n/ν
(p0)ν4+dω41
√
d
4+d
,
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and we require that this quantity is upper bounded by logC0
4n2
. For constants c1, c2 that depend
only on the dimension d it suffices to choose n as the solution to the equation:
n =
(
L
d/2
n Tc2n(p0) logC0
c1n
)2/(4+d)
and an application of Lemma 4 yields the lower bound of Theorem 5.
4.3.2 Proof of Upper Bound
In order to establish the upper bound, we construct an adaptive partition using Algorithms 1
and 2, and utilize the test analyzed in Theorem 3 from [30] to test the resulting multinomial. For
the upper bound we use the partition P† studied in Lemma 2, i.e. we take θ1 = 1/(2Ln), θ2 =
n/(8Lnµ(1/4)), a = b = n/1024 and c = n/512. Using the property in (42), it suffices to
upper bound the V -functional in (14), for σ = n/128.
The following technical lemma shows that the truncated V -functional is upper bounded by
the V -functional over the partition excluding A∞. For the partition P†, we have the associated
multinomial q := {P0(A1), . . . , P0(A∞)}. With these definitions in place we have the following
result.
Lemma 5. For the multinomial q defined above, the truncated V -functional is upper bounded
as:
V
2/3
n/128
(q) ≤
N∑
i=1
P0(Ai)
2/3 := κ.
We prove this result in Appendix E. Roughly, this lemma asserts that our pruning is less
aggressive than the tail truncation of the multinomial test from the perspective of controlling
the 2/3-rd norm. With this claim in place it only remains to upper bound κ. Using the
property in (40) we have that,
κ ≤
N∑
i=1
(2p0(xi)vol(Ai))
2/3 ≤ 22/3
N∑
i=1
p0(xi)
2/3
h
d/3
i
hdi .
Using the condition in (44) verify that for all x ∈ K we have that
θ1p0(x) ≥ np
γ
0(x)
10240Lnµ(1/5120)
,
and this yields that for a constant c > 0 for each i ∈ {1, . . . , N},
hi ≥ cnp
γ
0(xi)
Lnµ(1/5120)
.
Using the property in (40) we then obtain that for a constant C > 0,
κ ≤ C
(
Lnµ(1/5120)
n
)d/3 ∫
K
pγ0(x)dx,
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and using the property (43) and Lemma 1, we obtain that for constants c, C > 0 that,
κ ≤ C
(
Ln
n
)d/3
T 2/3cn (p0).
With Lemma 5 we obtain that for the multinomial q,
Vn/128(q) ≤ C3/2
(
Ln
n
)d/2
Tcn(p0),
which together with the upper bound of Theorem 1 yields the desired upper bound for
Theorem 5. We note that a direct application of Theorem 1 yields a bound on the critical
radius that is the maximum of two terms, one scaling as 1/n and the other being the desired
term in Theorem 5. In Lipschitz testing, the 1/n term is always dominated by the term
involving the truncated functional. This follows from the lower bound on the truncated
functional shown in (86).
4.4 Simulations
In this section, we report some simulation results on Lipschitz testing. We focus on the case
when d = 1. In Figure 4 we compare the following tests:
1. 2/3-rd + Tail Test: This is the locally minimax test studied in Theorem 5, where we use
our binning Algorithm followed by the locally minimax multinomial test from [30].
2. Chi-sq. Test: Here we use our binning Algorithm followed by the standard χ2 test.
3. Kolmogorov-Smirnov (KS) Test: Since we focus on the case when d = 1, we also compare
to the standard KS test based on comparing the CDF of p0 to the empirical CDF.
4. Naive Binning: Finally, we compare to the approach of using fixed-width bins, together
with the χ2 test. Following the prescription of Ingster [15] (for the case when p0 is
uniform) we choose the number of bins so that the `1-distance between the null and
alternate is approximately preserved, i.e. denoting the effective support to be S we
choose the bin-width as n/(Lnµ(S)).
We focus on two simulation scenarios: when the null distribution is a standard Gaussian,
and when the null distribution has a heavier tail, i.e. is a Pareto distribution with parameter
α = 0.5. We create the alternate density by smoothly perturbing the null after binning, and
choose the perturbation weights as in our lower bound construction in order to construct a
near worst-case alternative.
We set the α-level threshold via simulation (by sampling from the null 1000 times) and we
calculate the power under particular alternatives by averaging over a 1000 trials. We observe
several notable effects. First, we see that the locally minimax test can significantly out perform
the KS test as well the test based on fixed bin-widths. The failure of the fixed bin-width
test is more apparent in the setting where the null is Pareto as the distribution has a large
effective support and the naive binning is far less parsimonious than the adaptive binning. On
the other hand, we also observe that at least in these simulations the χ2 test and the locally
minimax test from [30] perform comparably when based on our adaptive binning indicating
the crucial role played by the binning procedure.
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Figure 4: A comparison between the KS test, multinomial tests on an adaptive binning and
multinomial tests on a fixed bin-width binning. In the figure on the left we choose the null
to be standard Gaussian and on the right we choose the null to be Pareto. The alternate is
chosen to be a dense near worst-case, smooth perturbation of the null. The power of the tests
are plotted against the `1 distance between the null and alternate. Each point in the graph is
an average over 1000 trials.
5 Discussion
In this paper, we studied the goodness-of-fit testing problem in the context of testing multino-
mials and Lipschitz densities. For testing multinomials, we built on prior works [10, 30] to
provide new globally and locally minimax tests. For testing Lipschitz densities we provide the
first results that give a characterization of the critical radius under mild conditions.
Our work highlights the heterogeneity of the critical radius in the goodness-of-fit testing
problem and the importance of understanding the local critical radius. In the multinomial
testing problem it is particularly noteworthy that classical tests can perform quite poorly in
the high-dimensional setting, and that simple modifications of these tests can lead to more
robust inference. In the density testing problem, carefully constructed spatially adaptive
partitions play a crucial role.
Our work motivates several open questions, and we conclude by highlighting a few of them.
First, in the context of density testing we focused on the case when the density is Lipschitz.
An important extension would be to consider higher-order smoothness. Surprisingly, Ingster
[16] shows that bin-based tests continue to be optimal for higher-order smoothness classes
when the null is uniform on [0, 1]. We conjecture that bin-based tests are no longer optimal
when the null is not uniform, and further that the local critical radius is roughly determined
by the solution to:
n(p0) 
[
L
d/2s
n Sn(p0)(p0)
n
]2s/(4s+d)
,
where the functional S is defined as in (27) with γ = 2s/(3s+ d), and Ln is the radius of the
Ho¨lder ball. Second, it is possible to invert our locally minimax tests in order to construct
confidence intervals. We believe that these intervals might also have some local adaptive
properties that are worthy of further study. Finally, in the Appendix, we provide some basic
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results on the limiting distributions of the multinomial test statistics under the null when the
null is uniform, and it would be interesting to consider the extension to settings where the
null is arbitrary.
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A Limiting behaviour of test statistics under the null
In this section, we consider the problem of finding the asymptotic distribution of the multinomial
test statistics under the null. Broadly, there is a dichotomy between classical asymptotics
where the null distribution is kept fixed and a high-dimensional asymptotic where the number
of cells is growing and the null distribution can vary with the number of cells. We present a
few simple results on the limiting behaviour of our test statistics when the null is uniform and
highlight some open problems. Although our techniques generalize in a straightforward way to
non-uniform null distributions, they do not necessarily yield tight results.
We focus on the family of test statistics that we use in our paper, that are weighted χ2-type
statistics:
T (w) =
d∑
i=1
(Xi − np0(i))2 −Xi
wi
, (51)
where each wi is a positive weight that is a fixed function of p0(i). This family includes the
2/3-rd statistic from [30], the truncated χ2 statistic that we propose, and the usual χ2 and `2
statistics. When the null is uniform, this family of test statistics reduces to simple re-scalings
of the `2 statistic in (22):
T`2 =
d∑
i=1
[
(Xi − np0(i))2 −Xi
]
.
Our results are summarized in the following lemma.
Lemma 6. 1. Classical Asymptotics: For any fixed p0, the statistic T (w) under the null
converges in distribution to a weighted sum of χ2 distributions, i.e. for Z1, . . . , Zd ∼ χ21,
T (w)
d→
d∑
i=1
pi
wi
(Zi − 1) . (52)
2. High-dimensional Asymptotics: Suppose p0 is uniform and d→∞, then we have that,
• If n/√d→∞, then
T`2√
Var0(T`2)
d→ N(0, 1).
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• If n/√d→ 0, then
T`2√
Var0(T`2)
d→ δ0.
Remarks:
• The behaviour of the χ2-type statistics under classical asymptotics is well understood
and we do not prove the claim in (52).
• Focusing on the high-dimensional setting, the asymptotic distribution of the test statistic
is Gaussian in the regime where the risk of the optimal test tends to 0 as n→∞, and is
degenerate in the regime where there are no consistent tests. In the most interesting
regime when, n/
√
d → c, the optimal test can have non-trivial risk, and the limiting
distribution is neither Gaussian nor degenerate.
• More broadly, an important open question is to characterize the limiting distribution
of the test statistic, under both the null and the alternate in the high-dimensional
asymptotic.
Proof. The first part follows, by checking the Lyapunov conditions. We denote
ζi = (Xi − np0(i))2 −Xi.
and can calculate the sum of the variances as:
s2d =
d∑
i=1
var(ζi) =
2n2
d
.
The Lyapunov condition then requires that,
lim
d→∞
1
s4d
d∑
i=1
Eζ4i = 0.
A straightforward computation gives that,
Eζ4i = 8
n2
d2
+ 144
n3
d3
+ 60
n4
d4
,
so that the Lyapunov condition is satisfied provided that,
lim
d→∞
d3
n6
→ 0,
which is indeed the case.
In order to verify the degenerate limit it suffices to show that when n/
√
d→ 0, then the
number of categories that have strictly larger than one occurrence converges to 0. When each
observed category is observed only once we have that the test statistic is deterministic, i.e.,
T`2 =
d∑
i=1
ζi = (d− n)n
2
d2
+ n
(
n2
d2
− 2n
d
)
.
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When rescaled by the standard deviation we obtain that,
T`2√
var0(T`2)
=
√
d
2n2
[
(d− n)n
2
d2
+ n
(
n2
d2
− 2n
d
)]
→ 0.
Finally, we can bound the probability that any category is observed more than once as:
P (∃ i,Xi ≥ 2) ≤
d∑
i=1
P (Xi ≥ 2)
≤
d∑
i=1
exp(−λ)
∞∑
k=2
(n
d
)k
≤ Cn
2
d
→ 0.
Taken together these facts give the desired degenerate limit.
B Analysis of Multinomial Tests
B.1 Proof of Theorem 2
In this section we analyze the truncated χ2 test. For convenience, throughout this proof we
we work with a scaled version of the statistic in (17), i.e. we let T := Ttrunc/d and abusing
notation slightly we redefine θi appropriately, i.e. we take θi = max{1, dp0(i)}.
We begin by controlling the size of the truncated χ2 test. Fix any multinomial p on [d],
and suppose we denote ∆i = p0(i)− p(i), then a straightforward computation shows that,
Ep[T ] = n2
d∑
i=1
∆2i
θi
, (53)
Varp[T ] =
d∑
i=1
1
θ2i
[
2n2p0(i)
2 + 2n2∆2i − 4n2∆ip0(i) + 4n3∆2i p0(i)− 4n3∆3i
]
. (54)
This yields that the null variance of T is given by:
Var0[T ] =
d∑
i=1
2n2p0(i)
2
θ2i
,
which together with Chebyshev’s inequality yields the desired bound on the size. Turning our
attention to the power of the test we fix a multinomial p ∈ P1. Denote the α level threshold
of the test by
tα = n
√√√√ 2
α
d∑
i=1
p0(i)2
θ2i
.
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We observe that, if we can verify the following two conditions:
tα ≤ Ep[T ]
2
(55)
Ep[T ] ≥ 2
√
Varp[T ]
ζ
, (56)
then we obtain that P (φtrunc = 0) ≤ ζ. To see this, observe that
P (φtrunc = 0) ≤ P1(T − Ep[T ] < tα − Ep[T ])
≤ P1((T − Ep[T ])2 < (tα − Ep[T ])2)
≤ Varp[T ]
(tα − Ep[T ])2 ≤
4Varp[T ]
Ep[T ]2
≤ ζ.
Condition in Equation (55): This condition reduces to verifying the following,
2tα ≤ n2
d∑
i=1
∆2i
θi
,
and as a result we focus on lower bounding the mean under the alternate. By Cauchy-Schwarz
we obtain that,
d∑
i=1
∆2i
θi
≥ ‖∆‖
2
1∑d
i=1 θi
≥ 
2
n∑d
i=1{1 + dp0(i)}
≥ 
2
n
2d
. (57)
We can further upper bound tα as
tα = n
√√√√ 2
α
d∑
i=1
p0(i)2
θ2i
≤ n
√
2
dα
,
using the fact that p0(i)/θi ≤ 1d . This yields that Equation (55) is satisfied if:
2n
2d
≥ 2
√
2√
dαn
,
which is indeed the case.
Condition in Equation (56): We can upper bound the variance under the alternate as:
Varp[T ] ≤
d∑
t=1
1
θ2t
[
4n2p0(t)
2 + 4n2∆2t + 4n
3∆2t p0(t)− 4n3∆3t
]
=
d∑
t=1
4n2p0(t)
2
θ2t︸ ︷︷ ︸
U1
+
d∑
t=1
4n2∆2t
θ2t︸ ︷︷ ︸
U2
+
d∑
t=1
4n3∆2t p0(t)
θ2t︸ ︷︷ ︸
U3
+
d∑
t=1
−4n3∆3t
θ2t︸ ︷︷ ︸
U4
.
Consequently, it suffices to verify that,
4∑
i=1
2
√
Ui/ζ
Ep[T ]
≤ 1.
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for i = {1, 2, 3, 4} and we do this by bounding each of these terms in turn. For the first term
we follow a similar argument to the one dealing with the first condition,
2
√
U1/ζ
Ep[T ]
≤
8d
√∑d
t=1
p0(t)2
θ2t√
ζn2n
≤ 8
√
d√
ζn2n
≤ 1
4
.
For the second term,
2
√
U2/ζ
Ep[T ]
≤
4
√
1
ζ
∑d
t=1
n2∆2t
θ2t
Ep[T ]
≤
4
√
1
ζ
∑d
t=1
n2∆2t
θt
Ep[T ]
=
4√
ζEp[T ]
.
Using Equation (57) we obtain that,
Ep[T ] ≥ n
22n
2d
,
which in turn yields that,
2
√
U2/ζ
Ep[T ]
≤ 8
√
d
nn
√
ζ
≤ 1
4
.
Turning our attention to the third term we obtain that,
2
√
U3/ζ
Ep[T ]
=
4
√
1
ζ
∑d
t=1
n3∆2t p0(t)
θ2t
Ep[T ]
≤
4
√
n
dζ
∑d
t=1
n2∆2t
θt
Ep[T ]
=
4
√
n
dζ√
Ep[T ]
.
Using the lower bound on the mean we obtain that,
2
√
U3/ζ
Ep[T ]
≤ 8
nn
√
ζ
≤ 1
4
.
For the final term,
2
√
U4/ζ
Ep[T ]
≤
4
√
1
ζ
∑d
t=1
n3|∆3t |
θ2t
Ep[T ]
≤
4
√
n3
ζ
∑d
t=1
|∆3t |
θ2t
Ep[T ]
≤
4
√
1
ζ
(∑d
i=1
n2∆2i
θ
4/3
i
)3/2
Ep[T ]
,
where the last step uses the monotonicity of the `p norms. Observing that θi ≥ 1, we have
2
√
U4/ζ
Ep[T ]
≤
4
√
1
ζ
(∑d
i=1
n2∆2i
θi
)3/2
Ep[T ]
=
4
√
1
ζ
Ep[T ]1/4
≤ 8d
1/4
√
ζ
1/2
n
√
n
≤ 1
4
.
This completes the proof.
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B.2 Proof of Theorem 3
Recall the definition of Bσ in (13). We define:
∆Bσ =
∑
i∈Bσ
|p0(i)− p(i)|, (58)
and
pmin,σ = min
i∈Bσ
p0(i). (59)
Our main results concern the combined test φV in (20). It is easy to verify that the size of
this test is at most α so it only remains to control its power. We first provide a general result
that allows for a range of possible values for the parameter σ.
Lemma 7. For any σ ≤ n8 , if
n ≥ 2 max
{
2
α
,
1
ζ
}
max
{
1
σ
,
4096Vσ/2(p0)
2n
}
,
then the Type II error P (φV = 0) ≤ ζ.
Taking this lemma as given, it is straightforward to verify the result of Theorem 3. In
particular, if we take σ = n/8, then we recover the result of the theorem.
Proof of Lemma 7: As a preliminary, we state two technical results from [30]. The following
result is Lemma 6 in [30].
Lemma 8. For any c ≥ 1, suppose that n ≥ cmax
{
Vσ(p0)1/3
p
1/3
min,σ∆Bσ
, Vσ(p0)
∆2Bσ
}
, then we have that
Varp(T2(σ)) ≤ 16
c
[Ep(T2(σ))]2 .
The following result appears in the proof of Proposition 1 of [30].
Lemma 9. For any c ≥ 1, suppose that,
n ≥ 2cVσ/2(p0)
∆2Bσ
,
then we have that,
n ≥ cmax
{
Vσ(p0)
1/3
p
1/3
min,σ∆Bσ
,
Vσ(p0)
∆2Bσ
}
.
With these two results in place, we can now complete the proof. We divide the space of
alternatives into two sets:
S1 =
p : ‖p− p0‖1 ≥ n, ∑
i∈Qσ(p0)
|p0(i)− p(i)| ≥ 3σ

S2 =
p : ‖p− p0‖1 ≥ n, ∑
i∈Qσ(p0)
|p0(i)− p(i)| < 3σ
 .
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In order to show desired result it then suffices to show that when p ∈ S1, P (φ1 = 0) ≤ ζ, and
that when p ∈ S2, P (φ2 = 0) ≤ ζ. We verify each of these claims in turn.
When p ∈ S1: In this case, we have that P (Qσ(p0)) ≥ 2σ. Under the alternate we have that
T1(σ) ∼ Poi(nP (Qσ(p0)))− nP0(Qσ(p0)). This yields,
P (φtail = 0) ≤ P (Poi(nP (Qσ(p0))) < ρnP (Qσ(p0))) , (60)
where
ρ =
P0(Qσ(p0))
P (Qσ(p0)) +
1
P (Qσ(p0))
√
P0(Qσ(p0))
nα
.
Provided ρ ≤ 1 we obtain via Chebyshev’s inequality that,
P (φtail = 0) ≤ 1
n(1− ρ)2P1(Qσ(p0)) .
We further have that,
ρ ≤ 1
2
[
1 +
1√
nασ
]
.
Under the conditions that,
n ≥ 4
ασ
,
we obtain that ρ ≤ 1/2, which yields that,
P (φtail = 0) ≤ 2
nσ
≤ ζ,
where the final inequality uses the condition on n.
When p ∈ S2: In this case, we first observe that the bulk deviation must be sufficiently large.
Concretely, at most n/2 deviation can occur in the largest element and at most 3σ occurs in
the tail, i.e.
∆Bσ ≥
n
2
− 3σ ≥ n
8
.
Our next goal will be to upper bound the test threshold, t2(α/2, σ). In particular, we claim
that,
t2(α/2, σ) ≤
√
2Var(T2(σ))
α
(61)
Taking this claim as given for now and supposing that our sample size can be written as
n = cmax
{
Tσ(p0)1/3
p
1/3
min,σ∆Bσ
, Tσ(p0)
∆2Bσ
}
, for some c ≥ 1, we can use Lemma 8 and Chebyshev’s inequality
to obtain that,
P (φ2/3 = 0) ≤
1
(
√
c
16 −
√
2
α)
2
,
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provided that
√
c
16 ≥
√
2
α . Thus, it suffices to ensure that,
n ≥ 64 max
{
2
α
,
1
ζ
}
max
{
Tσ(p0)
1/3
p
1/3
min,σ∆Bσ
,
Tσ(p0)
∆2Bσ
}
,
to obtain that P (φ2/3 = 0) ≤ ζ as desired. Using Lemma 9, we have that this holds under the
condition on n. It remains to verify the claim in (61). In order to do so we just note that the
variance of the statistic is minimized at the null, i.e.
Var(T2(σ)) ≥
∑
i∈Bσ
2n2p0(i)
2/3 =
αt22(α/2, σ)
2
.
as desired.
B.3 Proof of Theorem 4
Fix any multinomial p on [d], and suppose we denote ∆i = p0(i)− p(i), then a straightforward
computation shows that,
Ep[Tj ] = n2
∑
t∈Sj
∆2t , (62)
Varp[Tj ] =
∑
t∈Sj
[
2n2p0(t)
2 + 2n2∆2t − 4n2∆tp0(t) + 4n3∆2t p0(t)− 4n3∆3t
]
. (63)
This in turn yields that the null variance of Tj is simply Var0[Tj ] = 2n
2
∑
t∈Sj p(t)
2. By
Chebyshev’s inequality we then obtain that:
P0(Tj > tj) ≤ α/k,
which together with the union bound yields,
P0(φmax = 1) ≤ α.
As in the proof of Theorem 3 we consider two cases: when p ∈ S1 and when p ∈ S2. Since the
composite test includes the tail test, the analysis of the case when p ∈ S1 is identical to before.
Now, we consider the case when p ∈ S2.
We have further partitioned the bulk of the distribution into at most k sets, so that at
least one of the sets Sj must witness a discrepancy of at least n/(8k), i.e. when p ∈ S2 we
have that,
sup
j
∑
i∈Sj
|p0(i)− p(i)| ≥ n
8k
.
Let j∗ denote the set that witnesses this discrepancy. We focus the rest of the proof on this
fixed set Sj∗ and show that under the alternate Tj∗ > tj∗ with sufficiently high probability.
Suppose that for j∗ we can verify the following two conditions:
tj∗ ≤ Ep[Tj
∗ ]
2
(64)
Ep[Tj∗ ] ≥ 2
√
Varp[Tj∗ ]
ζ
, (65)
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then we obtain that P (φmax = 0) ≤ ζ. To see this, observe that
P (φmax = 0) ≤ P (Tj∗ − Ep[Tj∗ ] < tj∗ − Ep[Tj∗ ])
≤ P ((Tj∗ − Ep[Tj∗ ])2 < (tj∗ − Ep[Tj∗ ])2)
≤ Varp[Tj∗ ]
(tj∗ − Ep[Tj∗ ])2 ≤
4Varp[Tj∗ ]
Ep[Tj∗ ]2
≤ ζ.
Consequently, we focus the rest of the proof on showing the above two conditions. We let dj∗
denote the size of Sj∗ .
Condition in Equation (64): Observe that,
∑
i∈Sj∗
∆2i ≥
(∑
i∈Sj∗ |∆i|
)2
dj∗
≥ 
2
n
64k2dj∗
. (66)
Using Equations (24) and (62), it suffices to check that,
n
√
2k
∑
i∈Sj∗ p0(i)
2
α
≤ n2
∑
i∈Sj∗
∆2j ,
and applying the lower bound in Equation (66) it suffices if,
2n
64k2dj∗
≥ 1
n
√
2k
∑
i∈Sj∗ p0(i)
2
α
.
Denote the maximum and minimum entry of the multinomial on Sj∗ as bj∗ and aj∗ respectively.
Noting that on each bin the multinomial is roughly uniform one can further observe that,
dj∗
√∑
i∈Sj∗
p0(i)2 ≤ d3/2j∗ bj∗ ≤ 2d3/2j∗ aj∗ ≤ 2Vn/8(p0).
This yields that the first condition is satisfied if,
2n ≥
256k5/2
n
Vn/8(p0)√
α
,
which is indeed the case.
Condition in Equation (65): We proceed by upper bounding the variance under the
alternate. Using Equation (63) we have,
Varp[Tj∗ ] =
∑
t∈Sj∗
[
2n2p0(t)
2 + 2n2∆2t − 4n2∆tp0(t) + 4n3∆2t p0(t)− 4n3∆3t
]
≤
∑
t∈Sj∗
[
4n2p0(t)
2 + 4n2∆2t + 4n
3∆2t p0(t)− 4n3∆3t
]
≤ 4n2b2j∗dj∗︸ ︷︷ ︸
U1
+ 4n2
∑
t∈Sj∗
∆2t︸ ︷︷ ︸
U2
+ 4n3bj∗
∑
t∈Sj∗
∆2t︸ ︷︷ ︸
U3
−4n3
∑
t∈Sj∗
∆3t︸ ︷︷ ︸
U4
.
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In order to check the desired condition, it suffices to verify that
Ep[Tj∗ ] ≥ 8
√
Ui
ζ
,
for each i ∈ {1, 2, 3, 4}. We consider these tasks in sequence. For the first term we obtain that
it suffices if,
∑
i∈Sj∗
∆2i ≥
(
16bj∗d
1/2
j∗
n
√
ζ
)
,
and applying the lower bound in Equation (66), and from some straightforward algebra it is
sufficient to ensure that,
2n ≥
2048k2Vn/8(p0)
n
√
ζ
,
which is indeed the case. For the second term, some simple algebra yields that it suffices to
have that, ∑
i∈Sj∗
∆2i ≥
(
144
n2ζ
)
. (67)
In order to establish this, we need to appropriately lower bound n. Let pmin denote the smallest
entry in Bn/8(p0). For a sufficiently large universal constant C > 0, let us denote:
θk,α := Ck
2
[√
k
α
+
1
ζ
]
.
Then using the lower bound on n we obtain,
n ≥ θk,αVn/16(p0)
2n
=
θk,αVn/16(p0)
1/3
[∑
i∈Bn/16(p0) p0(i)
2/3
]
2n
.
Now denote B = Bn/16(p0)\Bn/8(p0), then we have that,
pmin +
∑
i∈B
pi ≥ n/16,
so that,
∑
i∈Bn/16(p0)
p0(i)
2/3 ≥
∑
i∈B
p0(i)
2/3 + p
2/3
min =
1
p
1/3
min
[∑
i∈B
p0(i)
2/3p
2/3
min + pmin
]
≥ n
16p
1/3
min
.
This gives the lower bound,
n ≥ θk,αVn/16(p0)
1/3
16np
1/3
min
≥
θk,α
(∑
t∈Sj∗ p0(t)
2/3
)1/2
16np
1/3
min
≥ θk,α
√
dj∗
16n
.
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Returning to the bound in Equation (67), and using the lower bound in Equation (66) we
obtain that it suffices to ensure that
n
8k
√
dj∗
≥
(
192n
θk,α
√
dj∗
√
ζ
)
,
which is indeed the case. Turning our attention to the term involving U3 we have, that by
some simple algebra it suffices to verify that,∑
i∈Sj∗
∆2i ≥
(
144bj∗
nζ
)
.
Using the lower bound in Equation (66) we obtain that it is sufficient to ensure,
2n
64k2dj∗
≥
(
144bj∗
nζ
)
,
and with the observation that dj∗bj∗ ≤ 2d3/2j∗ aj∗ ≤ 2Vn/8(p0) we obtain,
2n ≥
(
18432k2Vn/8(p0)
nζ
)
,
which is indeed the case. Finally, we turn our attention to the term involving U4. In this case
we have that it suffices to show that,
n1/2
∑
i∈Sj∗
∆2i ≥ 16
√∑
i∈Sj∗ ∆
3
i
ζ
,
by the monotonicity of the `p norm it suffices then to show that,
n1/2
∑
i∈Sj∗
∆2i ≥ 16
√√√√[∑i∈Sj∗ ∆2i ]3/2
ζ
,
and after some simple algebra this yields that it suffices to have,∑
i∈Sj∗
∆2i ≥
(16)4
ζ2n2
,
and this follows from an essentially identical argument to the one handling the term involving
U2. This completes the proof.
C Proofs for Examples of Lipschitz Testing
In this Section we provide proofs of the claims in Section 4.1. For convenience, we restate all
the claims in the following lemma.
Lemma 10. • Suppose that p0 is a standard one-dimensional Gaussian, with mean µ,
and variance ν2, then we have that:
T0(p0) = (8pi)
1/2ν. (68)
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• Suppose that p0 is a Beta distribution with parameters α, β. Then we have,
T0(p0) =
(∫ 1
0
√
p0(x)dx
)2
=
B2((α+ 1)/2, (β + 1)/2)
B(α, β)
, (69)
where B : R2 7→ R is the Beta function. Furthermore, if we take α = β = t ≥ 1, then we
have that,
pi2
4e4
t−1/2 ≤ T0(p0) ≤ e
4
4
t−1/2. (70)
• Suppose that p0 is Cauchy with parameter α, then we have that,
T0(p0) =∞. (71)
Furthermore, if 0 ≤ σ ≤ 0.5 then,
4α
pi
[
ln2
(
1
σ
)]
≤ Tσ(p0) ≤ 4α
pi
[
ln2
(
2e
piσ
)]
. (72)
• Suppose that p0 has a Pareto distribution with parameter α then we have that,
T0(p0) =∞, (73)
while the truncated T -functional satisfies:
4αx0
(1− α)2
(
σ−
1−α
2α − 1
)2
= Tσ(p0) ≤ 4αx0
(1− α)2σ
− 1−α
α . (74)
Proof. Notice that Claims (71) and (73) follow by taking σ → 0 in Claims (72) and (74)
respectively. We prove the remaining claims in turn.
Proof of Claim (68): Observe that,
T0(p0) =
1√
2piν
(∫ ∞
−∞
exp(−(x− µ)2/(4ν2))dx
)2
=
1√
2piν
4piν2
=
√
8piν.
Proof of Claim (69): The Beta density can be written as:
p0(x) =
Γ(α+ β)
Γ(α)Γ(β)
xα−1xβ−1 =
1
B(α, β)
xα−1xβ−1,
where Γ : R 7→ R denotes the Gamma function. Some simple algebra yields that the T -
functional is simply:
T0(p0) =
∫ 1
0
√
p0(x)dx =
B((α+ 1)/2, (β + 1)/2)√
B(α, β)
. (75)
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Proof of Claim (70): We now take α = β = t ≥ 1 in the above expression. To prove the
claim we use standard approximations to the Beta function derived using Stirling’s formula.
Recall, that by Stirling’s formula we have that:
√
2pin
(n
e
)n ≤ n! ≤ e√n(n
e
)n
.
We begin by upper bounding the Beta function for integers α, β ≥ 0:
B(α, β) =
Γ(α)Γ(β)
Γ(α+ β)
=
(α− 1)!(β − 1)!
(α+ β − 1)! =
α!β!
(α+ β)!
α+ β
αβ
≤ e
2
√
2pi
α+ β
αβ
√
αβααββ exp(α+ β)√
α+ β(α+ β)α+β exp(α+ β)
=
e2√
2pi
√
α+ β
αβ
ααββ
(α+ β)α+β
.
Now, setting α = β = t ≥ 1, we obtain:
B(t, t) ≤ e
2
√
pi
2−2t√
t
.
We can similarly lower bound the Beta function as:
B(t, t) ≥ 2
√
2pi
e
2−2t√
t
.
We also need to bound the Beta function at certain non-integer values. In particular, we
observe that,
B(t+ 1, t+ 1) ≤ B(t+ 1/2, t+ 1/2) ≤ B(t, t),
so that we can similarly sandwich the Beta function at these non-integer values as:
2pi
4e
2−2t√
t
. ≤ B(t+ 1/2, t+ 1/2) ≤ e
2
√
pi
2−2t√
t
.
With these bounds in place we can now upper and lower bound the T -functional in (75). We
can upper bound this expression by considering the cases when t is odd and t is even separately,
and taking the worse of these two bounds to obtain:
T (p0) ≤ e
2
2
t−1/4.
Similarly, using the above results we can lower bound the T -functional as:
T (p0) ≥ pi
2e2
t−1/4,
and this yields the claim.
Proof of Claim (72): We are interested in the truncated T -functional. The set Bσ of
probability content 1− σ, takes the form [−α, α], where
α = γ tan
(pi
2
(1− σ)
)
= γ cot
(piσ
2
)
.
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Using the inequality that cot(x) ≤ 1x , we can upper bound α as:
α ≤ 2γ
piσ
.
Similarly, we can (numerically) lower bound α by noting that for 0 ≤ σ ≤ 0.5 we have that,
α ≥ γ
4σ
.
With these bounds in place, we can now proceed to upper and lower bound the truncated T
functional. Concretely,
Tσ(p0) ≤ γ√
piγ
∫ 2γ
piσ
− 2γ
piσ
1√
x2 + γ2
dx ≤ 2γ√
piγ
[∫ γ
0
1
γ
dx+
∫ 2γ
piσ
γ
1
x
dx
]
≤ 2γ√
piγ
[
1 + ln
(
2
piσ
)]
= 2
√
γ
pi
[
ln
(
2e
piσ
)]
.
In a similar fashion, we can lower bound the functional as:
Tσ(p0) ≥ 2
√
γ
pi
[
ln
(
1
σ
)]
.
Taken together these bounds give the desired claim.
Proof of Claim (74): We treat x0 as a fixed constant. The CDF for the Pareto family of
distributions takes the simple form:
F (x) = 1−
(x0
x
)α
, for x ≥ x0,
we obtain that the set Bσ takes the form [x0, x0σ
−1/α]. So that the truncated functional is
simply:
Tσ(p0) =
∫ x0σ−1/α
x0
√
p0(x;x0, α)dx
=
2
√
αx0
1− α
(
σ−
1−α
2α − 1
)
,
which yields the desired claim.
D Properties of the T -functional
The rate for Lipschitz testing is largely dependent on the truncated T -functional of the null
hypothesis. In this section we establish several properties of the T -functional, and its stability
with respect to perturbations. There are two notions of stability of the truncated T -functional
that are of interest: its stability with respect to perturbation of the truncation parameter,
and its stability with respect to perturbations of the density p0. In particular, the truncation
stability determines the discrepancy between the upper and lower bounds in Theorem 5.
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Our interest is in the difference between Tσ1(p0) and Tσ2(p0) (where without loss of
generality we take σ1 ≤ σ2). We show that if the support of the density is stable with respect
to the truncation parameter then so is the T -functional. Intuitively, the discrepancy can be
large only if the density has a long σ1-tail but a relatively small σ2-tail. Returning to the
definition of the T -functional in (27), we let Bσ1 and Bσ2 denote the sets that achieve the
infimum for Tσ1 and Tσ2 respectively. These are not typically well-defined for two reasons: the
set may not be unique and the infimum might not be attained. The second problem can be
easily dealt with by introducing a small amount of slack. To deal with the non-uniqueness we
simply choose the sets that have maximal overlap in Lebesgue measure, i.e. we define Bσ1 and
Bσ2 to be two sets that have maximal Lebesgue overlap such that,(∫
Bσ1
√
p0(x)dx
)2 ≥ Tσ1(p0)− ξ,(∫
Bσ2
√
p0(x)dx
)2 ≥ Tσ2(p0)− ξ,
for an arbitrary small ξ > 0. The quantity ξ may be taken as small as we like and has no effect
when chosen small enough so we ignore it in what follows. We define, S = Bσ1\Bσ2 which
measures the stability of the support with respect to changes in the truncation parameter, i.e.
if the Lebesgue measure µ(S) is small then the support is stable. With these definitions in
place we have the following lemma:
Lemma 11. For any two truncation levels σ1 ≤ σ2, we have that,
T γσ1(p0)− T γσ2(p0) ≤ (σ1 − σ2)γµ(S)1−γ .
Remarks:
• Since γ < 1, this result asserts that if the support of the density is stable with respect to
the truncation parameter then so is the truncated T -functional. This is the case in all
the examples we considered in Section 4.1.
• If we restrict attention to compactly supported densities then we can upper bound µ(S)
by the Lebesgue measure of the support indicating that in these cases the truncated
T -functional is somewhat stable.
• On the other hand this result also gives insight into when the truncated functional is
not stable. In particular, it is straightforward to construct examples of densities p0
which have a very long σ1-tail but a light σ2-tail, in which case this discrepancy can be
arbitrarily large. Noting however that in our bounds the regime of interest is when the
truncation parameter is not fixed, i.e. when σ → 0, in which case this discrepancy can
be large only for carefully constructed pathological densities.
Proof. The result follows using Ho¨lder’s inequality:
T γσ1(p0)− T γσ2(p0) =
∫
S
pγ0(x)dx
= µ(S)
∫
S
pγ0(x)
µ(S)
dx
≤ µ(S)
(∫
S
p0(x)
µ(S)
dx
)γ
= µ(S)1−γ(σ1 − σ2)γ .
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In order to understand the stability of the T -functional with respect to perturbations of
p0 it is natural to consider a form of the modulus of continuity. We restrict our attention
to densities p0 which have support contained in a fixed set S, and denote these densities by
L(Ln, S), and only consider the case when d = 1 and hence γ = 1/2.
Focussing on the case when the truncation parameter is fixed (say to 0) we define:
s(p0, τ, S) = sup
p,p0∈L(Ln,S),‖p−p0‖1≤τ
|T γ0 (p)− T γ0 (p0)|.
With these definitions in place, we have the following result:
Lemma 12. For any p0, the modulus of continuity of the T -functional is upper bounded as:
s(p0, τ, S) ≤
√
τµ(S).
Remark:
• This result guarantees that for densities that are close in `1, their corresponding T -
functionals are close, provided that we restrict attention to compactly supported densities.
• On the other hand, an inspection of the proof below reveals that if we eliminate the
restriction of compact support, then for any density p0, we can construct a density p
that is close in `1 but has an arbitrarily large discrepancy in the T -functional, i.e. the
T -functional can be highly unstable to perturbations of p0 if we allow densities with
arbitrary support.
Proof. Notice that,
T γ0 (p)− T γ0 (p0) =
∫
S
(
√
p(x)−
√
p0(x))dx
= µ(S)
∫
S
(
√
p(x)−
√
p0(x))
1
µ(S)
dx
≤ µ(S)
√∫
S
(
√
p(x)−
√
p0(x))2
1
µ(S)
dx
(i)
≤
√
µ(S)‖p− p0‖1 ≤
√
τµ(S),
where (i) uses the fact that the Hellinger distance is upper bounded by the `1 distance.
D.1 Proof of Claim (31)
This claim is a straightforward consequence of Ho¨lder’s inequality. We have that,
Tσ(p0) = inf
B∈Bσ
(∫
B
pγ0(x)dx
)1/γ
.
We restrict our attention to densities with support contained in a fixed set S. We let Bσ
denote an arbitrary set in Bσ that minimizes the above integral (dealing with non-uniqueness
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as before). Then,
T γσ (p0) = µ(Bσ)
∫
Bσ
pγ0(x)
µ(Bσ)
dx
(i)
≤ µ(Bσ)
(∫
Bσ
p0(x)
µ(Bσ)
dx
)γ
= µ(Bσ)
1−γ(1− σ)γ ≤ µ(S)1−γ(1− σ)γ
where (i) uses Ho¨lder’s inequality. This yields the claim. For the uniform distribution u on
the set S we have that for any set Bσ of mass 1− σ,
T γσ (u) =
∫
Bσ
1
µγ(S)
dx
= µ(S)1−γ(1− σ),
which matches the result of (31) up to constant factors involving σ and γ. In particular, our
interest is in the regime when σ → 0, and γ is a constant, in which case the two quantities are
equal.
E Technical Results for Lipschitz Testing
In this section we provide the remaining technical proofs related the Theorem 5. We begin
with the preliminary Lemmas 3 and 4.
E.1 Preliminaries
E.1.1 Proof of Lemma 3
Let A be all sets A such that Pn0 (A) ≤ α. Now
ζn(P) ≥ inf
φ
Q(φ = 0) ≥ 1− α− sup
A∈A
|Q(A)− Pn0 (A)|
≥ 1− α− sup
A
|Q(A)− Pn0 (A)|
= 1− α− 1
2
‖Q− Pn0 ‖1.
Note that
‖Q− Pn0 ‖1 = E0|Wn(Z1, . . . , Zn)− 1| ≤
√
E0[W 2n(Z1, . . . , Zn)]− 1.
The result then follows from (45).
E.1.2 Proof of Lemma 4
We divide the proof into several claims.
Claim 1: Each pη is a density function. Note that∫
pη(x)dx = 1.
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Now we show it is non-negative. Let x ∈ Aj . Then
pη(x) = p0(x) + ρjηjψj(x) ≥ p0(x)− ρjψj(x)
≥ p0(x)− ρj
c
d/2
j h
d/2
j
‖ψ‖∞.
Now, we observe that for each piece of our partition we have that,
p0(x) ≥ p0(xj)
2
≥ Lnαβ
√
dhj
2
≥ Ln
√
dhj ,
where we use the fact that αβ ≥ 2. We then obtain that it suffices to choose,
ρj ≤
Lnc
d/2
j
‖ψ‖∞ h
d/2+1
j ,
which is ensured by the condition in Equation (47).
Claim 2: Each pη ∈ L(Ln). Let x, y be two points, and that x ∈ Aj , y ∈ Ak. We consider
two cases: when neither of j, k are ∞, and when at least one of them is. Noting that we do
not perturb A∞ the second case follows from a similar argument to that of the first case. In
the first case, we have that:
|pη(y)− pη(x)| ≤ |p0(x)− p0(y)|+
∣∣∣∣∣ ρkηkcd/2k hd/2k ψ
(
y − xk
ckhk
)
− ρjηj
c
d/2
j h
d/2
j
ψ
(
x− xj
cjhj
)∣∣∣∣∣
≤ cintLn‖x− y‖+
∣∣∣∣∣ ρkηkcd/2k hd/2k ψ
(
y − xk
ckhk
)
− ρkηk
c
d/2
k h
d/2
k
ψ
(
x− xk
ckhk
)∣∣∣∣∣
+
∣∣∣∣∣ ρjηjcd/2j hd/2j ψ
(
y − xj
cjhj
)
− ρjηj
c
d/2
j h
d/2
j
ψ
(
x− xj
cjhj
)∣∣∣∣∣
≤ cintLn‖x− y‖+ ρk‖ψ
′‖∞‖x− y‖
c
d/2+1
k h
d/2+1
k
+
ρj‖ψ′‖∞‖x− y‖
c
d/2+1
j h
d/2+1
j
,
so that it suffices to ensure that for i ∈ {1, . . . , N},
ρi ≤ (1− cint)Lnc
d/2+1
i h
d/2+1
i
2‖ψ′‖∞ ,
which is ensured by the condition in (47).
Claim 3.
∫ |p0 − pη| ≥ . We have∫
|p0 − pη| =
∑
j
∫
Aj
|p0 − pη| =
∑
j
∫
Aj
|ρjηjψj |
=
∑
j
ρj
∫
Aj
|ψj | =
∑
j
ρj
∫
Aj
1
c
d/2
j h
d/2
j
∣∣∣∣ψ(x− xjcjhj
)∣∣∣∣
=
∑
j
ρjc
d/2
j h
d/2
j
∫
[−1/2,1/2]d
|ψ| = c1
∑
j
ρjc
d/2
j h
d/2
j ≥ ,
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where we use the condition in (48). Taken together claims 1, 2 and 3 show that pη ∈ L(Ln)
and that ‖pη − p0‖1 ≥ n.
Claim 4: Likelihood ratio bound. For observations {Z1, . . . , Zn} the likelihood ratio is
given as
Wn(Z1, . . . , Zn) =
1
2N
∑
η∈{−1,1}N
∏
i
pη(Zi)
p0(Zi)
and
W 2n(Z1, . . . , Zn) =
1
22N
∑
η∈{−1,1}N
∑
ν∈{−1,1}N
∏
i
pη(Zi)pν(Zi)
p0(Zi)p0(Zi)
=
1
22N
∑
η∈{−1,1}N
∑
ν∈{−1,1}N
∏
i
(
1 +
∑N
j=1 ρjηjψj(Zi)
p0(Zi)
)(
1 +
∑N
j=1 ρjνjψj(Zi)
p0(Zi)
)
.
Taking the expected value over Z1, . . . , Zn, and using the fact that the ψjs have disjoint
support we obtain
E0[W
2
n(Z1, . . . , Zn)] =
1
22N
∑
η∈{−1,1}N
∑
ν∈{−1,1}N
1 + N∑
j=1
ρ2jηjνjaj
n
≤ 1
22N
∑
η∈{−1,1}N
∑
ν∈{−1,1}N
exp
n∑
j
ρ2jηjνjaj

where
aj =
∫
Aj
ψ2j (z)
p0(z)
dz =
1
p0(zj)
∫
Aj
ψ2j (z)
p0(zj)
p0(z)
dz
≤ 2
p0(zj)
.
Thus E0[W
2
n(Z1, . . . , Zn)] ≤ Eη,νen〈η,ν〉 where we use the weighted inner product defined as:
〈η, ν〉 :=
∑
j
ρ2jηjνjaj .
Hence,
E0[W
2
n(Z1, . . . , Zn)] ≤ Eη,νen〈η,ν〉 =
∏
j
Eenηjνj
=
∏
j
cosh(nρ2jaj) ≤
∏
j
(1 + n2ρ4ja
2
j ) ≤
∏
j
exp(n2ρ4ja
2
j )
= exp
∑
j
n2ρ4ja
2
j
 ≤ exp
4n2∑
j
ρ4j
p20(xj)
 ≤ C0,
where the final inequality uses the condition in (49). From Lemma 3, it follows that the Type
II error of any test is at least δ.
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E.2 Further technical preliminaries
Our analysis of the pruning in Algorithm 2 uses various results that we provide in this section.
Lemma 13. Let P be a distribution with density p and let γ ∈ [0, 1). Let
A = {x : p(x) ≥ t}
for some t. Define θ = P (A). Finally, let B = {B : P (B) ≥ θ}. Then, for every B ∈ B,∫
A
pγ(x)dx ≤
∫
B
pγ(x)dx.
Proof. Let
S1 = A
⋂
Bc, S2 = A
c
⋂
B.
Then ∫
A
pγ(x)dx−
∫
B
pγ(x)dx =
∫
S1
pγ(x)dx−
∫
S2
pγ(x)dx.
So it suffices to show that
∫
S1
pγ(x)dx ≤ ∫S2 pγ(x)dx. Note that:
1. S1 and S2 are disjoint,
2. infy∈S1 p(y) ≥ supy∈S2 p(y) and
3.
∫
S1
p(x)dx ≤ ∫S2 p(x)dx.
where the last fact follows since
∫
A p(x)dx ≤
∫
B p(x)dx. Thus, letting g(x) = 1/p
1−γ(x), we
have that
g(x) ≤ g(y)
for all x ∈ S1 and y ∈ S2. So∫
S1
pγ(x)dx =
∫
S1
p(x)g(x)dx ≤ sup
x∈S1
g(x)
∫
x∈S1
p(x)dx
≤ sup
x∈S1
g(x)
∫
x∈S2
p(x)dx ≤ inf
x∈S2
g(x)
∫
x∈S2
p(x)dx
≤
∫
S2
p(x)g(x)dx =
∫
S2
pγ(x)dx.
The following lemma concerns the optimal truncation of a piecewise constant function. Sup-
pose we have a piecewise constant positive function f , which is constant on the partition
{A1, . . . , AN}. Without loss of generality suppose that A1, . . . , AN are arranged in decreasing
order of the value of f on the cell Ai. The lemma follows from lemma 13.
Lemma 14. With the notation introduced above suppose that we construct a set A =
⋃t
i=1Ai
and let θ =
∫
A f(x) then we have that for any γ ≤ 1∫
A
fγ(x)dx ≤ inf
B,
∫
B f(x)≥θ
∫
B
fγ(x)dx.
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The following result is the discrete analogue of the one above. Suppose that we have a sequence
{p1, . . . , pd} of positive numbers sorted as p1 ≥ p2 ≥ . . . pd. By replacing Lebesgue measure in
Lemma 13 by the counting measure we get:
Lemma 15. Suppose we construct a set of indices A = {1, . . . , t} and let θ = ∑ti=1 pi, then
we have that,
t∑
i=1
p
2/3
i ≤ minJ
∑
j∈J ,∑k∈J pk≥θ
p
2/3
j .
E.3 Proof of Lemma 2
We divide the proof into two steps: the first step analyzes the output of Algorithm 1, and the
second step analyzes the pruning of Algorithm 2.
E.3.1 Analysis of Algorithm 1
We analyze Algorithm 1, with the paramters: θ1 = 1/(2Ln) and a, b = n/1024. We allow
θ2 > 0 to be arbitrary.
Before turning our attention to the main properties, we verify that the partition created by
Algorithm 1 is indeed finite. It is immediate to check that the partition P† = {A1, . . . , AN˜ , A∞}
has the property that P (A∞) ≤ a + b, which yields the upper bound of property (41). We
claim that no cell Ai has very small diameter. Recall that Algorithm 1 is run on Sa a set of
probability content 1− a (centered around the mean of p0). Define,
pmin =
b
vol(Sa)
,
Suppose that,
diam(Ai) <
1
4
min
{
θ1pmin, θ2p
γ
min
}
, (76)
then let us denote the parent cell of Ai by Ui and its centroid by yi. The parent cell Ui,
satisfies the condition that:
diam(Ui) <
1
2
min
{
θ1pmin, θ2p
γ
min
}
.
Since this cell was split, we must have that neither stopping rule (35) or (36) was satisfied.
We claim that if the second stopping rule was not satisfied it must be the case that,
p0(yi) ≤ pmin
2
.
Indeed, if the second rule is not satisfied we obtain that:
min {θ1p0(yi), θ2pγ0(yi)} ≤
1
2
min
{
θ1pmin, θ2p
γ
min
}
,
which via some simple case analysis of the min’s, together with the fact that γ < 1 yields the
desired claim. Now using the Lipschitz property and the fact that θ1 = 1/(2Ln), we have that:
sup
x∈Ui
p0(x) ≤ p0(yi) + Lndiam(Ui) < pmin
2
+
pmin
4
< pmin.
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This means that the first stopping rule was in fact satisfied and we could not have split Ui.
This in turn means that every cell in our partition (excluding A∞) has diameter at least:
diam(Ai) >
1
4
min
{
θ1pmin, θ2p
γ
min
}
.
This yields that our produced partition is finite and in turn that algorithm terminates in a
finite number of steps.
Proof of Claim 39: Our final task is to show that the partition satisfies the condition that,
1
4
min {θ1p0(xi), θ2pγ0(xi)} ≤ diam(Ai) ≤ min {θ1p0(xi), θ2pγ0(xi)} .
The upper bound is straightforward since it is enforced by our stopping rule. To observe that
the lower bound is always satisfied we note that if
diam(Ai) <
1
4
min {θ1p0(xi), θ2pγ0(xi)} ,
then denoting the parent cell of Ai to be Ui (with centroid yi) we obtain that,
diam(Ui) <
1
2
min {θ1p0(xi), θ2pγ0(xi)} .
Using this we obtain that,
p0(yi) ≥ p0(xi)− Lndiam(Ui) ≥ 3
4
p0(xi).
This yields that,
diam(Ui) <
1
2(3/4)γ
min {θ1p0(yi), θ2pγ0(yi)} < min {θ1p0(yi), θ2pγ0(yi)} ,
where in our final step we use the fact that γ < 1. This results in a contradiction since this
means that Ui satisfies our stopping rule and would not have been split.
Proof of Claim (40): This is a straightforward consequence of the previous property. In
particular, we have that diam(Ai) ≤ θ1p0(xi), with θ1 = 1/(2Ln) so that,
sup
x∈Ai
p0(x) ≤ p0(xi) + Ln θ1p0(xi)
2
≤ 5
4
p0(xi).
Similarly,
inf
x∈Ai
p0(x) ≤ p0(xi)− Ln θ1p0(xi)
2
≤ 3
4
p0(xi),
which yields the desired claim.
E.3.2 Analysis of Algorithm 2
We now turn our attention to studying the properties of the pruned partition P = {A1, . . . , AN , A∞}.
For this algorithm, we choose θ2 = n/(8Lnµ(1)) and take c = n/512.
Proof of Claim (39): The pruning algorithm completely eliminates some cells, adding them
to A∞. In the case when Q(j∗) ≤ c/5 we change the diameter of the final cell AN , shrinking
it by a 1− α factor. By definition α ≤ 1/5, and this yields Claim (39).
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Proof of Claim (40): Since the pruning step either eliminates cells, adding them to A∞, or
reduces their diameter this claim follows directly from the fact that this property holds for P†.
Proof of Claim (41): The pruning eliminates cells of total additional mass at most c so we
obtain that, P (A∞) ≤ a + b + c ≤ n/256 verifying the upper bound in (41). To verify the
lower bound, we claim that the difference in the probability mass of the unpruned partition,
{A1, . . . , AN˜} and the pruned partition {A1, . . . , AN} is at least c/5, i.e.
P0
( N˜⋃
j=1
Aj
)
− P0
( N⋃
j=1
Aj
)
≥ c/5.
In the case when Q(j∗) ≥ c/5 the claim is direct. When this is not the case then the cell AN
was too large, so that Q(j∗) + P0(AN ) ≥ c, which implies that, P0(AN ) ≥ 4c/5. Let xN be
the center of AN . Using property (40) and the fact that (1− α))d ≤ (1− α) verify that,
P0(D1) ≤ 4(1− α)P0(AN ).
Using the definition of α we obtain that P0(D1) ≥ c/5 as desired.
Proof of Claim (42): We claim that the partition satisfies the property that,
Ln
N∑
i=1
diam(Ai)vol(Ai) ≤ n
4
. (77)
Taking this claim as given we verify the property (42). We divide the proof into two cases:
1. P (A∞) ≥ n/4: In this case we obtain that,
N∑
i=1
|P0(Ai)− P (Ai)|+ |P0(A∞)− P (A∞)| ≥ |P0(A∞)− P (A∞)| ≥ n/8,
using the upper bound in property (41).
2. P (A∞) ≤ n/4: In this case we observe that,∫
A∞
|p0(x)− p(x)|dx ≤
∫
A∞
p0(x)dx+
∫
A∞
p(x)dx ≤ 3n
8
,
and this yields that, ∫
Rd\A∞
|p0(x)− p(x)|dx ≥ n(1− 3/8).
Now denoting by p¯ the approximation of p by a density equal to the average of p on each
cell of the partition we have that,∫
Rd\A∞
|p0(x)− p(x)|dx ≤
∫
Rd\A∞
|p0(x)− p¯0(x)|dx+
∫
Rd\A∞
|p(x)− p¯(x)|dx
+
N∑
i=1
|p0(Ai)− p(Ai)|dx.
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For any Ln-Lipschitz density we have that,∫
Rd\A∞
|p(x)− p¯(x)|dx ≤ Ln
N∑
i=1
diam(Ai)vol(Ai) ≤ n
4
,
using claim (77). This yields that,
N∑
i=1
|p0(Ai)− p(Ai)|+ |p0(A∞)− p(A∞)| ≥
N∑
i=1
|p0(Ai)− p(Ai)| ≥ n(1− 7/8) = n/8,
as desired.
It remains to prove claim (77). Notice that,
Ln
N∑
i=1
diam(Ai)vol(Ai) ≤
N∑
i=1
min {θ1p0(xi), θ2pγ0(xi)} vol(Ai)
(i)
≤ 2
∫
Rd
{θ1p0(x), θ2pγ0(x)} dx
= 2
∫
Rd
{
p0(x)
2Ln
,
np
γ
0(x)
8Lnµ(1/4)
}
dx
(ii)
=
n
4
,
where step (i) uses property (40) and (ii) uses the definition of µ in (37).
Proof of Claim (43): Recall that we have chosen c = n/512. In order to prove this claim
we need to use properties of the pruning step. Let us define p˜0(x) as the piecewise constant
density formed by replacing p0(x) by its maximum value over the cell containing x, and 0
outside the support of {A1, . . . , AN˜}. We note that,∫
K
pγ0(x)dx ≤
∫
K
p˜γ0(x)dx. (78)
Now, abusing notation slightly and ignoring the set A∞ we denote the original partition
as {A1, . . . , AN˜}, which we take as sorted by the values in g0, and the pruned partition as
{A1, . . . , AN}, noting that we might potentially have split the last cell AN into two cells. We
let A =
⋃N˜
i=1Ai. Let us denote,
B =
{
B : B ⊂ A,
∫
Bc
p˜0(x)dx ≤
∫
Kc
p˜0(x)dx
}
.
Using Lemma 14 we obtain that,∫
K
p˜γ0(x)dx ≤ inf
B∈B
∫
B
p˜γ0(x)dx. (79)
Noting, that ∫
Kc
p˜0(x)dx ≥
∫
Kc
p0(x)dx ≥ c
5
,
and defining,
C =
{
C : C ⊂ A,
∫
Cc
p˜0(x)dx ≤ c
5
}
.
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we obtain that,
inf
B∈B
∫
B
p˜γ0(x)dx ≤ inf
C∈C
∫
C
p˜γ0(x)dx. (80)
Defining,
D =
{
D : D ⊂ A,
∫
Dc
p0(x)dx ≤ c
10
}
,
we see that
D ⊂ C ⊂ B
so that
inf
C∈C
∫
C
p˜γ0(x)dx ≤ 2γ inf
D∈D
∫
D
pγ0(x)dx ≤ 2γT γc/10. (81)
Putting together Equations (78), (79), (80) and (81) we obtain the desired result.
Proof of Claim (44): In order to lower bound the density over the pruned partition we
will show that our pruning step is approximately a level set truncation. We have that for any
point x that is removed and any point y that is retained it must be the case that,
p0(x) ≤ 2p0(y).
where we used property (40). Let K denote the set of points retained by the pruning. The
above observation yields that, there exists some t ≥ 0 such that,
{p0 ≥ t} ⊆ K ⊆ {p0 ≥ t/2}.
We know that
∫
K p0(x)dx ≤ 1− c/10. Consider, the set
G(u) = {x : p0(x) ≥ u} .
Suppose that for some u we can show that,
P(K) ≤ P(G(u)),
then we can conclude that t ≥ u, and further that the density on K is at least u/2. It
thus only remains to find a value u such that P(G(u)) ≥ 1 − c/10. Suppose we choose
u =
(
c
10µ(c/(10))
)1/(1−γ)
, and recall that,
 =
∫
min
{
p0(x)
c/(10)
,
pγ0(x)
µ(c/(10))
}
dx.
Over the set Gc the minimizer is always the first term above which yields,
 ≥
∫
Gc
p0(x)
c/(10)
dx,
i.e. that P(Gc) ≤ c/10, as desired. This in turn yields the claim.
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E.4 Proof of Lemma 5
To show this, it suffices to show that more mass is truncated from q than is truncated from p,
i.e. that
N+1∑
s+1
qi ≥ P (A∞), (82)
and then we apply Lemma 15. To show (82) we proceed as follows. Note that P (A∞) = qa for
some a. If s ≤ a then ∑N+1s+1 qi ≥ P (A∞) follows immediately. Now suppose that s > a. From
the definition of s we know that qs +
∑N+1
s+1 qi ≥ /128 so that
∑N+1
s+1 qi ≥ /128− qs. Since
s > a, qs ≤ P (A∞) ≤ /256 and so
∑N+1
s+1 qi ≥ /256 ≥ P (A∞) so that
∑N+1
s+1 qi ≥ P (A∞) as
required. Thus (82) holds.
F Adapting to Unknown Parameters
In this section, we consider ways to choose the parameter σ for the max test, and for the
test in [30], and then consider tests that are adaptive to the typically unknown smoothness
parameter Ln.
F.1 Choice of σ
The max test and the test from [30] require choosing the truncation parameter σ = n/8. In
typical settings, we do not assume that n is known. We consider the case of the test from [30]
though our ideas generalize to the max test in a straightforward way.
Perhaps the most natural way to choose the parameter σ is to solve the critical equation
and choose σ accordingly, i.e. we find σ˜ that satisfies:
σ˜ = max
{
1
n
,
√
Vσ˜/16(p0)
n
}
, (83)
and then we choose the tuning parameter σ := C max{1/α, 1/ζ}σ˜, for a sufficiently large
constant C > 0.
When the unknown n ≥ 8C max{1/α, 1/ζ}σ˜, then it is clear that our choice guarantees
that the tuning parameter σ is chosen sufficiently small, i.e. σ ≤ n/8 as desired. It is also
clear that the test has size at most α. It remains to understand the Type II error. Inverting
the above relationship we see that,
n = max
{
1
σ˜
,
Vσ˜/16(p0)
σ˜2
}
.
Noting that σ/2 ≥ σ˜/16, and that C max{1/α, 1/ζ} ≥ 1 we obtain that,
n ≥ C max{1/α, 1/ζ}max
{
1
σ
,
Vσ/2(p0)
σ2
}
≥ C max{1/α, 1/ζ}max
{
1
σ
,
Vσ/2(p0)
2n
}
.
An application of Lemma 7 shows that the Type II error of the test is at most ζ as desired.
Thus, we see that this test provides the same result as the test in Theorem 3 without knowledge
of n.
Although adequate from a theoretical perspective, the previous choice of the parameter
depends on an unknown (albeit universal) constant. An alternative is to consider a range of
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possible values for the parameter σ and appropriately adjust the threshold α via a Bonferroni
correction. One natural range is to consider scalings of the parameter σ˜ in (83). More
generally, if we considered Σ = {σ1, . . . , σK}, a natural goal would be to compare the risk of
the Bonferroni corrected test to the oracle test which minimizes the risk over the set Σ of
possible tuning parameters. We leave a more detailed analysis of this test to future work.
F.2 Adapting to unknown Ln
Our tests for Lipschitz testing, in addition to assuming knowledge of n use knowledge of the
Lipschitz constant Ln in constructing the binning. The techniques from the previous section
can be used to construct tests without knowledge of n. Constructing tests which are adaptive
to unknown smoothness parameters is a problem which has received much attention in classical
works. We focus only on establishing upper bounds. Some lower bounds follow from standard
arguments and we highlight important open questions in the sequel.
In order to define precisely the notion of an adaptive test, we follow the prescription of
Spokoiny [29] (see also [12, 16]). As in (28) define a sequence of critical radii wn(p0, L) as the
solutions to the critical equations:
wn(p0, L) =
(
Ld/2Tcwn(p0,L)(p0)
n
)2/(4+d)
for a sufficiently small constant c > 0. We now define the adaptive upper critical radii as the
solutions to the critical equations:
wan(p0, L) =
(
Ld/2 log(n)Tcwan(p0,L)(p0)
n
)2/(4+d)
. (84)
We can upper bound the ratio:
wan(p0, L)
wn(p0, L)
≤ (log(n))2/(4+d).
This ratio upper bounds the price for adaptivity. It will be necessary to distinguish the (known)
smoothness parameter of the null from the possibly unknown parameter Ln in (6). We will
denote the smoothness parameter of p0 by L0. We note that in the setting where Ln was
known, we assumed that both p0, p ∈ L(Ln) and this in turn requires that Ln ≥ L0.
We take α, ζ > 0 to be fixed constants. For a sufficiently large constant C > 0 we define
the class of densities:
L(Ln, wan) = {p : p ∈ L(Ln), ‖p− p0‖1 ≥ C max{1/α, 1/ζ}wan(p0, Ln)}.
For some p0 ∈ L(L0), consider the hypothesis testing problem of distinguishing:
H0 : p = p0, p0 ∈ L(L0) versus H1 : p ∈
⋃
Ln≥L0
L(Ln, wan). (85)
In order to precisely define our testing procedure we first show that there are natural upper
bounds on Ln. In particular, we claim that when Ln  n2/dL0 then the critical radius remains
lower bounded by a constant.
We have the following lemma. We let C`, c > 0 denote universal constants.
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Lemma 16. If Ln ≥ C`n2/dL0, then
n(p0, Ln) ≥ c.
Thus we restrict our attention to the regime where Ln ∈ [L0, Cn2/dL0], for a sufficiently
large constant C > 0. A natural strategy is then to consider a discretization of the set of
possible values for Ln,
L = {L0, 2L0, . . . , 2log2(Cn2/d)L0}.
Our adaptive test then simply performs the binning test described in Theorem 5 for each
choice of Ln ∈ L, with the threshold α reduced by a factor of dlog2(Cn2/d) + 1e. We refer to
this test as the adaptive Lipschitz test. We have the following result:
Theorem 6. Consider the testing problem in (85). The adaptive Lipschitz test has Type I
error at most α, and has Type II error at most ζ.
Remarks:
• Comparing the non-adaptive critical radii in (28) and the adaptive critical radii in (84)
we see that we lose a factor of (log(n))2/(4+d). A natural question is whether such a loss
is necessary.
• Classical results [16] consider adapting to an unknown Ho¨lder exponent s and show that
for testing uniformity (with deviations in the `2 metric) a loss of a factor (
√
log log(n))2s/(4s+d)
is necessary and sufficient. In our setting, the loss is of a logarithmic factor instead of a
log log factor and this is a consequence of the fact that the high-dimensional multinomial
tests we build on [30] are not in general exponentially consistent (i.e. their power and
size do not tend to zero at an exponential rate). We hope to develop a more precise
understanding of this situation in future work.
Proof. The proof follows almost directly from our previous analysis of Theorem 5 so we only
provide a brief sketch. It is straightforward to check that the Bonferroni correction controls
the size of the adaptive Lipschitz test at α. Let j∗ denote the smallest integer such that,
2j
∗
L0 ≥ Ln. In order to bound the Type II error, it is sufficient to show that under the
alternate, the test corresponding to the index j∗ rejects the null hypothesis with probability
at least 1 − ζ. Noting that the ratio 2j∗L0/Ln ≤ 2 this follows directly from the proof of
Theorem 5.
F.2.1 Proof of Lemma 16
In order to establish this claim, it suffices to show that the lower bound on the critical radius
in (28) is at least a constant. By the monotonicity of the critical equation, it suffices to show
that for some small constant c > 0 we have that,
c ≤
(
L
d/2
n TCc(p0)
n
)2/(4+d)
,
where C > 0 is the universal constant in (28). We choose c < C/2 so we obtain that it suffices
to show,
c ≤
(
L
d/2
n T1/2(p0)
n
)2/(4+d)
.
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We claim that for any p0 ∈ L(L0) there is a universal constant C1 > 0 such that,
T1/2(p0) ≥
C1
L
d/2
0
. (86)
Taking this claim as given for now we see that,(
L
d/2
n T1/2(p0)
n
)2/(4+d)
≥
(
C1L
d/2
n
L
d/2
0 n
)2/(4+d)
≥
(
C1
C
d/2
`
)2/(4+d)
≥ c,
as desired.
Proof of Claim (86): As a preliminary we first produce an upper bound on any Lipschitz
density. We claim that, there exists a constant C > 0 depending only on the dimension such
that any L0-Lipschitz density p0 is upper bounded as ‖p0‖∞ ≤ CLd/(d+1)0 .
Without loss of generality let us suppose the density p0 is maximized at x = 0. The density
p0 is then lower bounded by the function,
g0(x) = (‖p0‖∞ − L0‖x‖) I(‖p0‖∞ − L0‖x‖ ≥ 0).
The integral of this function is straightforward to compute, and since p0 must integrate to 1
we obtain that,
1 =
∫
x
p0(x)dx ≥
∫
x
g0(x)dx =
vd
d+ 1
‖p‖d+1∞
Ld0
,
where vd denotes the volume of the d-dimensional unit ball. This in turn yields the upper
bound,
‖p‖∞ ≤
(
d+ 1
vd
)1/(d+1)
L
d/(d+1)
0 ,
as desired. With this result in place we can lower bound the truncated T -functional. In
particular, letting Bσ denote a set of probability content 1− σ that (nearly) minimizes the
truncated T -functional we have that,
T γσ (p0) =
∫
Bσ
pγ0(x)dx ≥
∫
Bσ
p0(x)
‖p‖1−γ∞
dx ≥
(
vd
d+ 1
)1/(3+d) 1− σ
L
d/(3+d)
0
,
which gives the bound,
Tσ(p0) ≥
(
vd
d+ 1
)1/2 (1− σ)(3+d)/2
L
d/2
0
,
as desired. Taking σ = 1/2 yields the desired claim.
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Figure 5: A comparison between the truncated χ2 test, the 2/3rd + tail test [30], the χ2-test,
the likelihood ratio test, the `1 test and the `2 test. The null is chosen to be uniform, and
the alternate is either a dense or sparse perturbation of the null. The power of the tests are
plotted against the `1 distance between the null and alternate. Each point in the graph is an
average over 1000 trials. Despite the high-dimensionality (i.e. n = 200, d = 2000) the tests
have high-power, and perform comparably.
G Additional Simulations
In this section we re-visit the simulations for multinomials. We add comparisons to tests based
on the `1 and `2 statistics which are given as
T`1 =
d∑
i=1
|Xi − np0(i)|,
and
T`2 =
d∑
i=1
(Xi − np0(i))2.
In addition to the alternatives that are created by dense and sparse perturbations of the null
we also consider two other perturbations: one where we perturb each coordinate of the null
by an amount proportional to the entry p0(i), and one where we perturb each coordinate
by p0(i)
2/3, in magnitude with a Rademacher sign. The latter perturbation is close to the
worst-case perturbation considered by [30] in their proof of local minimax lower bounds. We
take n = 200, d = 2000 and each point in the graph is an average over 1000 trials.
Once again we observe that the truncated χ2 test we propose, and the 2/3rd + tail test
from [30] are remarkably robust. All tests are comparable when the null is uniform, while
distinctions are clearer for the power law null. The `2 test appears to have high-power against
sparse alternatives suggesting potential avenues for future investigation.
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Figure 6: A comparison between the truncated χ2 test, the 2/3rd + tail test [30], the χ2-test,
the likelihood ratio test, the `1 test and the `2 test. The null is chosen to be a power law
with p0(i) ∝ 1/i. We consider four possible alternates, the first uniformly perturbs the
coordinates, the second is a sparse perturbation only perturbing the first two coordinates, the
third perturbs each co-ordinate proportional to p0(i)
2/3 and the final setting perturbs each
coordinate proportional to p0(i). The power of the tests are plotted against the `1 distance
between the null and alternate. Each point in the graph is an average over 1000 trials.
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