Abstract: This paper considers an empirical likelihood inference for parameters defined by general estimating equations, when data are missing at random. The efficiency of existing estimators depends critically on correctly specifying the conditional expectation of the estimating function given the observed components of the random observations. When the conditional expectation is not correctly specified, the efficiency of estimation can be severely compromised even if the propensity function (of missingness) is correctly specified. We propose an efficient estimator which enjoys the double-robustness property and can achieve the semiparametric efficiency bound within the class of the estimating functions that are generated by the estimating function of estimating equations, if both the propensity model and the regression model (of the conditional expectation) are specified correctly. Moreover, if the propensity model is specified correctly but the regression model is misspecified, the proposed estimator still achieves a semiparametric efficiency lower bound within a more general class of estimating functions. Simulation results suggest that the proposed estimators are robust against misspecification of the propensity model or regression model and outperform many existing competitors in the sense of having smaller mean-square errors. Moreover, using our approach for statistical inference requires neither resampling nor kernel smoothing. A real data example is used to illustrate the proposed approach.
Introduction
In medical and social science studies, estimating equations (EEs) (Boos, 1992; Godambe, 1991; Hansen, 1982; Qin & Lawless, 1994) with missing data are often encountered and to estimate β * in EEs (1.2) with incomplete data (1.1). Zhou et al. (2008) proposed projecting the estimating equations containing missing data to the space generated by the observed data. Wang & Chen (2009) proposed imputing missing data repeatedly from the estimated conditional distribution to remove the selection bias in the missingness. The estimators of Wang & Chen (2009) and Zhou et al. (2008) have the same limiting covariance matrix, but are not semiparametric efficient in the sense of Chen, Hong & Tarozzi (2008) . Tang & Qin (2012) proposed augmenting nonparametric inverse probability weighted EEs and obtained an semiparametric efficient estimator by applying the EL approach to the augmented EEs. However, since kernel smoothing is used, the three approaches may be challenging for problems with high-dimensional non-missing variables due to the well known 'curse of dimensionality'. To avoid the calculation when the dimensionality of covariate vector is high, Luo & Wang (2015) proposed two estimators of the parameter vector defined by EEs in the presence of missing responses using weighted generalized method of moment (GMM) with the weights derived by EL under a dimension reduction constraint. Chen, Leung & Qin (2008) proposed an estimator of β * which is a solution to a set of weighted score equations by using EL weights obtained by leveraging the information that is contained in covariates and a surrogate outcome. Chen, Leung and Qin's estimator always gains in efficiency over the HT estimator. However, Luo & Wang's approach and Chen, Leung & Qin's approach assumes that the underlying missing data mechanism is either known or can be correctly specified.
EL approaches have also been applied to seek efficient and robust estimators of mean response with the assumption that data are missing at random. See, for instance, Wang data unbiased estimating equations and incomplete data unbiased estimating equations. They showed that the regression parameter estimator achieves the semiparametric efficiency bound in the sense of Bickel et al. (1993) if the propensity model is specified correctly. However, Qin, Zhang & Leung's approach also assumes that the underlying missing data mechanism is either known or can be correctly specified.
In this paper, we propose an efficient and doubly robust (EDR) EL approach for making inference about β * in EEs (1.2) with incomplete data (1.1). This approach efficiently incorporates the incomplete data into the data analysis by combining the complete data unbiased estimating equations and incomplete data unbiased estimating equations.
The proposed EDR estimators enjoy the double-robustness property and can achieve the semiparametric efficiency bound in the sense of Chen, Hong & Tarozzi (2008) if both the propensity model for ω(x) and regression model for E{s(x, y, β)|x} are correctly specified. Simulation results suggest that the EDR estimators are robust to a misspecification of the propensity model for ω(x) or regression model for E{s(x, y, β)|x} and outperform many existing competitors in the sense of having smaller mean-square errors. One important feature of our approach is that, it requires neither resampling nor kernel smoothing.
In addition, we extend the EL approach in Qin et al. (2009) to the case of EEs (1.2) with incomplete data (1.1) and propose an EL estimator which has the same asymptotic variance as the EDR estimator if the propensity model for ω(x) is specified correctly. However, it is difficult to compute the EL estimator due to the large number of estimating equations. Since the EL estimator is asymptotically efficient in the sense of Bickel et al. (1993) and has the same asymptotic covariance matrix as the EDR estimator, the EDR estimator is asymptotically efficient and thus more efficient than the HT and RRZ estimators if the propensity model for ω(x) is specified correctly.
The remainder of the paper is organized as follows. In Section 2, we extend the the weighting method (Horvitz & Thompson, 1952 ) and augmented method (Robins et al., 1994) to estimation in EEs models (1.2) with incomplete data (1.1). In Section 3, we propose our EDR approach and give the asymptotic properties of the EDR estimator. In Section 4, we extend the EL approach in Qin et al. (2009) to the case of EEs (1.2) with incomplete data (1.1) and propose the EL estimator and its asymptotic properties. Simulation results are given in Section 5. In Section 6, a real data example is used to illustrate the proposed EDR approach, and we conclude our paper in Section 7. The proofs of all forthcoming results are postponed to the appendix.
Unbiased estimating equations in missing data problems
In this section, the non-missing-data probability ω(x) and E{s(z, β)|x} are modeled parametrically and estimated from the observed data under the MAR assumption. Based on the estimators of ω(x) and E{s(z, β)|x}, we extend the the weighting method (Horvitz & Thompson, 1952 ) and augmented method (Robins et al., 1994) to the case of EEs (1.2) with incomplete data (1.1) and construct a class of unbiased estimating equations. Let π(x, γ) be a specified probability distribution function for given γ, a q×1 unknown vector parameter. According to White (1982) , we define
where F X (x) is the distribution function of x. It is natural to estimate γ * by the binomial likelihood estimatorγ which is the solution of the following estimating equations
When data is MAR, the commonly used HT estimatorβ HT of β * is the solution to
where
and for a vector e, e ⊗2 = ee T . By augmenting the HT estimating equations in (2.3), Robins, Rotnitzky & Zhao (1994) proposed estimating β * usingβ RRZ , which is obtained by solving
Here, u(·) is a r × 1 vector of known functions of x, up to the unknown parameter β and another unknown (vector) parameter α. The optimal choice for u(·) is given by E{s(z, β)|x}. Since E{s(z, β)|x} is unknown, it needs to be estimated using the observed data. One popular approach is to fit a flexible conditional distribution model for f Y |X (y|x), which is the conditional density or probability function of y given x. Let f (y|x, α) be a working model for f Y |X (y|x). Then, a working model for E{s(z, β)|x} is given by u(x, β, α) = s(z, β)f (y|x, α)dy. According to White (1982) , we define
Then, α * can be estimated by the conditional likelihood estimatorα which maximizes the conditional log-likelihood n i=1 δ i log{f (y i |x i , α)}. Obviously,α satisfies the following estimating equations
The asymptotic distribution ofβ HT andβ RRZ can be derived similarly to that ofβ EDR in theorem 3.1. The following theorems summarize the large-sample results ofβ HT and
and u(x, β, α * ) = E{s(z, β)|x}, it follows that Σ RRZ = Σ 0 , where
, is the semiparametric efficiency bound in the sense of Chen, Hong & Tarozzi (2008).
Theorem 2.2 allows us to construct a doubly robust estimator of the covariance matrix Σ RRZ .
Remark 2.2 LetΣ
is a consistent doubly robust estimator of Σ RRZ .Σ RRZ also can be used to construct a doubly robust confidence region for β * .
Notice that when the number of estimating equations and parameters are equal, the estimating equations in (2.3) and (2.5) can be simplified as follows. 
Efficient and doubly robust EL estimator
In this section, we employ the EL method to seek a constrained EL estimatior of β * with incomplete data (1.1). For i = 1, · · · , n, write
where a(x, β, α) is a vector of known functions of x, up to the unknown parameter β and α. To this end, let p i represent the probability weight allocated to g(t i , β, γ, α). Then, we maximize the log-EL function n i=1 log p i subject to the constraints
By using the Lagrange multiplier method, we find that the optimal p i is
where θ = (γ T , α T , λ T ) T and λ =λ(β, γ, α) is the Lagrange multiplier that satisfies
and
3) is an unbiased estimating equations for λ * .
We define the EDR estimator,β EDR , of β * as the solution to
It is easily seen that
This expression gives some intuitive insight to the doubly robustness ofβ
The following theorem summarizes the large-sample results ofβ EDR .
Theorem 3.1 Assume π(x, γ * ) = ω(x) or u(x, β, α * ) = E{s(z, β)|x}, that is, the propensity model π(x, γ) or the regression model u(x, β, α) is correctly specified. Under regularity conditions in the Appendix,
, where
and ϕ 3 (·) and U(·) are defined in (3.6) and (3.7), respectively.
Using theorem 3.1, the asymptotic distribution ofβ EDR can be obtained in the case of correctly specified propensity function π(x, γ) but arbitrary conditional expectation function u(x, β, α). We also write
, that is, the propensity model π(x, γ) is correctly specified, we have Σ EDR = Σ 1 , where
Remark 3.1 Theorem 4.1 shows thatβ EDR is asymptotically efficient within the class of estimating functions that are generated by ϕ 1 (t, β, γ) and g(t, β, γ, α) when the propensity model π(x, γ) is correctly specified. In theory, including more estimating functions, say a(x, β, α) in (3.1), leads to more efficient estimator, asymptotically (Corollaries 1-2 in Qin & Lawless (1994)). However, in finite samples, including too many estimating functions that are not sensitive to the unknown parameter may actually hurt efficiency. Thus, unless mentioned otherwise, we set a(x, β, α) ≡ 1.
The following theorem establishes the asymptotic equivalence ofβ EDR andβ RRZ when π(x, γ) and u(x, β, α) are both correctly specified. Theorem 3.1 allows us to construct a doubly robust estimator of the covariance matrix Σ EDR .
Σ EDR also can be used to construct a doubly robust confidence region for β * .
Notice that when the number of estimating equations and parameters are equal, the estimating equations in (3.5) can be simplified as follows.
Remark 3.3 When r = p, namely the number of estimating equations is the same as the dimension of β * , we setV 3 (·) = I p in (3.5). The conclusions in Theorems 3.1-3.3 and Remarks 3.1-3.2 hold.
Remark 3.4 A natural application of the proposed procedure is the estimation of the mean response. Denote the response variable and covariate vector as y and x. Let
Then, β * is the mean response and
where m(x,α) is the regression model for E(y|x),
is the Lagrange multiplier that satisfies
In this section, we extend the EL approach (Qin & Lawless, 1994; Qin et al., 2009 ) to EEs (1.2) with incomplete data (1.1) and propose the EL estimator of (β, γ). Write
For the sake of parsimony, we suppressα from the estimating function ψ(t, β, γ) since the large sample results for the EL estimation of (β, γ) are unaffected byα when π(x, γ * ) = ω(x). Notice that the dimension of ψ(t, β, γ) is higher than that of (β, γ), one may employ the profile EL method (Qin & Lawless, 1994; Qin et al., 2009 ) to seek an optimal combination of the estimating functions ψ(t i , β, γ). To this end, let L EL = n i=1 p i , where p i , i = 1, · · · , n, are nonnegative jump sizes with total mass that sums to 1. For fixed (β, γ), we maximize L EL subject to the constraints
After profiling the p i 's, the profile empirical log-likelihood of (β, γ) is given by
Let (β EL ,γ EL ) denote the EL estimator of (β, γ) that maximizes ℓ EL (β, γ). The following theorem summarizes the large-sample results of (β EL ,γ EL ).
Theorem 4.1 Suppose the missing-data mechanism π(x, γ) is correctly specified and ψ(t, β, γ) satisfies the regularity conditions in Theorem 1 of Qin and Lawless (1994), we have
as n → ∞, where Σ 1 is defined in Theorem 3.2.
Theorem 4.1 demonstrate thatβ EL andβ EDR are asymptotically equivalent when the propensity model π(x, γ) is correctly specified. Also based on Corollary 2 in Qin and
Lawless (1994),β EL is the optimal estimator in the class of estimating functions that are linear combinations of ψ(t i , β, γ). Note thatβ HT can be written as the solution to
which implies that the proposed estimatorsβ EL andβ EDR are asymptotically more efficient thanβ HT . For two matrices A and B, we write A ≤ B if B − A is a nonnegativedefinite matrix. In fact, Theorems 2.1 and 3.2 lead to the following result.
T γ are positive definite, we have Σ EDR ≤ Σ HT , and the equality holds if and only if
Similarly,β RRZ is the solution to the equations
As a result, the optimal estimatorsβ EL andβ EDR are asymptotically more efficient than β RRZ .
In conclusion, letting ≫ stand for "asymptotically more efficient than," we have the following relationships:β EL =β EDR ≫β HT andβ EL =β EDR ≫β RRZ . If u(x, β, α * ) = E{s(z, β)|x}, we obtainβ EL =β EDR =β RRZ ≫β HT . In practice, a prudent choice of u(x, β, α) should lead to an estimator of β * that is more efficient thanβ HT andβ RRZ when the missing-data mechanism π(x, γ) is correctly specified, whereas no such guarantee can be said when the propensity model π(x, γ) is misspecified.
Simulation studies
In this section, we investigate the performances of the proposed EDR estimatorβ EDR and several other estimators based on Monte-Carlo simulations. For each model and missingness, we generate 1000 Monte Carlo random samples of size n = 200.
Model 1.
We consider a scalar response variable y and two-dimensional covariate vector x = (x 1 , x 2 ) T and models
where x 1i , x 2i and ǫ i are independent standard normal random variables. The corresponding estimating function for the mean response is s(z, β) = y − β, where z = (x T , y) T .
We use the missing-data model Logit{P (δ = 1|x 1i , x 2i } = τ 0 + τ 1 x 1i + τ 2 x 2i + τ 3 x 1i x 2i to generate the non-missing indicator, δ i , i = 1, · · · , n, and the "working missing-data model" is Logit{π(x, γ)} = γ 0 + γ 1 x 1 + γ 2 x 2 , where Logit(u) = log{u/(1 − u)}. Note that when τ 3 = 0, the missing-data model is specified correctly.
2 as the working model for E(y|x) and estimate α = (α 0 , α 1 , α 2 )
Seven estimators of β are considered. The first one is the sample meanβ ALL = n −1 n i=1 y i with no missing data. This is the ideal case, and we use it as a benchmark for comparison. The second one is the CCA estimatorβ CCA = n −1 n i=1 δ i y i . The third one is Horvitz and Thompsom's estimatorβ HT 
The fourth one is the estimator of Robins et al. (1994) 
. The fifth one is the Tang and Qin's (2012) estimator,β T Q , which involves the kernel function and the bandwidth. We take the kernel function as
, and set the bandwidth as h = n − 1 3 . The sixth one is the estimator of Qin, Shao and Zhang (2008),β QSZ . The final one is EDR estimatorβ EDR defined in (3.9). To computeβ RRZ ,β QSZ andβ EDR , one needs to impose a parametric model on E(y|x). We use m(x,α) as a working model for E(y|x) and the settings for m(x,α) is described as above. Table 1 shows the empirical bias and the root-mean-squared errors (RMSEs) of the estimators under Model 1 with different missingness. The results in Table 1 can be summarized as follows:
, then all estimators perform well in terms of biases and RMSEs.
• If data is MAR ( 3 i=1 |τ i | = 0), then the estimatorsβ CCA andβ T Q for the mean response β are clearly biased.
• When π(x, γ) and m(x, α) are both specified correctly (τ 3 = 0, k = 2), biases of β HT ,β RRZ ,β QSZ andβ EDR are negligible. The RMSEs ofβ RRZ ,β QSZ andβ EDR are almost the same (β RRZ ,β QSZ andβ EDR are asymptotically equivalent in this case). In terms of RMSEs,β HT is worse thanβ RRZ ,β QSZ andβ EDR , and it can be much worse when the missing rate is high.
• When π(x, γ) is specified correctly and m(x, α) is misspecified (τ 3 = 0, k = 1, 4), β HT ,β RRZ ,β QSZ andβ EDR are robust. However, the RMSE ofβ EDR is smaller than those ofβ HT ,β RRZ andβ QSZ . In the case of (τ 3 = 0, k = 4), the RMSE ofβ HT is much larger than those ofβ RRZ ,β QSZ andβ EDR .
• When π(x, γ) is misspecified and m(x, α) is specified correctly (τ 3 = 0, k = 1, 2, 4), the Horvitz and Thompsom's estimatorβ HT for the mean response β is clearly biased. In the case of (τ 0 , τ 1 , τ 2 , τ 3 ) = (0, 0.5, 1, 1), the RMSEs ofβ RRZ ,β QSZ and β EDR are almost the same. However, in the case of (τ 0 , τ 1 , τ 2 , τ 3 ) = (−1, 0.5, 1, 1), the RMSE ofβ RRZ is much larger than those ofβ QSZ andβ EDR .
Model 2.
We consider a two-dimensional response variable y = (y 1 , y 2 ) T and a scalar covariate x and models
where ǫ 1i , ǫ 2i and x i are independent standard normal random variables. The corresponding estimating function for the mean response of y = (
For each model, we use the missing-data model Logit{P (δ = 1|x
to generate the non-missing indicator, δ i , i = 1, · · · , n, and the "working missing-data model" is Logit{π(x, γ)} = γ 0 + γ 1 x. Note that when τ 2 = 0, the missing-data model is specified correctly. Since E{s(z, β)|x} = (E(y 1 |x) − β, E(y 2 |x) − β) T , we set u(x, β, α) = (m 1 (x, α) − β, m 2 (x, α) − β) T , where m j (x, α) is a working model for E(y j |x), j = 1, 2. When τ 2 = 0, we use m j (x, α) = α j0 + α j1 x 2 as the working model for E(y j |x), where α = (α 10 , α 11 , α 20 , α 21 ) T . We estimate α byα = arg min α
use m j (x, α) = α j0 + α j1 x k as the working model for E(y j |x), k = 1, 2, 4, and estimate α
Six estimators of β are considered. The first one is the EL estimator (Qin, 1994 ) using the estimating function s(z, β) = (y 1 − β, y 2 − β)
T with no missing data. The second one is the CCA estimatorβ CCA , which is the EL estimator using the estimating function s(z, β) = (y 1 − β, y 2 − β) T with complete-case data. The third one is Horvitz and Thompsom's estimatorβ HT . The fourth one is the RRZ estimator,β RRZ . The fifth one is the Tang and Qin's (2012) estimator,β T Q , where the kernel function is K 1 (u) and the bandwidth is h = n − 1 3 . The final one is EDR estimatorβ EDR . To computeβ RRZ and β EDR , we use m j (x,α) as a working model for E(y j |x) and the settings for m j (x,α) is described as above. Table 2 shows the empirical bias and the root-mean-squared errors (RMSEs) of the proposed estimators under Model 2 with different missingness. The results in Table 2 can be summarized as follows:
• If data is MCAR (τ 1 = τ 2 = 0), then all estimators perform well in terms of biases and RMSEs.
• If data is MAR (τ 1 = 0 or τ 2 = 0), then the estimatorsβ CCA andβ T Q for the mean response β are clearly biased. However,β T Q is robust in terms of the RMSEs.
• When π(x, γ) and u(x, β, α) are both specified correctly (τ 2 = 0, k = 2), biases of β HT ,β RRZ , andβ EDR are negligible. The RMSEs ofβ RRZ andβ EDR are almost the same (β RRZ andβ EDR are asymptotically equivalent in this case). In terms of RMSEs,β HT is worse thanβ RRZ andβ EDR , and it can be much worse when the missing rate is high.
• When π(x, γ) is specified correctly and u(x, β, α) is misspecified (τ 2 = 0, k = 1, 4), β HT ,β RRZ ,β QSZ andβ EDR are robust. In the case of (τ 2 = 0, k = 1), the RMSEs of β HT andβ EDR are almost the same and are smaller than those ofβ RRZ . In the case of (τ 2 = 0, k = 4),β HT has the largest RMSE andβ EDR has the smallest RMSE.
• When π(x, γ) is misspecified and u(x, β, α) is specified correctly (τ 3 = 0, k = 1, 2, 4), the Horvitz and Thompsom's estimatorβ HT for the mean response β is clearly biased. The RMSEs ofβ T Q ,β EDR ,β RRZ are almost the same and much smaller than that ofβ HT .
Model 3. We consider a scalar response variable x 2 and two-dimensional covariate vector (x 1 , y) T and models
where ǫ i and (x 1i , y i ) are independent, ǫ i ∼ N(0, 1), x 1i ∼ Exp(1) and y i ∼ Nχ ( 1). The corresponding estimating function for the regression coefficient
For each model, we use the missing-data model Logit{P (δ = 1|x 1i , x 2i } = τ 0 + τ 1 x 1i + τ 2 x 2i + τ 3 x 1i x 2i to generate the non-missing indicator, δ i , i = 1, · · · , n, and the "working missing-data model" is Logit{π(x, γ)} = γ 0 +γ 1 x 1 +γ 2 x 2 +γ 3 x 1 x 2 . Thus, the missing-data model is specified correctly.
Seven estimators of β are considered. The first one is the OLS estimatorβ ALL = arg min β n i=1 {x 2i −(β 0 +β 1 x 1i +β 2 y i )} 2 with no missing data. The second one is the CCA
The third one is Horvitz and Thompsom's estimatorβ
The fourth one is the RRZ estimatorβ RRZ . The fifth one is the Tang and Qin's (2012) estimator,β T Q , where the kernel function is K(u) and the bandwidth is h = n We estimate α byα = arg min α Table 3 shows the empirical bias and the root-mean-squared errors (RMSEs) of the proposed estimators under Model 3 with different missingness. The results in Table 3 can be summarized as follows:
• If data is MAR (τ 1 = 0 or τ 2 = 0), then the estimatorβ CCA for the regression coefficient β is clearly biased. Moreover, biases ofβ HT ,β RRZ ,β QZL andβ EDR are negligible.
• In the cases of (τ 0 , τ 1 , τ 2 ) = (1, 1, 1), (0, 1, 1) and (1, −1, 1) ,β T Q has the smallest RMSE and the RMSEs ofβ T Q ,β QZL andβ EDR are smaller than those ofβ HT and β RRZ .
• In the cases of (τ 0 , τ 1 , τ 2 ) = (−1, 1, −1), the RMSE ofβ HT is much larger than those
Based on these simulation results, we can draw the following conclusions:
1. The Horvitz-Thompson estimatorβ HT , which is robust against the misspecification of regression model u(z, β, α) but not robust against the misspecification of propensity model π(x, γ), and is an inefficient estimator.
2. The Robins-Rotnitzky-Zhao estimatorβ RRZ and our proposed estimatorβ EDR are doubly robust, butβ EDR is more efficient thanβ RRZ when the working model u(z, β, α) is misspecified, regardless of whether or not the propensity model π(x, γ) is specified correctly.
3. The performance of Tang and Qin's (2012) estimator,β T Q , depends on the choice of bandwidth. Table 4-6 give the empirical variances, the mean of estimated variances of the estimatorsβ HT ,β RRZ andβ EDR , and the empirical coverage probabilities of 95% confidence intervals of β for Models 1-3, respectively. The estimated variance ofβ HT and corresponding confidence interval of β perform well only when π(x, γ) is specified correctly and k = 1, 2. The estimated variance ofβ RRZ andβ EDR and corresponding confidence interval of β perform well in all cases, except for the case k = 4, in which the sample size n = 200 may not be large enough to show the asymptotic effect.
Data analysis
In this section, we apply the proposed method to an economics data, which were collected by Lalonde (1986). Dehejia and Wahba (1999) used propensity score methods to estimate the treatment effect of a labour training programme called 'National support work demonstration' on postintervention earnings. Here we use a subset of the data that were used by Lalonde (1986 To apply our method, our first step is to consider a working model for the propensity function. We used a logistic propensity model and chose the covariates by the stepwise search algorithm "stepAIC" in R package MASS. Two variables were included in the logistic propensity score analysis: an indicator for Hispanic-American and an indicator for more than grade school but less than high school education. Our second step is to pick working regression models. We examined the regression model with possible covariates and earnings in 1978 separately in the two groups of individuals, and chose the covariates by the stepwise search algorithm "stepAIC" in R package MASS. Point estimates, bootstrap standard errors and the asymptotic variance formulabased standard errors are reported in Table 7 . To calculate bootstrap standard errors of all estimators, the bootstrap replications is set to be 500. The asymptotic variance formula-based standard errors are only reported for estimatorsβ HT ,β RRZ andβ EDR .
From Table 7 , we can see that all estimates demonstrate at least a $1,600 increase from participating in the training program. Our proposed estimateβ EDR is nearly the same as the Robins-Rotnitzky-Zhao estimateβ RRZ and Qin-Shao-Zhang estimateβ QSZ , indicating that our working models are reasonable. The other three estimates,β CCA ,β T Q andβ HT are somewhat different thanβ EDR . The CCA estimate for µ 0 and µ 1 is larger than any other estimates, indicating a possible positive bias in the estimation of µ 0 and µ 1 . Moreover, the asymptotic variance formula-based standard error is nearly the same as bootstrap standard error for estimatorsβ HT ,β RRZ andβ EDR .
Conclusion
In this paper, we propose an EDR approach for making inference about the parameter vector defined by EEs when data are missing at random. As with the semiparametric estimation procedure that was proposed by Robins et al. (1994) , the EDR inference procedure also enjoys the double-robustness property, i.e. the EDR estimator is consistent when either the propensity model or regression model for the conditional expectation E{s(x, y, β)|x} is correctly specified. We established some asymptotic results. In particular, the proposed EDR estimators can achieve the semiparametric efficiency bound in the sense of Bickel et al. (1993) if the propensity model is specified correctly. Moreover, if both the propensity model and regression model for the conditional expectation E{s(x, y, β)|x} are specified correctly, the EDR estimator can achieve semiparametric efficiency lower bound in the sense of . In addition, we developed the asymptotic covariance formula-based doubly robust estimator of the asymptotic covariance of the EDR estimator. Thus, statistical inference based on our approach requires neither resampling nor kernel smoothing. Simulation results show that the proposed estimator is competitive against existing estimation method.
One may include a nonparametric estimator of E{s(z, β)|x} in a(x, β, α) in (3.1), to obtain a more robust estimatorβ EDR . But such additional robustness is complicated by the sensitivity of bandwidth selection and a possible loss of efficiency (Remark 3.1), especially when x is of relatively high dimension.
Unless mentioned otherwise, all limits are taken as n → ∞ and · denotes the Euclidean norm. For notational convenience, for i = 1 · · · , n, let
To establish the large sample properties in this paper, we require the following conditions:
are independent and identically distributed.
We require that ϑ * be an interior point of a compact parameter space Ψ ⊂ R d , where d is the dimension of ϑ * .
C3: ω(x) · π(x, γ * ) is bounded away from zero, i.e. inf x {ω(x) · π(x, γ * )} ≥ c 0 for some c 0 > 0. C4: ϕ 3 (t i , ϑ) and U(t i , ϑ) are continuously differentiable at each ϑ ∈ Ψ with probability one.
Proof of Theorem 2.1 The proof is similar to that of Theorem 3.1 and the details are omitted.
Proof of Theorem 2.2
The proof is similar to that of Theorem 3.1 and the details are omitted.
and η 30 (ϑ * ) = 0.
Proof of Lemama A.1 If π(x, γ * ) = ω(x), it is easy to verify that λ
Lemma A. 2 Suppose that the regularity conditions C1-C5 hold. Letθ = (β
Then,θ can be written aŝ
From condition C4 and Lemma 2.4 in Newey and McFadden (1994) , it follow that
. Similarly, we can show that sup ϑ∈Ψ V 3 (ϑ)− V 3 (ϑ) = o p (1) and V 3 (ϑ) is continuous on Ψ. Based on this fact, it follows that sup ϑ∈Ψ n
verges uniformly in probability to − Proof of Theorem 3.1 By Lemma A.2 and the mean value theorem, we get
The above asymptotic expansion yields the following asymptotic expression forθ:
whereθ is a point on the segment connectingθ and ϑ * , and
By the inverse formula for 2×2 block matrices and the multivariate central limit theorem, we have
11.2 ), as n → ∞,
Proof of Theorem 3.2 If π(x, γ * ) = ω(x), recall that λ * = 0. Moreover, it is easy to
. Then, we can use the expression of E
and some straightforward algebra to show that
Next, we show that
Moreover, applying the inverse formula for 2×2 block matrices and using
, we obtain
Utilizing the identity (A.3), it follows that
Based on this expression, one can verify that
Proof of Theorem 3.3 If π(x, γ * ) = ω(x), recall that λ * = 0. According to the proof of Theorem 3.2, we only need to show that
Utilizing the identity (A.3), we have
One can verify that
Moreover, from (A.1) and (A.4), we conclude that
Proof of Theorem 4.1 From the standard EL theory (Qin, 1994) , we have
. Repeated applications of the identity (A.3) yield
,
Based on this fact, it follows that
Therefore, 
