Abstract-Cloud computing is the latest answer of technology to meet the computational requirements of users. The notable point in complicated computational works is energy consumption. The integration is one of the elements in the cloud system which can reduce the energy consumption and coordinate the software products. In this article, some solutions have been considered for determining the upper bound threshold of utilization for doing migration in order to reduce the power consumption. Also, it has been tried to use a solution to diagnose the overloaded host and eliminate it from the host as it can amend the efficiency as well as improve the host performance. All these will eventually reduce the power consumption. The results of evaluation show that the presented model has better efficiency in reducing the power consumption as well as decreasing the number of the migrations in comparison with the other models.
I. INTRODUCTION
model, similar to any other technology, has been created according to its own specific advantages while it involves some disadvantages. One of cloud computing disadvantages is producing a huge amount of CO2 due to the presence of very large data centers and high power consumption. The studies [2] regarding power consumption of server farms in 2005 show that the electric consumption by the wide world of servers (including cooling servers and their equipment) cost US $ 7.2. This study also shows that electricity consumption in that year, compared with consumption in 2000, has been doubled. However, the technology improvements have presented suitable hardware [3] including low-power processors, solid state drives and energy efficient monitors. A series of software solutions are optimally improving the energy efficiency. These two guidelines (hardware and software) should be evaluated as competitive supplements in order to incredibly increase their effects on the amount of energy consumption. The software solutions alongside software methods can improve the cloud computing Kaamran Raahemifar is with the Ryerson University, Toronto, Canada (e-mail: Kraahemi@ee.rayerson.ca).
efficiencies from the power consumption point of view. In this article one of the software factors, integration of virtual machines, will be evaluated. This factor reduces the server's power consumption. In this solution the low-load and overload servers will be diagnosed through a proper method and after migration of virtual machines, the low-load servers will be turned off. Moreover, those groups of the virtual machines which belong to the overload servers that ought to migrate are determined via the selective policy of the virtual machines. In the next step the selected machines will be transferred to the appropriate servers which had been determined on the destination host via virtual machines placement policies. The objective of this article is to improve the amount of power consumption in the data centers through presenting optimal solutions in order to determine the overloaded hosts. At the end, the applied method will be evaluated and compared with the other given policies which are related to this subject. The following part of the article will be organized as below. In Section II, the related works will be evaluated by considering the overloaded hosts. In Section III, the given solutions in this article will be discussed. The simulation results and efficiency evaluation regarding the proposed model will be presented in Section IV. We can find the conclusion in Section V.
II. RELATED WORK
As it was mentioned in previous parts, the virtual machines dynamic integration had been divided in four phases. In this section the related works regarding phase 1, the diagnosing algorithm of the overloaded hosts, will be presented as follow:
Buyya and his colleagues [4] had evaluated hosts determination policies as well as selecting the virtual machines in the origin point. The statistical indicators and dispersion have been used in the considered policies in order to choose the overloaded host. Eventually, it has been shown that the effect of LR-MMT policy on number of migrations, energy consumption and SLA fault is higher than the other policies.
After evaluating overloaded host, Buyya [5] and colleagues came to the conclusion that the host's overload affects QoS directly. The reason is that if the source capacity used are fully utilized, most probably the operational programs face resource shortage and performance decline. Here, the Markov model has been used in order to diagnose overload of physical host. Evaluation of the presented mechanisms efficiency has been done according to the Planetlab workload.
Jung and colleagues [6] in their study have assessed the power distribution management in the virtual machines with The cloud computing is a computational method which can present the IT's scalability and dynamic capabilities to the users via internet technologies [1] . The cloud computing respect to the fixed high threshold in order to determine overloaded hosts. The results show that fixed high threshold is not suitable for the systems which have dynamic or unknown workload. The result indicates lack of proper efficiency of presented solution in the dynamic systems.
In Green Cloud project of Buyya [7] and colleagues, they emphasized on optimal energy provision of cloud while the QoS necessities will be provided through SLA definitions and negotiation between providers and customers. This project will solve the energy-efficiency allocation issue of the virtual machines in the cloud data centers. The method will work on operational program services based on QoS necessities for the customers which include expiry date and budget constraints.
Guenter [8] and colleagues applied a dynamic aggregation system of energy-aware virtual machine based on the web operational applications. In that project the response time defines via SLA. They applied a weighted linear regression in order to foreseen the future workload and optimize the allocation of resources which has been carried out before. This regression which has called local regression and had been presented in the last works, will actively implement the resources placement on this algorithm. It will be used as a benchmark in this article.
Wang and colleagues [9] had evaluated the control circles for the allocation resources management based on the response time restraints of the QoS in server and cluster level. If the resource capacity of a server be insufficient for satisfying SLA of operational programs, then a virtual machine would be migrated from the server. All these works are similar to the discovery methods based on threshold which depend on the moment values of the performance characteristics. However, the history revision of the system states, which has been done to evaluate the future behavior of the system and optimize the min time, does not balance the efficiency.
III. PROPOSED METHOD
Due to the importance of overloaded hosts' determination in energy consumption of data centers, some authors have given solutions to diagnosing overloaded hosts. A summary of the most important works has been presented in table1. Most of the solution will reduce the power consumption of the data centers though; the other important factors in service quality of the cloud data centers such as SLA and the number of migration did not reduce by reducing power consumption. Therefore, in this article it has been tried to reduce all three parameters including power consumption, SLA fault and the number of migration by suggesting proper solutions for determining the overloaded hosts.
The given method is based on diagnosing the overloaded hosts and elimination of overload from those hosts. The issue consists of determining the overloaded hosts and then selecting the subjected virtual machines which should be migrated from the overloaded hosts to the selected hosts in order to eliminate the overload. The given method will be implemented in the first phase of data centers integration. Integration includes four phases as below: 1) The diagnosing overloaded host policies: all the hosts should be checked and in case of diagnosing any physical host with overload, some of its virtual machines ought to migrate to the other physical hosts. The server efficiency will be improved through that action and due to the better function after migration and reduction in overload; the amount of power consumption will reduce. 2) Diagnosing the low-load hosts: in this condition PABFD algorithm will be used. Hence, at the beginning the low-load hosts will be diagnosed and by transferring all the virtual machines on them, they will go to the sleep state in order to reduce the energy consumption. 3) Determining the virtual machines for migration: whenever a host is overloaded, some of its virtual machines should be migrated in order to reduce its overload. Therefore, some solutions will be applied in this phase to find the most appropriate machine on the host which is the best for migration. 4) Placement of the virtual machines: in case that the host is overloaded some specific number of its virtual machines and whenever the host is low-load all their virtual machines ought to be migrated. For the purpose of migration, the destination hosts should be determined precisely as by transferring the machines on them, they do not go to the overload state. The last phase of this process called placement of the virtual machines. This article will discuss the first phase out of four integration phases. The overloaded host selection policies will be according to the high threshold determination. In this state if host productivity be higher than a certain threshold then that host would be overloaded therefore, some of its virtual machines ought to be migrated. Hence, on the works which have been done it was focused on the methods of determining the high productivity threshold. Also, in this article a method will be presented in order to determine the high productivity threshold as the amount of this threshold will cause a reduction in the number of migrations as well as reducing the power consumption of the cloud data centers. The most important policies of the selecting high threshold are: THR, MAD [10] , IQR [11] , LR [12] , and LRR [13] . The overloaded hosts will be determined through the achieved thresholds. Therefore, during the next step it should be clear that which of the virtual machines should be selected from each hosts in order to migrate. The selective virtual machines policies in this article, in order to evaluate the efficiency of the presented method in compare to the other solutions, are: MMT, RS, MC.as it was shown in the previous solutions, the amount of SLA fault will be increased through power consumption reduction. In this article it has been tried to apply a solution that can reduce the number of migrations and SLA faults as well as energy consumption reduction. The median statistic index has been used in this state to determine productivity high threshold in order to diagnose the Technology, Vol. 6, No. 4, April 2016 overloaded hosts. Cloudsim tool has been used to evaluate the efficiency of the applied method. The virtual machines determination policies are 1) MC [7] , 2) MMT and 3) RS.
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As it was mentioned, the median index will be used in order to determine the productivity high threshold. The median statistic index has been used in the high threshold equation. The aim is to determine the threshold with high accuracy as well as considering all the available values for threshold determination. . Moreover, the correct component function has been used in either sides of the given equation to round off the achieved decimal numbers. This will cause that the obtained numbers for MAD` will have got the smaller numbers. Hence, the obtained amount for the productivity high threshold in this state, will have got bigger numbers due to the equation of the MAD` high threshold equal with equation (1) .
IV. EVALUATION AND SIMULATION RESULTS
The considered system is an infrastructure supplier cloud network which is named as Service (IaaS). The infrastructure includes a cloud data centre in a large scale and n numbers of heterogeneous hosts. Every node has got characteristics which contain processor, amount of memory and network bandwidth. The processor can be multi cores and its efficiency can be evaluated through MIPS. The servers have not got local disk and storage will be done in form of NAS to make the live migration possible. The environment has no knowledge regarding the workload. Several independent users request m numbers of heterogeneous virtual machines (with specific memory, bandwidth and efficiency). In fact those are the independent users who are managing the workload of virtual machines which depend on the combination of several virtual machines on a simple physical node. The combined workload has been consisted of various operational programs and web operational programs which are using the resources simultaneously. The usersdeliver SLAs with specific sending QoS. Suppliers will pay a large sum to users for breaching SLA. The local manager will install a module on each node to monitor virtual machines (VMM). The aim is to constantly monitor CPU productivity of nodes, change the size of virtual machine according to their needs and make decisions regarding when and which virtual machine ought to migrate from the node. The global managers have been located on the master nodes and they are gathering information from the local managers in order to control resources productivity. The global manager makes recommendations for optimal placement of VM. Virtual machine monitoring will make real changes and some changes will happen in nodes power by migration of virtual machines in order to reduce energy consumption. Whenever a virtual machine cannot use its available resources, the agreement breach will occur. There are 800 heterogeneous hosts for simulation that half of them are HP Proliant ML110G5 and other half are HP Proliant ML110G4. The server CPU frequency for each core based on MIPS is respectively MIPS1860 QND MIPS 2660. Each server needs a GB/S for bandwidth and the number of virtual machines and cloudlets is 1052. The productivity power of each virtual machine are rated at one of these numbers (2500, 2000, 1000, 500) MIPS, the amount of memory are equal to (0.85, 3.75, 1.7, 0.613) gigabytes and the maximum server consumption power is 250 watt. In this article a method has been applied to select overloaded physical host. The procedure is that, in the single threshold class, the utilization threshold which is a fixed number and equal 0.8 will be substituted by the new defined equation (1) . The considered input for this new function, which has been added to single threshold class, is system productivity and its considered output is high threshold value as it be able to do migration of virtual machines from the physical host. This act will be done once for each host and whenever the value of the physical host threshold be more than the determined amount, that host would be recognised as overloaded host and some of its virtual machines ought to be migrated. In this article the cloudsim simulator has been used for simulation.
In Fig. 2 , the applied solution has been compared with reference solutions from the view point of energy consumption and SLA violation. This comparison will be done through various policies in host selection as well as different policies for selecting virtual machines.
According to the Fig. 2 in which the energy has been calculated in terms of kilowatts per hour, the amount of MAD` energy consumption based on different policies of selecting virtual machine shows the lowest amount. It has been compared with the different policies of determining the productivity high threshold. However, it seems logical due to the increasing in the productivity high threshold of power consumption reduction.
The reason is that by reducing the number of migrations and as the off servers will be on later therefore, the obtained power consumption for this policy would be better than other policies. Also, in Fig. 3 which shows the number ofvirtual machines migrations, MAD` policy has got the least numbers of migrations in comparison with the other high threshold determination policies. It is because of increasing in the high threshold for the migration which reduced the number of migrations. At the end, the SLA breach will be discussed that may slightly increase due to reduce in number of migrations and increase the migration threshold. Also, it has been shown in Fig.4 the SLA breach had slightly increased. This policy can be used wherever the SLA breach is not very important and has not disadvantages for the users. Hence, if we divided users in any of the service models (SaaS, PaaS, IaaS) into three subdivisions 1) important users 2) medium users and 3) less important users (the categorizing would be their own decision) and the amount of allocated values to each group have been considered differently, then, this policy can be used for the less important users that company will pay smaller amount for them. In the other words, if the supplier losses becomes less than energy consumption profits through SLA breach, then it would be beneficial for them.
V. CONCLUSION
As it has been discussed in the evaluation part, the new policy has been greatly beneficial for reduction of power consumption and reduction of migrations as well as energy consumption, though, the SLA breach has slightly increased. However, it would be a logical point because, as much as migration threshold increases and the number of migration reduce, the possibility of SLA breach will consequently increase. By increasing the SLA breach in the future, it is planned to find a host selection policy as it can decrease the SLA breach optimally or to choose a specific policy for selecting the virtual machines as it cause reduction of SLA breach. Generally, another solutions can be used to reduce power consumption such as special hardware equipment, suitable switching power supply and some other methods which can considerably reduce the power consumption and eventually the aim is to transfer this new technology to a green technology.
