Abstract. The relaxation spectrum is an important tool for studying the behaviour of viscoelastic materials. The most popular procedure is to use data from a small-amplitude oscillatory shear experiment to determine the parameters in a multi-mode Maxwell model. However, the discrete relaxation times appear nonlinearly in the mathematical model for the relaxation modulus. The indirect calculation of the relaxation times is an ill-posed problem and its numerical solution is fraught with difficulties. The ill-posedness of the linear regression approach, in which the relaxation times are specified a priori and the minimization is performed with respect to the elastic moduli, is well documented. A nonlinear regression technique is described in this paper in which the minimization is performed with respect to both the discrete relaxation times and the elastic moduli. In this technique the number of discrete modes is increased dynamically and the procedure is terminated when the calculated values of the model parameters are dominated by a measure of their expected values. The sequence of nonlinear least-squares problems, solved using the Marquardt-Levenberg procedure, is shown to be robust and efficient. Numerical calculations on model and experimental data are presented and discussed.
Introduction
A knowledge of the discrete relaxation and retardation spectrum of a material is important for several reasons. First, they can be used to examine the interrelation between molecular weight distribution and viscoelastic properties in the study of molecular theories of polymeric materials [4] . Secondly, they can be used to validate experiments by crosschecking results from creep and relaxation experiments, for example. Thirdly, the discrete relaxation spectrum can be used to calculate linear material functions from other standard experiments [13] , and to cross-check the results with the predicted behaviour. Finally, they are necessary to perform numerical simulations of complex flows of polymeric materials.
Dynamic mechanical experiments can be used to measure the relaxation modes of polymeric liquids and solids over wide ranges of frequency. Highly sophisticated instruments are commercially available for performing these measurements. However, the problem of converting the dynamic data from the frequency domain to the time domain is fraught with difficulties. The relaxation spectrum is not directly available from the experimental data. It has to be determined in an indirect manner. This particular calculation is one of the classical problems in rheology. Once the discrete relaxation spectrum has been determined the † Current address: Faculty of Computer Science and Information Technology, University of Malaya, 50603 Kuala Lumpur, Malaysia.
corresponding discrete retardation spectrum can be found by direct conversion (see [1, 2] , for example). This information can then be fed into a constitutive equation which may, in turn, be used to simulate the flow of a material through some complex geometry either in the laboratory or in a manufacturing plant.
In this paper several methods for determining the discrete relaxation spectrum of a material are described and compared on some simulated analytical data of Honerkamp and Weese [9] and on some experimental data. A new nonlinear regression technique is introduced in this paper in which the number of discrete modes is increased gradually until the calculated values of the parameters in the model are dominated by a measure of their expected values. The Marquardt-Levenberg method is used to solve the nonlinear least-squares problems. This technique is shown to be competitive with alternative methods and its dynamic nature and automatic termination criterion give it a distinct advantage.
Dynamic experiments
The linear relaxation modulus, G(t), is arguably the most fundamental quantity in the theory of linear viscoelasticity. It relates the stress tensor σ(t) to the rate of deformation tensorγ(t)in the constitutive equation
It is directly measurable by a sudden shear displacement of the material. In small-amplitude oscillatory shear flow with frequency ω and strain given by γ xy (t) = γ 0 e iωt (2) where γ 0 is small enough to satisfy the linearity constraint, the shear stress is generated using (1) . If we write σ xy (t) = G * (ω)γ xy (t)
where G * is the complex shear modulus, then
We write G
, where G ′ and G ′′ are known as the storage and loss moduli, respectively.
For an N-mode Maxwell model the relaxation modulus is given by
where the parameters g i , λ i (1 i N) are the discrete elastic moduli and relaxation times, respectively, of the material. The corresponding discrete relaxation spectrum, H N (t), which is also known as the distribution of relaxation times, has the form
where η i denotes the partial viscosity associated with the ith Maxwell mode and δ(t − λ i ) is the Dirac delta function centred at t = λ i . The partial viscosities are related to the elastic moduli by η i = g i λ i .
Inserting (5) into (4) yields the following expressions for the dynamic moduli
In a dynamic experiment the dynamic moduli are calculated at a discrete set of frequencies. The discrete relaxation times are therefore not directly available.
Mathematical background
The problem of determining the continuous relaxation spectrum of a viscous fluid from dynamic data involves the inversion of the following pair of Fredholm integral equations
where H (λ) denotes the continuous spectrum as a function of the relaxation time λ. The equilibrium modulus G e is finite for solids (G e > 0) and zero for liquids (G e = 0). The inversion of either (7) or (8) or both as a pair is ill-posed in the sense of Hadamard [10] . In particular, this means that small perturbations in the measurements of G ′ (ω) or G ′′ (ω) can lead to arbitrarily large perturbations in the spectrum H (λ). Therefore, great care is required to determine H (λ) from dynamic mechanical data. In practice the discrete relaxation spectrum is determined by fitting models such as the discrete representation of (7) and (8)
to discrete measurements of the storage and loss moduli.
The fitting process is stabilized in various ways, including regularization [4, 8, 9] and restricted parametrization [1, 12, 13] .
One of the main practical difficulties of working with indirect methods is assessing the extent to which information about the relaxation spectrum is not recoverable because of limitations in the measurements of the oscillatory shear data. Davies and Anderssen [3] list the following limitations in the measurements:
(a) the storage and loss moduli are measured over a limited range of frequencies ω min <ω<ω max , say; (b) only discrete sampling at specific frequencies {ω i : 1 i M} is performed; and (c) observational errors occur as a natural consequence of the measurement process.
The limitations imposed by (a) are considered in a recent paper [3] . Contrary to popular belief that the storage and loss moduli over the frequency range ω min <ω<ω max yield information about the relaxation spectrum over the reciprocal frequency range, i.e. (ω max ) −1 <λ<( ω min ) −1 , Davies and Anderssen [3] show that the relaxation spectrum is determined on a shorter interval of relaxation times defined by e π/2 ω
min . A key question concerns the number of discrete relaxation times which can be realistically calculated from the data provided. The overfitting of excessive parameters only represents the noise in the data and not the material behaviour itself. The ill-posed problem can be described by comparing the relationship between the improvement in the least-squares error and the number of modes, N. In figure 1 we give a schematic picture of the typical behaviour of the leastsquares error as the number of modes is increased. There is no discernible improvement in the least-squares error beyond some value of N, sayÑ . In this range of values of N there may not be a unique solution to the least-squares problem. The manifestation of this is that there may be a number of parameter sets which minimize the least-squares error, not all of which are physically meaningful. We would like to construct an algorithm which terminates before the number of modes enters this zone, the beginning of which is marked by a circle in figure 1. Before this region, for N Ñ , the problem appears to be well-posed and the solution reliable.
Suppose that the storage and loss moduli are measured over a discrete set of frequencies {ω i :1 i M}. Then one has to solve the following system of equations
where (14) and N may be unknown. This is a system of 2M equations for the 2N unknowns {g i ,λ i :1 i N}. The nonlinear nature of this sytem makes it extremely difficult to solve. There are several avenues open to us. In the following sections we describe and discuss some of the techniques for doing this. We assume M N .
Regularization techniques

Linear regression method
In this method the discrete relaxation times are given and the least-squares error between the measurements and the expressions for G ′ and G ′′ is minimized with respect to the unknown elastic moduli. Given the data and the matrices K ′ and K ′′ (i.e. the relaxation times are specified) one tries to find the best set of g i for which the objective function
is minimized. This problem can also be formulated as
with
and
In practice, of course, the measurements G i (1 i 2M) are subject to errors. Suppose that the measurement G i is subject to the standard error σ i . Then we denote the measured value by G σ i . The linear regression method seeks to minimize the objective function
An elegant solution of this minimization problem can be derived by performing a singular value decomposition (SVD) of the matrix K (see [9] , for example). Let
where U is the matrix of orthonormal eigenvectors of KK T corresponding to the N largest eigenvalues, V is the matrix of orthonormal eigenvectors of K T K, and W is the diagonal matrix containing the non-zero singular values, w i , i = 1,...,N,o fK. Then the solution of the above minimization problem can be written as
where g and G σ are the vectors of unknowns and measurements, respectively. The standard error for g is given by
Note that if some singular value becomes too small the errors become large. Furthermore, because the expression for g contains reciprocals of the singular values small variations in G σ may cause large changes in g. Therefore, the calculated values of g may be quite different from the true values. It only takes one small singular value or a small condition number of the matrix K, i.e. the ratio of the smallest to largest singular values, for the problem to be ill-posed. This means that the minimum of the objective function may be very flat yielding many solutions that are compatible with the given data. Some of these solutions may be physically meaningless giving, for example, negative values for some of the elastic moduli. Therefore, there are serious shortcomings in the use of the linear regression method to determine the relaxation spectrum.
Regularization method
The source of the difficulty in the method of linear regression lies with the appearance of small denominators in (23). Honerkamp and Weese [9] introduced a regularized version of (23), viz
which converges to g if the regularization parameter µ converges to zero. The form of g µ ensures that no small denominators are present for µ = 0. Note that g µ is going to differ from g for µ = 0 and cannot minimize the same objective function. For w 2 k ≫ µ we have
and for w
It can be shown that g µ is the solution of the following minimization problem: min χ 2 µ , where
The search for a minimum of χ 2 µ leads to a well defined solution in which the difficulties encountered previously have been overcome provided µ has an appropriate value. The extra term in (28) is the square of the norm of g. So the minimization procedure takes into account not only the meansquare deviation of G σ from Kg but also the norm of g. The parameter µ weights these two terms.
There are several strategies in the theory of TikhonovPhillips regularization to determine µ. Honerkamp and Weese [9] examine several ways of doing this. These include the discrepancy principle, a method based on the minimization of the predictive mean-square signal error and the self-consistence method which is a modified form of the discrepancy principle. This latter method is shown to be more robust and reliable than the others, as far as the determination of the discrete relaxation spectrum is concerned, in the sense that the estimated regularization parameter is nearly constant and unsuccessful determinations of the spectrum do not appear.
Nonlinear regression techniques
One of the drawbacks of linear regression methods, apart from the obvious ill-posedness, is that the relaxation times are specified a priori. If some of these are placed too close together then the neighbouring columns of K will become almost linearly dependent. This leads to small singular values. Note that if two columns of a matrix are linearly dependent then this will produce a zero singular value. In nonlinear regression methods the relaxation times themselves are allowed to be fully adjustable as well. The objective function is now nonlinear with respect to the relaxation times and therefore nonlinear regression techniques need to be used to determine the solution. Additionally, the number of modes, N, can be chosen to be a freely adjustable parameter.
The choice of N is crucial for the success of methods of this type. With too few relaxation modes the least-squares error is large. However, it decays rapidly when a few more relaxation modes are added. Winter and Baumgaertel [12] minimize the χ 2 function defined by (15) with an initial number of modes between one and two per decade. They found that it was advantageous to start with a large number of relaxation modes and to allow their numerical procedure to merge or eliminate unnecessary ones. Beyond some critical value of N, say N c , the least-squares error will not improve significantly and negative values of the elastic moduli may begin to appear. Initially, Winter et al [13] select N to be some large number which is decreased gradually until all the elastic moduli are positive.
An alternative way of keeping the problem well-posed is the one we adopt in this paper. We start with a single mode and increase the number of modes smoothly, ensuring the problem is well-posed throughout the process. The nonlinear least-squares problem at each stage is solved using the Marquardt-Levenberg method.
The discrete relaxation times and elastic moduli are determined by minimizing the following objective function [1] :
where G ′ (ω j ) and G ′ (ω j ) are defined by (9) and (10) A nonlinear least-squares technique is used to determine the unknown parameters in this model. Several methods are available to perform this task. We have selected the Marquardt-Levenberg algorithm for this purpose. This will be described in the next section. The discrete relaxation times and elastic moduli are determined in the following order
Once the discrete relaxation spectrum of a material is known it can be used to simulate data from other transient experiments. The results in [13] illustrate the success of this strategy. It should be noted, however, that the discrete relaxation spectrum is only valid for the time or frequency window corresponding to the input data [14] .
The Marquardt-Levenberg method
Gradient methods are known to perform well for parameter estimation problems which involve the minimization of the least-squares error of some residual. Consider the minimization problem
where
is the objective function. We assume M K. Typically each iteration of a gradient method requires:
(1) the evaluation of the gradient g ≡∇F of the objective function, (2) the determination of the new search direction, Gg, where G is a given matrix. The choice of the matrix G characterizes a particular gradient method from the family of available methods. Difficulties with convergence of gradient methods are usually associated with indefiniteness or nearsingularity of the matrix G.
We define the gradient, g, of the objective function F by
We also define the Hessian matrix, H , associated with F by
It is conventional to write
Then we may write
where the vector f is defined by f i ≡ f i (x). Newton's method for solving (30) takes the form
where p (k) is known as the search direction and g (k) ≡ g(x k ). Convergence is quadratic near the minimum unless H(x (k) ) becomes singular. The convergence and stability of Newton's method may be improved by using
instead of the inverse of the Hessian in (36). This is an approximation to the Hessian matrix H in which the second term in (33) has been neglected. The resulting method is known as the Gauss-Newton method. Provided the rank of J is K, the matrix J T J is positive definite and therefore the direction defined by (J T J)
The penalty for stability of the Gauss-Newton method is that unless f i (x) → 0 at the minimum or the functions f i (x) are linear in x then the ultimate convergence of this method is only linear.
However, it is possible to get into a situation in which J is not of full rank so that J T J is positive semi-definite. If g
is in the null space of J T J so g (k) = γ i v i , where v i are the eigenvectors corresponding to the zero eigenvalues then
This means that the line starts out horizontally and the process appears to converge to a point which is not a stationary value. An alternative then is to choose
with µ (k) > 0. The search direction now lies between the Gauss-Newton direction and the downhill gradient. One can always find a value of µ (k) such that J T J + µ (k) I is positive definite. This is the basis of the MarquardtLevenberg method. It exploits the advantages of both the Gauss-Newton method and the maximum gradient method. For small values of µ (k) the method behaves like the GaussNewton method. However, when µ (k) is large the diagonal of the matrix J T J + µ (k) I is dominant and the method becomes a maximum gradient method.
The fitting of a model to data
Suppose that we have some experimental measurements y i (1 i M) at the data points x i (1 i M). Suppose we wish to fit some model Y(x, b) to this data where b contains the unknown model parameters. This may be done by minimizing the objective function χ 2 (b) defined by
where σ i is the standard error of the measurement y i . The gradient of χ 2 with respect to each component of b can be calculated by determining the derivative of χ 2 with respect to each b k (1 k K):
The elements of the Hessian matrix of χ 2 are given by
An approximation to the latter is
The term neglected in (42) contains the residual y i − Y(x i , b) as a factor. Since one would hope that the residuals are small this seems a reasonable approximation to the Hessian matrix particularly near the minimum. It also means that one does not have to calculate second derivatives of the model Y(x,b). For a given approximation, b (k) ,tob the entries of the matrix J (k) and vector g (k) are defined by
The Marquardt-Levenberg method for minimizing (39) is then
(45)
The parameter µ (k) may be viewed as a regularization parameter which prevents the coefficient matrix in (45) becoming semi-definite.
The Marquardt-Levenberg algorithm
In this section we apply the Marquardt-Levenberg algorithm to determine the K parameters b k , k = 1,...,K, in the problem described in section 6.1. The input parameters are the number of unknowns, K, and an initial approximation to those unknowns. On termination the algorithm will yield the vector b which minimizes χ 2 (b) defined by (39).
Algorithm
(1) Set k ← 0 and define an initial approximation b (k) to b.
(4) Compute the entries of J (k) and g (k) .
(5) Solve (45) for (δb) (k) .
then set µ (k) ← 10µ (k) and goto (5), else set µ (k) ← max(0.1µ (k) , 10 −7 ) and update the solution
| <ǫ then stop else set k ← k + 1 and goto (4).
Determination of the relaxation spectrum
If we write σ i = σ 0 G σ i then the objective function given by (21) can be rewritten in the form
Recall that the minimization of χ 2 is now performed over the parameter space {λ i ,g i :1
i N} where N is also allowed to vary. The entries of the 2M × N matrix K depend nonlinearly on the relaxation times λ i ,1 i N .
At each step in the procedure a new mode is introduced into the discrete spectrum and the parameters which minimize the objective function are determined to within a prescribed tolerance. This iterative procedure is repeated while the standard errors of the unknown parameters are lower than the calculated values of the parameters. The final spectrum is then given by the values obtained in the last but one iteration. The relaxation times and elastic moduli are in b.
Stop.
To implement the Marquardt-Levenberg method on this problem we need to define the following matrices and derivatives. First of all, we define the matrix
which enables us to write the first derivatives of χ 2 with respect to g k and λ l :
Then the following approximations to the Hessian matrix of χ 2 are constructed:
These are the approximations which result in the GaussNewton method.
Stopping criteria
The algorithm described in the previous section determines the discrete relaxation spectrum of a material. The number of relaxation times is increased steadily until they are no longer reliable. Our test for reliability involves checking the computed values of the relaxation times and elastic moduli against the diagonal entries of the covariance matrix. The diagonal entries of this matrix give the expected values of the squares of the errors. Once the computed values are dominated by their respective variances the algorithm is terminated and the spectrum calculated at the previous iteration is taken to be the solution of the least-squares process. This procedure would seem to give a reliable spectrum, and to avoid problems of ill-posedness associated with demanding 'too many' modes. This stopping criterion seems to be more soundly and mathematically based than an alternative strategy which involves terminating the algorithm when one of the elastic moduli becomes negative.
Numerical results
Analytical data
The first example to be considered is for a model material and is generated from a relaxation spectrum proposed by Honerkamp and Weese [9] . This is a double Gaussian spectrum and is defined by
and K = 100. The corresponding simulated experimental results for the storage and loss moduli are given by
(63) for i = 1,...,N, and ω a = 1 × 10 −3 , ω b = 1 × 10 3 and N = 30. Orbey and Dealy [11] present a comparison of a number of different methods for determining the discrete spectrum of this hypothetical material.
The exact spectrum (•) is shown in figure 2 . Also shown in figure 2 is the simulated discrete spectrum (*) obtained by the nonlinear regression technique described in this paper. Orbey and Dealy [11] , in figure 1 of their paper, provide a comparison of the regularization method of Honerkamp and Weese [9] and the nonlinear regression technique of Figure 2 . The double Gaussian spectrum of Honerkamp and Weese [9] defined by (59) and (60) and the normalized spectrum obtained using the nonlinear regression technique on the exact data, i.e. σ = 0. Baumgaertel and Winter [1] . Since different ranges and numbers of relaxation times are used in each method, the elastic moduli are normalized by dividing by a constant, g 0 , where
The spacing between the relaxation times in the nonlinear regression techniques is not uniform. The method presented in this paper determines eight relaxation times and as can be seen in figure 2 these lie on or very close to the original spectrum. A comparison of this discrete spectrum with those generated by the other techniques shows that it falls slightly closer to the original spectrum and is therefore competitive with these methods. The next numerical experiment assumes that the simulated experimental data are affected by a relative error of size σ in the following manner Figure 4 . The double Gaussian spectrum of Honerkamp and Weese [9] defined by (59) and (60) and the normalized spectrum obtained using the nonlinear regression technique on the noisy data with σ = 0.04. Table 3 . Discrete spectrum and estimated errors for sample C. where N(0, 1) denotes a normally distributed random number. With σ = 0.04 we use the data listed in table I of Honerkamp and Weese [9] . In figure 3 we compare the exact dynamic moduli given by (61) and (62) and the numerically simulated fit to the 'noisy' data. An excellent fit to the exact data is obtained by a five-mode spectrum determined by the nonlinear regression method. A more sensitive test of the method, however, is a comparison between the relaxation spectrum given by (59) and (60) and the five-mode spectrum generated from the noisy storage and loss moduli. A comparison between the two is provided in figure 4 . Again, a satisfactory fit to the spectrum is obtained with the computed discrete relaxation spectrum lying very close to the exact analytical spectrum despite using contaminated dynamic data.
Experimental data
The nonlinear regression algorithm described in this paper is now applied to experimental data sets for the following material samples:
Sample A, Neste HDPE (Grade 3415) at 190
• C Sample B, Neste HDPE (Grade 3416) at 190
• C Sample C, The model fluid S1 (see [5] , for example) (a solution of 2.5% weight polyisobutylene in a solvent of 19 parts Decalin to 20 parts polybutene)
The discrete relaxation spectrum and corresponding elastic moduli for each of these materials are given in tables 1, 2 and 3, respectively. Also shown in these tables are the estimates of the standard errors which are used to determine the number of modes that are appropriate. Adding an extra relaxation mode to each of these spectra would produce values smaller than the estimated variances and, therefore, would be meaningless. In tables 4 and 5, we show what happens when we continue the algorithm to N = 8 for samples A and B, and in table 6 when N = 6 for sample C. Note that our sole purpose in presenting the results in tables 4-6 is to demonstrate that the algorithm does indeed stop before the calculated values are dominated by an estimate of the error. Note that in these tables the values of the relaxation times and elastic moduli are smaller than their estimated variances and so these results are untrustworthy. In the case of Sample C one of the elastic moduli becomes negative when N = 6 (see table 6 ). In figures 5, 6 and 7, we demonstrate the fit of the data by plotting the graphs of the dynamic moduli as defined by (9) and (10) . The corresponding data points are also plotted. In figure 8 we show how the least-squares error decreases as the number of modes is increased for sample A. We notice that beyond N = 5 there is little discernible improvement in the leastsquares error. This is the point at which our stopping criteria cuts in and terminates the algorithm. The behaviour of the least-squares error (defined by (50) with σ 0 = 1) with increasing N is shown in table 7 for sample A. Here we see very clearly that there is very little improvement in increasing Table 6 . Extended discrete spectrum and estimated errors for sample C with N = 6. typically takes around 40-70 iterations to converge to within the required tolerance. For larger values this number increases to at most 120 iterations. For the three data sets we have considered the program takes around 3 min to run on a PC with processor speed of 100 MHz.
The analysis of Davies and Anderssen [3] suggests that for the given frequency ranges in their appendices A-C that the corresponding relaxation spectrum is determined in the interval 0.019 <λ<3.309 for samples A and B, and 0.0048 <λ<3.300 for sample C. We note that the spectra we have determined fall outside this range. If we restrict the spectra to lie inside the predicted intervals then the accuracy of the least-squares fit to the data is poor, although Davies and Andersson [3] would argue that that is all one can expect from the available data.
Calculation of discrete retardation spectra
A knowledge of the discrete relaxation spectrum enables one to define the corresponding discrete retardation spectrum [6, 7] . An alternative linear viscoelastic constitutive equation expresses the strain in terms of the history of the time derivative of the stress, i.e.
where J(t) is the creep compliance. The linear relaxation function G(t) and the creep compliance are related by
Since we have an expression for the relaxation spectrum in closed form one can solve (65) using the Laplace transform techniqueĜ 
is substituted into (66) to give the following representation for the Laplace transform of the retardation spectrum
The N − 1 discrete retardation times are the inverses of the real roots of
The ordering of the relaxation and retardation times is found to be [9] . λ 1 < 1 <λ 2 < 2 < ··· <λ N−1 < N −1 <λ N .
The full details of this procedure are given in [1] together with the derivation for a viscoelastic solid (G e = 0).
Conclusion
The determination of the discrete relaxation spectrum of a viscoelastic material is an important but difficult process. The determination of the continuous relaxation spectrum by inverting the Fredholm integral equations (7) and (8) is well known to be an ill-posed problem. When linear regression is used to determine the discrete relaxation spectrum problems occur when some of the relaxation times are close.
In this paper we have introduced a new nonlinear regression technique, based on the Marquardt-Levenberg procedure, for the determination of the discrete relaxation spectrum. A comparison with other techniques has been presented for some simulated analytical data of Honerkamp and Weese [9] . The new approach compares very favourably with other techniques. In this approach the number of discrete modes is gradually increased. The expected values of the model parameters are used to guide the decision when to terminate the calculation. This strategy is applied to experimental data obtained for real fluids and shown to be robust and reliable.
