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PERBANDINGAN 3  METODE DATA MINING UNTUK PENENTUAN KADAR 
KOLESTEROL DI RSUD dr.MOEWARDI SURAKARTA 
 
Abstrak 
Rumah Sakit Umum Daerah dr.Moewardi menyediakan pelayanan untuk pemeriksaan penentuan kadar kolesterol 
yang diklasifikasikan menjadi tiga kategori yaitu kadar kolesterol normal, kurang dan lebih. Pemeriksaan ini 
bertujuan untuk mengetahui kadar kolesterol yang dimiliki oleh pasien. Kolesterol merupakan salah satu panel 
pemeriksaan di laboratorium RSUD dr.Moewardi Surakarta yang paling sering dilakukan. Sehingga dalam satu 
hari bisa mencapai seratus sampel pemeriksaan. Dengan data yang berlimpah dan berkelanjutan maka dapat 
dimanfaatkan sebagai proses data mining. Teknik data mining yang digunakan dalam penentuan kadar kolesterol 
ini menggunakan metode Decision Tree Algoritma Index Gini, Naive Bayes dan Rule Induction. Sedangkan atribut 
yang digunakan terdiri dari Jenis Kelamin, Usia, Riwayat Merokok, Indeks Masa Tubuh dan Kadar Kolesterol. 
Dalam melakukan analisa ini menggunakan bantuan software RapidMiner 5 untuk mengetahui metode apa yang 
paling akurat. Pengimplementasian data mining menggunakan perbandingan 3 metode dapat diketahui bahwa 
berdasarkan dari nilai recall , metode rule induction mempunyai nilai yang lebih tinggi dibandingkan metode yang 
lain dengan nilai recall sebesar 95,12%. Berdasarkan nilai accuracy dan nilai precision , metode naïve bayes 
mempunyai nilai lebih tinggi dibandingkan metode yang lain dengan nilai accuracy sebesar 54,83% dan precision 
sebesar 55,01%. Variabel yang paling berpengaruh dalam penelitian ini untuk menentukan kadar kolesterol pasien 
yaitu riwayat merokok.  
Kata kunci: Data Mining ,  Decision Tree  Algoritma  Index Gini, Kolesterol, Naïve 
Bayes, Rule Induction  
Abstract 
dr.Moewardi public region hospital provides service for determining cholesterol levels checkup that classified into 
3 categories they are , normal cholesterol, less and more. With cholesterol levels checkup, it can be known the 
cholesterol levels. Cholesterol is one of checkup panel in RSUD dr.Moewardi Surakarta. In one day it can reach 
one hundred of checkup samples. Continous data are plentiful and can be used for data mining process. Data 
mining techniques used in determining of cholesterol levels are Decision Tree Algoritma Index Gini, Naive Bayes 
and Rule Induction.method. While the attributes that are used such as gender, age, and relate a story of smoke, 
history of diabetes and cholesterol levels. RapidMiner 5  software is used to find out what the best method. The 
comparison of 3 methods can be calculated based on recall,Rule induction method has higher value than other 
method with recall value 95,12%. Based on accuracy value and precision, Naïve bayes method has higher value 
than other method with accuracy value 54,83% and precision value 55,01%. The most influential variable in 
determine cholesterol levels of patient is relate a story of smoke. 
Keywords: Cholesterol, Data Mining, Decision Tree Algoritma  Index Gini , Naïve Bayes, 
Rule Induction  
 
1. PENDAHULUAN 
Kolesterol merupakan salah satu senyawa lemak yang lunak, berwarna kuning, yang diproduksi oleh 
tubuh, terutama di dalam hati. Setiap hari, hati menghasilkan sekitar 800 miligram kolesterol. Selain 
dari hati, kolesterol juga dapat berasal dari makanan produk hewani, makanan laut, susu,  dan  produk  
olahan  susu. Kolesterol pada kadar normal berguna bagi kesehatan, kolesterol merupakan salah satu 
bentuk lemak penting yang diperlukan tubuh yaitu untuk pembentukan sel. Hembing (2008:1) dalam 
Purwaningtyas dan Kusumaningtyas (2011). Rumah Sakit Umum Daerah dr.Moewardi yang berdiri 
sejak tahun 1912 merupakan salah satu Rumah Sakit yang beralamat di Jalan Kolonel Sutarto 132, 
Surakarta. Di rumah sakit tersebut memberikan pelayanan untuk pemeriksaan penentuan kadar 
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kolesterol yang diklasifikasikan menjadi tiga kategori yaitu kadar kolesterol normal, kurang dan 
lebih. Kolesterol merupakan salah satu panel pemeriksaan di laboratorium rumah sakit umum daerah 
Dr.Moewardi Surakarta yang paling sering dilakukan. Sehingga dalam satu hari bisa mencapai seratus 
sampel pemeriksaan. Dengan demikian data sampel setiap harinya selalu meningkat. Menentukan 
kadar kolesterol yang dilakukan secara manual dinilai kurang efisien, karena data yang digunakan 
cukup banyak sehingga menyita waktu, membutuhkan ketelitian dan menguras tenaga. 
  
Data mining merupakan proses untuk menganalisis data mentah dengan bantuan komputer dan 
mengekstraksi maknanya (Milovic, 2011). Dalam penelitian ini menerapkan proses data mining, 
selain untuk mendapatkan informasi penentuan kadar kolesterol diharapkan juga dapat menganalisis 
dari faktor – faktor yang paling berpengaruh dalam penentuan kadar kolesterol. Dengan demikian 
dapat dianalisis penentuan kadar kolesterol yang sudah ada serta menemukan informasi strategis 
dalam proses pengklasifikasian kadar kolesterol terhadap pasien. Berdasarkan permasalahan tersebut, 
maka dalam penelitian ini akan dilakukan perbandingan terhadap 3 metode untuk penentuan kadar 
kolesterol menggunakan data mining, yaitu metode naive bayes, decision tree algoritma index gini 
dan rule induction. Naive Bayes merupakan pengklasifikasian dengan metode probabilitas dan 
statistic untuk memprediksi peluang di masa depan (Bustami, 2013). Index gini dipilih sebagai 
pengukuran split karena algoritma entrophy  memiliki operasi matematis yang lebih kompleks 
dibandingkan dengan metode berbasis gini index (Mandyartha, 2015). Menurut Kryszkiewicz dalam 
Dai (2011) metode rule induction digunakan untuk toleransi relasi dan mendefinisikan fungsi untuk 
sistem informasi yang tidak lengkap dan masing-maisng tabel keputusan. Diharapkan setelah 
diterapkannya data mining, dapat memberikan informasi pemeriksaan penentuan kadar koletserol 
dengan mudah bagi pasien serta memudahkan pihak rumah sakit untuk memberikan pelayanan 
pemeriksaan penentuan kadar kolesterol terhadap pasien secara efisien.  
 
2. METODE PENELITIAN 
2.1 Penentuan Variabel 
Variabel yang akan digunakan dalam proses data mining ini  ditentukan berdasarkan tujuan dari 
penelitian. Atribut-atribut yang digunakan yaitu seperti pada tabel.1. 
Tabel 1. Atribut yang digunakan 
Atribut Variabel 
Kadar Kolesterol Y 
Jenis Kelamin X1 
Usia X2 
Riwayat Merokok X3 




2.2 Pengumpulan data 
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Data-data yang digunakan adalah menggunakan data pasien pemeriksaan kolesterol tahun 2015 yang 
dimiliki oleh pihak RSUD dr.Moewardi Surakarta. 
 
2.3 Penentuan sampel 
Banyaknya data pasien yang diperoleh dari Rumah Sakit Umum Daerah dr.Moewardi Surakarta 
kemudian dihitung untuk menentukan jumlah sampel yang digunakan sebagai data pelatihan proses 
data mining dengan metode Slovin (Nugroho, 2014) seperti pada persamaan 1 
 
  𝑛 =
𝑁
1+𝑁𝑒2
… … … … … … … … … … … … … … … … … … … … … … . (1) 
Keterangan : 
n = jumlah sampel 
N = jumlah keseluruhan data / populasi 
e = galat kesalahan (sebesar 5%) 
 
3.1 2.4 Naive Bayes 
Naive Bayes merupakan pengklasifikasian dengan metode probabilitas dan statistic untuk 
memprediksi peluang di masa depan. (Bustami, 2013) 




 ………......................................... (2) 
 
3.2 2.5 Decision Tree Algoritma Index Gini  




  ................................... ( 3 ) 
3.3 2.6 Rule Induction 
Hermawati (2013) menyatakan rumus induksi terdapat pada persamaan 4 dan 5. 
a. Menghitung nilai support 
𝜎(𝑋 ∪ 𝑌) 
s (X     Y) =  
            N                    ................ ( 4 ) 
 
b. Mencari nilai confidence 
𝜎(𝑋 ∪ 𝑌)     
c(X     Y) =  






                   C 
Gini (A) = 1 - ∑ Pk2 




3. HASIL DAN PEMBAHASAN 
3.4 3.1 Pengambilan sampel 
Apabila dalam satu tahun jumlah data pasien pemeriksaan kolesterol RSUD dr.Moewardi Surakarta 






n = 9000 / 1 + 9000 x (0,05)2 
n = 9000 / 1 + 9000 x 0,0025 
 n = 9000/ 1 + 22,5 
    n = 9000 / 23,5  
    n = 382,9787234 pasien 
  Jadi dibulatkan menjadi 383 pasien yang digunakan bahan sampling. 
 
3.5 3.2 Implementasi Naive Bayes menggunakan RapidMiner 5 
Rancangan proses untuk prediksi data penentuan kadar kolesterol pasien menggunakan RapidMiner 
5 seperti pada gambar 1 
.    Hasil Naive Bayes dengan tampilan text view seperti pada gambar 1. 
      
Gambar 1. Tampilan hasil Naive Bayes pada Text View 
 
Hasil SimpleDistribution seperti dalam gambar 1 menunjukkan model distribusi Naïve Bayes. 
Berdasarkan hasil naïve bayes, dapat dilihat bahwa model distribusi nilai kelas Normal sebesar 0.535, 













    Hasil prediksi yang telah dieksekusi dapat dilhat pada gambar 2. 
       
Gambar 2. Hasil Naive Bayes untuk prediksi penentuan kadar kolesterol 
     
3.6 3.3 Implementasi Decision Tree menggunakan RapidMiner5 
Hasil skema pohon yang telah dieksekusi dari data penentuan kadar kolesterol menggunakan 
RapidMiner 5 ditunjukkan pada  gambar 3. 
 
Gambar 3. Hasil skema Decision Tree untuk klasifikasi data pasien pemeriksaan kolesterol 
 
Dari hasil pohon keputusan pada gambar 3 atribut Riwayat Merokok menempati posisi 
sebagai root node. Posisi internal node pertama pada Riwayat Merokok “tidak” dan Riwayat Merokok 
“ya” adalah atribut Indeks Masa Tubuh.. Semua variabel yang digunakan dalam penelitian ini 
mempengaruhi dalam penentuan kadar kolesterol pasien.  
 
3.7 3.4  Implementasi Rule Induction  menggunakan RapidMiner 5  
Rancangan proses untuk memprediksi kadar kolesterol pasien menggunakan metode Rule Induction 
menggunakan RapidMiner 5. Hasil pada scatter plot Rule Induction berdasarkan data training dapat 
dilihat pada gambar 4. 
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Hasil pada scatter plot Rule Induction berdasarkan data training dapat dilihat pada gambar 4. 
 
Gambar 4. Scatter Plot Rule Induction    
 
Berdasarkan plot view pada gambar 4, penentuan kadar kolesterol pasien dengan indeks masa 
tubuh “gemuk”, “kurus” maupun “normal” dengan jenis kelamin “laki-laki” maupun “perempuan” 
menunjukkan bahwa kadar kolesterol pasien lebih dominan dengan kadar kolesterol “normal” 
dibandingkan dengan kadar kolesterol “kurang” dan “lebih”.  
 
3.5 Implementasi Perhitungan Naive Bayes  
Sebagai contoh diambilkan salah  satu data uji yang memiliki ciri sebagai berikut : Laki-laki, usia 
dewasa, riwayat merokok tidak dan indeks masa tubuh gemuk. Apakah pasien teresebut mempunyai 
kadar kolesterol kurang, normal atau lebih? 
Fakta menunjukkan :  
P( Y =Kurang)= 0/50= 0,067 
P( Y =Normal)= 44/50= 0,878 
P( Y =Lebih)= 6/50= 0,056 
 
P (X1=Laki-laki |Y= Kurang)= 0/0 = 0 
P (X1=Laki-laki |Y= Normal)= 16/44 = 0.364 
P (X1=Laki-laki|Y= Lebih)= 5/6 = 0,833 
 
P (X2=Dewasa |Y= Kurang)= 0/0 = 0 
P (X2=Dewasa |Y= Normal)= 38/44 = 0,864 
P (X2=Dewasa |Y= Lebih)= 5/6 = 0,833 
 
P (X3=Tidak |Y= Kurang) = 0/0 = 0 
P (X3= Tidak |Y= Normal) = 44/44 = 1 
P (X3= Tidak |Y= Lebih ) = 0/6 = 0 
 
P (X4= Gemuk |Y=Kurang)= 0/0 = 0 
P (X4= Gemuk |Y=Normal)= 8/44 = 0,182 
P (X4= Gemuk |Y= Lebih)= 3/6 = 0,5 
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HMAP dari keadaan ini dapat dihitung dengan :  

































=  0,001 

















KEPUTUSAN PENENTUAN KADAR KOLESTEROL  =  NORMAL.  
 
3.8 3.6 Implementasi Perhitungan Decision Tree 
3.6.1 Menentukan Root Node 
Atribut yang memiliki nilai gini split paling rendah akan di pilih sebagai root node. Hasilnya dapat 
dilihat pada tabel.2. 
 
Tabel 2. Gini Split terendah  
Atribut Nilai Gini Split 
Jenis Kelamin 0,566 
Usia 0,565 
Riwayat Merokok 0,562 
Indeks Masa Tubuh 0,564 
 
Dari     hasil   seperti pada tabel 2 dapat disimpulkan bahwa atribut  riwayat merokok 
menempati sebagai root node. Dapat dilihat pada gambar 5. 
 
Gambar 5. Root Node    
3.6.2 Menentukan Internal Node pertama 
Menentukan internal node pertama pada riwayat merokok “tidak”  didapatkan nilai  gini split  seperti  
pada tabel  3. 
Tabel 3. Nilai Gini Split  Indeks Masa Tubuh  
Nilai Gini Split Riwayat Merokok 
“Tidak” 
Jenis Kelamin 0,561 
Usia 0,560 
Indeks Masa Tubuh 0,559 
 
Dari     hasil   seperti pada tabel 3 dapat disimpulkan bahwa atribut  indeks masa tubuh  




Gambar 6. Internal Node Pertama 
 
3.6.3 Menentukan Internal node kedua   
Menentukan internal node kedua pada riwayat merokok “tidak” dan indeks masa tubuh “gemuk” 
hasilnya seperti pada tabel.4. 
 
Tabel 4. Nilai Gini Split riwayat merokok “tidak” dan indeks masa tubuh “gemuk” 
Nilai Gini Split  
Riwayat Merokok “Tidak” dan 
Indeks Masa Tubuh “Gemuk” 
Jenis Kelamin 0,542 
Usia 0,543 
       
    Dari     hasil   pada tabel 4 dapat disimpulkan bahwa atribut  jenis kelamin”  merupakan 
internal  node kedua pada riwayat merokok “tidak” dengan indeks masa tubuh “gemuk”, seperti 
pada gambar 7. 
 
Gambar 7. Internal Node Kedua    
 
3.6.4 Menentukan Internal node ketiga dan leaf node   
 Setalah jenis kelamin sebagai internal node kedua maka usia sebagai internal node ketida. 
Selanjutnya menentukan leaf node pada riwayat merokok “tidak”, indeks masa tubuh “gemuk”, 
jenis kelamin “laki-laki” dan usia “dewasa tua” hasilnya seperti pada table 5. 
Tabel 5. Nilai Gini Split  Usia “Dewasa Tua” 
Nilai Gini Split 
Riwayat Merokok “Tidak”, Indeks 
Masa Tubuh “Gemuk”, Jenis Kelamin 
“Laki-laki” dan Usia “Dewasa Tua” 
Usia 0,000 
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     Dari hasil tersebut dapat disimpulkan bahwa riwayat merokok “tidak, indeks masa 
tubuh”gemuk” dengan jenis kelamin “laki-laki” dan usia “dewasa tua” maka menghasilkan leaf 
node “normal” dikarenakan hasil dari semua gini split  bernilai 0 dan probabilitas pasien dengan 
kadar kolesterol lebih dan kurang tidak ada.. Hasil pada gambar 8. 
 
Gambar 8. Leaf Node 
 
3.9 3.7 Implementasi Rule Induction  
Berdasarkan pada plot view seperti pada gambar 4 bahwa kadar kolesterol “normal” lebih dominan 
terhadap indeks masa tubuh “gemuk”, “kurus” dan “normal” dengan jenis kelamin “perempuan”. 
Begitu juga dengan indeks masa tubuh “gemuk, “kurus” atau “normal” juga menghasilkan lebih 
banyak kadar kolesterol “normal”. 
 
3.8 Hasil Perbandingan Metode 
Untuk mengetahui tingkat keakuratan dari  metode yang paling baik dalam penelitian ini yaitu 
Decision Tree algoritma Index Gini, Naive Bayes dan Rule Induction. Setelah semua metode dianalisa 
maka selanjutnya melakukan perbandingan dalam hitungan Accuracy, Precision dan Recall. Hasil 
perbandingan dapat dilhat pada tabel 6. 
  
   Tabel 6. Hasil Perbandingan  
Komponen Decision Tree Naive Bayes Rule Induction 
Accuracy 53,26% 54,83% 54,31% 
Precision 53,74% 55,01% 54,47% 
Recall 94,63% 93,66% 95,12% 
 
   Berdasarkan hasil perbandingan pada tabel 6 dapat disimpulkan bahwa berdasarkan nilai 
accuracy dan precision metode Naive Bayes lebih baik digunakan karena naïve bayes memiliki 
nilai accuracy dan precision lebih tinggi dari metode lainnya yaitu nilai accuracy sebesar 54,83% 
dan nilai precision sebesar 55,01%. Namun berdasarkan nilai recall, metode rule induction lebih 
baik digunakan karena  dalam penelitian ini karena mempunyai nilai recall lebih tinggi dari 
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metode yang lainnya yaitu sebesar 95,12%. Metode decision tree mempunyai nilai accuracy, 
precision dan recall paling rendah dari metode naïve bayes dan metode rule induction.   
 
3.10 3.9 Interpretasi Hasil Penelitian 
Dari hasil analisis yang dilakukan, telah memberikan gambaran  untuk menentukan kadar kolesterol 
dengan menggunakan berbagai metode. Metode yang digunakan dalam penelitian ini yaitu metode 
Decision Tree Algoritma Gini Index, Naive Bayes dan  Rule Induction. Interpretasi hasil penelitian 
ini dijabarkan sebagai berikut: 
 
1. Interpretasi menggunakan metode Decision Tree Algoritma Gini Index  
    Dalam penelitian ini, Riwayat Merokok merupakan variabel yang paling 
mempengaruhi. Hal ini terbukti pada metode ini menyatakan bahwa riwayat merokok 
menempati posisi sebagai root node. Aturan yang terbentuk dari hasil penelitian bahwa :  
a. Jika riwayat merokok “tidak” , indeks masa tubuh “gemuk”, jenis kelamin “laki-laki” atau 
jenis kelamin “perempuan” dan usia “dewasa” atau usia “dewasa tua” akan menghasilkan 
kadar kolesterol “normal”.  
b. Jika riwayat merokok “tidak”, indeks masa tubuh “kurus”, jenis kelamin “laki-laki” atau 
jenis kelamin “perempuan” dengan usia “dewasa” atau usia “dewasa tua” juga sama 
menghasilkan kadar kolesterol “normal” seperti pada riwayat merokok “tidak” dengan 
indeks masa tubuh “gemuk”.  
c. Jika riwayat merokok “tidak”, indeks masa tubuh “normal” akan bergantung pada usia, 
pada usia “dewasa” akan bergantung pada jenis kelamin baik “laki-laki” maupun 
“perempuan” akan menghasilkjan kadar kolsetrol “normal”.  
d. Jika riwayat merokok “tidak”, indeks masa tubuh “normal” dan usia “dewasa tua” akan 
bergantung pada jenis kelamin, untuk jenis kelamin “laki-laki” akan menghasilkan kadar 
kolesterol “lebih” sedangkan jenis kelamin “perempuan” akan menghasilkan kadar 
kolesterol “normal”.  
e. Jika riwayat merokok “ya”, indeks masa tubuh “gemuk” dengan jenis kelamin “laki-laki” 
dan usia “dewasa” maupun “dewasa tua” maka akan menghasilkan kadar kolesterol 
“lebih”. 
f.  Jika riwayat merokok “ya”, indeks masa tubuh “kurus” dengan usia “dewasa” dan jenis 
kelamin “laki-laki” akan menghasilkan kadar kolesterol “normal”, sedangkan dengan 
jenis kelamin “perempuan” akan mengahsilkan kadar kolesterol “lebih”.  
g. Jika riwayat merokok “ya”, indeks masa tubuh “normal” dengan usia “dewasa” dan jenis 
kelamin “laki-laki” akan menghasilkan kadar kolesterol “normal” dan untuk jenis 
kelamin “perempuan” maka akan menghasilkan kadar kolesterol “lebih”.  
 
 
2. Interpretasi menggunakan metode Naive Bayes 
   Dalam penelitian ini menghasilkan prediksi yaitu  
a. Pasien dengan jenis kelamin “perempuan”, usia “dewasa”, riwayat merokok “tidak” dan 
indeks masa tubuh “normal” menghasilkan kadar kolesterol “normal”.  
b. Sedangkan pasien dengan jenis kelamin “laki-laki”, usia “dewasa”, riwayat merokok “ya” 




3. Interpretasi menggunakan metode Rule Induction 
 Algoritma rule induction melakukan perhitungan data set, namun pada data pasien 
pemeriksaan kadar kolesterol ini tidak ditemukan sequential item set. Hasil dari 




Berdasarkan hasil penelitian maka dapat ditarik kesimpulan bahwa : 
 
1. Riwayat Merokok merupakan variabel yang paling berpengaruh dalam penelitian ini. Hal ini 
terbukti pada metode decision tree yang menyatakan bahwa Riwayat Merokok menempati 
posisi sebagai root node.  
2. Berdasarkan nilai accuracy dan precision metode naïve bayes lebih baik digunakan dalam 
penelitian ini dibandingkan dengan metode yang lain karena naïve bayes memiliki nilai 
accuracy sebesar 54,83% dan nilai precision sebesar 55,01%   
3. Berdasarkan nilai recall, metode rule induction lebih baik digunakan dalam peelitian ini, 
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