Abstract.-Likelihood applications have become a central approach for molecular evolutionary analyses since the first computationally tractable treatment two decades ago. Although Felsenstein's original pruning algorithm makes likelihood calculations feasible, it is usually possible to take advantage of repetitive structure present in the data to arrive at even greater computational reductions. In particular, alignment columns with certain similarities have components of the likelihood calculation that are identical and need not be recomputed if columns are evaluated in an optimal order. We develop an algorithm for exploiting this speed improvement via an application of graph theory. The reductions provided by the method depend on both the tree and the data, but typical savings range between 15% and 50%. Real-data examples with time reductions of 80% have been identified. The overhead costs associated with implementing the algorithm are minimal, and they are recovered in all but the smallest data sets. The modifications will provide faster likelihood algorithms, which will allow likelihood methods to be applied to larger sets of taxa and to include more thorough searches of the tree topology space. [DNA sequence; graph theory; likelihood; phylogeny; traveling salesman problem.]
The use and influence of likelihood methods in molecular evolution has increased dramatically over the past decade, largely because of improvements in affordable desktop computing speeds. Nonetheless, likelihood methods are still slow in comparison to other methods, notably parsimony and distance methods for phylogenetic estimation. In this paper we provide a simple method for markedly reducing the cost of likelihood calculations. The approach has low memory and implementation requirements, and almost universally recovers any preprocessing overhead costs associated with using the method. Improvements such as this one are important to the end user because they allow likelihood methods to be applied to larger data sets. In addition, in cases where searches through tree topologies are required, these types of improvements allow a larger number of trees to be searched in a given amount of time. Because likelihood methods typically have good statistical properties, any algorithmic advances that lead to more widespread use of likelihood are important.
THE PRUNING ALGORITHM AND MOTIVATION
FOR COLUMN SORTING To motivate the method presented here, it is necessary to describe the pruning algorithm for computing likelihood functions for homologous molecular sequences related by a phylogenetic tree. For a complete discussion refer to Felsenstein (1981) . For the moment, consider only the likelihood calculation for position c in a multiple sequence alignment (i.e., a single column), and let the likelihood for that position be denoted L c . We assume the typical case where the characters (e.g., nucleotides or amino acids) at the leaves of a tree τ are observed in the data, whereas the character states at the internal nodes are unknown. Let there be N possible states (N = 4 for nucleotide sequences, N = 20 for amino acid sequences) with equilibrium frequencies π i , i = 1, 2, . . . , N, and let p i j (n) denote the transition probability for changing from state i to state j along the branch terminating at node n. The transition probabilities and equilibrium frequencies are properties of the model of sequence change selected for the data analysis, (e.g., Kimura, 1980; Hasegawa et al., 1985) .
As shown in Felsenstein (1981) , the likelihood is a function of the observed states, the transition probabilities for all branches, and the equilibrium frequencies of the states. To reveal the recursive nature of computing the likelihood function, introduce the partial likelihood L c i (n), which is the likelihood for the subtree rooted at node n given that the state at node n is i. Felsenstein's pruning algorithm is based on exploiting properties of the partial likelihoods to obtain a fast recursion, and the following facts can be found in Felsenstein (1981) :
• If n is a leaf then L c i (n) = 0 if i is not the observed state, and L c i (n) = 1 otherwise. (Sequence data often contain ambiguities or gaps. The definition of the likelihood at a leaf can be extended to accommodate these as well, but we will ignore that complication for sake of brevity).
• If r is the root node of the tree, then the likelihood for the entire tree is
The pruning algorithm offered the first substantial computational improvement for evaluating the likelihood function, taking advantage of the recursive nature of the function. The likelihood for the entire tree is computed by calculating the partial likelihoods starting at the leaves and working towards the root. For the tree in the partial likelihoods are computed in the following order: 1, 2, 8, 3, 10, 4, 5, 6, 9, 7, 11, 12, consistent with the postorder tree traversal order. The internal nodes are emphasized in bold, and partial likelihood computations at these nodes involve summations. When likelihood functions for data sets are computed, the same tree and transition probabilities p i j (n) are typically used at each column. The same series of partial likelihood calculations are performed in the same order, differing only in the values at the leaves (i.e., different columns in the multiple sequence alignment). The total likelihood is then found by taking the product of all the individual site likelihoods,
c , where C is the number of columns in the alignment.
Consider computing the likelihood function for the tree and data found in Figure 1 . In a naive implementation, 6 pruning algorithm passes are needed to evaluate the likelihood function, 1 for each alignment column, resulting in a total of 30 partial likelihood calculations at the internal nodes. Notice that the total likelihood does not depend on the order in which the likelihoods of sites are computed. However, site ordering does affect the number of partial likelihood evaluations. When the likelihood for the first site is found, all of the partial likelihoods need to be computed; when we move to the next site, it would be desirable to reuse some of the partial likelihoods from the previous step if possible. The partial likelihood for node n can be reused (i.e., its value is unchanged from that of the previously computed column) whenever all the leaves that are descendants of node n are identical to the corresponding leaves at the prior site. For example, in moving from site 1 to site 2 in the sample data, all the leaves are changed except for leaf 7. Thus, partial likelihoods for all internal nodes must be reevaluated. The transition from site 2 to site 3 preserves leaves 1, 2, 4, and 6, so the values for one internal node (8) can be kept from the previous step. The next three steps entail the reevaluation of partial likelihoods for all internal nodes, except at node 9 for the transition from site 4 to site 5. Consequently, for the entire data set we perform 28 partial likelihood evaluations for internal nodes, a savings of 2 partial likelihood evaluations.
Programmers have long recognized that identical columns have the same likelihood and only need to be computed once. Felsenstein calls this process aliasing in his program documentation (Felsenstein, 1993) . However, it is clear from the data that sites 1 and 5 are quite similar, and the number of partial likelihood evaluations could be decreased by rearranging the sites as 1, 5, 2, 3, 6, 4. Following this reordering, in going from column 1 to column 5 the partial likelihoods at only two internal nodes (11 and 12) must be recomputed, and only three (9, 11, and 12) are updated upon going from column 3 to column 6. The total number of internal node computations for the entire data set is now 25, a reduction of 17% from the original 30 computations. Real sequence alignments usually consist of hundreds or thousands of columns, and the trees can grow to have hundreds of leaves. For a large data set it would clearly be quite beneficial to arrange the sites in such a way as to maximize the number of reusable partial likelihoods, if such an arrangement can be found without excess computation.
COLUMN SORTING Consider a fixed tree and a matrix of transition probabilities for each branch, with the transition probabilities assumed equal across all C alignment columns (i.e., no site-to-site rate heterogeneity.) Denote the set of characters at alignment position c as s c , for 1 ≤ c ≤ C. The question of optimal ordering of the columns can now be rephrased as "find the permutation of indices c, so that the number of partial likelihood evaluations for the internal nodes is minimized." As we will show, this question is reducible to finding the shortest Hamiltonian path in a complete Euclidean graph (i.e., the traveling salesman problem).
A Metric for State Vectors
Define S N M to be the set of vectors of length M with integer entries taking values between 1 and N. This set can also be thought of as the set of strings of length M over an alphabet with N characters. In the current context, M is the number of sequences in the alignment, whereas N is the number of possible characters (N = 4 for nucleotide sequences). For a given tree τ with M leaves and two observed state vectors s 1 and s 2 from S N M , we agree to call an internal node (n) of the tree τ tainted with respect to (s 1 , s 2 ) if when we consider the subtree defined by internal node n, the leaves in columns s 1 and s 2 are not identical in the subtree.
The distance function d τ (s 1 , s 2 ) is defined for any two state vectors of length M as 
where the additional term arises from the fact that the root node in an unrooted tree has three children. Intuitively, the metric is simply the number of branches in the tree for which partial likelihoods from s 1 cannot be reused when evaluating the likelihood of s 2 . The calculation of d τ (s 1 , s 2 ) can be accomplished by one postorder traversal of the tree and thus in time O(M), recalling that M is the number of aligned sequences. Refer to Algorithm 1 in the Appendix for one possible algorithm.
Reduction to a Graph Traversal Problem
Let us return to the example of the opening section and rephrase the problem of optimal column ordering in graph theoretical terms. Construct the complete graph G (which has a graph-theoretical name, K 6 ), with vertices corresponding to the columns (state vectors) in the sequence alignment and the length of the edge between two vertices s i and s j given by d τ (s i , s j ). The distances between vertices (columns of data) are collected in the following triangular matrix:
s 1 -11 11 9 5 11 s 2 -9 11 11 9 s 3 -11 11 7 s 4 -9 11 s 5 -11 s 6 -The distances from this table can be easily related to the "costs" used in the opening example by means of Equation 2. The task of computing the likelihood of all columns can be thought of as the task of traversing the graph G in Figure 2 , visiting each vertex exactly once (i.e., travers- ing a Hamiltonian path). The total length of the path indicates the total number of partial likelihood calculations, and we seek to minimize it. Any permutation of column indices defines a new path in the graph in an obvious way. For example, the length of the "natural" path
, s 6 ) = 11 + 9 + 11 + 9 + 11 = 51. On the other hand, the path
has length 5 + 9 + 11 + 7 + 9 = 41.
An Algorithm for Finding a Suboptimal Hamiltonian Path
The traveling salesman problem (TSP) is solved by finding the minimal Hamiltonian cycle in the graph. TSP has a history of interest to researchers working in combinatorial optimization. Unlike other problems whose general solutions were developed in the theory of linear programming during the early 1950s, the TSP was stubborn in its worst-case difficulty and was thought to be fundamentally hard. This suspicion was confirmed shortly after the definition of an equivalence class of NPhard problems known as NP-complete in the early 1970s and the subsequent identification of the TSP as an NPcomplete problem (Karp, 1972) . Fortunately, many approximating methods and techniques for "good" suboptimal solutions to the TSP have been identified. A well known approximation technique uses the minimal spanning tree (MST) and the triangle inequality to construct a cycle that is within a factor of two of the minimal Hamiltonian cycle. The proof of this assertion can be found in many graph theory books. An accessible presentation may be found, for instance, in Gibbons (1985) . Refer to Algorithm 2 in the Appendix for details. Prim's algorithm for finding a MST has running time O(S 2 ), where S = |G| = number of columns in the data. There are several alternative algorithms for constructing a MST; however, none of them offer a speed advantage over Prim's algorithm when applied to a complete graph (Cheriton and Tarjan, 1972) . Note that there is a well known approximate algorithm for solving TSP on graphs whose edge lengths satisfy the triangle inequality (Christofides, 1976) , which gets within a factor of 3/2 of the optimal solution, and it can be used instead of the above algorithm. However, the overhead required of that method is O(S 3 ) and is prohibitive for data sets with many sequences.
An application of Prim's algorithm to the graph G in Figure 2 starting with vertex 1 yields the MST pictured in Figure 3 . The suboptimal path constructed by using this tree is of total length 41, a computational reduction of approximately 20% from the unsorted data value of 51. For this simple example, it can be shown by exhaustive search that this path is actually an optimal one.
The Modified Pruning Algorithm
In order to make use of the column sorting process, a few slight modifications must be made to the pruning algorithm. First of all, all partial likelihoods of internal nodes must be stored between the evaluations of two successive columns. This requirement isn't too stringent, because the pruning algorithm itself almost requires it. Although it is possible to store only a fixed number of partial likelihoods for an evaluation at a given column (that number will depend on the maximal number of children at any given node, but not on the size of the tree), the memory requirement for storing conditional likelihoods is dwarfed by the amount of space needed to store transition matrices at each node. Additionally, each internal node must be equipped with a boolean flag, indicating whether the transition from one site to the next in the data set has tainted the node. There is a minimal amount of bookkeeping involved, but its cost is negligible relative to the cost of likelihood evaluation. The pseudocode fragment in Algorithm 3 of the Appendix illustrates the logic of the modifications that must be made to accommodate column sorting. The use of column aliasing is assumed, so the set of columns to be sorted consists only of one copy of each column type found in the data.
The algorithm suggested above has computational complexity of O(M|G| 2 ), where |G| is the number of vertices in the graph G (i.e., the number of distinct column types in the data) and M is the number of leaves in the tree. The factor M appears because each distance computation entails comparing values at each leaf of the tree, and if necessary, traversing the tree upwards from a leaf to the root. Storage requirements for the column sorting are of order O(|G| 2 ), and the modified pruning algorithm only requires an extra boolean flag per in each internal node, and thus is O(M).
Further Time Saving Heuristics
A substantial portion of time in execution of the pruning algorithm is spent traversing the tree, and further time savings can be realized by trimming the number of nodes that must be traversed for each site. This is especially noticeable for bifurcating trees on nucleotide data, where each partial likelihood evaluation requires at most 15 floating point operations (23 at the root, if the tree was unrooted), but because the reduction in traversal time offered below takes very little effort and overhead, it is worthwhile to implement for all molecular data types.
Consider our example data set with the columns ordered as
Moving from site 1 to site 5, only the last leaf changes, so the traversal of the tree in the pruning algorithm can be started at that last leaf (because everything else in the tree is unchanged). Thus instead of spending time traversing all seven leaves and five internal nodes, we only need traverse leaf 7 and internal nodes 11 and 12, i.e., only 1/4 of the tree. The following simple heuristic takes advantage of the above observation.
We precompute two vectors, Left and Right, of length C − 1 where C is the number of columns in the data. The entries in the vectors are defined as follows: Left(i) is the first character in columns i and i + 1 where the columns differ when scanning from the left; Right(i) is the index of the first character that differs when scanning from the right. For instance, for columns s 5 = (AGAGAGA), s 6 = (AGGGGAG) in the sorted version of our example data set (indexed 6 and 2, respectively, in Figure 1 before column sorting), Left(5) = 3, Right(5) = 7. The first mismatch scanning from the left is the A-G difference at position 3, and the first difference when scanning from the opposite end is the A-G found at position 7.
If the order of the columns is fixed, then computing vectors Left and Right is simply a matter of character comparison and can be done in O(CM) time. Recall that M is number of sequences, i.e., the number of characters in each column, and this calculation only has to be done once per data set. It is clear that the pass of the pruning algorithm for column i + 1 only needs to look at the leaves between Left(i) and Right(i), and at the internal nodes whose descendants include one of those leaves. Implementing this reduction is a matter of few simple changes to the modified pruning algorithm (see Algorithm 4 in the Appendix).
RESULTS

Speed Gains
We have tested the modified pruning algorithm on nucleotide, amino-acid, and codon data sets of various dimensions. The files used for testing may be downloaded from http://www.hyphy.org/pubs/cs/data.tar.gz, and results are found in Table 1 .
There are two key observations in Table 1 . First, the time reduction brought about by column sorting ranges from a minimum of near 10% to a maximum of over 80%, reflecting a fivefold improvement in speed. Trees with many sequences seem to benefit the most from the TABLE 1. Effects of column sorting on computational speed. The columns are as follows: Type: Type of the data, i.e., nucleotide, amino acid, or codon. This determines N, the number of character states: 4 for nucleotides, 20 for amino acids, and 61 or 60 for codons (universal or mammalian mitochondrial genetic code). Sites: The number of distinct data columns (sites) in the data, i.e., the number of vertices in the graph G. Note that in real data this value is a function of the sequence length and the rates of evolution in different lineages. Seqs: The number M of sequences in the data file, which is the same as the number of leaves in the phylogenetic tree. Time: How long it took to carry out column sorting (in seconds). Ref: Number of likelihood evaluations per second, not using column sorting, but using the tree traversal heuristic. Calculations were done on a PowerMac G4/533 using HY-PHY version .95beta for MacOS X. Likelihood calculations also involve computing transition probabilities, and thus reflect a real-world speed gain from column sorting. Sort: Number of likelihood evaluations per second using both the column sorting algorithm and the tree traversal heuristic. Speedup: The ratio between the sorted and reference speeds. BEP: Break-even point. The number of likelihood evaluations per branch required to recover the overhead of column sorting. For example, the first entry requires 0.35 s to perform the column sorting. In that same 0.35 s, 0.35 × 293 likelihood evaluations could be performed. In order to allow comparison over trees with different numbers of taxa, we scale by the number of branches. BEP = 0.35 × 293/27 = 3.80. sorting procedure. Second, it is almost always worthwhile to sort the columns, as seen in the BEP column. Consider finding maximum likelihood estimates of the model parameters for a given tree/data set combination. If a branch-by-branch optimization approach is used, at least one (and most likely many) likelihood evaluation per branch must be performed. In most cases, less than one evaluation per branch is needed to justify the time cost of sorting, and the worst case among these data sets is only four evaluations per branch. Because this overhead is a one-time cost, column sorting can be recommended as a general implementation practice.
Quality of the Algorithm An ideal algorithm for likelihood calculations would reuse already computed partial likelihoods whenever possible, leading to no recalculations at all. The algorithm outlined in this paper only reuses partial likelihoods from the single previous step, and relies on an approximate solution to the TSP to sort columns. One can easily imagine modifying the sorting algorithm to store the past two sites, for instance, or even to store the partial likelihoods for all previous sites. However, such modifications would require additional memory and bookkeeping. It is desirable, though, to explore how much of the available savings our current method is able to exploit. In Table 3 we examine how well this approach compares with two possible algorithmic improvements.
Theoretical lower bound. -Larget and Simon (1998) offer an alternative method for reducing the cost of likelihood evaluations that achieves the theoretical lower bound (TLB), the absolute minimum number of partial likelihood evaluations needed for a particular data set and tree. A software implementation of this method can be found in the BAMBE software package. Unfortunately, the method has a large memory footprint (especially for amino acid and codon data), and requires extensive modifications to the pruning algorithm. Indeed, the algorithm of Larget and Simon (1998) has a worst case storage requirement of 2NMS partial likelihoods (i.e., floating point values), whereas the column sorting algorithm needs at most MN. Although the memory requirement itself will not pose a problem for most data sets on modern desktop computers, it may adversely affect performance by requiring frequent accessing of relatively slow system memory (as opposed to faster but smaller cache memory). Furthermore, as Table 2 shows, even discounting computational overhead involved in Larget and Simon (1998) , column sorting achieves a factor of about 2 of the TLB with minimal overhead and simple programming.
Column sorting with full caching (FC).-Another approach for computational reduction would be to sort the columns using the TSP approach, but instead of keeping partial likelihoods only for a single data column, the algorithm would store partial likelihoods for every column as it is being computed. For instance, when the likelihood for 10th column in the alignment is being evaluated, partial likelihoods from columns 1 through 9 would be available, as opposed to only the likelihood from column 9. The difference between FS and TLB is that only previously computed column partial likelihoods are available in the FS method, whereas TLB essentially uses the entire set of columns at all times. Table 1 ), the time for the Theoretical Lower Bound, TLB, is defined to be 1. The values for each of the other methods reflect the amount of time needed to evaluate the likelihood function, relative to the TLB for that row's data set. Natural: Unsorted columns. Sorted: Columns sorted using the method outlined in this paper. MST: Likelihood for columns are computed using the minimal spanning tree. The number in parentheses shows the maximum number of column partial likelihoods at any time. This number is the total additional memory requirement for the MST method relative to the Sorted method. FC: Full caching. Columns are first sorted using the algorithm in this paper, but all partial likelihoods are cached, rather than just those of the prior column. This method has similar memory requirements to the TLB approach, but a simpler preprocessing step and poorer efficiency. It is included here only for comparative purposes, as the TLB method will always provide better improvements with a similar memory requirement.
Column sorting based on the minimal spanning tree.-Yet another idea would be to take better advantage of the minimum spanning tree. The Hamiltonian path approach is very memory efficient, but the resulting path can be up to twice the total length of the MST. In order to compute the likelihood of the entire data set, we can traverse the MST any way we choose, evaluating likelihoods of sites as we encounter them in the tree. One possibility is the one that led to the suboptimal Hamiltonian path. If, on the other hand, we traverse the tree pre-order, and at any given time store partial likelihoods for every site (internal node) on the path from the current node to the root of the tree (provided that the internal node has more than one child-see an example below), then the total cost of likelihood evaluations in terms of the metric defined in Equation 1 is simply the total length of the MST. The additional memory requirements will depend on the depth of the MST, i.e., the longest path between a leaf and the root. This quantity will depend on the phylogenetic tree and the alignment (which together determine the MST) and can be minimized by selecting the root of the MST appropriately. In example applications the memory requirement remains fairly small, compared to the FC (storing partial likelihoods for every site).
Consider an example MST shown in Figure 4 , where the labels of every node mark the index of a corresponding hypothetical alignment site. The order of site computations and memory storage operations using this MST would be as follows (each computation except for first reuses all possible partial likelihoods from the site represented by the parent node in the MST): 13(store), 7 (store), 6 (store/flush 7), 5 (flush 6), 11(store), 10, 12(store/flush 11), 8, 9(flush 12), 4(store/flush 13), 3, 2, 1. At any given time, the partial likelihoods are stored for at most 3 sites.
The values in Table 2 represent the cost of likelihood evaluations in terms of the metric of this paper relative to the TLB (defined to be 1.0). It is clear that all of the alternative algorithms described in this section offer improved calculation times, but the gains tend to be rela- tively small. In time-critical settings, the additional memory and programming complexity of these algorithms may be justified, but it is pleasing to see that the simple one-step column sorting method captures much of the available savings. Table 3 shows by how much the tree traversal heuristic reduces the number of nodes traversed by the pruning algorithm for each tree likelihood evaluation. Note that this heuristic doesn't require that the columns be ordered in any particular way, but the sorting method of this paper boosts the efficiency of tree traversals quite a bit. The examples in Table 3 illustrate this observation. When applied to unsorted data sets, typical improvements in terms of branches traversed are in the vicinity of 5%. When this heuristic is applied to the sorted data, however, the improvement jumps to around 25%. The net improvement in terms of likelihood calculation speed is, predictably, rather small, but the heuristic can garner improvements of around 5% with essentially no computational overhead. Similar savings would be expected if the heuristic was used in conjunction with either the TLB or FC algorithms. Like column sorting, the use of the heuristic requires little overhead and only minor changes to the pruning algorithm, so it is recommended for typical likelihood implementations.
Tree Traversal Savings Heuristic
DISCUSSION
A few points regarding evolutionary models should be made. First of all, in the version of the algorithm described here, all sites are assumed to have equal evolutionary rates. When site-to-site heterogeneity is introduced, the form of the likelihood function is slightly modified (Yang, 1994) , requiring computation of a series of conditional likelihoods for each likelihood evaluation. The column sorting approach applies directly to this situation. Other models, such as the spacial rate correlation model of Felsenstein and Churchill (1996) are also Table entries indicate the relative reduction in the number of branches traversed when using the tree traversal heuristic to compute likelihoods of all data columns. Natural and Sorted refer to the ordering of data columns, and each of those columns contains the percent reduction in the number of traversed branches as a result of using the traversal heuristic. Speedup reflects relative improvement of likelihood evaluations per second, when the tree traversal heuristic is applied to sorted data columns. Data sets are again numbered as in Table 1 A second important point is that the column sorting algorithm can be fine-tuned for specific evolutionary models, taking into account symmetries of the substitution probabilities. For instance, the two columns (AAAAGG) and (CCCCTT) would require recalculation of all partial likelihoods using the current algorithm. However, if we use the Jukes and Cantor (1969) model, there is no need for recalculation. Similar savings can be found for other models. The column sorting algorithm described here offers speed improvements in settings where the likelihood function is evaluated multiple times for the same phylogenetic tree. Typical likelihood-based analyses involving phylogenetic trees require iterative optimization of the likelihood function and entail repeated evaluation of the likelihood for different model parameters, but leave the tree and the data unchanged. Thus, one column sorting step may be used to trim off computational costs in hundreds or even thousands of likelihood function evaluations. Although the algorithm is not guaranteed to provide a benefit for every data set, it is easy to implement and has little computational or memory overhead, and can provide substantial time improvements for many data sets.
