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Abstract --In this work, we study necessary and sufficient conditions for the existence of centers 
in two families of linear centers with homogeneous quartic and quintic nonlinearities. Systems of this 
class are called Kukles homogeneous systems. Systems of this type were studied, for the first time. 
by Kukles, who studied a linear center with cubic nonhomogeneous nonlinearities. @ 2002 Elsevier 
Science Ltd. All rights reserved. 
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1. INTRODUCTION 
This note is directly related to the paper of Kukles [I] and those that have appeared rclated to 
it. In it, the authors examine the conditions under which the origin is a center for the differential 
system of the form 
zi = -y, i = x + a1x2 + a2xy + asy* + adz3 + a&y + ac:cy* + a7y”. (1) 
where = &. It had been thought that the conditions given by Kukles in 1944 were necessary and 
sufficient conditions, hut Jin and Wang [2] describe an example which was not. covered by them 
and in which the computations suggest that the origin was a center. Christopher and Lloyd [3] 
proved that the origin was then indeed a center. Cherkas [4] also noted the incompleteness of the 
Kukles conditions and discussed some aspects of the problem by transforming (1) to a system 
of Lienard type. In [5], the author analyzes the center conditions given by Kukles and Cherkas. 
In [3], the class of system (1) with a7 = 0 (reduced Kukles system) was also considered, and it 
was shown that at most five limit cycles bifurcate from the origin. Under this restriction, the 
Kukles conditions are complete, and an exhaustive study of those center conditions has been 
developed in [G]. In [7] was studied the local bifurcations of critical periods in the neighbourhood 
of a nondegenerate center and the isochronous centers of the reduced Kukles system. In [S] was 
considered system (1) in the case a2 = 0, and it was shown that at most six limit cycles bifurcate 
from the origin. Later, Lloyd and Pearson [9] found another condition for a center not covered 
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by the preceding ones. In [9], it was conjecture that there are no other conditions for a center. 
The study of this family exhibits properties and issues which are important in the problem of 
the full classification of cubic systems with a center. 
The centers that can be present a linear center perturbed by homogeneous polynomials, i.e., 
f = -Y + P,(G Y), B = z+ Qn(z, Y), (2) 
where P,(~,Y) and Qn(.x,yl) are homogeneous polynomials of degree n, have been extensively 
studied. In particular, it is necessary to highlight the works of Bautin [lo] and Lunkevich and 
Sibirskii [ll]; they characterize all the centers in the cases n = 2 and n = 3, respectively, and 
in [la] and [13] the cases n = 4 and n = 5 were studied, and some centers conditions are given. 
The problem of characterizing the centers of these families is still an open problem for n 2 4. In 
this work, we solve the center problem for a linear center perturbed by homogeneous polynomials, 
i.e., systems of the form 
j: = -y, ti = 5 + Qn(z,~)r (3) 
where Qn(z, y) is homogeneous polynomial of degree n, for n = 4 and n = 5. In what follows are 
simply Kukles homogeneous systems. 
Another problem for systems of the form (3) is to characterize their isochronous centers. A 
center is isochronous if the period of all periodic solutions in a neighborhood of it is constant. 
The isochronicity problem has a long history; see, for instance, [14] and the bibliography therein. 
In this same work, it is found that there is exactly one isochronous system for n = 4, and if n = 5 
then the origin never can be an isochronous center. The following two open problems are stated. 
OPEN PROBLEM 1. Is it true that a system (3) tvith nonlinearities of degree higher than two has 
a center at the origin if and only if its direction field is symmetric about one of the coordinate 
axes? 
OPEN PROBLEM 2. Is it true that the origin is an isochronous center of system (3) only if the 
system has even degree? 
In this work, we give a positive answer to Open Problem 1 for n = 4 and n = 5. The paper is or- 
ganized as follows. In the next section, we present the formula to compute the PoincarBLiapunov 
constants (see Theorem 1) and give some definitions and results necessary to demonstrate the 
main results given in Section 3. 
2. SOME PRELIMINARY RESULTS 
One of the problems that persists in controlling the behavior of polynomial systems is to 
distinguish between a focus or a center, the center-focus problem. The resolution of this problem 
goes through computation of the so-called Poincare-Liapunov constants. A new algorithm to 
recursively compute all the Poincare-Liapunov constants and the Poincare series as a function of 
the coefficients of the system for an arbitrary analytic system which has a linear center at the 
origin is given in [15], giving in this way an answer to the classical center-focus problem. The 
algorithm has an easy implementation since the unique calculations are products and sums and 
the method does not need the computation of any definite or indefinite int,egral. 
In [15] are considered the two-dimensional autonomous systems of differential equations of the 
form 
j: = -y+X(z,y), Ij = II: + Y(Z, y), (4) 
where the nonlinearities are X(5, y) = Cz=2Xs(~,y) and Y(x,y) = czsYs(~, y), with 
X,(x, y) = xi_-, .;Zky”-k and Ys(z,y) = xi=, b~xkyS-” and ui and bi a.re arbitrary real 
coefficients. For these systems, Poincare developed an important technique that consists in find- 
ing a formal power series of the form H(z,y) = CT=cHn(2,y), where Hz(z, y) = (x2 + y”)/2, 
and for each n, H,(z, y) = ET=, Crxkyn-k such that the derivative of H along the solutions 
of SyStem (4) SatiSfieS fi = ~~=“=, V2k(x2 + y2)“, where Vsk are called the Poincark-Liapunov 
constants. The main result in [15] is the following theorem. 
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THEOREh4 1. The Poincar&Liapunov constants of system (4) are 
n/2 
c (n - (21 + l))!! (21 - l)!! d$ 
v, = ,,;=o n = 4,6,8, . . . , 
C(n-(2l+1))!!(21-l)!! 
l=O 
whered; = ~~~z~~~~1(la~~ln+l+(~ni-1-1)8~~~~)C~~+’, 72 2 3, k = 0, . ,76, with ai. = 1);. = 0 
for k < 0 or k > s, Ci = Ci = 112 and Cl” = 0, and 
(k-1)/2 
C (n - (21 + I))!! (21 - l)!! d’” - 
c; = I=0 
( 21 ( 71/‘2) K) 
(n - k)!! k!! 
5 n 2 3, k = 1,3,5 ,..., 
l(n- lIPI 
C (n - (21 + a))!! (21)!! dTL+, + A, 
c,” = l=k/2 
(n - k)!! k!! 
, 11 2 3, k = 0.2,4 ,.... 
where X, are arbitrary constants and V, and X, are zero for n odd. 
We apply our method to the above particular cases of system (4) and can arrive at the det,ermi- 
nation of the PoincarQLiapunov constants. In order to solve the center-focus problem, we have 
that if all PoincarBLiapunov constants are zero, then we have a center at the origin; i.e., there 
is a.n open neighborhood of the origin where all orbits are periodic, except of course the origin. 
The origin is said to be a fine focus of order k if v&+2 is the first nonzero PoincarB-Liapunov 
constant. In this case, at most k limit cycles can bifurcate from this fine focus; these limit cycles 
are called small-amplitude limit cycles. The PoincarBLiapunov constants are polynomials in the 
parameters of the system. By the Hilbert basis theorem, there exist 7121,. . , nz, E N such that t,he 
ideal generated by the Poincar&Liapunov consta.nts is finitely generated by these V,,,, , . , V,,,, 
Poincar&Liapunov constants. The vanishing of some of the first PoincarBLiapunov constants are 
necessary conditions to have a center at the origin. The next step is try to prove that the origin is 
a center using different techniques, such as reversibility of the system, existence of an intcgr;Lting 
factor (see [lG] for details) and existence of analytical changes to simplified systems (see [4] as 
precursor of these methods). Here we have used the reversibility of the obtained systems. 
For a given system, to know its reversibility is one of the main problems in the qualitative 
theory of differential equations. A general study on reversible vector fields can be found in [Ii’]. 
DEFINITION 1. An analytic planar differential system % = f(x) d e ne in an open subset Li C Iw2 fi .d . 
is reversible if and only if there exists a C” diffeomorphism 4 : U c Iw2 + W2. with d o q? = id, 
sucll that f ($(x)) = +(f(x)). 
Let Fix {d} be the set of fixed points of 4. Of primary importance in the study of reversible 
systems are the symmetric orbits with respect to Fix {4}. For example, if 41,(f) is a solution 
of a reversible vector field, then cj(u(-t)) is also a solution. Roughly speaking, in t,his work R 
vector field is called reversible if the foliations defined by the orbits of it are symmct.ric rc>spect 
to Fix {$}. 
DEFINITION 2. We say that system (4) is time-reversible if doing a rotation of the form 
E 0 ( cos cy -since X zz rl sin 0 cos CY >( 1 Y ’ 
the new system is invariant under a time reversion t = -r. 
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The time-reversible systems are characterized by the existence of at least one straight line 
through the origin, which is a symmetry axis of the phase portrait. If this line has slope tan(cr/2), 
then after a rotation of angle (r/2, the system is reversible with respect to the diffeomorphism 
&(~,y) = (2, -1~). Note that a vector field (X(~,y),Y(s,y)) is reversible respect to the dif- 
feomorphism (be if and only if X(0, -y) = -X(x, y) and Y(z, -y) = Y(z, y). If system (4) is 
reversible, then the origin is a center (the symmetry principle, see (18, p. 1351). 
3. THE MAIN RESULTS 
THEOREM 2. Consider the systems of the form (3), with n = 4; that is, 
i = -y, j, = Ic + b40x4 + b31z3y + b&y2 + b132y3 + b134y4. (5) 
The origin is a center for (5) if and only if one of the following conditions holds: 
(i) b4c = b22 = b04 = 0; 
(ii) 531 = b13 = 0. 
PROOF. 
(a) SUFFICIENCY. Every group of conditions gives the necessary symmetries to show that the 
origin is a center. System (5) with the first condition b40 = b22 = b04 = 0 is invariant by the 
change of variables (2, y, t) + (-2, y, -t), and this symmetry ensures that the origin is a center. 
System (5) with the second condition b31 = bp, = 0 is invariant by the change of variables 
(2, y, t) -+ (2, -y, -t), and this symmetry ensures that the origin is a center. 
(b) NECESSITY. The first PoincarBLiapunov constant is 
v, = 7bo4bu + 3b13bz + 3b04bs1 + 3b22b31 + 3b13b4,, + 7b31b40. 
1. Letting b04 = 0, then V8 = 3b13b22 + 3b13b40 + +3b22b31 + 7b31b40. 
1.1. If 3b13 + 7631 = 0, taking b13 = -7b31/3 we have V* = b22b31. 
1 .l. 1. If b22 = 0 with b31 # 0, the following Poincare-Liapunov constant is Vi4 = b31640(286& - 
1287b;,). 
1.1.1.1. If b40 = 0, the rest of the PoincarBLiapunov constants are zero, and we obtain a 
particular case of the first condition of Theorem 1. 
1.1.1.2. If 286;, - 1287b2, = 0 with b4g # 0 taking b,, - ’ 1287b&/28, the following Poincare- 
Liapunov constant is VZO = b&. The vanishing of V2a implies b4c = 0, which is not possible. 
1.1.2. If bsl = 0 with b22 # 0, the rest of the Poincare-Liapunov constants are zero, and we 
obtain the particular case of the second condition of Theorem 1. 
1.2. If 3b13 + 7631 # 0, then from the vanishing of Vs we can express b40 as a function of the rest 
of the parameters as 
b40 = _ 3Mbia + ba.1) 
3613 + 7&i 
The following PoincarBLiapunov constants take the form: 
v,4 = hdl(b13, b22, b311, v,o = bdz(h3r h, b31), v,6 = bzJ-3h3,h2,b3~), 
where Ii, l?2, and Is are polynomials in the variables b13, b22, and b31 
1.2.1. If b22 = 0, the rest of the Poincare-Liapunov constants are zero, and we obtain the first 
condition of Theorem 1. 
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1.2.2. If b22 # 0 for the vanishing of l? 1, l?~, and l?~, we compute R(l?l, l?2, b22), which is the 
resultant of the polynomials r2 with rl respect to bzz and R(lYl, r3, bz2), which is the resultant 
of t,he polynomials l-3 with l?l respect to b22, and we obtain 
where Al and A, are polynomials in the variables b13 and b31. 
1.2.2.1. If b13 = 0 with 022 # 0, we have V 14 = b.;2b31r and the vanishing of Vl4 implies b:sI = 0, 
which is not possible since it implies 3b13 + 7031 = 0. 
1.2.2.2. If bsl = 0 with b22 # 0, we have V~J = b&b13, and the vanishing of VI, implies bl:, = 0, 
which is not possible since it implies 3b13 + 7b31 = 0. 
1.2.2.3. If 3013 + bz1 = 0 with b22 # 0, taking 031 = -3b13 we have Vld = b13b22(9bT3 + Oz,), a.1~1 
the vanishing of Vl, implies b13 = 0, which is not possible since it implies 3613 + 7b31 = 0. 
1.2.2.4. If 3b13+2b31 = 0 with b22 # 0, taking b 31 = -3613/2 we have VI, = 1)13b22(25h~:3+G;O~2), 
and the vanishing of VI, implies b13 = 0, which is not possible since it implies 3bl:s + 76:31 = 0. 
1.2.2.5. If AI(b13, b31) = 0, we compute R(Al,Az, bn), which is the resultant of the polyno- 
mials A2 with A, respect to b13 and we obtain R(Al: A,, b13) = bi:. Therefore, t)he vanishing 
of A, and A2 implies b13 = b31 = 0, which is not possible. 
2. If b,-,d is different from zero, we can perform the changes b40 = klbod, b,:j = k2bo.2, 622 = kz604, 
and b31 = kdb04. 
2.1. If 3k2 + 71c4 = 0, taking k2 = -7k4/2 we have Vg = b&kl(lOkl + 3k3). 
2.1.1. If k4 = 0, the rest of the Poincarb-Liapunov constants are zero and we obtain the second 
condition of Theorem 1. 
2.1.2. If 10kl + 3k:s = 0 with k.4 # 0, taking k3 = -1Ok1/3 we have 
V14 = b:4Uh(hr k4), v20 = b&&Ozh, k4). L’& = b&k&(k,, k,). 
where 01, 02, and 03 are polynomials in the variables kl and k4. For the vanishing of 01, 02, 
and 03, we compute R(01,&, k4) and R(01,03, Icq), w K 1 are the resultants of the polynomi- h’ 1 
als O2 and 03 with 01 respect to I”d, respectively, obtaining the following polynomials: 
W%, 02. k4) = (h - 9)“-h (h), 
R(@l, 03, k4) = (h - vr2w, 
where ‘Yl and Y2 are polynomials in the variable kl. Moreover, the polynomials Tl aud T2 have 
no common roots. Therefore, the vanishing of 01, 02, and 0:~ implies /q = 9, and in this case 
O1 = 144 + Ici and the vanishing of 01 is not possible. 
2.2. If 3!~2 + 7k4 is different from zero, from the vanishing of Vs we can express kl as a hmct,ion 
of the rest of parameters; that is, 
k 
1 
= _ 3k2 + 3kzks + 7k4 + 3k3k4 
3kz + 7k., 
For the vanishing of the Poincar&Liapunov constants Vl4, V2,, and I&, we compute cu(kg. k4) := 
W’14, v20, k2) and P(k3, k4) := 7W14, %G, k2), which are the resultants of the polynomials VJO 
and V26 with VI, respect to k2, respectively, obtaining two polynomials of the form 
cy(ks, k4) = (k3 + 6)(3ks + 10)15kz4 ((kg + 2)2 + k:)2@l(k3. k<$), 
P(&r k4) = (3ks + 10)“1k,32 ((kj + 2)2 + k;)” a2(k3, k4), 
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where @I and @z are polynomials in the variables ks and k4. Moreover, the polynomials @I 
and @Q have no common roots. 
2.2.1. If k3 + 6 = 0, we obtain 
V14 = (k2 + k4)Q’l(k2, k4), v,o = (k2 + k4)*2(k2> k4), %G = Q3(k2r k4), 
where Q1, Xi?z, and Q3 are polynomials in the variables k2 and k4. 
2.2.1.1. If k2 + k4 = 0, taking k2 = -kJ we have V2s = k,8(16 + ka)3. The vanishing of V2s 
implies k4 = 0 and consequently 3k2 + 7k4 = 0, which is not possible. 
2.2.1.2. If 91 = 0, we compute %?(*I, \kz, k2) and R(Q1,93, kz), which are the resultants of the 
polynomials Q2 and Qs with Ql respect to k2, respectively, obtaining the following polynomials: 
R(!I’,1,92, kg) = ki5 (16 + k:)4 II,( 
R(Q1, Q3, kz) = ki4 (16 + k:)6 Wk4), 
where II1 and 112 are polynomials in the variable k4. Moreover, the polynomials II, and II2 have 
no common roots. Therefore, the vanishing of Q 1, Q2, and Q3 implies kq = 0 and in this case 
Q1 = kiEl(k2) and Q2 = kEEx(k2). As the polynomials El and E2 have no common roots, the 
vanishing @I and 92 implies kz = 0 and consequently 3k2 + 7k4 = 0, which is not possible. 
2.2.2. If 3k3 + 10 = 0, we obtain VI, = (3k2 + 7k4)3C1(k2, kq), V20 = (3k2 + 7k4)5Cz(k2, kd), and 
%6 = (Sk2 + 7k4)7C3(k2,k4), w h ere Cl, C2, and C3 are polynomials in the variables k2 and k4. 
For the vanishing of Cl, C2, and C3, we compute R(CI,CQ, k2) and R(CI,C~, k2), which are 
the resultants of the polynomials C2 and C3 with Cl respect to k2, respectively, obtaining the 
following polynomials: 
WI, X2, k2) = ~4I’l(k4)r 
R(Cl, X3, k2) = k4P2Ck4)r 
where PI and P2 are polynomials in the variable kq. Moreover, the polynomials PI and P2 have 
no common roots. Therefore, the vanishing of Cl, C2, and & implies k4 = 0, and in this case 
C1 = 3k2(256 + 27kz) and the vanishing of Cl implies k2 = 0 and consequently 3k2 + 7k4 = 0, 
which is not possible. 
2.2.2. If k4 = 0, we obtain Vl4 = kiRl(k2, k3), V20 = kzRz(k2, k3), and V2s = k:&(k2,k3) 
where 01, R2, and 03 are polynomials in the variables k2 and kg. As k2 cannot be zero because 
that would imply 3k2 + 7k4 = 0 which is not possible, for the vanishing of 01, 02, and Cls, we 
compute R(~I,!&, k2) and R(fll, flt3, k2) which are the resultants of the polynomials CZ2 and 03 
with R1 respect to k2, respectively, obtaining the following polynomials: 
R(f21,fl2, k2) = (k3 + 2)4A,(k,), 
R(%, 03, kz) = (kg + 2)4A,(k3), 
where A, and A2 are polynomials in the variable k 3. Moreover, the polynomials A1 and A2 have 
no common roots. Therefore, the vanishing of R 1, 02, and 03 implies kg = -2 and in this case 
R1 = k$(64 + 9kz), and the vanishing of s21 implies k2 = 0 which is not possible. 
THEOREM 3. Consider the systems of the form (3), witl! ‘n = 5; that is, 
i = -y, 6 = z + b50x5 + b41x4y + b32x3y2 + b23s2y3 + b142y4 + bo5M5. (6) 
The origin is a center for (6) if and only if bql = b23 = bo5 = 0. 
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PROOF. 
(a) SUFFICIENCY. System (6) with the condition bql = b23 = bos = 0 is invariant by the change 
of variables (z, y, t) -+ (-2, y, -t), and this symmetry ensures that the origin is a center. 
(b) NECESSITY. The first PoincarBLiapunov constant is V, = 5b05 + bx3 + bdl, so taking bus = 
-(bz3 + bd1)/5 we obtain that the second Poincark-Liapunov constant takes the form 
v,o = 7b14ba + 9b23632 + 2bljba + 14b32b41 + 15b23b50 + 50b41b50. 
1. If 3b23 + 10bJ1 is zero taking b23 = -1Ob41/3, the second Poincare-Liapunov constant takes 
the form VI0 = b41(4b14 + 3b32). 
1.1. If bll = 0, the rest of the Poincare-Liapunov constants are zero and we obtain the condition 
of Theorem 2. 
1.2. If 4b14 + 3bs2 = 0 with bql # 0, taking b 32 = -4b14/3 the third and the fourth Poincare- 
Liapunov constants are 
VL4 = bql (23561, + 576b;, - 2850b14b50 + 222756&) , 
VIs = b41 (-5475bT, - 43456b14b;, - 107325b~,bs0 
+ 479040b;,b50 + 3210975b14b;o - 15258375b;,) . 
For the vanishing of the constants Vi4 and Vrs, we compute R(Vr4, Vrs, b41) which is the 
resultant of the polynomials VI* with Vi4 respect to b41, and we obtain 
R(V14,VIs, bdl) = (15bs0 - b1j)‘(135135b50 - 11029bi4)? 
1.2.1. If 15650 - b14 = 0, taking b14 = 15bs0 we have VI, = b41(4b& + 22562,), and the vanishing 
of 7/14 implies bdl = bs0 = 0 which corresponds to a particular case of the condition of Theorem 2. 
1.2.2. If 135135bsc-11029br4 =0 taking b14 = 135135b~a/11029 we have Vr4 = b41(243277682b&+ 
9560066175bE,), and the vanishing of V 14 implies b4l = b50 = 0 which also corresponds to a 
particular case of the condition of Theorem 2. 
2. If 3623 + lob41 is different from zero, we can express b50 as a function of the rest of parameters; 
that is, 
bsO = - 
7b14623 + 9b23bx + 2b14bu + 14b32641 
5(3b23 + lOba) 
For the vanishing of the Poincare-Liapunov constants VI.,, Vl8, V22, and V26> we compute 
o(b41, bzs, bsz) := 7W44, K8r h& P(h,h b32) := R(G, V22, h4), and Y(hl, b2.3, 032) := 
R(V14, V26, b14), which are the resultants of the polynomials Vrs, Vzc, and V& with Vr4 respect 
to b14, respectively, obtaining three polynomials of the form 
a(baxh,bxi) = (2h1 - 3ki)(h + 2hW23 + 1Obd 
x (b;3 + 4b;, - 4hba + 4b:,)2 %(ba, bm bx), 
P(ba, b23, ba) = (3bz + 10bd8 (b;s + 4b:, - 4bab41 + 4b:,)2 Qz(b41, ba> bd, 
Y(ba, b23,bxz) = (2641 - 3bxd(ba + 2h)(3bz + 10b4d’0 
x (bz3 + 4b;, - 4bdu + 4b:,)3 %(hlr bar bd 
where or, &, and Q3 are polynomials in the variables b41, 1123, and b32. 
2.1. If 2641 - 3b23 = 0, taking b14 = 3b23/2 we have VI, = bz3(3b32 - 2blb)(lOb14 + 9b32) 
2.1.1. If b23 = 0, then b41 = 0, and th erefore, 3b23 + lob41 = 0, which is not possible. 
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2.1.2. If 3b32 - 2b14 = 0 with b23 # 0, taking b 14 = 363212 we have V& = bz,(b& + bg,), which 
implies bs3 = bs2 = bdl = 0, and therefore, 3623 + lob41 = 0, which is not possible. 
2.1.3. If lObI + 96x2 = 0 with b23 # 0, taking b14 = -9b32/10 we have 
Vzz = b& (25315b;, + 743850b;,b& + 317797b&) , 
Vzc, = b!&bz2 (18511875b;, + 12633190b;,b;, + 1046947b;,) 
2.1.3.1. If bs2 = 0 then Vs, = 253156;,. The vanishing of I& implies b23 = 0, which is not 
possible. 
2.1.3.2. If 25315b& i- 743850b&b& + 317797b& = 0 with b32 # 0, the resultant of the polyno- 
mial V26 with V22 respect to b23 is R(I&, I&, b23) = b$, which implies b32 = 0 which is not 
possible. 
2.2. If b23 + 2b41 = 0, taking b23 = -2b41 we have Vl4 = bi1(2b14 + b32)2. 
2.2.1. If b41 = 0, then 023 = 0, and th erefore, 3b23 + lob41 = 0, which is not possible. 
2.2.2. If 2b14 +b32 = 0 with b4l # 0, taking b32 = -2b14 then V22 = bi,(bI, + hi,). The vanishing 
of Vzz implies b14 = bdl = 0 which is not possible. 
2.3. If b&+46& -4b23641+4b& = 0, that is 46&+(2b41- b23)2 = 0, then b32 = 0 and b23 = 2bJ1. 
In this case. Vi4 = b&(bT, + 4b&). From the vanishing of VI, we obtain bdl = 0, and therefore, 
3bz3 + lob41 = 0, which is not possible. 
2.4. We are going to study the vanishing of the last term of a(b 41, b23, b32), that is, fll(h, b23, b32). 
Now, in order to simplify the computations, we perform the changes b23 = ?qbdl and bs2 = k2bd1 
in t,he case that b41 # 0. Thus, first we study the case b41 = 0. 
2.4.1. If bql = 0 with b23 # 0, we have that Sll(bbl, b23, b32) is given by 
CII(bdl, b23, b32) = bi3 (3971b;, + 9774b;,). 
The vanishing of this expression implies b23 = 0 which is not possible. 
2.4.2. If b4l # 0, we can make the change mentioned previously, and for the vanishing of RI, 
02, and 03, we compute R(Ri,&,k2) and R(fli,&,&), which are the resultants of the poly- 
nomials 0~ and Qs with Rr respect to k2, respectively, obtaining the following polynomials: 
R(o~, R2, k2) = (1 + W2(2 + h)12-b(h)~ 
qRI, Q3, ka) = (1 + k#(2 + k#‘(8 + 3kd2h(kd, 
where Ri and A2 are polynomials in the variable k1. Moreover, the polynomials Ai and A2 have 
no common roots. 
2.4.2.1. If lq = -1, that is, b23 = -b41, we have Rr = b&(18bz2 + 49b&), and the vanishing 
of R1 implies bql = 0, which is not possible. 
2.4.2.2. If lir = -2, that is, b23 = -2b41 we have R 1 = bi,(b$‘, + 4bi,), and the vanishing of Ri 
implies b4l = 0 which is not possible. 
2.4.2.3. If kl = -813, that is, b23 = -Sb41/3 we have s2i = bi1bs2 and the vanishing of Ri 
implies b32 = 0 since bdl = 0 is not possible. In this case, VI, = bf4bil. Therefore, the va.nishing 
of Vi4 implies b14 = 0. Finally, V& = bi, and the vanishing of this constant is not possible. 
After we concluded this work we received the preprint [19] where it is demonstrated that 
the not-null Poincark-Liapunov constants are V4k+2 for k = 1,2, . . for system (6)) and it is 
commented that in [20] it was demonstrated that the not-null PoincarBLiapunov constants are 
V&+2 for k: = 1,2,. for system (5). In (191, it is proven that the maximum number of small- 
amplitude limit cycles which can bifurcate from the origin is at least five for system (6). The 
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method used to verify the previous statement is, as is typical, the one of finding a fine focus 
of order five. The example presented in [19] is bos = b14/5, bdl = 5&, b32 = -2/114, and 
b23 = -lObo:, which has Vc = V~O = VI, = I’18 = 0 and V& # 0, so that the origin is a fine focus 
of order five for system (6). From our calculations it is easy to see that if b50 = b14/5, bS2 = -2b14, 
b23 = -2b41, and b05 = b41/5, weobtain Vc = VI, = Vl4 = VI* = 0 and V22 = b~l(b~q+b~1)2 which 
is different from zero if bql # 0, and therefore, we obtain a fine focus of order five for system (6). 
In the same way if b40 = b04, b22 = -6bo4, and b13 = -b31 we have Va = VI, = I&, = 0 and 
Vz6 = b04b31(16b& + b&)3 which is different from zero if b 04 and b31 are different from zero, 
and therefore, we obtain a fine focus of order fourth for system (5). Therefore, we can state the 
following result. 
PROPOSITION 1. The number of small-amplitude limit cycles which can bifurcate from the origin 
is at least four for system (5) and five for system (6). 
The Poincar&Liapunov constants of the Kukles homogeneous systems for n = 4 and 71= 5 are 
available at the following e-mail address: gineQeup. udl . es. 
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