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Re´sume´
DANS cette the`se, nous e´tudions des me´thodes pour la recherche d’information dans desbases de donne´es constitue´es de documents multime´dia. Plus pre´cise´ment, nous nous
inte´ressons a` des documents contenant des images nume´riques et des e´le´ments se´mantiques
associe´s. Notre objectif est de se´lectionner dans la base des documents similaires a` un
document propose´ en requeˆte. Nous nous basons pour cela sur le principe de la recherche
d’images par le contenu (CBIR : Content Based Image Retrieval) et celui du raisonnement a`
base de cas (CBR : Case Based Reasoning). L’application vise´e est l’aide au diagnostic dans
un cadre me´dical : la base est constitue´e de dossiers patients contenant plusieurs images
et des informations cliniques contextuelles a` propos du patient. Le syste`me est applique´ a`
deux bases de donne´es me´dicales multimodales. La premie`re base de donne´es e´tudie´e est
une base d’images re´tiniennes, constitue´e au LaTIM pour l’aide au suivi de la re´tinopathie
diabe´tique. Notre objectif concernant cette base de donne´es est de se´lectionner des dossiers
de patients au meˆme stade d’e´volution de la pathologie. Pour montrer la ge´ne´ricite´ des
me´thodes propose´es, nous avons e´galement e´tudie´ une base publique de mammographies
(Digital Database for Screening Mammography).
Dans un premier temps, nous cherchons a` caracte´riser individuellement chaque image
du dossier patient. Nous avons poursuivi les travaux effectue´s dans le laboratoire sur
l’application des algorithmes de compression a` la recherche d’images. Nous avons ainsi
propose´ deux me´thodes originales d’indexation a` partir de la transforme´e en ondelettes
des images : 1) une me´thode globale, mode´lisant la distribution des coefficients d’ondelette
dans l’image, 2) une me´thode locale, base´e sur l’extraction de le´sions mode´lisables par
une fonction parame´trique. Ces deux me´thodes sont comple´mentaires : la premie`re permet
notamment de caracte´riser les le´sions e´tendues, la deuxie`me les le´sions localise´es. Une des
originalite´s de ces deux me´thodes provient du fait que la base d’ondelettes est recherche´e
par optimisation dans le cadre du sche´ma de lissage.
Une fois les images caracte´rise´es, nous cherchons a` fusionner les informations provenant
de l’ensemble des images du dossier, ainsi que des informations se´mantiques contextuelles,
pour se´lectionner les dossiers patients les plus proches. Outre le proble`me de l’he´te´roge´ne´ite´
des donne´es, nous devons re´soudre le proble`me de l’incomple´tude des dossiers patients.
A notre connaissance, seuls des syste`mes de recherche traitant se´pare´ment chaque type
d’information ont e´te´ propose´es dans la litte´rature. Nous proposons trois nouvelles approches,
inspire´es de la fouille de donne´es et de la fusion d’information, pour re´ellement inte´grer les
diffe´rentes sources d’information he´te´roge`nes, tout en ge´rant les informations manquantes.
La premie`re est base´e sur les arbres de de´cision et ses extensions, la deuxie`me sur les re´seaux
baye´siens et la troisie`me sur la the´orie de Dezert-Smarandache (DSmT).
Les re´sultats que nous obtenons pour les deux bases de donne´es me´dicales multimo-
dales que nous e´tudions sont tre`s satisfaisants et supe´rieurs aux me´thodes classiques. Ainsi,
la pre´cision moyenne pour une feneˆtre de cinq cas atteint 81,78% pour la base d’images
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re´tiniennes et 92,90% pour la base des mammographies. Pour la base des images re´tiniennes,
cela veut dire qu’en moyenne, sur les cinq premiers cas se´lectionne´s par le syste`me, quatre
sont au meˆme stade d’e´volution que le dossier patient place´ en requeˆte.
Mots cle´s : indexation, recherche d’images par le contenu, fusion se´mantique/nume´rique.
Abstract
IN this Ph.D. thesis, we study methods for information retrieval in databases made up ofmultimedia documents. Precisely, we focus on documents containing digital images with
associated semantic elements. Our objective is to select in a database documents similar
to a query document. Our approach is based on Content Based Image Retrieval (CBIR)
and on Case Based Reasoning (CBR). The aimed application is computer aided diagnosis
in a medical framework : the database is made up of several images together with clinical
contextual information about the patient. The system is applied to two multimodal medical
databases. The first one is a database of retinal images, built at the LaTIM laboratory for
assisting diabetic retinopathy follow-up. Concerning this database, our goal is to retrieve
patient files at the same disease severity level than the patient. To show that the proposed
methods are generic, the system was also applied to a public database of mammographic
images (Digital Database for Screening Mammography).
We first try to characterize each image in the patient file individually ; we continued the
works carried out in the laboratory about the application of image compression to image
retrieval. We have thus proposed two original indexing methods derived from the wavelet
transform of images : 1) a global method, modeling the distribution of wavelet coefficients in
the image, 2) a local method, based on the extraction of lesions modeled by a parametric
function. These two methods are complementary : extensive lesions can be characterized by
the first method, localized lesions by the second one. An originality of both these methods
comes from the wavelet bases used : they are searched for by an optimization process within
the lifting scheme framework.
Once images are characterized, we try to fuse information extracted from each image
in the file, as well as semantic contextual information, to retrieve the closest patient files.
In addition to the heterogeneity of the data, with have to cope with missing information in
patient files. To our knowledge, only retrieval systems processing each type of information
separately are proposed in the literature. We propose three new approaches, derived from
data mining and information fusion theory, to effectively fuse heterogeneous and incomplete
information. The first approach is based on decision trees and their extensions, the second
one on Bayesian networks and the third one on Dezert-Smarandache theory (DSmT).
The results obtained on these two multimodal medical databases are satisfying and su-
perior to existing methods. Thus, the mean precision at five reaches 81.78% on the retinal
image database and 92.90% on the mammography database. For the retinal image database,
it means that on average, among the five cases retrieved by the system, four are at the same
disease severity level than the patient file placed as a query.
Keywords : indexing, content-based image retrieval, semantic and numerical fusion.
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Introduction
NOUS vivons dans un monde ou` l’information disponible, dans tous les domaines del’activite´ humaine, est de plus en plus sous forme nume´rique, tout en repre´sentant des
informations de types tre`s he´te´roge`nes : textes, images, signaux, sons, vide´os... Chacun de
ces types d’information correspond a` une connaissance, un savoir, un besoin diffe´rent et
s’interpre`te, s’utilise aussi avec des outils diffe´rents, meˆme si en finale ils peuvent concourir a`
la meˆme recherche d’information, a` la meˆme prise de de´cision. L’accroissement spectaculaire
du volume de ces donne´es nume´riques, leur facilite´ d’acce`s et de partage via les re´seaux
de te´le´communication, va de pair avec le proble`me de l’exploitation efficace de toutes ces
donne´es the´oriquement disponibles. Nous connaissons tous les syste`mes d’interrogation de
bases de donne´es, les moteurs de recherche sur internet qui nous permettent de retrouver
des informations tre`s rapidement. Leur caracte´ristique commune est que ces syste`mes
travaillent avec des e´le´ments textuels, associe´s aux informations archive´es, voire parfois avec
des valeurs nume´riques, mais lorsque l’on a affaire a` des images, des signaux, cela suppose
que des annotations textuelles soient manuellement associe´es a` ces objets. De fait, depuis
plusieurs anne´es, les chercheurs s’inte´ressent aussi aux me´thodes de recherche par le contenu,
qui permettraient de retrouver ce type d’objets dans des bases de donne´es en utilisant
uniquement le contenu nume´rique des images ou des signaux, soit par description des objets
cherche´s, les objets dans les bases ayant e´te´ au pre´alable traite´s automatiquement, soit
en utilisant directement les objets nume´riques en requeˆte. C’est un domaine de recherche
ge´ne´rique, tre`s actif [41, 16, 96, 95], et en particulier dans le domaine me´dical.
L’essor des dispositifs d’acquisition d’images (came´ras nume´riques, tomographie a` rayons
X, IRM, imagerie nucle´aire, etc.) et des capacite´s de stockage, que nous observons ces
dernie`res anne´es, se traduit par un de´veloppement constant des bases de donne´es me´dicales
nume´riques. Un hoˆpital pouvant effectuer plusieurs dizaines de milliers d’examens me´dicaux
par an, la quantite´ d’information stocke´e chaque anne´e est tre`s importante : elle se compte
en te´raoctets (2 te´raoctets/an pour le centre Le´on-Be´rard de Lyon en 20071, 8 te´raoctets/an
pour le CHU de Charleroi en 20062, etc.). De plus en plus, les informations recueillies au
cours d’un examen (images, analyses de sang, contexte clinique du patient, diagnostic du
me´decin, etc.) sont organise´es au sein de bases de donne´es en dossiers patients spe´cialise´s.
Toutes les informations relatives a` un patient devraient par la suite eˆtre regroupe´es de
manie`re informatise´e et structure´e dans des dossiers me´dicaux patients (futurs DMP, Dossier
Me´dical Personnel, en France).
La cre´ation de ces bases de dossiers patients est un atout majeur pour le de´veloppement
de nouvelles me´thodes d’aide a` la pratique me´dicale. Les dossiers stocke´s dans ces bases
de donne´es sont ne´cessaires pour le suivi des patients, ils constituent une trace de leurs
examens passe´s ; mais ils peuvent e´galement eˆtre inte´ressants pour l’aide au diagnostic pour
de nouveaux patients.
1http ://www.demateriel.com/ ?p=272
2http ://www.cisco.com/web/BE/press/pdfs/CHU Charleroi FR.pdf
2 INTRODUCTION
Des expe´riences ont de´ja` e´te´ mene´es, a` partir de syste`mes experts, pour e´tablir des
diagnostics automatiques, mais un syste`me automatique ne sera jamais fiable a` 100% ;
par conse´quent le me´decin devra toujours effectuer un controˆle sur le diagnostic pre´conise´,
ne serait-ce que pour des raisons le´gales, car il est le prescripteur et donc responsable de
la prescription lie´e au diagnostic. Aussi, plutoˆt que d’essayer d’e´tablir automatiquement
un diagnostic, nous proposons de fournir simplement au me´decin une aide au diagnostic,
en s’appuyant sur des informations acquises aupre`s de plusieurs patients par le passe´,
et accessibles dans une base de donne´es. Nous nous plac¸ons donc dans le champ de la
recherche d’images par leur contenu nume´rique et se´mantique (CBIR : Content Based Image
Retrieval). Nous pre´sentons ainsi diffe´rentes me´thodes qui traitent une requeˆte constitue´e
des informations recueillies aupre`s d’un nouveau patient, et qui se´lectionnent les dossiers
patients qui, au sein d’une base de donne´es, sont les plus proches de la requeˆte. Le me´decin
peut alors se baser sur les annotations et le diagnostic effectue´s par d’autres experts sur
des cas similaires, se´lectionne´s par le syste`me, pour e´tablir son diagnostic pour le nouveau
patient, voire renseigner de manie`re semi-automatique un dossier. Pour rechercher des cas
similaires dans une base de dossiers patients, nous nous basons a` la fois sur les images
et les informations contextuelles qui les composent. C’est une approche nouvelle, car si
la recherche d’images est un sujet de recherche particulie`rement actif depuis une dizaine
d’anne´es, la recherche de dossiers me´dicaux complets, contenant notamment des images, est
par contre, a` notre connaissance, originale. Or ce type de recherche est naturellement mieux
adapte´ aux bases de donne´es me´dicales. Il soule`ve cependant de nouvelles questions : tout
d’abord, comment fusionner des informations tre`s he´te´roge`nes dans un syste`me de recherche,
et ensuite, comment comparer des dossiers patients ge´ne´ralement incomplets. Le travail de
cette the`se a consiste´ a` tenter d’apporter des re´ponses a` ces questions.
Pour rechercher les dossiers patients les plus proches d’un dossier place´ en requeˆte, nous
nous inte´ressons d’abord a` la recherche d’image seules. Pour de´terminer les images les plus
proches d’une image requeˆte, nous devons de´finir une mesure de similitude entre deux images.
Cette similitude est mesure´e a` partir de signatures associe´es a` chaque image, une signature
e´tant constitue´e d’informations caracte´risant l’image de manie`re synthe´tique et structure´e.
Pour construire ces signatures, nous nous basons sur le contenu nume´rique des images, c’est a`
dire que nous extrayons des images elles-meˆmes des e´le´ments permettant de les caracte´riser :
c’est une approche que l’on peut qualifier d’objective par rapport a` l’approche du me´decin qui
interpre`te l’image. Elle fournit une information sans biais lie´ aux connaissances du praticien.
Nous proposons ainsi une me´thode de recherche base´e sur la transforme´e en ondelettes et
la norme de compression JPEG-2000, permettant une caracte´risation ge´ne´rique des images :
dans cette approche, les images sont caracte´rise´es dans leur globalite´, ainsi que localement,
en de´tectant automatiquement certaines le´sions d’inte´reˆt. Dans un deuxie`me temps, nous
abordons la recherche de dossiers patients complets. Pour cela, nous combinons l’approche
nume´rique pre´sente´e ci-dessus et une approche se´mantique, se rapportant non pas a` des
descriptions visuelles, mais aux informations contextuelles du dossier patient. Trois approches
diffe´rentes sont ainsi propose´es pour fusionner les signatures nume´riques de chaque image du
dossier et les informations se´mantiques contextuelles : une premie`re me´thode base´e sur les
arbres de de´cisions, une deuxie`me base´e sur les re´seaux baye´siens, et une troisie`me sur la
the´orie de Dezert-Smarandache.
CHAPITRE
1 Indexation et recherched’informations dans une
base de donne´es
L’accroissement constant, en nombre et en volume, des bases de donne´es nume´riques
requiert des me´thodes d’indexation et des outils de recherche efficaces. Nous rappelons dans
ce chapitre les concepts ge´ne´raux de ce domaine du traitement d’images et de l’information.
Nous en pre´sentons les principales approches et les proble`mes lie´s.
Nous rappelons tout d’abord le principe ge´ne´ral de l’indexation et de la recherche d’infor-
mation. Nous nous inte´resserons ensuite plus particulie`rement au cas des images : apre`s un
e´tat de l’art des diffe´rentes approches existantes en indexation et recherche d’images, nous
motiverons les choix que nous avons adopte´s pour mettre au point nos me´thodes. Ceci nous
ame`nera a` pre´senter en de´tail la recherche d’images par le contenu et le raisonnement a` base
de cas, ainsi que leurs applications dans le domaine me´dical. Finalement nous discuterons de
l’imple´mentation et de l’e´valuation des me´thodes de recherche d’information.
1.1 Principe ge´ne´ral de l’indexation et de la recherche d’in-
formation
Le proble`me de l’indexation de documents dans une base de donne´es est complexe.
L’index doit eˆtre conc¸u pour faciliter la recherche de documents. Les crite`res de recherche
sont toujours de´pendants du domaine d’application or chaque utilisateur a ses propres
crite`res de pertinences, en fonction de ses besoins. Il n’existe donc pas une solution unique a`
ce proble`me. On distingue deux approches principales pour de´finir la requeˆte. La premie`re
est la recherche par caracte´ristiques, ou` l’utilisateur “de´compose” son but et de´crit, a` travers
des primitives, ce qu’il recherche. La seconde approche est la recherche par l’exemple :
l’utilisateur donne un document en requeˆte et le syste`me cherche les documents les plus
similaires au sein de la base de donne´es.
Les me´thodes d’indexation comprennent en ge´ne´ral les e´le´ments suivants [113] :
– Une signature ou index du document, qui sert comme caracte´ristique pour le re-
connaˆıtre et le comparer avec les autres. Dans le cas de la recherche par caracte´ristiques,
celles-ci ou bien des de´rive´es de ces caracte´ristiques sont prises directement comme si-
gnatures. Quant a` la recherche par l’exemple, il faut de´terminer les signatures les plus
approprie´es pour de´crire le contenu des documents d’une fac¸on approchant le mieux
possible les crite`res de l’utilisateur.
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– Uneme´trique de similitude (ou de distance) qui permet de comparer les signatures
et d’associer les documents similaires.
– Des algorithmes de recherche qui, base´s sur les deux outils pre´ce´dents, permettent de
retrouver rapidement les objets recherche´s. Une approche ite´rative est parfois propose´e :
a` partir d’une premie`re se´lection de documents, on pre´cise les crite`res, on relance la
requeˆte, et ainsi de suite.
– Une interface utilisateur, qui rend transparente la proce´dure de recherche et facilite
l’introduction de la requeˆte.
Les experts humains sont les mieux place´s pour construire la signature des documents. Ce-
pendant, cette ope´ration est tre`s couˆteuse et difficilement re´alisable, e´tant donne´e la taille
e´norme des bases d’images. D’ou` l’inte´reˆt de l’indexation automatique.
1.2 Les principales approches pour l’indexation d’images - ap-
proche adopte´e
Plusieurs techniques d’indexation ont e´te´ pre´sente´es dans la litte´rature [42, 46, 114]. Une
premie`re approche de l’indexation d’images consiste a` de´crire le contenu visuel sous forme
textuelle (utilisation de mots-cle´s). Ces mots-cle´s servent comme index pour acce´der aux
donne´es visuelles associe´es. L’avantage de cette approche est qu’elle permet de consulter
les bases de donne´es en utilisant les langages d’interrogation standard, par exemple SQL.
Cependant ceci ne´cessite une grande quantite´ de traitement manuel. De plus la fiabilite´
des donne´es descriptives n’est pas assure´e : elles sont subjectives et elles pourraient ne pas
de´crire correctement le contenu de l’image. Ainsi les re´sultats de recherche pourraient ne pas
eˆtre satisfaisants.
L’avantage de la nume´risation re´cente des bases d’images est que l’index des images peut
eˆtre de´duit directement de leur contenu de fac¸on automatique, et non plus force´ment par
l’interme´diaire d’annotations. En conse´quence, il y a un nouvel inte´reˆt a` de´velopper des
techniques d’indexation d’image 1) qui aient la capacite´ de rechercher des donne´es visuelles
base´es sur leur contenu nume´rique sans extraction-interpre´tation de caracte´ristiques, 2) qui
soient inde´pendantes du domaine, et 3) qui puissent eˆtre automatise´es. Actuellement, deux
approches d’indexation sont utilise´es commune´ment :
– une approche base´e sur l’extraction de caracte´ristiques nume´riques, ou` les index servent
pour encoder le contenu des images. Cette approche est base´e sur des caracte´ristiques
telles que la couleur, la texture et les formes, qui sont utilise´es comme index (voir le
paragraphe suivant).
– une approche structurelle ou` les images sont repre´sente´es comme une hie´rarchie de
re´gions, objets, et portions d’objets. Cette approche est base´e sur les rapports spatiaux
entre objets ou re´gions dans une sce`ne [21].
Nous nous inte´ressons plus particulie`rement a` l’approche base´e sur l’extraction de ca-
racte´ristiques nume´riques. En effet, l’approche structurelle ne s’applique pas force´ment a`
tous les domaines de la me´decine : en particulier, elle ne s’applique pas au diagnostic de
la re´tinopathie diabe´tique, pour laquelle le nombre de le´sions et leur type importe beaucoup
plus que leur localisation. Nous de´veloppons donc au paragraphe suivant l’approche base´e sur
l’extraction de caracte´ristiques nume´riques, puis nous e´voquerons au paragraphe 1.5 comment
ge´ne´raliser cette approche a` des dossiers me´dicaux complets.
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1.3 La recherche d’images par le contenu
Depuis le de´but des anne´es 90, les chercheurs dans le domaine de la vision par ordinateur
se posent le proble`me de l’indexation automatique des images par leur contenu, qui permet
la recherche d’images par le contenu (en anglais : Content-Based Image Retrieval - CBIR).
La CBIR se situe a` mi-chemin entre la vision par ordinateur et la recherche d’informations,
et cherche une solution alternative semi-automatique au proble`me de la reconnaissance
d’objets en e´vitant toute interpre´tation haut-niveau de la sce`ne. Elle se fonde uniquement
sur la similitude nume´rique d’images.
La premie`re utilisation du terme “recherche d’images par le contenu” dans la litte´rature
a e´te´ faite par T. Kato [68]. Il s’agissait de rechercher des images a` l’aide de caracte´ristiques
de bas niveau telles que la couleur et la texture. A partir de la`, le terme a e´te´ utilise´
pour de´crire le processus de recherche d’images dans une base de donne´es a` partir de
toutes caracte´ristiques (telles que la couleur, la texture et la forme) pouvant eˆtre extraites
automatiquement des images elles-meˆmes. Les caracte´ristiques utilise´es pour la recherche
peuvent eˆtre nume´riques ou se´mantiques, mais le processus d’extraction doit eˆtre de manie`re
pre´dominante automatique. La recherche d’images par les mots-cle´s de´finis manuellement
n’est pas de la CBIR telle qu’on l’entend ge´ne´ralement - meˆme si les mots-cle´s de´crivent
partiellement le contenu de l’image.
La CBIR diffe`re de la recherche d’informations textuelles essentiellement par le fait que
les bases de donne´es d’images sont non-structure´es, les images nume´riques n’e´tant que des
matrices d’intensite´s de pixels, sans signification inhe´rente les uns par rapport aux autres. Ce
qui explique qu’une des questions cle´ dans tout type de traitement d’images est l’extraction
de l’information utile a` partir de ces matrices de pixels (par exemple, reconnaˆıtre la pre´sence
de formes particulie`res ou textures), avant meˆme de commencer a` faire des hypothe`ses sur
le contenu de l’image. Les bases de donne´es d’images diffe`rent donc des bases de donne´es
textuelles ou` la matie`re premie`re (les mots stocke´s comme chaˆınes de caracte`res) a de´ja` e´te´
structure´e logiquement par l’auteur [115].
La CBIR se simplifie lorsque l’on travaille dans des bases d’images spe´cialise´es (par
exemple dans des bases me´dicales spe´cifiques). Nous savons d’abord quelles caracte´ristiques
des images sont susceptibles d’inte´resser les utilisateurs : comme par exemple la pre´sence
ou non de certaines le´sions dans les images me´dicales. Ensuite, si les images de la base de
re´fe´rence ont e´te´ interpre´te´es par un expert, nous pouvons de´finir des classes, par exemple le
stade d’e´volution de la pathologie e´tudie´e, et affecter chaque image a` une classe.
Ceci a plusieurs conse´quences. En premier lieu, cela permet de construire des signatures
d’images plus spe´cifiques, contenant des informations tre`s cible´es. Par conse´quent, la
pre´cision des me´thodes d’indexation propose´es peut eˆtre conside´rablement ame´liore´e par
rapport au cas ge´ne´ral. Ensuite, comme un label de classe a e´te´ affecte´ a` chaque exemple
de la base, nous pouvons de´finir des crite`res d’e´valuation des performances simples (calculs
de pre´cision/rappel, cf. section 1.6). De plus, il est possible d’apprendre la relation entre la
signature des images et les labels affecte´s, permettant ainsi de combler le fosse´ se´mantique
entre les descripteurs bas-niveau et les perceptions (haut niveau) de l’utilisateur : un
proble`me re´current en CBIR [25, 75].
Les me´thodes de recherche d’images par le contenu, spe´cifiques au domaine me´dical,
peuvent eˆtre regroupe´es en plusieurs cate´gories :
– Les me´thodes base´es sur la segmentation de formes d’inte´reˆt telles que des le´sions [106],
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ou de re´gions [18, 84]. En ge´ne´ral, il n’est pas possible d’extraire automatiquement
toutes les formes d’inte´reˆt. Ainsi, des experts me´dicaux sont sollicite´s pour de´terminer
des re´gions d’inte´reˆt (human/physician in the loop approach) [123].
– Les me´thodes utilisant directement la description des le´sions faite par les me´decins
[91, 19].
– Les me´thodes consistant a` caracte´riser l’agencement des formes inte´ressantes (organes,
le´sions, ...) pre´sentes dans l’image a` l’aide d’un graphe topologique, qui sert alors d’index
a` l’image [104, 135, 106].
– Les me´thodes base´es sur l’extraction de descripteurs bas niveau connus pour bien ca-
racte´riser les pathologies e´tudie´es [83].
– Les me´thodes base´es sur la caracte´risation de la couleur, de la texture ou de formes
ge´ne´riques [41, 96]. Contrairement aux bases d’images quelconques, nous pouvons
se´lectionner [39, 122] ou ponde´rer [78] les attributs discriminants, car nous connais-
sons l’usage qu’en font les utilisateurs.
1.4 Architecture des syste`mes d’indexation de bases d’images
En se basant sur les e´le´ments de´crits pre´ce´demment (cf. section 1.1), on peut sche´matiser
l’architecture typique d’un syste`me d’indexation (figure 1.1). On distingue deux e´tapes : 1)
la phase en mode autonome pour les pre´traitements, l’organisation et la gestion de la base
d’images de re´fe´rence (sous-syste`me d’indexation de la base), 2) la phase de consultation en
ligne pour les traitements propres a` chaque nouvelle requeˆte de l’utilisateur (sous-syste`me de
recherche). Les deux sous-syste`mes ont en commun les deux traitements suivants :
– L’extraction de descripteurs caracte´ristiques des images, que ce soit pour une image
de la base durant la phase en mode autonome ou une image requeˆte propose´e par
l’utilisateur lors de la phase en ligne.
– La construction des index a` partir des descripteurs.
Pendant la consultation de la base, l’utilisateur se´lectionne une image par le biais d’une
interface graphique. Les index ou signatures de la requeˆte sont confronte´s aux index des
images de re´fe´rences. Finalement, le syste`me se´lectionne et pre´sente a` l’utilisateur les images
les plus similaires a` la requeˆte.
La phase d’indexation contient les ope´rations ne´cessaires pour organiser les descripteurs
de manie`re a` acce´der rapidement aux donne´es. Indexer une image consistera a` calculer une
signature depuis ses descripteurs par le biais d’une fonction d’indexation. Ide´alement, plus
deux signatures sont proches au sens de la me´trique utilise´e, plus les images associe´es sont
proches au sens de l’utilisateur. La complexite´ de la comparaison des images est alors re´duite
a` la comparaison de leur signature d’indexation.
Pour s’affranchir du parcours exhaustif de la base, une solution consiste a` stocker et or-
ganiser les index des images de la base de mode`les dans des tables de hachage [79] ou dans
des structures arborescentes [20], en associant a` chaque index les mode`les de la base corres-
pondants. Le principe de ces me´thodes est de cre´er une partition de l’espace des parame`tres
en classes, regroupant ainsi les mode`les dans des re´gions. Ces structures forment des diction-
naires permettant une recherche acce´le´re´e graˆce au classement des index. Lors de la phase
d’interrogation, cela e´limine les parcours inutiles pour aboutir directement a` une solution [8].
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Figure 1.1 — Architecture ge´ne´rique d’un syste`me d’indexation d’images
1.5 Le raisonnement a` base de cas
Le raisonnement a` base de cas (en anglais Case based reasoning - CBR) [1] est une
approche plus ge´ne´rale que la CBIR : on ne fait pas d’hypothe`ses sur la nature des donne´es.
Les me´thodes de recherche a` base de cas re´solvent les proble`mes en se´lectionnant dans une
base de connaissances des cas analogues a` un cas e´tudie´. De plus, au lieu de se´lectionner
simplement les cas les plus proches, comme pour la CBIR, elles se´lectionnent une solution
associe´e a` ces cas les plus proches : dans le contexte me´dical, la solution se´lectionne´e est un
diagnostic sur le cas e´tudie´. Cette me´thodologie est apparue il y a une quinzaine d’anne´es
mais les travaux initiaux sur le sujet remontent aux expe´riences de Schank et Abelson
en 1977 [116]. Le raisonnement a` base de cas connaˆıt un de´veloppement croissant dans
le domaine me´dical [10]. Il reste ne´anmoins encore assez me´connu par rapport a` d’autres
technologies du domaine des sciences cognitives, comme la fouille de donne´es.
Les e´tapes du raisonnement a` base de cas sont les suivantes (voir figure 1.2) :
1. Repre´sentation : la repre´sentation des cas est similaire a` celle utilise´e en CBIR
(ge´ne´ralement sous forme vectorielle).
2. Recherche : plusieurs heuristiques, telles que l’algorithme des plus proches voisins (Nea-
rest Neighbour), peuvent eˆtre utilise´es pour mesurer la similitude entre la requeˆte et les
cas de la base.
3. Re´utilisation : on propose pour le cas place´ en requeˆte le diagnostic associe´ aux cas de
la base les plus proches.
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4. Re´vision : apre`s sa ge´ne´ration par la me´thode, la solution du proble`me est teste´e. Si le
diagnostic est correct, il est retenu : c’est la phase de conservation pre´sente´e ci-dessous.
S’il n’est pas satisfaisant, il faut le corriger : c’est la phase de re´vision.
5. Conservation : au cours de cette phase, le nouveau cas et son diagnostic valide´ sont
ajoute´s a` la base de cas.
Figure 1.2 — Les e´tapes du raisonnement a` base de cas
A l’origine, le raisonnement a` base de cas a e´te´ mis au point pour traiter des docu-
ments structure´s, indexables par de simples vecteurs de caracte´ristiques. Cependant, dans le
domaine me´dical, l’information requise par les me´decins pour diagnostiquer certaines patho-
logies est plus complexe. Dans le cas de la re´tinopathie diabe´tique par exemple, les me´decins
analysent des se´ries d’images accompagne´es d’information contextuelles. Les me´thodes de
raisonnement a` base de cas dans le domaine me´dical doivent donc pouvoir inte´grer de l’in-
formation symbolique, telles que des annotations cliniques et des informations nume´riques
comme des images. Certaines me´thodes ont e´te´ mises au point pour ge´rer de l’information
symbolique [19]. D’autres me´thodes, base´es sur la CBIR, ont e´te´ mises au point pour ge´rer
des images (voir paragraphe pre´ce´dent). Cependant, il y a eu peu d’e´tudes pour tenter de
fusionner ces deux types d’information dans un meˆme syste`me. Certes, certaines me´thodes
proposent de formuler en paralle`le des requeˆtes textuelles et des requeˆtes nume´riques [3, 12],
mais les deux types d’information sont traite´es se´pare´ment. Une autre me´thode permet de
combiner line´airement une mesure de similarite´ base´e sur le texte et une autre base´e sur
l’image [120]. Dans chacune des deux solutions, les relations entre informations symboliques
et nume´riques ne sont pas exploite´es. Par conse´quent, la mise au point d’une telle me´thode
reste une question ouverte.
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1.6 Crite`res de performance d’une me´thode de recherche d’in-
formation
L’e´valuation des algorithmes de recherche est une taˆche tre`s complexe. Elle doit prendre
en compte les performances qualitatives des re´sultats fournis a` l’utilisateur, mais aussi le
temps de recherche ou la taille de la signature par exemple. L’e´valuation des me´thodes s’ap-
puie sur deux e´tapes principales. Il faut d’abord de´finir avec pre´cision le crite`re d’e´valuation,
puis la mesure d’e´valuation associe´e a` ce crite`re.
La qualite´ d’une me´thode de recherche d’information peut eˆtre juge´e par un grand nombre
de crite`res diffe´rents. Ces crite`res peuvent eˆtre groupe´s en plusieurs classes :
– l’effectivite´ : la pertinence, la capacite´ de discrimination, la stabilite´ par rapport a` des
changements de la requeˆte, l’inte´grite´ des re´sultats, la complexite´ de formulation de la
requeˆte, etc.
– l’efficience : le temps de recherche, le temps pour donner le re´sultat de la recherche,
le temps pour la ge´ne´ration des index, le temps d’insertion, l’espace de stockage des
index, le temps pour la ge´ne´ration d’une requeˆte, etc.
– la flexibilite´ : la convenance pour les applications, l’adaptabilite´, etc.
– autres : la pre´sentation des re´sultats, etc.
Chaque classe posse`de plusieurs sous-crite`res et chacun de ces sous-crite`res doit eˆtre e´value´
individuellement pour obtenir une e´valuation globale de la me´thode.
La deuxie`me e´tape dans le processus de l’e´valuation est de de´finir les mesures associe´es
aux crite`res d’e´valuation. Elles sont simples pour certains crite`res (comme le temps de re-
cherche). Mais ce n’est malheureusement pas aussi simple pour la majorite´ des crite`res cite´s.
Le crite`re auquel nous allons nous inte´resser principalement est la capacite´ de discrimination
(ou l’efficacite´ de re´cupe´ration). L’objectif d’une me´thode de recherche est de retourner les
documents les plus proches de la requeˆte, pour une mesure de similitude donne´e. L’efficacite´
globale de la me´thode peut eˆtre mesure´e uniquement si les similitudes re´elles sont connues,
ce qui suppose pour une me´thode automatique une classification des documents. En ge´ne´ral,
une e´valuation des me´thodes de recherche demande :
1. une collection de N documents (la base de donne´es).
2. un ensemble de M requeˆtes de re´fe´rence.
3. un ensemble de me´triques d’e´valuation.
La pratique commune pour e´valuer l’efficacite´ de re´cupe´ration (retrieval en anglais) est la
suivante : une requeˆte est pre´sente´e au syste`me, le syste`me retrouve les documents par ordre
de pertinence, puis, pour chaque valeur de coupure k (= nombre de documents pre´sente´s en
re´ponse a` la requeˆte, que nous appellerons “feneˆtre de retrouvaille”), les valeurs suivantes
sont calcule´es (Vn est la pertinence du document n, Vn = 1 si la requeˆte et le document n
pre´sente´ en re´ponse appartiennent a` la meˆme classe, Vn = 0 sinon) :





– les faux positifs (e´quation 1.2) : documents retrouve´s par la recherche mais ne
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Les mesures de performance usuelles du domaine de la recherche d’information sont en-
suite calcule´es :
– le rappel (e´quation 1.4) : rapport entre le nombre d’objets approprie´s extraits et le





– la pre´cision (e´quation 1.5) : rapport entre le nombre d’objets approprie´s extraits et le





La pre´cision et le rappel donnent une bonne indication de la performance de la me´thode
(ils prennent des valeurs entre 0 et 1 ; les valeurs e´leve´es, voisines de 1, indiquent une bonne
performance). Mais une mesure seule est insuffisante. Nous pouvons toujours avoir le rappel
e´gal a` 1, simplement en donnant a` k une valeur e´gale a` la taille de la base. De meˆme, la
pre´cision gardera des valeurs e´leve´es en recherchant seulement quelques documents (k≪ taille
de la base). Ainsi, la pre´cision et le rappel sont en ge´ne´ral utilise´s ensemble (par exemple, la
valeur de pre´cision ou` le rappel est e´gal a` 0.5 ), ou le nombre de documents propose´s (valeur
d’arreˆt) est indique´ (par exemple, le rappel quand 100 images sont affiche´es, ou la pre´cision
pour 20 images). Le nombre k de documents propose´s est choisi par l’utilisateur. Dans la
pratique, ce nombre est choisi pour que ces k documents soient visualise´s commode´ment.
Cependant, les mesures sont sensibles au choix du nombre k. Si le nombre est petit, les
petites diffe´rences dans l’exe´cution des algorithmes peuvent mener a` de grandes diffe´rences
dans la pre´cision et le rappel. D’autre part, de grandes valeurs de k ne permettent pas de
distinguer les diffe´rences de performance. Par conse´quent, les deux mesures sont souvent
calcule´es pour diffe´rentes valeurs de k et repre´sente´es sur le meˆme graphique : nous obtenons
une courbe parame´tre´e par k. Le re´sultat graphique est appele´ graphique “pre´cision - rappel”
comme repre´sente´ sur la figure 1.3.
Figure 1.3 — Courbes de pre´cision-rappel. Plusieurs courbes de pre´cision-rappel sont
pre´sente´es sur la figure, chacune e´tant associe´e a` une me´thode de recherche. La me´thode
la plus performante est celle dont la courbe est le plus a` droite : les valeurs de pre´cision sont
les plus e´leve´es pour toutes les valeurs de rappel.
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L’application cible de cette the`se est la recherche de dossiers patients constitue´s de se´ries
d’images me´dicales, accompagne´es d’informations contextuelles. Plus pre´cise´ment, nous
nous inte´ressons a` l’aide au diagnostic de la re´tinopathie diabe´tique. Dans ce cadre, nous
travaillons sur une base de donne´es de dossiers patients, construite en collaboration avec le
service d’ophtalmologie de l’hoˆpital universitaire de Brest, qui enrichit re´gulie`rement cette
base. Pour e´valuer la ge´ne´ricite´ des algorithmes propose´s, nous les avons e´galement e´value´s
sur une base multimodale de mammographies.
Dans cette the`se, nous de´veloppons dans un premier temps des algorithmes de recherche
d’images (cf. chapitre 3). Ces algorithmes sont e´value´s sur les deux bases me´dicales e´voque´es
ci-dessus, ainsi que sur deux autres bases d’images, souvent utilise´es comme re´fe´rence pour
e´valuer des algorithmes de recherche d’images par le contenu. Puis dans un deuxie`me temps,
nous proposons des algorithmes pour e´tendre ces me´thodes de recherche a` des se´ries d’images
combine´es a` de l’information contextuelle (cf. chapitre 4). Cette deuxie`me cate´gorie d’algo-
rithmes est e´value´e sur la base de re´tinopathies diabe´tiques constitue´e au LaTIM, ainsi que
sur la base de mammographies.
2.1 Base de re´tinopathies diabe´tiques
2.1.1 La re´tinopathie diabe´tique
Le diabe`te peut re´sulter de facteurs ge´ne´tiques et environnementaux et se caracte´rise par
un exce`s permanent de sucre dans le sang. Face a` une incroyable augmentation du nombre
de malades, les experts parlent aujourd’hui d’e´pide´mie. Le diabe`te attaque les vaisseaux
sanguins et notamment ceux de la re´tine, qui est tre`s vascularise´e.
La re´tinopathie diabe´tique (RD) est une des principales causes de ce´cite´ et de malvoyance.
Les e´tudes e´pide´miologiques re´alise´es dans les pays industrialise´s la citent comme une des 4
principales causes de malvoyance dans l’ensemble de la population et la premie`re cause de
ce´cite´ chez les sujets de moins de 50 ans [70, 125].
Cette affection ne se remarque pas pendant de nombreuses anne´es, elle ne devient
symptomatique qu’au stade de complications. Le retard du traitement est la cause essentielle
de la perte de vision et est e´vitable avec un de´pistage et un traitement approprie´ [64].
Seul un examen effectue´ re´gulie`rement peut permettre de la diagnostiquer pre´cocement et
de la traiter. La ce´cite´ et la malvoyance lie´es a` la re´tinopathie diabe´tique sont en effet en
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grande partie e´vitables graˆce au traitement par laser, dont l’efficacite´ a e´te´ depuis longtemps
de´montre´e [54, 53].
L’enjeu e´conomique de la maladie est tre`s important. A titre d’exemple, il a e´te´ estime´
qu’une e´pargne annuelle de 600 millions de dollars ame´ricains est possible aux Etats-Unis
en ame´liorant la de´tection et le traitement de la re´tinopathie diabe´tique [63]. En Sue`de, une
e´pargne annuelle potentielle de 36 millions de couronnes sue´doises a e´te´ estime´e [63]. Ces
chiffres datent de 1995, ils sous-estiment la re´alite´ actuelle vue l’augmentation continue du
nombre de diabe´tiques (selon les dernie`res estimations de l’OMS le nombre e´tait de 177
millions en 2000, il atteindra au moins 300 millions d’ici l’an 2025) et le de´veloppement de
modalite´s the´rapeutiques plus couˆteuses (injections intra vitre´ennes, vitrectomies...).
L’e´volution de la pathologie peut eˆtre classifie´e en un certain nombre de stades. L’e´chelle
que nous utilisons est l’International Clinical Diabetic Retinopathy Disease Severity Scale
(ICDRS) [147] qui comporte cinq stades, auxquels nous rajoutons un stade 0 correspondant
a` une absence de pathologie.
Parce que les enjeux sanitaires et e´conomiques sont importants, nous nous sommes
inte´resse´s au de´veloppement d’outils d’aide au diagnostic de cette pathologie. De plus l’exis-
tence d’une classification en stades de la RD permet d’e´valuer simplement les performances
des algorithmes propose´s.
Les stades de la RD sont de´termine´s en fonction du type, du nombre et de la localisation
des le´sions pre´sentes (chaque re´tine est divise´e en quatre quadrants). Les diffe´rents types de
le´sions qui peuvent apparaˆıtre au cours du de´veloppement de la RD sont au nombre de 9,
certains d’entre eux se de´clinant en sous-cate´gories. Ils sont liste´s dans le tableau 2.1. Les
stades de la RD sont de´crits dans le tableau 2.2.
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Tableau 2.2 — Stades de la re´tinopathie diabe´tique
stade description
0 - Pas de re´tinopathie apparente
1 - Re´tinopathie non prolife´rante minime Pre´sence de microane´vrismes uniquement
2 - Re´tinopathie non prolife´rante mode´re´e Pre´sence de le´sions autres que des
microane´vrismes mais ne correspond
pas au stade 3
3 - Re´tinopathie non prolife´rante se´ve`re Une des 3 conditions suivantes est satisfaite :
• Plus de 20 he´morragies intra re´tiniennes
dans chacun des 4 quadrants
• anomalies veineuses certaines dans au
moins 2 quadrants
• AMIR proe´minants dans au moins 1
quadrant mais ne correspond pas au stade 4
4 - Re´tinopathie prolife´rante Une des 2 conditions suivantes est satisfaite :
• pre´sence de ne´ovaisseaux
• he´morragie vitre´e / pre´ re´tinienne
5 - Re´tinopathie traite´e non active La re´tine a e´te´ traite´e au laser et la re´tinopathie
n’est plus active
2.1.2 Les dossiers patients
Dans le cadre de cette e´tude, une base de donne´es de 63 cas correspondant a` des patients
diabe´tiques examine´s au CHU Morvan a` Brest depuis juin 2003 a` e´te´ utilise´e. Les 995 images
constituant cette base ont e´te´ interpre´te´es par un me´decin, qui a notamment affecte´ un stade
de se´ve´rite´ a` chaque patient. La distribution des stades d’e´volution parmi les patients de la
base de donne´es est donne´e dans le tableau 2.3.
Tableau 2.3 — Distribution des stades d’e´volution de la RD parmi les patients de la base
des re´tines
stade d’e´volution nombre de patients
0 Pas de re´tinopathie apparente 7
1 Re´tinopathie non prolife´rante minime 9
2 Re´tinopathie non prolife´rante mode´re´e 22
3 Re´tinopathie non prolife´rante se´ve`re 9
4 Re´tinopathie prolife´rante 9
5 Re´tinopathie traite´e non active 11
Les diffe´rents types d’informations disponibles sur le contexte clinique des patients sont
liste´s dans le tableau 2.4. Pour chaque patient, plusieurs de ces informations ne sont pas
disponibles. Ainsi, sur l’ensemble des dossiers de la base de donne´es, 40,5% des informations
contextuelles sont manquantes.
Les photographies du fond de l’œil sont multimodales. En effet, pour chaque patient,
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Tableau 2.4 — Informations sur le contexte clinique du patient
attributs valeurs possibles
contexte clinique ge´ne´ral
contexte clinique familial diabe`te, glaucome, ce´cite´, autre
contexte clinique me´dical HTAa, dyslipide´mie, prote´nurie,
dialyse re´nale, allergie, autre
contexte clinique chirurgical cardiovasculaire, greffe pancre´as,
greffe re´nale, autre
contexte clinique ophtalmologique cataracte, myopie, DMLAb,
troubles des milieux, glaucome,
chirurgie de la cataracte,
chirurgie du glaucome, autre
circonstances, re´alisation de l’examen
cadre du diabe`te
type du diabe`te DIDc (type I), DNIDd (type II), ne´ant,
Diabe`te insulino-ne´cessitant
anciennete´ du diabe`te < 1 an, 1 a` 5 ans, 5 a` 10 ans, > 10 ans
e´quilibre du diabe`te bon, mauvais, modifications rapides,
he´moglobine glycosyle´e
traitements insuline injection, insuline pompe,
ADOe + insuline,
ADO, greffe du pancre´as
symptoˆmes ophtalmologiques avant
re´alisation angiographie
asymptomatique sur le plan ne´ant, de´pistage oph. syste´matique
ophtalmologique diabe`te connu,
attente diabe´tique extra ophtalmologie,
diabe`te de de´couverte re´cente par bilan






maculopathie œdemateuse focale, œdemateuse diffuse,
ne´ant, ische´mique
aHyperTension Arte´rielle




fBaisse de l’Acuite´ Visuelle
une se´rie de photographies est acquise en appliquant diffe´rents filtres de couleurs, ou en
injectant un produit de contraste et en re´alisant une angiographie. Pour les angiographies,
le produit de contraste utilise´ est la fluoresce´ine. Il est injecte´ dans les vaisseaux sanguins et
on observe l’e´volution de sa concentration en chaque point de la re´tine. Pour cela, plusieurs
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cliche´s successifs sont pris. L’e´volution de la concentration du produit de contraste permet
de faire ressortir des anomalies. L’appareil utilise´ pour acque´rir ces images est un Topcon
Retinal Digital Camera (TRC-50IA). Certains cliche´s sont effectue´s sur le centre de la re´tine
et d’autres sur sa pe´riphe´rie. Les diffe´rents types d’images sont e´nume´re´s dans le tableau 2.5
et un exemple de se´rie d’images pour une re´tine d’un patient est donne´ sur la figure 2.2.
Tableau 2.5 — Types d’images acquises sur le fond de l’œil
modalite´ localisation de´finition nombre d’images
couleur centrales 768 x 576 pixels 35
filtre vert ane´rythre centrales 1280 x 1008 pixels 109
(comple´mentaire he´moglobine)
filtre bleu centrales 1280 x 1008 pixels 110
filtre rouge centrales 1280 x 1008 pixels 4
angiographies pre´coces centrales 1280 x 1008 pixels 113
angiographies interme´diaires centrales 1280 x 1008 pixels 110
angiographies interme´diaires supe´rieures 1280 x 1008 pixels 98
angiographies interme´diaires infe´rieures 1280 x 1008 pixels 97
angiographies interme´diaires nasales 1280 x 1008 pixels 96
angiographies interme´diaires temporales 1280 x 1008 pixels 99
angiographies tardives centrales 1280 x 1008 pixels 103
Ces informations sont e´galement incomple`tes. En effet, pour certains patients, seule une
re´tine est photographie´e. De plus, les modalite´s ne sont pas force´ment toutes disponibles
pour un œil donne´. Ainsi, parmi l’ensemble des yeux photographie´s, 12,1% des images sont
manquantes. Pour montrer les corre´lations entre la valeur des attributs et le stade d’e´volution
du patient, l’histogramme joint des stades d’e´volution et des valeurs prises par chaque attribut
nominal est donne´ sur la figure 2.1.































Figure 2.1 — Histogramme joints “valeur des attributs nominaux” / “stades d’e´volution”.
La valeur de chaque niveau de l’histogramme est proportionnel a` l’intensite´ de l’image.
Chaque colonne correspond a` un stade et chaque ligne correspond a` une valeur de l’attribut
(voir tableau 2.4). La premie`re ligne correspond aux attributs manquants.
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(a) image couleur (b) filtre vert (c) filtre bleu
(d) angiographie pre´coce (e) angiographie tardive
(f) angiographie interme´diaire
(g) angiographie interme´diaire (h) angiographie interme´diaire (i) angiographie interme´diaire
(j) angiographie interme´diaire
Figure 2.2 — Se´rie d’images acquises sur une re´tine d’un patient
2.1.3 Connaissances a priori sur la re´tinopathie diabe´tique
De grandes e´tudes e´pide´miologiques ont permis de mieux cerner l’incidence des com-
plications re´tiniennes de la re´tinopathie diabe´tique (RD). On estime qu’environ 40% des
diabe´tiques sont porteurs d’une re´tinopathie, ce qui repre´senterait environ 1 000 000 de
patients en France.
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La RD survient tre`s fre´quemment apre`s 10 a` 20 ans d’e´volution du diabe`te. L’e´volution
est d’autant plus rapide que le diabe`te est mal e´quilibre´ et qu’il existe d’autres facteurs de
risque vasculaire (hypertension arte´rielle notamment).
La re´tinopathie diabe´tique est aussi fre´quente au cours du diabe`te de type 1 (insulino-
de´pendant) qu’au cours du diabe`te de type 2 (non insulino-de´pendant) :
– dans le diabe`te de type 1, la RD ne survient en ge´ne´ral pas avant 7 ans d’e´volution ;
apre`s 20 ans d’e´volution, 90 a` 95 % des diabe´tiques de type 1 ont une RD, dont 40%
une RD prolife´rante.
– dans le diabe`te de type 2, 20% des diabe´tiques de type 2 ont une RD de`s la de´couverte
de leur diabe`te. Le risque a` long terme des diabe´tiques de type 2 est moins celui d’une
re´tinopathie prolife´rante (20% des patients) que celui d’un œde`me maculaire (60% des
patients).
Dans le cas d’une re´tinopathie de´butante, il n’y a pas de symptoˆmes.
La RD prolife´rante correspond a` une prolife´ration de ne´ovaisseaux a` la surface de la
re´tine, puis dans le vitre´, due a` l’occlusion e´tendue des capillaires re´tiniens (cre´ant une
ische´mie re´tinienne). Des complications peuvent alors survenir : he´morragie intra-vitre´enne
par saignement des ne´ovaisseaux, de´collement de la re´tine, voire une prolife´ration des
ne´ovaisseaux sur l’iris et dans l’angle iridio-corne´en (glaucome ne´ovasculaire).
La RD peut eˆtre re´ve´le´e par une baisse d’acuite´ visuelle. Celle-ci est en ge´ne´ral
tardive et ne survient qu’apre`s une longue pe´riode d’e´volution silencieuse de la re´tinopathie
diabe´tique.
Le risque de de´veloppement de la cataracte augmente en cas de re´tinopathie diabe´tique.
La baisse d’acuite´ visuelle chez un patient diabe´tique ayant de la cataracte traduit
souvent l’existence de la re´tinopathie diabe´tique.
Chez les enfants diabe´tiques, la pre´valence de la RD est faible, et il n’y a notamment
pas de RD avant la puberte´. Par contre, une aggravation rapide peut se voir a` l’occasion de
celle-ci.
2.2 La base de mammographies
Le projet DDSM (Digital Database for Screening Mammography) [58], impliquant le Mas-
sachusetts General Hospital, l’Universite´ de Floride du Sud et les laboratoires Sandia Natio-
nal, a permis la constitution d’une base de donne´es d’images de mammographies. Cette base
de donne´es publique a pour but la validation d’algorithmes d’aide au de´pistage du cancer.
La base est forme´e de plus de 2000 dossiers patients. Chaque dossier contient deux images de
chaque sein. Ces images ont des de´finitions variables, d’environ 2000x5000 pixels. Elles sont
accompagne´es d’informations contextuelles sur le patient : l’aˆge au moment de l’e´tude, le ni-
veau de densite´ des tissus (e´chelle ACR). Elles sont e´galement accompagne´es d’informations
sur les images : le type de scanner, la re´solution spatiale. Un exemple de se´ries d’images est
donne´ sur la figure 2.3.
Le diagnostic du me´decin est disponible pour chaque dossier. Les patients sont donc classe´s
en trois cate´gories :
– les patients sains
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(a) vue CC
gauche
(b) vue MLO gauche (c) vue CC droite (d) vue MLO droite
Figure 2.3 — Exemple de se´rie d’images mammographiques. (a) et (b) sont des images du
sein gauche, (c) et (d) des images du sein droit.
– les patients pre´sentant des le´sions be´nignes
– les patients atteints de cancer
Le nombre de patients pour chaque cate´gorie est donne´ dans le tableau 2.6.
Tableau 2.6 — Distribution des cate´gories de patients de la base des mammographies
cate´gorie nombre de patients nombre d’images
sains 695 2780
le´sions be´nignes 669 2676
cancer 913 3652
Contrairement a` la base de re´tinopathies diabe´tiques, il n’y a pas d’informations man-
quantes dans les dossiers patients ce cette base.
2.3 Les bases de donne´es d’images seules
2.3.1 La base ORL Visages
Cette base d’images de visages du laboratoire de recherche Olivetti a` Cambridge1 contient
10 images de 40 personnes distinctes (la base de donne´es contient donc 400 images). Les
images changent de par l’expression faciale (sourire/non sourire, les yeux ouverts/ferme´s) et
les de´tails faciaux (lunettes/pas de lunettes). Pour quelques personnes, les images ont e´te´
prises a` des temps diffe´rents, induisant une variation supple´mentaire lie´e a` l’aˆge. Les images
1www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
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ont une re´solution de 92x112 pixels. Un exemple de se´ries d’images est pre´sente´ sur la figure
2.4.
(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
Figure 2.4 — La base ORL visages. Exemple de visage avec 10 expressions diffe´rentes.
2.3.2 La base de donne´es Corel
La base d’images Corel2 est constitue´e de 1006 photographies couleur d’environ 350000
pixels. Elle est souvent utilise´e comme re´fe´rence pour e´valuer des algorithmes de recherche
d’images par le contenu. Les images qui la composent sont classifie´es en fonction du concept
dominant qu’elles repre´sentent parmi un ensemble de 21 concepts tels que “plage”, “person-
nes”, “Afrique”, “baˆtiments”, “dinosaures” ou “fleurs”. Des exemples d’images rattache´es au
concept “plage” sont donne´es sur la figure 2.5.
(a) (b) (c) (d)
Figure 2.5 — Images de la base Corel
2.4 Application cible
Les me´thodes ont e´te´ de´veloppe´es dans le cadre de l’aide au diagnostic de la re´tinopathie
diabe´tique. Nous pre´cisons ici les objectifs vise´s dans ce cadre et les crite`res d’e´valuation qui
en de´coulent. Les meˆmes crite`res d’e´valuation seront applique´s aux autres bases de donne´es,
2www.corel.com
20 CHAPITRE 2. PRE´SENTATION DES DONNE´ES
par soucis de cohe´rence de comparaison des re´sultats.
Nous ne nous sommes pas place´s dans le cadre strict du de´pistage de la RD, mais de la
de´termination du niveau de se´ve´rite´ de la pathologie chez un patient. Ce niveau est de´fini sur
une e´chelle standard (la classification ICDRS). Afin de le de´terminer, l’ophtalmologiste doit
acque´rir un ensemble de photographies multimodales (voir figure 2.2) et analyser ces images
de manie`re diffe´rentielle afin de de´tecter les e´ventuelles le´sions caracte´ristiques de la RD. Le
niveau de se´ve´rite´ est ensuite de´termine´ en fonction du nombre, du type et de la localisation
de ces le´sions. Chaque niveau de se´ve´rite´ entraˆıne une proce´dure spe´cifique (traitements,
fre´quence des controˆles, etc.). Ce qui est donc important au final pour l’ophtalmologiste est
de de´terminer le niveau de se´ve´rite´.
Comme nous l’avons mentionne´ en introduction de la the`se, nous n’effectuons pas une
classification indiquant directement au me´decin le niveau de se´ve´rite´ pre´dit par le syste`me,
nous lui proposons des cas semblables a` celui qu’il e´tudie, a` charge pour lui d’utiliser cette
information pour e´tablir son diagnostic. Le nombre de dossiers se´lectionne´s par le syste`me
pour une requeˆte est fixe´ a` cinq, a` la demande des me´decins. Ils jugent en effet ce nombre
suffisant, en particulier pour des raisons de temps d’analyse des dossiers se´lectionne´s et au
vu des re´sultats fournis par le syste`me. Pour les deux bases de donne´es me´dicales, nous
retournerons donc ce nombre d’images, ceci malgre´ la grande diffe´rence de taille entre les
deux bases. Par souci de comparaison entre les bases de donne´es, nous en ferons de meˆme
pour les deux autres bases. Dans ces conditions, le principal crite`re de performances retenu
pour e´valuer et optimiser le parame´trage des syste`mes d’aide au diagnostic sur chacune des
bases de donne´es est la pre´cision moyenne pour une feneˆtre de retrouvaille de cinq images.
C’est a` dire que nous calculons le pourcentage moyen de dossiers patients (ou d’images)
pertinent(e)s parmi les cinq premiers re´sultats propose´s lors d’une requeˆte. Lorsque nous
parlerons de score de pre´cision moyenne dans la suite du texte, sans pre´ciser la taille de la
feneˆtre de retrouvaille, il s’agira d’une feneˆtre de cinq dossiers patients ou images. Les courbes
de pre´cision-rappel sont fournies a` titre indicatif, mais nous ne les utilisons pas pour comparer
deux me´thodes.
2.5 Conclusion
Pour e´valuer les me´thodes propose´es, nous les appliquons a` des bases de donne´es
constitue´es d’images et pour certaines d’informations contextuelles. Nous pre´sentons dans
le chapitre suivant une me´thode pour indexer les images et rechercher des images similaires
dans une base de donne´es images. Cette me´thode est e´value´e sur les bases me´dicales, ainsi que
sur les bases Visage et Corel, qui ne contiennent que des images. Nous e´tendons ensuite dans
le chapitre 4 la proble´matique de la recherche par le contenu a` la recherche de documents
multimodaux. Ces me´thodes sont alors e´value´es sur les bases me´dicales, ou` les documents, les
dossiers patients, contiennent des se´ries d’images nume´riques et de l’information textuelle.
CHAPITRE
3 Indexation et recherched’images base´e sur la
transforme´e en
ondelettes
La recherche d’images par le contenu, a` partir d’une image requeˆte, s’appuie sur la
comparaison d’images, et donc la de´finition d’une mesure de distance entre deux images.
Ce travail peut eˆtre simplifie´ en associant aux images des signatures, ou index, qui les
repre´sentent de manie`re plus compacte que leur matrice de pixels. Diverses me´thodes ont
e´te´ propose´es pour construire ces signatures (voir chapitre 1). Suite aux travaux de J.R.
Ordo´n˜ez Varela, re´alise´s aux LaTIM en recherche d’images par le contenu base´e sur des
me´thodes de compression [142], nous nous sommes inte´resse´s a` l’utilisation de la transforme´e
en ondelettes pour l’extraction de caracte´ristiques nume´riques des images. Nous proposons
deux approches diffe´rentes pour les indexer (repre´senter synthe´tiquement l’information
qu’elles contiennent) et se´lectionner des images semblables : une approche globale et une
approche locale. La premie`re fournit des descripteurs fre´quentiels, texturels des images, alors
que la deuxie`me fournit des descripteurs locaux. La transforme´e en ondelettes est en effet
bien adapte´e pour ces deux types d’approches, car elle fournit une repre´sentation localise´e
a` la fois en fre´quence et en espace. L’approche globale propose´e est ge´ne´rique : elle s’adapte
aux images e´tudie´es. Elle est base´e sur la distribution des coefficients de la transforme´e de
l’image, dans chacune des sous-bandes de la de´composition (voir section 3.3). La seconde est
spe´cifique aux images e´tudie´es, elle est base´e sur la recherche des le´sions de la re´tinopathie
diabe´tique. Elle se base sur un apprentissage et la de´tection de ces le´sions dans les images
(voir section 3.4).
L’un des inte´reˆts de la transforme´e en ondelettes pour indexer des images re´side dans
sa capacite´ a` concentrer l’information pertinente qu’elles contiennent, d’ou` son utilisa-
tion en compression, dans la norme JPEG-2000 [65]. Elle pre´sente e´galement un inte´reˆt
pratique pour la gestion de grandes bases de donne´es d’images : nous pouvons construire di-
rectement la signature des images a` partir des images compresse´es dans la norme JPEG-2000.
Afin d’ame´liorer les performances qualitatives de la recherche d’images, nous proposons
d’adapter la construction des signatures et le syste`me de recherche aux images e´tudie´es,
par un processus d’optimisation. Pour la construction des signatures, nous proposons de
rechercher une ondelette adapte´e aux images e´tudie´es, avec un crite`re d’adaptation de haut
niveau : les performances de de´tection (pour la signature locale) ou de re´cupe´ration (pour la
signature globale). Nous rappelons dans la section 3.1 les e´le´ments principaux de la the´orie
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des ondelettes, puis en 3.2 nous de´veloppons les me´thodes utilise´es pour adapter l’ondelette
a` nos objectifs. Nous appliquons ensuite ces me´thodes pour ge´ne´rer des signatures globales
et locales (3.3, 3.4).
3.1 La transforme´e en ondelettes
3.1.1 Pre´sentation de la transforme´e en ondelettes
La the´orie de Fourier montre qu’un signal peut eˆtre de´crit et repre´sente´ une somme
infinie de sinuso¨ıdes. Cette somme est de´signe´e sous le nom de se´rie ou d’expansion de
Fourier. L’inconve´nient de cette expansion de Fourier est qu’elle de´compose uniquement le
signal en fre´quence : elle ne contient aucune information spatiale. Ceci signifie que, bien
que nous puissions de´terminer toutes les fre´quences dans un signal, nous ne savons pas
quand elles sont pre´sentes. Plusieurs solutions ont e´te´ propose´es pour repre´senter en meˆme
temps un signal dans les domaines temporels et fre´quentiels. Mais d’apre`s le principe de
l’incertitude de Heisenberg, il est impossible de connaˆıtre la fre´quence exacte et le temps
exact de l’occurrence de cette fre´quence dans un signal. En d’autres termes, un signal ne
peut pas simplement eˆtre repre´sente´ comme un point dans l’espace de temps-fre´quence.
La transforme´e en ondelettes ou l’analyse en ondelettes est une des solutions les plus
utilise´es pour surmonter les proble`mes temps-fre´quence de la transforme´e de Fourier. Dans
l’analyse en ondelettes, l’utilisation d’une feneˆtre module´e en e´chelle re´sout le proble`me
de de´coupage du signal. La feneˆtre est de´place´e sur le signal et pour chaque position, le
spectre est calcule´. Puis le processus est re´pe´te´ plusieurs fois avec une feneˆtre le´ge`rement
plus courte (ou plus longue) pour chaque nouveau cycle : c’est l’analyse temps-e´chelle. A la
fin, le re´sultat est une collection de repre´sentations temps-fre´quence du signal, a` diffe´rentes
re´solutions. Nous parlons alors d’analyse multi-re´solution.
La transformation en ondelettes est tre`s inte´ressante en traitement du signal, et a for-
tiori en compression, graˆce a` son approche multi-re´solution. Cette transformation produit
une repre´sentation a` deux parame`tres (temps-e´chelle) d’un signal. L’e´chelle permet d’obtenir
une nouvelle notion de caracte´ristique “fre´quentielle” de´pendant du temps. La transforme´e
en ondelettes peut eˆtre perc¸ue comme un interme´diaire entre la transforme´e de Fourier a`
feneˆtre glissante et la transforme´e de Wigner-Ville [51]. La transforme´e de Fourier a` feneˆtre
glissante donne une repre´sentation fre´quentielle locale d’un signal (voir figure 3.1) qu’il faut
conside´rer localement stationnaire, alors que la transforme´e de Wigner-Ville donne (sous
diffe´rents aspects) une repre´sentation temps-fre´quence instantane´e du signal [29].





ou` ∗ de´nomme le complexe-conjugue´. Cette e´quation montre comment une fonction f
est de´compose´e dans un ensemble de fonctions Ψs,τ appele´es les ondelettes. Les variables s
et τ sont les nouvelles dimensions, e´chelle et translation, de la transforme´e en ondelettes. La
transforme´e en ondelettes inverse est donne´e par l’e´quation 3.2.
f(t) =
∫ ∫
γ(s, τ)Ψ∗s,τ (t)dτds (3.2)
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(a) (b) (c) (d)
Figure 3.1 — Les diffe´rentes repre´sentations temps-fre´quence d’un signal. Ces figures
repre´sentent, pour chaque repre´sentation du signal, la “boˆıte de Heisenberg” de certaines
fonctions de base, c’est a` dire leur localisation en temps et en fre´quence : (a) pour la
repre´sentation de Shannon, (b) pour la repre´sentation de Fourier, (c) pour la repre´sentation
de Fourier a` feneˆtre glissante et (d) pour la repre´sentation en ondelettes.
Les ondelettes (e´quation 3.3) sont ge´ne´re´es a` partir d’une ondelette Ψ appele´e l’ondelette-








s est le facteur d’e´chelle, τ est le facteur de translation et 1√
s
est un facteur de norma-
lisation a` travers les diffe´rents e´chelles. Il est important de noter que les fonctions de base
des ondelettes ne sont pas indique´es. C’est une diffe´rence entre la transforme´e en ondelettes
et la transforme´e de Fourier. La the´orie de la transforme´e en ondelettes traite des proprie´te´s
ge´ne´rales des ondelettes et de la transforme´e associe´e. Elle de´finit un cadre dans lequel nous
pouvons concevoir des ondelettes pour diffe´rentes applications.
3.1.2 L’analyse multire´solution
L’ondelette me`re Ψ est construite a` partir d’une fonction dite d’e´chelle, note´e Φ,














Les fonctions d’e´chelle (resp. d’ondelette) a` une e´chelle j ge´ne`rent un sous-espace Vj (resp.
Wj) de L
2(R). L’approximation d’une fonction f jusqu’a` l’e´chelle j est dans Vj et les de´tails
sont dansWj . {Vj}j∈Z et {Wj}j∈Z constituent ce que l’on appelle une analyse multire´solution.
Cette analyse multire´solution, qui nous permet de de´composer le signal, est appele´e
analyse multire´solution primale. Pour reconstruire le signal (synthe`se), on de´finit une seconde
analyse multire´solution, dite duale. Cette nouvelle analyse multire´solution est forme´e de
sous-espaces duaux : V˜j , ge´ne´re´ par une fonction d’e´chelle Φ˜, et W˜j , ge´ne´re´ par une fonction
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me`re Ψ˜. Une fonction f ∈ L2(R) peut alors s’e´crire comme suit :
x 7→ f(x) =
∑
j,k∈Z








< f, Ψ˜j,k > Ψj,k(x), Nl ∈ Z
(3.6)
Pour que la reconstruction soit parfaite, il faut que les bases d’ondelettes primales et
duales soient biorthogonales : 

< Φ˜jk,Φjl >= δkl
< Ψ˜jk,Ψjl >= δkl
< Ψ˜jk,Φjl >= 0
< Φ˜jk,Ψjl >= 0
(3.7)
Les e´tudes mene´es par Mallat [88] ont prouve´ une e´quivalence entre la the´orie
mathe´matique des ondelettes et l’approche multi-re´solution par bancs de filtres, ce qui lui a
permis de mettre au point un algorithme de de´composition en ondelettes rapide, a` l’aide de
bancs de filtres. La compre´hension est plus imme´diate avec cette seconde approche, propre au
traitement du signal. L’ide´e sous-jacente de l’approche par bancs de filtres est de repre´senter
le signal a` analyser selon diffe´rentes bandes correspondant a` des domaines fre´quentiels donne´s.
Cette approche n’est pas nouvelle, elle e´tait de´ja` bien connue avant la the´orie des ondelettes.
La figure 3.2 illustre un banc de filtres a` deux bandes ou`H et H˜ de´signent des filtres passe-bas,
G et G˜ des filtres passe-haut. Nous notons {hk}k∈Z, {h˜k}k∈Z, {gk}k∈Z et {g˜k}k∈Z les coeffi-
cients des filtres correspondants. {hk}k∈Z et {gk}k∈Z sont les coefficients des filtres d’e´chelle
et d’ondelette vus pre´ce´demment (cf. e´quations 3.4 et 3.5). Ainsi le produit de convolution






gkx[n− k]). {h˜k}k∈Z et {g˜k}k∈Z
sont les coefficients des filtres d’e´chelle et d’ondelette duales.
Figure 3.2 — Banc de filtres. Le symbole ↓ 2 repre´sente la de´cimation par 2, et ↑ 2 un
sur-e´chantillonnage (en intercalant un ze´ro entre deux coefficients conse´cutifs).
Dans le cas des ondelettes biorthogonales, les filtres H˜ et G˜ sont relie´s de la manie`re
suivante : {h˜k = (−1)kg−k}k∈Z et {g˜k = (−1)kh−k}k∈Z. Dans le cas plus particulier des
ondelettes orthogonales : H˜ = H et G˜ = G.
L’e´tape de de´composition (analyse) d’un signal discret x[n] donne naissance a` deux si-
gnaux : c[n], une approximation du signal (coarse), et d[n] le de´tail. En disposant le banc
de filtres de la figure 3.2 en cascade, tel qu’illustre´ sur la figure 3.3, des approximations
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successives de x[n] sont obtenues : c1[n], c2[n], ..., cNl [n], ou` Nl est le nombre de niveaux
de de´composition (cf. e´quation 3.6). Ces approximations sont des versions lisse´es et sous-
e´chantillonne´es de x[n] (↓ 2j a` l’e´chelle j). Lorsque la mise en cascade s’e´tend a` l’infini, le
signal x[n] est caracte´rise´ par la somme (infinie) des “de´tails” di issus des filtres passe-haut
G.
Figure 3.3 — Banc de filtres en cascade a` Nl = 3 niveaux de de´composition
3.1.3 Proprie´te´s des ondelettes
Pour que la transforme´e en ondelettes permette de traiter efficacement un signal, il
est souhaitable que l’ondelette respecte certaines conditions, les plus importantes e´tant la
condition d’admissibilite´ et la condition de re´gularite´. Les fonctions Ψ(t) qui satisfont la
condition d’admissibilite´ (e´quation 3.8) :
∫ |Ψˆ(w)|2
|w| dw < +∞ (3.8)
ou` Ψˆ est la transforme´e de Fourier de Ψ, peuvent eˆtre employe´s d’abord pour analyser,
puis pour reconstruire un signal sans perte d’information. La condition d’admissibilite´




= 0. Ceci signifie que les ondelettes doivent avoir un spectre passe-bande. Un
ze´ro a` la fre´quence ze´ro signifie e´galement que la valeur moyenne d’une ondelette dans le
domaine temporel doit eˆtre ze´ro (
∫
Ψ(t)dt = 0) et donc qu’elle doit eˆtre oscillante. En
d’autres termes, Ψ doit eˆtre une onde.
Comme nous l’avons vu, la transforme´e en ondelettes d’une fonction unidimensionnelle
(fonction de t) est bidimensionnelle (fonction de s et τ), la transforme´e en ondelettes d’une
fonction bidimensionnelle est quadridimensionnelle. Le produit “temps x largeur de bande”
d’une transforme´e en ondelettes est le carre´ du signal d’entre´e ; mais pour la plupart des
applications pratiques, ce n’est pas une proprie´te´ souhaitable. Par conse´quent, on impose
une condition additionnelle aux fonctions d’ondelettes afin de faire de´croˆıtre rapidement
la transforme´e en ondelettes pour les e´chelles de´croissantes s. Ce sont les conditions de
re´gularite´, qui e´tablissent que la fonction d’ondelettes doit avoir une certaine “douceur” et
“concentration” dans les domaines temps et fre´quence.
Si nous de´veloppons la transforme´e en ondelettes dans une se´rie de Taylor en t = 0
jusqu’a` l’ordre n (laissant τ = 0 pour simplifier), nous obtenons l’e´quation 3.9 :
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ou` f (p) est la pie`me de´rive´e de f et O(n + 1) repre´sente le reste de l’expansion. Si nous

























La condition d’admissibilite´ impose que le moment d’ordre 0, M0, soit nul, de sorte
que la premie`re partie dans l’expression pre´ce´dente soit e´gale a` ze´ro. Si nous parvenons
maintenant a` rendre les autres moments jusqu’a` Mn nuls e´galement, alors les coefficients de
la transforme´e en ondelettes γ(s, t) diminueront aussi rapidement que sn+2 pour un signal
doux f(t).
Une autre proprie´te´ souhaitable des ondelettes est la compacite´ du support. La taille de
son support doit eˆtre aussi petite que possible, afin que le calcul du signal transforme´ soit
rapide.
3.1.4 Extension a` deux dimensions
A l’instar de la transforme´e de Fourier, la transforme´e en ondelettes peut eˆtre applique´e
aux images en conside´rant que les deux dimensions sont se´parables. Concre`tement, la trans-
forme´e en ondelettes est d’abord applique´e a` toutes les lignes de l’image, puis a` toutes les
colonnes de l’image obtenue a` l’issue du traitement des lignes. Cette repre´sentation est tre`s
utilise´e en traitement et compression des images, mais il existe des repre´sentations a` 2 dimen-
sions non-se´parables [74, 73]. La formulation mathe´matique donne naissance a` une fonction
d’e´chelle (Φ) et a` trois ondelettes (ΨHori, ΨV ert, ΨDiag) a` deux dimensions :
Φ(x, y) = Φ(x)Φ(y) (3.12)
ΨHori(x, y) = Φ(x)Ψ(y) (3.13)
ΨV ert(x, y) = Ψ(x)Φ(y) (3.14)
ΨDiag(x, y) = Ψ(x)Ψ(y) (3.15)
Cet ensemble de fonctions fournit une repre´sentation dyadique de l’image, avec trois sous-
bandes de coefficients d’ondelettes pour chaque re´solution n (n = 1..Nl) note´es nHL, nLH et
nHH, et une unique image d’approximation, note´e NlLL. Cette repre´sentation est obtenue
de la manie`re suivante :
– a` chaque niveau n, la sous-bande de basse fre´quence du niveau pre´ce´dent, (n−1)LL, est
de´compose´e ligne par ligne et colonne par colonne (0LL est en fait l’image de de´part).
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– on obtient alors quatre nouvelles sous-bandes nLL, nLH, nHL et nHH :
– nLL regroupe les coefficients de basse fre´quence selon l’axe vertical et selon l’axe
horizontal
– nHL regroupe les coefficients de haute fre´quence selon l’axe vertical et de basse
fre´quence selon l’axe horizontal
– nLH regroupe les coefficients de basse fre´quence selon l’axe vertical et de haute
fre´quence et selon l’axe horizontal
– nHH regroupe les coefficients de haute fre´quence selon l’axe vertical et selon l’axe
horizontal
La figure 3.4 montre un exemple de transforme´e en ondelettes d’une image obtenue par cette
repre´sentation.
Figure 3.4 — Transforme´e en ondelettes d’une image - sche´ma de de´composition pyramidal
Un tel sche´ma de de´composition est dit pyramidal. D’autres sche´mas sont envisageables.
Il est possible en effet :
1. de de´composer d’autres sous-bandes du niveau n− 1 que (n− 1)LL, et ainsi former des
sous-niveaux de de´composition
2. de de´composer une sous-bande uniquement ligne par ligne ou colonne par colonne, et
ainsi former uniquement 2 sous-bandes de niveau n pour une sous-bande donne´e du
niveau n− 1.
3. de faire un choix diffe´rent pour les points 1. et 2. a` chaque re´solution n
La partie II du format JPEG-2000 [66] permet de spe´cifier n’importe quel sche´ma de
de´composition. Il en propose notamment quatre sche´mas, pre´sente´s sur la figure 3.5 :
– la de´composition pyramidale
– la de´composition SPACL (Signal Processing And Coding Lab, Universite´ d’Arizona)
– de´composition en paquets d’ondelettes
– la de´composition FBI (Federal Bureau of Investigation, pour la compression d’images
d’empreintes digitales)
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(c) paquets d’ondelettes (d) de´composition FBI
Figure 3.5 — Diffe´rents sche´mas de de´composition. Le niveau des de´compositions est in-
dique´ par une couleur (rouge, puis bleu, puis vert, puis violet, puis orange). La diffe´rence
entre la de´composition SPACL et la de´composition pyramidale, par exemple, est que dans
le premier cas les sous-bandes 1HL, 1LH et 1HH sont de´compose´es 1 fois.
3.1.5 La transforme´e en ondelettes invariante par translation
Pour certaines applications, notamment pour le de´bruitage, le sous-e´chantillonnage peut
poser des proble`mes dus a` la perte de re´solution. De plus la transforme´e en ondelettes des
images n’est pas invariante par translation : elle de´pend du temps ou de la position dans
l’image, ce qui peut poser proble`me pour caracte´riser des formes. Pour re´soudre ce proble`me,
Coifman a introduit la transforme´e en ondelettes invariante par translation (ou transforme´e
en ondelettes redondante), qui consiste a` ne pas sous-e´chantillonner les approximations du
signal [27]. Ainsi, toutes les sous-bandes de la de´composition ont les dimensions du signal de
de´part. La transforme´e en ondelettes invariante s’obtient en appliquant le banc de filtre en
cascade de la figure 3.3, en supprimant les e´tapes de sous-e´chantillonnage.
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3.2 Adaptation de l’ondelette
3.2.1 Adaptation d’une ondelette a` un proble`me spe´cifique
La construction d’une base ondelette ayant de “bonnes proprie´te´s” est une taˆche difficile
dans le sche´ma classique (cf. section 3.1.3). En effet, plusieurs contraintes doivent eˆtre
satisfaites a` la fois (telles que la biorthogonalite´, la re´gularite´ ou l’admissibilite´) [26].
Ne´anmoins, plusieurs e´tudes ont e´te´ mene´es pour adapter une ondelette a` un signal de
re´fe´rence, avec diffe´rentes contraintes sur les proprie´te´s de l’ondelette et sur le crite`re
d’adaptation. L’objectif est ge´ne´ralement de minimiser la norme L2 entre le signal et son
approximation jusqu’a` une certaine e´chelle (a` des fins de compression par exemple) [138, 57].
Ces me´thodes ont e´te´ applique´es dans le domaine me´dical, pour classifier des signaux a` forme
d’ondes [87, 32]. Dans notre cas, nous ne cherchons pas un filtre qui soit une approximation
du signal de re´fe´rence. Nous cherchons a` parame´trer une signature ge´ne´rique d’image (cf.
section 3.3) et un de´tecteur ge´ne´rique de le´sions (cf. section 3.4). Nous n’avons donc pas
de crite`re simple pour caracte´riser une bonne transforme´e en ondelettes. La seule mesure
d’adaptation dont nous disposons est la pre´cision du moteur de recherche et la sensibilite´
du classifieur. Nous devons donc construire l’ondelette de manie`re empirique, par une
proce´dure d’optimisation, dans laquelle la fonction d’adaptation de l’ondelette n’est pas
donne´e explicitement. Donc, si nous voulons construire un filtre qui satisfasse toutes les
contraintes ne´cessaires pour engendrer une transforme´e en ondelettes, nous devrions mener
une optimisation sous contraintes. Or le couˆt d’une telle optimisation est tre`s e´leve´e.
Des solutions ont e´te´ propose´es pour rechercher facilement une ondelette adapte´e, en
imposant certaines restrictions sur l’espace des ondelettes conside´re´. La de´composition
en treillis (lattice decomposition) en est un exemple [130, 97]. Cette de´composition ne
concerne que les ondelettes orthogonales. L’utilisation de la de´composition dans un processus
d’optimisation en treillis est inte´ressante, car les filtres sont de´finis par un vecteur d’angles,
ce qui nous procure des bornes sur l’espace a` parcourir ((αi/− π ≤ αi < π,∀i).). Nous avons
cependant pre´fe´re´ adopter une autre solution.
En 1994, Sweldens a propose´ une me´thode simple pour satisfaire toutes ces contraintes,
en ramenant le proble`me a` une simple relation entre les coefficients de l’ondelette. Cette ap-
proche, appele´e le sche´ma de lissage (lifting scheme) [134], reformule simplement le sche´ma
classique de la transforme´e en ondelettes. Ce sche´ma permet de se ramener a` une proce´dure
d’optimisation simple. Le sche´ma de lissage est pre´sente´ a` la section 3.2.2. Parcequ’il per-
met un calcul rapide de la transforme´e en ondelettes, le sche´ma de lissage est utilise´ dans le
standard de compression JPEG-2000 [65]. Donc par souci d’efficacite´ des calculs et de com-
patibilite´ avec la me´thode de compression, il est inte´ressant de rechercher une ondelette dans
le cadre du sche´ma de lissage.
3.2.2 Le sche´ma de lissage
Le sche´ma de lissage (lifting scheme) [134] est une nouvelle approche pour construire les
ondelettes biorthogonales a` support compact. Il est base´ sur une simple relation entre toutes









peut eˆtre trouve´ d’apre`s l’e´quation 3.16.
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Les coefficients sk de l’e´quation 3.16 peuvent eˆtre choisis librement. Par conse´quent, on
peut partir d’un ensemble initial de filtres biorthogonaux simples et ge´ne´rer de nouveaux
filtres biorthogonaux a` l’aide de la relation pre´ce´dente. L’ondelette biorthogonale la plus
simple est l’ondelette dite paresseuse (lazy wavelet) : elle ne fait que diviser un signal x[n] en
deux signaux forme´s pour l’un des coefficients pairs de x[n] et pour l’autre de ses coefficients
impairs.
Dans [26], les auteurs proposent un banc de filtres adapte´ de l’e´quation 3.16. Ils de´finissent
deux filtres P et U a` partir des coefficients sk (voir figure 3.6) :
– se´paration : le signal x[n] est divise´ en deux signaux xo[n] et xe[n], l’un contenant les
coefficients impairs de x[n] (xo[n]) et l’autre les coefficients pairs (xe[n]). Ceci revient
a` utiliser l’ondelette paresseuse comme ensemble initial de filtres.
– pre´diction (predict) : on ge´ne`re les coefficients d’ondelettes d[n], qui correspondent a`
l’erreur de pre´diction de xo[n] par xe[n], en utilisant l’ope´rateur de pre´diction P :
d[n] = xo[n]− P (xe[n]).
– mise a` jour (update) : on combine xe[n] et d[n] pour obtenir les coefficients d’e´chelle
c[n], qui repre´sentent une approximation grossie`re du signal original x[n]. Cette mise a`
jour est effectue´e par un ope´rateur U : c[n] = xe[n] + U(d[n]).
Soient Np et Nu la taille du support des filtres line´aires P et U . On note {pk}k=0..Np−1 et
{uk}k=0..Nu−1 les coefficients des filtres P et U .
Figure 3.6 — Banc de filtre a` un e´tage appliquant le sche´ma de lissage
La se´quence se´paration/pre´diction/mise a` jour est e´quivalente au banc de filtre de´fini a`
la section 3.1.2 et illustre´ sur la figure 3.2. Ainsi les signaux c[n] et d[n] obtenus en sortie du
filtre sont les meˆmes que ceux obtenus a` la section 3.1.2 pour un signal d’entre´e x[n] donne´.
L’e´quivalence entre le sche´ma de lissage et le sche´ma classique est illustre´e sur un exemple
(cf. figure 3.7). L’inte´reˆt de repre´senter le banc de filtre sous la forme de la figure 3.6 est qu’il
est plus facile de ve´rifier diffe´rentes proprie´te´s inte´ressantes des ondelettes : la biorthogonalite´
(cf. section 3.2.2.1), la re´gularite´ de l’ondelette primale Ψ (cf. section 3.2.2.2) et la re´gularite´
de l’ondelette duale Ψ˜ (cf. section 3.2.2.3).
Dans le cas d’une transforme´e en ondelettes invariante par translation (pre´sente´ au para-
graphe 3.1.5), le banc de filtre utilise´ est donne´ sur la figure 3.8.
Les filtres G et H e´quivalents ont des tailles de support e´gales a` Ng et a` Nh, respective-
ment, de´finies par l’e´quation 3.17 (le couple de tailles de support des filtres H et G est note´
Nh/Ng).
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(a) filtre passe-haut, Np = 4
(b) filtre passe-bas, Np = 2 et Nu = 4
Figure 3.7 — Equivalence entre le sche´ma de lissage et le sche´ma classique. En appliquant
la proce´dure de la figure 3.6 au signal d’entre´e x, on en de´duit les filtres passe-haut G et
passe-bas H correspondants.
Figure 3.8 — Banc de filtre a` un e´tage appliquant le sche´ma de lissage (de´composition
invariante par translation). Dans le cas invariant par translation, on applique deux fois le
banc de filtre de la figure 3.6 en changeant, dans le deuxie`me filtre, le roˆle des coefficients
pairs et impairs.
{
Nh = 2(Np +Nu)− 3
Ng = 2Np − 1 (3.17)
3.2.2.1 Contraintes minimales sur les coefficients de P et de U
Il a e´te´ de´montre´ [26] que pour que l’ondelette soit biorthogonale, les filtres P et U
doivent uniquement satisfaire les conditions suivantes (e´quations 3.18 et 3.19) :
32











Le syste`me a donc Np + Nu − 2 degre´s de liberte´. Dans le cadre de la compression, ces
coefficients sont de´termine´s de telle sorte que l’erreur de pre´diction soit la plus faible possible
[26] (condition de re´gularite´). Nous utilisons une partie de ces degre´s de liberte´ pour adapter
l’ondelette a` notre proble`me et une partie pour controˆler la re´gularite´ de l’ondelette primale
(cf. 3.2.2.2) et celle de l’ondelette duale (cf. 3.2.2.3). Par de´faut, quand nous ne le pre´ciserons
pas, l’inte´gralite´ des Np +Nu − 2 degre´s de liberte´s seront utilise´s pour adapter l’ondelette.
Claypoole a montre´ comment utiliser l’inte´gralite´ des degre´s de liberte´ pour ame´liorer
au maximum la re´gularite´ des deux ondelettes [26]. Nous montrons, dans les deux sections
suivantes, comment nous pouvons en utiliser une partie a` cet effet et re´server les autres pour
adapter l’ondelette.
3.2.2.2 Controˆle de la re´gularite´ de l’ondelette primale
Le but de l’e´tape de pre´diction est d’e´liminer les basses fre´quences du signal d’entre´e x[n].
Nous souhaitons donc annuler les premiers moments de l’ondelette primale. Soit Mp ≤ Np le
nombre de moments que nous voulons annuler. Nous de´finissons la matrice V , de dimensions
Mp ×Ng, comme suit :
V (k, l) = (l + 1−Np)k, k = 0..Mp − 1, l = 0..Ng − 1 (3.20)
Par exemple, si Np = 6 (donc Ng = 11) et Mp = 3, nous obtenons la matrice V suivante :
V =

 1 1 1 1 1 1 1 1 1 1 1−5 −4 −3 −2 −1 0 1 2 3 4 5
25 16 9 4 1 0 1 4 9 16 25

 (3.21)
Ainsi, pour que l’e´tape de pre´diction annule tous les moments d’ordre infe´rieur a` Mp, il
suffit que :
V.G = 0 (3.22)
Ce qui, pour notre exemple donne :
V.
( −p0 0 −p1 0 −p2 1 −p3 0 −p4 0 −p5 )T = 0 (3.23)
On constate que les coefficients pairs de G (le coefficient central ayant l’indice 0) sont
nuls, sauf le coefficient central qui vaut 1. Par conse´quent, on peut re´duire la dimension du








1 0 . . . 0
)T
(3.24)
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Pour notre exemple :
C =

 1 1 1 1 1 1−5 −3 −1 1 3 5
25 9 1 1 9 25

 (3.25)
Remarque : la contrainte correspondant a` la premie`re ligne de C est e´quivalente a`
l’e´quation 3.18. Ainsi, l’e´quation 3.18 est un cas particulier de l’e´quation 3.22, pour le cas ou`
Mp vaut un.
Nous avons donc Mp = 3 e´quations et Np = 6 inconnues. Les Np − Mp = 3 degre´s
de liberte´s restants sont utilise´s pour adapter l’ondelette au proble`me conside´re´. Ainsi, les
coefficients (pi)i=0..Np−Mp−1 sont ge´ne´re´s par le module d’optimisation (qui sera de´crit aux
sections 3.2.3), puis les coefficients (pi)i=Np−Mp..Np−1 sont de´termine´s par l’e´quation 3.24. On
se rame`ne pour cela a` la re´solution d’un syste`me line´aire A.x = b de dimension Mp ou` :
• A est la matrice carre´e de dimension Mp, forme´e des Mp dernie`res colonnes de C.
• Soit B la matrice forme´e des Np −Mp premie`res colonnes de C. Le second membre b
vaut
(
1 0 . . . 0
)T −B. ( p0 . . . pNp−Mp−1 )T .
Nous re´solvons ce syste`me par la me´thode LU [44].
3.2.2.3 Controˆle de la re´gularite´ de l’ondelette duale
Le filtre passe-bas H, qui de´pend a` la fois de P et de U (voir figure 3.7), est cense´
conserver les basses fre´quences du signal, tout en atte´nuant ses hautes fre´quences. De manie`re
e´quivalente, nous pouvons chercher a` e´liminer les moments d’ordre faible de l’ondelette
duale. Puisque nous travaillons avec des ondelettes biorthogonales, le filtre dual G˜ de H est
de´fini comme suit :
g˜k = (−1)khk (3.26)






























Soit Mu ≤ Nu le degre´ maximal des moments que nous voulons annuler. De fac¸on
similaire a` la section pre´ce´dente, nous de´finissons la matrice V ′, de dimension Mu × Nh,
comme suit :
V ′(k, l) = (l + 2−Np −Nu)k, k = 0..Mu − 1, l = 0..Nh − 1 (3.28)








1 1 1 1 1 1 1 1 1
−4 −3 −2 −1 0 1 2 3 4
)
(3.29)
Ainsi, pour que l’e´tape de pre´diction annule tous les moments d’ordre infe´rieur a` Mu, il
suffit que :
V ′.G˜ = 0 (3.30)
Nous supposons que le filtre P a e´te´ de´termine´ par la me´thode pre´sente´e a` la section
pre´ce´dente. Nous avons donc Mu = 2 e´quations et Nu = 4 inconnues. Les Nu −Mu = 2
degre´s de liberte´s restants sont utilise´s pour adapter l’ondelette au proble`me conside´re´. Ainsi,
les coefficients (ui)i=0..Nu−Mu−1 sont ge´ne´re´s par le module d’optimisation (qui sera de´crit
aux sections 3.2.3), puis les coefficients (ui)i=Nu−Mu..Nu−1 sont de´termine´s par l’e´quation
3.30. On se rame`ne pour cela a` la re´solution d’un syste`me line´aire A′.x = b′ de dimensionMu.
Avant de nous ramener a` un syste`me de dimension Mu, nous passons par une e´tape
interme´diaire : nous nous ramenons a` un syste`me de dimension Mu×Nu (nombre d’e´quation
× nombre d’inconnues), comme au paragraphe pre´ce´dent, et la simplification de ce syste`me
interme´diaire sera identique. Soit g˜ji le facteur de uj dans l’expression litte´rale de g˜i (si
g˜i = −p0u1 − p1u0, alors g˜0i = −p1, g˜1i = −p0, g˜2i = 0, ...). Nous de´finissons la matrice C ′, de
dimension Mu ×Nu, comme suit :
C ′(k, l) =
∑
u
V ′(k, u)g˜lu (3.31)




−p0V ′(0, 0)− V ′(0, 1)− p1V ′(0, 2) −p0V ′(1, 0)− V ′(1, 1)− p1V ′(1, 2)
−p0V ′(0, 2)− V ′(0, 3)− p1V ′(0, 4) −p0V ′(1, 2)− V ′(1, 3)− p1V ′(1, 4)
−p0V ′(0, 4)− V ′(0, 5)− p1V ′(0, 6) −p0V ′(1, 4)− V ′(1, 5)− p1V ′(1, 6)






( −p0 − 1− p1 −p0 − 1− p1 −p0 − 1− p1 −p0 − 1− p1
4p0 + 3 + 2p1 2p0 + 1 −1− 2p1 −2p0 − 3− 4p1
)
(3.33)
L’e´quation 3.30 se simplifie de la manie`re suivante :
C ′.u =
( −1 0 . . . 0 )T (3.34)
Le second membre correspond au produit de la colonne centrale de V ′ par le 1 du
coefficient central de G˜. Le passage de l’e´quation 3.30 a` l’e´quation 3.34 est ne´cessaire pour
de´terminer U . Elle suppose ne´anmoins que l’on dispose d’une expression litte´rale pour G˜ afin
de de´terminer les coefficients g˜ji intervenant dans l’e´quation 3.31. Le calcul de l’expression
litte´rale pour H, dont de´coule G˜ (voir l’e´quation 3.26), s’obtient facilement par le principe
illustre´ sur la figure 3.7 (b).
Le syste`me line´aire final a` re´soudre est le suivant :
• La matrice A′ est forme´e des Mu dernie`res colonnes de C ′.
• Soit B′ la matrice forme´e des Nu−Mu premie`res colonnes de C ′. Le second membre b′
vaut
( −1 0 . . . 0 )T −B′. ( u0 . . . uNu−Mu−1 )T .
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Ici encore, nous re´solvons le syste`me par la me´thode LU.
3.2.3 Adaptation des coefficients de l’ondelette
Dans le cadre du sche´ma de lissage, les filtres de pre´diction P et de mise a` jour U ont
des supports de longueur paire non nulle. Les filtres associe´s a` la fonction d’e´chelle (H) et a`
la fonction d’ondelette me`re (G) correspondants ont les tailles de supports Nh/Ng suivants
(d’apre`s l’e´quation 3.17 de la section 3.2.2) :
– 5/3 (si Np = 2 et Nu = 2)
– 9/3 (si Np = 2 et Nu = 4)
– 9/7 (si Np = 4 et Nu = 2)
– 13/7 (si Np = 4 et Nu = 4)
– ou plus
Lorsque nous nous inte´ressons aux de´tails de l’image (pour la recherche des le´sions par
exemple), il est inutile de rechercher des ondelettes de plus grand support.
En fonction de la taille du support choisi, le nombre de degre´s de liberte´ est de´fini par les
e´quations 3.18 et 3.19 de la section 3.2.2 :
– 5/3 → 2 coefficients inde´termine´s
– 9/3 → 4 coefficients inde´termine´s
– 9/7 → 4 coefficients inde´termine´s
– 13/7 → 6 coefficients inde´termine´s
Nous proposons de de´terminer ces coefficients de telle sorte que le taux de classification
du de´tecteur de forme (pour la signature locale) ou directement l’efficacite´ du syste`me de
recherche (pour la signature globale) soit maximale. Ces coefficients sont donc recherche´s
par optimisation.
Le processus d’optimisation propose´ est base´ sur les algorithmes ge´ne´tiques (cf. 3.2.4) et
la me´thode des directions de Powell (cf. 3.2.5). Ces algorithmes ont e´te´ choisis car la fonction
a` optimiser (le taux de classification ou l’efficacite´ du syste`me de recherche en fonction de
l’ondelette) pre´sente potentiellement plusieurs optima locaux et nous ne connaissons pas son
gradient. L’inte´reˆt d’utiliser conjointement ces deux algorithmes est le suivant :
– L’algorithme ge´ne´tique permet de parcourir grossie`rement un grand espace et de ge´ne´rer
une population de solutions proches de bons optima locaux.
– Les m meilleures solutions trouve´es par l’algorithme ge´ne´tique peuvent eˆtre utilise´es
pour initialiser l’algorithme de descente et ainsi approcher plus pre´cise´ment les optima
locaux.
Dans les algorithmes propose´s, nous effectuons m = 5 descentes de gradient.
3.2.4 Les algorithmes ge´ne´tiques
Les algorithmes ge´ne´tiques [50] sont des me´taheuristiques dont le but est d’obtenir
rapidement une solution approche´e a` un proble`me d’optimisation, lorsqu’on ne connaˆıt pas
de me´thode exacte pour le re´soudre en un temps raisonnable. Les algorithmes ge´ne´tiques
utilisent la notion de se´lection naturelle de´veloppe´e au XIXe sie`cle par Darwin et l’appliquent
a` une population de solutions potentielles au proble`me conside´re´. On se rapproche par
”bonds” successifs d’une solution, comme dans une proce´dure de se´paration et e´valuation, a`
ceci pre`s que ce sont des formules qui sont recherche´es et non plus directement des valeurs.
Les algorithmes ge´ne´tiques sont souvent utilise´s pour rechercher les extrema d’une
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fonction dans un domaine de´limite´ de l’espace, de manie`re stochastique. Ces algorithmes
font e´voluer plusieurs solutions (une population de solutions, appele´es ge´nomes). A chaque
ite´ration (ge´ne´ration), on ge´ne`re une nouvelle population de solutions obtenues par se´lection
des individus les plus prometteurs, qui sont recopie´s, recombine´s deux a` deux ou le´ge`rement
modifie´s (mute´s). Cette proce´dure permet de converger rapidement vers les extrema locaux
tout en se donnant les moyens d’en sortir (graˆce aux recombinaisons ou croisements). Les
algorithmes sont parame´tre´s par les probabilite´s de croisement et de mutation, ainsi que
par la manie`re dont les solutions sont se´lectionne´es, croise´es et mute´es, qui conditionnent la
qualite´ des solutions ainsi que la vitesse de convergence.
Les ge´nomes sont compose´s d’un ensemble de ge`nes, qui correspondent aux parame`tres
de la solution. Dans le cas le plus simple, les ge´nomes sont des vecteurs de parame`tres. A
chaque ge´nome est associe´ une mesure d’e´valuation qui traduit son adaptation au proble`me.
Plus le ge´nome est adapte´, plus il aura de chance d’eˆtre se´lectionne´ pour former la ge´ne´ration
suivante.
L’algorithme le plus simple consiste a` :
(i) ge´ne´rer N individus a` chaque ite´ration (par se´lection, recombinaisons et mutations), N
e´tant la taille de la population
(ii) remplacer les anciens individus par les nouveaux.
L’algorithme que nous avons utilise´ est celui de la cre´ation continue (steady state). Son
principe est le suivant :
(i) a` chaque ite´ration, n individus (n < N) sont ge´ne´re´s a` partir de la ge´ne´ration pre´ce´dente
(ii) les n nouveaux individus sont me´lange´s avec ceux de la ge´ne´ration pre´ce´dente
(iii) les n plus mauvais candidats de la population re´sultante sont e´limine´s
Contrairement aux algorithmes de descente, les algorithmes ge´ne´tiques peuvent eˆtre facile-
ment paralle´lise´s. En effet, a` chaque ite´ration, on e´value inde´pendamment un certain nombre
d’individus ge´ne´re´s a` partir de la population a` l’ite´ration pre´ce´dente. Ces nouveaux individus
peuvent alors eˆtre re´partis entre diffe´rents processeurs pour y eˆtre e´value´s. Une fois la popu-
lation e´value´e sur les diffe´rents processeurs, leur score est retourne´ au processeur maˆıtre, qui
peut s’en servir pour ge´ne´rer la population suivante. Nous avons donc paralle´lise´ l’algorithme
de cre´ation continue a` l’aide de la librairie MPI sur un cluster de 27 noeuds.
3.2.5 Me´thode de l’ensemble de directions de Powell
La me´thode de l’ensemble de directions de Powell en dimension n est un algorithme de
descente base´ sur des directions conjugue´es [45].
L’algorithme admet en entre´e la fonction f a` minimiser, un point initial P0 et un ensemble
de directions D = {u1, u2, ..., un}, ge´ne´ralement les vecteurs de la base canonique de Rn. Son
principe est le suivant :
1. Pour i = 1, ..., n : on recherche le minimum de f le long de la droite paralle`le a` ui passant
par Pi−1, on appelle ce point Pi.
2. Pour i = 1, ..., n− 1 : ui := ui+1.
3. un := Pn − P0.
4. on recherche le minimum de f le long de la droite paralle`le a` un passant par Pn, on
appelle ce point P0.
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5. tant que la meilleure solution e´volue, aller au point 1.
L’inte´reˆt de cette me´thode est qu’elle ne ne´cessite pas la connaissance du gradient de f .
Contrairement aux algorithmes ge´ne´tiques, de´crits ci-dessus, cet l’algorithme de descente ne
permet pas de sortir des minima locaux. Il doit donc bien eˆtre initialise´. Nous utilisons en
fait cet algorithme couple´ avec un algorithme ge´ne´tique. Ce dernier permet de parcourir
grossie`rement un intervalle d’inte´reˆt de la fonction f et d’identifier la position approxima-
tive des meilleurs extrema locaux : {p1, p2, ..., pm}. L’algorithme de Powell permet ensuite
d’approcher plus pre´cise´ment ces extrema. Nous pouvons en effet effectuer m descentes par
l’algorithme de Powell, en prenant comme point initial P0 = pi ∀i = 1...m.
3.2.6 Visualisation de la fonction de score des ondelettes pour un proble`me
donne´
Pour visualiser la fonction d’adaptation des ondelettes a` un proble`me donne´, nous uti-
lisons l’algorithme SOM [71] (carte auto adaptative - Self-organizing maps). L’algorithme
SOM est utilise´ pour cartographier un espace re´el, c’est-a`-dire pour e´tudier la re´partition
de donne´es dans un espace a` grande dimension, tel que l’espace des ondelettes biortho-
gonales a` support compact. Cette cartographie est ge´ne´ralement utilise´e pour re´aliser des
taˆches de discre´tisation, de quantification vectorielle [142], ou de classification. Les cartes
auto-organisatrices de Kohonen sont constitue´es d’une grille (le plus souvent uni- ou bidi-
mensionnelle). Dans chaque noeud de la grille se trouve un neurone associe´ a` un vecteur
repre´sentatif d’une zone dans l’espace d’entre´e (voir figure 3.9). Ces vecteurs sont positionne´s
de telle fac¸on qu’ils conservent la forme topologique de l’espace d’entre´e.
Figure 3.9 — Exemple de carte auto organisatrice. Chaque neurone de la carte est
repre´sente´ par un cercle, le vecteur repre´sentatif associe´ est repre´sente´ a` l’inte´rieur de ce
cercle. Nous voyons que les vecteurs repre´sentatifs associe´s a` deux neurones voisins sur la
carte sont similaires.
Nous utilisons l’algorithme de Kohonen pour discre´tiser le sous-espace des ondelettes
biorthogonales a` support compact qui nous inte´resse. Pour l’apprentissage de la grille, les
vecteurs d’entre´e sont des couples de filtres (filtre passe bas H, filtre passe haut G). Ces
couples (H,G) sont ge´ne´re´s de la manie`re suivante : 1) des couples de filtres (filtre de
pre´diction P , filtre de mise a` jour U) sont ge´ne´re´s ale´atoirement en imposant des contraintes
sur la taille des filtres et e´ventuellement sur leurs coefficients, 2) les couples de filtres (H,G)
correspondants sont calcule´s. Il est possible de spe´cifier dans cet algorithme la mesure de
distance utilise´e pour comparer deux vecteurs (un exemple d’apprentissage (H1, G1) et le
vecteur repre´sentatif d’un neurone (H2, G2)). La mesure de distance D que nous avons
utilise´e est la suivante, car elle est simple et donne de bons re´sultats :
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|g1k − g2k| (3.35)
Pour visualiser une fonction de score sur l’espace des ondelettes conside´re´, nous calculons
le score associe´ a` chaque vecteur repre´sentatif d’un neurone de la grille. Puis on construit
une image dont chaque pixel correspond a` un neurone et le niveau de gris du pixel est
proportionnel au score du vecteur repre´sentatif. Un exemple de repre´sentation est donne´ sur
la figure 3.10.
(a) filtres passe-bas (b) filtres passe-haut (c) fonction de score
Figure 3.10 — Exemple de fonction de score des ondelettes. Sur cet exemple, les filtres sont
recherche´s parmi l’ensemble des ondelettes de support 9/3 (i.e. on n’impose que la contrainte
minimale sur les filtres P et U). Le score de chaque couple de filtres (passe-bas, passe-haut)
est proportionnel a` l’intensite´ du pixel correspondant dans l’image (c).
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3.3 Signature globale des images
L’approche usuelle pour caracte´riser une image de manie`re ge´ne´rique, dans le contexte de
la CBIR, consiste a` calculer des grandeurs globales sur toute l’image, soit en calculant des
valeurs moyennes, soit en construisant des histogrammes. Ces valeurs constituent la signa-
ture ou l’index de l’image. La technique la plus courante consiste a` construire simplement
des histogrammes de couleurs. La caracte´risation d’images par des histogrammes de coef-
ficients d’ondelette a aussi e´te´ propose´e [37, 142]. Nous nous proposons dans cette section
de voir comment adapter ces signatures et les mesures de distances associe´es aux images
e´tudie´es, pour lesquelles nous disposons d’une classification, cette classification nous permet-
tant d’ajuster les parame`tres du syste`me par apprentissage. Nous explorons en particulier
tous les degre´s de liberte´ propose´s dans la norme JPEG-2000 pour rendre le syste`me flexible
et donc parame´trable. Les re´sultats seront compare´s a` la me´thode base´e sur la comparaison
d’histogrammes de couleurs, qui est en fait un cas particulier de la me´thode propose´e.
3.3.1 Signatures base´es sur les histogrammes
Une premie`re approche pour calculer l’index d’une image base´e sur la transforme´e en
ondelettes consiste a` construire, pour chaque sous-bande, un histogramme des coefficients de
la transforme´e. Soit Nl le nombre de niveaux de de´composition de l’image. Dans le cas d’un
sche´ma pyramidal, le nombre d’histogrammes a` construire est 3×Nl + 1.
Pour comparer deux images, nous comparons d’abord une a` une les sous-bandes corres-
pondantes des deux images. Pour cela, nous devons e´tablir une mesure de distance entre
deux histogrammes. Puis les mesures de distance sont combine´es afin d’obtenir la distance
entre les deux images.
Tout d’abord, se pose le proble`me de la construction des histogrammes :
– Le nombre de coefficients de l’histogramme doit eˆtre suffisamment important pour que
la mesure soit discriminante, mais pas trop pour que la signature ne soit pas de trop
grande taille. Le choix s’est porte´ sur des histogrammes a` 32 valeurs.
– Pour combiner les distances, en particulier, il faut connaˆıtre la plage de variation des
coefficients des images transforme´es dans chaque sous-bande pour le type d’images
conside´re´. Pour cela, des statistiques ont e´te´ effectue´es sur les bases de donne´es.
Ensuite quelle mesure de distance faut-il utiliser pour comparer deux histogrammes ?
Le choix de la mesure de distance est discute´ dans la the`se de John Richard Ordo´n˜ez





Finalement, la distance totale est obtenue en sommant les 3×Nl+1 mesures de distance
associe´es chacunes a` une sous-bande.
Cette mesure de distance fournit de bons re´sultats, notamment sur la base des visages.
De plus, la mesure de distance est relativement rapide a` calculer. Cependant, la taille de la
signature est relativement importante. En effet, si nous choisissons une re´solution Nl=4 et un
sche´ma pyramidal, le nombre de coefficients constituant la signature est 32×(3×Nl+1) = 416.
Il nous est donc apparu inte´ressant de trouver une me´thode pour re´duire la taille de la
signature. C’est l’objet du paragraphe suivant.
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3.3.2 Signatures base´es sur les gaussiennes ge´ne´ralise´es
Une deuxie`me approche consiste a` voir les coefficients de l’image transforme´e comme des
re´alisations d’une loi statistique dont nous cherchons a` parame´trer la distribution. En effet,
d’apre`s Wouwer [151], dans le cas des textures, les coefficients de la transforme´e en ondelettes,
pour chaque sous-bande, sont distribue´s selon une loi gaussienne ge´ne´ralise´e. Nous voulons
savoir dans quelle mesure une telle mode´lisation peut se transposer dans le cas des images
e´tudie´es.
3.3.2.1 Loi gaussienne ge´ne´ralise´e
La loi gaussienne ge´ne´ralise´e est une loi centre´e qui de´rive de la loi normale. La loi normale
centre´e, n’e´tant de´finie que par un parame`tre, ne suffit pas a` repre´senter pre´cise´ment la
distribution. Ainsi la loi gaussienne ge´ne´ralise´e est parame´tre´e par :
– α : le parame`tre d’e´chelle, qui correspond a` l’e´cart-type dans le cas d’une loi gaussienne
classique.
– β : le parame`tre de forme, qui est inversement proportionnel au taux de de´croissance
du pic (il vaut 2 dans le cas d’une gaussienne)














−ttz−1dt, z > 0 est la fonction gamma. Une me´thode pour obtenir une
approximation de la fonction Γ avec une pre´cision de 2 × 10−10 ∀z > 0 est donne´e dans
Numerical Recipes in C [43]. Des exemples de densite´s de lois gaussiennes ge´ne´ralise´es sont
donne´es figure 3.11.
Figure 3.11 — Exemples de densite´s de lois gaussiennes ge´ne´ralise´es (diffe´rentes valeurs
pour β / α = 1)
3.3.2.2 Estimateur du maximum de vraisemblance
Nous cherchons a` calculer un estimateur du maximum de vraisemblance pour cette
distribution : soit x= (x1, ..., xL) les coefficients de l’image transforme´e pour une sous-bande
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donne´e. Nous supposons les donne´es xi inde´pendantes. Alors Varanasi et Aazhang [141] ont



































ou` la fonction digamma ̥ est de´finie par ̥(z) = Γ
′(z)
Γ(z) . La valeur de βˆ doit donc
d’abord eˆtre retrouve´e par un algorithme de recherche de racines. L’algorithme ite´ratif
de Newton-Raphson [69] converge efficacement vers l’unique solution, a` condition d’eˆtre
bien initialise´e. Do et Vetterli [37] proposent pour de´terminer une solution initiale une
me´thode qui permet de faire converger Newton-Raphson en typiquement 3 ite´rations avec
une pre´cision de 10−6. Cette me´thode consiste a` faire correspondre les moments d’ordre 1 et
2 (m1 et m2) des coefficients de l’image transforme´e avec ceux de la gaussienne ge´ne´ralise´e
recherche´e. Do a montre´ que le rapport entre la moyenne et l’e´cart-type d’une gaussienne














L’algorithme de Newton-Raphson peut eˆtre utilise´ pour la recherche de la racine de la
fonction monotone suivante :
x 7→ FM (x)− m1√
m2
(3.42)
3.3.2.3 Algorithme de Newton-Raphson et algorithme de Newton-Raphson ro-
buste
Pour calculer les racines d’une fonction f par la me´thode de Newton-Raphson, il faut
connaˆıtre une expression de la de´rive´e f ′ de f . Le principe de l’algorithme est le suivant :




> ε : xk+1 = xk − f(xk)
f ′(xk)
La de´rive´e du premier membre de l’e´quation 3.39, pour le calcul de βˆ est donne´e par [37].
Elle fait intervenir la fonction trigamma ̥′, la de´rive´e de la fonction ̥. Des approximations
efficaces de ces deux fonctions sont e´galement disponibles.
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La de´rive´e de l’e´quation 3.42, pour le calcul de β¯ est de´termine´e de la manie`re suivante :
– Soit lFM (β) = logFM (β) ; lFM (β) est de´fini par l’e´quation 3.43.









– Soit dlFM la de´rive´e de lFM par rapport a β. dlFM est de´termine´ par l’e´quation 3.44.
dlFM (β) =
1
2 ×̥( 1β ) + 32 ×̥( 3β )− 2×̥( 2β )
β2
(3.44)
– Finalement, la de´rive´e de FM (β), dFM (β), s’obtient par l’e´quation 3.45.
dFM (β) = FM (β)× dlFM (β) (3.45)
Dans le cas d’images me´dicales, nous constatons que pour certaines ondelettes l’algo-
rithme de Newton-Raphson peut diverger. Cela se produit lorsque le rapport f(xk)f ′(xk) (point
(ii) de l’algorithme) est trop important. Il se peut alors qu’apre`s mise a` jour, xk+1 soit
ne´gatif ou proche de 0, apre`s quoi l’algorithme diverge. Ceci nous a conduit a` proposer une
modification de l’algorithme initial de Newton-Raphson pour le rendre robuste.
Nous couplons l’algorithme de Newton-Raphson a` un algorithme de bissection (qui
converge moins rapidement, mais est assure´ de converger). Le principe de la me´thode de
bissection est le suivant :
1. on recherche dans un premier temps a et b > a tels que f(a)f(b) < 0 ; cette premie`re
e´tape consiste donc a` encadrer la solution cherche´e,
2. on choisit un point c entre a et b, typiquement c = a+b2 , puis on calcule f(c),
3. si f(a)f(c) < 0 la solution est entre a et c, sinon elle est entre c et b,
4. l’intervalle [a, b] est donc remplace´ par [a, c] ou [c, b] suivant le cas et le processus est
ite´re´ jusqu’a` convergence.
A chaque ite´ration, nous de´cidons s’il faut appliquer une e´tape de l’algorithme de bissection
ou une e´tape de l’algorithme de Newton-Raphson, ces deux me´thodes faisant bien suˆr e´voluer
le meˆme point. Le choix entre ces deux e´tapes se fait en fonction de | f(xk)
f ′(xk)
|. Si | f(xk)
f ′(xk)
| < ǫ,
ǫ > 0 et ǫ << (b − a), nous effectuons une e´tape de l’algorithme de bissection, sinon nous
effectuons une e´tape de l’algorithme de Newton-Raphson (nous avons choisi ǫ = 10−6). De
meˆme, si xk − f(xk)
f ′(xk)
est en dehors de l’intervalle [a; b], alors xk+1 est de´termine´ par une
e´tape de l’algorithme de bissection.
Il faut de´finir un nouveau crite`re d’arreˆt pour l’algorithme hybride, un crite`re qui soit
calculable pour les deux me´thodes. Le crite`re suivant a e´te´ utilise´ : xcourant−xprecedent < seuil.
Pour la me´thode de bissection cette diffe´rence vaut c = b−a2 , pour la me´thode de Newton-
Raphson il vaut f(x)f ′(x) . L’intervalle initial pour la bissection est [ǫ;C]. Nous avons choisi C = 5,
qui n’est jamais atteint. En effet, la valeur de β est ge´ne´ralement comprise entre 0 et 2 (la
forme des distributions est proche d’un Laplacien).
3.3.2.4 Mesure de distance entre deux distributions gaussiennes ge´ne´ralise´es
D’apre`s [37], la mesure de distance la mieux adapte´e pour comparer deux distributions
statistiques est la distance de Kullback-Leibler. la forme ge´ne´rale de la distance de Kullback-
Leibler est la suivante :
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ou` p(X; θq) et p(X; θi) sont les densite´s de deux distributions parame´tre´es par θq et
θi. Cette “distance” n’est en fait pas syme´trique. Mais ceci ne pose pas de proble`me pour
la CBIR, car la recherche non plus n’est pas syme´trique : nous comparons une distribu-
tion requeˆte p(X; θq) a` toutes les distributions p(X; θi), correspondant aux images candidates.
Dans le cas des distributions gaussiennes ge´ne´ralise´es, en introduisant l’e´quation 3.37
dans l’e´quation 3.46, nous obtenons la distance suivante (e´quation 3.47) :




















Finalement, pour obtenir la distance entre une image requeˆte et une image candidate,
nous effectuons la somme des distances de Kullback-Leibler obtenues pour chaque sous-bande.
Remarque : Pour tester si l’asyme´trie de la divergence de Kullback-Leibler affecte
l’efficacite´ de la mesure de distance, nous avons e´galement teste´ une version syme´trique KLS
de´finie par l’e´quation 3.48. Cette distance sera aussi utilise´e au chapitre 4, par un algorithme
de classification non supervise´e, qui ne´cessite une mesure de distance syme´trique.
KLS(p(X; θr)||p(X; θs)) = 1
2






(p(X; θr)− p(X; θs)) log p(X; θr)
p(X; θs)
dx (3.49)
Ce qui dans notre cas donne l’e´quation 3.50 :

















Nous n’avons pas observe´ de diffe´rence significative dans les scores de pre´cision moyenne
obtenus par la mesure syme´trique et la mesure asyme´trique.
Pour pouvoir e´tudier la distribution des images de la base dans l’espace des signa-
tures (voir figures 3.14 et 3.15 ci-apre`s), nous proposons d’interpre´ter visuellement la di-
vergence de Kullback-Leibler dans le plan (α, β). Pour cela nous e´tudions la divergence
KL(p(X;α0, β0)||p(X;αi, βi)) d’un point (α0, β0) aux points (αi, βi) du plan. Pour des raisons
d’e´chelle, il est en fait plus clair de visualiser la mesure de similitude e−ηKL(p(X;α0,β0)||p(X;αi,βi))
(η > 1). Nous observons l’allure de la distance dans la portion [0; 30]× [0; 2] qui contient tous
les couples (α, β) observe´s sur les bases de donne´es e´tudie´es. Les images ainsi obtenues pour
plusieurs points (α0, β0) sont donne´es sur la figure 3.12.
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(a) α0 = 7, 5 /
β0 = 0, 5
(b) α0 = 7, 5 /
β0 = 1
(c) α0 = 7, 5 /
β0 = 1, 5
(d) α0 = 15 /
β0 = 0, 5
(e) α0 = 15 /
β0 = 1
(f) α0 = 15 /
β0 = 1, 5
(g) α0 = 22, 5 /
β0 = 0, 5
(h) α0 = 22, 5 /
β0 = 1
(i) α0 = 22, 5 /
β0 = 1, 5
Figure 3.12 — Visualisation de la distance de Kullback-Leibler dans le plan (α, β). Chaque
image repre´sente la mesure de similitude entre un point (α0, β0) indique´ par un carre´ rouge
et chaque point (αi, βi) du plan. α varie selon l’axe des abscisses, β selon l’axe des ordonne´es.
La mesure de similitude est e−ηKL(p(X;α0,β0)||p(X;αi,βi)) avec η = 5. Plus un point (αi, βi)
du plan est clair, plus il est proche de (α0, β0).
3.3.2.5 Adaptation aux images des bases de donne´es e´tudie´es
L’approximation de la distribution des coefficients de l’image transforme´e en ondelettes
par des gaussiennes ge´ne´ralise´es a e´te´ faite pre´ce´demment pour des textures avec succe`s.
Une diffe´rence importante entre une image “quelconque” et une texture est que le terme de
basses fre´quences est irre´gulier dans le premier cas, alors qu’il est constant dans le second.
Ainsi, pour les images de la base des visages ou des re´tines, la distribution de la
sous-bande de basse fre´quence (NlLL, ou` Nl est le nombre de niveaux de de´composition)
n’est pas du tout une gaussienne ge´ne´ralise´e. Nous perdrions beaucoup d’informations si
nous cherchions a` l’estimer par une telle distribution.
Cependant, pour les autres sous-bandes, une telle approximation semble convenir. Pour
l’illustrer, nous avons superpose´ les histogrammes calcule´s pre´ce´demment avec les densite´s
des gaussiennes ge´ne´ralise´es parame´tre´es pour une image de la base des re´tines sur la figure
3.13.
Ces figures permettent d’illustrer les avantages et les inconve´nients qualitatifs des deux
me´thodes de calcul des signatures :
– Le principal proble`me de la me´thode des histogrammes est que nous devons re´partir
les 32 niveaux sur une plage de valeurs suffisamment large pour correspondre a` tous
les histogrammes, dont l’allure peut varier beaucoup d’une image a` l’autre. Ainsi, dans
certains cas, l’essentiel des informations se concentre sur tre`s peu de niveaux.
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(a) 1HH (b) 1HL (c) 1LH
(d) 2HH (e) 2HL (f) 2LH
(g) 3HH (h) 3HL (i) 3LH
(j) 3LL (k)
Figure 3.13 — Superposition des histogrammes et des gaussiennes ge´ne´ralise´es. Distri-
bution des coefficients de la transforme´e en ondelettes d’un image avec un niveau de
de´composition de 3. Nous voyons sur la figure (j) que la repre´sentation par des gaussiennes
ge´ne´eralise´es n’est pas adapte´e a` la sous-bande de basses fre´quences. Nous voyons qu’au
contraire, pour les sous-bandes de hautes fre´quences (a), (b) et (c), la repre´sentation par des
histogrammes n’est pas adapte´e, les coefficients d’ondelettes e´tant tre`s concentre´s autour de
ze´ro (le parame`tre β de la gaussienne ge´ne´ralise´e est tre`s faible).
– Le principal proble`me de la me´thode des gaussiennes ge´ne´ralise´es est que nous lissons
l’information.
Pour calculer la signature de la sous-bande de basse fre´quence, une autre me´thode a
e´te´ utilise´e. Comme pre´ce´demment, nous estimons la distribution des coefficients par un
histogramme.
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Puisque nous travaillons conjointement avec deux types de signature (base´es sur les gaus-
siennes ge´ne´ralise´es et sur les histogrammes), nous avons duˆ trouver une mesure de distance
permettant de les associer, en leur donnant un poids relatif adapte´. La mesure de distance
entre deux images est calcule´e de la manie`re suivante :
– Pour chaque sous-bande HH, HL et LH, nous calculons la distance de Kullback-Leibler
entre les deux gaussiennes ge´ne´ralise´es
– Pour la sous-bande LL, nous calculons une mesure de distance entre les deux histo-
grammes
– La distance entre les deux images est la somme des distances de´finies ci-dessus
Il semble judicieux d’utiliser des mesures de distance similaires pour comparer les deux
types de mode`les de distribution. Ainsi, [37] propose une distance de Kullback-Leibler KLD
entre deux histogrammes normalise´s (tels que la somme des coefficients vaille 1, voir e´quation














ou` p(q) = {p(q)k , k = 1..R} et p(i) = {p(i)k , k = 1..R} sont les histogrammes normalise´s
des sous-bandes LL des images requeˆte et candidate. Cette mesure de distance n’a pas pu
eˆtre adopte´e car il arrive fre´quemment que des coefficients d’histogrammes soient nuls. Une








(ici, la division par ze´ro ne pose pas proble`me car si pk + qk = 0 alors pk = qk = 0 et la
contribution du niveau a` la distance totale doit donc logiquement eˆtre nulle). Cependant,
cette mesure de distance donne des poids ine´gaux entre les signatures base´es sur les
gaussiennes ge´ne´ralise´es et celles sur les histogrammes.
Il est donc inapproprie´ de calculer les distances entre les diffe´rentes sous-bandes et d’en
faire la somme. D’ou` l’ide´e d’en faire une somme ponde´re´e. Le paragraphe 3.3.3 explique la
de´marche mise en œuvre pour obtenir des poids adapte´s.
L’e´conomie de taille pour les signatures est important. En effet, si nous travaillons avec
un nombre de niveaux de de´composition Nl = 4 et un sche´ma pyramidal, alors la taille de la
signature est : 32 (histogramme) +2× 3×Nl (parame`tres α et β) = 56 au lieu de 416 pour
la me´thode des histogrammes.
3.3.2.6 Comparaison de deux images couleurs
Pour comparer deux images couleurs entre elles, nous comparons les composantes rouge,
verte et bleue des deux images. Nous obtenons alors trois mesures de distances, nous effectuons
la somme de ces distances pour obtenir la distance entre les deux images.
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3.3.2.7 Comparaison d’une image couleur avec une image en niveaux de gris
La base des re´tines est compose´e a` la fois d’images couleur et d’images en niveaux de gris.
Pour comparer une image couleur et une image en niveaux de gris, deux me´thodes ont e´te´
envisage´es :
– Une premie`re me´thode, ge´ne´rale, consiste a` faire un changement de base de
repre´sentation des couleurs. Au lieu de conside´rer les composantes RVB de l’image
couleur, nous conside´rons sa composante de brillance, de´finie par l’e´quation 3.53.
Brillance = 0, 299×R+ 0, 587× V + 0, 114×B (3.53)
– La deuxie`me me´thode est spe´cifique aux images de re´tinopathie diabe´tique. Il a e´te´
montre´ ([144]) que dans le cas des images angiographiques re´tiniennes, la composante
verte de l’image comporte l’essentiel des informations. Ainsi, il suffit de comparer la
signature de la composante verte de l’image couleur avec la signature de l’image en
niveaux de gris. En ce qui concerne les images filtre´es, il suffit de les comparer avec le
canal correspondant de l’image couleur.
La deuxie`me me´thode fournit de meilleurs re´sultats, c’est donc celle qui a e´te´ adopte´e.
3.3.2.8 Corre´lations entre la distribution des coefficients et la classe des images
Puisque la distribution des coefficients dans chaque sous-bande a e´te´ mode´lise´e par une
gaussienne ge´ne´ralise´e, de´finie par deux parame`tres, nous pouvons aise´ment visualiser la
distribution des images dans l’espace parame´trique. Ceci ne serait pas possible en utilisant
la mode´lisation par des histogrammes. Nous allons visualiser cette distribution dans chaque
sous-bande de la de´composition des images.
Pour exemple, nous donnons sur la figure 3.14 la distribution des signatures d’images
angiographiques pre´coces, et sur la figure 3.15 celle des images mammographiques. Chaque
image est repre´sente´e par une couleur correspondant a` sa classe. Nous observons que les
diffe´rentes classes sont difficilement se´parables. Cependant, deux images proches dans le plan
(α, β) d’une sous-bande, au sens de la distance de Kullback-Leibler, sont ge´ne´ralement proches
de par leur classe. Cette proprie´te´ est inte´ressante dans le cadre de la CBIR. Nous observons
d’ailleurs sur plusieurs sous-bandes un gradient du niveau de se´ve´rite´ de la pathologie. Dans
le cas des images mammographiques, nous observons trois groupes d’images inde´pendants du
niveau de se´ve´rite´ de la pathologie : chaque groupe correspond a` un appareil d’acquisition
diffe´rent. Nous remarquons e´galement que la corre´lation entre la classe des images et la
distribution des couples (α, β) est plus ou moins forte selon la sous-bande. Par exemple, pour
les images mammographiques, nous observons que les sous-bandes horizontales (HL) sont
moins corre´le´es avec le stade d’e´volution que les sous-bandes verticales et diagonales. Cette
diffe´rence est probablement due a` la direction privile´gie´e des le´sions sur les images. Pour cette
raison, nous avons de´cide´ de fusionner les mesures de distances entre chaque sous-bande plus
finement que par une simple somme. Pour fusionner ces mesures de distance, nous calculons
une somme ponde´re´e des distances sous-bande par sous-bande. Nous explicitons ces calculs
au paragraphe suivant.
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(a) sous-bande HH1 (b) sous-bande HL1 (c) sous-bande LH1
(d) sous-bande HH2 (e) sous-bande HL2 (f) sous-bande LH2
(g) sous-bande HH3 (h) sous-bande HL3 (i) sous-bande LH3
Figure 3.14 — Distribution des images angiographiques re´tiniennes dans le plan (α, β). Les
stades d’e´volution sont repre´sente´s, du moins avance´ au plus avance´, par les couleurs vert
(stade 0), cyan (1), bleu (2), violet(3), rouge(4), blanc(5). La couleur de fond des images
(a)-(i) repre´sente le degre´ d’appartenance de chaque pixel a` chacun des stades d’e´volution.
Ainsi le degre´ d’appartenance du pixel (i, j) a` la classe γ est proportionnel a` la somme des
similitudes entre la signature (αi, βj) et la signature de la sous-bande correspondante de
chaque image de la base appartenant a` la classe γ. La mesure de similitude est de´rive´e de la
distance de Kullback-Leibler (voir figure 3.12). Nous voyons qu’il est difficile de se´parer les
diffe´rentes classes.
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(a) sous-bande HH1 (b) sous-bande HL1 (c) sous-bande LH1
(d) sous-bande HH2 (e) sous-bande HL2 (f) sous-bande LH2
(g) sous-bande HH3 (h) sous-bande HL3 (i) sous-bande LH3
Figure 3.15 — Distribution des images mammographiques dans le plan (α, β). Les stades
d’e´volution sont repre´sente´s du moins e´volue´ au plus e´volue´ par les couleurs vert (stade 0),
bleu (1), rouge(2). Nous voyons qu’il est plus facile de se´parer les diffe´rentes classes que sur
la base des re´tines.
3.3.3 Fusion des mesures de distance entre sous-bandes
3.3.3.1 Proble`me
Soit Nl le nombre de niveaux de de´composition. Nous recherchons les 3 × Nl coef-
ficients αi (pour un sche´ma pyramidal) qui maximisent l’efficacite´ du syste`me dans une




αidi + d(3×Nl+1) (3.54)
ou` di est la distance entre les sous-bandes i ∈ {1HH, 1HL, 1LH, 2HH, ..., NlLL} des images
I et J : les 3 × Nl premie`res mesures de distance (pour un sche´ma pyramidal) sont des dis-
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tances entres distributions mode´lise´es par des gaussiennes ge´ne´ralise´es (pour les sous-bandes
de de´tail) et la dernie`re (3×Nl + 1) est la mesure de distance entre distributions mode´lise´es
par des histogrammes (pour les sous-bandes d’approximation). Les signatures d’images et
la mesure de distance de´finie ci-dessus sont de´pendantes de l’orientation des images, chaque
sous-bande contenant de l’information selon une direction donne´e. Cela suppose donc que
les images de la base de donne´es et l’image requeˆte soient pre´alablement bien oriente´es ;
c’est bien le cas des images que nous e´tudions, du fait des protocoles d’acquisition des images.
Pour comparer deux me´thodes de recherche, nous devons leur attribuer a` chacune un
score sous la forme d’une valeur nume´rique. La mesure d’e´valuation classique des algorithmes
de CBIR, la courbe de pre´cision-rappel (voir paragraphe 1.6), n’est pas adapte´e : elle
ne permet pas de de´finir un ordre entre les me´thodes. Comme nous l’avons pre´cise´ au
paragraphe 2.4, nous avons choisi la pre´cision moyenne de retrouvaille pour une feneˆtre
de cinq images comme crite`re principal d’e´valuation des me´thodes. Nous utilisons donc ce
crite`re pour de´finir le score de chaque syste`me.
Nous devons re´soudre un proble`me de maximisation de fonction dans R3×Nl . La fonction
a` maximiser est donne´e par l’e´quation 3.55.
f :
(
R3×Nl 7→ [0; 1]
(αi)i=1..3×Nl → pre´cision moyenne
)
(3.55)
Cette fonction n’est pas continue. En effet, puisque nous comptons un nombre d’images
correctement se´lectionne´es, la fonction est a` valeur dans un espace de´nombrable, de la
forme c × N, c ∈ R. Par conse´quent, un algorithme de descente classique du type gradient
conjugue´ n’est pas adapte´. De plus, la fonction pouvant pre´senter a priori plusieurs maxima
locaux, nous ne sommes pas assure´s de trouver le maximum global. Une autre approche
a donc e´te´ utilise´e : un algorithme ge´ne´tique. Les algorithmes ge´ne´tiques sont pre´sente´s a`
la section 3.2.4. Dans le cas e´tudie´, les ge`nes sont les poids affecte´s a` chaque sous-bande
pour le calcul de la distance entre deux images, c’est a` dire les αi, i = 1..3 × Nl pour
un sche´ma pyramidal ; la mesure d’adaptation des ge´nomes est la pre´cision moyenne pour
une feneˆtre de cinq images. Les parame`tres qui ont e´te´ utilise´s sont donne´s dans le tableau 3.1.
Tableau 3.1 — Parame`tres de l’algorithme ge´ne´tique utilise´ pour la recherche de poids
entre les sous-bandes
taille des populations 25
nombre de ge´ne´rations 100
probabilite´ de mutation 0.06
probabilite´ de croisement 0.7
me´thode de se´lection tournoi
me´thode de croisement pair / impair
remarques :
– Il vaut mieux privile´gier le nombre de ge´ne´rations par rapport a` la taille des populations.
Cependant, dans certains cas, la population arreˆte rapidement d’e´voluer, nous avons
donc pre´vu d’arreˆter l’algorithme quand les solutions ne s’ame´liorent plus.
– Le fait d’avoir une probabilite´ de croisement importante (70%) permet de sortir facile-
ment des maxima locaux.
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– La me´thode de se´lection par tournoi consiste a` se´lectionner deux individus avec une
probabilite´ proportionnelle a` leur adaptation et a` conserver le meilleur des deux.
Les parame`tres a` e´valuer sont les suivants :
– la mode´lisation de la distribution des coefficients de la transforme´e (histogrammes /
gaussiennes ge´ne´ralise´es),
– le nombre de niveaux de de´composition Nl,
– l’ondelette utilise´e,
– le sche´ma de la de´composition (de´composition pyramidale, de´composition en paquets
d’ondelettes ou de´composition SPACL - voir paragraphe 3.1.4).
3.3.4 Re´sultats
Les re´sultats sont pre´sente´s sous forme de courbes pre´cision-rappel, pour chaque base de
donne´es. Les scores de pre´cision moyenne sont re´capitule´s dans le tableau 3.2. Par de´faut, les
calculs sont effectue´s avec les parame`tres suivants :
– mode´lisation par des gaussiennes ge´ne´ralise´es,
– Nl = 3,
– ondelette Daubechies 9/7,
– de´composition pyramidale
Tableau 3.2 — Pre´cision moyenne pour une feneˆtre de cinq images
Parame`tre Valeur Visages Re´tines Corel Mammographies
Nl 0 93,80% 41,28% 29,60% 63,97%
1 95,00% 48,73% 32,21% 67,43%
2 93,65% 49,75% 32,98% 67,72%
3 91,20% 50,05% 33,61% 68,23%
4 83,50% 50,08% 33,95% 68,37%
5 70,90% 50,33% 34,49% 67,99%
ondelette Le Gall 5/3 87,30% 50,48% 33,53% 68,17%
Daubechies 9/7 91,20% 50,05% 33,61% 68,23%
Haar 63,85% 46,92% 31,49% 64,15%
B-spline cubique 82,75% 48,48% 33,24% 66,34%
Daubechies 4 75,10% 52,37% 33,26% 66,10%
Daubechies 6 75,75% 52,13% 32,96% 64,95%
mode´lisation histogrammes 76,00% 49,93% 35,17% 69,75%
gaussiennes ge´ne´ralise´es 91,20% 50,05% 33,61% 68,23%
sche´ma pyramidal 91,20% 50,05% 33,61% 68,23%
paquets d’ondelettes 85,30% 49,63% 33,62% 68,63%
SPACL 90,25% 50,17% 31,57% 68,55%
Au vu des scores de pre´cision moyenne, nous voyons que la me´thode propose´e est bien adapte´e a` la
base des visages et celles des mammographies. Les parame`tres les plus importants sont le niveau de
de´composition et la base d’ondelettes utilise´e.
Nous allons comparer les re´sultats obtenus par notre me´thode a` la me´thode classique
base´e sur la comparaison d’histogrammes couleurs. La me´thode classique est en fait un
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cas particulier de notre me´thode : en effet, quel que soit le sche´ma de de´composition
ou l’ondelette choisie, en prenant un niveau de de´composition Nl = 0, le re´sultat de la
transforme´e en ondelettes de l’image est l’image elle-meˆme. Ainsi, la premie`re ligne du
tableau 3.2 correspond au re´sultat obtenu par la me´thode classique base´e sur la me´thode des
histogrammes.
Les performances des diffe´rentes mode´lisations de la distribution des coefficients sont
donne´es sur la figure 3.16 et les courbes de pre´cision-rappel en fonction du nombre de niveaux
de de´composition sur la figure 3.17.
(a) Visage (b) Re´tines
(c) Mammographies (d) Corel
Figure 3.16 — Influence de la mode´lisation de la distribution des coefficients. Nous voyons
que la mode´lisation par des gaussiennes ge´ne´ralise´es est le plus souvent mieux adapte´e que
la mode´lisation par des histogrammes, bien que la diffe´rence entre les deux mode´lisations
soit faible.
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(a) Visage (b) Re´tines
(c) Mammographies (d) Corel
Figure 3.17 — Influence du nombre de niveaux de de´composition. Nous voyons que le
niveau de de´composition joue un roˆle important sur la pre´cision de la me´thode.
Sur la base des visages, nous observons que la pre´cision diminue lorsque Nl augmente, au
dela` de Nl = 2. La raison est que le point commun entre les images d’une meˆme classe (un
meˆme visage) est l’allure ge´ne´rale, donc les basses fre´quences. Sur la base des re´tines, nous
observons que les scores de pre´cision moyenne chutent rapidement au dela` d’une feneˆtre de
cinq ou dix images. Ce n’est pas surprenant au regard de la figure 3.14. En effet une classe
se´mantique (le stade d’e´volution de la pathologie) ne correspond pas a` une classe unique
dans l’espace parame´trique.
Pour e´valuer l’influence de l’ondelette utilise´e, nous avons de´compose´ les images sur
diffe´rentes bases d’ondelettes classiques. Les ondelettes suivantes ont e´te´ utilise´es :
– l’ondelette Le Gall 5/3 [81], utilise´e dans la premie`re partie du standard JPEG-2000
– l’ondelette Daubechies 9/7, elle aussi utilise´e dans ce standard
– l’ondelette de Haar
54
CHAPITRE 3. INDEXATION ET RECHERCHE D’IMAGES BASE´E SUR LA
TRANSFORME´E EN ONDELETTES
– l’ondelette B-spline cubique
– l’ondelette Daubechies 4 [31]
– l’ondelette Daubechies 6
Les re´sultats pour un nombre de niveaux de de´composition Nl = 3 sont donne´s sur la figure
3.18.
(a) Visage (b) Re´tines
(c) Mammographies (d) Corel
Figure 3.18 — Influence de l’ondelette utilise´e pour de´composer les images. Nous voyons
que le choix de l’ondelette joue e´galement un roˆle important sur la pre´cision de la me´thode.
L’influence du sche´ma de de´composition est illustre´e sur la figure 3.19.
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(a) Visage (b) Re´tines
(c) Mammographies (d) Corel
Figure 3.19 — Influence du sche´ma de de´composition. Nous voyons que le sche´ma de
de´composition a peu d’influence sur la pre´cision de la me´thode.
Dans le cas des images re´tiniennes, nous avons e´galement e´tudie´ se´pare´ment chaque mo-
dalite´ d’acquisition. Les courbes de pre´cision-rappel sont donne´es sur la figure 3.20 (a).
Jusqu’a` pre´sent, le crite`re qui a e´te´ utilise´ pour e´valuer les parame`tres de la me´thode sur la
base des re´tinopathies diabe´tiques est le stade d’e´volution de la pathologie. Nous proposons
e´galement d’e´valuer l’influence de ces parame`tres avec un crite`re de plus bas niveau : les
images se´lectionne´es par le syste`me contiennent-elles les meˆmes le´sions que l’image requeˆte ?
Ainsi pour chaque le´sion i de la re´tinopathie diabe´tique, nous de´finissons deux classes : la
classe Li qui regroupe les images contenant au moins une le´sion de type i et la classe L¯i qui
regroupe les autres. Compte tenu du de´se´quilibre entre les classes Li et L¯i, la pre´cision et le
rappel moyens ne sont calcule´s que pour les classes Li (pour les le´sions i rares, la pre´cision
et le rappel moyens sont trivialement proches de 100% pour la classe L¯i). Les courbes de
pre´cision-rappel pour les parame`tres par de´faut sont donne´es sur la figure 3.20 (b).
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(a) Pre´cision par modalite´ (b) Pre´cision par type de le´sion
Figure 3.20 — Courbes de pre´cision-rappel pour la base des re´tines, relatif a` chaque moda-
lite´ d’acquisition et a` chaque type de le´sions. Nous voyons que les scores de pre´cision moyenne
sont plus e´leve´s pour les le´sions les plus fre´quentes (microane´vrismes et he´morragies), ce qui
est logique. Cependant, le rapport entre pre´cision moyenne et fre´quence de la le´sion dans
les images est e´leve´ pour certaines le´sions peu fre´quentes, ce qui indique que la me´thode est
bien adapte´e : c’est le cas des le´sions e´tendues (diffusions et ische´mies).
3.3.4.1 Ondelette adapte´e
la figure 3.18 montre que le choix de la base d’ondelette utilise´e pour de´composer les
images a` une influence non ne´gligeable sur la pre´cision de la recherche. Il est donc inte´ressant
de rechercher une ondelette adapte´e aux images e´tudie´es. Une ondelette peut en effet eˆtre
inte´ressante pour une base de donne´es mais pas pour d’autres (l’ondelette Daubechies 6 est
inte´ressante pour la base des re´tines mais pas pour les autres). Une ondelette doit aussi eˆtre
adapte´e a` un crite`re de satisfaction de la requeˆte donne´. Ainsi, sur la base des re´tines, si
nous recherchons des images contenant une le´sion donne´e ou des images a` un stade donne´,
la base d’ondelette fournissant les meilleurs re´sultats n’est pas la meˆme.
Etant donne´ que le crite`re d’adaptation des ondelettes est complexe, il ne de´pend d’ailleurs
pas uniquement des images elles-meˆmes, une recherche classique de l’ondelette est insuffisante.
C’est pourquoi nous utilisons un crite`re de haut niveau pour e´valuer chaque ondelette. Nous
proposons d’utiliser directement la pre´cision moyenne de la recherche comme crite`re d’adap-
tation. La recherche de l’ondelette est de´crite au paragraphe 3.2.3. Les re´sultats sont donne´s
dans le tableau 3.3. La recherche de l’ondelette a e´te´ effectue´e pour des ondelettes de support
9/7 avec les contraintes minimales sur les coefficients des filtres de pre´diction (P) et de mise
a` jour (U) pour assurer la biorthogonalite´.
Nous e´tudions dans le tableau 3.4 et la figure 3.21 la pre´cision moyenne associe´e a` l’onde-
lette, en fonction des contraintes impose´es sur son support (Np et Nu) et ses coefficients (le
nombre de coefficients utilise´s pour supprimer les moments du signal), sur la base des visages.
Ces re´sultats montrent qu’il vaut mieux construire le filtre P de telle sorte qu’il ame´liore
la re´gularite´ de l’ondelette primale et utiliser le filtre U pour adapter le banc de filtre
au signal e´tudie´ (voir figures 3.21 (a) et (c)). Ces re´sultats ne sont pas surprenants : en
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Tableau 3.3 — Pre´cision moyenne pour une feneˆtre de cinq images en utilisant une ondelette
adapte´e
Ondelette Visages Re´tines Corel Mammographies
Le Gall 5/3 87,30% 50,48% 33,53% 68,17%
Daubechies 9/7 91,20% 50,05% 33,61% 68,23%
Haar 63,85% 46,92% 31,49% 64,15%
B-spline cubique 82,75% 48,48% 33,24% 66,34%
Daubechies 4 75,10% 52,37% 33,26% 66,10%
Daubechies 6 75,75% 52,13% 32,96% 64,95%
ondelette adapte´e (9/7) 96,50% 53,54% 35,83% 70,91%
Nous voyons que, pour chacune des bases, l’adaptation de l’ondelette permet une ame´lioration de la
pre´cision moyenne du syste`me.
(a) Nombre de contraintes (b) Taille du support
(c) Degre´s de liberte´ par filtre
Figure 3.21 — Influence des contraintes impose´es aux filtres de pre´diction et de mise a`
jour sur la pre´cision moyenne du syste`me (base des visages). Nous voyons qu’il vaut mieux
construire le filtre P de telle sorte qu’il ame´liore la re´gularite´ de l’ondelette primale et utiliser
le filtre U pour adapter le banc de filtre au signal e´tudie´.
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Tableau 3.4 — Influence des contraintes impose´es a` l’ondelette sur la pre´cision moyenne
(base des visages)
(a) Np = 2 / Nu = 2
95,45% (2) 95,60% (1)
94,45% (1) ∅ (0)
(b) Np = 2 / Nu = 4
95,35% (4) 95,00% (3) 95,20% (2) 95,10% (1)
94,70% (3) 94,70% (2) 94,85% (1) ∅ (0)
(c) Np = 4 / Nu = 2
95,55% (4) 95,35% (3)
95,45% (3) 94,95% (2)
95,10% (2) 94,85% (1)
95,10% (1) ∅ (0)
(d) Np = 4 / Nu = 4
95,05% (6) 95,95% (5) 95,20% (4) 95,20% (3)
96,35% (5) 96,30% (4) 95,25% (3) 95,05% (2)
95,30% (4) 95,10% (3) 95,15% (2) 95,15% (1)
95,20% (3) 95,30% (2) 95,20% (1) ∅ (0)
(e) Np = 6 / Nu = 2
95,75% (6) 95,10% (5)
94,90% (5) 94,70% (4)
95,05% (4) 94,80% (3)
94,85% (3) 95,00% (2)
95,10% (2) 94,80% (1)
95,25% (1) ∅ (0)
(f) Np = 6 / Nu = 4
∅ (8) ∅ (7) 95,05% (6) 72,95% (5)
∅ (7) 95,40% (6) 95,20% (5) 95,35% (4)
95,45% (6) 95,55% (5) 95,40% (4) 94,95% (3)
44,90% (5) 95,50% (4) 94,45% (3) 95,05% (2)
95,05% (4) 95,20% (3) 94,95% (2) 95,00% (1)
95,20% (3) 95,10% (2) 94,75% (1) ∅ (0)
(g) Np = 2 / Nu = 6
94,70% (6) 95,10% (5) 94,75% (4) 93,75% (3) 95,10% (2) 95,65% (1)
95,00% (5) 94,20% (4) 93,55% (3) 94,65% (2) 94,50% (1) ∅ (0)
(h) Np = 4 / Nu = 6
∅ (8) ∅ (7) 94,15% (6) 67,45% (5) 95,20% (4) 95,10% (3)
∅ (7) 95,70% (6) 94,65% (5) 94,30% (4) 94,85% (3) 94,85% (2)
94,80% (6) 94,80% (5) 93,85% (4) 95,00% (3) 95,00% (2) 94,90% (1)
94,80% (5) 95,10% (4) 94,50% (3) 95,00% (2) 94,85% (1) ∅ (0)
(i) Np = 6 / Nu = 6
∅ (10) ∅ (9) ∅ (8) ∅ (7) 72,55% (6) 72,10% (5)
∅ (9) ∅ (8) ∅ (7) 65,00% (6) 66,50% (5) 94,55% (4)
∅ (8) ∅ (7) 92,35% (6) 55,20% (5) 95,00% (4) 94,65% (3)
∅ (7) 95,15% (6) 54,65% (5) 53,65% (4) 94,70% (3) 94,60% (2)
95,05% (6) 49,95% (5) 93,45% (4) 95,00% (3) 94,95% (2) 95,10% (1)
94,80% (5) 94,15% (4) 95,00% (3) 95,05% (2) 95,00% (1) ∅ (0)
Pour chaque couple de tailles de filtre (Np, Nu), Np ∈ {2, 4, 6}, Nu ∈ {2, 4, 6}, nous imposons Mp
contraintes sur le filtre P et Mu contraintes sur le filtre U , Mp = 1..Np, Mu = 1..Nu. Nous avons un
tableau par couple de tailles de filtre (Np, Nu) : la pre´cision moyenne associe´e a` chaque quadruplet
(Np, Nu,Mp,Mu) est indique´e a` la M
e`me
p
ligne est la M e`me
u
colonne. Nous indiquons entre
parenthe`ses le nombre de degre´s de liberte´ ddl pour la de´termination des filtres P et U :
ddl = (Np −Mp) + (Nu −Mu). Nous imposons une contrainte sur ddl : 0 < ddl ≤ 6.
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compression d’images e´galement, il est connu que la re´gularite´ de l’ondelette primale est plus
importante que celle de l’ondelette duale [73].
Nous montrons sur la figure 3.22 la pre´cision moyenne du syste`me en fonction de l’onde-
lette utilise´e sur la base des visages. Cette figure montre que le choix de l’ondelette joue un
roˆle important sur l’efficacite´ du syste`me.
(a) filtres passe-bas (b) filtres passe-haut (c) pre´cision moyenne sur la
base des visages
Figure 3.22 — Influence de l’ondelette sur le score de pre´cision moyenne. Sur cet exemple,
les filtres sont recherche´s parmi l’ensemble des ondelettes de support 9/3. La pre´cision
moyenne associe´e a` chaque couple de filtres (passe-bas, passe-haut) est proportionnel a` l’in-
tensite´ du pixel correspondant dans l’image (c).
Les re´sultats obtenus sont compare´s a` la me´thode de recherche d’image classique base´e
sur la comparaison d’histogrammes couleur, sur la figure 3.23.
Figure 3.23 — Comparaison avec la me´thode base´e sur les histogrammes couleur. Les
re´sultats obtenus pour la me´thode de re´fe´rence correspondent a` la premie`re ligne du tableau
3.2. Nous voyons que la me´thode propose´e ame´liore significativement les re´sultats obtenus par
la comparaison d’histogrammes de couleur sur trois des bases de donne´es. Cette ame´lioration
est moins e´vidente sur la base des visages ; c’est logique, pour cette base, la me´thode propose´e
fournit ses meilleurs re´sultats lorsqu’on utilise un faible niveau de de´composition.
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3.3.4.2 Temps de calcul
Le temps de calcul moyen pour rechercher les cinq images les plus proches d’un image
requeˆte dans chacune des bases est donne´ dans le tableau 3.5. Ce calcul a e´te´ effectue´ pour
chaque type de signatures : celui base´ sur les histogrammes (H) et celui base´ sur les gaussiennes
ge´ne´ralise´es. Tous les calculs ont e´te´ effectue´s par un processeur AMD Athlon 64-bit cadence´
a` 2 GHz. Pour comparer les deux approches, les meˆme valeurs de parame`tres ont e´te´ utilise´es
pour P2, P3 et P4 : les valeurs par de´faut.
Tableau 3.5 — Temps de calcul moyen de recherche dans une base de donne´e
Re´tines Mammographies Visages Corel
transforme´e en ondelettes 0.22s 1.99s 0.005s 0.08s
H
histogrammes 0.03s 0.22s 0.0002s 0.03s
distance avec
chaque image 0.31s 2.26s 0.109s 0.68s
dans la base
total 0.56s 4.47s 0.114 s 0.79s
GG
estimation de (αˆ, βˆ) 4.35s 33.90s 0.03s 2.8s
distance avec
chaque image 0.16s 1.16s 0.056s 0.35s
dans la base
total 4.73s 37.05s 0.091s 3.23s
Nous voyons que le calcul de la signature base´e sur des histogrammes est plus rapide que
celui de la signature base´e sur des gaussiennes ge´ne´ralise´es. Les conclusions pour les temps
de calcul des distances sont inverse´es. Le choix de la mode´lisation la plus adapte´e, du point
de vue des temps de calcul, de´pend donc de la taille des images et de la taille de la base.
3.3.5 Discussion
L’efficacite´ de la me´thode propose´e, mesure´e par la pre´cision moyenne pour une feneˆtre
de cinq images, est inte´ressante : elle atteint en effet 53,54% sur la base des re´tines, 69,75%
sur celle des mammographies, 96,50% pour celle des visages et 35,17% pour Corel, en
utilisant une ondelette adapte´e est en mode´lisant la distribution des coefficients par des
gaussiennes ge´ne´ralise´es. Concre`tement, sur la base des re´tines, cela veut dire que deux ou
trois images parmi les cinq se´lectionne´es par le syste`me sont approprie´es pour la requeˆte.
D’apre`s les courbes de pre´cision-rappel et les valeurs de pre´cision moyenne, nous voyons
que les parame`tres les plus importants sont la base d’ondelettes ainsi que le nombre
de niveaux de de´composition. C’est pour cette raison que nous nous sommes inte´resse´s
a` la recherche d’une ondelette adapte´e. L’ondelette optimale trouve´e par le processus
d’optimisation fournit dans tous les cas une meilleur pre´cision que les bases d’ondelettes
classiques teste´es, bien que l’ame´lioration soit modeste. Le sche´ma de de´composition, quant
a` lui, n’a pas d’impact significatif sur la pre´cision du syste`me. Par conse´quent, nous n’avons
pas explore´ cette piste plus en de´tail. Cependant, dans le cas ou` ce parame`tre jouerait un
roˆle, une bonne solution pour rechercher un sche´ma de de´composition adapte´ consisterait
a` appliquer l’algorithme de la meilleure base (best basis) introduite par Coifman [28]. Le
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meilleur mode`le pour repre´senter la distribution des coefficients (entre celui base´ sur les
histogrammes et celui base´ sur les gaussiennes ge´ne´ralise´es) de´pend d’une base de donne´es
a` l’autre. Le choix d’un de ces deux mode`les a cependant un roˆle limite´ sur la pre´cision du
syste`me. Cependant, le deuxie`me mode`le est plus inte´ressant car il produit des signatures
plus petites ; nous pouvons donc conside´rer qu’il est meilleur.
Du point de vue des temps de calcul, chacun des deux mode`les a` son avantage. Pour ce
qui est du calcul des signatures, l’approche base´e sur les histogrammes est presque vingt fois
plus rapide que l’autre. En revanche, pour ce qui est de la mesure de distance, l’approche
base´e sur les gaussiennes ge´ne´ralise´es est deux fois plus rapide. Par conse´quent, plus la base
de donne´es est grande, plus l’approche base´e sur les gaussiennes ge´ne´ralise´es est inte´ressante
et plus l’image requeˆte est grande, moins cette approche est inte´ressante.
Le syste`me de recherche propose´ est mieux adapte´ aux bases de donne´es classifie´es en
fonction d’un crite`re e´troitement lie´ au contenu des images. Ainsi, dans la base de donne´es
Corel, le concept dominant d’une image, de´finissant sa classe, n’est pas toujours en rapport
direct avec les descripteurs de bas niveau de l’image, par conse´quent les re´sultats sont assez
faibles. Par contre, dans la base des visages, deux images de la meˆme personne partagent
e´videmment des caracte´ristiques commune quelle que soit l’e´chelle d’observation des images,
d’ou` les bonnes performances obtenues. De la meˆme manie`re, sur les deux bases de donne´es
me´dicales, le niveau de gravite´ de la pathologie, utilise´ comme classe, est lie´ a` la pre´sence
ou non de le´sions dans l’image et a` leur nombre. Or la pre´sence de ces le´sions dans une
image a` une influence sur la distribution des coefficients d’ondelette a` une e´chelle donne´e :
l’e´chelle typique de ces le´sions. De plus, dans la base des mammographies, la pre´sence de
ces le´sions affecte la distribution des coefficients dans certaines directions : les sous-bandes
verticales (LH) et diagonale (HH) sont plus discriminantes que les sous-bandes horizontales ;
ceci est duˆ a` l’anisotropie des le´sions dans les images. Donc, notre processus d’optimisation
des poids, en donnant plus de poids aux sous-bandes les plus pertinentes, dans laquelle se
trouve l’information correspondant aux images, assure une bonne pre´cision.
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3.4 Signature inte´grant une information locale : le nombre de
le´sions de´tecte´es
Comme nous l’avons dit au chapitre 1.3, une des particularite´s de la CBIR dans le
domaine me´dical est que nous pouvons savoir quelles caracte´ristiques des images sont plus
particulie`rement pertinentes pour les utilisateurs. Par contre, contrairement a` d’autres
types d’images (telles que des photographies de la base Corel), nous ne nous inte´ressons
ge´ne´ralement pas a` l’organisation spatiale des objets de´tecte´s. Nous proposons donc d’ex-
ploiter l’organisation spatiale des coefficients dans la transforme´e en ondelettes des images,
a` un niveau local, pour identifier des e´le´ments locaux pertinents pour le diagnostic. Pour ce
faire, nous allons chercher ces e´le´ments en de´plac¸ant une feneˆtre sur l’image e´tudie´e pour
de´cider ou non de la pre´sence de le´sions (ou d’autres formes d’inte´reˆt) a` l’inte´rieur de cette
feneˆtre. La signature locale de l’image est ensuite forme´e uniquement du nombre de le´sions
de chaque type de´tecte´es dans l’image.
Une approche ge´ne´rale, base´e sur la transforme´e en ondelettes, est propose´e dans cette
section pour de´tecter une forme parame´trique. Tout comme la me´thode d’indexation globale
des images pre´sente´e ci-dessous, nous allons personnaliser la base d’ondelette et le sche´ma
de de´composition des images, pour l’adapter au type d’e´le´ment cherche´. Cette approche est
applique´e a` la de´tection des microane´vrismes dans les images ophtalmologiques [108]. Ce sont
en effet des le´sions pertinentes pour le diagnostic dans les images de re´tines que nous e´tudions.
3.4.1 De´tection de le´sions dans la transforme´e en ondelettes des images
Dans la recherche d’une me´thode ge´ne´rique pour de´tecter des le´sions dans la transforme´e
en ondelettes des images, nous avons d’abord de´fini une proce´dure ge´ne´rale, dont voici le
principe :
1. parcourir conjointement toutes les sous-bandes de la transforme´e en ondelettes de l’image
(ou un sous-ensemble). Ainsi, sur chaque sous-bande conside´re´e, nous de´plac¸ons une
feneˆtre dont le coˆte´ et la position sont proportionnels a` l’e´chelle de la sous-bande. Voir
figure 3.24.
2. construire un vecteur contenant les coefficients de l’image transforme´e contenus dans
l’ensemble des feneˆtres.
3. classifier ce vecteur par apprentissage.
Figure 3.24 — La ge´ome´trie du syste`me de feneˆtres pour l’extraction de parame`tres
La premie`re solution envisage´e pour classifier chaque vecteur multi-e´chelle a e´te´ d’utili-
ser un algorithme d’apprentissage automatique supervise´. L’algorithme est entraˆıne´ sur des
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exemples de le´sions, ainsi que des contre-exemples, et il construit automatiquement un clas-
sifieur. Les algorithmes suivants ont e´te´ teste´s [62] :
– les machines a` vecteurs de support (SVM : support vector machines) [11]
– la me´thode des plus proches voisins
– l’analyse discriminante (line´aire) de Fisher
– l’analyse discriminante quadratique
– le classifieur de Mahalonobis
– les re´seaux de neurones
– la me´thode des feneˆtres de Parzen
Afin d’ame´liorer les performances de la classification, nous ne classifions pas directement
les donne´es brutes, mais des caracte´ristiques de´rive´es. Diffe´rentes caracte´ristiques ont e´te´
teste´es :
– les donne´es normalise´es (soit sous-bande par sous-bande, soit sur l’ensemble des pa-
rame`tres)
– des moments ge´ome´triques calcule´s sur chaque sous-bande, afin de caracte´riser les re-
lations spatiales entre les coefficients
– les estimateurs d’un mouvement brownien
– la variance et l’e´nergie des coefficients dans chaque sous-bande
– ...
Cette technique s’est montre´e plus ou moins efficace en fonction des le´sions teste´es. Elle est
notamment inadapte´e pour de´tecter les microane´vrismes, qui sont des e´le´ments importants
pour le diagnostic de la RD. En fait ces le´sions pre´sentent des variations de taille importantes
(leur diame`tre varie de 12 a` 125 microns - de 2 a` 15 pixels sur nos images). Or aucune des
solutions propose´es pre´ce´demment n’est inde´pendante de la taille. Il est donc ne´cessaire de
mettre au point une autre me´thode pour classifier les vecteurs de parame`tres : nous proposons
une me´thode pour de´tecter des formes parame´triques dans la transforme´e en ondelettes des
images. Cette me´thode est applique´e a` la de´tection des microane´vrismes au paragraphe 3.4.4.
3.4.2 L’ajustement de mode`le (Template matching) dans le domaine des
ondelettes
Si un type de le´sion posse`de une forme caracte´ristique que nous pouvons mode´liser par
une fonction parame´trique, alors nous pouvons la de´tecter par la me´thode du template
matching (ajustement de mode`le). Pour cela, nous de´plac¸ons une feneˆtre F sur une image
a` classifier et nous ajustons au mieux le mode`le sur l’image, a` l’inte´rieur de F . La plage
de variation des parame`tres du mode`le doit eˆtre fixe´e en fonction des connaissances a
priori sur les le´sions et la modalite´ d’acquisition des images. Une approche similaire a e´te´
propose´e pour de´tecter des nodules pulmonaires dans des images de tomographie axiale
calcule´e, en utilisant un mode`le gaussien, dans le domaine spatial [82]. Cependant, les images
ophtalmologiques e´tudie´es pre´sentent des variations locales d’e´clairement ainsi que de bruit,
voir figure 2.2. Il serait donc difficile d’ajuster efficacement un mode`le de le´sion directement
dans le domaine spatial.
Par conse´quent nous proposons plutoˆt d’ajuster la transforme´e en ondelettes du mode`le
(TOM) sur la transforme´e en ondelettes de l’image. La transforme´e en ondelettes d’une
image produit plusieurs sous-bandes, contenant chacune de l’information a` une e´chelle (ou
fre´quence) donne´e. Donc en ignorant les sous-bandes de haute (resp. de basse) fre´quence,
nous pouvons minimiser l’impact du bruit (resp. des variations locales d’intensite´). Ces
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proble`mes pourraient eˆtre re´solus en pre´traitant les images par des me´thodes classiques
de traitement d’images. Cependant, la chaˆıne de traitement ne serait plus ge´ne´rique, elle
de´pendrait de la modalite´ des images. De plus, l’utilisation de la transforme´e en ondelettes
posse`de d’autres inte´reˆts. L’un d’entre eux est que la moyenne de la transforme´e en ondelettes
des images est nulle sur chaque sous-bande (a` l’exception de celle des plus basses fre´quences)
[89] : ainsi, il est possible de supprimer la composante constante du mode`le. De manie`re
ge´ne´rale, nous pouvons ajuster la TOM sur la transforme´e en ondelettes de l’image, en
utilisant un sous-ensemble des sous-bandes de la de´composition en ondelettes. Soit S ce
sous-ensemble de sous-bandes. Le crite`re d’adaptation du mode`le est la moyenne des erreurs
au carre´, pixel par pixel, entre l’image transforme´e et la transforme´e du mode`le dans les
sous-bandes de S, dans un voisinage du point.
Ainsi, nous calculons en chaque point de l’image la moyenne des erreurs au carre´ entre
l’image transforme´e et la transforme´e du mode`le le plus proche. Un seuil sur cette distance
devra alors eˆtre recherche´ pour de´cider si un point de l’image est situe´ sur une le´sion. Le
voisinage sur lequel est e´value´e la somme des erreurs au carre´ (SSE : Sum of the Squared
Errors) doit eˆtre adapte´ aux parame`tres du mode`le e´tudie´. Nous de´finissons n tailles de
voisinage, et pour chaque jeu de parame`tres du mode`le, nous choisissons la taille de voisinage
la plus adapte´e. Nous constatons qu’il est en fait plus inte´ressant de choisir un seuil pour
chaque taille de mode`les : nous faisons donc n hypothe`ses sur la taille de la le´sion et pour
chaque taille de voisinage, nous recherchons le mode`le le plus proche et la distance associe´e.
Nous devons donc apprendre n seuils diffe´rents. La proce´dure de l’ajustement est de´taille´e
au paragraphe 3.4.4.4 dans le cas du de´tecteur de microane´vrismes.
3.4.3 Le processus d’optimisation global
3.4.3.1 Sche´ma du processus d’optimisation
Pour apprendre les parame`tres du classifieur, un certain nombre d’images doit eˆtre
segmente´ par un expert (il indique la position du centre de toutes les le´sions contenues dans
chaque image). Cette base d’images est ensuite se´pare´e en deux sous-ensembles : un pour
l’apprentissage et l’autre pour l’e´valuation.
Les parame`tres a` apprendre sont les suivants :
– les parame`tres du mode`le
– les sous-bandes sur lesquelles calculer la SSE. Nous avons 3×Nl+1 variables boole´ennes
a` de´terminer, ou` Nl est le nombre maximum de niveaux de de´composition. Dans le cas
de la de´tection des microane´vrismes, nous avons fixe´ Nl a` 3. En effet, les informations
correspondant a` ces petites structures n’apparaissent pas dans les sous-bandes au dela`
de ce seuil. Soit I = {1HH, 1HL, 1LH, 2HH, 2HL, 2LH, 2HH, 3HL, 3LH, 3LL} l’en-
semble des sous-bandes envisage´es (voir figure 3.4). Nous avons a` e´valuer chaque sous
ensemble J ∈ 2I−∅ (ou` 2I est l’ensemble des sous-ensembles de I, card(2I−∅) = 1023).
– la taille et les coefficients des filtres. Nous avons e´value´ a` la fois des ondelettes
classiques et des ondelettes adapte´es
Les groupes de parame`tres sont calibre´s dans un ordre spe´cifique. Les parame`tres du
mode`le sont calibre´s en premier, puisqu’ils sont inde´pendants des deux autres groupes.
Pour simplifier le processus d’apprentissage, les meilleures se´lections de sous-bandes sont
d’abord recherche´es en conside´rant quelques ondelettes classiques. Les meilleurs ensembles
de sous-bandes trouve´s sont alors utilise´s pour rechercher une ondelette adapte´e.
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La proce´dure d’apprentissage peut se re´sumer de la manie`re suivante (il est illustre´ sur la
figure 3.25) :
1. la se´lection des parame`tres du mode`le (voir paragraphe 3.4.4.2)
2. la se´lection des sous-bandes (voir paragraphe 3.4.3.3)
3. l’adaptation de l’ondelette (voir paragraphe 3.4.3.4).
Figure 3.25 — Proce´dure d’optimisation du classifieur
Pour se´lectionner les sous-bandes et pour construire les ondelettes adapte´es, nous devons
calculer les n seuils si sur la SSE a` chaque fois qu’un couple (ondelette, se´lection de sous-
bandes) est e´value´. Leur calcul est explique´ au paragraphe suivant.
3.4.3.2 De´termination des seuils optimaux
Comme il a e´te´ dit au paragraphe 3.4.2, nous devons apprendre un seuil si, 1 ≤ i ≤ n,
pour chaque taille de mode`le (αi). Les seuils sont de´termine´s simultane´ment. Tout d’abord,
chaque image I de l’ensemble d’apprentissage est de´compose´e par l’ondelette Wj a` e´valuer.
Pour chaque image I, chaque position de la feneˆtre F sur I et chaque taille de mode`le, nous
calculons la SSE (en utilisant les sous-bandes de la se´lection Jm a` e´valuer). Nous recherchons
le vecteur de seuils {s1, ..., sn} qui fournit le meilleur score de classification (de´fini ci-dessous).
Nous effectuons pour cela une recherche sur grille : l’espace des seuils est parcouru avec un
certain pas et le meilleur vecteur de seuils est conserve´. La proce´dure est illustre´e sur la figure
3.26.
Il est important de noter que lorsque nous recherchons le vecteur de seuils, nous avons en
fait deux crite`res a` maximiser :
– la sensibilite´ : le pourcentage de le´sions de´tecte´es
– la valeur de pre´diction positive (VPP) : le pourcentage de de´tections correctes (pour-
centage de de´tections qui sont effectivement des le´sions)
Il faut donc rechercher le meilleur compromis entre les deux. Dans [120], les auteurs
combinent les deux scores objectifs de la manie`re suivante : score =
√
sensibilite´×VPP.
Cependant, dans le contexte me´dical, il est plus grave de ne pas de´tecter une le´sion que de
faire une fausse de´tection. Par conse´quent, la sensibilite´ doit eˆtre favorise´e. Pour cela, nous
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Figure 3.26 — De´termination des seuils optimaux
pe´nalisons les vecteurs de seuils pour lesquels la sensibilite´ est infe´rieure a` la VPP. Le score








f (x) = x pour x < 1, f (x) = 1 sinon
(3.56)
Un exemple de trace d’optimisation sur grille est donne´ sur la figure 3.27.
(a) sensibilite´ (b) VPP (c) score objectif
Figure 3.27 — Optimisation sur grille. Les scores sont proportionnels a` l’intensite´ de
l’image. Les zones en noir correspondent aux zones qui n’ont pas e´te´ e´value´es car le nombre
de fausses de´tections est trop e´leve´. Au fur et a` mesure que les seuils augmentent, la sensi-
bilite´ augmente et la VPP diminue. Un compromis est trouve´ pour le score objectif le long
de la courbe d’intensite´ maximale sur l’image (c).
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3.4.3.3 Se´lection des sous-bandes
Les ensembles de sous-bandes optimaux sont recherche´s pour plusieurs ondelettes clas-
siques. Les familles d’ondelettes que nous avons teste´es sont donne´es ci-dessous, avec leur
support (support du filtre passe-bas/support du filtre passe-haut) :
– l’ondelette orthogonale de Haar (support=2/2)
– l’ondelette biorthogonale Le Gall 5/3 [81], utilise´e dans la premie`re partie du standard
JPEG-2000 (support=5/3)
– l’ondelette biorthogonale Daubechies 9/7, elle aussi utilise´e dans ce standard (sup-
port=9/7)
– l’ondelette orthogonale Daubechies 4 [31] (support=4/4)
Pour chaque sous-ensemble de sous-bandes Jm, 1 ≤ m ≤ card(2I−∅), et chaque ondelette
classique Wi, 1 ≤ i ≤ N , nous calculons le score du couple (Jm,Wi), de´fini comme le score
obtenu pour le meilleur vecteur de seuils (voir paragraphe 3.4.3.2). Le score global, calcule´












ayant les plus hauts scores.
3.4.3.4 Adaptation de l’ondelette
Pour chacune des meilleures se´lections de sous-bandes Jopti , 1 ≤ i ≤ k, nous recherchons
l’ondelette Wopt qui maximise le score (Wopt,J
opt
i ), par la proce´dure de´crite au paragraphe
3.2.
3.4.4 Application au de´tecteur de microane´vrismes
3.4.4.1 Donne´es d’apprentissage
Pour calibrer l’algorithme, un sous-ensemble des images de la base a` e´te´ segmente´ par
un expert. La segmentation des images consiste simplement a` indiquer le centre de tous les
microane´vrismes pre´sents dans l’image. En tout 120 images ont e´te´ segmente´es pour un total
de 6500 le´sions indique´es. Les images ont e´te´ acquises par trois modalite´s diffe´rentes :
– 50 photographies obtenus par application d’un filtre vert
– 35 angiographies
– 35 photographies couleur
Ces modalite´s correspondent a` celles utilise´es par les me´decins pour de´tecter les mi-
croane´vrismes.
3.4.4.2 Un mode`le parame´trique pour les microane´vrismes
Mises a` part leurs variations de taille, les microane´vrismes sont assez invariants en
forme. Les microane´crismes sont de petites hernies, que l’on peut mode´liser par des sphe`res.
Ainsi, une coupe dans un microane´vrisme, passant par son centre, peut eˆtre approche´e par
un disque de rayon R. La hauteur h du microane´vrisme en fonction de r, la distance au
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centre de la le´sion, est alors e´gale a` 2
√
R2 − r2 (l’e´quation d’un cercle de centre (a, b) de
rayon R est donne´e par y = b ± √R2 − (x− a)2, voir figure 3.28 (a)). D’apre`s la loi de
Beer-Lambert, l’intensite´ lumineuse I0 est atte´nue´e par la diffusion et l’absorption, propor-
tionnellement a` la distance d parcourue par la lumie`re, tel qu’exprime´ par l’e´quation suivante.
I = I0 exp(−Γd) (3.58)
ou` Γ est le coefficient d’extinction du milieu. Le profil d’intensite´ ftheorique du mi-
croane´vrisme est donne´ par l’e´quation 3.59 et repre´sente´ sur la figure 3.28 (b).
ftheorique(r;K,R, γ) =
{
K exp (−2Γ√R2 − r2) si r < R
K sinon
(3.59)
(a) mode`le de mi-
croane´vrisme
(b) profil d’intensite´ sur l’image
Figure 3.28 — Profil the´orique d’un microane´vrisme
Du fait de la diffusion et des proble`mes d’acquisition, nous constatons qu’il est plus ap-
proprie´ de mode´liser les le´sions par une gaussienne ge´ne´ralise´e de re´volution (e´ventuellement
inverse´e) de´finie par l’e´quation 3.60 et repre´sente´e sur la figure 3.29 :









– α est un parame`tre mode´lisant la taille de la le´sion
– β est un parame`tre mode´lisant la nettete´ des contours de la le´sion (qui de´pend essen-
tiellement de la modalite´)
– γ est un parame`tre mode´lisant l’intensite´ du fond de l’image
– δ est un parame`tre mode´lisant la hauteur de la le´sion
Pour illustrer le mode`le, quelques exemples typiques de microane´vrismes et de profils
d’images sont donne´s sur la figure 3.30 et compare´s a` un mode`le synthe´tique. La fonction
gaussienne ge´ne´ralise´e est bien adapte´e car elle peut mode´liser des images de microane´vrismes
avec des contours plus ou moins nets, en fonction de la modalite´ d’acquisition.
Pour valider le mode`le, nous avons e´tudie´ l’e´cart de forme entre les images re´elles et le
mode`le. Pour cela, 100 images de le´sions de re´fe´rence ont e´te´ de´tecte´es manuellement. Pour
chaque le´sion, α, γ et δ sont de´termine´s afin de minimiser l’e´cart entre l’image et la le´sion,
e´tant donne´ un parame`tre de forme fixe β = β0. Le fond de l’image est pre´alablement e´limine´
par des ope´rateurs de morphologie mathe´matique (ce pre´traitement n’est effectue´ que pour
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(a) influence de α (β=2,γ=0,δ=1) (b) influence de β (α=1,γ=0,δ=1)
Figure 3.29 — Fonction gaussienne ge´ne´ralise´e a` une dimension
Figure 3.30 — Validation du mode`le de microane´vrisme
la validation du mode`le). Ces parame`tres sont estime´s a` partir des pixels dont la distance au
centre est infe´rieure a` 2α (correspondant approximativement au support de la le´sion). Soit g
le niveau de gris en un pixel donne´, g¯ =
g − γ
δ
le niveau de gris normalise´, r la distance entre
ce pixel et le centre de la le´sion et r¯ =
r
α
la distance normalise´e. Nous e´tudions la moyenne
et l’e´cart-type de l’erreur d’estimation en un pixel e¯pw = g¯− f(r¯; 1, β0, 0, 1) en fonction de sa
distance au centre de la le´sion r¯. β0 est choisi parmi un ensemble discret de valeurs de telle
sorte que la somme sur r¯ de la moyenne de e¯pw soit minimale. Les re´sultats sont donne´s dans
la table 3.6 et sur la figure 3.31. Il en ressort que l’erreur d’estimation moyenne est tre`s faible
quelle que soit la distance du pixel au centre, meˆme si son e´cart-type est assez e´leve´.
Pour valider l’utilisation d’un mode`le invariant par rotation, les 100 le´sions de re´fe´rence
sont de´limite´es manuellement par une forme elliptique. Puis le coefficient d’aplatissement de
l’ellipse (1− r1r2 , ou` r1 est la demi longueur du petit axe et r2 est la demi longueur du grand
axe) est calcule´ : les re´sultats sont donne´s sur la figure 3.32. Ils confirment que les le´sions
sont rarement allonge´es.
Puisque nous travaillons avec la transforme´e en ondelettes des images, le parame`tre γ, la
composante constante du mode`le, peut eˆtre fixe´ a` 0 (voir paragraphe 3.4.2), ce qui permet
de simplifier le mode`le.
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Figure 3.31 — Ecarts de forme entre les images re´elles de microane´vrismes et le mode`le.
L’erreur moyenne pour chaque intervalle est repre´sente´e par un carre´, et l’e´cart-type par des
segments de droite : la longueur d’un demi-segment correspond a` l’e´cart-type.
Tableau 3.6 — Ecarts de forme entre les images re´elles de microane´vrismes et le mode`le
intervalle de distance moyenne e´cart-type
0 ≤ r ≤ r0 -0.0099 0.085
r0 ≤ r ≤ r1 0.0177 0.144
r1 ≤ r ≤ r2 0.0101 0.152
r2 ≤ r ≤ r3 0.0081 0.159
r3 ≤ r ≤ r4 -0.0135 0.154
r4 ≤ r ≤ r5 -0.0215 0.123
r5 ≤ r ≤ r6 0.0023 0.095
r6 ≤ r ≤ 2α 0.0141 0.086
Moyenne et e´cart-type de l’erreur d’estimation pour plusieurs intervalles de distance r au centre de
la le´sion, r variant de 0 a` 2α. Les re´sultats sont trace´s sur la figure 3.31.
Figure 3.32 — Syme´trie des microane´vrismes. la figure repre´sente la distribution de l’apla-
tissement des microane´vrismes : quatre ellipses de valeurs d’aplatissement diffe´rentes sont
repre´sente´es. Sur chaque ellipse est indique´ le pourcentage de le´sions de´tecte´es manuellement
dont le coefficient d’aplatissement est supe´rieur a` celui de l’ellipse.
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3.4.4.3 Parame`tres du mode`le
L’influence de l’e´cart-type α sur le score de classification est illustre´ sur la figure 3.33. Les
parame`tres utilise´s pour chaque modalite´ d’acquisition sont donne´s dans le table 3.7.
(a) (b)
Figure 3.33 — Influence de l’e´cart-type du mode`le sur le score de classification. La figure
(a) illustre l’influence de l’e´cart-type α sur le score de classification dans le cas n = 1 (quand
une seule taille de mode`le est utilise´e). La figure (b) illustre l’influence du couple d’e´cart-
types (α1,α2), α1 < α2, dans le cas n = 2 ; les scores de classification sont proportionnels au
niveau de gris, le couple optimal est indique´ par une croix.
Tableau 3.7 — Parame`tres du mode`le de microane´vrisme en fonction de la modalite´
modalite´ photographie / filtre vert photographie couleur angiographie
signe -1 -1 1
β 4 4 3
α (petit) 2,263 2,316 2,316
amplitude (petit) 20-45 20-45 20-80
α (grand) 3,526 2,947 3,263
amplitude (grand) 25-55 25-55 60-140
Le parame`tre “signe” indique si la gaussienne ge´ne´ralise´e est inverse´e (a` valeurs ne´gatives : -1) ou
pas (1). La plage de variation de l’amplitude est donne´e en pourcentage de l’intensite´ de l’image.
Notons que pour les angiographies, cette plage de variation est plus grande : en effet ces images sont
plus contraste´es
Etant donne´e la taille typique des microane´vrismes sur les images, la transforme´e en
ondelettes invariante par translation (voir section 3.1.5) a e´te´ utilise´e pour de´tecter les
microane´vrismes. Le banc de filtre imple´mente´ est illustre´ sur la figure 3.8.
Puisque nous disposons d’une borne minimale sur l’amplitude des le´sions (voir tableau
3.7), il n’est pas ne´cessaire d’ajuster les mode`les de microane´vrisme sur les pixels de l’images
dont l’amplitude sur le voisinage est infe´rieure a` cette borne. Le traitement de l’image peut
eˆtre acce´le´re´ en e´cartant ces pixels.
3.4.4.4 L’ajustement de mode`le
Pour la recherche des microane´vrismes, l’algorithme d’ajustement qui a e´te´ applique´ est
le suivant :
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Soit TI|F (u, v, s) la transforme´e en ondelettes discre`te de l’image a` l’inte´rieur de la feneˆtre
F , aux coordonne´es (u, v) de la sous-bande s ∈ S.
– Pour n valeurs αi de α, 1 ≤ i ≤ n
– le mode`le f(r;αi, β = β0, γ = 0, δ = 1), r =
√
x2 + y2, est discre´tise´→ nous obtenons
l’image discre`te F (x, y;αi, β0, 0, 1).
– nous calculons la transforme´e en ondelettes de F (x, y;αi, β0, 0, 1) → nous obtenons
l’image transforme´e TF (u, v, s;αi, β0, 0, 1).
Remarque : puisque la transforme´e en ondelettes est line´aire, TF satisfait l’e´quation
3.61.
TF (u, v, s;αi, β0, 0, δ) = δ.TF (u, v, s;αi, β0, 0, 1) (3.61)
– nous recherchons la valeur δ0 du parame`tre δ qui minimise la SSE entre TI|F (u, v, s)
et TF (u, v, s;αi, β0, 0, δ0). Le calcul de δ0 est de´taille´ ci-dessous.
– si δ0 n’est pas compris dans un intervalle de valeurs acceptables pour le mode`le,
aucune le´sion de taille αi n’est de´tecte´e
– sinon la zone de l’image comprise dans la feneˆtre F est classifie´e comme une le´sion
si la SSE est infe´rieure a` un seuil si. Les seuils si, 1 ≤ i ≤ n doivent eˆtre appris par
apprentissage.





(δ0.TF (u, v, s;αi, β0, 0, 1)− TI|F (u, v, s))2 (3.62)






TF (u, v, s;αi, β0, 0, 1)(δ0.TF (u, v, s;αi, β0, 0, 1)− TI|F (u, v, s)) = 0 (3.63)
nous en de´duisons l’unique solution possible pour δ0 (e´quation 3.64) :
δ0 =
∑
u,v,s TF (u, v, s;αi, β0, 0, 1).T I|F (u, v, s))∑
u,v,s TI|F (u, v, s)2
(3.64)
Un exemple de jeu de mode`les et de leurs transforme´e en ondelettes est pre´sente´ sur la
figure 3.34.
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Figure 3.34 — Les mode`les de microane´vrismes et leur transforme´e en ondelettes. Les
mode`les (sur la premie`re ligne) sont de´compose´s sur trois niveaux (un par ligne) sans sous-
e´chantillonnage. Chaque colonne de la de´composition correspond a` une direction. Les valeurs
positives sont repre´sente´es en blanc, les valeurs ne´gatives en noir. Les parame`tres suivants
ont e´te´ utilise´s : α = 2.5 (petit mode`le) et α = 3.5 (gros mode`le), δ = 1.
3.4.4.5 Re´sultats de l’optimisation
Une importante question a` laquelle nous avons duˆ re´pondre avant d’optimiser les pa-
rame`tres est le nombre d’images requises pour l’apprentissage. Il est apparu que seulement
trois images sont ne´cessaires par modalite´ d’acquisition pour rechercher les combinaisons de
sous-bandes optimales, pourvu que des images avec de nombreuses le´sions soient choisies.
C’e´tait pre´visible, car lorsque le mode`le est calibre´, le classifieur n’a que n parame`tres a`
apprendre pour une ondelette donne´e, ou` n est le nombre de tailles de mode`les. Ainsi l’er-
reur d’apprentissage (l’erreur calcule´e sur les images d’apprentissage) est sensiblement e´gale
a` l’erreur de validation (calcule´e sur les images de validation), comme le montre le tableau
3.8.
Tableau 3.8 — Comparaison de l’erreur d’apprentissage et de l’erreur de validation
bases d’images apprentissage validation
nombre d’images 9 (3 par modalite´s) 111
nombre de le´sions 485 6015
Haar (88,68%,86,87%) (88,07%,84,34%)
Le Gall 5/3 (76,98%,74,70%) (76,79%,73,75%)
Daubechies 4-tap (73,51%,72,30%) (72,34%,71,07%)
Daubechies 9/7 (72,16%,69,85%) (71,61%,68,78%)
Scores de classification calcule´s pour les ondelettes usuelles calcule´es sur la combinaison de
sous-bandes suivante : {2HL, 2LH}. Les valeurs donne´es sont des moyennes calcule´es sur les trois
modalite´s. Nous ne constatons qu’une faible diffe´rence entre l’erreur d’apprentissage et l’erreur de
validation.
Cependant, lorsque nous recherchons une ondelette optimale, le nombre de degre´s de
liberte´ augmente. Par conse´quent, une base de validation plus importante est requise (8
images ont e´te´ utilise´es par modalite´).
La premie`re e´tape d’optimisation nous a fourni les k meilleures combinaisons de sous-
bandes. Nous avons conserve´ les k = 7 meilleures combinaisons pour la recherche d’une
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ondelette optimale car : 1) quelle que soit la modalite´ d’acquisition ces 7 combinaisons sont
les mieux classe´es, 2) les scores des autres combinaisons sont significativement moins bons.
Les k meilleurs sous-ensembles sont donne´s sur la figure 3.35 et leurs scores pour les ondelettes
usuelles sont donne´s dans le tableau 3.9.
(a) (b) (c) (d)
(e) (f) (g)
Figure 3.35 — Meilleures combinaisons de sous-bandes. Les 7 meilleures combinaisons par
ordre de´croissant de leur score (de (a) a` (g)).
Tableau 3.9 — Scores de classification obtenus pour les ondelettes usuelles
sous-bandes Haar Le Gall 5/3 Daubechies 4-tap Daubechies 9/7
(a) (88,07%,84,34%) (76,79%,73,75%) (72,34%,71,07%) (71,61%,68,78%)
(b) (79,81%,78,12%) (76,78%,73,67%) (45,00%,42,25%) (70,88%,67,50%)
(c) (77,90%,75,40%) (76,62%,73,29%) (43,79%,41,56%) (70,85%,67,18%)
(d) (73,78%,71,27%) (75,17%,76,06%) (43,09%,33,05%) (69,93%,67,28%)
(e) (72,48%,70,38%) (75,34%,69,59%) (42,49%,29,85%) (67,25%,62,14%)
(f) (68,38%,66,32%) (76,20%,75,94%) (36,29%,24,87%) (70,24%,69,17%)
(g) (69,11%,68,27%) (77,11%,73,45%) (34,43%,30,48%) (70,60%,70,13%)
Les scores sont donne´s sous la forme (sensibilite´,VPP). Les valeurs fournies sont des valeurs
moyennes entres les scores obtenus pour chaque modalite´. Nous voyons que l’efficacite´ de la me´thode
de´pend fortement de l’ondelette choisie.
Les re´sultats montrent que l’efficacite´ de la me´thode de´pend clairement de l’ondelette
choisie. Ce qui confirme l’inte´reˆt de rechercher une ondelette optimale. Cependant, comme
il a e´te´ dit pre´ce´demment, les combinaisons de sous-bandes optimales de´pendent peu de
l’ondelette.
Les scores de classification obtenus pour chaque ondelette construite par le processus
d’optimisation sont donne´s dans le tableau 3.10 et les couples (ondelette,sous-bandes opti-
males) trouve´s pour chaque modalite´ d’images sont donne´s dans le tableau 3.11. L’ondelette
optimale trouve´e sur la base des images angiographiques est illustre´e sur la figure 3.36.
Un exemple de segmentation manuelle et de de´tection automatique est donne´ sur la figure
3.37. Le classifieur propose´ est robuste puisque des images de qualite´ tre`s diffe´rentes peuvent
eˆtre classifie´es avec le meˆme jeu de parame`tres (voir figure 3.38).
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Tableau 3.10 — Scores de classification obtenus pour les ondelettes optimales
sous-bandes 5/3 9/3 9/7
(a) (89,14%,89,95%) (90,13%,89,87%) (90,10%,89,35%)
(b) (88,25%,88,12%) (87,50%,87,63%) (87,32%,87,27%)
(c) (87,45%,87,40%) (87,42%,87,16%) (87,26%,87,17%)
(d) (84,37%,84,01%) (83,05%,82,97%) (84,18%,84,15%)
(e) (84,66%,84,68%) (84,94%,84,65%) (83,44%,83,29%)
(f) (83,22%,83,17%) (82,98%,83,10%) (83,33%,83,32%)
(g) (86,16%,86,24%) (86,25%,85,92%) (85,07%,85,20%)
Voir le´gendes du tableau 3.9
Tableau 3.11 — Couples (ondelette,sous-bandes optimales) optimaux pour chaque modalite´
d’acquisition
modalite´ photographie / filtre vert angiographie photographie couleur
support du filtre 5/3 9/3 9/3
filtre de pre´diction (P) [0,041 ;0,959] [0,030 ;0,970] [-0,039 ;1,039]
filtres de mises a` jour (U) [0,462 ;0,038] [0,000 ;0,500 ; [-0,025 ;0,500 ;
0,000 ;0,000] 0,016 ;0,009]
sous-bandes {2HL,2LH} {2HL,2LH} {2HL,2LH}
Figure 3.36 — Ondelette optimale trouve´e sur la base des images angiographiques.
(a) image de de´part (b) image segmente´e manuel-
lement
(c) image segmente´e automa-
tiquement
Figure 3.37 — Exemple d’image segmente´e manuellement puis automatiquement. Nous
voyons que toutes les le´sions ont e´te´ de´tecte´es et nous observons une seule fausse alarme.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 3.38 — Segmentation automatique d’images de qualite´s tre`s diffe´rentes. Chaque
ligne correspond a` une image. (a),(e) : images de de´part, (b),(f) : de´tection automatique (qui
correspond bien a` la segmentation manuelle), (c),(g) : sous-bandes verticales conside´re´es de
la de´composition, (d),(h) : sous-bandes horizontales conside´re´es de la de´composition.
3.4.4.6 Comparaison avec les me´thodes existantes
De nombreux algorithmes ont e´te´ propose´s pour de´tecter des microane´vrismes dans
des photographies de re´tines. Elles impliquent toutes une suite de diffe´rents traitements.
Le premier traitement consiste ge´ne´ralement a` e´liminer les vaisseaux sanguins, par des
me´thodes de morphologie mathe´matique [137, 92, 101] ou par une transforme´e chapeau haut
de forme (top-hat) [30]. Les images sont ensuite ame´liore´es et normalise´es, particulie`rement
pour atte´nuer les variations d’e´clairement. Ceci est fait par un filtrage me´dian [155, 101]
ou une e´galisation d’histogrammes [155] par exemple. Le filtrage adaptatif a e´galement e´te´
utilise´ pour faire ressortir la forme des le´sions, soit en utilisant un filtre gaussien [92], soit en
utilisant un filtre personnalise´ [124][145]. Diffe´rentes caracte´ristiques sont extraites (telle que
des caracte´ristiques de forme ou la brillance). L’utilisation de classifieurs statistiques a e´te´
propose´e pour classifier les caracte´ristiques extraites [40, 30, 59]. Sinthanayothin propose de
classifier directement les images pre´traite´es a` l’aide d’un re´seau de neurones (sans extraire
de caracte´ristiques) [124]. Les deux approches pre´ce´dentes ont e´te´ combine´es, ainsi Grisan a
propose´ un classifieur hie´rarchique qui effectue d’abord une classification pixel par pixel pour
de´tecter des le´sions candidates, puis rejette les fausses de´tections a` l’aide d’un classifieur
line´aire [52].
Nous allons comparer la me´thode propose´e avec deux algorithmes publie´s re´cemment :
l’algorithme de Niemeijer [98] et celui de Fleming [48]. Le principe des deux me´thodes est de
de´tecter dans un premier temps des le´sions candidates, puis d’entraˆıner un classifieur afin
d’e´liminer dans un deuxie`me temps les mauvaises candidates. Ces deux algorithmes ont e´te´
de´veloppe´s pour de´tecter les microane´vrismes dans les images couleurs. Nous les avons donc
adapte´s aux diffe´rentes modalite´s d’images e´tudie´es.
L’algorithme de Niemeijer peut eˆtre re´sume´ de la manie`re suivante :
1. Pre´traitement. Le fond Ibg de l’image I est calcule´ a` l’aide d’un filtre me´dian. Puis Ibg est
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e´limine´ par soustraction afin d’obtenir une image Isc a` l’e´clairement corrige´e. Les pixels
de l’image ayant une valeur positive dans Ibg sont ignore´s dans la suite afin d’e´liminer
les le´sions brillantes.
2. Extraction de le´sions candidates a` l’aide de la morphologie mathe´matique. Les vaisseaux
sanguins sont de´tecte´s en appliquant douze transformations chapeau haut de forme a`
l’image Isc. Chaque transformation utilise un e´le´ment structurant line´aire a` une orien-
tation particulie`re. Les vaisseaux sont ensuite supprime´s de Isc. L’image ainsi obtenue
est ensuite ame´liore´e graˆce a` un filtre adapte´ gaussien en 2-D, puis un seuil est applique´
a` l’image filtre´e. Un algorithme d’accroissement de re´gion est ensuite applique´e sur Isc
a` chaque e´le´ment de l’image binaire obtenue afin d’obtenir la forme binaire de chaque
le´sion candidate.
3. Extraction de le´sions candidates a` l’aide de classification pixel par pixel. Chaque pixel
de l’image est de´crit par un vecteur de parame`tres nume´riques, constitue´ de la valeur
du pixel dans Isc et de la re´ponse a` chaque de´rive´e de filtres gaussiens du premier et du
second ordre avec plusieurs valeurs d’e´cart type. Les vecteurs de parame`tres sont ensuite
classifie´s graˆce a` un classifieur k-NN (me´thode des k plus proches voisins) (k=55).
4. Classification des candidates. Les candidates de´tecte´es par au moins une des me´thodes
ci-dessus sont de´crits par 21 parame`tres et le vecteur de parame`tres est classifie´ par un
autre classifieur de type k-NN (k=11).
L’algorithme de Fleming peut lui eˆtre re´sume´ comme suit :
1. Pre´traitement et recherche de candidats. Le bruit est supprime´ par des filtrages me´dian
et gaussien. Le fond Ibg de l’image de´bruite´e I est calcule´ par un filtrage me´dian. I est
ensuite normalise´e : I ′ = I/Ibg − 1, I ′′ = I/ecart type(I ′). Comme dans la me´thode de
Niemeijer, les vaisseaux sont supprime´s par des transformations chapeau haut de forme,
l’image est ame´liore´e par un filtrage gaussien adapte´ avant d’eˆtre seuille´e. La forme
binaire des le´sions est obtenue par un accroissement de re´gion plus e´labore´.
2. Evaluation des candidats. Une parabolo¨ıde est ajuste´e sur les le´sions candidates dans
l’image I ′′ et l’intersection de cette ellipso¨ıde avec le plan horizontal z = zb, ou` zb est
l’intensite´ moyenne dans I ′′ sur les bords de la candidate, est une ellipse utilise´e, avec
d’autres parame`tres, pour e´liminer les mauvais candidats graˆce a` un classifieur k-NN.
3. Elimination des branchements et des croisements de vaisseaux. Des faux positifs appa-
raissent souvent dans ces deux situations. Pour les e´liminer, des portions de vaisseaux
sont de´tecte´s au voisinnage des candidats. L’algorithme cherche si des portions de
vaisseaux se croisent au centre des candidats, auquel cas le candidat est rejete´. Une
me´thode de normalisation de contraste est utilise´e pour ame´liorer la de´tection des
vaisseaux ainsi que pour normaliser les parame`tres e´voque´s au point 2.
Le nouveau de´tecteur (ND) est compare´ avec ceux de Fleming et de Niemeijer sur la
base de donne´es des re´tines, leur performances respectives sont donne´es dans le tableau 3.12.
Ces me´thodes, de´veloppe´es pour traiter des images couleurs, ont e´te´ adapte´es a` chacune des
modalite´s e´tudie´es afin de ge´rer les diffe´rences de re´solution d’images, du nombre de plans
de couleurs, de couleur et de taille des vaisseaux et des le´sions. En particulier les parame`tres
suivants diffe`rent des deux me´thodes concurrentes :
– un filtre me´dian de 30×30 pixels est utilise´ pour estimer le fond des images,
– un filtre gaussien de taille σ = 1.5 pixels est utilise´ pour le filtrage adapte´,
– des e´le´ments structurants de taille 11 pixels sont utilise´s pour les transformations cha-
peau haut de forme
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Nous avons e´galement teste´ l’utilisation de notre me´thode comme extracteur de le´sions can-
didates pour la me´thode de Niemeijer, a` la place des extracteurs de le´sions base´s sur la
morphologie mathe´matique et la classification pixel par pixel. Pour cela, les seuils sur la SSE
sont appris de telle sorte que 98% des le´sions dans l’ensemble d’apprentissage soient de´tecte´s
(par analogie avec l’extracteur base´ sur la classification pixel par pixel [98]) avec le moins
possible de faux positifs. Les re´sultats de ce de´tecteur (Niemeijer+ND) sont e´galement donne´s
dans le tableau 3.12. Les meˆmes bases d’apprentissage et de validation ont e´te´ utilise´es pour
les quatres de´tecteurs e´value´s.
Tableau 3.12 — Comparaison des de´tecteurs de microane´vrismes
de´tecteur photographie / filtre vert angiographie photographie couleur
Fleming (68%,68%) (81%,77%) (70%,55%)
Niemeijer (69%,73%) (80%,79%) (57%,61%)
ND (90%,90%) (94%,92%) (90%,89%)
Niemeijer+ND (73%,73%) (79%,85%) (61%,58%)
Les re´sultats sont donne´s sous forme de couples (sensibilite´,VPP) sur la base de validation. Nous
voyons que, sur notre base de donne´es, la me´thode propose´e est plus performante que les me´thodes
existantes.
3.4.4.7 Discussion
Le de´tecteur propose´ a sur notre base de donne´es de re´tines :
– une sensibilite´ de 90,24% et une VPP de 89,75% pour les photographies vert ane´rythre
– une sensibilite´ de 93,74% et une VPP de 91,67% pour les angiographies
– une sensibilite´ de 89,62% et une VPP de 89,50% pour les photographies couleur
Elles sont donc meilleures que celles des me´thodes concurrentes teste´es.
Les filtres d’ondelette (resp. les filtres d’e´chelle) obtenus par apprentissage sont quasi-
ment antisyme´triques (resp. syme´triques), comme ceux de Haar et contrairement a` ceux
des autres familles d’ondelettes classiques e´tudie´es. Pre´cise´ment, l’ondelette de Haar et
les ondelettes adapte´es ont grossie`rement l’allure des microane´vrismes (voir tableau 3.11).
En effet, si la fonction d’e´chelle est adapte´e aux microane´vrismes a` une e´chelle j donne´e,
l’information spe´cifique aux microane´vrismes est concentre´e dans les sous-bandes d’e´chelle
j. Ainsi, l’ajustement de mode`le peut eˆtre effectue´ sur ces sous-bandes uniquement :
l’information inte´ressante et l’information parasite sont de´corre´le´es (principe du filtrage
adapte´). Puisque les microane´vrismes sont invariants par rotation, l’information spe´cifique
aux microane´vrismes est re´partie de manie`re e´gale dans les sous-bandes horizontales (j1HL)
et verticales (j2LH). Nous pouvons le voir dans la figure 3.35 : chacune des meilleures
se´lections de sous-bandes contient au moins une sous-bande horizontale et une sous-bande
verticale.
La de´tection des microane´vrismes est rapide par la me´thode propose´e : le temps ne´cessaire
pour traiter une image (de de´finition 1280×1008) est approximativement de deux secondes sur
un processeur AMD Athlon 64-bit cadence´ a` 2 GHz. Compare´e aux me´thodes concurrentes,
la de´tection est simple, elle ne comporte que deux e´tapes : la transforme´e en ondelettes et
l’ajustement de mode`le. Elle est facilement reproductible car l’ajustement des parame`tres est
effectue´ de manie`re automatique et les images ne ne´cessitent pas de pre´traitement spe´cifique
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a` chaque modalite´ d’acquisition.
L’algorithme propose´ peut eˆtre conside´re´ comme du filtrage adapte´. Le filtrage adapte´ a
de´ja` e´te´ largement utilise´ sur les images re´tiniennes, notamment pour extraire les contours
des vaisseaux sanguins [22, 23, 60, 6], ge´ne´ralement des filtres gaussiens [22, 6], parfois des
filtres morphologiques [156]. Des filtres adapte´s binaires et de Kirsch ont e´galement e´te´ uti-
lise´s [6]. Dans le domaine plus ge´ne´ral des images me´dicales, le filtrage adapte´ a e´galement
de´ja` employe´ pour de´tecter des le´sions [92, 124, 72, 132, 133]. Ainsi dans [133], une trans-
forme´e en ondelettes particulie`re a e´te´ utilise´e pour de´tecter des microcalcifications dans des
mammographies.
3.4.5 Construction de la signature locale
Apre`s la de´tection des le´sions, construire la signature locale de l’image pour la CBIR
consiste simplement a` compter le nombre de le´sions de chaque type de´tecte´es dans l’image.
Une variante de cette signature consiste a` compter le nombre de le´sions dans diffe´rentes zones
de l’image, si cela a un inte´reˆt pour la (ou une des) pathologie(s) e´tudie´e(s) (par exemple le
centre et la pe´riphe´rie de l’image dans le cas des microane´vrismes).
3.4.6 Re´sultats
Diffe´rentes me´thodes sont envisageables pour combiner les mesures de distances issues
des signatures globales (pre´sente´es a` la section 3.3) et l’information locale. Nous les avons
compare´es [107] et il en ressort que la me´thode la plus efficace, dans tous les cas conside´re´s,
consiste a` combiner line´airement les mesures de distances afin de de´finir une troisie`me
mesure de distance, utilise´e pour de´finir le classement de´finitif des images (fusion pre´coce).
Nous allons donc ajouter un terme supple´mentaire dans la somme ponde´re´e de mesures de
distances utilise´e pour comparer des signatures globales d’images (e´quation 3.54). La mesure




αidi + |NI −NJ | (3.65)
ou` di est la distance entre les sous-bandes i = 1..3 × Nl + 1 des images a` comparer, NI
et NJ sont le nombre de le´sions de´tecte´es dans les images I et J , respectivement, et αi,
i = 1..3 × Nl + 1, sont des poids recherche´s par un algorithme ge´ne´tique dans le but de
maximiser la pre´cision moyenne a` cinq de la me´thode.
Les scores de pre´cision moyenne pour les crite`res “la pre´sence ou non de microane´vrismes”
et “l’appartenance au meˆme stade d’e´volution” sont fournis dans le tableau 3.13.
Tableau 3.13 — Pre´cision moyenne pour la signature inte´grant une information locale
crite`re gaussiennes de´tection agre´gation des
ge´ne´ralise´es de le´sions deux me´thodes
pre´sence ou non de microane´vrismes 80,67% 81,23% 92,08%
stade d’e´volution 53,54% 38,31% 55,14%
La fusion des deux approches permet toujours une ame´lioration par rapport a` la meilleure
des deux, utilise´e seule, meˆme si l’ame´lioration est modeste pour le deuxie`me crite`re.
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3.5 Discussion
Nous avons propose´ dans ce chapitre deux approches pour l’indexation automatique des
images par le contenu nume´rique, base´es sur la transforme´e en ondelettes. La premie`re
me´thode, globale et ge´ne´rique, fournit de bons re´sultats sur la base des mammographies
et celle des visages. En revanche, sur la base des re´tines, les re´sultats sont plus modestes,
le crite`re nous inte´ressant (le stade d’e´volution de la pathologie) e´tant fortement lie´ aux
le´sions pre´sentes. Nous avons donc propose´ une seconde me´thode, exploitant la localisation
spatiale des coefficients d’ondelette, pour de´tecter des le´sions, les microane´vrismes en par-
ticulier. Bien que le de´tecteur de microane´vrismes soit performant, les scores de pre´cision
moyenne sur la base des re´tines est a` peine ame´liore´ par cette deuxie`me me´thode. En effet,
les microane´vrismes sont pre´sents a` tous les stade d’e´volution, a` l’exception du premier, et au
dela` de ce stade, le nombre de microane´vrismes pre´sents sur une re´tine n’est que faiblement
corre´le´ avec le stade d’e´volution. Si les me´thodes propose´es nous permettent de retrouver
relativement bien des images contenant ou non des microane´vrismes, en fonction de l’image
requeˆte, elles ne sont cependant pas suffisantes lorsque l’objectif est de retrouver des images
pre´sentant le meˆme stade d’e´volution que la requeˆte. Nous nous sommes donc inte´resse´s a`
l’utilisation de donne´es supple´mentaires : la prise en compte de toutes les images contenues
dans un dossier patient, les informations contextuelles disponibles (aˆge, sexe, etc.) et les
connaissances a priori sur la pathologie e´tudie´e. La requeˆte sera donc constitue´e d’informa-
tions multimodales, de natures diffe´rentes, qui ne´cessitent des approches capables de combiner
tous ces types d’information.
CHAPITRE
4 Indexation et recherched’information
multimodale
4.1 Proble´matique
Les documents patient dont on dispose en me´decine sont toujours des documents
multime´dia et sont de plus en plus directement nume´riques. Qu’ils contiennent des re´sultats
d’analyse, des enregistrements de signaux ou des images, il y a toujours d’autres informations
qui permettent au moins d’identifier le patient [19, 91, 120]. Ces documents sont souvent
incomplets, et lors de l’interrogation des bases de documents via un document requeˆte,
il faudra prendre en compte cette non comple´tude. Les bases de donne´es de re´tinopathie
diabe´tique et de mammographies e´tudie´es sont exemplaires a` ce titre. En effet, chaque
dossier est de´crit par des attributs nominaux (contexte clinique du patient, sexe, ...), des
attributs continus (aˆge, nombre de le´sions automatiquement de´tecte´es, ...) et enfin des
images (nous avons associe´ a` chacune d’entre elles une signature nume´rique). Dans la base
de re´tinopathie diabe´tique, en plus d’eˆtre he´te´roge`nes, ces informations sont incomple`tes. En
effet, le contexte clinique du patient est rarement comple`tement renseigne´. De plus, la se´rie de
photographies du fond de l’œil varie d’un patient a` l’autre : 1) lors d’un examen, le me´decin
n’acquiert pas ne´cessairement d’images a` chaque modalite´ d’acquisition disponible, 2) il
peut acque´rir une se´rie d’images soit pour chacun des deux yeux, soit pour un seul d’entre eux.
Dans ces bases de donne´es me´dicales, nous travaillons donc le plus souvent avec des
informations he´te´roge`nes et incomple`tes. Corre´lativement, les algorithmes de recherche d’in-
formation classiques, telles que la CBIR (Content Based Image retrieval, cf. 1.3) ou plus
ge´ne´ralement le raisonnement a` base de cas (Case Based Reasoning, cf. 1.5) ne sont pas ap-
plicables tels quels. Ces algorithmes sont en effet base´s en finale sur la me´thode des plus
proches voisins, qui consiste a` repre´senter chaque cas par un vecteur nume´rique et qui de´finit
la distance entre deux cas comme la distance entre les deux vecteurs associe´es (typiquement
la distance euclidienne). Ceci pose plusieurs proble`me lorsque nous e´tudions des donne´es
he´te´roge`nes et incomple`tes :
1. Il faut pouvoir normaliser les diffe´rents champs du vecteur (afin d’obtenir une re´partition
normale ou uniforme de chaque parame`tre) : ceci n’a pas de sens pour les attributs
nominaux.
2. Il faut pouvoir ge´rer les valeurs manquantes : s’il manque une image, ce n’est pas un
champ mais plusieurs dizaines de champs qui seront inconnus ; les me´thodes d’imputation
des valeurs manquantes ne sont donc pas envisageables.
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3. Les informations contextuelles sont repre´sente´es par un seul champ dans ce vecteur,
alors que les images sont repre´sente´es par plusieurs dizaines : le poids des informations
contextuelles dans la mesure de distance est alors ne´gligeable.
4. La dimension d’un tel vecteur est tellement grande qu’une distance euclidienne n’a pas
vraiment de sens : les informations pertinentes sont noye´es dans la mesure de distance
globale.
4.1.1 Solutions propose´es dans la litte´rature
Plusieurs solutions ont e´te´ propose´es dans la litte´rature pour construire un moteur de
recherche permettant de ge´rer des informations he´te´roge`nes et incomple`tes. Nous pre´sentons
dans les paragraphes suivants ces diffe´rentes approches et nous expliquons comment y inte´grer
des signatures d’images. Les re´sultats obtenus par ces diffe´rentes me´thodes nous serviront
de base de comparaison pour e´valuer les me´thodes originales propose´es dans les chapitres
suivants.
4.1.1.1 Adaptation de la me´thode des plus proches voisins
Nous pre´sentons tout d’abord une solution pour adapter la me´thode des plus proches
voisins a` des cas he´te´roge`nes et incomplets [150]. Pour tenter de re´soudre les proble`mes
1. et 2., une premie`re solution consiste a` normaliser les mesures de distance plutoˆt que
les attributs. Ainsi, Wilson propose plusieurs mesures de distances normalise´es entre des
attributs nominaux et entre des attributs continus. Ces mesures de distance de´rivent des
e´quations 4.1 ou 4.2 (Value Difference Metric) pour les attributs nominaux et de l’e´quation













ou` c = 1..C sont les classes conside´re´es pour le proble`me (le niveau de se´ve´rite´ de la
pathologie dans notre cas), q vaut 1 ou 2, mina (resp. maxa) est la valeur minimale (resp.
maximale) que peut prendre l’attribut a. Dans la me´thode propose´e par Wilson, si un
attribut est manquant pour un des cas compare´s, la distance est mise arbitrairement a` 1.
Cette approche permet en outre de re´soudre le proble`me 3. Nous pouvons en effet de´finir
une mesure de distance normalise´e entre deux signatures d’images, au lieu de normaliser
et comparer individuellement chaque composante de ces signatures. Nous avons pour cela
utilise´ une approche similaire a` l’e´quation 4.3 :




ou` D(x, y) est la distance entre deux signatures, de´finie au paragraphe 3.3.3. La distance
globale entre deux cas est ensuite de´finie comme la somme des distances associe´es a` chaque
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composante.
Ensuite, pour re´soudre les proble`mes 3. et 4., des poids peuvent eˆtre ajuste´s entre les
diffe´rentes variables, a` l’aide d’une boucle de pertinence (relevance feedback) [112, 153], dont
le principe est le suivant :
1. Tous les poids sont initialise´s a` 1.
2. Lorsqu’un utilisateur effectue une requeˆte, le syste`me d’indexation se´lectionne les n
images les plus proches et l’utilisateur indique quelles sont les images qui lui semblent
pertinentes.
3. Les poids sont alors mis a` jour pour augmenter le rang des images pertinentes dans la
liste de re´sultat.
4. Le processus est re´pe´te´ jusqu’a` ce que l’utilisateur soit satisfait.
Cette proce´dure est cense´e re´duire le fosse´ se´mantique entre des descripteurs de bas niveau
et les concepts (de haut niveau) de l’utilisateur. Dans le cas des bases de donne´es me´dicales,
lorsqu’une classification des cas est disponible, ces poids peuvent eˆtre ajuste´s par un
algorithme d’optimisation, afin de maximiser la pre´cision moyenne de retrouvaille. C’est
le cas pour les bases de re´tinopathies diabe´tiques et de mammographies e´tudie´es. Nous
avons ainsi applique´ la me´thode d’optimisation propose´e au paragraphe 3.3.3 (propose´e
pour combiner les distances associe´es a` chaque sous-bande de la de´composition en ondelettes).
Un tel principe a e´te´ utilise´ en CBIR, dans le domaine me´dical, pour traiter des requeˆtes
constitue´es d’une image accompagne´e d’information contextuelle [120] : une mesure de simi-
litude base´e sur le contenu de l’image et une autre base´e sur les me´tadonne´es associe´es sont
combine´es line´airement.
4.1.1.2 La fusion tardive
Dans le paragraphe pre´ce´dent, nous avons pre´sente´ des algorithmes de fusion pre´coce,
c’est a` dire que les mesures de distance de´finies pour chaque attribut sont d’abord fusionne´es,
puis les cas de la base sont ordonne´s en fonction de cette mesure de distance globale (voir
figure 4.1 (a)). Une autre approche classique pour combiner des informations he´te´roge`nes
dans un syste`me de recherche est la fusion tardive. Le principe est de construire d’abord une
liste de retrouvaille pour chaque attribut, en fonction de la mesure de distance associe´e. Les
listes obtenues pour chaque modalite´ sont ensuite fusionne´es pour fournir un re´sultat plus
robuste (voir figure 4.1 (b)).
(a) fusion pre´coce
(b) fusion tardive
Figure 4.1 — Comparaison fusion pre´coce / fusion tardive
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Pour fusionner les listes de re´sultats, des algorithmes de vote peuvent eˆtre applique´s
[100, 140, 152]. Le principe ge´ne´ral est de conside´rer le rang d’un cas dans une liste de
retrouvaille comme une note. Les notes obtenues pour chaque modalite´ sont alors agre´ge´es et
un nouveau classement est e´tabli. Les me´thodes de vote suivantes ont e´te´ teste´es :





ri est le rang de l’image dans la liste associe´e a` l’attribut i
– la me´thode du comptage de Borda [100] : dans chacune des listes, la premie`re image
rec¸oit la note n, puis la ie`me image en rec¸oit n+1− i (comptage de Borda), n ∈ N. La
note finale de chaque image est la somme de ses notes.
Nous avons de´ja` utilise´ cette approche pour fusionner les signatures globales et locales
extraites d’une image [107].
Cette approche permet de ge´rer facilement les informations manquantes. Tout d’abord,
si un attribut est manquant pour le cas passe´ en requeˆte, nous construisons simplement
une liste en moins et le meˆme algorithme est applique´ sur un nombre moins important de
listes. D’autre part, si un attribut est manquant pour un attribut de la base, sa note est
simplement calcule´e a` partir des listes dans lesquelles il apparaˆıt.
La fusion tardive a e´te´ utilise´e en CBIR, dans le domaine me´dical, pour traiter des requeˆtes
constitue´es d’une image accompagne´e d’information contextuelle [3, 12]. La me´thode utilise´e
est plus simple que la me´thode du vote pre´sente´e ci-dessus :
1. un premier ensemble d’images suffisamment proches nume´riquement de l’image requeˆte
est se´lectionne´
2. un deuxie`me ensemble d’images suffisamment proches de l’image requeˆte, du point de
vue des me´tadonne´es associe´es, est se´lectionne´
3. la re´ponse a` la requeˆte est de´finie comme l’intersection de ces deux ensembles
4.1.1.3 Utilisation d’algorithmes d’apprentissage
Plusieurs algorithmes d’apprentissage ont e´te´ exploite´s pour ame´liorer la performance
des me´thodes de recherche travaillant sur des donne´es he´te´roge`nes. C’est le cas des machines
a` vecteurs de support (support vector machines - SVM [11]) [15] ou d’algorithmes de
classification non supervise´e [121].
Les algorithmes de recherche base´s sur les SVM [146, 15] s’appliquent a priori dans le
cadre d’une boucle de pertinence. Le principe est d’apprendre une fonction de similitude s
a` valeur dans [0; 1]. Pour apprendre cette fonction, l’algorithme ne´cessite un certain nombre
d’exemples positifs (x+i )i=1..n+ (s(x
+
i ) est supervise´ a` 1) et de contre-exemples (x
−
i )i=1..n−
(s(x−i ) est supervise´ a` 0), fournis par l’utilisateur au cours de la boucle de pertinence. On
se rame`ne donc a` un proble`me de classification a` deux classes, la fonction s a` apprendre
e´tant simplement la fonction de de´cision des SVM [11]. L’algorithme propose´ par Bruno [15]
a e´te´ mis au point spe´cifiquement pour la fusion d’information multimodale (de la vide´o
et du texte). Dans cette me´thode, l’algorithme des SVM n’est pas applique´ sur l’espace
des parame`tres (contrairement a` l’algorithme de Wang [146]) mais dans un espace dit de
dissimilitude. Les coordonne´es de chaque exemple y de la base sont dans cet espace :
{da0(y, x+1 ), ..., da0(y, x+n+), da1(y, x+1 ), ..., da1(y, x+n+), ...}
ou` dai est la distance associe´e a` la modalite´ ai, telle qu’elle a e´te´ de´finie au paragraphe
4.1.1.1 par exemple. Etant donne´ que l’algorithme des SVM se base uniquement sur une
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matrice de similitude entre les exemples d’apprentissage (la matrice de Gram), on peut
e´galement appliquer l’algorithme de Wang en se basant sur la mesure de distance globale
de´finie au paragraphe 4.1.1.1.
Ces algorithmes ne peuvent eˆtre applique´s directement pour notre proble´matique, car
ils supposent que l’utilisateur fournisse des exemples positifs et des contre-exemples, ce qui
n’est pas envisage´ (l’utilisateur n’est suppose´ fournir qu’un exemple positif).
L’algorithme de recherche base´ sur la classification non supervise´e [121] a e´te´ mis au point
pour fusionner des signatures nume´riques d’images he´te´roge`nes (texture, couleur, forme). Il
consiste a` re´partir les exemples d’apprentissage en groupes, pour chaque modalite´, en fonction
de la mesure de distance associe´e. Les parame`tres de la classification sont choisis de telle sorte
que ces groupes soient aussi homoge`nes que possible. Ensuite lorsqu’un cas est place´ en requeˆte
au syste`me, le groupe auquel appartient la requeˆte est identifie´ pour chaque modalite´, puis les
cas de la base qui n’appartiennent pas a` ces groupes sont e´carte´s. L’information incomple`te
peut eˆtre facilement ge´re´e dans cet algorithme : si la valeur d’un attribut est manquante pour
la requeˆte, il suffit de ne pas e´carter d’exemples pour cette modalite´.
4.1.1.4 Re´sultats obtenus par ces me´thodes
Les diffe´rentes me´thodes pre´sente´es ci-dessus sont e´value´es en termes de pre´cision moyenne
pour une feneˆtre de cinq dossiers patients pour les bases de re´tinopathie diabe´tique et de
mammographies. Le crite`re d’e´valuation est le stade de la pathologie. Les re´sultats sont
fournis dans le tableau ci-dessous.




PPVHI + poids optimaux 42,8% 71,4%
vote (comptage de Borda) 39,4% (n=65) 69,0% (n=75)
vote (fusion du rang) 36,6% 70,3%
classification non supervise´e 30,2% 62,1%
PPVHI de´signe la me´thode des plus proches voisins pour des donne´es he´te´roge`nes et
incomple`tes. Aucune de ces me´thodes ne permet une ame´lioration notable des scores de
pre´cision moyenne obtenus en utilisant des images seules.
4.1.2 Discussion et proposition d’une approche diffe´rente
Aucune des me´thodes pre´sente´es ci-dessus ne propose de re´elle solution pour ge´rer
les informations manquantes. Elles se contentent soit d’ignorer les sources d’information
non renseigne´es, soit de fournir une valeur par de´faut (paragraphe 4.1.1.1). Ces approches
sont acceptables dans le cadre d’algorithmes de classification. Elles sont en revanche
proble´matiques pour la recherche d’information : puisque nous comparons des cas deux
a` deux, les valeurs manquantes de deux attributs compare´s se cumulent. Supposons par
exemple que le taux moyen d’attributs renseigne´s par cas soit x ∈ [0; 1]. Alors, en moyenne,
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lorsque nous comparons deux cas, le taux d’attributs utilise´ est x2. Ainsi, si 50% des attributs
sont manquants, seuls 25% des attributs sont utilise´s en moyenne pour comparer deux cas.
Dans le cadre d’un algorithme de classification, tous les attributs renseigne´s sont utilise´s, en
revanche seule une proportion de x
2
x = x l’est dans le cadre de la recherche d’information.
Dans l’exemple pre´ce´dent, 50% des attributs renseigne´s pour un cas ne sont pas utilise´s
(25%50%), parce qu’ils ne sont pas renseigne´s pour l’autre cas. Nous allons donc proposer des
me´thodes permettant de mode´liser les relations entre les diffe´rents attributs afin de pallier
le proble`me des informations manquantes.
Cette mode´lisation devrait nous permettre e´galement de rendre le syste`me de recherche
plus pre´cis, en exploitant les redondances entres les sources d’information.
Pour cela, nous nous sommes inte´resse´s a` la fouille de donne´es et a` ses liens possibles
avec la CBIR et le raisonnement a` base de cas [154, 85].
De plus, nous souhaitons pouvoir inte´grer de la connaissance a priori dans les algorithmes
de recherche propose´s, nous avons donc e´carte´ les me´thodes de type “boˆıte noire” au profit
de mode`les lisibles, faisant ressortir les relations entre les variables du proble`me. Nous nous
sommes donc inte´resse´s aux algorithmes de fouille de donne´es bien connus que sont les arbres
de de´cision et les re´seaux baye´siens, ainsi qu’a` leurs extensions.
4.1.3 Crite`res d’e´valuation des me´thodes
Comme nous l’avons pre´cise´ au paragraphe 2.4, le principal crite`re d’e´valuation d’une
me´thode de recherche est la pre´cision moyenne pour une feneˆtre de cinq dossiers patients.
Ces dossiers patients e´tant potentiellement incomplets, nous souhaitons e´galement e´valuer
la robustesse des me´thodes relativement aux valeurs manquantes. Pre´cise´ment, nous souhai-
tons e´valuer l’e´volution de la pre´cision moyenne en fonction du pourcentage d’informations
manquantes. Pour cela, nous allons ge´ne´rer de nouveaux cas. L’e´valuation se fait selon la
proce´dure suivante. Soit M le nombre de cas dans la base de donne´es e´tudie´e :
– pour chaque dossier (ci)i=1..M dans la base de donne´es, K nouveaux dossiers sont
ge´ne´re´s en supprimant des attributs a` ci (nous avons choisi K=100). Soit ni le nombre
d’attributs renseigne´s pour ci, chacun des nouveaux dossiers est obtenu en supprimant
un nombre d’attributs se´lectionne´ de manie`re e´quiprobable dans {0, 1, ..., ni}. Les at-
tributs supprime´s sont se´lectionne´s au hasard.
– pour chaque nouveau dossier ge´ne´re´, la pre´cision pour une feneˆtre de cinq dossiers est
calcule´e.
– nous trac¸ons la courbe de pre´cision moyenne en fonction du pourcentage d’attributs
renseigne´s, a` partir des M.K dossiers ge´ne´re´s.
4.1.4 Recherche interactive
Nous avons e´voque´ a` plusieurs reprises le principe des boucles de pertinence (aux
paragraphes 4.1.1.1 et 4.1.1.3), dans lequel l’utilisateur pre´cise l’objet de sa recherche par
ame´liorations successives. Son principe est illustre´ sur la figure 4.2 (a). Cette me´thode est
inte´ressante car elle permet d’adapter la me´thode a` chaque utilisateur et a` chaque requeˆte.
Elle pre´sente cependant un inconve´nient dans le cadre d’une recherche de dossiers patients :
elle oblige l’utilisateur (le me´decin) a` examiner chaque dossier propose´ par le syste`me a`
chaque ite´ration, pour lui indiquer lesquels sont adapte´s. Or l’examen d’un dossier patient
est tre`s long : il faut donc demander le moins d’inte´raction possible au me´decin au cours
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d’une requeˆte.
Outre le temps d’e´valuation d’un cas se´lectionne´ par le syste`me, la saisie des champs d’un
dossier patient place´ en requeˆte peut prendre un temps non ne´gligeable. Ainsi, dans la base
des re´tines, chaque cas est de´crit par 24 parame`tres. L’utilisation d’une boucle de pertinence,
discute´e ci-dessus, ne dispense pas de saisir tous les attributs d’un dossier. Afin d’atteindre
des re´sultats satisfaisants le plus rapidement possible, nous proposons, pour chaque me´thode
pre´sente´e dans les chapitres suivants, une proce´dure pour assister la saisie des parame`tres.
Ces proce´dures consistent notamment a` mettre a` jour la liste des re´sultats au fur et a` mesure
qu’un nouvel attribut est saisi par le me´decin. Cette liste de re´sultats ne ne´cessite pas de
retour du me´decin : elle permet essentiellement de voir si les dossiers propose´s par le syste`me
sont suffisamment homoge`nes. Nous proposons e´galement d’indiquer quels attributs non ren-
seigne´s sont susceptibles d’eˆtre les plus discriminants, compte tenu de ceux de´ja` renseigne´s.
Ceci permet d’atteindre les re´sultats les plus pre´cis possibles en saisissant le moins possible
d’attributs. Le principe de l’approche est illustre´ sur la figure 4.2 (b).
(a) boucle de pertinence
(b) saisie progressive des attributs
Figure 4.2 — Recherche interactive. Dans le premier cas (figure (a)), le retour de l’utili-
sateur est obligatoire et ne´cessite un travail long. Dans le deuxie`me cas (figure (b)), il est
facultatif et rapide.
88
CHAPITRE 4. INDEXATION ET RECHERCHE D’INFORMATION
MULTIMODALE
4.2 Recherche d’information base´e sur les arbres de de´cision
Lorsque nous avons choisi d’e´tudier les algorithmes de fouille de donne´es, dans le but
d’inte´grer toutes les informations d’un dossier patient au sein d’un meˆme syste`me de
recherche, nous nous sommes naturellement inte´resse´s aux arbres de de´cision ; les algorithmes
de construction des arbres de de´cision [109][14] sont en effet les algorithmes de fouille de
donne´es les plus populaires. Les arbres de de´cision sont des outils d’aide a` la de´cision. Ils
sont utilise´s en statistique ainsi qu’en apprentissage automatique. Le succe`s des arbres de
de´cision re´side en grande partie sur leur lisibilite´, par opposition aux algorithmes “boˆıte
noire” tels que les re´seaux de neurones. Ils pre´sentent de plus trois caracte´ristiques per-
mettant de re´pondre aux proble`mes e´nume´re´s pre´ce´demment. Ces algorithmes sont d’abord
capables de se´lectionner automatiquement les variables discriminantes dans un ensemble
de donne´es contenant un tre`s grand nombre de variables potentiellement inte´ressantes. En
ce sens, la me´thode des arbres de de´cision constitue une technique exploratoire privile´gie´e
pour appre´hender de grosses quantite´s de donne´es. Ils sont ensuite adapte´s a` des donne´es
he´te´roge`nes, car chaque attribut des vecteurs d’entre´e (les dossiers patients, dans notre cas)
est e´value´ se´pare´ment. Enfin, un des algorithmes de construction des arbres [109] permet de
ge´rer efficacement les informations manquantes ; nous proposons par ailleurs une me´thode
d’exploration des arbres fonctionnant sur le meˆme principe.
Apre`s une pre´sentation succincte des arbres de de´cision et des algorithmes de construction,
nous de´taillons les modifications apporte´es a` ces algorithmes pour les adapter a` nos dossiers
patients. Puis nous pre´sentons le cœur de l’algorithme de recherche que nous avons de´fini
a` partir du mode`le des arbres de de´cision. Plusieurs ame´liorations sont ensuite apporte´es
a` la me´thode, en exploitant diffe´rents algorithmes de fouilles de donne´es de´rive´s des arbres
de de´cision : les ensembles d’arbres et le boosting. Puis nous proposons un algorithme de
construction d’arbres de de´cision multi-classe, afin de prendre en compte les diffe´rents crite`res
qui nous inte´ressent : les stades d’e´volution ainsi que la pre´sence ou non de le´sions de type
donne´. Cette section se termine par la pre´sentation puis la discussion des re´sultats.
4.2.1 Structure d’un arbre de de´cision
Un arbre de de´cision est constitue´ d’un ensemble de re`gles permettant de diviser une
population de cas (une base de dossiers patients, dans notre cas) en groupes homoge`nes.
Chaque re`gle associe une conjonction de tests sur les attributs d’un cas a` un groupe (par
exemple : “si sexe=homme et aˆge<40 alors le cas appartient au groupe 3”).
Ces re`gles sont organise´es sous la forme d’un arbre dont la structure a la signification
suivante (voir figure 4.3) :
– chaque nœud non terminal correspond a` un test sur un descripteur (par exemple : “sexe
= ?”),
– chaque arc correspond a` une re´ponse a` un test (par exemple : “homme”),
– chaque feuille correspond a` un groupe de cas ayant fourni une re´ponse identique a` tous
les tests d’une re`gle (exemple : “les hommes de moins de 40 ans”).
Les arbres de de´cision ont d’abord e´te´ conc¸us pour diviser des ensembles de vecteurs
d’attributs nominaux (les cas sont groupe´s par valeurs ou groupes de valeurs de l’attribut).
Quinlan [109] les a e´tendus a` des attributs scalaires continus (les cas sont groupe´s par plages
de valeur de l’attribut). Plus ge´ne´ralement, les arbres de de´cision peuvent traiter tout type
de descripteur, pourvu qu’une me´thode soit disponible pour grouper les cas en fonction de
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Figure 4.3 — Exemple de structure d’arbre de de´cision. Cet arbre de de´cision est
constitue´ de quatre re`gles permettant de diviser la population en quatre groupes : “si
sexe=femme et image angiographique tardive appartient a` un premier groupe d’images alors
groupe 1”, “si sexe=femme et image angiographique tardive appartient a` un deuxie`me groupe
d’images alors groupe 2”, “si sexe=homme et aˆge<40 alors groupe 3” et “si sexe=homme et
aˆge≥40 alors groupe 4”.
ce descripteur. Etant donne´ que chaque test est applique´ a` un seul descripteur, les arbres de
de´cision sont bien adapte´s pour traiter des cas he´te´roge`nes.
Les arbres de de´cision sont ge´ne´ralement utilise´s en classification : pour de´terminer la
classe d’un nouveau cas, nous recherchons le groupe auquel il appartient puis nous lui affectons
la classe majoritaire au sein de ce groupe.
4.2.2 Construction d’un arbre de de´cision
Pour construire automatiquement un arbre de de´cision, nous devons rechercher les
attributs les plus discriminants parmi tous les attributs disponibles (les images et les
attributs contextuels, dans notre cas), puis construire des groupes de cas homoge`nes a` partir
de tests sur ces attributs. Le me´canisme de construction est de´crit ci-dessous et illustre´ sur
la figure 4.4. Il est base´ sur un apprentissage supervise´. Pour ce faire, nous devons disposer
de plusieurs exemples classifie´s (dits d’apprentissage).
A l’initialisation de l’apprentissage, l’arbre est constitue´ simplement d’une feuille,
regroupant l’inte´gralite´ de la population. Puis, re´cursivement, nous divisons chaque feuille F
de l’arbre en construction. Nous recherchons pour cela le descripteur d le plus discriminant
au sein de la population P regroupe´e dans F . P est alors re´partie entre de nouveaux
nœuds fils, un pour chaque re´ponse possible au test sur d. L’algorithme teste tous les
attributs d’un cas et choisit celui qui maximise un crite`re donne´ sur la classe des cas. Il
faut donc que le crite`re utilise´ caracte´rise le gain en homoge´ne´ite´ des populations au sein
de chaque nœud, en ce qui concerne la classe des individus, lors du passage du sommet a`
segmenter vers les feuilles produites par la segmentation. Si aucun descripteur ne permet
d’ame´liorer le crite`re choisi ou que la population P est trop faible, la feuille F n’est pas divise´e.
L’inte´reˆt des arbres de de´cision pour notre proble´matique est que nous obtenons une seg-
mentation de l’espace des cas de la base sur des crite`res he´te´roge`nes pertinents (les variables
insignifiantes ne sont pas utilise´es). Il est de plus possible de construire un arbre de de´cision
a` partir d’exemples d’apprentissages incomplets.
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Figure 4.4 — Apprentissage d’un arbre de de´cision. 1) Dans cet exemple, l’attribut le plus
discriminant sur la population entie`re est le sexe, donc nous divisons la population totale
entre celle des hommes et celle des femmes. 2) L’attribut le plus discriminant sur la popu-
lation des femmes est l’image angiographique tardive. Nous divisons donc cette population
en fonction du groupe d’images auquel appartient celle de chaque patient. 3) L’attribut le
plus discriminant sur la population des hommes est l’aˆge ; cette population est donc divise´e
en fonction de l’aˆge de chaque patient.
4.2.3 Algorithmes C4.5 et CART - description et modifications apporte´es
Les algorithmes C4.5 [109] et CART (Classification And Regression Trees) [14] sont,
avec leurs variantes, les deux principaux algorithmes de construction d’arbres de de´cision.
L’algorithme C4.5 est en fait une ge´ne´ralisation de l’algorithme ID3 pour le traitement de
cas incomplets et he´te´roge`nes (contenant a` la fois des attributs nominaux et des attributs
continus). Nous pre´sentons ci-dessous ces deux approches en pointant les avantages et les
inconve´nients de chacun pour notre application.
4.2.3.1 Crite`re de segmentation
Algorithme C4.5
Dans l’algorithme C4.5, le crite`re de segmentation est le gain d’entropie, qui mesure le
degre´ de me´lange des donne´es. Soit pγn le pourcentage d’individus de chacune des classes





pγn log pγn (4.5)
ou` x 7→ −x log x est la fonction d’entropie. Pour e´valuer un test, nous calculons l’infor-
mation I0 en une feuille v0 avant la segmentation puis l’information I
n en chacun des Nv0
nœuds fils vn. Le gain d’information G pour ce test est de´fini par l’e´quation 4.6 :








Le but est donc de rechercher le test qui minimise G. Nous rappellons sur la figure 4.5
l’allure de la fonction entropie. Elle montre bien que plus la somme G est basse, plus les
individus dans chaque branche ont tendance a` eˆtre de la meˆme classe.
Figure 4.5 — Fonction Entropie
Un autre crite`re, propose´ par l’algorithme, est donne´ par l’e´quation 4.7 :
G
−∑Nv0n=1 pn log pn (4.7)
ou` pn est le pourcentage d’exemples affecte´s au n
ie`me nœud fils.
Algorithme CART
Dans l’algorithme CART, le crite`re de segmentation est base´ sur l’indice de Gini InG dans





InG atteint ze´ro lorsque tous les cas dans le nœud vn appartiennent a` la meˆme classe.
Le crite`re que nous utiliserons pour la me´thode de recherche sera celle fournissant le
meilleur score de pre´cision moyenne, pour une feneˆtre de retrouvaille de cinq images, parmi
les trois crite`res de´finis aux e´quations 4.6, 4.7 et 4.8.
4.2.3.2 Segmentation base´e sur les attributs nominaux et continus
La segmentation base´e sur les attributs nominaux consiste a` cre´er un nœud fils pour
chaque valeur que peut prendre un attribut. L’algorithme peut e´galement chercher a` seg-
menter l’ensemble S des valeurs prises par l’attribut en sous-ensembles Si ⊂ S tels que
Si ∩ Sj = ∅,∀i 6= j et
⋃
Si = S. Un nœud fils est alors cre´e´ pour chaque sous-ensemble Si.
La segmentation base´e sur les attributs continus, propose´e dans l’algorithme C4.5, consiste
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a` rechercher un seuil sur la valeur des attributs : deux nœuds fils sont alors cre´e´s. Le fait de
se´parer les individus en deux groupes uniquement n’est pas limitatif, en effet, il est possible
d’effectuer plusieurs tests conse´cutifs sur le meˆme attribut, et donc au final de re´partir les
cas en plus de deux groupes.
4.2.3.3 Gestion des valeurs manquantes dans l’algorithme C4.5
L’algorithme C4.5 permet de construire un arbre de de´cision a` partir d’exemples
potentiellement incomplets. Supposons que la valeur du descripteur d, teste´ au nœud v0, soit
manquante pour un cas donne´. Alors ce cas est affecte´ a` chaque fils vn de v0 avec un poids
p(e0n), 0 ≤ p(e0n) ≤ 1, ou` e0n est l’arc entre v0 et vn. p(e0n) est le pourcentage d’exemples
d’apprentissage dans v0, dont la valeur pour d est connue, affecte´s a` vn. p(e0n) peut eˆtre vu
comme une approximation de la probabilite´ a priori qu’un cas de v0 soit affecte´ a` vn.
Par conse´quent, a` la fin de l’apprentissage, chaque exemple d’apprentissage ci est affecte´
a` une feuille (fj)j=1..N , avec un poids pij tel que
∑N
j=1 pij = 1 (pij=0 ou 1 si tous les
attributs teste´s sont connus pour ci, 0 ≤ pij ≤ 1 sinon).
Notons que lorsque le gain est calcule´, les tests effectue´s sur des attributs pour lesquels
il y a beaucoup de valeurs manquantes sont pe´nalise´s. Le gain est en effet calcule´ pour les
individus dont l’attribut teste´ est renseigne´, puis le re´sultat obtenu est multiplie´ par le taux
d’individus dont l’attribut teste´ est renseigne´. Ce qui permet de favoriser les attributs souvent
renseigne´s.
4.2.3.4 Gestion du sur-apprentissage
Sur-apprendre signifie que l’on extrait des re`gles qui sont spe´cifiques a` la base d’appren-
tissage, mais qui ne sont pas ge´ne´rales.
Algorithme C4.5
Lorsque la construction est termine´e, l’arbre est e´lague´ : certains sous-arbres juge´s inutiles
a posteriori sont supprime´s. Le crite`re d’e´lagage est base´ sur une heuristique permettant
d’estimer l’erreur de classification sur un sous-arbre donne´. Cette erreur est estime´e a` partir
des exemples ayant servi a` construire l’arbre. Quinlan estime que son heuristique est efficace
si la base d’apprentissage contient au moins 1000 exemples. Cette condition n’est pas remplie
pour toutes nos bases de donne´es, la base de re´tinopathie diabe´tique en particulier. L’e´lagage
pre´sente un second inconve´nient : les exemples d’apprentissage ont tendance a` eˆtre re´partis
en groupes de tailles tre`s ine´gales. Ce n’est pas geˆnant pour la classification, mais cela pose
un proble`me pour notre application : l’algorithme perd en pre´cision moyenne.
Algorithme CART
Une approche diffe´rente est utilise´e pour e´viter le sur-apprentissage dans l’algorithme
CART. Dans cet algorithme, les exemples disponibles pour l’apprentissage sont re´partis en
deux groupes :
– une base d’apprentissage (BA) : les exemples de cette base sont utilise´s pour choisir le
test a` effectuer en chaque nœud
– une base de validation (BV ) : les exemples de cette base sont utilise´s pour de´terminer
quand arreˆter la construction de l’arbre
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Pre´cise´ment, a` chaque fois qu’un nœud est divise´, l’algorithme CART calcule l’erreur
de pre´diction pour les exemples de BV . Au de´but de la construction de l’arbre, les re`gles
extraites sur la base d’apprentissage sont ge´ne´rales, donc au fur et a` mesure que l’on divise
les nœuds de l’arbre, l’erreur de pre´diction diminue sur la base d’apprentissage et sur la
base de validation. A partir d’un certain moment, typiquement lorsque le nombre d’exemples
affecte´s a` chaque branche devient trop faible, les re`gles extraites sur la base d’apprentissage
lui sont spe´cifiques, en particulier elles ne se ve´rifient pas sur la base de validation. L’erreur
de pre´diction augmente alors sur la base de validation : on arreˆte donc de de´velopper l’arbre.
Ce crite`re d’arreˆt est un un crite`re global : il est calcule´ sur l’ensemble de l’arbre.
4.2.3.5 Modifications apporte´es
Gestion du sur-apprentissage
Compte tenu des remarques pre´ce´dentes, la gestion du sur-apprentissage propose´ dans
l’algorithme CART est plus adapte´ que celui propose´ dans l’algorithme C4.5. Il pre´sente
cependant un inconve´nient : le crite`re d’arreˆt, calcule´ sur la base validation BV , est glo-
bal. Il permet de de´cider s’il faut arreˆter de de´velopper l’arbre dans son ensemble. Afin de
construire un moteur de recherche plus fin, nous avons adapte´ le principe de la validation a`
des sous-arbres : nous de´finissons un crite`re d’arreˆt sur chaque sous-arbre, afin de de´cider si
le de´veloppement de ce sous-arbre (et non de l’arbre entier) doit se terminer. Son principe
est le suivant :
– Au fur et a` mesure de la construction de l’arbre, les exemples de validation sont, comme
les exemples d’apprentissage, re´partis entre les diffe´rentes feuilles de l’arbre.
– Si au sein d’une feuille, la classe majoritaire diffe`re entre la base d’apprentissage BA
et la base de validation BV , alors cette feuille n’est pas divise´e.
Gestion des valeurs non repre´sente´es pendant l’apprentissage
Lorsque la population P affecte´e a` un nœud v0 est segmente´e, il se peut que la popula-
tion ne contienne pas de repre´sentants pour chaque valeur que peut prendre l’attribut teste´.
Lorsque cela se produit, l’algorithme C4.5 cre´e un nœud fils, v1, associe´ a` l’ensemble des
valeurs non repre´sente´es pendant l’apprentissage et affecte a` v1 la classe majoritaire parmi
l’ensemble de la population P . Si nous de´finissions notre me´thode de recherche par analogie
avec l’algorithme C4.5, nous devrions affecter a` ce noeud v1 l’ensemble de la population P ,
qui peut eˆtre importante, notamment a` la racine. Nous avons adopte´ une autre strate´gie, qui
s’est ave´re´e plus efficace : nous ne cre´ons pas de nœud fils v1 pour l’ensemble des valeurs non
repre´sente´es pendant l’apprentissage ; lorsqu’un nouvel individu est pre´sente´ au syste`me avec
une valeur d’attribut non repre´sente´e lors de l’apprentissage au noeud v0, nous traitons cet
attribut comme s’il n’e´tait pas renseigne´ pour cet individu (cf. 4.2.3.3).
4.2.4 Inte´gration d’images dans un arbre de de´cision
Dans le chapitre 3, nous avons vu comment construire une signature nume´rique pour nos
images. Cette signature est un vecteur nume´rique auquel nous avons associe´ une mesure de
distance. Pour inte´grer ces images dans un arbre de de´cision, il faut de´finir une proce´dure
pour regrouper les images dont les vecteurs associe´s sont “proches”, par analogie avec les
attributs nominaux et continus a` une dimension. La notion de proximite´ doit eˆtre de´finie au
sens de la mesure de distance associe´e aux signatures.
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Soit v le nœud dans lequel nous souhaitons effectuer ou e´valuer un test sur des signatures
d’images, Mv le nombre d’exemples d’apprentissage affecte´s au nœud v et a l’attribut auquel
les signatures sont associe´es (par exemple, les images angiographiques pre´coces). Nous
notons {c1, c2, ..., cMv} ces exemples et {ca1, ca2, ..., caMv} les signatures associe´es.
La me´thode que nous proposons pour regrouper ces vecteurs est base´e sur une classifi-
cation non supervise´e : l’algorithme FCM (Fuzzy C-Means) [9], qui ge´ne´ralise l’algorithme
le plus classique : K-means. Dans l’algorithme FCM, un nombre de groupes K doit eˆtre
fixe´ a priori. Le but de la me´thode est de trouver le centre de chaque groupe de telle
sorte que la variance intra-groupe soit minimise´e. Pour cela, chaque vecteur cai est affecte´ a`
chaque groupe j avec un degre´ d’appartenance uij , de telle sorte que
∑K
j=1 uij = 1, ∀i. Les



























ou` d est la mesure de distance utilise´e et m est un degre´ de flou. m est strictement
supe´rieur a` 1. Lorsque m est proche de 1, chaque exemple est affecte´ presque inte´gralement
au centre le plus proche, l’algorithme est alors identique a` l’algorithme K-Means. La matrice
u et les centres centrei sont estime´s a` tour de roˆle de manie`re ite´rative jusqu’a` atteindre
un e´quilibre de la matrice u. L’e´quilibre est atteint lorsque la variation des coefficients reste
infe´rieure a` ǫ, 0 < ǫ ≤ 1 (nous avons utilise´ ǫ = 0, 1).
La distance que nous avons de´finie pour comparer deux signatures nume´riques (e´quation
3.54 du paragraphe 3.3.3), base´e sur la divergence de Kullback-Leibler, est asyme´trique. Or
pour fonctionner correctement, FCM ne´cessite une mesure de distance syme´trique. Nous
avons donc remplace´ cette distance d par une version syme´trique d′, base´e sur la version
syme´trique de la divergence de Kullback-Leibler (e´quation 3.48 du paragraphe 3.3.2.4).
Pour la base des re´tinopathies diabe´tiques, une autre modification a duˆ eˆtre apporte´e
a` la mesure de distance. En effet, chez certains patients une se´rie d’images est disponible
pour chaque œil, chez d’autres seul un œil a e´te´ photographie´. Soit Ea(A), resp. Ea(B),
l’ensemble des images a` la modalite´ a disponibles pour le patient A, resp. B. Nous de´finissons
la distance d′′(A,B) comme la distance moyenne entre une image de l’ensemble Ea(A) et









Ces mesures de distance e´tant complexes, les distances entre les exemples de la base sont
tabule´es pre´alablement a` l’apprentissage d’un ou de plusieurs arbres. Soit {c1, c2, ..., cM}
l’ensemble des exemples d’apprentissage. Une matrice de distances Da = (dai,j)M×M est





obtenue par l’e´quation 3.48 (ou 4.10 sur la base des re´tines). L’algorithme FCM est modifie´
en conse´quence : le centre des groupes n’est jamais calcule´ explicitement afin d’e´viter de
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calculer a` chaque ite´ration la distance entre chaque exemple et chaque centre de groupe.








L’algorithme FCM se simplifie : il suffit d’estimer a` chaque ite´ration l la matrice u par





















Il est ge´ne´ralement difficile de choisir le nombre de groupes K. Cependant, lorsque
chaque exemple est classifie´, ce qui est le cas des exemples d’apprentissage, nous pouvons
utiliser l’information mutuelle entre les labels de groupe et les labels de classe des exemples











ou` γ = 1..Γ sont les labels de classe, p(γ, k) est la probabilite´ jointe des labels γ et
k, p(γ) et p(k) sont leurs probabilite´s marginales. D’autres mesures sont parfois utilise´es
(telles que le gain d’entropie) mais elles sont biaise´es en faveur des nombres de groupes e´leve´s.
Une fois la population du nœud v re´partie en Kˆ groupes, nous cre´ons un nœud fils pour
chacun de ses groupes. Deux solutions s’offrent a` nous pour re´partir la population entre les
groupes :
– soit chaque exemple ci est affecte´ aux nœud fils associe´ au groupe k qui maximise uik,
– soit chaque exemple ci est affecte´ a` chaque fils k avec un poids e´gal a` uik.
La deuxie`me est plus exacte, mais elle pose un proble`me pratique : elle oblige a` parcourir
toutes les branches, ce qui augmente les temps de calcul. Une solution interme´diaire a donc
e´te´ adopte´e : chaque exemple est affecte´ a` chaque fils k tels que uik est supe´rieur a` un seuil
(par exemple 5%), avec un poids proportionnel a` uik.
4.2.5 Utilisation d’un arbre pour se´lectionner des cas similaires
Dans un arbre de de´cision classique, chaque feuille de l’arbre est associe´e a` la classe
majoritaire parmi les exemples d’apprentissage regroupe´s dans cette feuille, au terme de
l’apprentissage. Si au lieu de cela, nous leur associons les exemples d’apprentissage eux-meˆmes,
nous pouvons alors transformer le classifieur en moteur de recherche de cas similaires.
4.2.5.1 Mesure de similitude
Pour rechercher les cas les plus proches d’un cas cr passe´ en requeˆte, nous de´finissons une
mesure de similitude entre cr et chaque cas (ci)i=1..M de la base de donne´es. Nous proposons
pour cela de comparer leur degre´ d’affectation a` chaque feuille de l’arbre fj : prj et pij ,
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j = 1..N . Les degre´s d’affectation ont e´te´ calcule´s pour chaque exemple d’apprentissage (un
sous-ensemble de la base de donne´es) a` la fin de l’apprentissage (voir paragraphe 4.2.3.3).
Nous pouvons les calculer a posteriori pour n’importe quel exemple de la base de donne´es,
en particulier ceux ajoute´s apre`s l’apprentissage, ainsi que pour la requeˆte cr. Dans ce but,
nous conservons apre`s l’apprentissage le poids p(e) de chaque arc e de l’arbre, de´fini au
paragraphe 4.2.3.3.
Le degre´ d’affectation d’un cas a` une feuille de l’arbre peut eˆtre interpre´te´ comme
la probabilite´ a posteriori d’appartenir a` cette feuille. L’espace des degre´s d’affectation
({(cj)j=1..N ∈ [0; 1]N /
∑N
j=1 cj = 1}) pre´sente les avantages suivants :
– nous pouvons en controˆler la dimension. En effet, lors de l’apprentissage, le nombre
minimum d’exemples affecte´s a` chaque nœud de l’arbre peut eˆtre fixe´.
– les attributs des vecteurs sont tous connus.
– les attributs de ce vecteur sont homoge`nes (ils sont tous de meˆme nature).
Les proble`mes e´voque´s au paragraphe 4.1 ont donc e´te´ e´limine´s.
Dans ce nouvel espace, nous pouvons appliquer l’algorithme classique des plus proches
voisins (cf. 4.1) sans meˆme introduire de ponde´ration entre les attributs. La mesure de
similitude Sab (voir e´quation 4.14) utilise´e pour comparer deux cas ca et cb dans l’espace des
degre´s d’affectation est le produit scalaire. Cette mesure de similitude peut eˆtre interpre´te´e
comme la probabilite´ que les deux cas soient affecte´s a` une meˆme feuille. Elle est a` valeurs
dans [0 ;1]. Elle est maximale quand les deux cas sont entie`rement affecte´s a` la meˆme feuille.






La me´thode de recherche est illustre´e sur la figure 4.6.
Cette mesure de similitude peut eˆtre calcule´e rapidement entre la requeˆte cr et chaque
cas (ci)i=1..M de la base, en e´vitant de parcourir toute la base de donne´es :
– pour chaque feuille fj , nous construisons pre´alablement la liste Lj des cas ci de la base
de donne´e tels que pij 6= 0. Cette liste peut eˆtre construite pendant l’apprentissage de
l’arbre et mise a` jour lorsqu’un nouveau cas est ajoute´ a` la base.
– au de´but de la requeˆte, Sri est initialise´e a` 0, pour tout cas (ci)i=1..M .
– pour chaque feuille fj telle que prj 6= 0, nous parcourons la liste Lj : pour chaque cas
ci dans Lj , Sri est incre´mente´e de prjpij .
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Figure 4.6 — Illustration de la me´thode de recherche. Le sche´ma (a) repre´sente l’arbre de
de´cision avec le poids p(e) de chaque arc e de l’arbre. Les sche´mas (b) et (c) repre´sentent
le degre´ d’affectation de deux cas ca et cb aux nœuds de l’arbre de la figure (a). D’apre`s
le degre´ d’affectation des deux cas aux feuilles de l’arbre, nous en de´duisons leur degre´ de
similitude. Sur cet exemple, elle vaut : (0,1 0,1 0,8 0).(0,2 0 0,8 0)t = 0,66.
4.2.5.2 Avantages et inconve´nients de la me´thode
Par cette me´thode, nous pouvons inte´grer des sources d’information he´te´roge`nes
quelconques (attributs nominaux ou continus, images, texte, son, se´quences vide´os, ...),
avec e´ventuellement des valeurs manquantes. Il suffit de fournir, pour chaque source, une
proce´dure pour se´parer les exemples en sous-groupes homoge`nes.
Un exemple d’arbre de de´cision construit par cette proce´dure est fourni sur la figure 4.7.
Figure 4.7 — Exemple d’arbre de de´cision multimodal (construit pour la base des re´tines).
Chaque type de branchement est repre´sente´ par une couleur (continu : rouge, nominal :
vert, vecteur : bleu), de meˆme que chaque classe. En chaque feuille, la liste des cas affecte´s
accompagne´s de leur classe (couleur) et de leur poids (intensite´).
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Cette me´thode pre´sente e´galement un inte´reˆt pratique : les exemples e´tant organise´s
dans une structure arborescente, nous n’avons pas besoin de comparer syste´matiquement la
requeˆte a` tous les cas de la base de re´fe´rence. De plus, le nombre maximal d’attributs d’une
requeˆte teste´s est e´gal a` la profondeur de l’arbre, qui peut eˆtre controˆle´e. Par conse´quent, les
temps de recherche sont conside´rablement re´duits par rapport a` une recherche exhaustive
classique.
Cette me´thode pre´sente ne´anmoins un inconve´nient : du fait de la hie´rarchie induite
par l’arbre de de´cision entre les descripteurs de cas, il se peut que la me´thode propose´e
ci-dessus donne trop d’importance a` certains descripteurs. Ainsi, supposons qu’en cours de
classification, deux cas ca et cb soient affecte´s comple`tement a` un nœud vj non terminal
(paj = pbj = 1). Si en ce nœud ces exemples sont se´pare´s, alors S(a, b) = 0, quelle que soit
la valeur de leurs attributs infe´rieurs dans la hie´rarchie (attributs teste´s dans les nœuds
descendants de celui-ci). Or il est fre´quent que deux tests diffe´rents effectue´s en un nœud
donne´ fournissent des gains d’entropie proches. Ainsi dans l’exemple de la figure 4.3, un
homme et une femme de 30 ans auront une similitude nulle, a` cause de leur diffe´rence de
sexe, alors que l’aˆge joue peut-eˆtre un roˆle important.
Un autre proble`me peut se pre´senter si nous travaillons sur de petites bases de cas. Il faut
en effet trouver un compromis entre la taille de l’arbre, qui influe sur la pre´cision des re´sultats,
et le nombre d’exemples affecte´s a` chaque feuille. Si nous construisons des petits arbres, le
nombre de faux positifs est important. D’un autre coˆte´, si nous affectons peu d’exemples a`
chaque feuille, la liste de retrouvaille risque d’eˆtre tre`s courte, ce qui rend l’e´valuation des
performances impossible (calculs de pre´cision-rappel, de pre´cision moyenne pour une feneˆtre
de k cas, ...).
4.2.6 Extensions aux foreˆts de de´cision
Les deux proble`mes de´crits pre´ce´demment (cf. 4.2.5) peuvent eˆtre re´solus en construisant
non pas un arbre, mais un ensemble d’arbres, appele´e une “foreˆt”. Pour cela, lors de la
construction d’un arbre, le choix du test a` effectuer en un nœud est modifie´, de manie`re
de´terministe ou ale´atoire.
Les ensembles d’arbres de de´cision ont de´ja` e´te´ introduits dans la litte´rature, dans le
cadre de la classification. Ainsi par exemple, [13] introduit les Random forests, base´es sur
l’algorithme CART et [35] introduit randomized C4.5. Certains proposent, pour en ame´liorer
l’efficacite´, d’introduire un poids entre ces arbres [111]. Ces diffe´rentes approches sont
compare´es dans [5].
La solution envisage´e pour construire une foreˆt de manie`re de´terministe est une me´thode
re´cursive, permettant de construire simultane´ment tous les arbres de la foreˆt, tout en leur
affectant un poids (me´thode F1) :
1. A l’initialisation de l’apprentissage, nous cre´ons un arbre constitue´ simplement d’une
feuille regroupant toute la population, note´e P . Nous lui affectons un poids e´gal a` 1.
2. Nous recherchons les n attributs les plus discriminants, note´s a1, ..., an, parmi la popu-
lation P . a1 est l’attribut le plus discriminant : il maximise le crite`re crite`re(ai) (par
exemple le gain d’entropie, voir section 4.2.3.1).
3. Nous dupliquons l’arbre n fois.
4. Pour la ie`me copie de l’arbre, nous affectons l’attribut ai au nœud courant. Nous mul-
tiplions le poids de cet arbre par crite`re(ai)crite`re(a1) . Nous appelons re´cursivement l’algorithme
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d’apprentissage a` cet arbre, uniquement si son poids est supe´rieur a` un seuil pre´de´fini
afin d’e´viter une explosion combinatoire.
Deux alternatives sont envisage´es pour construire un arbre de manie`re ale´atoire : en
chaque nœud d’un arbre a` construire
– me´thode F2 : nous trions les tests par ordre de´croissant du gain d’entropie qu’ils im-
pliquent, nous conservons les premiers tests dans cette liste, disons les k premiers ; puis
un test est choisi uniforme´ment parmi ces k tests
– me´thode F3 : nous choisissons un test avec une probabilite´ proportionnelle au gain
d’entropie qu’il fournit
La foreˆt ale´atoire est construite en ge´ne´rant A arbres par une de ces proce´dures (le nombre
A est recherche´ par la proce´dure de´crite a` la section 4.2.9).
Une fois la foreˆt de de´cision construite, elle s’utilise pour la recherche de cas similaires de
la meˆme manie`re qu’un arbre de de´cision. La seule diffe´rence est qu’au lieu d’eˆtre calcule´e
sur les N feuilles d’un arbre, la nouvelle mesure de similitude S′(a, b) entre les cas ca et cb







ou` patj est le degre´ d’affectation du cas ca a` la j
e`me feuille du te`me arbre et Nt est le
nombre de feuilles dans le te`me arbre.
Utilise´s seuls, les arbres ge´ne´re´s par une des proce´dures propose´es ci-dessus ont des effica-
cite´s tre`s variables. Si nous se´lectionnons les A′ meilleurs arbres de la foreˆt, l’efficacite´ globale
de la foreˆt est nettement accrue. Une autre solution pour accroˆıtre les performances de la
foreˆt consiste a` appliquer le principe du boosting [117], comme de´crit au paragraphe suivant.
4.2.7 Ame´lioration de la foreˆt par le principe du boosting
Dans les bases de donne´es ou` la re´partition des cas entre les classes est ine´gale, telles
que la base des re´tines, les arbres de de´cision ont tendance a` favoriser les classes les
plus repre´sente´es [56]. Quand les arbres de de´cision sont utilise´s comme classifieurs, ce
proble`me peut eˆtre atte´nue´ graˆce a` la technique du boosting (stimulation) [117][49]. Les
algorithmes de boosting sont ge´ne´ralement ite´ratifs. Ils consistent a` ajouter de manie`re
incre´mentale des classifieurs, dits faibles, a` un classifieur final, dit fort. Par de´finition, un
classifieur faible est un classifieur dont les pre´dictions sont plus pre´cises que le hasard.
En combinant les sorties de plusieurs classifieurs faibles, on espe`re obtenir un classifieur
significativement plus pre´cis que chacun des classifieurs faibles, d’ou` le nom de classifieur fort.
Le principe du boosting est le suivant (voir figure 4.8). A chaque ite´ration k, un classifieur
hk est appris a` partir des donne´es d’apprentissage ; lors de cette apprentissage, nous donnons
plus ou moins de poids a` chaque exemple d’apprentissage ci, a` savoir dk(ci), de telle sorte
que l’algorithme d’apprentissage accorde plus ou moins d’importance a` chaque exemple. Ini-
tialement, les poids sont e´gaux. A chaque ite´ration k, la pre´cision de la pre´diction est e´value´e
pour chaque exemple d’apprentissage classifie´ par hk (la pre´cision vaut 0 si l’exemple est bien
classe´, il vaut 1 sinon). Nous modifions alors le poids de chaque exemple : les exemples mal
classe´s gagnent du poids a` l’ite´ration k + 1, les autres en perdent. Ceci permet de cre´er a`
l’ite´ration suivante un classifieur mieux adapte´ aux exemples mal classe´s. Le classifieur final
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effectue ensuite un vote ponde´re´ entre les diffe´rents classifieurs ge´ne´re´s.
Figure 4.8 — Principe du boosting
Les arbres de de´cision sont des exemples typiques de classifieurs faibles utilise´s par la
me´thode de boosting [110]. L’apprentissage d’un classifieur faible de ce type est facile a`
mettre en œuvre en utilisant l’algorithme C4.5. En effet, dans cet algorithme, nous affectons
un poids pij , le degre´ d’affectation, a` chaque exemple ci dans chaque nœud vj de l’arbre,
afin de ge´rer les valeurs manquantes (voir paragraphe 4.2.3.3). Ces poids valent initialement
1 (dans la racine). Pour apprendre un classifieur faible, au lieu d’initialiser le poids de ci a`
1, nous l’initialisons a` dk(ci).
Par analogie avec les notions de classifieurs faibles et forts, nous de´finissons la notion
de moteurs de recherche faibles et forts. Nous pourrions utiliser un arbre de de´cision
comme moteur de recherche faible, par analogie avec la me´thode propose´e par Quinlan pour
des classifieurs [110]. Cependant, pour les raisons e´voque´es au paragraphe 4.2.5.2, nous
allons plus ge´ne´ralement utiliser une foreˆt de de´cision, note´e hk.
Pour adapter la strate´gie du boosting a` la ge´ne´ration de moteurs de recherches faibles,
nous nous sommes inspire´s de l’algorithme le plus utilise´ : Adaboost [49]. Ici, hk de´signe le
moteur de recherche faible ge´ne´re´ a` l’ite´ration k. Pour e´valuer la pre´diction de hk pour un
cas ci donne´, nous utilisons la pre´cision (e´quation 1.5 du paragraphe 1.6) pour une feneˆtre
de retrouvaille de cinq cas, que nous notons πk(ci). A chaque ite´ration k, dk est mis a` jour
de la manie`re suivante :













Ce score de´finit le poids affecte´ au classifieur hk dans la de´cision du classifieur fort.
3. Pour de´terminer si le poids dk(ci) doit eˆtre augmente´ ou diminue´, nous calculons pour
chaque exemple ci une variable interme´diaire ηk(ci), de´termine´e par l’e´quation 4.18.
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ηk(ci) = 1− 2πk(ci) (4.18)
Une valeur positive pour ηk(ci) signifie que dk(ci) doit eˆtre augmente´, une valeur ne´gative
signifie que dk(ci) doit eˆtre diminue´.
4. Nous mettons ensuite a` jour dk(ci) en fonction de αk et de ηk(ci) par l’e´quation 4.19.
dk+1(ci) = βk+1dk(ci)e
αkηk(ci) (4.19)




L’algorithme se termine si le score αk du moteur de recherche est infe´rieur a` un seuil,
que nous avons fixe´ a` 50%.
Le moteur de recherche fort H est donc un ensemble de foreˆts de de´cisions. Par souci de
simplification, nous concate´nons les foreˆts hk de telle sorte que H soit elle aussi une foreˆt de
de´cision. Nous affectons alors a` chaque arbre t issu d’un classifieur faible hk un poids αt = αk
dans H. Le principe de construction de la foreˆt H est illustre´ sur la figure 4.9.
Figure 4.9 — Principe du boosting applique´ aux moteurs de recherche. Les foreˆts de
de´cisions utilise´es comme moteurs de recherche faibles sont illustre´s sur la premie`re ligne
et le moteur de recherche fort sur la deuxie`me.
La mesure de similitude S′′ab entre deux cas ca et cb pour le moteur de recherche fort H







ou` A est le nombre d’arbres dans H, patj est le degre´ d’affectation du cas ca a` la j
e`me
feuille du te`me arbre et Nt est le nombre de feuilles dans le t
e`me arbre de H.
4.2.8 Arbre de de´cision multiclasse
4.2.8.1 Motivations
Dans la base de donne´es de re´tinopathies diabe´tiques, le niveau de se´ve´rite´ de la pathologie
est entie`rement de´termine´ par le nombre et le type de le´sions de´tecte´es dans les images. Les
re`gles qui de´terminent le niveau de se´ve´rite´ en fonction des le´sions de´tecte´es sont donne´es
dans le tableau 2.2. Comme le montrent ces re`gles, diffe´rentes combinaisons de le´sions peuvent
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conduire a` un meˆme stade d’e´volution. Au sein d’un meˆme stade d’e´volution, les signatures
des images pre´sentant les meˆmes combinaisons de le´sions ont des chances de se regrouper. Or
le crite`re utilise´ jusqu’a` pre´sent pour caracte´riser l’homoge´ne´ite´ des groupes (le gain d’entropie
de Shannon, calcule´ a` partir des stades d’e´volution) n’en tient pas compte. Il serait pourtant
inte´ressant que le syste`me d’aide au diagnostic se´lectionne des images similaires de par leur
niveau de se´ve´rite´ et de par les le´sions qu’elles contiennent.
4.2.8.2 Crite`re de segmentation multiclasse
Afin de de´finir une telle me´thode, nous proposons d’adapter le crite`re de segmentation
a` un proble`me multiclasse. Nous de´finissons dore´navant la classe de chaque cas comme le
vecteur constitue´ d’une variable boole´enne pour chacun des dix types de le´sion (Li)i=1..10,
indiquant si une le´sion de type i a e´te´ de´tecte´e par un expert dans l’image. Auparavant




pS log pS (4.21)
ou` pS est la proportion d’exemples au stade d’e´volution S dans le groupe. Nous proposons
un deuxie`me crite`re base´ sur les combinaisons de le´sions. Dans un premier temps, nous
pouvons adapter ce crite`re aux classes (Li)i=1..10 sans tenir compte des combinaisons de




pLi log pLi + (1.− pLi) log (1.− pLi) (4.22)
ou` pLi est la proportion d’exemples pre´sentant des le´sions de type i dans le groupe.
Ne´anmoins, compte tenu des remarques pre´ce´dentes, nous souhaiterions prendre en
compte ces combinaisons. Nous remplac¸ons pour cela les dix syste`mes de classes inde´pendants
(Li)i=1..10 par un unique syste`me L constitue´ de toutes les combinaisons possibles de le´sions.
Le nouveau syste`me est illustre´ sur la figure 4.10. Ce syste`me de classe peut eˆtre mode´lise´ dans
la the´orie de Dezert-Smarandache [127] par un cadre de discernement θ = {L1, L2, ..., L10}
ou` toutes les hypothe`ses (Li)i=1..10 sont compatibles deux a` deux (la the´orie de Dezert-
Smarandache est pre´sente´e de manie`re de´taille´e au chapitre 4.4).
Figure 4.10 — Syste`me de classe pour la prise en compte des le´sions. Le syste`me de classe
est illustre´ dans le cas d’une pathologie de´crite par trois le´sions. La classe d’un cas en fonction
de ses le´sions est donc a` valeurs dans L = {∅, L1, L2, L3, L1∩L2, L1∩L3, L2∩L3, L1∩L2∩L3}.
Cette figure correspond au diagramme de Venn [143] du cadre de discernement forme´ des
trois hypothe`ses non exclusives L1, L2 et L3. Le cardinal de (Li)i=1..3 dans ce diagramme
(c’est a` dire le nombre de portions qui la composent) est 4, celui de (Li ∩ Lj)i,j=1..3,i6=j est
2, celui de L1 ∩ L2 ∩ L3 est 1.
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Dans un premier temps, nous calculons la proportion de cas affecte´ a` chaque e´le´ment
l ∈ L dans le groupe, note´e p(l). Nous calculons ensuite la probabilite´ pignistique [129] de







ou` CfM(l) est la cardinalite´ de l’ensemble l dans le diagramme de Venn de θ, c’est a` dire
le nombre de portions du diagramme qui composent l, (voir figure 4.10 et chapitre 4.4). CfM
est donne´ par l’e´quation 4.24 [127] :
CfM(Li1 ∩ Li2 ∩ ... ∩ Lim) = 2|θ|−m (4.24)
Nous de´finissons un deuxie`me crite`re de segmentation base´ sur les le´sions, prenant en




BetP (Li) logBetP (Li) + p(∅) log p(∅) (4.25)
Une application des arbres multiclasse est donne´e au paragraphe 4.4.2.3.
4.2.9 Parame´trage de la foreˆt de de´cision
4.2.9.1 Evaluation d’une foreˆt de de´cision
Soit M le nombre d’exemples dans la base de donne´es. Pour apprendre un arbre de
de´cision, la base de donne´es est divise´e en deux ensembles :
– une base d’apprentissage (BA), utilise´e pour rechercher les attributs les plus discri-
minants a` chaque nœud de l’arbre. A la fin de l’apprentissage, les exemples ci de cet
ensemble sont affecte´s aux listes Lj des feuilles fj telles que le degre´ d’affectation pij > 0.
– une base de validation (BV )
Pour e´valuer les performances d’un arbre ou d’une foreˆt de de´cision, le crite`re utilise´
est la pre´cision moyenne pour une feneˆtre de retrouvaille de taille 5 (cf. section 1.6). En
effet, pour comparer deux moteurs de recherche automatiquement, il n’est pas commode de
comparer les courbes de pre´cision-rappel associe´es. Soit π(ci) la pre´cision pour cette feneˆtre
lorsqu’un exemple ci est place´ en requeˆte.
Pour apprendre une foreˆt de de´cision, les M exemples sont re´partis ale´atoirement entre
les deux ensembles pour apprendre chaque arbre. Le score de pre´cision moyenne π(ci) d’une
foreˆt de de´cision, pour un exemple ci, est calcule´ en e´cartant les arbres appris avec ci dans
BA. Le score de la foreˆt est donc la moyenne des π(ci), i = 1..M .
Les bases d’apprentissage ont e´te´ construites en utilisant 80% des exemples disponibles.
4.2.9.2 Parcours de l’espace des parame`tres
Les parame`tres a` e´valuer sont les suivants :
– p1 : les parame`tres de ge´ne´ration des arbres (voir paragraphe 4.2.6)
– p2 : le nombre d’arbres ge´ne´re´s (voir paragraphe 4.2.6)
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– p3 : le nombre minimal d’exemples qui doit eˆtre affecte´ a` un nœud de l’arbre en
construction pour que nous le de´veloppions (cre´ation de nœuds fils). Il s’agit du nombre
d’exemples ponde´re´ par le degre´ d’affectation au nœud. Ce parame`tre controˆle le nombre
de feuilles des arbres et donc la dimension de l’espace des degre´s d’affectation.
– p4 : les parame`tres de l’algorithme FCM (degre´ de flou, test d’arreˆt : seuil sur l’e´cart
des degre´s d’appartenance entre deux ite´rations - voir paragraphe 4.2.4). Le test d’arreˆt
ayant peu d’influence sur le re´sultat, nous l’avons fixe´ a` une valeur par de´faut.
– p5 : le crite`re de segmentation : gain d’entropie (note´ G - e´quation 4.6), rapport gain
d’entropie/information par valeur (note´ G/I - e´quation 4.7) ou crite`re de Gini (e´quation
4.8)
– p6 : le pourcentage d’arbres se´lectionne´s, si nous n’appliquons pas le principe du
boosting (voir paragraphe 4.2.6)
Pour chaque parame`tre pl, un ensemble discret de valeurs P l = {pl1, pl2, ..., plnl} est e´value´
et le meilleur e´le´ment de l’espace produit P 1 × P 2 × P 3 × P 4 × P 5 × P 6 est se´lectionne´. La
recherche a e´te´ acce´le´re´e par un algorithme ge´ne´tique (voir section 3.2.4). Nous fixons pour
cela n1 = n2 = n3 = n4 = n5 = n6 = n¯ et chaque ge´nome est un vecteur d’entiers a` valeur
dans {1, 2, ..., n¯}6.
Le score affecte´ a` chaque ge´nome / vecteur de parame`tres est une moyenne obtenue
sur plusieurs re´plications. Pour chaque re´plication, BA et BV sont choisis ale´atoirement et
diffe´rentes foreˆts de de´cisions sont donc ge´ne´re´es.
Les parame`tres sont e´value´s pour diffe´rents nombres d’arbre (sauf le parame`tre ’nombre
d’arbres ge´ne´re´s’).
4.2.10 Re´sultats
Tous les calculs ont e´te´ effectue´s en utilisant les signatures d’images ayant fourni les
meilleurs scores de pre´cision moyenne au chapitre 3.3, a` savoir les signatures base´es sur les
gaussiennes ge´ne´ralise´es, en utilisant une base d’ondelettes optimise´e.
4.2.10.1 Influence de la me´thode de ge´ne´ration des arbres
Les performances des diffe´rentes me´thodes de ge´ne´ration des arbres, pre´sente´es au para-
graphe 4.2.6, sont compare´es dans le tableau 4.2. Ces me´thodes ont e´te´ e´value´es en faisant
varier les parame`tres p2, ..., p6 e´nume´re´s ci-dessus. Nous donnons dans le tableau les meilleurs
re´sultats obtenus pour chacune des me´thodes.
Tableau 4.2 — Comparaison des me´thodes de ge´ne´ration des arbres en termes de pre´cision
moyenne
parame`tre re´tines mammographies
F1 (de´terministe) 57,52% 76,22%
F2 (ale´atoire) 79,01% 89,84%
F3 (ale´atoire) 66,31% 81,67%
La me´thode de´terministe (F1) fournit des re´sultats me´diocres, car pour e´viter qu’un
nombre d’arbres trop important soit ge´ne´re´, nous sommes oblige´s de ne conside´rer en chaque
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nœud que le meilleur tests t0 et les tests t tels que
gaint
gaint0
≥ δ1 ou` δ1 est tre`s proche de
1. Les arbres ge´ne´re´s sont donc tre`s proches les uns des autres. En outre, il est plus diffi-
cile de controˆler le nombre d’arbres ge´ne´re´s. Finalement, cette me´thode est plus difficile a`
imple´menter : 1) il faut ge´rer une pile d’arbres et 2) il faut rendre l’algorithme de ge´ne´ration
des arbres non re´cursif (en utilisant une pile de nœuds) afin de pouvoir interrompre la
construction d’un arbre, l’empiler, le de´piler et reprendre sa construction. Les algorithmes
ale´atoires sont donc plus inte´ressants par tous les aspects. L’algorithme le plus efficace, l’al-
gorithme F2, est celui qui introduit le plus d’ale´a dans l’algorithme de construction.
4.2.10.2 Influence des diffe´rents parame`tres
Nous travaillons avec la me´thode F2 car elle fournit les meilleurs re´sultats. Dans un
premier temps, les diffe´rents parame`tres sont e´value´s sans appliquer notre algorithme de
boosting. Ils sont e´value´s un par un, en fixant les autres a` une valeur par de´faut. Les valeurs
par de´faut suivantes ont e´te´ utilise´es :
– p1 : me´thode F2 de parame`tre k=5
– p2 : plusieurs valeurs teste´es : 1, 2, 5, 10, 20, 50, 100, 200, 500 et 1000
– p3 : 0,4 exemples par branche
– p4 : degre´ de flou = 2, seuil d’arreˆt = 0,1
– p5 : G/I
– p6 : 30%
Les re´sultats sont pre´sente´s sur les figures 4.11, 4.12, 4.13, 4.14 et 4.15. Sur ces courbes, le
nombre d’arbres indique´ en abscisse est le nombre d’arbres ge´ne´re´s. Nous voyons que chacun
de ces parame`tres joue un roˆle important sur le score de pre´cision moyenne, en particulier sur
la base des re´tines. Nous remarquons e´galement que le choix de la valeur de ces parame`tres
est relativement inde´pendant de la taille de la foreˆt ge´ne´re´e.
(a) re´tines (b) mammographies
Figure 4.11 — Influence du parame`tre de ge´ne´ration des arbres
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(a) re´tines (b) mammographies
Figure 4.12 — Influence du nombre minimum d’exemples par branche
(a) re´tines (b) mammographies
Figure 4.13 — Influence du degre´ de flou (FCM)
(a) re´tines (b) mammographies
Figure 4.14 — Influence du crite`re de segmentation
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(a) re´tines (b) mammographies
Figure 4.15 — Influence du pourcentage d’arbres conserve´s
4.2.10.3 Me´thode optimale
Les parame`tres optimaux trouve´s par l’algorithme ge´ne´tique pour la me´thode F2, sans
boosting, sont pre´sente´s dans le tableau 4.3.
Tableau 4.3 — Parame`tres optimaux de la foreˆt de de´cision - sans boosting
parame`tre re´tines mammographies
p1 (niveau d’ale´a) 6 1
p2 (nombre d’arbres ge´ne´re´s) 200 50
p3 (nombre exemples minimum / branche) 0,3 0,7
p4 (degre´ de flou) 2 2,1
p5 (crite`re de segmentation) G/I G/I
p6 (pourcentage d’arbres conserve´s) 20% 70%
nombre total d’arbres 40 35
pre´cision moyenne obtenue 79,01% 89,84%
L’expe´rience est re´pe´te´e en appliquant l’algorithme de boosting pre´sente´ au paragraphe
4.2.7. Les re´sultats sont pre´sente´s dans le tableau 4.4.
La me´thode de boosting ame´liore les re´sultats d’au moins 2% dans tous les cas. Au
niveau re´sultats, la pre´cision de 80% signifie qu’en moyenne, sur cinq dossiers se´lectionne´s
par le syste`me, quatre sont pertinents pour le dossier requeˆte.
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Tableau 4.4 — Parame`tres optimaux de la foreˆt de de´cision - avec boosting
parame`tre re´tines mammographies
p1 (niveau d’ale´a) 3 1
p2 (nombre d’arbres par classifieur faible) 5 2
p3 (nombre exemples minimum / branche) 0,4 0,4
p4 (degre´ de flou) 1,5 2,75
p5 (crite`re de segmentation) G/I G/I
nombre total d’arbres 40 16
pre´cision moyenne obtenue 80,97% 92,90%
4.2.10.4 Temps de calcul
Le temps de calcul moyen pour se´lectionner les cinq cas les plus proches d’un dossier
requeˆte, avec les parame`tres optimaux fournis dans le tableau 4.4, est donne´ dans le tableau
4.5. Ce temps est de´compose´ entre les diffe´rentes e´tapes de calcul. Les calculs sont effectue´s
avec un processeur AMD Athlon 64-bit cadence´ a` 2 GHz.
Tableau 4.5 — Temps de calcul
base de donne´es re´tines mammographies
transforme´e en ondelettes (pour 1 image) 0,22 s 1,99 s
estimation de (αˆ, βˆ) (pour 1 image) 4,35 s 33,90 s
calcul des distances avec les signatures 0,033 s 1,14 s
de la base (pour 1 “attribut image”)
parcours des arbres et classement des exemples 6,7×10−4 s 3,2×10−3 s
temps total moyen 17,24 s 99,50 s
Il en ressort nettement que l’essentiel du temps est consacre´ au calcul des signatures
d’images. Pour ce qui est de l’apprentissage, seules 0,8 secondes sur la base des re´tines et
80 secondes sur la base des mammographies sont ne´cessaires en moyenne pour ge´ne´rer un
arbre de de´cision, une fois que les matrices de distance sont calcule´es (voir section 4.2.4).
Les matrices de distance ne sont bien suˆr calcule´es qu’une fois.
Remarque : en utilisant les signatures d’images base´es sur les histogrammes, nous pour-
rions obtenir des temps de calcul plus faibles, au prix d’une pre´cision moyenne plus faible
e´galement.
4.2.10.5 Robustesse
Pour ve´rifier que l’algorithme de boosting pre´sente´ au paragraphe 4.2.7 permet de ge´rer
le de´se´quilibre entre les classes, nous avons calcule´ la pre´cision moyenne par classe pour une
feneˆtre de retrouvaille de cinq cas, avec ou sans boosting. Les re´sultats sont fournis dans le
tableau 4.6. Nous constatons que le boosting ame´liore nettement la pre´cision pour les classes
peu repre´sente´es, telles que la classe 0 dans la base des re´tines. En revanche, la pre´cision pour
les classes les plus repre´sente´es peut diminuer. C’e´tait attendu : les algorithmes de ge´ne´ration
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des arbres de de´cision ont tendance a` favoriser la classe majoritaire (une pre´cision de 100% est
d’ailleurs atteinte pour la classe majoritaire, la classe 2, dans la base des re´tines). L’algorithme
du boosting affectant des poids diffe´rents a` chacun des exemples, la classe majoritaire peut
changer d’une ite´ration a` l’autre. Ainsi, la pre´cision de la classe majoritaire diminue en
utilisant l’algorithme du boosting sur la base des re´tines (100% → 87,37%). Ne´anmoins,
globalement, la pre´cision moyenne augmente.
Tableau 4.6 — Pre´cision moyenne classe par classe pour une feneˆtre de 5 cas
base re´tines mammographies
classe sans boosting avec boosting sans boosting avec boosting
0 31,88% 58,88% 92,11% 93,54%
1 74,42% 82,21% 87,69% 93,35%
2 100,0% 87,36% 89,70% 92,25%
3 71,38% 80,40% ∅ ∅
4 69,63% 76,66% ∅ ∅
5 84,73% 85,24% ∅ ∅
total 79,01% 80,97% 89,84% 92,90%
Nous voyons que sans l’algorithme de boosting, la pre´cision moyenne pour une classe de´pend
fortement de la fre´quence de cette classe. Cette diffe´rente est largement atte´nue´e par le
boosting.
Pour e´tudier la robustesse de la me´thode relativement aux informations manquantes,
nous avons applique´ la proce´dure de´crite au paragraphe 4.1.3. 100 dossiers sont ainsi ge´ne´re´s
a` partir de chacun des dossiers (ci)i=1..M de la base. Pour e´valuer la pre´cision de la recherche
lorsqu’un cas de´rive´ de ci est place´ en requeˆte, nous n’utilisons que les arbres construits avec
ci dans la base de validation. La courbe de pre´cision moyenne de la me´thode en fonction du
nombre d’attributs renseigne´s est donne´e sur la figure 4.16.
Figure 4.16 — Robustesse relativement aux valeurs manquantes. Nous voyons que cette
me´thode est particulie`rement robuste lorsqu’elle est applique´e a` la base des re´tines : une
pre´cision de 60% pour une feneˆtre de cinq cas peut eˆtre atteinte en renseignant simplement
40% des attributs ; avec cette pre´cision, la majorite´ des cas se´lectionne´s (trois sur cinq)
appartiennent a` la classe de la requeˆte.
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4.2.10.6 Influence des diffe´rents attributs
Dans cette section, le roˆle des attributs nume´riques et des attributs se´mantiques est
e´value´. Pour cela, diffe´rentes foreˆts sont construites avec les parame`tres optimaux de´termine´s
pre´ce´demment en utilisant uniquement les attributs se´mantiques ou les attributs nume´riques
(les images et le nombre de le´sions automatiquement de´tecte´es). Les re´sultats sont pre´sente´s
sur la figure 4.17.
(a) re´tines (b) mammographies
Figure 4.17 — Influence des attributs se´mantiques et nume´riques. Les attributs nume´riques
sont nettement pre´ponde´rants sur les attributs se´mantiques. Cependant, les attributs
se´mantiques permettent un augmentation notable de la pre´cision du syste`me.
Dans un arbre construit en utilisant tous les attributs, nous remarquons que les tests base´s
sur les attributs nominaux (qui sont tous des attributs se´mantiques) sont majoritairement
utilise´s en bas de l’arbre (pre`s de la racine), et que les tests base´s sur des attributs de type vec-
teurs ou continus (donc nume´riques) sont principalement utilise´s en haut de l’arbre (pre`s des
feuilles). En effet les tests nominaux qui induisent ge´ne´ralement de nombreux branchements
en sortie (4, 5, 6, ...) permettent de segmenter des populations importantes. Au contraire les
tests continus, qui produisent deux sorties sont mieux adapte´s pour de segmenter des petites
populations. Lorsqu’une segmentation non supervise´e est utilise´e, les tests sur des attributs
de type vecteur sont adapte´s a` la fois aux petites et aux grandes populations car le nombre
de branchements est variable. L’aptitude des diffe´rents tests pour segmenter la population
entie`re (a` la racine) est illustre´e sur la figure 4.18 via le calcul du gain d’entropie.
Les re´sultats pre´sente´s sur la figure 4.18 a) sont conforte´s par l’expe´rience des ophtalmo-
logistes, en effet :
– Les images angiographiques sont celles sur lesquelles nous observons le mieux les le´sions
de la re´tinopathie diabe´tique, suivies par les images obtenues par application d’un filtre
vert ane´rythre.
– Le contexte clinique ophtalmologique et l’anciennete´ du diabe`te sont les tests nominaux
les plus discriminants, ce qui est logique
– Le nombre de microane´vrismes de´tecte´s permet de se´parer efficacement les patients au
stade 0 des autres a` la racine de l’arbre. Cependant, l’entropie gagne´e par ce test est
faible car les stades de 1 a` 5 ont tendance a` se retrouver tous dans la meˆme branche.
En effet, un test sur des attributs continus se´pare une population en seulement deux
groupes.
La figure 4.18 b) semble montrer que les images jouent un roˆle pre´ponde´rant pour le de´pistage
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(a) re´tines
(b) mammographies
Figure 4.18 — Calcul du gain a` la racine de l’arbre. Le gain d’entropie est calcule´ a` la
racine d’un arbre de de´cision pour chaque test. Ces gains sont calcule´s en utilisant tous les
exemples de chaque base. Les tests effectue´s sur les attributs continus sont affiche´s dans la
partie supe´rieure du graphique, sur les attributs nominaux au centre et sur les vecteurs dans
la partie infe´rieure.
du cancer dans les mammographies.
4.2.10.7 Performances des arbres de de´cision multiclasse
Pour e´valuer les performances des arbres de de´cision multiclasse sur la base des re´tines,
nous avons construit une foreˆt de de´cision avec les parame`tres du tableau 4.3, en remplac¸ant le
crite`re de segmentation G/I par le crite`re de segmentation multiclasse. En fonction du crite`re
qui nous inte´resse, c’est-a` dire un type de le´sion (voir paragraphe 2.1.1), nous se´lectionnons
les 20% d’arbres de de´cision qui maximisent la pre´cision moyenne pour ce crite`re. Les scores
de pre´cision moyenne pour chaque crite`re sont donne´s dans le tableau 4.7. Compte tenu du
de´se´quilibre entre les classes Li (l’ensemble des patients pre´sentant des le´sions de type Li) et
L¯i (l’ensemble des patients ne pre´sentant pas de le´sions de type Li), la pre´cision et le rappel
moyens ne sont calcule´s que pour les classes Li.
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Tableau 4.7 — Pre´cision moyenne des arbres de de´cision multiclasse
crite`re L1 L2 L3 L4 L5
pre´cision 99,64% 99,28% 63,89% 20,00% 51,67%
crite`re L6 L7 L8 L9 L10
pre´cision 00,00% 35,38% 64,80% 37,78% 68,23%
Nous voyons qu’une pre´cision moyenne tre`s e´leve´e peut eˆtre obtenue pour les le´sions les plus
fre´quentes (L1, L2 et L3).
4.2.11 Requeˆte interactive
Comme nous l’avons dit au paragraphe 4.1.4, nous proposons une approche interactive
pour effectuer une requeˆte sur la base de donne´es, afin d’e´viter a` l’utilisateur de remplir
inte´gralement les champs du dossier patient constituant sa requeˆte. Nous proposons pour
cela deux proce´dures. La premie`re proce´dure, pre´sente´e au paragraphe suivant, met a` jour
la liste de retrouvaille a` chaque fois que l’utilisateur renseigne un nouvel attribut. L’objectif
est de lui permettre de terminer sa saisie quand il a obtenu des re´sultats satisfaisants.
La seconde proce´dure, pre´sente´e au paragraphe 4.2.11.2 lui indique quels attributs non
renseigne´s sont susceptibles d’eˆtre les plus discriminants, compte tenu de ceux de´ja` renseigne´s.
La recherche de´crite dans les deux paragraphes suivants est une recherche ite´rative : a`
chaque ite´ration k, l’utilisateur renseigne un nouvel attribut ak du cas cr place´ en requeˆte et
la liste de re´sultats est mise a` jour.
4.2.11.1 Mise a` jour de la liste de recherche
Lorsqu’un nouvel attribut est renseigne´ par l’utilisateur, il n’est pas ne´cessaire de recal-
culer entie`rement la mesure de similitude S′′ (e´quation 4.20) entre cr et tous les exemples
de la base. Nous pouvons de´terminer quelles mesures de similitude doivent eˆtre modifie´es et
nous pouvons corriger simplement celles qui doivent l’eˆtre. Conside´rons l’exemple de la figure
4.19. L’utilisateur a renseigne´ l’attribut “sexe” a` l’ite´ration 1, a` cette e´tape, l’angiographie
tardive est manquante (voir figure 4.19 (b)). Supposons que l’utilisateur renseigne cet attri-
but a` l’ite´ration 2. Alors seuls les degre´s d’affectation des deux premie`res feuilles (de gauche
a` droite) sont modifie´s, c’est a` dire les feuilles appartenant au sous-arbre ayant comme racine
le noeud “Angio. tardives” (voir figure 4.19 (c)).
Plus ge´ne´ralement, il faut mettre a` jour les sous-arbres de tous les nœuds dans la
foreˆt de de´cision correspondant a` un test sur ak. Ces nœuds peuvent eˆtre organise´s dans
une liste a priori pour y acce´der plus rapidement. Soit v0 un de ces nœuds, v1, ..., vn ses
nœuds fils et e0i l’arc associe´ a` la valeur de ak renseigne´e par l’utilisateur. Puisque ak e´tait
pre´ce´demment conside´re´e comme manquante, les degre´s d’affectation de cr a` tous les nœuds
du sous-arbre de racine vj , j = 1..n, e´taient multiplie´s a` tort par p(e0j). Il faut donc diviser
le degre´ d’affectation de cr a` tous les nœuds du sous-arbre de racine vi par p(e0i). De meˆme,
Il faut mettre a` ze´ro le degre´ d’affectation de cr a` tous les nœuds du sous-arbre de racine vj,j 6=i.
Conside´rons maintenant les feuilles dont le degre´ d’affectation de cr a` e´te´ modifie´. Suppo-
sons que la j e`me feuille du te`me arbre en fasse partie. Il faut corriger la mesure de similitude
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Figure 4.19 — Correction des degre´s d’affectation entre deux ite´rations. Le sche´ma (a)
repre´sente l’arbre de de´cision avec le poids p(e) de chaque arc e de l’arbre. Les sche´mas
(b) et (c) repre´sentent le degre´ d’affectation du cas requeˆte cr aux nœuds de l’arbre aux
ite´rations 2 et 3.





rtj − p(k−1)rtj )pitj (4.26)
ou` p
(k)
rtj est le degre´ d’affectation de cr a` la j
e`me feuille du te`me arbre, a` l’ite´ration k.
Les exemples sont ensuite range´s par ordre de´croissant de la mesure de similitude. Dans
de nombreux cas, la liste de re´sultat est de´ja` presque trie´e. Dans ces cas, le tri par insertion
est le plus efficace : sa complexite´ est en O(M +d) ou` M est le nombre de cas dans la liste de
re´sultat (c’est a` dire le nombre de cas dans la base) et d est le nombre maximal d’inversions.
Soit m le nombre d’exemples de la bases dont la similitude avec cr a e´te´ modifie´e, alors m
2
est une borne supe´rieure pour d. Par comparaison, les meilleurs algorithmes de tris ont une
complexite´ en O(M.log(M)). Donc si M +m2 < M.log(M), nous avons inte´reˆt a` utiliser le
tri par insertion.
4.2.11.2 Selection du prochain attribut a` renseigner
Pour obtenir des re´sultats satisfaisants le plus rapidement possible, il est inte´ressant
d’aider l’utilisateur a` choisir le prochain attribut a` renseigner. Supposons que les cas les plus
proches de cr a` l’issue de l’ite´ration k-1 appartiennent a` des classes diffe´rentes, il serait utile
que l’utilisateur renseigne a` l’ite´ration k un attribut ak susceptible de pouvoir trancher entre
ces classes. Compte tenu de l’algorithme d’apprentissage de la me´thode, les bons candidats
pour ak sont ceux qui font le plus baisser l’entropie (voir e´quation 4.6) sur la population
constitue´e des cas les plus proches de cr a` l’ite´ration k-1.
Ainsi, a` l’issue de l’ite´ration k−1, les attributs non renseigne´s sont pre´sente´s a` l’utilisateur
par ordre de´croissant de ce crite`re.
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4.2.12 Discussion
La me´thode propose´e, base´e sur les arbres de de´cision, permet d’inte´grer des donne´es
he´te´roge`nes, de se´lectionner les attributs les plus pertinents et de ge´rer les informations
manquantes, ce qui e´tait l’objectif fixe´ au chapitre 4.1. Graˆce a` l’algorithme d’apprentissage
utilise´, la pre´cision moyenne de la me´thode est importante. Ainsi une pre´cision de 80,97% est
obtenue sur la base des re´tines et une pre´cision de 92,90% sur la base des mammographies.
Cette me´thode, adapte´e de la technique des arbres de de´cision et du boosting, est peu encline
au sur-apprentissage. Cette proprie´te´ lui permet de traiter aussi bien de grandes bases
de donne´es comme celle des mammographies que de petites bases telles que la base des re´tines.
Le syste`me de recherche base´ sur cette me´thode est rapide : c’est le temps de calcul
consacre´ a` l’extraction des signatures d’images qui est le plus important. Cette ope´ration
est inde´pendante de l’algorithme de recherche utilise´. Nous pouvons de plus, graˆce a` cette
me´thode, e´viter de calculer toutes les signatures. D’une part, seuls les attributs teste´s a` des
nœuds traverse´s par le cas place´ en requeˆte ont besoin d’eˆtre calcule´s. D’autre part, une
pre´cision suffisante peut eˆtre atteinte avant que chaque attribut ne soit saisi par l’utilisateur.
Par conse´quent, l’utilisateur peut arreˆter de saisir de nouveaux attributs lorsqu’il a obtenu
des re´sultats satisfaisants, graˆce a` la proce´dure de´crite au paragraphe 4.2.11.1. Sur la base
des re´tines par exemple, une pre´cision de 60% pour une feneˆtre de cinq cas peut eˆtre atteinte
en renseignant simplement 40% des attributs (voir figure 4.16) : avec cette pre´cision, la
majorite´ des cas se´lectionne´s (trois sur cinq) appartiennent a` la classe de la requeˆte. Ce seuil
peut meˆme eˆtre abaisse´ en choisissant judicieusement les parame`tres a` renseigner, comme le
de´crit le paragraphe 4.2.11.2.
Un autre inte´reˆt de cette me´thode est sa ge´ne´ricite´ : elle peut traiter toute base de
donne´es multime´dia, pourvu qu’une me´thode pour regrouper des cas similaires soit fournie
pour chaque nouvelle modalite´ (son, vide´o, etc.).
Certaines variantes ont e´te´ envisage´es pour la me´thode propose´e :
– tout d’abord, pour regrouper les signatures d’images en groupe et ainsi inte´grer des
images dans un arbre de de´cision, nous aurions pu rechercher un hyperplan se´parateur
maximisant le gain d’entropie. Cette solution est plus proche de la me´thode propose´e
par Quinlan pour se´parer les attributs continus a` une dimension. Cependant, rechercher
un hyperplan de Rn (ou` n est la taille du vecteur signature d’une image) n’a pas de sens.
En effet, les vecteurs sont compose´s d’estimateurs de vraisemblance d’une distribution
(la gaussienne ge´ne´ralise´e). Ces estimateurs ne peuvent eˆtre compare´s qu’au sens d’une
mesure de similitude entre distributions, telle que la divergence de Kullback-Leibler.
Par contre, nous pouvons modifier la de´finition d’un hyperplan en remplac¸ant le produit
scalaire de Rn par un noyau [93] de´fini a` partir de la divergence de Kullback-Leibler [94].
L’information mutuelle entre les labels de classe des exemples et les labels de groupe
(groupe 1 ou groupe 2) pourrait eˆtre utilise´e pour rechercher le meilleur hyperplan
se´parateur. Cependant, l’approche que nous avons utilise´e (cf. section 4.2.4) nous semble
plus efficace, car elle permet de re´partir un ensemble de cas en un nombre adapte´ de
sous-ensembles. L’approche e´voque´e ci-dessus nous oblige a` effectuer plus de tests pour
re´partir les cas de la base en groupes homoge`nes : par conse´quent la structure de l’arbre
est plus complexe et les temps de calcul sont plus longs.
– ensuite, au lieu de construire des arbres de de´cision, nous pourrions construire plus
ge´ne´ralement des graphes de de´cision [102]. Les graphes de de´cision ont la structure
de polyarbres (des graphes simplement connecte´s dans lesquels chaque nœud peut
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avoir plusieurs parents) : lors de l’apprentissage, certains nœuds peuvent eˆtre fusionne´s.
Puisque nous n’utilisons que les feuilles de l’arbre pour mesurer la similitude entre deux
cas, l’algorithme de recherche serait inchange´. L’inte´reˆt d’utiliser un graphe de de´cision
dans notre me´thode pourrait en revanche apparaˆıtre lors de l’apprentissage : lorsque
deux nœuds sont fusionne´s, le nombre d’exemples par nœuds augmente, par conse´quent
les re`gles que nous extrayons sont moins entache´es d’erreurs. Nous envisageons donc,
dans des travaux futurs, de remplacer les arbres de de´cision par des graphes de de´cision
dans la me´thode de recherche propose´e.
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4.3 Recherche d’information multimodale base´e sur les
re´seaux baye´siens
Dans la section pre´ce´dente, nous avons exploite´ les arbres de de´cision pour de´finir une
mesure de similitude entre dossiers patients. Les algorithmes de construction des arbres de
de´cision sont des algorithmes de fouille de donne´es dans une base de donne´es de´cisionnelle,
c’est a` dire une base dans laquelle chaque cas est forme´ d’un vecteur de parame`tres d’entre´e
{D1, ..., DN} (les descripteurs de dossiers patients dans notre cas) et d’un parame`tre de
sortie C (le stade d’e´volution de la pathologie dans notre cas). Les algorithmes de fouille
de donne´es dans une base de´cisionnelle recherchent les relations associant les parame`tres
d’entre´e et le parame`tre de sortie. Ils ne recherchent pas les relations associant les parame`tres
d’entre´e entre eux. Or ce type de relations peut eˆtre inte´ressant a` mode´liser lorsque
certains parame`tres d’entre´e ne sont pas disponibles. Nous nous sommes donc e´galement
inte´resse´s a` un autre type d’algorithmes : les algorithmes de fouille dans les bases de donne´es
transactionnelles. Dans ce type de bases de donne´es, chaque cas est forme´ d’un vecteur
de parame`tres {D1, ..., DN}, auquel on n’associe pas de parame`tre de sortie. Le but des
algorithmes de fouille de donne´es dans ce type de bases est de rechercher les relations
inte´ressantes entre des sous-ensembles de parame`tres.
Les principaux algorithmes de fouille dans une base de donne´es transactionnelle sont
l’algorithme Apriori [2] et ses de´rive´s. Ils consistent a` extraire des re`gles d’association, c’est
a` dire des re`gles associant des conjonctions de couples attribut/valeur. Par exemple : si
“sexe=homme et age>40” alors dans 80% des cas “type de diabe`te=I et l’image angiogra-
phique tardive ∈ premier groupe d’images”.
Un autre solution consiste a` construire un re´seau baye´sien mode´lisant les relations entre
les parame`tres de cas. Les re´seaux baye´siens sont particulie`rement inte´ressants car ils peuvent
mode´liser aussi bien des relations entre parame`tres de cas que des relations de´cisionnelles, ce
qui est au final notre objectif. Ils ont en effet e´te´ utilise´s pour construire des classifieurs ainsi
que des moteurs de recherche de documents [139, 61] ; dans les deux cas, les re´seaux baye´siens
sont utilise´s en tant qu’ope´rateurs de fusion. Nous nous sommes donc plus particulie`rement
inte´resse´s a` cette approche. Nous proposons d’exploiter les re´seaux baye´siens pour, a` la fois,
mode´liser les relations entre descripteurs de cas, et ainsi mieux ge´rer les informations man-
quantes, et fusionner de l’information provenant de plusieurs sources.
4.3.1 Pre´sentation des re´seaux baye´siens
Un re´seau baye´sien est un mode`le graphique dans lequel les parame`tres d’un proble`me
(les descripteurs de dossiers patients dans notre cas) sont repre´sente´s sous forme de variables
[103]. Chaque variable est repre´sente´e par un nœud du graphe. Nous de´finissons pour chaque
variable un nombre fini d’e´tats. Le graphe est toujours dirige´ et acyclique. Des exemples de
re´seaux baye´siens sont donne´s sur la figure 4.20.
Les arcs dirige´s repre´sentent un lien de causalite´ directe entre deux variables. Ainsi sur
les exemples, l’arc allant de A a` D exprime le fait que la variable D de´pend directement de A.
De´finition : soient X , Y et Z trois ensembles disjoints de nœuds. On dit que Z d-se´pare X
de Y si chaque chemin entre un nœud de X et un nœud de Y est “bloque´” par Z. C’est a` dire
que chacun de ces chemins contient un nœud W satisfaisant une des contraintes suivantes :
– les arcs autour de W convergent vers W (→W ←) et ni W ni ses descendants ne sont
4.3. RECHERCHE D’INFORMATION MULTIMODALE BASE´E SUR LES RE´SEAUX
BAYE´SIENS 117
(a) Polyarbre (b) Re´seau baye´sien quel-
conque
Figure 4.20 — Exemples de re´seaux baye´siens. Selon la structure du re´seau, diffe´rents
algorithmes d’infe´rence, c’est a` dire diffe´rents algorithmes de calcul des probabilite´s a poste-
riori des variables, doivent eˆtre utilise´s. Pour les polyarbres (a), c’est a` dire les graphes dans
lesquels deux noeuds sont relie´s par au plus une chaˆıne, il existe un algorithme d’infe´rence
simple (voir section 4.3.3.1), dans le cas ge´ne´ral (b), des algorithmes plus complexes doivent
eˆtre utilise´s (voir section 4.3.3.3).
dans Z
– ou les arcs autour de W ne convergent pas vers W et W est dans Z.
L’inde´pendance conditionnelle entre des variables est repre´sente´e par la proprie´te´ graphique
de d-se´paration : deux ensembles de nœuds X et Y sont inde´pendants sachant l’e´tat des
variables dans un troisie`me ensemble Z (les trois ensembles e´tant disjoints), si les ensembles
de nœuds correspondants X et Y dans le re´seau baye´sien sont d-se´pare´s dans le graphe par
l’ensemble Z. Ainsi sur l’exemple 4.20 (a), {C} d-se´pare {A,B,D} de {E,F}.
A chaque arc du graphe on associe une matrice de probabilite´s conditionnelles du nœud
fils sachant le nœud parent. Par exemple, si A a trois e´tats possibles {a0, a1, a2} et D deux
e´tats {d0, d1}, alors la matrice P (D|A) de´finie par l’e´quation 4.27 est associe´e a` l’arc A→ D.
P (D|A) =
(
P (D = d0|A = a0) P (D = d0|A = a1) P (D = d0|A = a2)
P (D = d1|A = a0) P (D = d1|A = a1) P (D = d1|A = a2)
)
(4.27)
Un graphe dirige´ acyclique est un re´seau baye´sien relativement a` un ensemble de va-
riables {X1, ..., Xn} si la probabilite´ jointe des variables est e´gale au produit des probabilite´s
conditionnelles des noeuds sachant leurs parents (voir e´quation 4.28).




Les re´seaux baye´siens sont ge´ne´ralement utilise´s comme moteur d’infe´rences : e´tant
connu l’e´tat de certaines variables, on souhaite connaˆıtre l’e´tat le plus probable pour les
variables non connues. Ainsi, dans le contexte me´dical, si un me´decin observe un certain
nombre de symptoˆmes chez un patient, il peut utiliser un re´seau baye´sien pour estimer la
cause la plus probable de ces symptoˆmes, et donc diagnostiquer la pathologie du patient.
Un des inte´reˆts des re´seaux baye´siens est que tous les calculs sont effectue´s locale-
ment, c’est a` dire sur un sous-graphe : pour chaque nœud du re´seau, on n’a besoin de
connaˆıtre que ses relations avec ceux qui de´pendent directement de lui. Supposons un
proble`me a` N variables (Xi)i=1..N ayant chacune n e´tats possibles. Si l’on voulait effectuer
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le calcul direct, il faudrait notamment estimer toutes les probabilite´s conditionnelles
P (Xi = xi,ji |X1 = x1,j1 , X2 = x2,j2 , ..., Xi−1 = xi−1,ji−1 , Xi+1 = xi+1,ji+1 , ..., XN = xN,jN ),
i = 1..N , j1 = 1..n, j2 = 1..n, ..., jN = 1..n, soit N.n
N valeurs. Non seulement il serait
impossible de les stocker en me´moire, mais surtout leur calcul ne´cessiterait des exemples
(en nombre suffisant) pour chaque combinaison possible de variables. L’utilisation d’un
re´seau baye´sien implique des approximations dans le calcul d’infe´rence : on suppose que des
relations tre`s faibles entre deux variables sont nulles, faute de quoi le graphe serait complet
et le calcul de l’infe´rence reviendrait a` effectuer le calcul direct. L’algorithme d’infe´rence
utilise´ est l’algorithme de Lauritzen et Spiegelhalter [80] (voir section 4.3.3).
Un re´seau baye´sien peut eˆtre construit soit par un expert, soit automatiquement a` partir
des donne´es. Dans cette the`se, nous nous inte´ressons a` la deuxie`me solution. La premie`re
raison est que nous ne disposons pas d’une connaissance comple`te des relations entre les
descripteurs de cas pour l’ensemble des bases e´tudie´es. La deuxie`me raison est que nous
souhaitons, comme pour la me´thode base´e sur les arbres de de´cision (cf. section 4.2), inte´grer
des signatures nume´riques des images (de bas niveau) dans le graphe : aucun expert n’est
capable de nous donner les relations entre la distribution des coefficients de la transforme´e
en ondelettes des images et l’aˆge d’un patient, par exemple. Nous devons donc apprendre
ces relations automatiquement, a` partir des donne´es. L’algorithme de construction utilise´ est
de´taille´ dans la section suivante.
4.3.2 Apprentissage du re´seau a` partir de donne´es
4.3.2.1 Base d’apprentissage et de test
Pour construire le re´seau baye´sien, la base de donne´es e´tudie´e est divise´e, de manie`re
ale´atoire, entre une base d’apprentissage (note´e BA et regroupant 45
e`me des cas de la base) et
une base de test (note´e BT et regroupant 15
e`me de la base). L’apprentissage de la structure
et des matrices de probabilite´s conditionnelles, de´crit ci-dessous, se fait a` partir des exemples
de la base d’apprentissage. Le re´seau baye´sien ainsi construit servira a` de´finir la me´thode de
recherche (cf. section 4.3.5). Pour e´valuer cette me´thode, chaque cas dans la base de test est
place´ en requeˆte au syste`me et les cas les plus proches, au sein de la base d’apprentissage,
sont se´lectionne´s (la base d’exemples se limite a` la base d’apprentissage). La proce´dure est
re´pe´te´e cinq fois avec une BT et une BA diffe´rente, de telle sorte que chaque cas apparaisse
une fois dans BT : 1) nous construisons donc cinq re´seaux baye´siens de´finissant cinq moteurs
de recherche diffe´rents, 2) pour chaque moteur de recherche construit, nous calculons la
pre´cision moyenne sur la base de test, 3) la pre´cision moyenne de la me´thode est de´finie
comme la moyenne des pre´cisions moyennes obtenue par chacun des cinq syste`mes.
4.3.2.2 Apprentissage de la structure
Pour de´terminer la structure du graphe, il faut identifier les paires de nœuds (X,Y )
directement de´pendants, c’est a` dire tels que :
– X et Y soient de´pendants (P (X,Y ) 6= P (X)P (Y ))
– il n’existe pas d’ensembles de nœuds Z tel que X et Y soient inde´pendants condition-
nellement a` Z (P (X,Y |Z) 6= P (X|Z)P (Y |Z))
La mesure d’information mutuelle peut eˆtre utilise´e pour tester la de´pendance entre deux
variables. De la meˆme manie`re, l’inde´pendance conditionnelle peut eˆtre teste´e par l’infor-
mation mutuelle conditionnelle. L’expression de l’information mutuelle et de l’information
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P (x, y, z) log
P (x, y|z)
P (x|z)P (y|z) (4.30)
ou` Z de´signe un ensemble de variables ; les e´tats possibles pour chaque variable (ou
ensemble de variables) sont repre´sente´s en minuscule. Deux variables sont inde´pendantes
(resp. inde´pendantes conditionnellement a` d’autres variables) si l’information mutuelle
(resp. l’information mutuelle conditionnelle) est supe´rieure a` un seuil ǫ, ǫ ∈ [0; 1[ (les deux
mesures de de´pendance e´tant a` valeur dans [0; 1], ide´alement ǫ = 0). Cheng [24] a propose´
un algorithme de complexite´ polynomiale en nn, le nombre de nœuds, pour construire la
structure du re´seau a` partir des donne´es, en s’appuyant sur ces deux mesures de de´pendance.
Pour orienter les arcs, il existe deux approches diffe´rentes. La premie`re consiste a`
e´nume´rer toutes les solutions possibles et a` e´valuer chaque re´seau baye´sien sur les donne´es
[77]. Le nombre de solutions possibles est tre`s important : la complexite´ de l’algorithme est
exponentielle en na, le nombre d’arcs.
La deuxie`me me´thode [24] consiste a` rechercher des structures en V , c’est a` dire impliquant
3 variables : X, Y et Z telles que X et Y soient directement connecte´es, Y et Z e´galement,
mais pas X et Z. On a alors trois possibilite´s pour orienter les arcs :
1. X → Y → Z
2. X ← Y → Z
3. X → Y ← Z
4. X ← Y ← Z
Si X et Z sont de´pendantes conditionnellement a` Y (P (X,Z|Y ) 6= P (X|Y )P (Z|Y )), alors
seule la troisie`me solution est possible. Une fois traite´es toutes les structures en V , d’autres
arcs peuvent eˆtre oriente´s en raisonnant par l’absurde : si on les orientait diffe´remment,
alors le graphe contiendrait des cycles. Or un re´seau baye´sien est par de´finition acyclique.
Cependant, nous ne sommes pas assure´s d’orienter tous les arcs par cette proce´dure. La
deuxie`me approche est plus utilise´e car elle a une complexite´ polynomiale en nn, le nombre
de nœuds (en utilisant l’algorithme propose´ par Cheng [24]).
4.3.2.3 Insertion de connaissance a priori dans le re´seau
Puisque nous ne sommes pas assure´s d’orienter tous les arcs par la recherche des
structures en V, nous proposons d’inte´grer de la connaissance a priori dans la structure du
re´seau. Il existe des algorithmes qui orientent automatiquement les arcs [24] lorsqu’un ordre
total de causalite´ ≺ est disponible entre les variables. Un tel ordre s’interpre`te de la manie`re
suivante : si A ≺ B, alors B ne peut pas eˆtre la cause de A.
Il n’est pas toujours possible de spe´cifier comple`tement cet ordre. Nous pouvons cependant
spe´cifier certaines de ces relations. Les relations qui e´te´ applique´es sur la base des re´tines sont
les suivantes :
– le sexe (S) et l’aˆge (A) d’un patient ne peuvent eˆtre cause´s par aucun autre attribut
Dj du dossier patient, donc S ≺ Dj et A ≺ Dj
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– l’anciennete´ du diabe`te (AD) ne peut eˆtre cause´ par le nombre de microane´vrismes
de´tecte´s (NM), donc AD ≺ NM
– le contexte familial d’un patient (CF ) ne peut eˆtre cause´ par son propre contexte
clinique (CC), donc CF ≺ CC
– le type (TD) et l’e´quilibre du diabe`te (ED) ne peuvent eˆtre cause´s par les traitements
(T ), donc TD ≺ T et ED ≺ T
Nous adaptons l’algorithme d’orientation des arcs pre´ce´dent en ve´rifiant l’inte´grite´ de ces
contraintes. Nous donnons sur la figure 4.21 un exemple de re´seau baye´sien obtenu sur la
base de re´tinopathie diabe´tique.
Figure 4.21 — Relations entre les variables de la base de RD
4.3.2.4 Apprentissage des matrices de probabilite´s conditionnelles
Les matrices de probabilite´s conditionnelles sont estime´es simplement par les fre´quences.
Ainsi, pour estimer la probabilite´ P (A = ai|B = bj), ou` A et B sont deux variables du
proble`me, on compte le pourcentage de cas pour lesquels A vaut ai parmi ceux dont B vaut bj .
Nous avons vu, dans l’e´quation 4.28, que pour calculer les probabilite´s a posteriori
des variables, nous devons estimer chaque probabilite´ conditionnelle P (Xi|parents(Xi)).
Si le nombre de combinaisons d’e´tats possibles pour les parents est e´leve´, il faut a priori
un nombre important d’exemples pour apprendre la table de probabilite´s conditionnelles
correspondante. Ainsi, pour notre application, il n’est pas possible de calculer directement ces
tables de probabilite´s conditionnelles. Pour contourner ce proble`me, nous pouvons apprendre
chaque probabilite´ conditionnelle P (Xi|Y ), Y ∈ parents(Xi) par la me´thode de´crite ci-dessus
et combiner ces probabilite´s conditionnelles pour estimer P (Xi|parents(Xi)). Pour ce faire,
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des me´thodes ont e´te´ propose´es dans le cas ou` les variables sont binaires ou ordonne´es (il
existe une notion d’ordre entre les e´tats d’une variable), notamment la me´thode (generalized)
noisy-OR gate [36]. Certaines variables de notre re´seau sont plus ge´ne´rales (par exemple le
type de traitement utilise´ contre le diabe`te). Nous proposons donc une autre approche. Nous
nous basons sur le fait qu’une probabilite´ conditionnelle P (B|A) entre une variable B et une
variable A est cense´e traduire l’influence de la variable A sur l’e´tat de la variable B. Pour le
calcul de P (Xi|parents(Xi)), nous proposons donc de combiner P (Xi|Y ), Y ∈ parents(Xi)
par une combinaison line´aire, chaque probabilite´ P (Xi|Y ) e´tant ponde´re´e par l’information
mutuelle entre Xi et Y (voir e´quation 4.31).
P (Xi|parents(Xi)) =
∑
Y ∈parents(Xi) I(Xi, Y )P (Xi|Y )∑
Y ∈parents(Xi) I(Xi, Y )
(4.31)
Notons qu’il n’est pas possible de calculer ces probabilite´s conditionnelles directement
a` l’aide des re`gles de Bayes, l’estimation de P (parents(Xi)) par exemple e´tant elle-meˆme
impossible a` effectuer en l’absence d’un nombre tre`s conse´quent d’exemples.
4.3.3 Infe´rence dans un re´seau Baye´sien
4.3.3.1 Algorithme d’infe´rence de Pearl dans un polyarbre
Pearl [103] a propose´ une me´thode d’infe´rence dans un re´seau simplement connecte´, ou
polyarbre, c’est-a` dire un graphe dans lequel il existe une unique chaˆıne entre deux nœuds
(voir figure 4.20(a)). L’algorithme d’infe´rence que nous avons applique´ dans le cas ge´ne´ral
(figure 4.20(b)) de´rive de cette me´thode. Nous en pre´sentons donc ici succinctement le
principe (voir section 4.3.3.3).
Chaque variable est mode´lise´e par un “processus inde´pendant”. Un processus passe des
messages a` ses voisins lorsque la croyance que la variable associe´e soit a` un e´tat donne´ est
modifie´e. Il y a deux types de message :
– π : message descendant d’un parent vers ses enfants
– λ : message remontant d’un enfant vers ses parents
Figure 4.22 — Exemple de re´seau baye´sien structure´ en chaˆıne. λ(a) et λ(b) sont des
messages remontants (de la conse´quence vers la cause), pi(a) et pi(b) sont les messages directs
(de la cause vers la conse´quence).
Tout d’abord, conside´rons le cas d’une chaˆıne (illustre´e a` la figure 4.22). Supposons que
l’on puisse avoir des “preuves” en de´but et en fin de chaˆıne (c’est-a`-dire que la valeur de A
ou de C peut eˆtre connue). Soient e+ la preuve en de´but de chaˆıne (e+ = {A = a}) et e−
la preuve en fin de chaˆıne (e− = {C = c}). On de´finit λ par λ(x) = P (e− |X = x) et π par
π(x) = P (X = x|e+), pour chaque variable X.
En particulier λ(b) = P (C = c|B = b) = la colonne c de la matrice P (C|B).
Le message se propage de la manie`re suivante : λ(a) = P (B|A).λ(b).
En effet, λ(a) = P (e− |A = a) =∑b P (e− |B = b, A = a)P (B = b|A = a) (re`gle ge´ne´rale).
Puisque {B} d-se´pare {A} de {C}, A est inde´pendant de e− conditionnellement a` B, on
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obtient donc : λ(a) = P (e− |A = a) =∑b P (e− |B = b)P (B = b|A = a) = P (B|A).λ(b).
De manie`re similaire, on peut montrer que le message π se propage par :
π(b) = π(a).P (B|A).
Finalement, la croyance que la variable X soit a` l’e´tat x est de´finie par l’e´quation 4.36 :
Bel(X = x) = P (X = x|e+, e−) = P (X = x, e+, e−)
P (e+, e−) (4.32)
=
P (e− |X = x, e+).P (X = x, e+)
P (e+, e−) (4.33)
=
P (e− |X = x, e+).P (X = x|e+).P (e+)
P (e+, e−) (4.34)
= α.P (e− |X = x, e+).P (X = x|e+) (4.35)
= α.λ(x).π(x) (4.36)
ou` α est une constante de normalisation, de telle sorte que : Bel(X = x1) + Bel(X =
x2) + ...+Bel(X = xn) = 1.
Le principe est similaire pour un polyarbre. Dans ce cas plus ge´ne´ral, lorsqu’un message
λ remonte d’un nœud Yi vers un nœud parent X, le nœud X propage ce message vers ses
propres parents mais aussi vers ses autres fils Yj,j 6=i. De la meˆme manie`re, lorsqu’un message
π descend d’un nœud Ui vers un nœud fils X, le nœud X propage ce message vers ses propres
fils mais aussi vers ses autres parents Uj,j 6=i. Cependant aucun message n’est propage´ vers
le nœud e´mettant le message. Par conse´quent l’algorithme d’infe´rence converge en un temps




Figure 4.23 — Propagation d’une preuve dans un polyarbre
L’algorithme ne peut pas s’appliquer a` des re´seaux pre´sentant des boucles. En effet, il
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suppose qu’en chaque nœud X du re´seau les preuves e− (en aval de X) et e+ (en amont)
sont inde´pendantes conditionnellement a` X, ce qui n’est pas le cas pour certains nœuds
appartenant a` une boucle.
4.3.3.2 Gestion des boucles - construction d’un arbre joint
L’algorithme d’infe´rence propose´ par Pearl ne fonctionne que pour les re´seaux dont la
structure est un polyarbre. Dans le cas ge´ne´ral (ou` le graphe contient des boucles), d’autres
solutions doivent eˆtre envisage´es. Pearl propose trois approches diffe´rentes :
1. la me´thode de groupement de variables (clustering), qui consiste a` construire un hyper-
graphe du re´seau dont la structure est un arbre.
2. la me´thode de conditionnement (raisonnement par suppositions), qui consiste a` instancier
un certain nombre de variables (les traiter comme des preuves) afin de couper les boucles.
A chaque fois qu’une variable est conditionne´e, il faut cre´er une instance du graphe pour
chaque valeur que peut prendre cette variable.
3. la me´thode de simulation stochastique : un nombre important d’exemples est ge´ne´re´
ale´atoirement selon la loi de distribution de´finie par le re´seau baye´sien. Puis la croyance
Bel(A) = [P (A = a1), P (A = a2), ..., P (A = aN )] de chaque variable A, a` valeur dans
{a1, a2, ..., aN}, est estime´e par le pourcentage d’exemples ayant rec¸u la valeur A = a1,
resp. A = a2, ..., resp. A = aN .
D’autres solutions, exactes ou approche´es, ont e´te´ propose´es [55], notamment pour s’adapter
a` certains types de topologies. Les me´thodes approche´es ont l’inconve´nient de ne pas
fonctionner correctement sur tout type de graphe. Si la structure du graphe n’est pas connue
a priori, il vaut mieux utiliser une me´thode exacte. Parmi les me´thodes exactes, les me´thodes
de groupement de variables sont les plus utilise´es car elles conservent en ge´ne´ral une bonne
complexite´. Nous nous sommes donc inte´resse´s a` cette approche.
Pour construire un hypergraphe du re´seau baye´sien qui soit structure´ en arbre, on s’appuie
sur une proprie´te´ des graphes cordaux. Un graphe (non oriente´) G est dit cordal (ou triangule´)
si tous les cycles de quatre nœuds ou plus ont une corde, c’est a` dire un arc reliant deux nœuds
non adjacents de ce cycle. La proprie´te´ est la suivante [7] : si un graphe G est cordal, alors il
existe un arbre T (appele´ arbre joint) dont les sommets sont les cliques de G et tel que deux
cliques contenant un meˆme nœud v de G soient :
– soit adjacents,
– soit connecte´s par un chemin de cliques contenant toutes v.
La proce´dure pour former l’hypergraphe est la suivante [103] (voir figure 4.24) :
1. on forme le re´seau de Markov G associe´ au re´seau baye´sien : pour cela on relie tous les
nœuds qui ont un fils en commun et on oublie l’orientation des arcs
2. on rend G cordal → G′ (algorithme de triangulation [136])
3. on identifie les cliques de G′ et on forme un arbre joint T . Plusieurs structures sont
envisageables pour T , Pearl propose un algorithme glouton pour en construire une [103].
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(a) Re´seau baye´sien (b) Re´seau de Markov
(c) Apre`s triangulation (d) Arbre Joint
Figure 4.24 — Construction d’un arbre joint
4.3.3.3 Algorithme d’infe´rence de Lauritzen et Spiegelhalter dans un arbre joint
Le proble`me de l’infe´rence exacte dans un re´seau baye´sien quelconque est NP-difficile
(non-de´terministe polynomial - difficile). Il existe ne´anmoins un algorithme efficace qui le
re´sout : l’algorithme de Lauritzen et Spiegelhalter [80]. Il s’applique a` un arbre joint, dont
la construction a e´te´ pre´sente´e a` la section 4.3.3.2. Il pre´sente une ame´lioration par rapport
a` la transposition directe de l’algorithme de Pearl sur l’hypergraphe.
Tout comme dans l’algorithme propose´ par Pearl, la croyance pour chaque clique est
calcule´e en propageant les preuves a` l’aide de messages sur l’arbre joint. Ensuite, la croyance
pour chaque variable (du re´seau inital) est calcule´e en marginalisant la croyance d’une clique
a` laquelle elle appartient. Par exemple, si une clique est forme´e de trois variables A, B et C
a` valeur respectivement dans {a1, ..., ap}, {b1, ..., bq} et {c1, ..., cr}, alors la croyance que A
prenne la valeur ai est de´finie par l’e´quation 4.37.





Bel(A = ai, B = bj , C = ck) (4.37)
Dans leur algorithme, Lauritzen et Spiegelhalter exploitent le fait que la probabilite´ d’une
clique C2, sachant sa clique me`re C1 dans l’arbre joint, ne de´pend pas de toutes les variables
de C1. En effet, P (C2|C1) = P (C2 \ C1 | C2 ∩ C1) (ou` \ est la diffe´rence ensembliste).
S2 = C2 ∩ C1 est appele´ le se´parateur de C1 et R2 = C2 \ C1 le re´sidu. Par conse´quent, les
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messages transmis d’une clique a` l’autre ont la dimension du se´parateur uniquement. Ainsi,
dans l’exemple de la figure 4.24, P (C1 = FG|C2 = CDF ) = P (G|F ).
Le de´roulement de l’algorithme est le suivant :
1. Chaque variable v du re´seau baye´sien G est affecte´e a` une clique C de l’arbre joint T telle
que v et ses parents dans G appartiennent a` C. Une telle clique existe, par construction
de T (voir section 4.3.3.2).
2. Pour chaque clique C, on de´finit une fonction dite “potentiel” Ψ(C), de´finie comme le
produit des probabilite´s conditionnelles P (v|parents(v)) ou` v sont les variables de G
affecte´es a` C.
3. Pour chaque clique C, si une variable v affecte´e a` C est une preuve, Ψ(C) est multiplie´e
par la preuve.
4. Propagation de type λ. Pour chaque clique Ci, a` partir des feuilles de T vers sa racine,
le message a` transmettre au parent Cj de Ci est λ(Ci) =
∑
Ri
Ψ(Ci) : Ψ(Ci) est divise´e
par λ(Ci) et Ψ(Cj) est multiplie´e par λ(Ci).
5. Propagation de type π. Pour chaque clique Ci, a` partir de la racine de T vers ses feuilles,
le message a` transmettre au fils Cj de Ci est π(Cj) =
∑
Rj
Ψ(Ci) : Ψ(Cj) est multiplie´e
par π(Cj).
6. La croyance d’une variable v affecte´e a` une clique C est obtenue par marginalisation de
Ψ(C).
Le re´sidu, le se´parateur et la fonction potentiel pour les cliques de l’exemple de la figure 4.24
sont donne´s dans le tableau 4.8.
Tableau 4.8 — Ensembles se´parateurs, re´sidus et fonction potentiel
Ci A,C C,D, F F,G D,E, F E, F,H B,D,E
Si ∅ C F D,F E,F D,E
Ri A,C D,F G E H B
Ψ(Ci) P (A)P (C|A) P (F |CD) P (G|F ) 1 P (H|EF ) P (D|B)P (E|B)P (B)
Ce tableau reprend l’exemple de la figure 4.24.
4.3.4 Utilisation des re´seaux baye´siens en recherche d’information
Les re´seaux baye´siens sont ge´ne´ralement utilise´s comme moteur d’infe´rence. En particu-
lier, ils ont beaucoup e´te´ utilise´s comme classifieurs. Dans ce cas, les variables du re´seau sont
les descripteurs du cas a` classifier, auxquelles on rajoute une variable correspondant a` la
classe de ce cas. Le re´seau est ge´ne´ralement structure´ en arbre, a` la racine duquel est place´e
la variable de classe (cf. figure 4.25), les descripteurs sont parfois regroupe´s par cate´gorie,
a` l’aide de variables interme´diaires. Le but est donc de rechercher la classe (= l’e´tat de la
variable “classe”) dont la croyance est maximale apre`s propagation des preuves ; les preuves
e´tant les descripteurs disponibles.
Dans une moindre mesure, les re´seaux baye´siens ont e´galement e´te´ utilise´s pour la re-
cherche de documents textuels par l’exemple [139, 61]. Dans ce cas, un certain nombre de
mots-cle´s significatifs sont extraits des documents. Chacun de ces mots-cle´s est alors traite´
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Figure 4.25 — Structure classique d’un classifieur baye´sien
comme une variable binaire (le mot-cle´ apparaˆıt ou n’apparaˆıt pas dans le document). Cha-
cun des deux auteurs a propose´ une structure diffe´rente pour leur re´seau baye´sien (voir figure
4.26).
(a) Structure propose´e par Turtle (b) Structure propose´e par Indrawan
Figure 4.26 — Structures de Re´seaux baye´siens propose´s pour la recherche de documents.
Dans le mode`le de Turtle (a), la pre´sence d’un mot-cle´ dans un document est une preuve de
la pertinence de ce document pour la requeˆte. Dans le mode`le d’Indrawan (b), la pertinence
d’un document pour la requeˆte est vue comme une conse´quence de la pre´sence des mots-cle´s
dans ce document.
Dans le mode`le de Turtle (figure 4.26(a)), les documents (di)i=1..M de la base d’exemples
sont range´s par ordre de´croissants de P (requeˆte|di). Ce mode`le pre´sente l’avantage de pouvoir
tester des combinaisons de documents (dσ(i), i = 1..n, n ≤ M), en estimant P (requeˆte|dσ(1),
dσ(2), ..., dσ(n)).
Dans celui d’Indrawan (figure 4.26(b)), les documents di sont range´s par ordre
de´croissants de P (di|requeˆte). Ce mode`le pre´sente l’avantage de permettre des boucles de
pertinence. En effet, apre`s chaque ite´ration, l’utilisateur indique les documents satisfaisant la
requeˆte, les variables associe´es sont alors traite´es comme des preuves pour l’ite´ration suivante.
Wilson et al. ont propose´ une adaptation du mode`le d’Indrawan pour la recherche d’images
par le contenu [148, 149]. Dans ce cas, l’histogramme d’un descripteur (de couleur ou de tex-
ture) est construit pour chaque image de la base d’exemples comme pour l’image requeˆte. Les
variables “mots-cle´s” de la figure 4.26(b) sont alors remplace´es par des variables correspon-
dant chacunes a` un niveau de l’histogramme. La probabilite´ P (Ii|NiveauHistogrammej) est
calcule´e a` partir de l’histogramme de l’image Ii et de l’histogramme global (calcule´ sur toute
la base d’exemples). Seule une caracte´ristique est traite´e a` la fois.
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4.3.5 Structure de re´seau propose´e
Nous voulons pouvoir traiter des cas ou` les donne´es sont incomple`tes. Pour ge´rer ce
proble`me, nous allons estimer les valeurs manquantes dont nous avons besoin. Pour ce
faire, nous allons tenir compte des relations entre descripteurs en les mode´lisant. Nous ne
pouvons donc pas utiliser les me´thodes pre´ce´dentes (section 4.3.4) car elles conside`rent,
de par la structure de leur re´seau baye´sien, qu’il n’y a pas de liens directs entre les
diffe´rents descripteurs de cas. Le fait de mode´liser ces relations permettra d’estimer les
valeurs manquantes dont nous auront besoin. De plus, si le mode`le des relations entre les
variables (le re´seau baye´sien) ne correspond pas a` la re´alite´, comme le suppose l’algorithme
d’infe´rence, les re´sultats (les probabilite´s a posteriori) risquent d’eˆtre biaise´s. Dans un
premier temps, nous construisons donc un re´seau, note´ GI , mode´lisant les relations entre
les descripteurs des cas. Cet apprentissage n’est effectue´ qu’une fois pour une base de test
donne´e : il est utilise´ quel que soit le cas place´ en requeˆte. Les arcs de GI et leur ponde´ration
(les matrices de probabilite´s conditionnelles) sont appris a` partir des donne´es de la base
d’apprentissage par la me´thode de´taille´e a` la section 4.3.2. Pour cet apprentissage, nous
utilisons le degre´ d’appartenance de chaque cas y dans la base d’apprentissage a` chaque e´tat
djk de la variable Dj , note´e αjk(y). Si Dj est une variable nominale, αjk(y) est boole´en ; par
exemple, si y est un homme alors α“sexe′′,“homme′′(y) = 1 et α“sexe′′,“femme′′(y) = 0. Si Dj
est une variable de type image ou une variable scalaire continue, nous de´finissons K groupes
de cas et αjk(y) est le degre´ d’appartenance de y a` chaque groupe k = 1..K (voir section 4.3.7).
Comme propose´ a` la section 4.3.4, nous rajoutons une variable binaire supple´mentaire,
note´e R, associe´e a` la requeˆte. Cette variable est vraie si la requeˆte est satisfaite (c’est a` dire
que les cas se´lectionne´s appartiennent a` la meˆme classe que la requeˆte), fausse sinon. Nous
relions R aux variables correspondant aux descripteurs disponibles pour l’image requeˆte (voir
figure 4.27). Nous obtenons donc un re´seau de´pendant de la requeˆte, note´ G. C’est ce mode`le
de re´seau qui va nous permettre de rechercher dans la base les cas les plus proches de la
requeˆte, par rapport aux descripteurs disponibles.
Contrairement aux sche´mas de la figure 4.26, nous ne cherchons pas a` inte´grer tous
les cas de la base d’exemples dans un seul re´seau. La premie`re raison est que nous
n’en avons pas besoin : nous ne cherchons pas a` faire de boucles de pertinence, nous
souhaitons obtenir le re´sultat en une ite´ration. Ensuite, parce que c’est impossible d’un
point de vue combinatoire, compte tenu du nombre de cas que peut compter la base
de donne´es et de la complexite´ des algorithmes d’infe´rence. Au lieu de cela, les cas de la
base sont e´value´s tour a` tour a` l’aide du meˆme re´seau, G, selon la proce´dure de´crite ci-dessous.
Les variables de descripteurs sont associe´es tour a` tour a` un cas donne´ (ci)i=1..M de la
base d’apprentissage, afin d’en estimer la pertinence. Lorsqu’un descripteur (Dj)j=1..N est
disponible pour ci, la variable Dj est traite´e comme une preuve et nous lui affectons donc
le vecteur des degre´s d’appartenance αjk(ci) de ci a` chacun de ses e´tats djk. Le principe est
illustre´ sur la figure 4.28. La probabilite´ a posteriori des autres variables, en particulier de R,
est ensuite calcule´e par l’algorithme d’infe´rence de Lauritzen et Spiegelhalter.
Il reste a` estimer P (R) (P (R|ci)). Pour cela, il faut ponde´rer chaque arc reliant R a` un
descripteur Dj connu pour la requeˆte, c’est a` dire calculer les matrices de probabilite´s condi-
tionnelles P (Dj |R). Ces ponde´rations sont spe´cifiques a` chaque cas passe´ en requeˆte. Elles
sont en revanche inde´pendantes des cas de la base d’exemples (ceux de la base d’apprentis-
sage). Le calcul des probabilite´s conditionnelles est de´taille´ ci-dessous. Elles correspondent
aux matrices P (ci|Dj) du mode`le d’Indrawan, qui doivent eˆtre estime´es pour chaque cas de
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(a) Couche du re´seau inde´pendante de la requeˆte (GI)
(b) Re´seau de´pendant de la requeˆte (G)
Figure 4.27 — Structure du re´seau baye´sien de recherche. Dans l’exemple de la figure (b),
les descripteurs D1, ..., D6, D8, D10, D13, D14, D15, D17, D18, D22 et D23 sont disponibles
pour le cas place´ en requeˆte, donc les noeuds correspondants sont relie´s au noeud R.
Figure 4.28 — Evaluation de la pertinence d’un cas de la base d’exemples. Sur cet exemple,
les descripteurs D6, D7, D14, D15, D16, D20, D22 et D23 sont disponibles pour le cas ci de
la base d’exemples. Les preuves sont colore´es en gris. La variable cible, entoure´e en gras, est
R.
la base d’exemples.
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4.3.6 Estimation des probabilite´s conditionnelles P (Dj = djk|R)
Le but du moteur de recherche est de se´lectionner les cas (ci)i=1..M de la base d’exemples
qui maximisent la probabilite´ que la requeˆte soit satisfaite, c’est a` dire la probabilite´
d’appartenir a` la meˆme classe que la requeˆte. Les exemples sont traite´s un a` un. Pour
chacun d’entre eux, nous calculons la probabilite´ que la variable boole´enne R=“la requeˆte
est satisfaite” soit vraie.
Il faut donc estimer pour chacune des variables (Dj = {dj1, dj2, ...})j=1..N du re´seau,
correspondant a` un descripteur des cas, la probabilite´ conditionnelle P (Dj = djk|R), c’est-a`
dire la probabilite´ que la variable de descripteur Dj des cas satisfaisant la requeˆte soit a`
l’e´tat djk. Il est en fait plus simple d’estimer P (R|Dj = djk), la probabilite´ que la requeˆte
soit satisfaite sachant que la variable Dj soit a` l’e´tat djk. La probabilite´ P (Dj = djk|R) est
ensuite de´termine´e par la re`gle de Bayes (cf. e´quation 4.38).
P (Dj = djk|R) = P (R|Dj = djk)P (Dj = djk)
P (R)
(4.38)
La probabilite´ a priori P (R) est e´gale a` la fre´quence des cas de la base d’exemples
appartenant a` la meˆme classe que le cas cr place´ en requeˆte. Etant donne´ que la classe de






ou` γ = 1..Γ sont les labels de classe. Nous pourrions calculer P (R) de manie`re exacte,




P (R|Dj = djk)P (Dj = djk) (4.40)
Cependant, nous avons besoin de P (R) pour estimer P (R|Dj = djk), comme nous le
verrons ci-dessous : il nous faut donc une autre relation pour estimer P (R), d’ou` l’utilisation
de l’e´quation 4.39.
Pour estimer P (R|Dj = djk), nous utilisons le degre´ d’affectation de la requeˆte cr a`
chaque e´tat djk de la variable Dj , note´ αjk(cr) (cf. section 4.3.5).
Objectif : nous souhaitons de´finir P (R|Dj = djk) de telle sorte que la probabilite´ a
posteriori P (R|ci) traduise le degre´ de correspondance entre cr et un cas ci de la base
d’exemples. Autrement dit, nous voulons que P (R|ci) soit aussi proche de 1 que possible si
ci appartient a` la meˆme classe que cr, et aussi proche de 0 que possible sinon. Notons que la
classe de cr est inconnue.
Pour justifier le choix des probabilite´s conditionnelles, nous supposons que les probabi-
lite´s a posteriori P (Dj) sont connues. En d’autres termes, nous supposons que nous avons
renseigne´ P (Dj) pour les variables Dj connues pour ci et que les probabilite´s a posteriori
des autres variables de descripteur ont e´te´ estime´es par l’algorithme d’infe´rence, applique´ au
re´seau GI (voir figure 4.27 (a)). Ceci nous permet de nous ramener a` un re´seau baye´sien de
structure arborescente (voir figure 4.29), sur lequel l’algorithme d’infe´rence de Pearl pourra
eˆtre applique´ (voir section 4.3.3.1). Nous pouvons ainsi raisonner facilement en termes de
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messages λ(Dj → R) remontant d’un enfant Dj vers son parent R. Les probabilite´s condi-
tionnelles que nous auront de´fini pour le re´seau de structure arborescente sont celles qui
seront effectivement utilise´es dans le re´seau G (voir figure 4.27 (b)).
Figure 4.29 — Couche du re´seau de´pendante de la requeˆte. Dans cet exemple, les descrip-
teurs D1, ..., D6, D8, D10, D13, D14, D15, D17, D18, D22 et D23 sont disponibles pour le cas
place´ en requeˆte, donc les noeuds correspondants sont relie´s au noeud R.
Lorsque nous calculons la probabilite´ a posteriori P (R|ci), l’algorithme d’infe´rence du
re´seau baye´sien fusionne les probabilite´s λ(Dj → R) = P (R|Dj)P (Dj) provenant de chaque
noeud Dj connecte´ a` R (voir figure 4.29). Nous allons donc faire en sorte que chacune de ces
probabilite´s soit une estimation du degre´ de correspondance entre cr et ci, cette estimation
e´tant calcule´e a` partir des e´tats de la variable Dj pour cr et ci. Ainsi, P (R|ci) sera une
estimation, concerte´e entre tous les descripteurs, du degre´ de correspondance entre cr et ci,
ce qui est notre objectif.
Nous notons dcj(ci, cr) = λ(Dj → R) = P (R|Dj)P (Dj) ces probabilite´s, que nous appel-
lerons degre´s de correspondance entre ci et cr, du point de vue du descripteur Dj . P (Dj) est
le vecteur des degre´s d’appartenance αjk(ci) a posteriori de ci a` chacun des e´tats djk de Dj ,
qui sont connus a priori ou calcule´s par le re´seau baye´sien : P (Dj) = (αj1(ci), αj2(ci), ...)
t.




P (R|Dj = djk)αjk(ci) (4.41)
D’apre`s l’e´quation 4.41, nous voyons donc que l’on peut de´finir P (R|Dj) comme un
vecteur qui, multiplie´ par (αj1(ci), αj2(ci), ...)
t, fournira une mesure de correspondance entre
cr et ci, du point de vue du descripteur Dj . C’est ce que nous allons faire. Nous proposons
deux de´finitions diffe´rentes pour P (R|Dj) : une premie`re, simple, pre´sente´e ci-dessous et une
deuxie`me plus e´labore´e, pre´sente´e a` la suite, qui sera effectivement utilise´e.
Nous pouvons supposer, dans un premier temps, que des cas dont les degre´s d’appar-
tenance sont proches de ceux de cr ont plus de chance de satisfaire la requeˆte. Ainsi, une
mesure de correspondance entre cr et ci, du point de vue du descripteur Dj , pourrait eˆtre∑
k αjk(ci)αjk(cr). Par conse´quent, nous pouvons choisir P (R|Dj) = (αj1(cr), αj2(cr), ...)t.
Cependant, la supposition que nous avons faite n’est valable que si la variable Dj est au
meˆme e´tat pour tous les cas d’une meˆme classe.
Nous utiliserons donc un mode`le plus ge´ne´ral : nous supposons que la variable Dj est
de manie`re pre´dominante dans un ensemble donne´ d’e´tats pour les cas d’une meˆme classe.
Ainsi, pour de´terminer la correspondance entre ci et cr, nous tenons compte de la similitude
entre les e´tats de Dj , du point de vue de la classe des cas dont le descripteur Dj est dans le
meˆme ensemble d’e´tats. La mesure de similitude Sjkl entre deux e´tats djk et djl de Dj doit
nous permettre de de´finir une mesure de correspondance entre ci et cr plus en ade´quation
avec notre objectif.
Pour de´finir Sjkl, nous commenc¸ons par de´terminer le degre´ d’appartenance Djkγ de
chaque e´tat djk du descripteur a` chaque classe γ : Djkγ est de´fini comme le degre´ moyen
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d’appartenance du descripteur des exemples de la classe γ a` l’e´tat djk. Les degre´s Djkγ




jkγ = 1. Nous en de´duisons la mesure de si-





Une fois de´finie la similitude entre deux e´tats de la variable Dj , nous de´finissons le
nouveau degre´ de correspondance entre cr et ci comme suit :






ou` β est une constante de normalisation. Par conse´quent, nous choisissons P (R|Dj)
proportionnel a` (Sjkl)k,l(αj1(cr), αj2(cr), ...)
t. Autrement dit, nous choisissons P (R|Dj = djk)
proportionnel a` rjk =
∑
l Sjklαjl(cr).
Une fois que nous avons de´fini le vecteur auquel nous souhaitons que P (R|Dj) soit
proportionnel, nous devons nous assurer que ce choix soit consistant avec le reste du re´seau
baye´sien. Dans le cas contraire, des ajustements devront eˆtre effectue´s. Les probabilite´s
conditionnelles P (R|Dj = djk) et P (R¯|Dj = djk), j = 1..N , doivent respecter les contraintes
4.44, 4.45 et 4.46.
P (R|Dj = djk) + P (R¯|Dj = djk) = 1 (4.44)∑
k
P (R,Dj = djk) =
∑
k
P (R|Dj = djk)P (Dj = djk) = P (R) (4.45)
∑
k
P (R¯,Dj = djk) =
∑
k
P (R¯|Dj = djk)P (Dj = djk) = P (R¯) (4.46)
Soit pj = P (R|Dj = dj argmaxk(rjk)) et r˜jk =
rjk
maxk(rjk)
, j = 1..N . En introduisant pj et r˜jk
dans la contrainte 4.45 (cf. e´quation 4.47), nous en de´duisons pj (cf. e´quation 4.48).∑
k
pj .r˜jk.P (Dj = djk) = P (R) (4.47)
pj =
P (R)∑
k r˜jk.P (Dj = djk)
(4.48)
D’apre`s la contrainte 4.44, nous en de´duisons que P (R¯|Dj = dj argmaxk(rjk)) = 1 − pj .
Les autres probabilite´s conditionnelles se de´duisent facilement par de´finition de r˜jk :
P (R|Dj = djk) = pj .r˜jk.
Si pj > 1, cela veut dire que le choix des rjk est inconsistant avec P (R). Ce proble`me
peut apparaˆıtre lorsqu’un e´tat de descripteur dj argmaxk(rjk) peu fre´quent est recherche´ : en
effet, dans la contrainte 4.45, P (R|Dj = dj argmaxk(rjk)) est multiplie´e par une petite valeur
(P (Dj = dj argmaxk(rjk))), le produit apporte donc une faible contribution a` la somme. La
somme des autres termes (dont la valeur de P (R|Dj = djk) est infe´rieure par de´finition a`
P (R|Dj = dj argmaxk(rjk))) peut alors eˆtre trop faible pour que la somme totale atteigne P (R).
Il faut donc diminuer P (R|Dj = dj argmaxk(rjk)). Ceci peut eˆtre fait de la manie`re suivante :
– nous posons pj = 1
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– nous multiplions chaque r˜jk, k 6= argmaxl(rjl), par une constante η strictement positive.
La contrainte 4.45 est re´e´crite dans l’e´quation 4.49, nous en de´duisons la valeur de η (cf.
e´quation 4.50) et les probabilite´s conditionnelles P (R|Dj = djk) = η.r˜jk, k 6= argmaxl(rjl).
P (Dj = dj argmaxk(rjk)) +
∑
k 6=argmaxl(rjl)
η.r˜jk.P (Dj = djk) = P (R) (4.49)
η =
P (R)− P (Dj = dj argmaxk(rjk))∑
k 6=argmaxl(rjl) r˜jk.P (Dj = djk)
(4.50)
Remarque : nous sommes assure´s que P (R) > P (Dj = dj argmaxk(rjk)), donc η > 0.
En effet :
– P (R) > P (R|Dj = dj argmaxk(rjk))P (Dj = dj argmaxk(rjk)) (d’apre`s contrainte 4.45, tous
les termes de la somme e´tant positifs)
– donc P (R) > pj .P (Dj = dj argmaxk(rjk))
– Or pj = 1, donc P (R) > P (Dj = dj argmaxk(rjk))
Une fois les probabilite´s conditionnelles P (Dj = djk|R) calcule´es par la proce´dure de´crite
ci-dessus, la probabilite´ a posteriori P (R|ci) est calcule´e par l’algorithme d’infe´rence de Lau-
ritzen et Spiegelhalter : les variables de descripteurs disponibles pour le cas ci sont traite´es
comme des preuves par l’algorithme d’infe´rence.
4.3.7 Inte´gration d’images dans le re´seau
Dans le chapitre 3, nous avons vu comment construire une signature pour nos images.
Ces signatures sont des vecteurs nume´riques auxquels nous avons associe´ une mesure de
distance. Pour inte´grer ces images dans un re´seau baye´sien, nous associons d’abord une
variable Dj du re´seau a` chaque type d’image (une modalite´ d’acquisition dans la base des
re´tines, une vue sur un sein dans la base des mammographies, etc.). Nous de´finissons ensuite
les diffe´rents e´tats (djk)j=1..K de la variable. Pour cela, nous re´partissons les signatures des
images en groupes homoge`nes, c’est a` dire proches les uns des autres au sens de la mesure de
distance qui leur est associe´e. Nous de´finissons alors un e´tat djk de la variable pour chaque
groupe de signatures. Il faut donc de´finir une proce´dure pour regrouper les signatures proches.
Dans le chapitre consacre´ aux arbres de de´cision, nous avons utilise´ l’algorithme FCM
pour re´partir les images similaires en groupes, et ainsi inte´grer des signatures d’images dans
un arbre de de´cision. Cet algorithme a ne´anmoins plusieurs limitations :
– il suppose que les groupes soient sphe`riques (au sens de la mesure de distance)
– la taille des groupes ne peut eˆtre controˆle´e
Ces proble`mes ont peu d’importance dans le cas des arbres de de´cision, car nous effectuons
une division hie´rarchique de la base de donne´es : si la segmentation d’un groupe de cas est
grossie`re, elle peut eˆtre affine´e ulte´rieurement. Ce n’est pas le cas de l’algorithme base´ sur
les re´seaux baye´siens : les signatures ne sont re´parties en classe qu’a` l’initialisation de l’ap-
prentissage du re´seau, lorsque l’on de´finit les diffe´rents e´tats de la variable. Nous devons donc
dans ce chapitre produire une classification fine des signatures, ce que ne permet pas l’algo-
rithme FCM tel que nous l’avons utilise´ jusqu’a` pre´sent. Pour illustrer cette inadaptation,
un exemple de signatures d’images (calcule´es sur un seul niveau de de´composition) est donne´
sur la figure 4.30.
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Figure 4.30 — Proble`me de l’algorithme FCM. Sur cet exemple, les points repre´sentent les
signatures nume´riques d’une sous-bande de la de´composition de toutes les images de type
’vue CC gauche’ de la base des mammographies (voir figure 2.3), c’est a` dire les couples (α, β)
de´finis au chapitre 3. Chaque niveau de se´ve´rite´ est repre´sente´ par une couleur (niveau 0 :
vert, niveau 1 : bleu, niveau 2 : rouge). L’algorithme FCM de´tecte trois groupes de grande
taille, plus e´ventuellement des groupes de petite taille. Chacun de ces groupes principaux
correspond a` un appareil d’acquisition. Si nous augmentons le nombre de groupes, les groupes
principaux sont inchange´s et des petits groupes apparaissent.
Nous remarquons que les classes qui nous inte´ressent, les niveaux de se´ve´rite´, ne sont
pas facilement se´parables : les groupes se chevauchent. Nous sommes en outre geˆne´s
par l’existence de groupes “parasites” qui sont eux bien se´parables (tels que les groupes
correspondant aux appareils d’acquisition).
Afin d’ame´liorer l’ade´quation entre les groupes de signatures et la se´mantique des
images, nous modifions l’algorithme FCM pour le rendre supervise´ : nous exploitons la
classe des images lors de la construction des groupes. L’algorithme FCM, tel que nous
l’avons imple´mente´, utilise uniquement la matrice de distance Da entre chacun des exemples
d’apprentissage pour construire les groupes (voir chapitre 4.2.4). Ainsi, une solution simple
pour inte´grer la classe des exemples pendant l’apprentissage consisterait a` modifier la mesure
de distance Da : plus les classes de deux exemples seraient proches, plus on diminuerait
leur distance. Le principe serait de de´finir une nouvelle matrice de distance combinant
line´airement la matrice Da et une matrice de distance entre les classes d’exemples. Cette
approche n’est cependant pas applicable : il ne serait pas possible de de´terminer le groupe
d’un nouvel exemple, car ne connaissant pas sa classe, nous ne pourrions pas mesurer sa
distance au centro¨ıde de classe. Il est ne´cessaire de pouvoir de´terminer le groupe d’un nouvel
exemple a` partir de la signature nume´rique uniquement.
Nous proposons donc une solution pour contourner ce proble`me. Il s’agit de construire,
pendant l’apprentissage, une fonction permettant d’associer chaque point de l’espace des
signatures a` un groupe. Pour cela, dans un premier temps, nous discre´tisons l’espace des
signatures en un ensemble fini de secteurs. Ainsi, chaque point de l’espace des signatures est
associe´ a` un secteur. Puis nous associons chacun de ces secteurs a` un groupe. L’association
entre un point de l’espace et un secteur se fait a` partir de la signature uniquement : ainsi
lorsqu’un nouveau cas, dont la classe est inconnue, est pre´sente´ au syste`me, nous pouvons
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de´terminer le secteur de l’espace auquel il est associe´. L’association entre un secteur de l’espace
et un groupe, quant a` lui, inte`gre l’information de classe. En effet, cette association se fait
pendant l’apprentissage, a` partir d’exemples d’apprentissage dont on connaˆıt la classe. La
proce´dure est re´sume´e sur la figure 4.31.
Figure 4.31 — Inte´gration d’images dans un re´seau baye´sien
L’algorithme SOM (pre´sente´ au paragraphe 3.2.6) peut eˆtre utilise´ pour discre´tiser l’espace
des signatures. En effet, cet algorithme construit une carte de neurones, chaque neurone
repre´sentant les points de l’espace environnant (c’est a` dire des signatures, dans notre cas).
En associant chaque point de l’espace des signatures au neurone le plus proche, nous avons
bien discre´tise´ l’espace : un secteur est constitue´ de l’ensemble des points de l’espace dont
le neurone le plus proche est identique. Un premier inte´reˆt de l’algorithme SOM pour notre
proble`me est que les re´gions denses de l’espace sont repre´sente´es par plus de neurones (c’est
une proprie´te´ ge´ne´rale de l’algorithme SOM). Ainsi, le proble`me des groupes parasites ne se
pose plus. Le second inte´reˆt est qu’en faisant varier les dimensions de la carte, nous pouvons
controˆler la taille des secteurs. L’algorithme propose´ par Kohonen est utilise´ pour construire
la carte (voir figure 4.32). Il est possible de spe´cifier dans cet algorithme la mesure de distance
utilise´e pour comparer deux vecteurs (un point de l’espace et le vecteur repre´sentatif d’un
neurone). Nous avons utilise´ la distance base´e sur la divergence de Kullback-Leibler, de´finie
pour comparer deux signatures nume´riques (e´quation 3.54 du paragraphe 3.3.3).
Figure 4.32 — Exemple de re´sultat de l’algorithme SOM. Les vecteurs d’entre´e sont les
signatures nume´riques de toutes les images de type ’vue CC gauche’ de la base des mam-
mographies. Chaque pixel correspond a` un neurone de la carte. La couleur d’un neurone
repre´sente la proportion d’images de chaque classe qui lui sont affecte´es. Nous voyons que
les diffe´rentes classes sont relativement bien se´pare´es.
Pour de´finir les groupes a` partir des secteurs de l’espace, nous construisons une matrice
de distances entre ces secteurs (inte´grant l’information de classe, tel que nous le verrons
ci-dessous), et nous appliquons l’algorithme FCM a` cette matrice de distances. Nous pouvons
ensuite regrouper les neurones voisins qui sont similaires, par rapport a` la proportion
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d’exemples de chaque classe qui leur sont affecte´s. Pour comparer ces proportions nous
utilisons la me´trique d classes suivante :
d classes(Na,Nb) = |barycentre classes(Na)− barycentre classes(Nb)|
Γ− 1 (4.51)




ou` {x ∈ N} est l’ensemble des exemples affecte´s au neurone N , Γ est le nombre de classes
pour le proble`me conside´re´, et donc Γ − 1 est la distance maximale entre deux barycentres
de classes. Cette me´trique exploite l’ordre total entre les classes (les niveaux de se´ve´rite´s de
la pathologie) : classe 0 ≺ classe 1 ≺ classe 2 ≺ ...
Pour exprimer la notion de voisinage entre deux neurones, nous utilisons la me´trique
d position de´finie comme suit :
d position(Na,Nb) =
√





ou` (N .x,N .y) est la position de N sur la carte, COTE est le coˆte´ de la carte, et donc
COTE
√
2 est la distance euclidienne maximale entre deux neurones.
Les neurones sont ensuite regroupe´s par l’algorithme FCM en fonction d’une combinaison
de d classes et d position : α.d classes + (1 − α).d position, α ∈ [0, 1], les deux me´triques
d classes et d position e´tant a` valeur dans [0, 1]. Le nombre de groupes Kˆ est de´termine´
afin de maximiser l’information mutuelle entre les labels de groupes (k = 1..K) et les labels











α est lui recherche´ par validation croise´e. Pour chaque valeur de α ∈ { nnmax , n = 0..nmax} :
– les exemples de BA sont re´partis en G groupes de taille e´gale.
– tour a` tour, l’un des groupes g = 1..G sert de base de validation, et les G − 1 autres
servent de base d’apprentissage.
– la recherche du nombre de groupes Kˆ et la segmentation en Kˆ groupes sont effectue´s
en utilisant la base d’apprentissage.
– l’information mutuelle Ig est calcule´e en utilisant les exemples de la base de validation.
– le score de α est donne´ par 1G
∑G
g=1 Ig.
La valeur α qui obtient le score maximal est conserve´e.
Nous avons donc bien inte´gre´ l’information de classe pour de´finir nos groupes (par l’in-
terme´diaire de la distance d classes) et ainsi avoir une meilleure corre´lation entre les groupes
et les classes. Nous n’avons pas non plus besoin de connaˆıtre la classe d’un nouveau cas pour
lui associer un groupe, car pour de´finir les groupes auxquels est affecte´ cet exemple, nous
avons juste besoin de connaˆıtre les neurones de la carte de Kohonen les plus proches de ce
cas, la proximite´ avec ces neurones n’e´tant de´finie qu’a` partir de sa signature (e´quation 3.54
du paragraphe 3.3.3).
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4.3.8 Parame´trage du re´seau baye´sien
4.3.8.1 Evaluation d’un re´seau baye´sien
Le crite`re utilise´ pour e´valuer un re´seau baye´sien est la pre´cision moyenne calcule´e sur la
base de test (BT ) pour une feneˆtre de retrouvaille de taille 5 (cf. 1.6). Soit π(ci) la pre´cision
pour une feneˆtre de taille 5 lorsqu’un exemple ci ∈ BT est place´ en requeˆte. Le score de
pre´cision moyenne d’un re´seau est donc :∑
ci∈BT π(ci)
|BT | (4.55)
4.3.8.2 Parcours de l’espace des parame`tres
Les parame`tres a` e´valuer sont les suivants :
– p1 : le parame`tre de l’algorithme SOM : la taille de la carte (voir paragraphe 4.3.7)
– p2 : le parame`tre de l’algorithme FCM : le degre´ de flou (voir paragraphe 4.2.4)
Pour chaque parame`tre pl, un ensemble discret de valeurs P l = {pl1, pl2, ..., plnl} est e´value´
et le meilleur e´le´ment de l’espace produit P 1 × P 2 × P 3 × P 4 × P 5 × P 6 est se´lectionne´. La
recherche a e´te´ acce´le´re´e par un algorithme ge´ne´tique (voir section 3.2.4). Pour cela, nous
avons fixe´ n1 = n2 = n¯ et chaque ge´nome est un vecteur d’entiers a` valeur dans {1, 2, ..., n¯}2.
Le score affecte´ a` chaque ge´nome par rapport au vecteur de parame`tres est une
moyenne obtenue sur plusieurs re´plications. Pour chaque re´plication, BA et BT sont choisies
diffe´remment et diffe´rents re´seaux baye´siens sont donc ge´ne´re´s.
4.3.9 Re´sultats
Tous les calculs ont e´te´ effectue´s en utilisant les signatures d’images ayant fourni les
meilleurs scores de pre´cision moyenne au chapitre 3.3, a` savoir les signatures base´es sur les
gaussiennes ge´ne´ralise´es, en utilisant une base d’ondelettes optimise´e.
4.3.9.1 Influence des diffe´rents parame`tres
L’influence des diffe´rents parame`tres est illustre´e sur les figures 4.33 et 4.34.
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(a) re´tines (b) mammographies
Figure 4.33 — Influence du parame`tre de l’algorithme SOM. Nous voyons que ce parame`tre
joue un roˆle important sur la pre´cision moyenne dans le cas de la base des re´tines, mais un
roˆle relativement faible dans le cas de la base des mammographies.
(a) re´tines (b) mammographies
Figure 4.34 — Influence du parame`tre de l’algorithme FCM. Nous pouvons faire les meˆmes
commentaires que pour la figure 4.33.
4.3.9.2 Me´thode optimale
Les meilleurs re´sultats obtenus, avec les parame`tres optimaux trouve´s par l’algorithme
ge´ne´tique, sont pre´sente´s dans le tableau 4.9.
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Tableau 4.9 — Re´sultats : pre´cision moyenne du re´seau baye´sien et parame`tres optimaux
parame`tre re´tines mammographies
p1 (parame`tre de l’algorithme SOM) 9 10
p2 (parame`tre de l’algorithme FCM) 1,2 1,5
pre´cision moyenne obtenue 70,36% 82,05%
Les scores de pre´cision moyenne obtenus sont significativement infe´rieurs a` ceux obtenus par
la me´thode base´e sur les arbres de de´cision (cf. tableau 4.4).
4.3.9.3 Temps de calcul
Le temps de calcul moyen pour se´lectionner les cinq cas les plus proches d’une image
requeˆte, avec les parame`tres optimaux fournis dans le tableau 4.9, est donne´ dans le tableau
4.10. Ce temps est de´compose´ entre les diffe´rentes e´tapes de calcul. Les calculs sont effectue´s
avec un processeur AMD Athlon 64-bit cadence´ a` 2 GHz.
Tableau 4.10 — Temps de calcul
base de donne´es re´tines mammographies
transforme´e en ondelettes (pour 1 image) 0,22 s 1,99 s
estimation de (αˆ, βˆ) (pour 1 image) 4,35 s 33,90 s
calcul des distances avec les signatures 0,033 s 1,14 s
de la base d’exemples (pour 1 “attribut image”)
infe´rence et classement des exemples 0,102 s 0,107 s
temps total moyen 40,12 s 148,23 s
Il en ressort nettement que l’essentiel du temps est consacre´ au calcul des signatures
d’images.
Remarque : en utilisant les signatures d’images base´es sur les histogrammes, nous pour-
rions obtenir des temps de calcul plus faibles, au prix d’une pre´cision moyenne plus faible
e´galement.
4.3.9.4 Robustesse
Pour e´tudier la robustesse de la me´thode relativement aux informations manquantes, nous
avons applique´ la proce´dure de´crite au paragraphe 4.1.3. La courbe de pre´cision moyenne de
la me´thode en fonction du nombre d’attributs renseigne´s est donne´e sur la figure 4.35.
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Figure 4.35 — Robustesse relativement aux valeurs manquantes. Nous voyons que cette
me´thode est assez robuste relativement aux informations manquantes, mais moins que celle
base´e sur les arbres de de´cision (voir figure 4.16).
4.3.10 Requeˆte interactive
Comme nous l’avons dit au paragraphe 4.1.4, nous proposons une approche interactive
pour effectuer une requeˆte sur la base de donne´es, afin d’e´viter a` l’utilisateur de remplir
inte´gralement les champs du dossier patient constituant sa requeˆte. Nous proposons pour
cela deux proce´dures. La premie`re proce´dure, pre´sente´e au paragraphe suivant, met a`
jour la liste de retrouvaille a` chaque fois que l’utilisateur renseigne un nouvel attribut.
La seconde proce´dure, pre´sente´e au paragraphe 4.3.10.2 lui indique quels attributs non
renseigne´s sont susceptibles d’eˆtre les plus discriminants, compte tenu de ceux de´ja` renseigne´s.
La recherche de´crite dans les deux paragraphes suivants est une recherche ite´rative : a`
chaque ite´ration k, l’utilisateur renseigne un nouvel attribut ak du cas cr place´ en requeˆte et
la liste de re´sultats est mise a` jour.
4.3.10.1 Mise a` jour de la liste de recherche
Le re´seau baye´sien propose´ au paragraphe 4.3.5, note´ G, est inadapte´ pour la recherche
interactive. En effet, sa structure de´pend des attributs de la requeˆte cr : la variable R est
relie´e aux variables de descripteurs Dj disponibles pour cr. Or ces variables varient au cours
de la requeˆte. Il est donc plus adapte´ d’inverser le roˆle de la requeˆte et des cas de la base
d’exemples. Les modifications suivantes sont donc apporte´es a` la me´thode :
– Les matrices de probabilite´s conditionnelles liant la variable R aux variables de descrip-
teurs (Dj)j=1..N (les matrices P (Dj = djk|R)) sont estime´es pour chaque cas (ci)i=1..M
de la base d’exemples. L’ensemble de ces matrices de probabilite´s conditionnelles peut
eˆtre vu comme la signature multimodale de ci.
– Les descripteurs de cr disponibles sont traite´s comme des preuves.
Pour des raisons de taille me´moire et de temps de calcul, nous ne cre´ons pas un re´seau
baye´sien pour chaque cas de la base d’exemples. Au lieu de cela, nous cre´ons une unique
instance de GI , la couche mode´lisant les relations entre les descripteurs (voir figure 4.27 (a)).
Et de plus, pour chaque cas (ci)i=1..M de la base d’exemples, nous cre´ons une couche de
re´seau de´pendante de ci, note´e Gci , mode´lisant les relations entre R et chaque variable de
descripteurs Dj disponibles pour ci. La me´thode de recherche interactive est compare´e a` la
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me´thode propose´e au paragraphe 4.3.5, sur la figure 4.36.
(a) Me´thode initiale (b) Me´thode interactive
Figure 4.36 — Me´thode de recherche interactive base´e sur les re´seaux baye´siens. Les deux
me´thodes sont compare´es sur l’exemple suivant. La requeˆte cr a deux attributs connus : D1
et D2, et la base d’exemples est constitue´e de deux cas : c1 et c2. c1 a deux attributs connus :
D1 et D4, c2, en a trois : D2, D3, et D4. Dans chaque re´seau, les variables de descripteurs
traite´es comme des preuves sont grise´es. Sur la figure (a), le re´seau G, de´pendant de la
requeˆte, est pre´sente´ avec deux initialisations : celle pour e´valuer c1 et celle pour e´valuer c2.
Sur la figure (b), la couche GI , inde´pendante de cr, c1 et c2, est mise a` jour a` chaque fois
qu’un attribut est renseigne´ pour cr. Puis les probabilite´s a posteriori des variables de GI
sont traite´es comme des preuves dans Gc1 et Gc2 pour e´valuer c1 et c2, respectivement.
Le principe de la recherche interactive par cette me´thode est le suivant :
1. Le re´seau GI est initialise´ : P (Dj) est fixe´e a` la probabilite´ a priori de Dj , j = 1..N .
2. A chaque ite´ration k :
(a) l’attribut ak renseigne´ par l’utilisateur est traite´ comme une preuve pour la variable
Dj correspondante : l’algorithme d’infe´rence est applique´ dans le re´seau GI et la
probabilite´ a posteriori de chaque descripteur est ainsi mise a` jour.
(b) pour chaque cas ci de la base d’exemples, la probabilite´ a posteriori de chaque
descripteur renseigne´ pour ci est reporte´e dans Gci . Ces descripteurs sont traite´s
comme des preuves pour infe´rer la probabilite´ a posteriori deR, qui permet d’e´valuer
ci.
(c) les cas ci sont range´s par ordre de´croissant de la probabilite´ a posteriori P (R)
calcule´e dans Gci .
4.3.10.2 Se´lection du prochain attribut a` renseigner
Pour obtenir des re´sultats satisfaisants le plus rapidement possible, il est inte´ressant d’ai-
der l’utilisateur a` choisir le prochain attribut a` renseigner. A priori, les descripteurs Dj les
plus susceptibles d’influer sur le classement des cas de la base d’exemples sont ceux qui ont le
lien de de´pendance le plus fort avec la variable R, caracte´risant la satisfaction de la requeˆte.
Dans un re´seau baye´sien, la force d’un lien de de´pendance entre deux variables est mode´lise´e
par l’information mutuelle entre ces variables. Ainsi, pour aider l’utilisateur a` de´terminer le
prochain attribut a` renseigner, nous attribuons une note a` chaque descripteur de la manie`re
suivante :
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– Nous conside´rons les cas ci les mieux classe´s a` l’issu de l’ite´ration k-1.
– Parmi ces cas ci, nous calculons la moyenne de l’information mutuelle entre Dj et R
dans Gci . L’information mutuelle entre Dj et R dans Gci est estime´e en conside´rant
tour a` tour chaque cas (cj)j 6=i de la base d’exemples, et en construisant l’histogramme
cumule´ de R (fixe´ a` 1 si ci et cj sont au meˆme stade d’e´volution de la pathologie et 0
sinon) et de Dj .
Ainsi, a` l’issue de l’ite´ration k-1, les attributs non renseigne´s sont pre´sente´s a` l’utilisateur
par ordre de´croissant de ce crite`re.
4.3.11 Discussion
La me´thode propose´e permet d’inte´grer des donne´es he´te´roge`nes, de ponde´rer les
attributs en fonction de leur pertinence (par l’interme´diaire des matrices de probabilite´s
conditionnelles) et de ge´rer les informations manquantes, ce qui e´tait l’objectif fixe´ au
chapitre 4.1. Il est e´galement possible d’inte´grer de la connaissance a priori dans le
mode`le (cf. paragraphe 4.3.2.3). Graˆce a` l’algorithme d’apprentissage utilise´, la pre´cision
moyenne de la me´thode est importante. Ainsi une pre´cision de 70,36% est obtenue sur la base
des re´tines et une pre´cision de 82,05% sur la base des mammographies dans le meilleur des cas.
Cette me´thode de recherche est rapide : la plus grande partie du temps de calcul est
consacre´e a` l’extraction des signatures d’images, qui est inde´pendante de l’algorithme
de recherche utilise´. Graˆce a` cette me´thode, nous pouvons d’ailleurs e´viter de calculer
toutes les signatures. En effet, une pre´cision suffisante peut eˆtre atteinte avant que chaque
attribut ne soit saisi par l’utilisateur. Par conse´quent, l’utilisateur peut arreˆter de saisir
de nouveaux attributs lorsqu’il a obtenu des re´sultats satisfaisants, graˆce a` la proce´dure
de´crite au paragraphe 4.3.10.1. Sur la base des re´tines par exemple, une pre´cision de 60%
pour une feneˆtre de cinq cas peut eˆtre atteinte en renseignant simplement 46% des attributs
(voir figure 4.35) : avec cette pre´cision, la majorite´ des cas se´lectionne´s (trois sur cinq)
appartiennent a` la classe de la requeˆte. Ce seuil peut meˆme eˆtre abaisse´ en choisissant
judicieusement les parame`tres a` renseigner, comme le de´crit le paragraphe 4.3.10.2.
Un des inte´reˆts de cette me´thode, par rapport a` la me´thode base´e sur les foreˆts de
de´cision, est sa lisibilite´. Tout d’abord, les relations entre les diffe´rents attributs sont
mode´lise´es sur un seul graphe, facilement interpre´table, par opposition a` un ensemble
de graphes pour les foreˆts de de´cision. De plus, nous pouvons plus facilement visualiser
l’influence de chaque attribut (Dj)j=1..N graˆce aux matrices de probabilite´s conditionnelles
les reliant au nœud R.
Un autre inte´reˆt de cette me´thode est sa ge´ne´ricite´ : tout comme la me´thode base´e sur les
arbres de de´cision, elle peut traiter toute base de donne´es multime´dia, pourvu qu’une mesure
de distance soit fournie pour chaque nouvelle modalite´ (son, vide´o, etc.).
142
CHAPITRE 4. INDEXATION ET RECHERCHE D’INFORMATION
MULTIMODALE
4.4 Recherche d’information multimodale base´e sur la the´orie
DSmT
Notre objectif, dans cette the`se, est de rechercher des dossiers patients proches d’un
dossier place´ en requeˆte, en fonction de plusieurs crite`res : les dossiers se´lectionne´s doivent
eˆtre proches de la requeˆte a` la fois du point de vue des diffe´rentes images et des diffe´rentes
informations contextuelles qui la composent. Ceci implique de fusionner des informations
issues de plusieurs sources. Pour cette raison, nous nous sommes inte´resse´s aux ope´rateurs
de fusion. Au chapitre pre´ce´dent, nous avons de´fini un moteur de recherche base´ sur les
re´seaux baye´siens, a` la fois pour mode´liser les relations entre les descripteurs de dossiers et
pour fusionner les informations de pertinence issues de ces diffe´rents descripteurs. Nous nous
sommes pour cela base´s sur la fusion baye´sienne. Cependant, la fusion baye´sienne pre´sente
des inconve´nients. Elle ne permet d’abord pas de mode´liser l’incertitude et l’impre´cision des
sources d’information. Ce proble`me est particulie`rement geˆnant lorsque nous disposons de
peu d’exemples dans la base de donne´es, comme dans la base des re´tines, pour construire le
mode`le. Ensuite, comme d’autres ope´rateurs de fusion, la fusion baye´sienne ne permet pas
de ge´rer efficacement les conflits importants entre les sources d’information. Nous cherchons
donc dans ce chapitre a` exploiter une me´thode de fusion permettant de ge´rer ces proble`mes :
la the´orie de Dezert-Smarandache [127].
Nous allons dans un premier temps adapter le mode`le pre´sente´ au chapitre pre´ce´dent a` la
the´orie de Dezert-Smarandache. Puis nous exploiterons les possibilite´s offertes spe´cifiquement
par cette nouvelle the´orie de fusion, pour la recherche d’information. Pour finir, nous discute-
rons de l’inte´gration de connaissances a priori dans un syste`me de recherche, a` l’aide de fusion
indirecte, c’est a` dire la fusion d’informations issues de diffe´rents capteurs (les descripteurs
de dossier) et de connaissances a priori.
4.4.1 Pre´sentation de la the´orie de Dezert-Smarandache
4.4.1.1 Les me´thodes de fusion
La fusion d’informations consiste a` combiner des informations issues de plusieurs sources
pour prendre une de´cision. Le but n’est pas de re´duire les redondances contenues dans les
informations issues de plusieurs sources, mais au contraire d’en tenir compte afin d’ame´liorer
la prise de de´cision. Dans le meˆme but, on cherche a` mode´liser au mieux les diffe´rentes
imperfections des donne´es (impre´cisions, incertitudes, conflits, ambigu¨ıte´s, incomple´tude,
fiabilite´ des sources, ...). Les sources d’informations dans nos dossiers sont les diffe´rentes
images et les diffe´rents descripteurs se´mantiques.
On peut distinguer deux types de fusion : la fusion directe et la fusion indirecte. La
fusion directe consiste a` combiner les sorties de plusieurs “capteurs” ou classifieurs. La fusion
indirecte consiste a` combiner la sortie d’un capteur et de la connaissance a priori. Les deux
approches sont explore´es dans ce chapitre.
Les me´thodes de fusion se divisent en plusieurs cate´gories :
– les me´thodes de vote, qui consistent a` choisir la de´cision pre´conise´e par le plus grand
nombre de sources.
– la fusion probabiliste ou baye´sienne. Cette approche est pre´sente´e a` la section 4.3.
– la the´orie des masses de croyances. Issue de la combinaison de Dempster-Shafer, elle offre
une grande capacite´ de mode´lisation des imperfections (par des mode`les probabilistes
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[4] ou de distances [34]). Elle tient compte e´galement des ambigu¨ıte´s et des conflits
entre les sources.
– la the´orie des possibilite´s. Issue de la the´orie des ensembles flous, la the´orie des
possibilite´s [38] propose une mode´lisation de l’impre´cision et de l’incertitude et offre
un grand choix d’ope´rateurs de combinaison.
Pour la recherche d’information en particulier, un autre type de fusion peut eˆtre utilise´ :
la fusion du rang. Pour chaque source d’information Sj , les cas de la base sont trie´s du
plus proche au plus e´loigne´, formant ainsi une liste ordonne´e Lj . Ensuite, pour chaque cas
(ci)i=1..M de la base de donne´es, les rangs de ci dans chaque liste Lj sont fusionne´s, afin
d’obtenir le rang de ci dans la liste finale. Ces me´thodes sont couramment utilise´es pour
le raisonnement a` base de cas (voir section 1.5). Nous les avons pre´sente´es au paragraphe
4.1.1.2.
4.4.1.2 La the´orie des masses de croyances
La the´orie de Dempster-Shafer
La the´orie de Dempster-Shafer (DST) [119] est une the´orie mathe´matique de la preuve
base´e sur les fonctions de croyance et le raisonnement plausible, qui sont pre´sente´s dans
les paragraphes suivants. DST est utilise´e pour combiner de l’information provenant de
plusieurs sources afin de calculer la probabilite´ d’un e´ve´nement.
Les de´finitions suivantes ont e´te´ introduites dans le cadre de DST puis ont e´te´ e´tendues
dans le cadre de la the´orie de Dezert-Smarandache (DSmT).
Cadre de discernement
Le cadre de discernement θ = {θ1, ..., θn} est l’ensemble des hypothe`ses envisageables
pour un proble`me donne´. Typiquement, dans un proble`me de classification, chaque e´le´ment
θi du cadre de discernement correspond a` une classe du proble`me.
Dans la the´orie de Dempster-Shafer (mode`le de Shafer, note´ M0(θ)), θ est exhaustif
(toutes les classes envisageables sont conside´re´es) et les hypothe`ses sont exclusives (θi∩θj = ∅,
∀i 6= j).
Masse de croyance
DST est une ge´ne´ralisation de la the´orie Baye´sienne des probabilite´s subjectives. Dans
la the´orie Baye´sienne, une probabilite´ p(θi) est associe´e a` chaque e´le´ment θi du cadre de
discernement, de telle sorte que p(θi) ∈ [0; 1] ∀i et
∑n
i=1 p(θi) = 1. Dans le cadre de DST,
on conside`re plus ge´ne´ralement des combinaisons d’hypothe`ses et on raisonne donc sur
l’ensemble des parties de θ, note´ 2θ. Par exemple, si θ = {θ1, θ2, θ3}, alors 2θ = {∅, θ1, θ2, θ3,
θ1 ∪ θ2, θ1 ∪ θ3, θ2 ∪ θ3, θ1 ∪ θ2 ∪ θ3}. Par extension des probabilite´s, on de´finit une fonction
m : 2θ → [0; 1], appele´e fonction de masse, respectant les conditions de l’e´quation 4.56.

m(∅) = 0




m(A), la masse de croyance de A, est la confiance porte´e strictement dans A sans que
celle-ci puisse eˆtre re´partie sur les hypothe`ses qui la composent.
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Re`gles de combinaison
Les masses de croyances, pre´sente´es ci-dessus, doivent eˆtre de´finies pour chacune des s
sources d’information. C’est alors qu’intervient la fusion : les masses de croyance de´finies
pour chaque source sont combine´es afin de de´finir une masse de croyance globale.







ou` mi est la fonction de masse de la source Si. Les ope´rateurs de fusion de DST et
de DSmT de´rivent de cette re`gle. Pour illustrer son fonctionnement, conside´rons l’exemple
suivant :
– soit θ = {θ1, θ2} le cadre de discernement
– soient deux sources S1 et S2 avec les fonctions de masse suivantes
m1(θ1) = 0, 1 m1(θ2) = 0, 2 m1(θ1 ∪ θ2) = 0, 7
m2(θ1) = 0, 4 m2(θ2) = 0, 3 m2(θ1 ∪ θ2) = 0, 3 (4.58)
Alors :
m∩(∅) = m1(θ1)m2(θ2) +m1(θ2)m2(θ1) = 0, 11 (4.59)
m∩(θ1) = m1(θ1)m2(θ1) +m1(θ1)m2(θ1 ∪ θ2) +m1(θ1 ∪ θ2)m2(θ1) = 0, 35 (4.60)
m∩(θ2) = m1(θ2)m2(θ2) +m1(θ2)m2(θ1 ∪ θ2) +m1(θ1 ∪ θ2)m2(θ2) = 0, 33 (4.61)
m∩(θ1 ∪ θ2) = m1(θ1 ∪ θ2)m2(θ1 ∪ θ2) = 0, 21 (4.62)
Plus les sources d’information sont conflictuelles, moins la re`gle conjonctive est efficace.
Une alternative a` la re`gle conjonctive dans le cas de sources conflictuelles est la re`gle







Le conflit entre les sources d’information peut eˆtre mesure´. Pour cela, la notion de masse







Pour l’exemple de l’e´quation 4.58, k12 = 0, 11. Chacun des termes de cette somme est
appele´ masse conflictuelle partielle. La re`gle de combinaison de Dempster exploite cette
mesure de conflit pour ame´liorer la re`gle conjonctive. Sa formule, dans le cas d’un proble`me









m1(X1)m2(X2),∀X ∈ 2θ 6= ∅ (4.65)
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Pour l’exemple de l’e´quation 4.58 :
mDS(∅) = 0 (4.66)
mDS(θ1) =
1
1− 0, 110, 35 = 0, 39 (4.67)
mDS(θ2) =
1
1− 0, 110, 33 = 0, 37 (4.68)
mDS(θ1 ∪ θ2) = 1
1− 0, 110, 21 = 0, 24 (4.69)
Fonctions de croyance
Une fois de´finie la masse de croyance globale pour chaque combinaison d’hypothe`ses
Bi, la probabilite´ d’une partie A du cadre de discernement peut eˆtre calcule´e. Dempster a
de´fini pour cela deux probabilite´s, dites supe´rieure et infe´rieure, respectivement le degre´ de
croyance et le degre´ de plausibilite´ de A.
La fonction de croyance Bel(A) (croyance que la ve´rite´ est dans A - e´quation 4.70) est la





La fonction de plausibilite´ Pl(A) (la plausibilite´ que la ve´rite´ est dans A - e´quation 4.71)





La plausibilite´ de A est e´gale a` la croyance de θ moins la croyance du comple´mentaire
de A dans 2θ. Par de´finition, la fonction de croyance est une mesure ge´ne´ralement trop
pessimiste et la plausibilite´ trop optimiste. Pour cette raison, Smets [129] a propose´ un







4.4.1.3 La the´orie de Dezert-Smarandache
La the´orie de Dezert-Smarandache a e´te´ propose´e en 2001 pour re´soudre des proble`mes
de fusion auxquels la the´orie de Dempster-Shafer est mal adapte´e. En effet, pour appliquer
la the´orie DST, les sources d’information sont suppose´es concordantes, c’est a` dire que le
conflit entre les sources doit eˆtre faible. Cette limitation est due a` l’ope´rateur de fusion
utilise´ (la re`gle de combinaison de Dempster). Ainsi, DSmT propose de nouveaux ope´rateurs
de fusion permettant de combiner des sources paradoxales ou hautement conflictuelles.
DSmT a e´galement pour objectif de mieux mode´liser l’incertitude et l’impre´cision
des sources d’information. En effet, le mode`le de Shafer ne conside`re qu’un nombre fini
d’hypothe`ses pour un proble`me e´tudie´, ces hypothe`ses devant eˆtre exhaustives et exclusives.
Or pour de nombreux proble`mes, les hypothe`ses sont par nature vagues et impre´cises, et il
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est alors impossible d’identifier des hypothe`ses exclusives et se´pare´es pre´cise´ment. C’est par
exemple le cas de concepts continus tels que la tempe´rature (qui ne peut eˆtre pre´cise´ment
de´crite par les hypothe`ses chaud/froid). Pour cela, DSmT conside`re des hypothe`ses qui
peuvent se chevaucher. Ainsi, le cadre de discernement est un ensemble fini, dont les e´le´ments
sont exhaustifs, mais pas force´ment exclusifs.
Pour cela, deux modifications ont e´te´ apporte´es par rapport a` DST :
– de nouveaux mode`les pour le cadre de discernement (le mode`le libre et le mode`le hy-
bride)
– de nouveaux ope´rateurs de fusion
Le mode`le libre
Le mode`le libre [127], note´ Mf (θ), est base´ sur le treillis de Dedekind. C’est a` dire que,
contrairement au mode`le de Shafer, on n’affecte plus uniquement de masses de croyance
aux e´le´ments de 2θ, mais a` toutes les propositions construites a` partir d’e´le´ments de θ par
les ope´rateurs ∩ et ∪. On nomme Dθ l’ensemble de ces propositions (chaque e´le´ment de
Dθ correspond a` un noeud du treillis de Dedekind). Par exemple, si θ = {θ1, θ2}, alors
Dθ = {∅, θ1, θ2, θ1 ∩ θ2, θ1 ∪ θ2}. Le cardinal de Dθ est hyper-exponentiel en |θ| : |Dθ| est
majore´ par 22
|θ|
. Ainsi, si |θ| = 3 alors |Dθ| = 19, si |θ| = 4 alors |Dθ| = 167, si |θ| = 5 alors
|Dθ| = 7580, ...
Le mode`le hybride
Le mode`le hybride [127], note´ M(θ), a e´te´ propose´ en 2003, il introduit des contraintes
dans le mode`le libre. Ainsi, avec ce mode`le, il est possible de spe´cifier que certaines hypothe`ses
du cadre de discernement sont incompatibles deux a` deux. Le mode`le contraint de Shafer
M0(θ) ainsi que le mode`le libreMf (θ) sont des cas particuliers du mode`le hybride. Les trois
mode`les sont illustre´s sur la figure 4.37. Les e´le´ments de X ∈ D(θ) incompatibles avec les
contraintes du mode`le sont dits e´quivalents a` ∅ et on note X ≡ ∅. Pour l’exemple de mode`le
hybride de la figure 4.37, θ3 est incompatible avec θ1 et θ2, donc θ1 ∩ θ3 ≡ ∅, θ2 ∩ θ3 ≡ ∅,
(θ1 ∪ θ2) ∩ θ3 ≡ ∅, etc. Soit V (θ) l’ensemble forme´ de ∅ et des e´le´ments X ∈ D(θ) tels que
X ≡ ∅.
Figure 4.37 — Comparaison des mode`les contraint, libre et hybride. Le cadre de discer-
nement conside´re´ est θ = {θ1, θ2, θ3}. La figure repre´sente de gauche a` droite le diagramme
de Venn [143] du mode`le contraint (de Shafer), celui du mode`le libre et celui d’un mode`le
hybride pour lequel l’hypothe`se θ3 est incompatible avec les deux autres.
La de´finition donne´e pre´ce´demment pour la re`gle conjonctive (e´quation 4.57) ou la masse
conflictuelle totale (e´quation 4.64) reste identique lorsque le mode`le hybride est conside´re´ ; il
suffit de remplacer 2θ par D(θ).
Fonctions de croyance ge´ne´ralise´es
Pour un cadre de discernement quelconque, la fonction de masse est ge´ne´ralise´e de la
manie`re suivante (e´quation 4.73) :
























ou` CM(Bi) de´signe la cardinalite´ de l’ensemble Bi dans le graphe de Venn [143], c’est a`
dire le nombre de portions de ce diagramme qui composent Bi. Par exemple, sur les exemples
de la figure 4.37, C0M(θ1) = 1, CfM(θ1) = 4 et CM(θ1) = 2.
Les ope´rateurs de fusion de DSmT
L’ope´rateur de fusion propose´ pour les mode`les libre et hybride est de´fini dans l’e´quation
4.77 [127] :



















ou` Φ(X) vaut 1 si X /∈ V (θ), 0 sinon, s est le nombre de sources, U = u(X1)∪ ...∪u(Xs),
u(Xi) est l’union de tous les e´le´ments θi ∈ θ implique´s dans la forme canonique de Xi et
It = θ1 ∪ ...∪ θn est l’ignorance totale. Cette re`gle a e´te´ conc¸ue pour bien prendre en compte
tous les cas particuliers.
D’autres ope´rateurs de fusion, s’appliquant au mode`le hybride, ont e´te´ propose´s [128].
Notamment les re`gles de redistribution proportionnelle de conflit (Proportional Conflict
Redistribution : PCR1, PCR2, ..., PCR6) (de´crites aux chapitres 1 et 2 de [128]). Cette
famille d’ope´rateurs fournit de meilleurs re´sultats que l’ope´rateur de´fini ci-dessus sur plu-
sieurs applications pratiques [128]. Le principe de ces ope´rateurs est de redistribuer la masse
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conflictuelle totale k12...s ou partielle (voir e´quation 4.64) entre les ensembles Xc ∈ D(θ) im-
plique´s dans le conflit. Cette redistribution se fait proportionnellement a` l’apport en masse
de croyance de chaque Xc a` la masse conflictuelle. Pour les ope´rateurs PCR les plus simples
(PCR1 et PCR2), c’est la masse conflictuelle totale qui est redistribue´e, pour les autres, c’est
chaque masse conflictuelle partielle. Les re`gles PCR5 et PCR6 (identiques dans le cas de
deux sources) sont les plus exactes mathe´matiquement. Nous les illustrons sur l’exemple
de l’e´quation 4.58, ou` θ = {θ1, θ2}. Supposons que θ1 et θ2 soient incompatibles. Nous
avons donc V (θ) = {∅, θ1 ∩ θ2} et k12 = m1(θ1)m2(θ2) + m1(θ2)m2(θ1) = 0, 11. Nous po-
sons donc mPCR5(θ1 ∩ θ2) = 0 et nous redistribuons m1(θ1)m2(θ2) entre mPCR5(θ1) et
mPCR5(θ2) proportionnellement a` m1(θ1) et m2(θ2) respectivement. De meˆme, nous redistri-
buons m1(θ2)m2(θ1) entre mPCR5(θ1) et mPCR5(θ2) proportionnellement a` m2(θ1) et m1(θ2)
respectivement. En effet, l’ensemble θ1∪θ2 n’est pas implique´ dans le conflit, il ne rec¸oit donc
aucune part de la masse conflictuelle. Ainsi sur cet exemple :














mPCR5(θ1 ∪ θ2) = m∩(θ1 ∪ θ2)
Conside´rations algorithmiques
Quel que soit l’ope´rateur conside´re´, la complexite´ de la fusion est exponentielle en
s, le nombre de sources. Pre´cise´ment, soit m le nombre maximal d’e´le´ments focaux par
source, c’est-a`-dire le nombre maximal d’e´le´ments X ∈ D(θ) tels que mi(X) > 0 pour une
source Si. Alors la complexite´ de la fusion est en O(m
s). Or, nous envisageons de fusionner
de l’information provenant de plusieurs dizaines de sources. De plus, m est lui-meˆme
hyper-exponentiel en |θ|. Nous sommes donc restreints dans le choix du mode`le. Notamment,
au dela` d’un certain nombre d’hypothe`ses, nous sommes oblige´s d’utiliser un mode`le hybride.
Pour limiter la complexite´, nous proposons en annexe C un algorithme polynomial en s
pour un proble`me a` deux hypothe`ses, qui permet la fusion de masses de croyance par la re`gle
conjonctive et par un ope´rateur de type PCR.
4.4.2 Mode´lisation de la recherche d’information par DSmT
Rappelons que l’objectif est de retrouver, dans une base de donne´es de documents
multime´dia, des documents voisins du document requeˆte. Tout comme dans la me´thode
pre´ce´dente, base´e sur les re´seaux baye´siens, nous allons estimer, en conside´rant tour a` tour
chacun des descripteurs du dossier patient, la probabilite´ qu’un cas donne´ de la base soit
similaire a` la requeˆte. Puis nous allons fusionner ces estimations, non plus dans le cadre de
la fusion baye´sienne, mais dans celui de la the´orie de Dezert-Smarandache.
En fonction des hypothe`ses conside´re´es pour le mode`le de fusion (c’est a` dire les e´le´ments
du cadre de discernement), nous allons de´finir deux mode`les de fusion directe. Le premier
e´tend le mode`le de´fini au chapitre pre´ce´dent a` un nouvel ope´rateur de fusion (voir paragraphe
4.4.2.1). Dans le premier mode`le, les hypothe`ses conside´re´es sont donc :
– R : un cas ci de la base de donne´es est pertinent,
– R¯ : le cas ci n’est pas pertinent,
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ces deux hypothe`ses e´tant e´value´es tour a` tour pour chaque cas (ci)i=1..M de la base. Le
deuxie`me mode`le, plus ge´ne´ral, exploite une spe´cificite´ de la the´orie DSmT : les hypothe`ses
n’ont pas besoin d’eˆtre exclusives (voir paragraphe 4.4.2.2). Ainsi, dans le second mode`le,
nous de´finissons les hypothe`ses non exclusives suivantes :
– C1 : le cas c1 de la base de donne´es est pertinent,
– C2 : le cas c2 de la base de donne´es est pertinent,
– ...
– CM : le cas cM de la base de donne´es est pertinent.
Finalement, nous de´finissons un mode`le de fusion indirecte, pour e´tendre ces mode`les au cas
ou` nous disposons de connaissances a priori (voir paragraphe 4.4.2.2). Ce dernier mode`le est
applique´ a` la base de re´tinopathies diabe´tiques, pour laquelle nous disposons de certaines
connaissances a priori (voir chapitre 4.4.2.3).
4.4.2.1 Mode`le base´ sur la requeˆte (mode`le 1)
Le cadre de discernement
Le premier mode`le propose´ est une adaptation de la me´thode base´e sur les re´seaux
baye´siens, pre´sente´e au chapitre 4.3. Nous en rappelons brie`vement le principe. Soit cr un
cas place´ en requeˆte au syste`me. Pour ranger les cas de la base de donne´es (ci)i=1..M du
plus proche de cr au plus e´loigne´, nous avons e´value´ la probabilite´ que chacun des cas ci
soit pertinent pour cr. Pour chaque cas ci, nous avons e´value´ deux hypothe`ses : R=“ci est
pertinent pour cr” ou R¯=“ci n’est pas pertinent pour cr”. L’un des nœuds du re´seau, note´
R, repre´sente cette variable de de´cision. Pour estimer P (R), nous avions d’abord estime´ la
probabilite´ P (R|Dj) d’apre`s chacune des sources (Sj)j=1..N , puis ces probabilite´s ont e´te´
fusionne´es par l’algorithme d’infe´rence du re´seau baye´sien. Les cas ont ensuite e´te´ range´s
par ordre de´croissant de P (R).
En utilisant le vocabulaire propre a` la fusion d’information, nous avons donc mode´lise´
le proble`me par le cadre de discernement θ1 = {R, R¯}. La fusion baye´sienne peut eˆtre vue
comme un cas particulier de la fusion par DSmT : au lieu d’affecter une probabilite´ a` chaque
hypothe`se pour chaque source Sj , P (R|Dj) et P (R¯|Dj) = 1−P (R|Dj) respectivement, nous
pouvons affecter une masse de croyance a` chaque e´le´ment deD(θ1) =
{∅, R, R¯, R ∩ R¯, R ∪ R¯},
a` savoir mj(∅), mj(R), mj(R¯), mj(R∩ R¯) et mj(R∪ R¯). mj(R∪ R¯) correspond a` l’ignorance
totale : plus ce terme est e´leve´, plus la confiance accorde´e a` la source Sj est faible. En fait, un
cas ne peut pas eˆtre a` la fois pertinent et non pertinent pour la requeˆte, nous imposons donc
la contrainte R ∩ R¯ ∈ V (θ1). Donc finalement, nous utilisons le mode`le contraint M0(θ1).
Le principe de la me´thode est illustre´ sur la figure 4.38. Une fois les fonctions de croyances
affecte´es a` chaque source, nous les fusionnons et nous en de´duisons la probabilite´ que le cas
(ci)i=1..M soit pertinent. Cette probabilite´ peut eˆtre traduite soit par la croyance, soit par la
plausibilite´, soit par la probabilite´ pignistique de R.
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(a) Cadre de dis-
cernement
(b) Fusion
Figure 4.38 — Mode`le base´ sur la requeˆte. Sur la figure (b), D1..DN sont les diffe´rentes




Calcul des masses de croyance
Pour de´terminer les masses de croyances, nous utilisons les matrices de probabilite´s
conditionnelles de´finies au paragraphe 4.3.6 pour la me´thode base´e sur les re´seaux baye´siens,




P (R|Dj = djk)αjk(ci) (4.81)
ou` αjk(ci) est le degre´ d’appartenance du cas ci de la base a` la valeur djk du descripteur
Dj . Nous proposons de de´finir les masses de croyance pour un attribut de la manie`re suivante :
– soit τj un seuil sur P (R|Dj)
– nous de´finissons le classifieur suivant : “si P (R|Dj) est supe´rieure a` τj alors R est vraie,
sinon R est fausse”
– si le classifieur indique que la requeˆte est satisfaite, nous de´finissons les masses de la
manie`re suivante
– mj(R)=la sensibilite´ du classifieur
– mj(R¯)=0
– mj(R ∪ R¯)=1-mj(R)
– sinon, nous les de´finissons de la manie`re suivante
– mj(R)=0
– mj(R¯)=la spe´cificite´ du classifieur
– mj(R ∪ R¯)=1-mj(R¯)
La sensibilite´ est la probabilite´ que le classifieur indique que la requeˆte est satisfaite
sachant qu’elle l’est effectivement : P(observation=R|re´alite´=R). La spe´cificite´ est la
probabilite´ que le classifieur indique que la requeˆte n’est pas satisfaite sachant qu’elle ne
l’est effectivement pas : P(observation=R¯|re´alite´=R¯).
Pour que la me´thode soit efficace, nous avons inte´reˆt a` ce que la sensibilite´ et la spe´cificite´
de chaque test soient aussi e´leve´es que possible. Nous recherchons donc pour chaque source
le seuil qui maximise le minimum de ces deux crite`res. Nous exploitons pour cela le fait que
la sensibilite´ est une fonction croissante du seuil et que la spe´cificite´ est elle une fonction
de´croissante du seuil. Ainsi, le minimum des deux crite`res est maximal lorsqu’ils sont
e´gaux. Nous pouvons donc de´terminer le seuil τj en recherchant une racine de la fonction
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τj → sensibilite´(τj)− spe´cificite´(τj) (la racine n’est pas force´ment unique car la sensibilite´
et la spe´cificite´ ne sont pas strictement monotones). Pour cela, nous appliquons la me´thode
de bissection, pre´sente´e au paragraphe 3.3.2.3, sur l’intervalle [0; 1].
Pour chaque valeur de seuil e´value´e par l’algorithme, nous calculons la sensibilite´ et la
spe´cificite´ moyenne sur un sous-ensemble de la base de donne´es (la base d’apprentissage) :
– chaque cas cr, dont la valeur pour Dj est connue, est place´ en requeˆte au syste`me
– pour chaque autre cas ci de la base, dont la valeur pour Dj est e´galement connue, nous
calculons P (R|Dj)
– nous calculons la sensibilite´ et la spe´cificite´ du test (la re´ponse au test est vraie si et
seulement si cr et ci sont au meˆme stade d’e´volution)
L’algorithme de bissection fournit a` la fois le seuil et la valeur des masses de croyance.
L’algorithme de fusion de´crit dans l’annexe C est utilise´ pour fusionner les fonctions
de croyance ainsi de´finies. Cet algorithme est polynomial en s, le nombre de sources,
contrairement a` l’algorithme ge´ne´ral qui n’est pas applicable ici, au vu du nombre de sources
dans au moins la base de RD.
Finalement, nous recherchons parmi les fonctions de croyance, la croyance, la plausibilite´
ou la probabilite´ pignistique, celle qui fournit la meilleure pre´cision moyenne (calcule´e apre`s
fusion des sources).
Couplage avec un re´seau baye´sien
La me´thode pre´sente´e ci-dessus fonctionne meˆme si le cas de la base ci et le cas cr place´s
en requeˆte sont incomplets. En effet, il suffit de ne conside´rer pour la fusion que les sources
d’informations disponibles a` la fois pour ci et pour cr. Il est cependant regrettable de ne
pas utiliser les informations qui ne sont disponibles que pour un seul des deux cas. Ces
informations peuvent eˆtre nombreuses. Ainsi nous avons vu que, dans la base de re´tinopathie
diabe´tique, 40,5% des informations contextuelles sont manquantes. Cela implique qu’en
moyenne seules (1 − 40, 5%)2 = 35, 4% des informations contextuelles sont utilise´es pour
estimer la pertinence d’un cas ci de la base pour une requeˆte.
Pour pallier ce proble`me, nous pouvons utiliser la couche du re´seau baye´sien inde´pendante
de la requeˆte, de´finie au paragraphe 4.3.5 du chapitre pre´ce´dent. Cette couche du re´seau
mode´lise les relations entre les diffe´rents descripteurs de cas. Nous l’utilisons pour infe´rer
la probabilite´ a posteriori des descripteurs qui sont inconnus pour le cas ci de la base mais
connus pour la requeˆte cr. Par conse´quent, tous les attributs disponibles pour ci sont utilise´s
pour infe´rer les autres variables, et tous les attributs disponibles pour cr sont implique´s
dans la fusion. Ainsi, en moyenne, 1 − 40, 5% = 59, 5% des informations contextuelles sont
conside´re´es pour la fusion sur la base des re´tines, au lieu de 35, 4% uniquement.
En outre, nous pouvons utiliser les probabilite´s a posteriori des descripteurs inconnus
afin de de´terminer les seuils τj sur P (R|Dj).
Le processus d’estimation de la pertinence d’un cas ci de la base par ce mode`le est compare´
sur la figure 4.39 a` celui de la me´thode propose´e au chapitre pre´ce´dent.
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(a) Me´thode base´e sur les re´seaux baye´siens
(b) Me´thode base´e sur les re´seaux baye´siens et la fusion DSm
Figure 4.39 — Processus d’estimation de la pertinence d’un cas ci de la base par les deux
approches de fusion. Sur cet exemple, les descripteurs D1, ..., D6, D8, D10, D13, D14, D15,
D17, D18, D22 et D23 sont disponibles pour le cas cr place´ en requeˆte et les descripteurs D6,
D7, D14, D15, D16, D20, D22 et D23 sont disponibles pour le cas ci de la base de donne´es.
Les preuves sont colore´es en gris et les variables infe´re´es par le re´seau baye´siens sont entoure´s
en gras. Sur la figure (b), la couche de fusion est grise´e. Le nœud R du re´seau sur la figure
(a) (resp. l’ope´rateur de fusion
L
sur la figure (b)) est relie´ aux nœuds du re´seau associe´es
aux variables connues pour la requeˆte.
4.4.2.2 Mode`le base´ sur les cas de la base (mode`le 2)
Le cadre de discernement
Au lieu d’estimer la probabilite´ que chaque cas (ci)i=1..M de la base soit proche du cas
cr place´ en requeˆte, comme nous l’avons fait au paragraphe pre´ce´dent, nous allons prendre
le proble`me a` l’envers : nous allons estimer la probabilite´ que la requeˆte soit proche de
chacun des cas de la base. Dans le paragraphe pre´ce´dent, le mode`le ne de´pend que de cr (par
l’interme´diaire des matrices de probabilite´s conditionnelles). Ici, nous allons inte´grer chaque
cas de la base dans le mode`le.
Nous allons e´valuer chacune des hypothe`ses Ci=“cr est proche de ci”, i = 1..M , et les
classer de la plus probable a` la moins probable. Nous utilisons pour cela le cadre de discer-
nement suivant : θ2 = {C1, C2, ..., CM}. Le cardinal de D(θ2) est hyper-exponentiel en M , il
est donc ne´cessaire d’un point de vue combinatoire d’imposer des contraintes sur le mode`le.
Ces contraintes se justifient e´galement d’un point de vue logique. En effet, deux hypothe`ses
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Ci et Cj sont incompatibles a priori si :
– les cas ci et cj sont e´loigne´s l’un de l’autre,
– les cas ci et cj n’ont pas le meˆme niveau de se´ve´rite´ (ou du moins ont des niveaux
e´loigne´s)
Pour construire le cadre de discernement, nous commenc¸ons par de´finir un graphe non oriente´
Gc = (V,E), que nous appelons graphe de compatibilite´. Chaque sommet v ∈ V de ce
graphe repre´sente une hypothe`se et chaque arc e ∈ E un couple d’hypothe`ses compatibles.
Le diagramme de Venn du mode`le M(θ2) se construit ensuite en recherchant les cliques de
Gc (voir figure 4.40).
(a) Graphe de compatibilite´
(b) Diagramme de Venn
Figure 4.40 — Construction du cadre de discernement a` partir du graphe de compatibilite´.
La figure (a) montre un exemple de graphe de compatibilite´. Les hypothe`ses associe´es a` des
cas d’un meˆme classe sont repre´sente´es d’une meˆme couleur.
Le principe de la me´thode est illustre´ sur la figure 4.41.
(a) Cadre de discernement (b) Fusion
Figure 4.41 — Mode`le base´ sur la requeˆte. Sur la figure (b), D1..DN sont les diffe´rentes
sources base´es sur les mesures de similitude entre descripteurs. C1..CM sont les diffe´rentes
hypothe`ses.
L
symbolise l’ope´rateur de fusion.
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Construction du graphe de compatibilite´
Pour de´finir Gc, nous allons relier chaque cas de la base a` ses plus proches voisins, parmi
ceux qui pre´sentent le meˆme niveau de se´ve´rite´. La de´termination des plus proches voisins
n’est pas triviale : en effet, le diagramme de Venn du cadre de discernement (et donc Gc) doit
eˆtre le meˆme pour toutes les sources d’information. Nous devons donc choisir comme voisins
d’un cas dans Gc des cas qui lui soient proches pour chacune des sources. Cependant, la
de´finition des plus proches voisins n’a pas besoin d’eˆtre pre´cise : nous voulons essentiellement
e´carter les hypothe`ses incompatibles. Nous devons donc simplement e´carter les dossiers qui
sont incompatibles pour au moins une des sources. Un moyen simple de le faire est d’appli-
quer une fusion du rang (rank position), dont le principe a e´te´ pre´sente´ au paragraphe 4.1.1.2.
Pour limiter la cardinalite´ du diagramme de Venn et par conse´quent la complexite´ de
M(θ2), il faut limiter la taille maximale des cliques de Gc. Une solution approche´e a e´te´
adopte´e : nous relions dans Gc chaque dossier a` ses k plus proches voisins. Cette me´thode
n’empeˆche pas que des cliques de taille supe´rieure a` k apparaissent. En effet, un nœud v1
peut faire partie des k plus proches voisins d’un autre nœud v2, meˆme si v2 ne fait pas
partie des k plus proches voisins de v1. Ainsi, dans les re´gions denses de l’espace, des nœuds
peuvent avoir une cardinalite´ plus grande que k, des cliques de taille supe´rieure a` k peuvent
alors apparaˆıtre. Cette solution est ne´anmoins inte´ressante pour sa simplicite´. En particulier,
l’ajout d’un nouveau cas dans la base de donne´es n’entraˆıne que des modifications locales du
graphe Gc ; il n’est donc pas ne´cessaire de reconstruire comple`tement le mode`le.
Calcul des masses de croyance
Comme dans le cas du mode`le base´ sur la requeˆte (voir paragraphe 4.4.2.1), nous pouvons
utiliser les matrices de probabilite´s conditionnelles de´finies pour la me´thode base´e sur les
re´seaux baye´siens. Nous calculons ainsi pour chaque descripteur Dj la probabilite´ P (Ci|Dj)




P (Ci|Dj = djk)αjk(cr) (4.82)
ou` αjk(cr) est le degre´ d’appartenance de la requeˆte a` la valeur djk du descripteur Dj , et
les probabilite´s conditionnelles P (Ci|Dj = djk) sont calcule´es par la me´thode pre´sente´e au
paragraphe 4.3.6 en faisant jouer au cas ci le roˆle de la requeˆte.
La masse de croyance mj est ensuite attribue´e aux diffe´rentes hypothe`ses de la manie`re
suivante :
– Nous identifions l’ensemble des cas (ci)i=1..M ′≤M tels que P (Ci|Dj) soit supe´rieure a`
τ ′j . Nous attribuons alors une masse mj1 a`
⋃M ′≤M
i=1 Ci.
– Nous attribuons la masse mj2 = 1−mj1 a` l’ignorance totale
⋃M
i=1Ci.
Les parame`tres τ ′j et mj1 sont de´termine´s de manie`re analogue au mode`le base´ sur la
requeˆte. Nous de´finissons le test suivant “si P (Ci|Dj) est supe´rieure a` τ ′j alors Ci est vraie,
sinon Ci est fausse”. Nous recherchons alors, par l’algorithme de bissection, le seuil qui maxi-
mise le minimum de la sensibilite´ et de la spe´cificite´ de ce classifieur quel que soit Ci (un
seul seuil est recherche´ par modalite´ : τ ′j). Nous de´finissons alors mj1 comme la sensibilite´ du
classifieur.
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Fusion des fonctions de masse et calcul des fonctions de croyance
A l’issue de l’apprentissage du mode`le, nous avons construit un diagramme de Venn. Nous
associons un nume´ro unique a` chaque e´le´ment de ce diagramme. La fonction de masse mj
de´finie pre´ce´demment pour chaque source j est code´e de la manie`re suivante :
– nous associons une chaˆıne de caracte`re binaire ej(A) a` chaque ensemble A ∈ Dθ2 tel
que mj(A) 6= 0
– le ie`me caracte`re de la chaˆıne ej(A) vaut 1 si et seulement si le i
e`me ensemble du
diagramme de Venn est inclus dans A.
En me´moire, les chaˆınes de caracte`res binaires sont code´es par des tableaux d’octets : nous
associons un bit a` chaque ensemble du diagramme et nous les groupons par huit dans un
octet. Les e´le´ments du diagramme de Venn formant une partition de Ω, la relation suivante
se ve´rifie :
ej(A ∩B) = ej(A) ∩ ej(B) (4.83)
Conside´rons le proble`me a` trois sources illustre´ sur la figure 4.42, le mode`le e´tant constitue´
de cinq e´le´ments : θ2 = {C0, C1, C2, C3, C4}, ou` C0 = {0, 5, 6, 9}, C1 = {1, 5, 7, 9}, C2 =
{2, 6, 7, 9}, C3 = {3, 8} et C4 = {4, 8}.
(a) m1(C0 ∪ C1) = 0.6, m1(Ω) = 0.4 (b) m2(C3) = 0.7, m2(Ω) = 0.3
******98, 76543210 ******98, 76543210
e1(C0 ∪ C1) = 00000010, 11100011 e2(C3) = 00000001, 00001000
e1(Ω) = 00000011, 11111111 e2(Ω) = 00000011, 11111111
(c) m3(C1 ∪ C4) = 0.8, m3(Ω) = 0.2
******98, 76543210
e3(C1 ∪ C4) = 00000011, 10110010
e3(Ω) = 00000011, 11111111
Figure 4.42 — Codage des fonctions de masse
Nous fusionnons ensuite les sources ite´rativement :
– fusion de m1 et de m2 par la re`gle Hybride ou une re`gle de type PCR → m12,
– fusion de m12 et de m3 par la re`gle Hybride ou une re`gle de type PCR → m123,
– etc.
Nous avons utilise´ la re`gle PCR5. Au fur et a` mesure que nous fusionnons des fonctions
de masse, le nombre d’e´le´ments A ∈ Dθ2 tel que mj(A) 6= 0 augmente. Pour acce´der a` ces
e´le´ments et mettre a` jour leur masse, nous les rangeons par ordre alphabe´tique de ej(A) :
nous pouvons donc y acce´der rapidement a` l’aide d’une recherche dichotomique. Il est facile
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de de´tecter un conflit entre deux sources : si ei(A) ∩ ej(B) = 0, A ∈ Dθ2 , B ∈ Dθ2 , alors les
ensembles A et B sont en conflit. Sur l’exemple pre´ce´dent, en appliquant la re`gle de fusion
PCR5, nous obtenons apre`s fusion la figure 4.43. Une fois la fonction de masse fusionne´e
calcule´e, nous calculons la probabilite´ pignistique (e´quation 4.76) de chaque e´le´ment de θ2.













0, 024 = 0, 527
Les exemples (ci)i=1..M de la base de donne´es sont ensuite classe´s par ordre de´croissant
de betP (Ci).
(a) masse = 0,075 (b) masse = 0,405
(c) masse = 0,101 (d) masse = 0,299
(e) masse = 0,096 (f) masse = 0,024
Figure 4.43 — Fusion des fonctions de masse. Les ensembles auxquels on a affecte´ une
masse de croyance non nulle, apre`s fusion, sont repre´sente´s sur cette figure.
Couplage avec un re´seau baye´sien
Ce mode`le peut lui aussi eˆtre couple´ avec un re´seau baye´sien, pour ge´rer les valeurs
manquantes de la requeˆte.
4.4.2.3 Mode`le de fusion indirecte (mode`le 3)
Les deux mode`les pre´sente´s pre´ce´demment sont des mode`les de fusion directe (voir
paragraphe 4.4.1.1). Nous pre´sentons ici un mode`le de fusion indirecte, c’est a` dire qu’en
plus des tests de comparaison sur les vecteurs de descripteurs, nous allons inte´grer de la
connaissance a priori dans le syste`me. Le mode`le pre´sente´ dans ce paragraphe ne peut
s’appliquer a` la base de mammographies car nous ne disposons pas de connaissances a priori
relatives a` cette application.
Les re`gles dont nous disposons dans le cas de la re´tinopathie diabe´tique sont de deux
types :
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1. des re`gles sur les informations me´dicales contextuelles du patient, comme par exemple
“dans le diabe`te de type 1, la RD ne survient en ge´ne´ral pas avant 7 ans d’e´volution”.
Ces re`gles sont e´nume´re´es dans le paragraphe 2.1.3 du chapitre 2.
2. des re`gles sur les le´sions contenues dans les images, comme par exemple “Pre´sence de
microane´vrismes uniquement ⇒ Re´tinopathie non prolife´rante minime”. Ces re`gles sont
e´nume´re´es dans le tableau 2.2 du chapitre 2 (elles sont rappele´es au dans le tableau 4.11).
Tableau 4.11 — Stades de la re´tinopathie diabe´tique
stade description
0 - Pas de re´tinopathie apparente
1 - Re´tinopathie non prolife´rante minime Pre´sence de microane´vrismes uniquement
2 - Re´tinopathie non prolife´rante mode´re´e Pre´sence de le´sions autres que des
microane´vrismes mais ne correspond
pas au stade 3
3 - Re´tinopathie non prolife´rante se´ve`re Une des 3 conditions suivantes est satisfaite :
• Plus de 20 he´morragies intra re´tiniennes
dans chacun des 4 quadrants
• anomalies veineuses certaines dans au
moins 2 quadrants
• AMIR proe´minants dans au moins 1
quadrant mais ne correspond pas au stade 4
4 - Re´tinopathie prolife´rante Une des 2 conditions suivantes est satisfaite :
• pre´sence de ne´ovaisseaux
• he´morragie vitre´e / pre´ re´tinienne
5 - Re´tinopathie traite´e non active La re´tine a e´te´ traite´e au laser
Les re`gles du premier type sont tre`s impre´cises. Premie`rement, elles ne permettent de
discriminer qu’entre trois niveaux d’e´volution de la pathologie : S=“pas de re´tinopathie ap-
parente” (stade 0), NP=“re´tinopathie non prolife´rante” (stades 1, 2 et 3) et P=“re´tinopathie
prolife´rante” (stade 4). En outre elles ne permettent pas de de´terminer si un patient a une
re´tinopathie traite´e non active (T = stade 5). Deuxie`mement les implications sont floues :
“la RD ne survient en ge´ne´ral pas avant 7 ans d’e´volution”, “90 a` 95 % des diabe´tiques
de type 1 ont une RD”.
Les re`gles du deuxie`me type sont en revanche tre`s pre´cises : elles de´finissent a` elles-seules
le stade d’e´volution de la pathologie. Elles supposent cependant que les le´sions contenues dans
les images soient connues. Pour cela, nous pouvons chercher a` identifier automatiquement
ces le´sions et a` mode´liser notre incertitude sur leur existence.
Quel que soit le type de re`gles, elles nous donnent en conclusion un stade d’e´volution.
Or nous ne cherchons pas a` de´terminer le stade d’e´volution mais des exemples proches.
Nous de´finissons un degre´ de compatibilite´ entre le cas cr place´ en requeˆte et chaque cas
(ci)i=1..M de la base, de´rivant de la fusion de l’ensemble des re`gles qui s’appliquent a` cr et a` ci.
Traitement des re`gles contextuelles
Nous nous inte´ressons dans un premier temps au premier type de re`gle. Nous de´finissons
un cadre de discernement θ3 = {S,NP, P, T}. Nous utilisons ici un mode`le contraintM0(θ3).
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Nous allons fusionner l’ensemble des re`gles qui concernent un cas x (x e´tant soit (ci)i=1..M
soit cr). Lorsque les pre´mices d’une re`gle s’appliquent a` un cas x, nous ajoutons une source
d’information Sj qui attribue une masse mj(C) a` l’hypothe`se C ∈ θ3 correspondant a` la
conclusion de la re`gle, et une masse mj(S ∪NP ∪ P ∪ T ) = 1−mj(C) a` l’ignorance totale.
Conside´rons par exemple la re`gle suivante : “dans le diabe`te de type 1, la RD ne survient
en ge´ne´ral pas avant 7 ans d’e´volution”. Si x est le dossier d’un patient qui a un diabe`te de
type 1 depuis moins de 7 ans, alors nous ajoutons une source d’information Sj qui attribue
une masse mj(S) a` l’hypothe`se S (sain) et une masse mj(S ∪NP ∪ P ∪ T ) = 1 −mj(C) a`
l’ignorance totale.
Comme dans le mode`le de´crit au paragraphe 4.4.2.1, la masse mj(C) attribue´e a` l’hy-
pothe`se C ∈ θ3 est la sensibilite´ de la re`gle. La sensibilite´ de la re`gle correspond a` P (pre´mices|
conclusion). Nous avons acce`s (parfois de manie`re floue) a` P (conclusion|pre´mices). Nous
pouvons utiliser la re`gle de Bayes pour obtenir la sensibilite´ :
P (pre´mices|conclusion) = P (conclusion|pre´mices) P (pre´mices)
P (conclusion)
(4.84)
Il faut alors estimer P (conclusion) et P (pre´mices). Lorsque P (conclusion|pre´mices)
n’est pas disponible, comme dans la re`gle “dans le diabe`te de type 1, la RD ne survient en
ge´ne´ral pas avant 7 ans d’e´volution”, nous estimons directement la sensibilite´.
Lorsque l’ensemble des re`gles a e´te´ traite´ pour le cas ci et le cas cr, nous calculons pour
ci et pour cr la croyance et la plausibilite´ de chaque e´le´ment de θ3. Nous utilisons ces deux
mesures de croyances et ces deux mesures de plausibilite´ pour caracte´riser le degre´ de compa-
tibilite´ entre cr et ci. Nous de´finissons pour cela un vecteur de croyance Bel1(x) = (Bel(S),
Bel(NP ), Bel(P ), Bel(T )) et un vecteur de plausibilite´ Pl1(x) = (Pl(S), P l(NP ), P l(P ),








Extraction et traitement de re`gles sur la pre´sence des le´sions
Nous nous inte´ressons dans un deuxie`me temps aux le´sions pre´sentes dans les re´tines des
patients. Pour de´terminer le stade d’e´volution de la pathologie a` partir des le´sions contenues
dans les images, les types de le´sions suivants doivent eˆtre de´tecte´s :
– les microane´vrismes (l1),
– les he´morragies (l2),
– les anomalies veineuses (l3),
– les AMIRS (l4),
– les ne´ovaisseaux (l5)
Afin de caracte´riser les re´tinopathies traite´es non actives, nous ajoutons a` cela les traces de
lasers (l6). A partir du tableau 4.11, nous de´terminons 5 groupes de patients en fonction des
le´sions de´tecte´es :
– g1 : l¯1 ∧ l¯2 ∧ l¯3 ∧ l¯4 ∧ l¯5 ∧ l¯6 (stade 0),
– g2 : l1 ∧ l¯2 ∧ l¯3 ∧ l¯4 ∧ l¯5 ∧ l¯6 (stade 1),
– g3 : (l2 ∨ l3 ∨ l4) ∧ l¯5 (stades 2 et 3),
– g4 : l5 (stade 4),
– g5 : l6 ∧ l¯1 ∧ l¯2 ∧ l¯3 ∧ l¯4 ∧ l¯5 (stade 5)
Cette association entre les le´sions et les groupes constitue notre connaissance a priori. Nous
n’utilisons pas la notion de quadrants, qui nous permettraient de diffe´rencier les stades 2 et
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3, car ceci impliquerait de segmenter et de recaler les images.
Nous avons vu au paragraphe 4.2.8.2 comment construire un arbre de de´cision avec
pour crite`re de segmentation les le´sions contenues dans les re´tines de chaque patient. Nous
utilisons de tels arbres pour estimer la probabilite´ que les re´tines d’un patient contiennent
tel ou tel type de le´sion.
Pour estimer la probabilite´ d’appartenance d’un patient a` chaque groupe, nous n’utilisons
que les attributs visuels ; les attributs contextuels dont nous disposons ne permettent pas de
caracte´riser l’appartenance d’un patient a` un groupe. Ils ont e´te´ exploite´s, mais diffe´remment,
au paragraphe pre´ce´dent. Nous exploitons pour cette estimation la redondance entre les
diffe´rentes modalite´s d’images. Ainsi, pour chaque modalite´ d’image Dj , nous construisons
une foreˆt de de´cision multiclasse Fj (une classe par le´sion l1...l6, le stade d’e´volution n’est
pas utilise´). Les descripteurs de cas utilise´s pour construire les arbres sont les signatures
nume´riques calcule´es pour chaque sous-bande de la de´composition en ondelettes (voir chapitre
3.3). Pour chaque modalite´ d’image Dj et chaque le´sion lk, nous estimons a` l’aide de la foreˆt














ou` A est le nombre d’arbres dans Fj , patj est le degre´ d’affectation d’un cas ca a` la
j e`me feuille du te`me arbre de Fj , Nt est le nombre de feuilles dans le t
e`me arbre de Fj , et
δ(ca, lk) = 1 si un cas ca a` des le´sions de type lk, δ(ca, lk) = 0 sinon.
A partir des probabilite´s (pjk(ci))k=1..6, nous estimons la probabilite´ que le cas ci
appartienne a` chaque groupe (gu)u=1..5, note´e p
′
ju, pour chaque modalite´ d’image Dj . Nous
supposons pour cela inde´pendantes les diffe´rentes probabilite´s (pjk(ci))k=1..6. Ainsi, le calcul
de p′j3(ci) se de´duit de l’e´quation suivante :
P (g3) = P ((l2 ∪ l3 ∪ l4) ∩ l¯5) (4.86)
= (P (l2) + P (l3) + P (l4)− P (l2)P (l3)− P (l2)P (l4)− P (l3)P (l4) (4.87)
+P (l2)P (l3)P (l4))(1− P (l5))
Les estimations effectue´es pour chaque modalite´ d’image sont ensuite fusionne´es. Pour
cela, le cadre de discernement θ4 = {g1, g2, g3, g4, g5} est utilise´ avec un mode`le contraint
M0(θ4). Pour chaque modalite´ et chaque groupe, les fonctions de masse sont de´termine´es de
la manie`re suivante :
– nous de´finissons le classifieur suivant : “si p′ju(ci) est supe´rieure a` τ
′′
ju alors ci appartient
au groupe gu”,
– nous recherchons pre´alablement, par l’algorithme de bissection, le seuil qui maximise le
minimum de la sensibilite´ et de la spe´cificite´ de ce classifieur sur l’ensemble des dossiers
(ci)i=1..M ,
– si p′ju(ci) est supe´rieure a` τ
′′
ju, alors nous affectons une masse mju a` l’hypothe`se gu
et une masse 1 − mju a` l’ignorance totale ; mju est de´finie comme la sensibilite´ du
classifieur.
Puis nous estimons pour ci et cr la croyance et la plausibilite´ de chaque e´le´ment de
θ4. Nous utilisons ces deux mesures de croyances et ces deux mesures de plausibilite´ pour
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caracte´riser le degre´ de compatibilite´ entre cr et ci. Nous de´finissons pour cela un vecteur
de croyance Bel2(x) = (Bel(g1), Bel(g2), Bel(g3), Bel(g4), Bel(g5)) et un vecteur de
plausibilite´ Pl2(x) = (Pl(g1), P l(g2), P l(g3), P l(g4), P l(g5)). Une borne supe´rieure sur le
degre´ de compatibilite´ entre cr et ci est donne´e par Pl2(cr, ci) =
√
Pl2(cr)Pl2(ci)t
5 et une borne




Remarque : En interpre´tant les images de re´tines, les experts ont e´nume´re´ se´pare´ment
les le´sions pre´sentes dans cinq zones disjointes de l’image. Afin d’augmenter la pre´cision de
l’apprentissage, nous avons construit cinq exemples par image (en calculant une signature
d’image pour chaque zone) : le nombre d’exemples augmente et l’interpre´tation de chaque
cas est plus pre´cise. Cette se´paration de l’image en cinq cas est possible car nous n’estimons
pas directement les probabilite´s (p′ju(ci))u=1..5 d’appartenance aux groupes a` partir des
foreˆts Fj , mais d’abord la probabilite´ (pjk(ci))k=1..6 de pre´sence des le´sions.
Fusion indirecte
Dans le mode`le base´ sur la requeˆte (paragraphe 4.4.2.1), nous avons estime´ la probabilite´
que la requeˆte cr et un cas ci de la base soient compatibles. Pour cela nous avons e´value´
l’hypothe`se R. Dans cette me´thode, nous avons estime´ directement P (R) en de´terminant
Pl(R), Bel(R) ou betP (R) a` partir de la fonction de masse m0 calcule´e pour les vecteurs de
descripteurs : m0(R), m0(R ∪ R¯) et m0(R¯).
Dans cette me´thode, nous allons utiliser a` la fois m0, Pl1(cr, ci), Pl2(cr, ci), Bel1(cr, ci) et
Bel2(cr, ci) pour estimer P (R). Nous nous ramenons a` un proble`me binaire de fusion a` trois
sources : la source base´e sur les mesures de similitude (0) et les deux sources base´es sur la
connaissance a priori (1 et 2). Nous de´finissons un dernier cadre de discernement θ5 = {R, R¯}
associe´ a` un mode`le binaire contraintM0(θ5). Une fonction de masse m0 a` e´te´ de´finie pour la
source S0. Il nous reste a` de´finir une fonction de masse pour les deux autres sources :m1 etm2.
Dans le mode`le M0(θ5), la croyance et la plausibilite´ satisfont les relations suivantes :
Bel(R) = m(R) (4.88)
Pl(R) = m(R) +m(R ∪ R¯) (4.89)
Nous pouvons donc de´duire une fonction de masse m a` partir des deux valeurs Bel(R)
et Pl(R) comme suit :
m(R) = Bel(R) (4.90)
m(R ∪ R¯) = Pl(R)−Bel(R) (4.91)
m(R¯) = 1−m(R)−m(R ∪ R¯) (4.92)
Si nous associons Pl1(cr, ci) et Pl2(cr, ci) (resp. Bel1(cr, ci) et Bel2(cr, ci)) a` la plausibilite´
(resp. la croyance) de l’hypothe`se H pour les sources S1 et S2, alors nous en de´duisons les
deux fonctions de masse (mj)j=1..2 :
mj(R) = Belj(cr, ci) (4.93)
mj(R ∪ R¯) = Plj(cr, ci)−Belj(cr, ci) (4.94)
mj(R¯) = 1−mj(R)−mj(R ∪ R¯) (4.95)
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Une fois les trois fonctions de masse de´finies, nous les fusionnons par la re`gle PCR5 et
nous en de´duisons une estimation de P (R) a` l’aide d’une des trois valeurs Pl(R), Bel(R) ou
betP (R) : celle qui fournit la meilleure pre´cision moyenne pour la taille de feneˆtre choisie.
La me´thode est re´sume´e sur la figure 4.44.
Figure 4.44 — Mode`le de fusion indirecte. D1..DN sont les diffe´rentes sources base´es sur
les mesures de similitude entre descripteurs. RC1, RC2, ... (resp. RL1, RL2, ...) symbolisent
les sources base´es sur les re`gles contextuelles (resp. sur l’existence des le´sions) qui permettent
de calculer les vecteurs de croyance et de plausibilite´.
L
symbolise les ope´rateurs de fusion
avec le cadre de discernement associe´,
N
symbolise le produit des vecteurs de croyance et
de plausibilite´.
4.4.3 Re´sultats
Tous les calculs ont e´te´ effectue´s en utilisant les signatures d’images ayant fourni les
meilleurs scores de pre´cision moyenne au chapitre 3.3, a` savoir les signatures base´es sur les
gaussiennes ge´ne´ralise´es, en utilisant une base d’ondelettes optimise´e.
4.4.3.1 Influence des diffe´rents parame`tres
Les parame`tres que nous devons ajuster, pour chacunes des trois me´thodes propose´es,
sont les parame`tres de´finissant la manie`re dont les images sont inte´gre´es dans le syste`me
de recherche. Ces parame`tres sont les meˆmes que pour la me´thode base´e sur les re´seaux
baye´siens, a` savoir :
– le parame`tre de l’algorithme SOM : la taille de la carte (voir paragraphe 4.3.7)
– le parame`tre de l’algorithme FCM : le degre´ de flou (voir paragraphe 4.2.4)
L’ajustement de ces parame`tres s’effectue de la meˆme manie`re que pour la me´thode base´e sur
les re´seaux baye´siens (voir section 4.3.8.2). L’influence des diffe´rents parame`tres est illustre´e
sur les figures 4.45 et 4.46.
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(a) re´tines (b) mammographies
Figure 4.45 — Influence du parame`tre de l’algorithme SOM. Nous voyons que les pa-
rame`tres optimaux diffe`rent d’une me´thode a` l’autre, pour la base des re´tines.
(a) re´tines (b) mammographies
Figure 4.46 — Influence du parame`tre de l’algorithme FCM. Nous voyons que les pa-
rame`tres optimaux sont quasiment inchange´s d’une me´thode a` l’autre.
4.4.3.2 Me´thodes optimales
Les pre´cisions moyennes pour une feneˆtre de cinq images sont pre´sente´s dans le tableau
4.12 pour chacun des trois mode`les, pour les re´glages optimaux des parame`tres. Pour chacune
des bases de donne´es, la deuxie`me me´thode est celle fournissant les meilleurs re´sultats. Les
pre´cisions moyennes obtenues sont le´ge`rement supe´rieures a` celles obtenues par la me´thode
base´e sur les arbres de de´cision sur la base des re´tines, mais infe´rieures pour ce qui est de la
base des mammographies (cf. tableau 4.4). Pour chacune des bases, les scores sont meilleurs
que ceux obtenus par la me´thode base´e sur les re´seaux baye´siens (cf. tableau 4.9).
4.4. RECHERCHE D’INFORMATION MULTIMODALE BASE´E SUR LA THE´ORIE
DSMT 163
Tableau 4.12 — Pre´cisions moyennes pour les trois me´thodes propose´es










4.4.3.3 Temps de calcul
Le temps de calcul moyen pour se´lectionner les cinq cas les plus proches d’une image
requeˆte, pour chacune des trois me´thodes, est donne´ dans le tableau 4.13. Ce temps est
de´compose´ entre les diffe´rentes e´tapes de calcul dans le tableau 4.14. Les calculs sont effectue´s
avec un processeur AMD Athlon 64-bit cadence´ a` 2 GHz. Il en ressort encore nettement que
l’essentiel du temps est consacre´ au calcul des signatures d’images.
Tableau 4.13 — Temps de calcul moyen
mode`le re´seau baye´sien re´tines mammographies
1
non 32,21 s 148,13 s
oui 40,58 s 148,27 s
2
non 33,02 s 149,94 s
oui 40,77 s 150,01 s
3
non 32,94 s ∅
oui 40,83 s ∅
Tableau 4.14 — Temps de calcul de´compose´ par e´tapes
base de donne´es re´tines mammographies
transforme´e en ondelettes (pour 1 image) 0,22 s 1,99 s
estimation de (αˆ, βˆ) (pour 1 image) 4,35 s 33,90 s
calcul des distances avec les signatures 0,033 s 1,14 s
de la base (pour 1 “attribut image”)
infe´rence du re´seau baye´sien, si un re´seau baye´sien est utilise´ 0,099 s 0,104 s
fusion et classement des exemples (premier mode`le) 0,0025 s 0,006 s
fusion et classement des exemples (deuxie`me mode`le) 0,05 s 1,82 s
fusion et classement des exemples (troisie`me mode`le) 0,11 s ∅
Remarque : en utilisant les signatures d’images base´es sur les histogrammes, nous pour-
rions obtenir des temps de calcul plus faibles, au prix d’une pre´cision moyenne plus faible
e´galement.
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4.4.3.4 Robustesse
Pour e´tudier la robustesse de la me´thode relativement aux informations manquantes, nous
avons applique´ la proce´dure de´crite au paragraphe 4.1.3. La courbe de pre´cision moyenne de
la me´thode en fonction du nombre d’attributs renseigne´s est donne´e sur la figure 4.47.
(a) re´tines (b) mammographies
Figure 4.47 — Robustesse relativement aux valeurs manquantes. La figure (a) (resp. la
figure (b)) pre´sente la robustesse relativement aux valeurs manquantes des trois me´thodes,
avec ou sans couplage avec un re´seau baye´sien, sur la base de re´tines (resp. des mammogra-
phies). Nous voyons que les trois me´thodes ont a` peu pre`s les meˆmes caracte´ristiques quant
a` la robustesse relativement aux valeurs manquantes. Ces me´thodes sont plus robustes que
la me´thode base´e sur les arbres de de´cision, et a fortiori celle base´e sur les re´seaux baye´siens
(cf. figures 4.16 et 4.35). Une pre´cision de 60% pour une feneˆtre de cinq cas peut ainsi
eˆtre atteinte en renseignant simplement 25% des attributs (contre 40% pour les arbres de
de´cision).
4.4.4 Requeˆte interactive
Nous conside´rons la recherche ite´rative suivante : a` chaque ite´ration k, l’utilisateur
renseigne un nouvel attribut ak du cas cr place´ en requeˆte et la liste de re´sultats est mise
a` jour. Les trois me´thodes pre´sente´es dans ce chapitre peuvent eˆtre rendues interactives.
Le principe est sensiblement le meˆme que pour l’algorithme base´ sur les re´seaux baye´siens,
pre´sente´ au chapitre pre´ce´dent.
Concernant le premier et le troisie`me mode`le, l’ope´rateur de fusion utilise´ (pre´sente´ en
annexe C) traite les diffe´rentes sources d’information de manie`re se´quentielle : ainsi, il n’est
pas ne´cessaire de reprendre le calcul de fusion depuis le de´but lorsqu’une nouvelle source est
renseigne´e.
Conside´rons ensuite le mode`le base´ sur les cas de la base (deuxie`me mode`le). Les meˆmes
remarques s’appliquent si le mode`le n’est pas couple´ avec un re´seau baye´sien. Lorsque ce
mode`le est couple´ avec un re´seau baye´sien, chaque attribut ak renseigne´ pour la requeˆte
est traite´ comme une preuve par le re´seau baye´sien et la probabilite´ a posteriori des autres
attributs est mise a` jour (cf. paragraphe 4.3.10.1). Les fonctions de masse de croyance de
tous les attributs e´tant potentiellement change´es, il faut par contre reprendre le calcul de
fusion depuis le de´but.
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Nous pouvons ensuite utiliser la solution de´crite au paragraphe 4.3.10.2 pour aider l’uti-
lisateur a` se´lectionner le prochain attribut a` renseigner.
4.4.5 Discussion
Les trois me´thodes propose´es dans ce chapitre permettent d’inte´grer des donne´es
he´te´roge`nes et de ge´rer les informations manquantes, ce qui e´tait l’objectif fixe´ au chapitre
4.1. La troisie`me me´thode permet en outre d’inte´grer de la connaissance a priori dans le
mode`le. Graˆce a` l’algorithme d’apprentissage utilise´, la pre´cision moyenne de la me´thode
est importante. Ainsi une pre´cision de 81,78% est obtenue sur la base des re´tines et une
pre´cision de 84,82% sur la base des mammographies, ce qui signifie que quatre dossiers sur
les cinq se´lectionne´s par le syste`me de recherche sont en moyenne pertinents.
Comme les deux me´thodes propose´es pre´ce´demment, ces me´thodes de recherche sont
rapides : la plus grande partie du temps de calcul est consacre´e a` l’extraction des signatures
d’images, qui est inde´pendante de l’algorithme de recherche utilise´. Nous pouvons d’ailleurs,
graˆce a` cette me´thode, e´viter de calculer toutes les signatures. En effet, une pre´cision
suffisante peut eˆtre atteinte avant que chaque attribut ne soit saisi par l’utilisateur. Par
conse´quent, l’utilisateur peut arreˆter de saisir de nouveaux attributs lorsqu’il a obtenu des
re´sultats satisfaisants, graˆce a` la proce´dure de´crite au paragraphe 4.4.4. Sur la base des
re´tines par exemple, une pre´cision de 60% pour une feneˆtre de cinq cas peut eˆtre atteinte
en renseignant simplement 25% des attributs, contre 40% pour les arbres de de´cision (voir
figure 4.47) : avec cette pre´cision, la majorite´ des cas se´lectionne´s (trois sur cinq) appartient
a` la classe de la requeˆte. Ce seuil peut meˆme eˆtre abaisse´ en choisissant judicieusement les
parame`tres a` renseigner.
Les trois me´thodes propose´es peuvent eˆtre vues comme diffe´rentes ame´liorations de
l’approche base´e sur les re´seaux baye´siens, pre´sente´e au chapitre pre´ce´dent. Elles partagent
donc plusieurs proprie´te´s : notamment la ge´ne´ricite´ et la lisibilite´.
Nous constatons que l’apport de la connaissance a priori (mode`le 3) ne permet pas
une ame´lioration significative des scores de pre´cision moyenne sur la base des re´tines. Pour
expliquer cela, nous avons compare´ les re`gles issues de notre connaissance a priori avec
les re`gles extraites par un arbre de de´cision, construit en n’utilisant que les informations
contextuelles. Nous avons alors constate´ que l’algorithme automatique des arbres de
de´cision extrait des re`gles similaires a` celles issues de la connaissance a priori, mais avec un
parame´trage diffe´rent. Par exemple, la re`gle “dans le diabe`te de type 1, la RD ne survient
en ge´ne´ral pas avant 7 ans d’e´volution” se retrouve dans un arbre de de´cision, mais avec un
seuil de 10 ans. Ainsi, les re`gles issues de notre connaissance a priori sont moins pre´cises
que celles apprises automatiquement, qui sont spe´cifiquement adapte´es a` notre base de
donne´es. Cependant, comme les re`gles extraites par un algorithme d’apprentissage de´pendent
des donne´es d’apprentissage, elles peuvent eˆtre entaˆche´es d’erreur si la taille des donne´es
d’apprentissage est trop faible ; dans ce cas, inse´rer de la connaissance a priori peut avoir un
inte´reˆt.
Une variante a e´te´ envisage´e pour la deuxie`me me´thode propose´e (au paragraphe 4.4.2.2).
La construction du graphe de compatibilite´ Gc que nous avons propose´e ne permet pas de
limiter la taille maximale des cliques de Gc, et par conse´quent la complexite´ de l’algorithme
de fusion. Une premie`re approche, permettant de limiter la complexite´ de l’algorithme de
fusion, avait d’abord e´te´ envisage´e. Une solution pour limiter la cardinalite´ des nœuds est
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de changer d’espace des parame`tres de cas. Ainsi, si nous voulons limiter la taille des cliques
a` k, nous pouvons nous placer dans un espace euclidien de dimension k − 1 puis triangu-
ler l’ensemble des points dans cet espace. Nous notons D l’espace de de´part et A l’espace
d’arrive´e. Pour que la triangulation ait un sens, il faut que des cas proches dans l’espace D
soit ge´ome´triquement proches dans l’espace A, c’est a` dire proches au sens de la norme de
Rk−1. Il existe essentiellement trois approches pour re´duire la dimensionnalite´ d’un espace en
pre´servant les relations de proximite´ entre ses e´le´ments :
– La mise a` l’e´chelle multidimensionnelle (Multidimensional scaling - MDS). L’objectif de
MDS est de pre´server la relation d’ordre de voisinage (le nie`me plus proche voisin dans
l’espace D sera ide´alement le nie`me plus proche voisin dans l’espace A) : c’est ce que
nous voulons. Cependant, dans l’algorithme MDS, les longues distances pre´dominent
sur les plus courtes, or ce sont ces dernie`res qui nous inte´ressent. MDS est inte´ressant
car il se base uniquement sur les mesures de distances entre les e´le´ments de D, et non
sur les e´le´ments eux-meˆmes, qui peuvent eˆtre incomplets et donc difficiles a` manipuler.
– Les cartes auto organisatrices de Kohonen [71] (Self-organizing maps - SOM). SOM
essaie de pre´server la topologie (les relations de voisinage local) : les e´le´ments projete´s
a` des positions proches dans A sont similaires. Cependant, contrairement a` MDS, SOM
se base sur les e´le´ments de D.
– La projection de Sammon [67]. Cette me´thode est un compromis entre MDS et SOM :
elle cherche a` pre´server la relation d’ordre de voisinage tout en donnant plus d’impor-
tance aux petites distances. Comme MDS, elle se base uniquement sur les mesures de
distances entre les e´le´ments de D.
Compte tenu des remarques pre´ce´dentes, la projection de Sammon est la mieux adapte´e pour
projeter les e´le´ments de D dans l’espace A. Pour trianguler l’espace A, nous pouvons nous
baser sur la triangulation classique de Delaunay [33]. Dans R2, la triangulation de Delaunay
d’un ensemble de points est l’unique triangulation telle qu’un cercle passant par les trois
points d’un triangle ne contienne aucun autre point. Cette notion peut eˆtre ge´ne´ralise´e a`
n’importe quelle dimension : dans R3 par exemple, on utilise des te´trae`dres et des sphe`res.
Une fois Rk−1 triangule´e, nous obtenons un graphe non oriente´, note´ G0c . Nous pouvons
construire le graphe de compatibilite´ Gc en supprimant de G
0
c les arcs a = (vi, vj) tels que :
– les cas ci et cj correspondants sont trop e´loigne´s l’un de l’autre,
– les cas ci et cj n’ont pas le meˆme niveau de se´ve´rite´
En plus d’eˆtre plus complexe, cette variante envisage´e semble moins inte´ressante que l’ap-
proche utilise´e car elle ne´cessite un re´apprentissage du syste`me a` chaque fois qu’un nouveau
cas est ajoute´ a` la base de donne´es, ce qui n’est pas le cas de l’approche utilise´e. L’approche
que nous avons choisie est donc plus simple et plus flexible.
Discussion
NOTRE travail de the`se e´tait consacre´ a` l’e´tude de me´thodes d’indexation et de recherched’information par le contenu dans des bases de donne´es multime´dia, avec un objectif
d’aide au diagnostic dans le domaine me´dical. Avant de conclure, il est important de revenir
sur la de´marche suivie et l’ensemble des re´sultats obtenus.
Nous nous sommes d’abord inte´resse´s a` l’utilisation des images, uniquement, comme
point d’acce`s aux donne´es. Pour les indexer, nous avons propose´ deux types de signatures
nume´riques d’images, base´es sur la transforme´e en ondelettes, pour caracte´riser les images in-
cluses dans les dossiers patients e´tudie´s. La premie`re exploite l’analyse fre´quentielle effectue´e
par la transforme´e en ondelettes pour construire une signature globale des images. Deux si-
gnatures globales sont e´value´es, l’une mode´lisant la distribution des coefficients d’ondelette
par des histogrammes, l’autre par des lois gaussiennes ge´ne´ralise´es. La premie`re signature
globale est rapide a` calculer ; la seconde, bien que plus longue a` calculer, est plus compacte
et permet une recherche deux fois plus rapide. Sachant que le calcul de la signature pourrait
eˆtre optimise´, nous nous sommes base´s sur la seconde signature globale dans la suite de nos
travaux. Le second type de signature propose´ exploite la localisation en espace des coefficients
transforme´s afin de caracte´riser localement les images, en de´tectant et en comptant des le´sions
cibles (les microane´vrismes dans les images re´tiniennes, en particulier). Une des originalite´s
de ces deux me´thodes, la me´thode globale et la me´thode locale, provient de l’optimisation des
coefficients d’ondelettes, base´e sur le sche´ma de lissage. Quelle que soit la signature utilise´e
et la base de donne´es e´tudie´e, l’ondelette optimale fournit toujours de meilleurs re´sultats en
pre´cision moyenne que les ondelettes classiques teste´es. Les meilleurs re´sultats de pre´cision
moyenne obtenus pour chacune des deux bases de donne´es sont donne´s dans le tableau 4.15.
Nous constatons que si les valeurs de pre´cision moyenne atteintes sont e´leve´es pour la base
des visages et des mammographies, elles sont en revanche relativement faibles dans le cas de
la base des re´tines, qui nous inte´resse particulie`rement. Nous voyons e´galement, pour cette
base de donne´es, que l’apport de la de´tection des microane´vrismes (la signature locale) est
tre`s limite´, malgre´ l’efficacite´ du classifieur (dont la sensibilite´ et la valeur pre´dictive positive
sont de l’ordre de 90%), compte tenu de la faible corre´lation entre le stade d’e´volution de la
pathologie et le nombre de microane´vrismes.
Tableau 4.15 — Meilleurs scores de pre´cision moyenne obtenus pour les signatures d’images
signature Visages Re´tines Corel Mammographies
globale 96,50% 53,54% 35,83% 70,91%
globale + locale ∅ 55,14% ∅ ∅
Ceci nous a conduit a` e´tudier l’apport de toutes les informations disponibles dans les
dossiers patients de re´tinopathies diabe´tiques, pour ame´liorer e´ventuellement les re´sultats :
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les se´ries d’images et les informations contextuelles. Plus ge´ne´ralement, nous nous sommes
inte´resse´s aux me´thodes permettant de traiter le cas de donne´es multime´dia, he´te´roge`nes,
voire incomple`tes. Nous avons ainsi propose´ trois me´thodes pour les syste`mes de recherche
par le contenu dans des bases de donne´es multime´dia : une me´thode base´e sur les arbres de
de´cision, une me´thode base´e sur les re´seaux baye´siens et une me´thode base´e sur la the´orie
de Dezert-Smarandache (DSmT). Les arbres de de´cision et les re´seaux baye´siens reposent
sur des algorithmes de fouille de donne´es ; les re´seaux baye´siens et la the´orie de DSmT sont
des algorithmes de fusion d’information. Trois variantes ont e´te´ propose´es pour la troisie`me
me´thode, notamment une inte´grant de la connaissance a priori sur les le´sions typiques de la
pathologie et le contexte clinique des patients. Les meilleurs re´sultats de pre´cision moyenne
obtenus par chacune de ces me´thodes pour la base des re´tines et celle des mammographies
sont donne´s dans le tableau 4.16.
Tableau 4.16 — Meilleurs re´sultats de pre´cision moyenne obtenus pour la recherche d’in-
formation multimodale
signature Re´tines Mammographies
arbres de de´cision 80,97% 92,90%
re´seaux baye´siens 70,36% 82,05%
DSmT (mode`le 1) 80,80% 80,33%
DSmT (mode`le 2) 81,78% 84,82%
DSmT (mode`le 3) 81,17% ∅
Nous remarquons notamment que l’apport de la connaissance a priori, sous forme de
re`gles, n’a pas permis d’ame´lioration significative des re´sultats, ces re`gles e´tant de fait de´ja`
retrouve´es par les algorithmes d’apprentissage automatique utilise´s. Nous remarquons que
pour la base des re´tines, la me´thode base´e sur les arbres de de´cision et celle base´e sur la
the´orie DSmT fournissent des re´sultats tre`s proches. En revanche, pour les mammographies,
la me´thode base´e sur les arbres de de´cision fournit de bien meilleurs re´sultats de pre´cision
moyenne. La diffe´rence de re´sultats entre ces me´thodes sur la base des mammographies peut
facilement s’expliquer. La me´thode base´e sur les arbres de de´cision est en effet mieux adapte´e
car elle permet une segmentation plus fine de l’espace des signatures d’images au cours
de l’apprentissage, alors que dans les autres me´thodes, l’espace des signature est segmente´
pre´alablement a` l’apprentissage ; or dans la base des mammographies, l’espace des signatures
est complexe. Ce constat nous avait amene´ a` ame´liorer l’algorithme de segmentation, mais
l’algorithme base´ sur les arbres de de´cision reste le meilleur.
Du point de vue des temps de calcul (voir tableau 4.17), les trois me´thodes de recherche
d’information multimodale sont a` peu pre`s comparables, en effet, l’essentiel du temps de
recherche est consacre´ au calcul des signatures nume´riques. Le choix de la signature nume´rique
joue en effet un roˆle de´terminant sur le temps de calcul : pour illustrer l’influence de la
signature nume´rique, nous fournissons une estimation des temps de calcul que nous aurions
obtenus en remplac¸ant la signature base´e sur la loi gaussienne ge´ne´ralise´e par celle base´e
sur les histogrammes. Le calcul des signatures base´es sur les histogrammes est tre`s rapide
par rapport a` l’estimation des parame`tres des gaussiennes ge´ne´ralise´es. En contre-partie,
ces signatures contiennent 320 nombres re´els au lieu de 50 pour les signatures utilisant les
gaussiennes ge´ne´ralise´es. De ce fait le calcul des distances entre images est plus long (0,065 s
contre 0,033 s pour la base des re´tines). Avec les temps de calcul actuels, les signatures base´es
sur les gaussiennes ge´ne´ralise´es ne sont inte´ressantes, du point de vue temps de recherche
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global, que pour les tre`s grandes bases : plus de 28.656 images sur la base des re´tines, plus de
278.870 images sur la base des mammographies (qui en contiennent actuellement 995 et 9.108,
respectivement). Il faudrait de fait trouver des me´thodes pour re´duire le temps d’estimation
des parame`tres des gaussiennes, pour profiter de leur apport au niveau pre´cision, par exemple
par une me´thode approche´e base´e uniquement sur l’histogramme de l’image. La me´thode de
recherche multimodale la plus rapide est celle base´e sur les arbres de de´cision : toutes les
images fournies par l’utilisateur ne sont pas force´ment utilise´es par le syste`me. Ces images
n’ont donc pas besoin d’eˆtre analyse´es. En revanche, pour les autres me´thodes, toutes les
images fournies par l’utilisateur sont utilise´es comme des preuves supple´mentaires pour le
syste`me de fusion.
Tableau 4.17 — Temps moyen de calcul pour chacune des me´thodes
base de donne´es re´tines mammographies
transforme´e en ondelettes (pour 1 image) 0,22 s 1,99 s
H
calcul des histogrammes (pour 1 image) 0,03 s 0,22 s
calcul des distances avec les signatures 0,065 s 2,22 s
de la base (pour 1 “attribut image”)
temps total moyen (arbres de de´cision) 1,41 s 3,85 s
temps total moyen (re´seaux baye´siens ou DSmT) 2,86 s 4,59 s
GG
estimation de (αˆ, βˆ) (pour 1 image) 4,35 s 33,90 s
calcul des distances avec les signatures 0,033 s 1,14 s
de la base (pour 1 “attribut image”)
temps total moyen (arbres de de´cision) 17,24 s 99,50 s
temps total moyen (re´seaux baye´siens ou DSmT) 40,58 s 148,27 s
Le temps total moyen donne´ pour les me´thodes base´es sur les re´seaux baye´siens et la
the´orie DSmT sont ceux obtenus pour la premier me´thode base´e sur DSmT, couple´e avec
un re´seau baye´sien ; les temps obtenus par les autres me´thodes sont proches (voir tableaux
4.10 et 4.13).
Un autre e´le´ment important pour la recherche, plus particulie`rement dans le domaine
me´dical, est le nombre d’attributs disponibles pour la recherche d’un cas multime´dia. Nous
n’avons en effet pas toujours toutes les informations renseigne´es pre´sentes dans la requeˆte, par
rapport a` l’ensemble des informations dont on pourrait disposer pour un cas. Les courbes de
robustesse relativement aux valeurs manquantes sont donne´es sur la figure 4.48. Nous consta-
tons que les me´thodes base´es sur la the´orie de Dezert-Smarandache sont plus inte´ressantes
que celle base´e sur les arbres de de´cision. Avec ces me´thodes, nous pouvons atteindre une
pre´cision moyenne de 60%, sur la base des RD, en renseignant moins d’attributs : c’est a` dire
que nous pouvons avoir plus rapidement une majorite´ d’images de la bonne classe (3 sur 5).
L’utilisateur peut donc avoir une information correcte en ne fournissant pas syste´matiquement
l’ensemble des e´le´ments possibles pour un dossier, d’ou` un gain de temps.
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(a) Base des re´tines (b) Base des mammographies
Figure 4.48 — Robustesse relativement aux valeurs manquantes
Nous voyons donc que les diffe´rentes me´thodes de recherche multimodale propose´es ont
toutes leurs avantages : aucune d’entre elles ne surpasse les autres pour tous les crite`res de
performance e´value´s. La me´thode a` utiliser devra donc eˆtre choisie en fonction de l’application
vise´e.
Conclusion
LES progre`s continus en STIC, les avance´es technologiques constantes dans le domainede l’archivage des donne´es nume´riques, nous permettent aujourd’hui d’avoir acce`s a` une
quantite´ d’information ine´gale´e dans l’histoire. Tous les domaines d’activite´s de l’homme
sont concerne´s, et les proble`mes ne sont plus seulement maintenant du coˆte´ des volumes
d’information archivables, mais bien d’avantage du coˆte´ de l’utilisation de ces donne´es, de la
recherche des informations pertinentes pour une utilisation donne´e. C’est particulie`rement
vrai dans le domaine me´dical ou` de plus en plus d’informations relatives aux patients, aux
pathologies, aux connaissances me´dicales sont enregistre´es, archive´es dans des bases de
donne´es et peuvent eˆtre utilise´es pour de la formation ou de l’aide au diagnostic. Dans notre
travail de the`se, nous nous sommes inte´resse´s en particulier aux bases contenant a` la fois
des images nume´riques et des informations se´mantiques. L’approche que nous avons explore´e
est base´e sur l’indexation et la recherche d’information. Au cours des dernie`res anne´es,
de tels syste`mes ont e´te´ e´tudie´s pour la recherche d’information se´mantique ou pour la
recherche d’images (CBIR). Cependant, la recherche de documents multimodaux a e´te´ tre`s
peu e´tudie´e dans la litte´rature : les quelques me´thodes propose´es traitent les diffe´rents types
d’information se´pare´ment. Nous avons donc ouvert dans cette the`se des pistes pour exploiter
conjointement les diffe´rentes informations multimodales dans un syste`me de recherche. Les
me´thodes propose´es ont e´te´ applique´es a` l’aide au diagnostic me´dical.
Les apports me´thodologiques de cette the`se portent d’abord sur la construction de
signatures nume´riques pour les images incluses dans les documents des bases de donne´es
multime´dia, et ensuite sur la fusion des informations multimodales disponibles dans ces
bases, pour la recherche par le contenu. Un chapitre est consacre´ a` chacune de ces deux
parties du travail de the`se. Les me´thodes propose´es ont e´te´ applique´es a` deux bases de
dossiers patients multimodaux : une base de re´tines constitue´e au LaTIM et une base
publique de mammographies. Pour montrer leur ge´ne´ricite´, les algorithmes de recherche
d’images sont e´galement e´value´s sur deux bases de donne´es non me´dicales.
La partie consacre´e a` l’extraction des signatures nume´riques (chapitre 3) prolonge les
travaux effectue´s dans le laboratoire sur l’application des algorithmes de compression a` la
recherche d’images. Nous avons ainsi propose´ deux me´thodes base´es sur la transforme´e en
ondelettes des images. La premie`re me´thode construit une signature ge´ne´rique et globale
pour les images. Elle exploite notamment la flexibilite´ offerte dans la seconde partie de la
norme JPEG-2000, pour s’adapter au mieux aux images e´tudie´es. Constatant que cette
premie`re me´thode ne permet pas de caracte´riser correctement les petites le´sions, dans le cas
des images me´dicales, nous avons propose´ une approche comple´mentaire. Cette seconde ap-
proche permet de caracte´riser localement les images, en recherchant des le´sions mode´lisables
par une forme parame´trique : nous l’avons applique´e a` la recherche des microane´vrismes
dans les images re´tiniennes. Une des originalite´s de ces deux me´thodes est de rechercher
automatiquement une base d’ondelettes dans le cadre du sche´ma de lissage. La pre´cision
moyenne, pour une feneˆtre de cinq images, obtenue par ces me´thodes atteint 55,14% pour
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la base des re´tines, 70,91% pour la base des mammographies, 35,83% pour Corel et 96,50%
pour la base des visages.
Dans l’e´tude des me´thodes de recherche par le contenu de donne´es multimodales, une
attention particulie`re a e´te´ porte´e au proble`me de l’incomple´tude des documents dans
la base. Nous nous sommes donc inte´resse´s a` des me´thodes permettant d’inte´grer des
informations multimodales et incomple`tes. Trois approches ont e´te´ propose´es au chapitre
4 : la premie`re est base´e sur les arbres de de´cision et ses extensions, la deuxie`me sur les
re´seaux baye´siens et la troisie`me sur la the´orie de Dezert-Smarandache (DSmT). Les scores
de pre´cision moyenne obtenus sur la base des re´tines, et dans une moindre mesure sur
celle des mammographies, valident l’inte´reˆt d’utiliser des dossiers me´dicaux, plutoˆt que
des images seules, pour l’aide au diagnostic. La me´thode la plus pre´cise pour la base des
mammographies est celle base´e sur les arbres de de´cision : elle atteint 92,90%, contre 84,82%
pour la deuxie`me meilleure me´thode. Pour la base des re´tines, la plus pre´cise est celle base´e
sur DSmT : elle atteint 81,78% ; notons quand meˆme que la me´thode base´e sur les arbres de
de´cision est presque aussi pre´cise (80,97%). Le choix de la me´thode a` pre´coniser va donc eˆtre
guide´ davantage par le temps de calcul : c’est la me´thode base´e sur les arbres de de´cision
qui nous semble eˆtre la plus inte´ressante. Cependant, quelle que soit la me´thode utilise´e, la
pre´cision moyenne obtenue et la robustesse relative a` l’incomple´tude des documents sont
suffisamment importantes pour que toutes les me´thodes propose´es soient utilise´es dans un
syste`me d’aide au diagnostic me´dical.
Dans les me´thodes pre´sente´es dans cette the`se, nous n’exploitons pas explicitement les
liens particuliers entre les diffe´rentes images d’un document de la base. Ainsi, dans le cas
particulier de la base des re´tines, nous savons que la variation d’intensite´ des pixels de
l’image au cours d’une se´quence angiographique permet de caracte´riser certaines le´sions. Or
nous n’avons pas mode´lise´ l’aspect temporel des se´ries d’images. Une solution a e´te´ envisage´e
pour y reme´dier : nous pourrions construire une signature de la se´rie angiographique
recale´e. Nous avons ainsi cherche´ a` recaler ces se´ries d’images (voir annexe B). Cependant,
le recalage induit une perte de robustesse de l’algorithme de recherche. Ce proble`me de
l’indexation de se´ries temporelles d’images s’inte`gre dans la proble´matique plus large de
l’utilisation d’informations temporelles, du suivi longitudinal des informations patients. Nous
le trouvons dans les se´quences angiographiques, mais aussi dans les acquisitions dynamiques
d’images : e´chographies, endoscopies, etc. Dans ces examens, les e´volutions temporelles, les
de´placements d’un capteur vide´o, peuvent apporter une aide a` l’interpre´tation des images, a`
l’e´tablissement d’un diagnostic. Comment les qualifier, comment les de´crire pour la recherche
par le contenu ? Les re´ponses ne sont pas simples, meˆme si des travaux existent, mais surtout
dans l’indexation de se´quences multime´dia pour la te´le´vision ou le cine´ma. Etudier des
re´ponses dans le domaine me´dical, pour la recherche par le contenu, est la poursuite logique
de nos travaux et fait partie des nouveaux objectifs de notre e´quipe.
Pour conclure, les travaux pre´sente´s dans cette the`se se traduisent par des avance´es impor-
tantes et originales dans la recherche d’informations par le contenu. Ils permettent d’envisager
la mise en place de syste`mes d’aide a` la de´cision base´s sur la recherche par le contenu. En
tirant re´ellement profit des bases de donne´es nume´riques disponibles, ils devraient faciliter la
pratique clinique des me´decins dans un avenir proche.
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ANNEXE
B De´tection des vaisseauxsanguins - application
au recalage d’images
re´tiniennes
Dans notre travail, nous avons propose´ diffe´rentes approches pour indexer et rechercher
des se´quences d’images accompagne´es d’informations contextuelles (voir chapitre 4). Dans
chacune des approches propose´es, les signatures globales de ces images sont fusionne´es
en aval, lors du calcul des similarite´s entre se´quences. Dans la base d’images re´tiniennes,
les diffe´rentes images de la se´quence repre´sentent le meˆme objet (le fond de l’œil) sous
diffe´rentes conditions d’observation (application de diffe´rents filtres de couleur sur l’objectif
de la came´ra et de´calage temporel de l’observation dans la se´quence angiographique). Or les
variations locales d’intensite´s entre diffe´rentes images de la se´quence permettent d’identifier
des le´sions caracte´ristiques de la re´tinopathie diabe´tique. Ainsi, au lieu de fusionner les
signatures globales de chaque image, il peut eˆtre inte´ressant de construire directement une
signature (globale) de la se´quence angiographique recale´e.
En appliquant la me´thode d’ajustement de forme pre´sente´e au paragraphe 3.4 aux vais-
seaux sanguins de la re´tine, nous proposons dans cette annexe un algorithme de recalage de
se´quences angiographiques re´tiniennes, s’appuyant sur les vaisseaux sanguins.
B.1 De´tection des vaisseaux sanguins
B.1.1 Mode`le pour les vaisseaux sanguins
Pour de´tecter un vaisseau sanguin, nous commenc¸ons par de´tecter des portions de
vaisseaux, de´finis par une position et une direction, puis nous interpolons les portions de
vaisseaux de´tecte´s. Pour de´tecter une portion de vaisseau, nous devons mode´liser le profil
d’intensite´ p(r) des vaisseaux sur l’image, ou` r est la distance au centre du vaisseau, puis
nous appliquons le principe de l’ajustement de mode`le, de´crit au paragraphe 3.4, avec un
e´le´ment f(x, y) de´fini par l’e´quation B.1.
{
u = x cos(θ) + y sin(θ)
f(x, y) = p(u)
(B.1)
Ou` θ est l’angle de´finissant la direction du vaisseau. La transforme´e en ondelettes discre`te
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de ce mode`le est calcule´e et les coefficients a` l’inte´rieur du masque m(x, y), de´fini par
l’e´quation B.2, sont ajuste´s sur l’image.

u = x cos(θ) + y sin(θ)
v = −x sin(θ) + y cos(θ)
m(x, y) =
{
1 si |u| < l et |v| < L
0 sinon
(B.2)
Quelques exemples de profils de vaisseaux dans une image vert-ane´rythre sont donne´s
dans la figure B.1.
Figure B.1 — Profils de vaisseaux dans une image vert-ane´rythre
Comme pour les microane´vrismes (voir paragraphe 3.4.4.2), nous pouvons mode´liser le
profil des vaisseaux par une gaussienne ge´ne´ralise´e. Cependant, dans le cas des angiographies
tardives, le profil des vaisseaux ne peut pas eˆtre mode´lise´ par une gaussienne ge´ne´ralise´e, mais
il peut en revanche eˆtre mode´lise´ par une diffe´rence entre deux gaussiennes ge´ne´ralise´es. En
effet, le sang de´pourvu de marqueurs commence a` remplacer le sang marque´ : par conse´quent,
le sang a` l’inte´rieur des vaisseaux est fonce´ (gaussienne ge´ne´ralise´e a` l’envers) et les parois des
vaisseaux encore marque´s sont claires (gaussienne ge´ne´ralise´e a` l’endroit). Quelques exemples
de profils de vaisseaux dans une image angiographique tardive sont donne´s dans la figure B.2.
Figure B.2 — Profils de vaisseaux dans une image angiographique tardive
A priori, en plus d’ajuster le profil du vaisseau, nous devons ajuster sa direction. Nous
allons exploiter la de´composition en ondelettes des images pour la trouver directement. Par
la de´composition en ondelettes des images que nous avons applique´e (cf. section 3.1.4), nous
avons calcule´ en chaque point de l’image un coefficient transforme´ dans la direction horizontale
et un autre dans la direction verticale. En comparant ces deux coefficients, nous pouvons
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de´terminer la direction ponctuelle privile´gie´e. Cette proprie´te´ de la transforme´e en ondelettes
des images a e´te´ utilise´e par Mallat pour la de´tection de contours [90]. En effectuant une
moyenne de ces directions ponctuelles privile´gie´es dans un voisinage d’un vaisseau, nous
pouvons de´terminer la direction orthogonale au vaisseau. Ainsi, en chaque point de l’image,
nous de´terminons la direction privile´gie´e θ0 dans un voisinage du point, puis nous ajustons
un mode`le du vaisseau en ce point dans la direction θ orthogonale a` θ0. Pour de´tecter l’angle
θ0 de manie`re robuste, nous avons applique´ la proce´dure suivante :
– Initialisation : on calcule en chaque point (i, j) de l’image l’angle A(i, j) (voir e´quation
B.3) et la norme N(i, j) (voir e´quation B.4) du vecteur (nHL(i, j), nLH(i, j)), ou`
























nHL(i, j)2 + nLH(i, j)2 (B.4)
– Ajustement du mode`le en un point (i0, j0) : dans un voisinage V (i0, j0) du point
(i0, j0), nous construisons l’histogramme H a` m niveaux des angles, ponde´re´s par la
norme. Ainsi, la valeur du kie`me niveau de l’histogramme est donne´e par l’e´quation
B.5. La ponde´ration par la norme permet d’e´carter les pixels trop entache´s de
bruit. A chaque niveau k de l’histogramme, nous associons une direction dk de´finie




m . La direction privile´gie´e dk dans le voisinage V (i0, j0) est












Figure B.3 — Principe de la recherche de la direction privile´gie´e. La figure repre´sente un
histogramme H a` m = 8 niveaux. Chaque niveau de l’histogramme est repre´sente´ dans le
secteur angulaire correspondant (cf. e´quation B.5). En appliquant le crite`re de l’e´quation B.6,
nous voyons que la direction privile´gie´e est d1. Si nous nous e´tions contente´ de rechercher
le niveau maximum de l’histogramme, nous aurions trouve´ que d0 (ou d2) est la direction
privile´gie´e, ce qui aurait e´te´ faux.
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B.1.2 Parame´trage du syste`me
Les parame`tres suivants doivent eˆtre de´termine´s :
– la base d’ondelettes utilise´e pour de´composer les images
– l’e´chelle d’observation (n) utilise´e pour rechercher la direction privile´gie´e
– les sous-bandes utilise´es pour l’ajustement du mode`le
Ces parame`tres sont recherche´s comme explique´ au paragraphe 3.4.3. Chaque jeu de pa-
rame`tre est e´value´ par l’e´quation 3.56, qui fait intervenir la sensibilite´ et la VPP (valeur
pre´dictive positive) de la de´tection. Nous devons pour cela disposer d’une ve´rite´ terrain.
Nous avons donc segmente´ manuellement les vaisseaux sanguins de plusieurs images de la
base de donne´es (voir figure B.4).
(a) (b)
Figure B.4 — Ve´rite´ terrain pour la de´tection des vaisseaux
Pour estimer la VPP, nous calculons le pourcentage d’objets de´tecte´s se trouvant au plus
a` un pixel d’un vaisseau segmente´ manuellement. Pour estimer la sensibilite´, nous calculons
le pourcentage de pixels segmente´s manuellement se trouvant au plus a` un pixel d’un objet
de´tecte´.
Remarque : contrairement au de´tecteur de microane´vrismes, nous ne sommes pas oblige´s
d’utiliser un seuil unique pour l’ensemble des images d’une meˆme modalite´. Ce seuil peut eˆtre
recherche´ de manie`re non supervise´e pour chaque nouvelle image, en effectuant une analyse
fractale du re´seau vasculaire extrait en fonction du seuil/des seuils sur la SSE [86].
B.1.3 Re´sultats
La meilleure combinaison de sous-bandes est {2HL, 2LH}. Ces deux sous-bandes sont
e´galement celles qui fonctionnent le mieux pour de´tecter les angles (i.e. n = 2). Nous montrons
sur la figure B.5 le score du syste`me (de´fini a` l’e´quation 3.56, qui est fonction de la VPP et de
la sensibilite´) en fonction de l’ondelette utilise´e. Cette figure montre que le choix de l’ondelette
joue un roˆle important sur l’efficacite´ du syste`me.
Nous donnons sur la figure B.6 des re´sultats qualitatifs de segmentation.
B.1. DE´TECTION DES VAISSEAUX SANGUINS 179
(a) filtres passe-bas (b) filtres passe-haut
(c) angiographies (d) images vert ane´rythre
Figure B.5 — Influence de l’ondelette sur le score de de´tection des vaisseaux. Sur cet
exemple, les filtres sont recherche´s parmi l’ensemble des ondelettes de support 9/3. Le score
de chaque couple de filtres (passe-bas, passe-haut) est proportionnel a` l’intensite´ du pixel
correspondant dans les images (c) et (d).
(a) image originale (b) re´sultat de la segmentation
Figure B.6 — Exemple de re´sultat de la de´tection des vaisseaux. Le centre de chaque
portion de vaisseau de´tecte´e est repre´sente´e par un pixel blanc sur l’image (b).
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B.2 Recalage des images re´tiniennes
B.2.1 Choix de la me´thode de recalage
Les me´thodes de recalage peuvent eˆtre divise´es en quatre groupes : les mode`les e´lastiques,
les me´thodes de Fourier, les me´thodes de corre´lation et les me´thodes de mise en cor-
respondance de primitives. Le premier groupe n’est pas utile pour le recalage d’images
re´tiniennes car les de´formations sont principalement globales (les mouvements de l’oeil et les
de´formations optiques), et les deux suivantes sont a priori inadapte´es aux images re´tiniennes,
d’apre`s [76]. Certaines e´tudes ont ne´anmoins e´te´ mene´es sur le recalage d’images re´tiniennes
en se basant sur des me´thodes de corre´lation, telles que l’information mutuelle [126], ou des
mode`les e´lastiques [99], mais ces me´thodes ne fonctionnent pas sur nos images, qui sont peu
contraste´es pour certaines modalite´s (notamment les angiographies tardives). Nous nous
inte´ressons donc au recalage par mise en correspondance de primitives. Plusieurs primitives
ont e´te´ utilise´es pour recaler des images re´tiniennes [105]. Les plus fre´quentes e´tant les
ramifications et les croisements de vaisseaux ou le squelette de la vascularisation. Nous allons
utiliser la deuxie`me approche, en appliquant l’algorithme de de´tection de´crit au paragraphe
pre´ce´dent.
Comme nous l’avons dit pre´ce´demment, les mode`les de de´formation rigide sont bien
adapte´s au recalage d’images re´tiniennes. Nous allons recaler les images de chaque se´rie
deux a` deux : l’une des images sert de re´fe´rence et nous appliquons une de´formation rigide
a` l’autre image, afin de minimiser l’erreur de correspondance entre les deux images. Nous
e´tudions pour cela deux mode`les de de´formation :
– une rotation et une translation (trois parame`tres)
– une transformation du second ordre, pour prendre en compte la sphe´ricite´ et les
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(B.7)
ou` (x′, y′) sont les coordonne´es du point dans l’image de re´fe´rence et (x, y) est la coor-
donne´e dans l’image transforme´e.
B.2.2 Recalage d’une se´rie d’images multimodale
Nous nous plac¸ons maintenant dans un cadre plus ge´ne´ral : au lieu de recaler une image sur
une image de re´fe´rence, nous allons recaler toutes les images d’une se´rie S = {I1, I2, ..., IN},
entre elles. Nous devons pour cela de´signer une image de re´fe´rence Ir, et recaler les autres
images de la se´rie sur Ir. Le recalage de la se´rie se fait en trois e´tapes :
1. nous recalons grossie`rement toutes les images deux a` deux, en choisissant tour a` tour
l’une ou l’autre des images comme re´fe´rence (voir paragraphe B.2.3),
2. nous utilisons le re´sultat de ces N(N − 1) recalages pour de´signer l’image de re´fe´rence
(voir paragraphe B.2.4),
3. nous recalons avec pre´cision chaque image I ∈ S − {Ir} sur Ir (voir paragraphe B.2.5).
B.2.3 Recalage grossier de deux images
Pour recaler grossie`rement une image Ia sur une image Ib, nous utilisons la transformation
rapide de Chamfer [47]. Cette transformation consiste a` ajuster un ensemble de primitives
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sur une image binaire I. Pour cela, une carte de distance D est calcule´e : pour chaque point
(i, j) dans I, D(i, j) est la distance au plus proche objet dans I. Dans notre cas, I est
constitue´e des primitives extraites de Ib (les vaisseaux sanguins dans notre cas). Le recalage
consiste a` trouver la transformation qui minimise
∑
f∈F D(T (f)), F e´tant l’ensemble des
pixels constituant les primitives extraites de Ia. Dans cette premie`re e´tape, la de´formation
utilise´e est simplement une rotation suivie d’une translation. La proce´dure d’optimisation
utilise´e est un algorithme ge´ne´tique suivi d’une descente de Powell. Cette e´tape dure moins
d’une seconde par couple d’images.
B.2.4 Choix de l’image de re´fe´rence
A ce point, nous construisons un graphe oriente´ G dont les images I ∈ S sont les sommets
et dont les transformations optimales pre´ce´demment calcule´es sont les arcs. Ensuite, pour
chaque couple d’image (Ia, Ib), nous construisons la liste Lab des chemins de taille infe´rieure ou
e´gale a` 2 entre Ia et Ib, et nous composons les transformations correspondantes. La proce´dure
est illustre´e sur la figure B.7.
Figure B.7 — Graphe des transformations. Sur cet exemple, la liste L12 est compose´e de
{T12, T
−1

















−1 est l’ope´rateur inverse et ◦ est l’ope´rateur de composition.
A partir de ces listes, nous calculons la transformation moyenne pour chaque paire
d’images, une fois les transformations aberrantes supprime´es des listes. Cette transformation
moyenne nous fournit une initialisation robuste si l’on doit recaler les deux images de
manie`re plus pre´cise, comme de´crit au paragraphe suivant. Le cardinal d’une liste Lij entre
deux images Ii et Ij , apre`s suppression des transformations aberrantes, est un indicateur de
la confiance que l’on peut avoir dans le recalage entre ces deux images. L’image de re´fe´rence








ou` Cij traduit la confiance que l’on peut avoir dans le recalage entre Ii et Ij . Donc a priori
Cij = |Lij |. Cependant, dans le cas ou` une liste contiendrait deux e´le´ments tre`s diffe´rents
(e´chec de l’initialisation), nous choisissons Cij comme une mesure de similitude (strictement
infe´rieure a` 1) entre les deux e´le´ments de la liste.
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B.2.5 Recalage pre´cis
A ce stade de la proce´dure, l’image de re´fe´rence a e´te´ de´signe´e et une estimation T0 de
la de´formation entre chaque image I ∈ S − {Ir} et Ir est disponible. T0 est utilise´e pour
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(B.9)
ou` (tx, ty) et φ sont les parame`tres de la translation et de la rotation, de´termine´s
pre´ce´demment. L’optimisation finale est obtenue par une autre descente de Powell. Pour
obtenir une meilleure pre´cision, nous n’utilisons pas la transformation rapide de Chamfer,
nous recherchons la transformation T qui maximise le crite`re suivant, inspire´ d’un crite`re





















ou` Fi est l’ensemble des primitives extraites de Ii ; pour chaque primitive f , f.c et f.α
de´signent le centre et la direction de la primitive. Contrairement a` la formule introduite par
Fang [47], K est un parame`tre constant : il s’agit du seuil utilise´ pour e´carter les transforma-
tions aberrantes au paragraphe pre´ce´dent.
B.2.6 Re´sultats
Un exemple de se´rie d’images recale´es est pre´sente´ sur la figure B.8. Quatre se´ries de la base
de donne´es n’ont pu eˆtre recale´es par cette me´thode : a` chaque fois, le proble`me s’est pose´ lors
du recalage grossier. Pour e´valuer la qualite´ du recalage, nous avons marque´ manuellement
plusieurs croisements de vaisseaux dans chaque se´rie (dans l’image de re´fe´rence, ainsi que es
autres images de la se´rie ou` ces croisements apparaissent), jouant le roˆle de balises. Ensuite,
pour chaque image I de la se´rie a` l’exception de la re´fe´rence Ir, nous avons mesure´ la distance
euclidienne moyenne entre les balises de I et de Ir. Les images sont ensuite classifie´es dans
le tableau B.1 en fonction de cette distance moyenne.
distances moyenne entre les balises (pixels) 0 ≤ d < 2 2 < d < 5 d ≥ 5
pourcentage d’images 90% 5% 5%
Tableau B.1 — Evaluation quantitative du recalage
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(a) IMAGE DE REFERENCE : an-
giographie tardive
(b) photographie filtre vert (c) photographie filtre bleu
(d) angiographie pre´coce (e) angiographie interme´diaire
Figure B.8 — Se´rie d’images recale´es
B.2.7 Conclusion
Le recalage de se´ries angiographiques pourrait nous permettre de de´finir une signature de
se´ries temporelles d’images, l’aspect temporel de ses se´ries d’images n’ayant pas e´te´ exploite´
dans les algorithmes de recherche de documents multimodaux propose´s dans le chapitre 4.
En outre, ce recalage de se´ries angiographiques pourrait nous permettre de construire des
images de´finies comme la diffe´rence entres deux images conse´cutives d’une se´rie. Ces images
pourraient faciliter le travail de segmentation manuelle des se´quences angiographiques, lors
de l’apprentissage et la validation des algorithmes de de´tection des microane´vrismes.

ANNEXE
C Algorithme de fusionpolynomial en s, le
nombre de sources
Soit le cadre de discernement suivant θ = {θ1, θ2} et un mode`leM(θ) (Mf (θ),M0(θ) ou
un mode`le hybride). Nous proposons un algorithme polynomial en s, le nombre de sources,
pour calculer m∩(X),∀X ∈ D(θ). Nous e´tendons ensuite la me´thode a` un ope´rateur de
fusion de type PCR.
L’algorithme impose une contrainte sur la fonction de masse mi de chaque source i = 1..s
a` fusionner : il impose que seuls les e´le´ments X ∈ {θ1, θ2, θ1∪θ2} aient une masse mi(X) 6= 0.
C.1 Algorithme pour le calcul de la re`gle conjonctive
Soit m1, m2, ..., ms les fonctions de masse de croyance de´finies pour chaque source.
Compte tenu de l’hypothe`se formule´e au paragraphe pre´ce´dent, une masse mi(X) est affecte´e
a` chaque e´le´ment de X ∈ D(θ) pour chaque source i = 1..s, de telle sorte que :
– mi(θ1) +mi(θ2) +mi(θ1 ∪ θ2) = 1
– mi(θ1 ∩ θ2) = 0







Ainsi, dans le cas d’un proble`me a` deux sources :
m∩(θ1 ∪ θ2) = m1(θ1 ∪ θ2)m2(θ1 ∪ θ2) (C.2)
m∩(θ1) = m1(θ1)m2(θ1) +m1(θ1)m2(θ1 ∪ θ2) +m1(θ1 ∪ θ2)m2(θ1) (C.3)
m∩(θ2) = m1(θ2)m2(θ2) +m1(θ2)m2(θ1 ∪ θ2) +m1(θ1 ∪ θ2)m2(θ2) (C.4)
m∩(θ1 ∩ θ2) = m1(θ1)m2(θ2) +m1(θ2)m2(θ1) (C.5)
Nous allons interpre´ter graphiquement le calcul de la fonction de masse m∩. Pour cela,
nous allons regrouper les diffe´rents produits p =
∏s
i=1mi(Xi), (X1, ..., Xs) ∈ {θ1, θ2, θ1∪θ2}s
en fonction :
– du nombre de termes mi(θ1), i = 1..s, dans le produit, note´ n1(p)
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– du nombre de termes mi(θ2), i = 1..s, dans le produit, note´ n2(p)
Nous cre´ons pour cela un tableau Ts, dont chaque cellule Ts(u, v) contient la somme des
produits p =
∏s
i=1mi(Xi), (X1, ..., Xs) ∈ {θ1, θ2, θ1 ∪ θ2}s tels que n1(p) = u et n2(p) = v.
Dans le cas s = 1 et s = 2, nous obtenons les tableaux T1 et T2 donne´s sur la figure C.1.
(a) T1
(b) T2
Figure C.1 — Tableaux T1 et T2
D’apre`s la figure C.1 et les e´quations C.2 - C.5, nous observons que :















Cela s’explique par l’e´quation C.1. En effet :
– dans la cellule Ts(0, 0), l’intersection des propositions X1 ∩ ... ∩ Xs = θ1 ∪ θ2, car le
produit ne fait intervenir aucune proposition θ1 et aucune proposition θ2.
– dans les cellules Ts(i, 0), i ≥ 1, l’intersection des propositions X1 ∩ ... ∩ Xs = θ1, car
chaque produit fait intervenir au moins une fois la proposition θ1 (i fois) et ne fait
intervenir aucune proposition θ2.
– dans les cellules Ts(0, j), j ≥ 1, l’intersection des propositions X1 ∩ ... ∩ Xs = θ2, car
chaque produit ne fait intervenir aucune proposition θ1 et fait intervenir au moins une
fois la proposition θ2 (j fois).
– dans les cellules Ts(i, j), i, j ≥ 1, l’intersection des propositions X1 ∩ ...∩Xs = θ1 ∩ θ2,
car chaque produit fait intervenir au moins une fois la proposition θ1 (i fois) et au moins
une fois la proposition θ2 (j fois).
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Donc si Ts peut eˆtre construit en un temps polynomial, m∩ peut eˆtre calcule´e en un temps
polynomial.
Nous donnons ci-dessous un algorithme pour construire Ts a` partir de Ts−1 en un temps
polynomial. Le principe est illustre´ sur la figure C.2 dans le cas s = 2.
(a) T1(u, v)
(b) T θ12 (u, v) = T1(u− 1, v)×m2(θ1)
(c) T θ22 (u, v) = T1(u, v − 1)×m2(θ2)
(d) T θ1∪θ22 (u, v) = T1(u, v)×m2(θ1 ∪ θ2)
(e) T2(u, v) = T
θ1
2 (u, v) + T
θ2
2 (u, v) + T
θ1∪θ2
2 (u, v)
Figure C.2 — Calcul de T2 a` partir de T1






T θ1s (u, v) =
{
Ts−1(u− 1, v)×ms(θ1), u = 1..s, v = 0..s
0, u = 0, v = 0..s
(C.10)
T θ2s (u, v) =
{
Ts−1(u, v − 1)×ms(θ2), u = 0..s, v = 1..s
0, u = 0..s, v = 0
(C.11)
T θ1∪θ2s (u, v) = Ts−1(u, v)×ms(θ1 ∪ θ2), u = 0..s, v = 0..s (C.12)








Nous ve´rifions d’abord que cette proce´dure permet de ge´ne´rer tous les produits∏s
i=1mi(Xi), X1, ..., Xs ∈ {θ1, θ2, θ1 ∪ θ2} (hypothe`se H1(s)). Nous montrons ensuite que
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tous ces produits apparaissent dans cellule correcte de Ts (hypothe`se H2(s)). Nous proce´dons
pour cela par re´currence :
1. nous pouvons ve´rifier facilement H1(1) et H2(1) sur la figure C.1 (a)
2. tous les termes
∏s
i=1mi(Xi), (X1, ..., Xs) ∈ {θ1, θ2, θ1∪θ2}s, s’e´crivent comme le produit
d’un terme
∏s−1
i=1 mi(Xi), (X1, ..., Xs−1) ∈ {θ1, θ2, θ1∪θ2}s−1, qui par l’hypothe`se H1(s−
1) sont tous e´nume´re´s dans Ts−1, et d’une masse m, e´gale soit a` ms(θ1), soit a` ms(θ2)
ou soit a` ms(θ1 ∪ θ2). Selon m, ces termes apparaissent soit dans T θ1s , soit dans T θ2s , soit
dans T θ1∪θ2s , d’apre`s les e´quations C.10, C.11 et C.12. Donc, d’apre`s l’e´quation C.13, ils
apparaissent dans Ts : l’hypothe`se H1(s) est vraie.
3. soit un terme p =
∏s
i=1mi(Xi), (X1, ..., Xs) ∈ {θ1, θ2, θ1 ∪ θ2}s. Si Xs est θ1 alors par
de´finition de n1 et de n2, n1(p) = n1(
p
ms(θ1)








Ts−1. Comme pms(θ1) apparaˆıt dans la cellule correcte de Ts−1 (hypothe`se H2(s − 1)), p
apparaˆıt dans la cellule correcte de Ts. Le raisonnement est similaire si Xs est θ2 (en
utilisant l’e´quation C.11) ou θ1 ∪ θ2 (en utilisant l’e´quation C.12). Donc l’hypothe`se
H2(s) est vraie.
Finalement, la matrice Ts que nous obtenons a` une structure illustre´e sur la figure C.3.
Figure C.3 — Structure de la matrice Ts. En suivant la re`gle conjonctive, la cellule verte
contient la masse affecte´e a` θ1 ∪ θ2, les cellules rouges (resp. bleues) se re´partissent la masse
affecte´e a` θ1 (resp. θ2), finalement, les cellules violettes se re´partissent la masse affecte´e a`
θ1 ∩ θ2.
Le calcul de Ts a` partir de Ts−1 implique 3(
s(s+1)
2 ) ope´rations de multiplication, cette
ope´ration est donc effectue´e en un temps polynomial. Donc le calcul de Ts e´galement (le
nombre d’ope´rations est borne´ par 3s( s(s+1)2 )).
C.2 Algorithme de redistribution proportionnelle de conflit
Si les hypothe`ses θ1 et θ2 sont incompatibles, alors la masse affecte´e a` θ1 ∩ θ2 d’apre`s
la re`gle conjonctive doit eˆtre redistribue´e entre θ1 et θ2. En effet, l’ensemble θ1 ∪ θ2
n’est pas implique´ dans le conflit, donc seuls θ1 et θ2 se partagent la masse conflictuelle
(comme pour les re`gles PCR2 et PCR5 par exemple). Compte tenu du nombre de produits
p =
∏s
i=1mi(Xi), (X1, ..., Xs) ∈ {θ1, θ2, θ1 ∪ θ2}s, exponentiel en s, il est impossible de
redistribuer individuellement chaque conflit partiel (re`gle PCR5). Une solution envisageable
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consiste a` redistribuer le conflit total (re`gles PCR2). Nous pouvons cependant exploiter la
matrice Ts pour redistribuer cette masse de manie`re plus fine que par la re`gle PCR2.
Au fur et a` mesure que nous construisons la matrice Ts, nous calculons en chaque cellule
c le pourcentage p1(c) (resp. p2(c)) de la masse de c qui devrait eˆtre affecte´e a` θ1 (resp. θ2)
en cas de conflit. Initialement :
– p1(T1(0, 0)) = p1(T1(0, 1)) = 0 et p1(T1(1, 0)) = 1
– p2(T1(0, 0)) = p2(T1(1, 0)) = 0 et p2(T1(0, 1)) = 1
Ensuite, a` l’ite´ration j, lorsque nous calculons T θ1j (u, v) = Tj−1(u − 1, v) × mj(θ1), nous
calculons pour u+ v > 1 et u+ v ≤ j :
– p1(T
θ1





j (u, v)) =
p2(Tj−1(u−1,v))Tj−1(u−1,v)
Tj−1(u−1,v)+mj(θ1)
De meˆme, lorsque nous calculons T θ2j (u, v) = Tj−1(u, v − 1) × mj(θ2), nous calculons pour
u+ v > 1 et u+ v ≤ j :
– p1(T
θ2





j (u, v)) =
p2(Tj−1(u,v−1))Tj−1(u,v−1)+mj(θ2)
Tj−1(u,v−1)+mj(θ2)
Puis, lorsque nous calculons Tj(u, v) = T
θ1
j (u, v) + T
θ2
j (u, v) + T
θ1∪θ2
j (u, v), nous calculons
pour u+ v > 1 et u+ v ≤ j :




































β(u, v) est un facteur de normalisation choisi de telle sorte que p1(Tj(u, v))+p2(Tj(u, v)) = 1
∀ u, v. Nous redistribuons ensuite la masse de chaque cellule (Ts(u, v))u>0,v>0 entre θ1 et θ2
proportionnellement a` p1(Ts(u, v)) et p2(Ts(u, v)), respectivement.
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