Averages of ratios of characteristic polynomials for the compact classical groups are evaluated in terms of determinants whose dimensions are independent of the matrix rank. These formulas are shown to be equivalent to expressions for the same averages obtained in a previous study, which was motivated by applications to analytic number theory. Our approach uses classical methods of random matrix theory, in particular determinants and orthogonal polynomials, and can be considered more elementary than the method of Howe pairs used in the previous study.
Introduction
The study of the moments of the characteristic polynomial for the compact classical groups is of great importance for its consequence in analytic number theory. The mean value of |Λ A (s)| 2K for |s| = 1, averaged over all A ∈ U (N ) chosen with the Haar (uniform) measure, can be calculated exactly in terms of the Barnes G-function (see e.g. [12] ). From this the leading large N asymptotic behaviour is calculated as
where
To relate (1.2) to a result in analytic number theory, one recalls that according to the MontgomeryOdlyzko law (see e.g. [17] ) the large zeros of the Riemann zeta function on the critical line (the Riemann zeros) are expected to have the same statistical properties as the eigenvalues of large matrices from U (N ). Keating and Snaith [19] extended this hypothesis to the values of the zeta function itself, whereby it is predicted that averaged properties of the latter will be determined by averaged properties of the characteristic polynomial Λ A (s) for random matrices from U (N ). Now, in the set up of the MontgomeryOdlyzko law, it is required that both the Riemann zeros and the U (N ) eigenvalues be rescaled to have mean spacing unity. If T measures the distance along the critical line, then it is well known that the density of Riemann zeros is to leading order 1 2π log(T /2π), while the eigenvalue density is simply N/2π. This suggests that in order to relate the large T averaged properties of the zeta function to the same averaged quantity of the characteristic polynomial Λ A (s) one must choose [19] 
As a concrete application of these ideas, Keating and Snaith identify |ζ(1/2 + it)| 2K averaged over t ∈ [0, T ] as the Riemann zeta function analogue of (1.2). In particular they conjecture
where a K is an explicit number theoretic quantity involving the primes. For K = 1 and K = 2 this agrees with theorems of Hardy and Littlewood [15] and Ingham [16] , while for K = 3 and K = 4 it agrees with a prediction based on number theoretic arguments due to Conrey and Ghosh [8] and Conrey and Gonek [9] . To go beyond (1.5), and compute lower order terms in the asymptotic expansion, it turns out [6] that one must generalize the average in (1.2) to
Moreover results of Farmer [11] on averages of ratios of the zeta function on the critical line calls for knowledge of the still more general average
.
(1.7)
The result (1.5) has generalizations for certain families of L-functions [5, 18] , and like (1.5) they relate to random matrix averages analogous to (1.2). These random matrix averages are now with respect to one of the compact classical groups Sp(2N ) The corresponding eigenvalues have the property that if e iθ is an eigenvalue, so is e −iθ , and thus the characteristic polynomials exhibit the property Λ A (s) = Λ A † (s). It follows that the analogue of (1.7) in these cases is
Evaluations of (1.7) and (1.8) have been given recently by Conrey, Farmer and Zirnbauer [7] . The method used in their derivation is based on the theory of Howe pairs. It is our objective here to give simpler derivations, based on classical methods from random matrix theory, in particular determinants and orthogonal polynomials. In the course of this study we find a number of new results. In particular we express (1.7) and (1.8) as determinants whose dimension is independent of N , and we extend the evaluation of (1.8) to the case that e −γ q lies on the support of the spectrum.
In Section 2 we review the explicit form of the evaluations of (1.7) and (1.8) given in [7] . In Section 3 we note that the evaluation of (1.7) given in [7] can in fact be derived from a result of Day [10] in the theory of Toeplitz determinants. We then proceed to give a self contained derivation of Day's formula using a method due to Basor and Forrester [3] . In Section 4 the evaluation of (1.8) for G = Sp(2N ) is given. The method used is to project the eigenvalue probability density function (p.d.f.) from the unit circle in the complex plane to the interval (−1, 1), then to make use of a general formula of Fyodorov and Strahov [13] and Baik, Deift and Strahov [2] relating to the average of ratios of characteristic polynomials for ensembles of unitary invariant Hermitian matrices. This method is also employed in Section 5 to compute (1.8) for G = O + (2N ) and O + (2N + 1) and this latter calculation is compared to the equivalent result for O − (2N ), the set of orthogonal matrices with determinant −1.
Since the completion of this work, a preprint of Borodin and Strahov [4] has appeared on the evaluation of the equivalent averages to (1.7) and (1.8) for ensembles of Hermitian matrices. Their results, and methods of study, are quite different from our own but the number of recent papers on this topic illustrate the interest in these quantities above and beyond the connection to number theory.
2 Known results for the evaluation of (1.7) and (1.8)
and suppose that the real part of γ q (q = 1, . . . , Q) and
and let {−1, 1} K denote the set of all K-tuples in which each entry takes on the value 1 or −1. The following results are given in [7] Proposition 2.1.
. (2.5) 3 The unitary case
The characteristic polynomial Λ A (s) is a function of the eigenvalues of A only. The eigenvalues constitute N of the N 2 independent variables required to specify a general unitary matrix. Diagonalizing A by
. . , e iθ N ) and U is the unitary matrix formed from the eigenvectors, we have (see e.g. [12] ) a factorization of the the Haar measure
Consequently the in general N 2 dimensional average f A∈U (N ) reduces in the case that f is a function of the eigenvalues only to the N dimensional average f Ev(U (N )) where Ev(U (N )) refers to the eigenvalue
Not only is Λ A (s) a function of the eigenvalues only, it also factorizes as a product over the individual eigenvalues. Now, in general for f of the form N l=1 g(e iθ l ), we have the Heine identity
thus relating the average over Ev(U (N )) to a Toeplitz determinant. Of interest to us in relation to the evaluation of (1.7) given in Proposition 2.1 is the following evaluation of a class of Toeplitz determinants due to Day [10] .
where it is assumed the r h are distinct, 
From the definition (1.1) we see that the product of characteristic polynomials in (1.7) can be written as
. (3.11) Up to the constant factors (−1) L e K+L l=K+1 α l , we recognise this as an example of the generating function (3.9) with
Day's formula (3.10) then implies that for g(t) as in (3.11)
Noting that e
recalling the definition (2.1) of z(x), and identifying the sum over 
where |u j | < 1, |v j | < 1. This is reduced to a determinant of dimension (p + q) × (p + q). In the case that q = 0, when (3.9) and (3.13) coincide, it was shown in [3] that this reduced determinant can be identified with Day's formula (3.10).
Here we will show that the method of [3] applied to the Ev(U (N )) average (3.8) with g(t) given by (3.9) also gives an evaluation in terms of a (p + q) × (p + q) determinant. Moreover, we will show that this determinant can be expanded to reclaim Day's formula (3.10).
Central to the working of [3] (see Lemma 2 therein) is the following corollary of the Cauchy double alternate determinant formula. 
where, for general sequences
With this recalled, let us proceed to state and prove the first form of our Ev(U (N )) average evaluation.
Proof. Let g(t) be given by (3.9). We write
In terms of the notation (3.15) we see that
Using this, recalling the p.d.f. (3.7) for Ev(U (N )), and making further use of the notation (3.15) we see that with
We will consider separately the factors in the integrand
D(r; t)∆(t) D(v; t)
and 18) with the objective being to express them in terms of determinants by making use of (3.14). In relation to the first factor, introduce the notation a b for the concatenation of the sequences (a i ) and (b j ). Then 19) and in particular
∆(t r)∆(v) D(v; t r) .
Making use of (3.14) we have for the final ratio on the right hand side the determinant formula
In relation to the second factor in (3.18) we write
Making use of (3.14) gives the determinant formula 
(recall that a determinant is the antisymmetrization of its diagonal term) provided we multiply by N !. Doing this the integrand is of the form N j=1 h j (t j ) times the determinant in (3.20) . Consequently the integration can be done row by row in the determinant and we obtain
To perform the integrations, we note that for q ∈ Z >0 , |v| < 1 and |u| > 1,
The determinant therefore becomes
Expanding by the single non-zero element in each of the first (N − q) rows gives (−1) q(N −q) times the determinant in (3.16), and thus establishes that formula. Expanding the determinant in (3.16) we can reclaim the evaluation (3.12) implied by Day's formula (3.10).
Proposition 3.4. The determinant in (3.16) has the following expanded form
where 
Then the remaining rows in (3.24), q + σ(p − s + 1), . . . , q + σ(p), similarly ordered are constrained by
So σ is a permutation in Ξ p−s,s . We also observe that ε(σ) can be expressed as
By first expanding the determinant by elements in row q + σ(j) of column q + j (j = 1, . . . , p − s), then anti-symmetrizing in the ordering of these σ(j)'s, we see that we get
(this is an example of the general Laplace expansion of a determinant by multiple columns [1] ).
From the first determinant we take out the factor Also, according to (3.14) (in the form written in (3.20 
Making use of the formulas (3.19) shows us that (3.26) equals
where to go from one line to the next we have used
This proves (3.22). Substituting (3.22) in (3.16), and performing minor manipulations gives (3.10).
The symplectic case
In the case of matrices A ∈ Sp(2N ), the eigenvalues come in complex conjugate pairs e ±iθ1 , . . . , e ±iθ N , 0 < θ i < π (i = 1, . . . , N ). With s = e iφ , the characteristic polynomial (1.1) can therefore be written
(cos φ − cos θ j ).
It follows that
(4.1) We know (see e.g. [12] ) that under the change of variables cos θ j = x j , the eigenvalue joint probability density function,
maps to Ev(JUE N ) with a = b = 1/2, where Ev(JUE N ) refers to the Jacobi unitary ensemble eigenvalue
Thus after setting y k = cos φ k , v q = cos ξ q , the final average in (4.1) can be written
To evaluate (4.2) we make use of a formula of Fyodorov and Strahov [13] and Baik, Deift and Strahov [2] , which expresses the ratio of characteristic polynomials in (4.2), averaged over a general unitary invariant eigenvalue p.d.f. on the real line,
Their result is stated as follows.
Proposition 4.1. Set dα(x) = w 2 (x)dx, and introduce the corresponding monic orthogonal polynomials
Introduce the Cauchy transform byh
k (x) = ∞ −∞ π k (t) x − t dα(t) (4.3) (h k (x) = 2πih k (x) where h k (x
) is the definition of the Cauchy transform used in [2]). For Q ≤ N we have
denotes the monic form of the Jacobi polynomial P (a,b) j (x). In the variable x = cos θ, this assumes the simple formP
Substituting this in (4.3) with the change of variables t = cos θ, and using the fact that the integrand is even we haveh
The integral (4.6) can be evaluated according to the following result. 
Substituting (4.5) and (4.7) in (4.4), noting that
and recalling (4.2) the following determinant formula for the average of ratios of characteristic polynomials in the symplectic case is obtained. 
. , Q). We have
This determinant can easily be worked into the form of Proposition 2.2. To do this we use the following identities which will be used again in the following sections.
Lemma 4.2.
(−1)
Proof. This is proved simply by noting that
The second identity we need is very similar. 
Now we rewrite (4.12) by recognising that since each sinh function is the sum of two exponentials, one by one we can split up each of the last K rows of the determinant to produce the sum of two determinants. For example, starting with the last row, we have
We do this to K rows, and so end up with 2 K determinants:
We now use Lemmas 4.2 and 4.3 which immediately turn the last two quotients above into the form needed to recover (4.14) . This completes the proof of Proposition 2.2. We note that the determinant evaluation (4.12) can readily be extended to the case that the characteristic polynomials in the denominator Λ A (s q ) are evaluated on the eigenvalue support, and thus s q = e iφq , 0 < φ q < π. Using the result that [14] 
where PV denotes the principal value, we see from (4.6) and (4.10) that 4.7) ). The analogue of Proposition 4.2 then is given by the following result.
5 The orthogonal case
First we start with the case of matrices A ∈ O + (2N ). As in the symplectic case, here again the eigenvalues come in complex conjugate pairs e ±iθ1 , . . . , e ±iθ N , 0 < θ i < π (i = 1, . . . , N ). With s = e iφ , the characteristic polynomial (1.1) can again be written as
In the identical manner to the previous section We now use once again Proposition 4.1. For the weight
denotes the monic form of the Jacobi polynomial P (a,b) j (x). In the variable x = cos θ, this is given bỹ
Substituting this in (4.3), letting t = cos θ and using the fact that the integrand is even, we havē
The integral (5.3) is evaluated in the following lemma.
Proof. We make use of (4.8) and (4.9) to writē we use (5.1) and Proposition 4.1 to obtain the following determinant formula for the average of ratios of characteristic polynomials in the even orthogonal case.
This determinant can easily be used to prove Proposition 2.3. Proof of Proposition 2.3. Remembering that z(x) = (1 − e −x ) −1 , we restate Proposition 2.3 as
Now we rewrite (5.5) by writing each cosh function as the sum of two exponentials and for each such row splitting the determinant into the sum of two determinants, one with the exponential with the positive sign in the row that we are splitting, and one with the exponential with the negative sign. We do this to the final K rows, and so end up with 2 K determinants:
We now use Lemmas 4.2 and 4.3 which immediately turn the last two quotients above into the form needed to recover (5.6 
where PV denotes the principal value. The analogue of Proposition 5.1 then is given by the following result.
Proposition 5.2. Suppose 0 < ξ q < π (q = 1, . . . , Q) and N ≥ Q. We have 
Once again we convert to an average over the Jacobi unitary ensemble, but this time with the eigenvalue probability density function of
on the change of variables cos θ j = x j . So we have
where y k = cos φ k , v q = cos ξ q and the final average is over the Jacobi unitary ensemble with a = 1/2, b = −1/2. We now use yet again Proposition 4.1. For the weight
we have π j (x) =P
(1/2,−1/2) j (x); the monic form of the Jacobi polynomial for this weight. In the variable x = cos θ, this isP
Substituting this in (4.3) with the change of variables t = cos θ, and using the fact that the integrand is even, we haveh
The integral (5.12) is evaluated in the following lemma.
Proof. We use (4.8), (4.9) and (4.10) (with k replaced by 2k and θ replaced by θ/2) to writē
These integrals can be evaluated by using the expansions (4.11), valid for |e iφ | < 1, as the only terms surviving the integration givē
and this proves (5.13).
Substituting (5.11) and (5.13) in (4.4) and noting that
we use (5.10) and Proposition 4.1 to obtain the following determinant formula for the average of ratios of characteristic polynomials in the odd orthogonal case. 
1≤q<r≤Q (e γ r − e −γ q ) .
(5.15)
Now we rewrite (5.14) by writing each sinh function as the sum of two exponentials and for each such row we split the determinant into the sum of two determinants, one with the exponential with the positive sign in the row that we are splitting, and one with the exponential with the negative sign. We do this to the final K rows, and so end up with 2 K determinants: 
. (5.17) Note that this is the same as Proposition 2.4 except that the N + 1/2 in that case is replaced by just N . This substitution seems inconsequential, but in fact is responsible for the requisite differences in the behaviour of these two averages, most clearly seen at the point e −α = −1. Since every matrix from O − (2N ) has an eigenvalue at −1, the characteristic polynomial is always zero at this point. This is not 
