Abstract. We prove that the Q-vector space generated by the multiple zeta values is generated by the finite real multiple zeta values introduced by Kaneko and Zagier [KZ].
Introduction
Masanobu Kaneko and Don Zagier [KZ] (see also [K] ) recently introduced, for each (not necessarily convergent) index k = (k 1 , . . . , k n ), a real number ζ F (k), which they called (a regularization with respect to the series expression of) the finite real multiple zeta value with index k. If we denote by k = |k| the weight of k, then ζ F (k) belongs to the Q vector space Z k generated by the usual multiple zeta values of weight k.
For each integer k ≥ 0, we let Z F k denote the Q-linear subspace of Z k spanned by the finite real multiple zeta values of weight k. Masanobu Kaneko kindely informed the author that a numerical experiment by Kaneko and Zagier suggests that the equality Z F k = Z k holds. The aim of this article is to give a proof of this equality, which is stated in Theorem 6.1 as the main result of this article.
We prove this equality in an induction of the pair (k, n) (with the lexicographic ordering) of the weight and the depth of an index. Let k be an index of depth n. It is easy to see that the finite real multiple zeta value ζ F (k) belongs to the Q-linear subspace Z k,≤n of Z k generated by the multiple zeta values of weight k and depth at most n. Let Z k,+ denote the Q-linear subspace of Z k generated by
One can show that, for any index k of depth n, the finite real multiple zeta value ζ F (k) belongs to the Q-linear subspace Z k,+ + Z k,≤n−1 . We introduce a variant ζ ♮,F (k) of the finite real multiple zeta value ζ F (k). One can check that the Qlinear subspace of R generated by the variants ζ ♮,F (k) of weight k coincides with Z F k . In Proposition 3.1, we give an explicit description of ζ ♮,F (k) ∈ Z k of weight k and depth n in terms of the multiple zeta values of weight n − 1 modulo Z k,+ + Z k,≤n−2 . We prove the main theorem by using this description and some simple linear algebras.
Among a lot of relations between the multiple zeta values, we only use the regularized double shuffle relations in the proof of the main result of this paper. Hence the main result of this paper can be generalized to other multiple zeta values satisfying the regularized double shuffle relations, e.g., to motivic multiple zeta values introduced by Brown [B] (using an idea of Goncharov) and to p-adic multiple zeta values introduced by Furusho [F] .
2. Notation 2.1. Notation for indices. We denote by Z ≥0 and Z ≥1 the set of non-negative integers, and the set of positive integers, respectively.
Let I denote the following set:
An element in I is called an index. For an index k = (k 1 , . . . , k n ), the integer k 1 + · · · + k n is called the weight of k and is denoted by |k|. (For n = 0, we understand |k| = 0). The unique index k with |k| = 0 is called the empty index and is denoted by ∅.
Multiple zeta values.
Let us recall the definition of multiple zeta values introduced by Hoffman [H1] and independently by Zagier [Za] . We say that an
is absolutely convergent in the field R of real numbers. We denote by ζ(k) or by ζ(k 1 , . . . , k n ) the real number expressed as the infinite sum (2.1).
2.3. Finite real multiple zeta values. Let k = (k 1 , . . . , k n ) be an index. According to Kaneko and Zagier [KZ] , [K] we define (the regularization with respect to the series expression of) the finite real multiple zeta value ζ
We can check that this limit exists in R. It is clear from the definition that the finite real multiple zeta values ζ F (k) satisfy the shuffle product formulae with respect to the series expressions.
2.4. Finite real multiple zeta values with ♮. Let us introduce the following open subset ∠ n,R of R n :
For x = (x 1 , . . . , x n ) ∈ R n , we let w(x) denote the limit
Here B(x, ε) denotes the open ball in R n of radius ε centered at x. For sufficiently small ε (which may depend on x), we have w(x) = vol(B(x,ε)∩∠ n,R ) vol(B(x,ε))
, and w(x) is 0 or a rational number whose inverse is a positive integer. If x ∈ ∠ n,R , then we have w(x) = 1. If x does not belong to the closure of ∠ n,R in R n , then we have w(x) = 0. For example when n = 2, we have
We define (the regularization with respect to the series expression of) the finite real multiple zeta values ζ ♮,F (k) = ζ ♮,F (k 1 , . . . , k n ) with ♮ as the limit
in R. We can check that this limit exists in R.
2.5.
A relation between ζ F (k) and ζ ♮,F (k). For integers m, n with 1 ≤ m ≤ n, we denote by Surj(n, m) the set of surjective maps from the set {1, . . . , n} to the set {1, . . . , m} which preserve the orderings ≤. Let S n = Aut({1, . . . , n}) be the n-th symmetric group. For φ ∈ Surj(n, m) we set
It follows from the definition that the group G φ is equal to the direct product m j=1 Aut(φ −1 (j)). Since Aut(φ −1 (j)) is isomorphic to the ♯φ −1 (j)-th symmetric group for each j, we have
Let n ≥ 1 be an integer and let k = (k 1 , . . . , k n ) be an index of depth n. Let m be an integer with 1 ≤ m ≤ n. For φ ∈ Surj(n, m), we set
Lemma 2.1. We have
Example 2.2. For example when n = 2, we have
2.6. The case of totally odd indices. We conclude this section by mentioning, although it will not be used in the main argument of this article, that the finite real multiple zeta values ζ ♮,F (k) with ♮ have the following remarkable property:
This is proved by showing the equality
for any real number M > 0. Kaneko and Zagier [KZ] defined, as the collection of finite multiple zeta values studied by [H2] and [Zh] , the multiple zeta value ζ A (k) which belongs to the Q-
We can consider the variant ζ ♮,A (k) with ♮ for the multiple zeta value ζ A (k). As is expected from the conjecture by Kaneko and Zagier on a relation between the multiple zeta values ζ A (k) in A and the finite real multiple zeta values, we have the following: Lemma 2.4. Let k = (k 1 , . . . , k n ) be a non-empty index such that k 1 , . . . , k n are odd integers. Then the multiple zeta value ζ ♮,A (k) with ♮ in A is equal to zero. 3. A key proposition 3.1. Notation. For an integer k ≥ 0, we denote by Z k the Q-vector space generated by the multiple zeta values of weight k. By Z k,+ we denote the Q-linear subspace
For an integer n, we denote by Z k,≤n the Q-linear subspace generated by the multiple zeta values of weight k and depth at most n.
(1) If k and n have a same parity, then we have ζ ♮,F (k) ∈ Z k,+ . (2) If k and n have different parities and k = 2, then the following congruence holds modulo
Here in the right hand side, multiple zeta values for non-convergent indices may appear. We regard such values as the constant terms of the regularizations with respect to the series expressions or the iterated integral expressions. Since no index of the form (1, . . . , 1) appears in the right hand side, the constant terms of the two kinds of regularizations are congruent modulo Z k,+ .
Remark 3.2.
(1) We have stated Proposition 3.1 for finite real multiple zeta values ζ ♮,F (k). One can define finite motivic multiple zeta values with ♮, and can obtain a result for them similar to that in Proposition 3.1 for the finite real multiple zeta values with ♮.
(2) As we mentioned in Section 1, we can easily obtain from Proposition 3.1 a description of ζ F (k) modulo Z k,+ + Z k,≤n−2 (see Corollary 3.3 below). (3) When k n−1 , k n ≥ 2, the right hand side of (3.1) is equal to the coefficient of
regarded as a formal power series in x.
(4) We have described the result modulo Z k,+ + Z k,≤n−2 . However the same congruence as in Proposition 3.1 holds modulo
Let Φ(A, B) be the Drinfel'd associator, which is a non-commutative formal power series with coefficients in R in formal variables A, B. We slightly change the sign convention for Φ(A, B) in the original paper [D, §2] so that the formal power series Φ(A, B) relates the solutions of the Knizhnik-Zamolodchikov equation
in a neighborhood of z = 0 and that of z = 1. Then for any index k = (k 1 , . . . , k n ), the coefficient of the monomial
is equal to the constant term of the multiple zeta value of index k regularized with respect to the iterated integral expression. For a word w over {A, B}, we denote by Z(w) the coefficient of w in Φ(A, B). Under this notation, Proposition 3.1 can be restated as follows:
(1) If k and n have a same parity, then we have
(2) If k and n have different parities and k = 2, then we have
Preliminaries for a proof of Proposition 3.1
In this section we give some preliminaries for the proof of Proposition 3.1, which we will give in the next section.
4.1. Permutation matrices. For each element σ ∈ S n , we denote by w σ ∈ GL n (Z) the n × n matrix whose (i, j)-coordinate is equal to δ i,σ(j) . For σ, τ ∈ S n , we denote by στ the composite σ • τ of permutations. We then have w στ = w σ w τ .
4.2. The action of GL n (Z) on formal power series. Let R be a commutative ring. For a formal power series f (x 1 , . . . , x n ) ∈ R[[x 1 , . . . , x n ]] in n variables and for γ ∈ GL n (Z), we denote by f | γ ∈ R[[x 1 , . . . , x n ]] the formal power series
A generation function for the multiple zeta values of depth n. For each integer n ≥ 0, let us introduce the following formal power series f
Here the superscript reg, * stands for the constant term of the regularization with respect to the series expression. In a similar manner, we construct the formal power series f * ζ,n , f
Here the superscript reg, x stands for the constant term of the regularization with respect to the iterated integral expression. When n = 0, we understand f
4.4. Notation for shuffles. For each integer i with 0 ≤ i ≤ n, let Sh n,i denote the following subset of S n :
We then have
We set sh n,i = σ∈Shn,i σ.
4.5.
A vector space for the generating functions. We denote by Z k the Qlinear subspace of R generated by the multiple zeta values of weight k. The formal power series f
4.6. Some special elements in GL n (Z). We regard S n as a subgroup of S n+1 in natural way. Let us introduce the following matrices P n , w n,0 , ǫ n ∈ GL n (Z):
Lemma 4.1. Let notation be as above. Then there exists a unique injective homomorphism ι n : S n+1 ֒→ GL n (Z) which satisfies the following properties:
• If σ ∈ S n , then ι n (σ) = w σ holds,
• The image under ι n of the permutation
is equal to ǫ n P −1 n w n,0 P n . Proof. Let Z ⊕n denote the abelian group of n-dimensional column vectors with coordinates in Z. By the multiplication from the left, the group GL n (Z) acts from the left on Z ⊕n . This action give an isomorphism GL n (Z) → Aut(Z ⊕n ) of groups. Via this isomorphism we identify GL n (Z) with Aut(Z ⊕n ). Let us consider the embedding Z ⊕n ֒→ Z ⊕n+1 which sends t (a 1 , . . . , a n ) ∈ Z ⊕n to t (a 1 , . . . , a n , −(a 1 + · · · + a n )) ∈ Z ⊕n+1 .
The image of this embedding is stable under the action of the group S n+1 . Via this embedding, the group S n+1 acts on Z ⊕n . Let us denote by ι 0 the homomorphism S n+1 → Aut(Z ⊕n ) ∼ = GL n (Z) supplied by this action. It is clear from the definition that we have ι n (σ) = w σ for any σ ∈ S n . Let e 1 , . . . , e n ∈ Z ⊕n be the standard basis of Z ⊕n . The image ι n (σ ′ ) ∈ Aut(Z ⊕n ) of σ ′ under ι n sends e i to e n−i − e n for 1 ≤ i ≤ n − 1, and sends e n to −e n . Hence it is equal to the matrix 
One can check that this matrix is equal to ǫ n P −1 n w n,0 P n , which proves that the homomorphism ι n has the desired property. The uniqueness of ι n follows since the group S n+1 is generated by S n and the permutation σ ′ .
In the sequel, we often omit the subscript n of P n , w n,0 , ι n . They are abbreviated by P , w 0 , ι, respectively. 4.7. A relation by Ihara-Kaneko-Zagier. Let τ n ∈ S n+1 denote the transposition τ n = (1, n + 1). As is mentioned in [IKZ] , the following equality can be checked easily:
Lemma 4.2. The equality 1 + sh n,1 c n+1 = c n+1 (1 + sh n,1 τ n ) holds. Here c n+1 denotes the cyclic permutation c n+1 = 1 2 · · · n − 1 n n + 1 2 3 · · · n n + 1 1 of order n + 1.
A proof of Proposition 3.1
In this section, we give a proof of Proposition 3.1. The claim (1) is easy to prove and is left to the reader. The rest of this section is devoted to the proof of the claim (2).
Since ι(c n+1 ) = ǫ n w 0 P −1 w 0 P,
5.1. Some subspaces of M n . For an integer k ≥ 0, we denote by Z k,+ the subspace 
is regarded as a constant formal power series) and f
Step 2. Observe that we have
. . , x n − x n−i , . . . , x n − x 1 , x n ) when i ≤ n − 2, and is equal to f ♮ ζ,n−1 (x n − x n−1 , . . . , x n − x n−i , . . . , x n − x 1 ) − f ♮ ζ,n−1 (x n − x n−1 , . . . , x n − x 2 , x n ) −x 1 1 We can ignore the index k = (1, . . . , 1) in the discussion here since the weight and the depth have a same parity for this index.
when i = n − 1. Since the congruence relations
holds modulo M n−1,+ + M n−1,≤n−2 , the formal power series
when i ≤ n − 2, and is congruent modulo M n,+ + M n,≤n−2 to
5.4.
Step 3. We apply the operator sh n,1 to the formula (5.2).
5.4.1. First we apply sh n,1 to the first term in the right hand side of (5.2). Since
Hence we have
5.4.2. Next we apply sh n,1 to the second term in the right hand side of (5.2). We have
5.4.3. By (5.3) and (5.4), we have
5.5.
Step 4. We apply the operator ι(τ n ) to the congruence relation (5.5). Since
and τ
We then have modulo M n,+ + M n,≤n−2 + Qζ(n).
5.6.
Step 5. By (5.2) and (5.6), we have
in the both sides of the equality above, we have
This completes the proof of Proposition 3.1
(2).
The main result
For each integer k ≥ 0, we denote by Z 
By using
analogous to Z F k . As will be mentioned in [KZ] , we can show that ζ
Hence it follows from Theorem 6.1 that we have Z
It is easy to check that Theorem 6.1 holds for k ≤ 2. It follows from Lemma 2.1 that Z F k is equal to the Q-vector space generated by the finite real multiple zeta values with ♮ of weight k. Hence by induction of the pair of the weight and the depth of an index, we can reduce Theorem 6.1 to the following statement: Theorem 6.3. Let k, n ≥ 0 be integers. When k runs over the (not necessarily convergent) indices of weight k and depth n, the right hand sides of (3.1) generate the space Z k,≤n−1 modulo the space
6.1. A dual formulation. We prove Theorem 6.3 by passing to the dual. Let us fix an integer n ≥ 1.
For each integer d ≥ 0, we let V n,d denote the Q-vector space of homogeneous polynomials in x 1 , . . . , x n of degree d. According to [IKZ] , we introduced the following Q-linear subspace D n,d ⊂ V n,d and call D n,d the linearized double shuffle space of weight n + d, depth n:
n shn,i = 0 for any i with 1 ≤ i ≤ n − 1}. To prove Theorem 6.3, it suffices to prove the following:
Proposition 6.4. Let d ≥ 0 be an even integer and let f (x 1 , . . . , x n ) ∈ D n,d . Suppose that the polynomial
in n + 1 variable is invariant under the action of the cyclic permutation of the n + 1 variables, i.e., the equality 1
holds. Then f = 0.
6.2. Preliminaries for the proof of Proposition 6.4. Before proving Proposition 6.4, we need some preparation.
Definition 6.5. Let f (x 1 , . . . , x n ) ∈ Q[x 1 , . . . , x n ] be a polynomial in n variables. We say that f is diagonal translation invariant if the following equivalent conditions are satisfied:
• The polynomial f (x 1 +t, . . . , x n +t) in t, x 1 , . . . , x n is equal to f (x 1 , . . . , x n ).
• There exists a polynomial g(x 1 , . . . , x n−1 ) in n − 1 variables satisfying
• We have
∂f ∂xi = 0. Lemma 6.6. Let f (x 1 , . . . , x n ) be a symmetric polynomial in n variables. Suppose that
Proof. We may assume that f is homogeneous. Let d denote the degree of f . Since f is symmetric and ∂ ∂x1 (x 1 f ) is diagonal translation invariant, ∂ ∂xi (x i f ) is diagonal translation invariant for any integer i with 1 ≤ i ≤ n. Hence
is diagonal translation invariant. Then for any integer j with 1 ≤ j ≤ n, we have
This shows that f is constant.
Lemma 6.7. Let f (x 1 , . . . , x n ) be a homogeneous polynomial of degree d ≥ 2. Suppose that 1 x 0 (f (x 1 − x 0 , . . . , x n − x 0 ) − f (x 1 , . . . , x n ))
is a symmetric polynomial in n + 1 variables. Then f is diagonal translation invariant.
Proof. We set h(x 0 , . . . , x n ) = 1 x0 (f (x 1 − x 0 , . . . , x n − x 0 ) − f (x 1 , . . . , x n )). By assumption h is a symmetric polynomial of degree d − 1 and ∂ ∂x 0 (x 0 h) = ∂ ∂x 0 (f (x 1 − x 0 , . . . , x n − x 0 )) is diagonal translation invariant. Hence it follows from Lemma 6.6 and from the assumption d ≥ 2 that we have h = 0. Hence f is diagonal translation invariant.
Lemma 6.8. Let d ≥ 2 and f ∈ V n,d . Suppose that 1 xn+1 (f (x 1 − x n+1 , . . . , x n − x n+1 ) − f (x 1 , . . . , x n )) is invariant under the action of S n+1 . Then f is diagonal translation invariant.
Proof. We set h(x 1 , . . . , x n+1 ) = It is easy to check that the subgroup of GL n+1 (Z) generated by γ 0 and γ 1 is equal to ι n+1 (S n+2 ). In particular h is a symmetric polynomial. Hence it follows from Lemma 6.7 that f is diagonal translation invariant.
Lemma 6.9. Suppose that a polynomial f (x 1 , . . . , x n ) ∈ Q[x 1 , . . . , x n ] in n variables satisfies the equality x n+1 (f (x 2 − x 1 , . . . , x n+1 − x 1 ) − f (x 2 , . . . , x n+1 )) =x 1 (f (x 2 − x 1 , . . . , x n+1 − x 1 ) − f (x 1 , . . . , x n )) of polynomials in n+1 variables. Then ∂ ∂xn (x n f (x 1 , . . . , x n )) is diagonal translation invariant.
Proof. By assumption (x n+1 − x 1 )f (x 2 − x 1 , . . . , x n+1 − x 1 ) is the sum of a polynomial in x 2 , . . . , x n+1 and a polynomial in x 1 , . . . , x n . In particular we have ∂ ∂x 1 ∂ ∂x n+1
((x n+1 − x 1 )f (x 2 − x 1 , . . . , x n+1 − x 1 )) = 0.
This can be rewritten as n i=1 ∂ ∂x 1 ∂ ∂x n (x n f (x 1 , . . . , x n )) = 0.
