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Stability of Decentralized Gradient Descent
in Open Multi-Agent Systems
Julien M. Hendrickx and Michael G. Rabbat
Abstract— The aim of decentralized gradient descent (DGD)
is to minimize a sum of n functions held by interconnected
agents. We study the stability of DGD in open contexts where
agents can join or leave the system, resulting each time in
the addition or the removal of their function from the global
objective. Assuming all functions are smooth, strongly convex,
and their minimizers all lie in a given ball, we characterize
the sensitivity of the global minimizer of the sum of these
functions to the removal or addition of a new function and
provide bounds in O
(
min
(
κ0.5, κ/n0.5, κ1.5/n
))
where κ is the
condition number. We also show that the states of all agents can
be eventually bounded independently of the sequence of arrivals
and departures. The magnitude of the bound scales with the
importance of the interconnection, which also determines the
accuracy of the final solution in the absence of arrival and
departure, exposing thus a potential trade-off between accuracy
and sensitivity. Our analysis relies on the formulation of DGD
as gradient descent on an auxiliary function. The tightness of
our results is analyzed using the PESTO Toolbox.
I. INTRODUCTION
Multi-agent consensus optimization methods aim to solve
problems of the form
minimize
x1,...,xn∈Rd
n∑
i=1
fi(xi) (1)
subject to xi = xj for all i, j such that ai,j > 0.
Here there are n agents, agent i ∈ [n] has access to a local
objective function fi : Rd → R and a local decision vector
xi ∈ Rd, and the agents seek to reach agreement on the
minimizer of f(x) :=
∑
i∈[n] fi(x). The constraints couple
the agents’ local decision vectors through a communication
graph with (weighted) adjacency matrix A ∈ Rn×n+ , where
entry ai,j is (strictly) positive if and only if agent i receives
messages from agent j.
This class of methods has received much attention since
the decentralized (sub)gradient descent method was intro-
duced in [9]. Previous work has primarily focused on extend-
ing these methods, e.g., by developing more efficient meth-
ods, understanding the dependence of the rate of convergence
on A, considering directed and/or time-varying communica-
tion graphs, as well as various different assumptions about
the class of functions being optimized; see [8] for a review.
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Other works have also considered the case where the
objective function may vary while the optimization method
is being executed. Some studies formulate the problem as
regret minimization [5], [11] — finding the single decision
vector that minimizes the time-averaged objective function.
Other studies aim to track the instantaneous minimizer in
specific problem settings, such as linear regression [2], or
when the local objectives may vary smoothly in time [12].
In this work we consider the setting in which one or
more agent may change their objective function fi in a
discontinuous manner as long as the objective remains in
the class of smooth, strongly convex functions with bounded
minimizer, and we characterize behavior with respect to the
instantaneous minimizer. To motivate this setting, consider
the following three scenarios.
1. In open multi-agent systems [4], agents arrive and
depart while the algorithm is executing. When an upper
bound is available on the total number of agents that are
active at any point in time, some such systems could be
modeled by having agent objectives switch to fi(x) = 0
when agent i is inactive.
2. When using clusters of servers to train large machine
learning models, it is desirable to have elastic algorithms
where the number of servers may vary over time [7]. Some
servers may fail during execution and leave the system.
In other cases, execution may start when some minimum
number of servers is available, and additional servers may
join during execution as they become available.
3. In secure distributed learning [3] and federated learn-
ing [6] systems, agents use techniques from secure multi-
party computation to aggregate information without revealing
the values of their individual gradients to any other agent
in the network (including their neighbors). An outlier or
adversarial agent may wish to exert influence by modifying
their local objective fi.
Our contributions are as follows. We characterize the
extent to which a single agent can influence the minimizer
when each function fi is smooth, strongly convex, and its
minimizer has bounded norm. Then we go on to study
the extent to which one agent can move the minimizer
by changing its objective function. Finally, we establish
that decentralized gradient descent is stable: there exists a
bounded set such that once the iterates of the decentralized
gradient method enter the set they remain in the set even
if agents change their objective at every iteration. Hence,
agents cannot drive the iterates to become unbounded.
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II. PROBLEM FORMULATION AND NOTATION
Throughout this work, we denote the Euclidean norm by
‖·‖; so ‖x‖ = (x>x)1/2 for a vector x, and ‖A‖ denotes the
largest singular value of a matrix A. The set of the first n
natural numbers is denoted by [n], and R+ denotes the set
of non-negative real numbers.
A. Objective functions
The following assumptions about the local objectives fi
hold throughout this paper.
Assumption 1: Each function fi, i ∈ [n], is continuously
differentiable, α-strongly convex (fi(x)− α2 ‖x‖2 is convex)
and β-smooth (‖∇fi(x)−∇fi(y)‖ ≤ β ‖x− y‖, ∀x, y).
We denote by Fα,β the set of functions satisfying assump-
tion Assumption 1. The condition number of these functions
is κ = β/α, and plays an important role in the convergence
analysis of algorithms optimizing such functions.
The strong convexity part of Assumption 1 implies that
f =
∑
i∈[n] fi is strongly convex, and hence has a unique
global minimizer which we denote by x∗ ∈ Rd. If a local
function fi is allowed to change arbitrarily, then clearly
the minimizer of f can also be changed arbitrarily. To
disallow this, we impose a form of normalization on the
local objectives. Let B(x, r) = {y : ‖x− y‖ ≤ r} denote
the ball of radius r centered at x.
Assumption 2: Let x∗i := arg minx fi(x) denote the min-
imizer of fi. For each i ∈ [n], we assume that fi(x∗i ) =
minx fi(x) = 0 and that x∗i ∈ B(0d, 1), where 0d denotes
the vector of zeros in Rd.
The minimizer of a strongly convex function is finite, so
the assumption that x∗i ∈ B(0, 1) for all i can be seen as
holding generally by rescaling the space. Similarly, since we
will mainly be concerned with understanding how x∗ can
change if one fi changes and we do not use the actual values
of the fi, there is no loss of generality by assuming that
fi(x
∗
i ) = 0. In the sequel, we denote by Fα,β the set of
functions that simultaneously satisfy Assumptions 1 and 2.
B. Communication graph and mixing matrix
Recall that communication constraints, describing which
agents communicate directly, are captured by an agent mix-
ing matrix A ∈ Rn×n+ , where ai,j > 0 if and only if agent i
receives messages from agent j. The following assumptions
about A hold throughout.
Assumption 3:
i) The matrix A is symmetric.
ii) All diagonal entries ai,i > 0 are positive.
iii) The matrix A is primitive: there exists an integer k > 0
such that every entry of Ak is positive.
It is common to view A as the (weighted) adjacency matrix
of a graph G = (V,E), with vertices V = [n] corresponding
to agents and edges E = {(i, j) : ai,j > 0, i 6= j} between
agents that exchange messages. In this case, the third item
in Assumption 3 is equivalent to assuming that the graph G
is connected.
We will make use of standard concepts from spectral graph
theory. Let D denote a n × n diagonal matrix with entries
Di,i =
∑
j ai,j equal to the weighted degree of agent i.
The graph Laplacian matrix is L = D − A. Since A is
symmetric, by Assumption 3, L is too, and so it has an
eigendecomposition. Let λ1 ≤ λ2 ≤ · · · ≤ λn denote the n
eigenvalues of L sorted in ascending order. It follows from
Assumption 3(iii) that λ1 = 0 and λ2 > 0, therefore L is
positive semi-definite. In addition, the null space of L is
spanned by 1d, the d-dimesional vector of ones.
Let Id denote the d× d identity matrix, and let L = L⊗
Id. Let x ∈ Rnd denote the vector obtained by stacking
x1, . . . , xn, where xi ∈ Rd is the decision vector at agent i.
One can verify that
x>Lx =
∑
i∈[n]
∑
j>i
ai,j ‖xi − xj‖2 . (2)
Similarly, if we let y = Lx ∈ Rnd denote a vector with
blocks y1, . . . , yn ∈ Rd, then one can verify that
yi = −
n∑
j=1
ai,j(xi − xj). (3)
C. Decentralized Gradient Descent (DGD)
DGD is commonly defined by the iterations
xk+1i =
n∑
j=1
a˜i,jx
k
i − η∇fi(xki ), (4)
with stochastic matrix A˜ [9]. Here we consider a more
general form of DGD given by
xk+1i = x
k
i − η
∇fi(xki ) + ρ n∑
j=1
ai,j(x
k
i − xkj )
 . (5)
Note that (5) and (4) are equivalent provided that ηρ is not
too large, as can be seen by taking a˜i,j = ηρai,j for i 6= j
and a˜i,i = 1− ηρ
∑
j ai,j .
We study (5) because it can be seen as applying gradient
descent to a penalized objective function [14]. Recall that
x ∈ Rnd denotes the vector obtained by stacking x1, . . . , xn,
and define F (x):=
∑
i∈[n] fi(xi). One way to incorporate
the constraints in (1) is though quadratic penalties:
Fρ(x) := F (x) +
ρ
2
∑
i∈[n]
∑
j>i
ai,j ‖xi − xj‖2 (6)
= F (x) +
ρ
2
xTLx.
where ρ > 0 controls the weight given to the penalty relative
to the objective F and we have used (2) for the second
equality. Minimizing Fρ leads to a trade-off governed by
ρ between the equality of the xi and the minimization of the
fi.
Applying the gradient method with constant step-size η >
0 to minimize Fρ leads to updates of the form
xk+1 = xk − η(∇F (x) + ρLx),
which is equivalent to (5). By observing that the updates (5)
correspond to the gradient method applied to Fρ, standard
results (e.g., [10], [1]) directly give that the iterates (5)
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Fig. 1. Representation of the level sets of f1 and f2 defined in (7) in (a),
and of f1 from (7) and fb form (15) (b), together with the minimizer x∗
of their sum, for κ = 100 and φ = tan−1 κ−1/2 ' 0.0997 (rad) . One
can see the minimizer can be at a distance ' √κ/2 of 0, and that a small
rotation of a function can have an important effect on its position.
converge linearly to the minimizer of Fρ when the step size
η is chosen appropriately.
The following result establishes that f , F , and Fρ are
smooth and strongly convex; the proof involves standard
algebraic manipulations and is omitted for space reasons.
Proposition 1: Suppose that f1, . . . , fn ∈ Fα,β . Then:
i) F is α-strongly convex and β-smooth.
ii) Fρ is α-strongly convex and (β+ρλn)-smooth, where
λn is the largest eigenvalue of L.
iii) f is nα-strongly convex and nβ-smooth.
III. LOCATION OF THE MINIMIZERS
Since f , F , and Fρ are strongly convex, they each have
a unique minimizer. Moreover, since F (x) is separable in
x1, . . . , xn, its minimizer x∗ = arg minx F (x) is trivially
the vector obtained by stacking x∗1, . . . , x
∗
n, where x
∗
i =
arg minx fi(x), and thus x∗ ∈ B(0d, 1)n.
Since the minimizers x∗i of the fi are all in B(0d, 1)
in view of Assumption 2, one may have hoped that x∗ =
arg min f(x) =
∑
i∈[n] fi(x) would be close to that ball.
Unfortunately, this is far from true, as shown by the following
example. Consider the following two quadratic functions
f1(x, y) =
β
2
((x+ 1) cosφ− y sinφ)2
+
α
2
((x+ 1) sinφ+ y cosφ)2 (7)
f2(x, y) =
β
2
((x− 1) cosφ+ y sinφ)2
+
α
2
(−(x+ 1) sinφ+ y cosφ)2 (8)
for scalar coordinates x and y and some angle φ, as illus-
trated in Figure 1. Their minimizers are clearly (−1, 0) and
(1, 0), both in B(02, 1), and one can verify that they are
α-strongly convex and β-smooth, as they can be obtained
by applying a rotation ±φ to α2 x2 + β2 y2 followed by a
translation. Simple derivations show that the minimum of
f1 + f2 is reached at
(
0, (κ−1) tanφ1+κ tan2 φ
)
, which, for tanφ =
1/
√
κ becomes
(
0, κ−1
2
√
κ
)
. So even though the minimizer of
each function is in B(02, 1), the norm of the minimizer of
their sum scales as O (√κ). The next result shows that this
is indeed the worst scaling possible up to a constant factor.
Theorem 1: Let κ = β/α denote the condition number of
f , and let Rκ := 1 +
√
κ. If fi ∈ Fα,β for all i = 1, . . . , n,
then the following two inclusions, respectively in Rd and
Rnd, hold:
arg min
x
f(x) ∈ B(0d, Rκ), and (9)
arg min
x
Fρ(x) ∈ B(0d, Rκ)n. (10)
Proof: By Assumption 2, we have fi(x∗i ) = 0 and x
∗
i ∈
B(0, 1). Since fi is β-smooth, this implies that
fi(0d) ≤ β
2
. (11)
For any x /∈ B(0d, Rκ) we have ‖x− x∗i ‖ > Rκ − 1 =
√
κ
since ‖x‖ > Rκ. Then α-strong convexity of fi implies that
fi(x) >
ακ
2
=
β
2
, for all x /∈ B(0d, Rκ). (12)
Using this bound along with (11), we obtain that for any
x /∈ B(0d, Rκ),
fi(x) > fi(0d), (13)
and thus
f(x) >
nβ
2
≥ f(0d) ≥ min
x¯∈Rd
f(x¯).
Therefore, arg minx f(x) ∈ B(0d, Rκ), which completes the
proof of (9).
Next, consider a point x = (x1, x2, . . . , xn) /∈
B(0d, Rκ)
n, and let x′ = (x′1, . . . , x
′
n) denote the projection
of x onto B(0d, Rκ)n; i.e.,
x′i :=
{
xi if xi ∈ B(0d, Rκ),
Rκ
xi
‖xi‖ otherwise.
We will show that Fρ(x) is larger than Fρ(x′), which then
implies the claim (10). Since a projection onto a convex set is
non-expansive, we have
∥∥x′i − x′j∥∥ ≤ ‖xi − xj‖ for all i, j ∈
[n], and thus (x′)>Lx′ ≤ x>Lx. Moreover, there is at least
one i ∈ [n] such that x′i 6= xi because x /∈ B(0d, Rκ)n, and
for every such i we know that x′i is a convex combination of
xi and 0d; i.e., x′i = θxi+(1−θ)0d for some θ ∈ (0, 1). For
those indices i such that x′i 6= xi, we have xi /∈ B(0d, Rκ),
and so using convexity of fi and (13), we get
fi(x
′
i) ≤ θfi(xi) + (1− θ)fi(0d) < fi(xi).
Thus, for any x /∈ B(0d, Rκ)n, we have F (x) > F (x′),
and therefore Fρ(x) > Fρ(x′) ≥ minx¯ Fρ(x¯). Hence,
arg minx Fρ(x) ∈ B(0d, Rκ)n, which establishes (10).
The bound for f is tight up to a constant factor even for n =
2, as shown by the example (7). The bound for Fρ should
be tight for large ρ as its minimizer approaches 1n ⊗ x∗.
For small ρ, Fρ is close to F and its minimizer should be
closer to B(0d, 1)n. However, large values of ρ is the relevant
regime, as the goal of the minimization of Fρ is to find
approximations of x∗.
IV. IMPACT OF FUNCTION CHANGE
We now study to what extent the minimizer x∗ =
arg minx f(x) can change when the local objective fi at
one agent changes. Considering a single change is justified
if changes are sufficiently infrequent to only have to con-
sider one at the time. Suppose we have n + 1 functions
f1, f2, . . . , fn−1, fa, fb ∈ Fα,β . Let xa and xb be defined
as the minimizers,
xa := arg min
x
(
f1(x) + f2(x) + · · ·+ fn−1(x) + fa(x)
)
xb := arg min
x
(
f1(x) + f2(x) + · · ·+ fn−1(x) + fb(x)
)
.
(14)
We wish to analyze
∥∥xa − xb∥∥. When n = 2, xa and xb can
be very different even if fa and fb are very similar. If fa = f2
as defined in (7), then we have seen that the minimizer of
f1 + fa is
(
0, κ−1
2
√
κ
)
. Consider now
fb(x, y) =
β
2
((x+ 1) cosφ− y sinφ)2 (15)
+
α
2
((x+ 1) sinφ+ y sinφ)2,
with tanφ =
√
κ. Note fb can be obtained by applying a
rotation of 2φ = 2/
√
κ to fa around its minimizer, which
is small if the condition number is large, see Figure 1.
Nevertheless, the minimum of f1 + fb is (0, 0), so changing
fa to fb moves the minimizer by Ω(
√
κ).
A first bound on
∥∥xa − xb∥∥ in O(√κ) follows from
Theorem 1 as both xa and xb belong to B(0d, Rκ). The next
theorem presents stronger bounds exploiting n, as modifying
a function clearly has a smaller potential impact when n is
large. Its proof is presented in the Appendix.
Theorem 2: For xa and xb defined in (14),
∥∥xa − xb∥∥ ≤ min(4 + 4√κ, 4√κ+ 2κ√
n− 1 ,
4κ+ 2κ3/2
n
)
.
The tightness of Theorem 2 can be analyzed empiri-
cally using the PESTO toolbox [13], initially developed to
compute the exact worst-case performances of optimization
algorithms. This toolbox allows indeed solving exactly (up
to numerical precision) optimization problems of the form
max
∥∥xa − xb∥∥ over all functions f1, f2, . . . , fn−1, fa, fb ∈
Fα,β satisfying our assumptions, and xa, xb defined as in
(14). It allows thus computing the worst possible value for∥∥xa − xb∥∥ appearing in Theorem 2, for given n and κ. Figure
2 clearly indicates that this worst-case value evolves as
√
κ
for a given n. Similar tests show a decrease of the worst-case
distance with n for a given κ, but no clear expression of this
decay was identified so far. This suggests the tightness of our
bound for fixed n and growing κ, but possible improvements
in other regimes.
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Fig. 2. Evolution with
√
κ of the exact worst-case bound on the
distance
∥∥xa − xb∥∥ for xa, xb defined in (14). These bounds are computed
numerically using the PESTO toolbox for performance estimation [13].
Results suggest a clear asymptotic scaling in
√
κ for fixed n.
V. STABILITY OF DGD
We have seen in Section IV that modifications of certain
fi may result in large variations of the minimizer. If these
happen during the execution of decentralized gradient de-
scent (DGD), they can lead to sudden dramatic increases of
the distance to the optimum. We now study the stability of
the DGD iteration (5) in this context, taking advantage of its
formulation as a gradient descent on the objective Fρ(x).
Recall the following standard result on gradient descent;
see, e.g., [10], [1].
Theorem 3: Let f¯ : Rd → R be a β¯-smooth, α¯-strongly
convex function minimized at x∗ = arg minx f¯(x). Let η
be a positive scalar which is at most 1/β¯. For any initial
point x0 ∈ Rd, the sequence {xk, k > 0}, produced by the
gradient method xk+1 = xk − η∇f¯(xk) satisfies∥∥xk+1 − x∗∥∥2 ≤ (1− ηα¯)∥∥xk − x∗∥∥2 (16)
≤ (1− ηα¯)k+1 ∥∥x0 − x∗∥∥2 .
In addition to establishing linear convergence of the gradi-
ent method, this standard result ensures monotonic progress
is made towards the minimizer at every step. Recall that
applying the gradient method to the objective Fρ in (6) leads
to the decentralized algorithm (5). Thus, the iterates xk of (5)
converge monotonically to xρ, the minimizer of Fρ, provided
η < 1/(β + ρλn) in view of Proposition 1.
If the local objective function fi at one or more agent
may change during the execution of the optimization method,
clearly convergence is no longer guaranteed, but we will
show and quantify the stability of DGD under arbitrary
changes of functions satisfying our assumptions. Specifically,
we study the dynamics
xk+1i = x
k
i − η
∇fki (xki ) + ρ n∑
j=1
ai,j(xi − xj)
 , (17)
where the fki can thus change at each iteration k. This can
be seen as a gradient descent on the time-varying objective
F kρ (x) = F
k(x) +
ρ
2
x>Lx, (18)
with F k(x) =
∑n
i=1 f
k
i (xi). When f
k
i ∈ Fα,β for all i ∈ [n]
and k ≥ 0, we know from Theorem 1 that, for all k ≥
0, the minimizer of F kρ lies in the ball B(0d, Rκ)
n, where
Rκ = 1 +
√
κ. We will show that, even when every fki may
vary from step to step, the dynamics (17) cannot cause the
sequence xk to grow unbounded if fki ∈ Fα,β for all k ≥ 0.
Theorem 4: Consider the sequence xk generated by up-
dates (17) with possibly time-varying objective F kρ (equiv.,
fki ). Assume that f
k
i ∈ Fα,β for all i ∈ [n] and k ≥ 0, and
η ≤ 1/(β + ρλn). Let κρ = β+ρλnα and let κ = β/α. There
exists a finite positive constant R,
R =
{
(1 +
√
6)
√
n(1 +
√
κ) if κρ < 3
(1 +
√
2κρ)
√
n(1 +
√
κ) otherwise,
such that if
∥∥xk0∥∥ ≤ R at some iteration k0, then ∥∥xk∥∥ ≤ R
for all k ≥ k0.
A minor extension of our result not presented here shows
the iterates xk approach B(0, R) if
∥∥xk0∥∥ ≥ R. Moreover,
since the proof is based on the analysis of a single iteration,
Theorem 4 can directly be extended to time-varying network
matrices with uniformly bounded λn. Finally, observe that
the bound R scales with the square root of the condition
number κρ of Fρ, which itself grows linearly with the
penalty parameter ρ. This quantity can also be shown to
determine the accuracy of the points to which each agent
i converges. Hence our result reveals a potential trade-off
between accuracy and stability.
A. Intermediate Results on Gradient Descent
The proof of Theorem 4 builds on an intermediate result
in a more general setting: Let f¯ : Rd → R be an α¯-strongly
convex and β¯-smooth function, and let κ¯ = β¯/α¯. Let x∗ =
arg minx f¯(x) denote the minimizer of f¯ , and suppose that
there exists a finite positive scalar b such that ‖x∗‖ ≤ b. Let
η be a non-negative scalar that is at most 1/β¯. For any initial
point x ∈ Rd, let x+ = x − η∇f¯(x). We are interested in
finding a constant R such that if ‖x‖ ≤ R then ‖x+‖ ≤ R,
i.e. the radius of a ball centered on 0 stable under an iteration
of gradient descent on f¯ .
The next lemma allows us to simplify our focus to the
case where η = 1/β¯.
Lemma 1: Let R be a finite positive scalar. If ‖x‖ ≤ R
and
∥∥x− (1/β¯)∇f¯(x)∥∥ ≤ R, then ∥∥x− η∇f¯(x)∥∥ ≤ R for
any η satisfying 0 ≤ η ≤ 1/β¯.
Proof: By hypothesis, x and x−(1/β¯)∇f¯(x) are in the
convex set B(0d, R). Now, for 0 < η < 1/β¯, the point x−
η∇f¯(x) is a convex combination of x and x− (1/β¯)∇f¯(x),
and hence also belongs to B(0d, R) by convexity.
The next proposition provides a stability result provided
x is large enough.
Proposition 2: Assume ‖x‖ ≥ b and κ¯ ≥ 3, and let
R = (1 +
√
2κ¯)b. (19)
If ‖x‖ ≤ R, then ‖x+‖ ≤ R.
Proof: By standard conditions for smoothness and
strong convexity of f¯ , see e.g. [10], we have for any x,
∇f¯(x)>(x− x∗) ≥ β¯
−1 ∥∥∇f¯(x)∥∥2
1 + κ¯−1
+
α¯ ‖x− x∗‖2
1 + κ¯−1
.
Adding ∇f¯(x)>x∗ to both sides, applying the Cauchy-
Schwartz inequality, and recalling that ‖x∗‖ ≤ b by assump-
tion gives
∇f¯(x)>x ≥ ∇f¯(x)>x∗ + β¯
−1 ∥∥∇f¯(x)∥∥2
1 + κ¯−1
+
α¯ ‖x− x∗‖2
1 + κ¯−1
≥ −b∥∥∇f¯(x)∥∥+ β¯−1 ∥∥∇f¯(x)∥∥2
1 + κ¯−1
+
α¯ ‖x− x∗‖2
1 + κ¯−1
.
(20)
We focus on the case η = 1/β¯. By definition of x+,∥∥x+∥∥2 = ∥∥∥∥x− 1β¯∇f¯(x)
∥∥∥∥2
= ‖x‖2 + 1
β¯2
∥∥∇f¯(x)∥∥2 − 2 1
β¯
∇f¯(x)>x.
Using (20), we can then bound ‖x+‖2∥∥x+∥∥2 ≤ ‖x‖2 + 1
β¯2
∥∥∇f¯(x)∥∥2
+
2
β¯
(
b
∥∥∇f¯(x)∥∥− β¯−1 ∥∥∇f¯(x)∥∥2
1 + κ¯−1
− α¯ ‖x− x
∗‖2
1 + κ¯−1
)
= ‖x‖2 + 2
β¯
(
b
∥∥∇f¯(x)∥∥− 1
2β¯
(
1− κ¯−1
1 + κ¯−1
)∥∥∇f¯(x)∥∥2
− α¯
1 + κ¯−1
‖x− x∗‖2
)
. (21)
Since κ¯ ≥ 3 by assumption, we have 1−κ¯−11+κ¯−1 > 0. Thus
b
∥∥∇f¯(x)∥∥− 1
2β¯
(
1− κ¯−1
1 + κ¯−1
)∥∥∇f¯(x)∥∥2 − α¯ ‖x− x∗‖2
1 + κ¯−1
is strictly concave in
∥∥∇f¯(x)∥∥, and hence can be bounded
by its maximum (w.r.t. to
∥∥∇f¯(x)∥∥)
b2β¯
2
(
1 + κ¯−1
1− κ¯−1
)
− α¯
1 + κ¯−1
‖x− x∗‖2 .
Using this in (21) gives that∥∥x+∥∥2 ≤ ‖x‖2 + b2 1 + κ¯−1
1− κ¯−1 − 2
κ¯−1
1 + κ¯−1
‖x− x∗‖2
≤ ‖x‖2 + b2 1 + κ¯
−1
1− κ¯−1 − 2
κ¯−1
1 + κ¯−1
(‖x‖ − ‖x∗‖)2.
For κ¯ ≥ 3, we have 1+κ¯−11−κ¯−1 ≤ 2 and − 2κ¯
−1
1+κ¯−1 ≤ −κ¯−1.
Furthermore, since ‖x‖ ≥ b, we have ‖x‖ − b ≥ 0.
Q(‖x‖) = ‖x‖2 + 2b2 − κ−1(‖x‖ − b)2.
Now observe that Q(‖x‖) is strictly convex in ‖x‖ since
1 − κ¯−1 > 0. Therefore, under the assumption that 0 ≤
‖x‖ ≤ R, Q(‖x‖) achieves its maximum when either ‖x‖ =
0 or ‖x‖ = R. Observe that
Q
(
(1 +
√
2κ)b
)
= (1 +
√
2κ)2b2 = R2
and, for κ¯ ≥ 3,
Q(0) = (2− κ¯−1)b2 < (1 +
√
2κ¯)2b2 = R2,
Therefore, if ‖x‖2 ≤ R2 and η = 1/β¯, then ‖x+‖2 ≤ R2
too. It follows from Lemma 1 that ‖x+‖2 ≤ R2 for any
η ∈ [0, 1/β¯], which completes the proof.
The previous proposition requires ‖x‖ ≥ b and a condition
number κ¯ = β¯/α¯ ≥ 3. We will see that smaller condition
numbers can easily be treated. To complete our analysis, we
just need thus to focus on x with norms smaller than the
bound b on x∗.
Proposition 3: If ‖x‖ ≤ b then ‖x+‖ ≤ 3b.
Proof: We focus again first on the case η = 1/β¯. Using
Theorem 3, we have∥∥x+ − x∗∥∥ ≤√1− κ−1 ‖x− x∗‖
Using ‖x‖ ≤ b and ‖x∗‖ ≤ b, which implies ‖x− x∗‖ ≤ 2b
we have then∥∥x+∥∥ ≤ ∥∥x+ − x∗∥∥+ ‖x∗‖ ≤ ‖x− x∗‖+ ‖x∗‖ ≤ 3b.
The result for other values of η ∈ [0, 1/β¯] follows from
Lemma 1.
We combine the results above in the following Proposition.
Proposition 4: Let
R :=
{
(1 +
√
2κ¯)b if κ¯ ≥ 3,
(1 +
√
6)b otherwise.
If ‖x‖ ≤ R then ‖x+‖ ≤ R.
Proof: Suppose first that κ¯ ≥ 3. If ‖x‖ ≥ b, the result
directly follows from Proposition 2. If ‖x‖ < b, Proposition
3 and κ¯ ≥ 3 imply that∥∥x+∥∥ ≤ 3b ≤ (1 +√6)b ≤ (1 +√2κ¯)b.
Smaller condition numbers κ¯ = β¯/α¯ can be artificially
increased to κ¯′ = 3 e.g. by considering a lower α¯′ = β¯′/3 <
α¯. An α¯-strongly convex function is indeed always α¯′-
strongly convex for any positive α¯′ < α¯. The first part of the
result can then be applied with R = (1+
√
2κ¯′)b = (1+
√
6)b.
B. Proof of Theorem 4
Proof: The proof essentially follows by specializing the
result of Proposition 4 to the setting of (17) and (18). By
Theorem 1 we know that
arg min
x
F kρ (x) ∈ B(0d, 1 +
√
κ)n, for all k ≥ 0,
where κ = β/α, and so we have
∥∥arg minx F kρ (x)∥∥ ≤ b :=√
n(1 +
√
κ). In addition, it follows from Proposition 1 that
the condition number of F kρ is κρ = (β + ρλn)/α for all
k ≥ 0. The result follows then from Proposition 4.
VI. CONCLUSION
We have shown that DGD is stable: even if all agents
change their objectives at every iteration, if the local per-
agent objectives are constrained to be smooth, strongly
convex, and their minimizer has bounded norm, then the
iterates of DGD cannot be made to grow unbounded.
This paper contributes an initial exploration into the behav-
ior of DGD, and consensus optimization methods in general,
in the setting of open multi-agent systems. There are many
interesting directions for future work, such as understanding
the behavior of more advanced algorithms (e.g., those using
gradient tracking), characterizing a stability region under
stronger or different assumptions (e.g., if the frequency
of function changes is constrained to be slower than the
DGD update iterations, or alternative assumptions about local
objective functions), and developing robust decentralized
methods with tighter stability regions than DGD.
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APPENDIX
In this Appendix we prove Theorem 2. Let f− :=∑n−1
i=1 fi denote the sum of the common terms on the right-
hand sides of the definitions of xa and xb in (14). Also
let x− := arg minx f−(x) denote the minimizer of f−.
One approach to bound
∥∥xa − xb∥∥ is to bound the distance
between the minimizers of f− and any function of the form
f− + fn where fn ∈ Fα,β ; i.e., to bound ‖x∗ − x−‖ where
x∗ = arg minx
(
f−(x) + fn(x)
)
. Observe indeed that both
xa and xb are particular cases of such x∗. Hence a bound on
all ‖x∗ − x−‖ together with the triangular inequality∥∥xa − xb∥∥ ≤ ∥∥xa − x−∥∥+ ∥∥xb − x−∥∥ (22)
gives us a bound on
∥∥xa − xb∥∥. To this end, we have the
following.
Theorem 5: Let f = f− + fn, where f− is as defined
above and fn ∈ Fα,β . Let x∗ = arg minx f(x) and x− =
arg minx f
−(x). Then
∥∥x∗ − x−∥∥ ≤ min(2 + 2√κ, 2√κ+ κ√
n− 1 ,
2κ+ κ3/2
n
)
.
(23)
The proof of Theorem 2 follows directly from the appli-
cation of Theorem 5 to both terms in (22). Thus, all that
remains is to prove Theorem 5. Before that, we derive the
following intermediate result.
Proposition 5: Let g1 and g2 be two functions such that g1
is α1-strongly convex and β1-smooth and g2 is α2-strongly
convex and β2-smooth. Assume further that the minimizer
x∗1 of g1 lies in B(0, R1) and the minimizer x
∗
2 of g2 lies in
B(0, R2). Then x∗ = arg minx
(
g1(x) + g2(x)
)
satisfies
‖x∗ − x∗1‖ ≤
β2(R1 +R2)
α1 + α2
.
Proof: It follows from the strong convexity and smooth-
ness of g1 and g2 that
(∇g1(x∗)−∇g1(x∗1))>(x∗ − x∗1) ≥
α1β1
α1 + β1
‖x∗ − x∗1‖2
+
1
α1 + β1
‖∇g1(x∗)−∇g1(x∗1)‖2
(∇g2(x∗)−∇g2(x∗1))>(x∗ − x∗1) ≥
α2β2
α2 + β2
‖x∗ − x∗1‖2
+
1
α2 + β2
‖∇g2(x∗)−∇g2(x∗1)‖2 .
Summing these inequalities while taking into account that
∇g1(x∗1) = 0 and ∇(g1 + g2)(x∗) = 0, we obtain
−∇g2(x∗1)>(x∗ − x∗1) ≥
1
α1 + β2
‖∇g1(x∗)−∇g1(x∗1)‖2
+
1
α2 + β2
‖∇g2(x∗)−∇g2(x∗1)‖2
+ ‖x∗ − x∗1‖2
(
α1β1
α1 + β1
+
α2β2
α2 + β2
)
.
Recall that for an α-strongly convex function f , for any x
and y we have ‖∇f(x)−∇f(y)‖ ≥ α ‖x− y‖. Therefore,
−∇g2(x∗1)>(x∗ − x∗1)
≥ ‖x∗ − x∗1‖2
(
α1β1
α1 + β1
+
α2β2
α2 + β2
+
α21
(α1 + β1)
+
α22
α2 + β2
)
= ‖x∗ − x∗1‖2 (α1 + α2). (24)
By the Cauchy-Schwartz inequality, −∇g2(x∗1)>(x∗−x∗1) ≤
‖∇g2(x∗1)‖ ‖x∗ − x∗1‖. In addition, using the smoothness of
g2 along with the assumptions that x∗1 ∈ B(0, R1) and x∗2 ∈
B(0, R2), we obtain that
‖∇g2(x∗1)‖ = ‖∇g2(x∗1)−∇g2(x∗2)‖
≤ β2 ‖x∗1 − x∗2‖
≤ β2(‖x∗1‖+ ‖x∗2‖)
≤ β2(R1 +R2).
Combining these in (24) gives
β2(R1 +R2) ‖x∗ − x∗1‖ ≥ (α1 + α2) ‖x∗ − x∗1‖2 ,
and rearranging terms completes the proof.
Proof: [Proof of Theorem 5] First observe that f− is
(n − 1)α-strongly convex and (n − 1)β-smooth by similar
reasoning as for f in Proposition 1. By Theorem 1 we have
that both x∗ and x− lie in B(0, 1 +
√
κ), and thus∥∥x∗ − x−∥∥ ≤ ‖x∗‖+ ∥∥x−∥∥ ≤ 2 + 2√κ. (25)
This bound scales as O (√κ) but does not involve n.
To obtain a bound involving n, we leverage properties
of the functions f− and fn. Recall that x∗n denotes the
minimizer of fn. Since fn is β-smooth,
f(x−) = f−(x−) + fn(x−) ≤ f−(x−) + β
2
∥∥x− − x∗n∥∥2 .
(26)
Also, since f− is (n − 1)α-strongly convex and
minx fn(x) = 0 by assumption, it follows that for any
x ∈ Rd,
f(x) = f−(x) + fn(x) (27)
≥ f−(x) (28)
≥ f−(x−) + (n− 1)α
2
∥∥x− x−∥∥2 . (29)
Combining equations (26) and (29) leads to
f(x)− f(x−) ≥ f−(x−) + (n− 1)α
2
∥∥x− x−∥∥2
− f−(x−)− β
2
∥∥x− − x∗n∥∥2
=
(n− 1)α
2
∥∥x− x−∥∥2 − β
2
∥∥x− − x∗n∥∥2 .
By Assumption 2, we know that ‖x∗n‖ ≤ 1, and apply-
ing Theorem 1 to f− gives ‖x−‖ ≤ 1 + √κ. Therefore
‖x− − x∗n‖ ≤ 2 +
√
κ, and so
f(x)− f(x−) ≥ (n− 1)α
2
∥∥x− x−∥∥2 − β
2
(2 +
√
κ)2
=
(n− 1)α
2
(∥∥x− x−∥∥2 − κ(2 +√κ)2
n− 1
)
.
A point x cannot be the minimizer of f if there is another
point x− for which f(x)− f(x−) > 0, or equivalently, if∥∥x− x−∥∥2 > κ(2 +√κ)2
n− 1 ,
and therefore ∥∥x∗ − x−∥∥ ≤ κ+ 2√κ√
n− 1 . (30)
Finally, applying Proposition 5 with g1 = f− (hence α1 =
(n − 1)α and R1 = 1 +
√
κ) and g2 = fn (hence α2 = α,
β2 = β, and R2 = 1), we also obtain that∥∥x∗ − x−∥∥ ≤ β(2 +√κ)
nα
=
2κ+ κ3/2
n
. (31)
Combining this with (25) and (30) gives the desired result.
