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Re´sume´
Les sche´mas conceptuels (SC) sont des e´le´ments
centraux des syste`mes d’information. Dans un proces-
sus d’administration, un proble`me re´current et difficile
est de permettre aux de´cideurs de directement de´finir et
maintenir leurs sche´mas a` l’aide d’un langage pseudo-
naturel. Semantics for Business Vocabulary and Rules
(SBVR), une spe´cification re´cemment publie´e, offre une
syntaxe abstraite permettant d’exprimer un SC et une
syntaxe concre`te a` base d’Anglais structure´. Dans cet
article, nous proposons une me´thode originale pour ex-
traire un mode`le SBVR a` partir d’un texte anglais puis
le transformer en un diagramme de classe UML. Nous
de´crivons, dans un cadre d’inge´nierie des mode`les, une
combinaison de programmation par contraintes oriente´e
objet et de transformation de mode`les. En plus des re´sul-
tats the´oriques, des expe´rimentations pre´liminaires sont
fournies sur un exemple concret.
1 Introduction
Les sche´mas conceptuels (SC) sont largement utili-
se´s dans l’industrie pour repre´senter de manie`re for-
melle les connaissances d’un syste`me d’information.
Un SC est souvent l’e´le´ment central sur lequel re-
pose un ensemble d’ope´rations : validation, simulation,
ge´ne´ration de cas d’utilisation, etc. La combinaison
UML/OCL est le standard de facto pour la spe´cifi-
cation de SC. Cependant la mode´lisation, la mainte-
nance et l’e´volution d’un SC requiert actuellement des
compe´tences techniques importantes. Une approche
re´cente en inge´nierie logicielle cherche a` faciliter ce pro-
cessus en permettant aux de´cideurs d’exprimer leurs
∗Team AtlanMod
besoins en langage naturel pour ensuite les transfor-
mer dans une repre´sentation formelle.
Dans le contexte commercial, l’Object Management
Group (OMG) a re´cemment publie´ la spe´cification
SBVR (Semantics for Business Vocabulary and Rules).
SBVR offre un meta-mode`le des concepts et des faits
qui peut eˆtre utilise´ pour de´finir un SC. La spe´cifi-
cation propose e´galement une syntaxe concre`te sous
la forme d’Anglais structure´. Cependant, l’analyse de
langage naturel pour l’obtention d’un mode`le SBVR
est un proble`me difficile. En particulier, l’utilisation de
grammaires de´pendantes du contexte pour construire
des langages controˆle´s (structure´s et spe´cifiques a` un
domaine) engendre la possibilite´ d’avoir des inter-
pre´tations diffe´rentes d’une meˆme phrase. Cette pro-
prie´te´ disqualifie les algorithmes de´terministes, comme
les outils existant de l’inge´nierie des mode`les (IDM)
(ATL[12], QVT[2]) et la plupart des parseurs de lan-
gages controˆle´s (ACE[20]). Dans ces conditions, le pro-
ble`me devient combinatoire et requiert de rechercher
des solutions a` l’aide de techniques avance´es comme
celles utilise´es en intelligence artificielle.
La principale contribution de cet article est une tra-
duction automatique d’Anglais controˆle´ en un mode`le
SBVR et un mode`le UML du SC de´crit, permettant de
construire des langages flexibles (e´ventuellement spe´ci-
fiques a` un domaine). L’originalite´ de notre approche
est qu’elle combine, dans un cadre d’IDM, les tech-
niques de programmation par contraintes (PPC) et les
outils de transformation de mode`les. Elle est principa-
lement compose´e de trois ope´rations. La premie`re est
une analyse syntaxique et grammaticale du texte, di-
rectement lie´e au domaine difficile du traitement du
langage : nous de´crivons un parseur base´ sur une ap-
proche de la PPC oriente´e objet appele´e configuration
[13]. La seconde taˆche est une transformation du mo-
de`le re´sultant en un mode`le SBVR. La troisie`me taˆche
est une transformation de ce mode`le SBVR en un mo-
de`le UML du SC. Paralle`lement, l’inte´gration de la
PPC dans l’IDM en tant qu’outil avance´ de transfor-
mation de mode`les est une contribution importante et
innovante de ce travail.
1.1 Plan de l’article
La Section 2 introduit brie`vement les technologies
employe´es dans notre approche. Nous pre´sentons e´ga-
lement une vue d’ensemble du processus et un exemple
concret. La Section 3 introduit le parseur de langage.
La Section 4 montre comment le mode`le re´sultant est
transforme´ en un mode`le SBVR. La Section 5 pro-
pose une transformation de SBVR vers UML. L’im-
ple´mentation et les expe´rimentations sont pre´sente´es
en Section 6. Enfin, nous discutons de l’e´tat de l’art
en Section 7.
2 Contexte de travail
2.1 Bre`ve introduction a` SBVR
SBVR est un standard de l’OMG[3] dont le but est
d’eˆtre une base pour la description d’activite´s com-
merciales en langage naturel. C’est une tentative pour
combler l’e´cart entre les utilisateurs finaux et l’archi-
tecture logicielle, en permettant aux non-spe´cialistes
de parame´trer et faire e´voluer la logique commerciale
de leurs applications.
SBVR standardise un ensemble de concepts permet-
tant de de´finir des langages controˆle´s (langages de´cla-
ratifs dont la grammaire et le lexique sont limite´s pour
e´liminer une partie de l’ambigu¨ıte´). Voir [20] pour un
article historique, et plus re´cemment [15]). Les sys-
te`mes de re`gles me´tier comme ILOG JRules ou Drools
sont des langages controˆle´s populaires utilise´s pour
mode´liser explicitement la logique commerciale dans
un nombre croissant d’applications.
Nouns ne de´crirons pas SBVR de manie`re ex-
haustive dans cet article. Cependant les figures 1
et 2 illustrent la sophistication des meta-mode`les et
l’approche qui consiste a` se´parer les formulations
logiques des concepts et des faits.
2.2 Bre`ve introduction a` l’IDM et la transforma-
tion de mode`les
L’inge´nierie des mode`les est un domaine de re-
cherche e´mergeant qui conside`re les artefacts logiciels
principaux comme des graphes type´s. Cela provient du
besoin industriel d’avoir une organisation re´gulie`re et
homoge`ne ou` les diffe´rents aspects d’une architecture
logicielle peuvent eˆtre se´pare´s ou combine´s.
En IDM, les mode`les sont le concept unificateur.
La communaute´ utilise les concepts de mode`le ter-
minal, me´ta-mode`le et me´ta-me´ta-mode`le. Un mode`le
terminal est la repre´sentation d’un syste`me. Il cap-
ture certaines de ses caracte´ristiques et fournit des
connaissances. Les outils de l’IDM agissent sur des
mode`les terminaux exprime´s dans des langages pre´-
cis de mode´lisation. La syntaxe abstraite d’un langage
de mode´lisation est appele´e me´ta-mode`le quand elle
est exprime´e elle-meˆme comme un mode`le. La rela-
tion entre un mode`le et le me´ta-mode`le de son langage
est appele´e conformsTo. Les me´ta-mode`les sont eux-
meˆmes exprime´s dans un langage de mode´lisation dont
les bases conceptuelles sont capture´es par un mode`le
auto-descriptif appele´ me´ta-me´ta-mode`le. L’architec-
ture re´sultante est compose´e de trois niveaux appele´s
M1, M2, M3. Une de´finition formelle de ces concepts
peut-eˆtre trouve´e dans [11]. Les principes de l’IDM
peuvent eˆtre imple´mente´s dans diffe´rents standards.
Par exemple, l’OMG propose un me´ta-me´ta-mode`le
standard appele´ Meta Object Facility (MOF).
L’automatisation de l’IDM est principalement assu-
re´e par des me´thodes de transformation. La produc-
tion d’un mode`le Mb a` partir d’un mode`le Ma par une
transformation Mt est appele´e transformation de mo-
de`le. Quand le me´ta-mode`le source est identique a` la
cible (MMa = MMb), la transformation est dite en-
doge`ne. Sinon, la transformation est exoge`ne. Dans ce
travail nous utilisons ATL (AtlanMod Transformation
Language), un langage [12] de type QVT permettant
une expression de´clarative de la transformation a` tra-
vers un ensemble de re`gles.
2.3 Bre`ve introduction a` la configuration
Configurer consiste a` composer un syste`me com-
plexe a` partir de composants ge´ne´riques[13]. Les com-
posants, aussi appe´le´s objets ou e´le´ments de mode`le
dans la suite, sont de´finis par leur type, attributs et
relations mutuelles. Les syste`mes acceptables, spe´ci-
fie´s par des contraintes, sont de plus restreints par la
requeˆte : un ensemble de besoins spe´cifiques, repre´-
sente´s par un fragment du syste`me souhaite´ (i.e des
objets interconnecte´s). Du point de vue de la repre´-
sentation des connaissances, la configuration peut-eˆtre
assimile´e a` la recherche d’un graphe type´ et attribue´
(la structure) obe´issant aux restrictions d’un mode`le
objet sous contraintes. Du point de vue de l’IDM, le
proble`me est de trouver un mode`le fini conforme a` un
me´ta-mode`le. Plus pre´cise´ment, nous conside´rons le
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Figure 2 – Extrait du meta-mode`le SBVR : formulations logiques
laquelle le mode`le source est la requeˆte et le mode`le
cible la solution. Le mode`le de configuration joue alors
le roˆle de me´ta-mode`le cible. Une version relaxe´e de ce
me´ta-mode`le de´finit le me´ta-mode`le source. Elle est
obtenue par le retrait de toutes les contraintes. Dans
ces conditions, la requeˆte (un mode`le cible incomplet)
est conforme au me´ta-mode`le source et la configura-
tion peut-eˆtre inse´re´e comme une technique avance´e de
transformation de mode`le : le configurateur recherche
un mode`le, en comple´tant la source et en y ajoutant
tous les e´le´ments de mode`le ne´ce´ssaires pour que le re´-
sultat soit conforme aux contraintes du me´ta-mode`le
cible.
Plusieurs techniques ont e´te´ propose´es pour trai-
ter des proble`mes de configuration : extensions des
CSP (Constraint Satisfaction Problem) [18, 23, 19],
approches a` base de connaissances [22], programma-
tion logique [21], approches oriente´es objet [17, 14].
La configuration est traditionnellement utilise´e dans
des applications industrielles comme la simulation de
production. Plus re´cemment, les capacite´s expressives
du formalisme ont montre´ son utilite´ pour la re´solution
de proble`mes d’intelligence artificielle comme le trai-
tement du langage [8]. Une introduction plus pousse´e
a` la configuration peut eˆtre trouve´e dans [13].
Dans la suite nous proposons d’utiliser Ilog
JConfigurator[14] pour l’analyse de langage controˆle´
vers SBVR. Dans cette approche, un mode`le de confi-
guration (dans notre contexte, le me´ta-mode`le cible)
est bien de´fini par un ensemble de classes, relations
et contraintes. Le langage UML/OCL peut eˆtre utilise´
pour ces spe´cifications [7].
Figure 3 – Vue d’ensemble du processus
2.4 Vue d’ensemble du processus
La figure 3 montre l’ensemble du processus dans un
cadre d’IDM. L’entre´e est un texte Anglais, proche de
la forme structure´e propose´e par le standard SBVR [3].
Le texte est injecte´ en mode`le dont le me´ta-mode`le est
une simple annotation de la position des mots et des
phrases dans le texte. Une transformation triviale uti-
lise un lexique pour labeliser chaque mot par un en-
semble de ses cate´gories syntaxiques possibles. Nous
de´finissons ensuite un me´ta-mode`le, appele´ Syntax,
pour lequel nous avons adapte´ les grammaires de confi-
guration [8] a` SBVR et le contexte de l’IDM. Le texte
(en tant que mots labelise´s) est fourni au configura-
teur graˆce a` la version relaˆche´e de Syntax. Le re´sultat
de cette analyse syntaxique et grammaticale est donc
un mode`le fini conforme au me´ta-mode`le Syntax. Ce
mode`le est ensuite transforme´ avec ATL en un mode`le
conforme au me´ta-mode`le SBVR graˆce a` un ensemble
de re`gles utilisant les de´pendances grammaticales ge´-
ne´re´es. Ce mode`le terminal SBVR peut ensuite eˆtre de
nouveau transforme´ via ATL pour obtenir un mode`le
UML correspondant.
2.5 Exemple
Un exemple sera utilise´ tout au long de cet article
pour illustrer l’approche. Le texte conside´re´ est com-
pose´ de trois phrases de´finissant un SC :
(1) Each company sells at least one product.
(2) Each product is sold by exactly one company.
(3) A software is a product.
Cet exemple relativement simple contient pourtant des
concepts non triviaux. Du point de vue du langage,
nous utilisons des noms, des verbes a` la forme pas-
sive ou active, ainsi que diffe´rents quantificateurs. Les
phrases sont lie´es par le contexte car elles de´crivent
diffe´rents aspects des meˆmes concepts. Du point de
vue de la mode´lisation l’exemple de´crit les notions de
classes, d’he´ritage et de relations contraintes. Dans les
sections qui suivent, nous montrerons l’application de
chaque ope´ration sur ces phrases.
3 Traitement de langue Anglaise controˆ-
le´e pour SBVR
Le traitement du langage naturel est un de´fi ma-
jeur de l’intelligence artificielle. Au vu de la difficulte´
du proble`me, de nombreux efforts ont e´te´ porte´s vers
le domaine plus accessible des langage controˆle´s [16],
ou` des ambigu¨ıte´s sont retire´es et le vocabulaire res-
treint. Parmi les approches existantes, [8] a montre´
que les grammaires de proprie´te´s [4] peuvent eˆtre cap-
ture´es dans un mode`le de configuration afin de traiter
un sous-ensemble de la langue franc¸aise. Le parseur
re´sultant n’he´rite pas du comportement de´terministe
de la plupart des approches et est pre´vu pour eˆtre
adapte´ a` diffe´rentes grammaires. Nous avons modifie´
et e´tendu cette me´thode pour l’Anglais et SBVR. Dans
notre cadre d’IDM, le mode`le de configuration est de´-
fini en tant que me´ta-mode`le (Syntax).
3.1 Me´ta-mode`le Syntax
Un fragment de ce me´ta-mode`le (principalement les
classes et les relations) est pre´sente´ dans la figure
4. Syntax capture trois types d’information a` partir
du texte : les cate´gories syntaxiques, les de´pendances











































Figure 4 – Extrait du me´ta-mode`le Syntax : syntaxe et grammaire
3.1.1 Analyse syntaxique
Afin d’obtenir un arbre syntaxique a` partir d’une
phrase, nous avons adapte´ le mode`le des grammaires
de proprie´te´ a` l’Anglais. La classes principale est Cat
et repre´sente une cate´gorie syntaxique. Une cate´go-
rie est terminale quand elle est directement asso-
cie´e a` un mot. Ces cate´gories incluent NCat (nom),
VCat (verbe) ou DCat (de´terminant). Ces cate´gories
peuvent eˆtre spe´cialise´es : un verbe est soit transitif
(TVCat) ou intransitif (ITVCat). Les cate´gories pos-
sibles d’un mot sont obtenues graˆce au lexique par
la transformation pre´ce´dente. Une cate´gorie est non-
terminale quand elle est compose´e d’autres cate´gories.
SentenceCat (phrase), NPCat (groupe nominal), VP-
Cat (groupe verbal) sont les cate´gories non-terminales
principales. Un ensemble de contraintes de´finit les ca-
te´gorisations acceptables. Ces contraintes impliquent
par exemple les constituants ou leur position rela-
tive dans une phrase. Voici quelques exemples de ces
contraintes en OCL :
– Chaque groupe verbal dont le verbe est transitif
est compose´ d’au moins un groupe nominal. Cette
contrainte s’applique a` la relation isComposedOf
d’une cate´gorie :
context VPCat
inv : head . oclIsTypeOf (TVCat)
implies isComposedOf−>
e x i s t s ( e l t . oc l IsTypeOf (NPCat) )
– Un groupe verbal est toujours pre´ce´de´ d’un groupe
nominal. Cette contrainte s’applique aux attri-
buts begin et end des cate´gories (obtenus par la
position des mots associe´s) :
context SentenceCat
inv : isComposedOf−>e x i s t s (
e l t . oc l IsTypeOf (NPCat)
and e l t . end < vp . begin )
3.1.2 De´pendances grammaticales
Nous avons e´tendu le mode`le syntaxique pour faire
apparaˆıtre explicitement les de´pendances grammati-
cales en tant que relations entre les cate´gories. De la
meˆme manie`re, un ensemble de contraintes de´finit les
constructions possibles. Voici quelques exemples de ces
contraintes spe´cifie´es en OCL :
– Le sujet d’un verbe actif est place´ avant le groupe
verbal :
context VPCat
inv : ( head . vo i c e = ’ a c t i v e ’ )
implies head . s ub j e c t . end < begin
– Un verbe et la teˆte de son sujet partagent le meˆme
pluriel :
context VCat
inv : p l u r a l = su b j e c t . head . p l u r a l
3.1.3 Se´mantique SBVR
Le meta-mode`le est e´galement enrichi par les prin-
cipaux concepts de SBVR. Cette se´mantique est as-
signe´e aux cate´gories graˆce a` la relation expresses.
De nouveau, les contraintes gouvernent les affectations
possibles. Quelques exemples :
– Un verbe transitif exprime un FactType :
context TVCat
inv : not e x p r e s s e s . o c l I sUnde f ined ( )
and e x p r e s s e s . oc l I sKindOf ( FactType )
– La teˆte du sujet d’un verbe exprime soit un Ob-
jectType soit un IndividualConcept :
context VCat
inv : s ub j e c t . head . e x p r e s s e s .
oc l I sKindOf ( ObjectType )
or su b j e c t . head . e x p r e s s e s .
oc l I sKindOf ( Indiv idua lConcept )
A propos de l’unicite´ des concepts SBVR Une diffi-
culte´ majeure dans l’assignation de se´mantique SBVR
re´side dans l’unicite´ des concepts. Plus pre´cise´ment, le
meˆme concept SBVR peut eˆtre exprime´ dans plusieurs
phrases (voire la meˆme). Conside´rons les deux pre-
mie`res phrases de notre exemple : les concepts “Com-
pany”, “Product” et “To sell” sont exprime´s plusieurs
fois. Il faut e´viter de dupliquer les e´le´ments SBVR
dans le mode`le re´sultat. Un ensemble de contraintes
force l’unicite´ de ces e´le´ments sur la base d’hypo-
the`ses d’e´quivalence. Dans le cas d’e´le´ments de la
classe NounConcept, la de´sambiguation est faite sur
la de´signation des mots. Elle peut eˆtre formalise´e en
OCL de la manie`re suivante :
inv : NCat . a l l I n s t a n c e s ()−>
f o r A l l ( n1 , n2 : NCat |
( n1 . word . baseDes ignat ion =
n2 . word . baseDes ignat ion )
= ( n1 . e x p r e s s e s = n2 . e x p r e s s e s ) )
Puisque la de´signation canonique est utilise´e, diffe´-
rentes formes du meˆme mot sont reconnues (i.e “pro-
ducts” et “product”). Le meˆme principe est applique´ a`
d’autres e´le´ments SBVR tels que les FactType.
3.2 Processus d’analyse et re´sultat
Comme explique´ pre´ce´demment, l’entre´e du proces-
sus de configuration est un mode`le d’une version relaˆ-
che´e du me´ta-mode`le cible. Dans notre contexte, l’en-
tre´e est un ensemble d’objets inter-connecte´s de type
Text, Sentence, Word, Designation et Cat. En effet,
la transformation pre´ce´dente, base´e sur un lexique, a
fourni les proprie´te´s de chaque mot (pluriel, genre),
leur de´signation canonique (“has” a pour base “to ha-
ve”), et les cate´gories syntaxiques candidates (le mot
“one” peut eˆtre un nom, un nombre ou un adjectif).
Le re´sultat du processus de configuration est un
(ou plusieurs) mode`le(s) terminal(aux) satisfiant les
contraintes, quand un tel mode`le existe. La Figure 5
montre (un fragment) du mode`le ge´ne´re´ pour la phrase
“Each company sells at least one product”.
Il faut noter que ce processus n’est pas de´terministe :
a` cause des ambigu¨ıte´s du langage, plusieurs solutions
peuvent eˆtres valides pour une meˆme requeˆte. Par
exemple, conside´rons la phrase “MyCode is a softwa-
re”. Sans information lexicale ou contexte, il n’est pas
possible de de´cider si le NounConcept “MyCode” est
un ObjectType (une spe´cialisation de “Software”) ou
un IndividualConcept (une instanciation de “Softwa-
re”). Plutoˆt que de de´cider arbitrairement de restric-
tions dans le langage, notre me´thode permet de ge´ne´-
rer toutes les solutions valides afin de les comparer, ou
meˆme d’optimiser le mode`le cible sur la base de pre´-
fe´rences. De ce point de vue, notre approche offre une
flexibilite´ supe´rieure a` la plupart des analyseurs.
4 Transformation du mode`le syntaxique
en un mode`le SBVR
Le mode`le produit par l’analyse exhibe la se´man-
tique SBVR exprime´e par des (groupes de) mots.
Graˆce a` ces informations et les de´pendances gramma-
ticales entre les cate´gories, il est possible de construire
un mode`le SBVR complet du texte fourni. Cette ope´ra-
tion est re´alise´e avec ATL[12], un outil de transforma-
tion de mode`les dans lequel la mise en correspondance
est exprime´e par des re`gles de´claratives entre un me´ta-
mode`le source (ici, Syntax) et un me´ta-mode`le cible
(ici, SBVR). Nous ne pre´sentons pas exhaustivement
chaque re`gle de la transformation mais nous donnons
ci-dessous ses principaux ressorts. 1
4.1 Vue d’ensemble de la transformation
Une premie`re mise en correspondance est e´vidente :
chaque SBVRElement de Syntax a son e´quivalent
dans SBVR et implique donc la cre´ation de cet e´le´-
ment cible. Cependant, les relations entre les e´le´ments
SBVR ne sont pas explicites dans le mode`le source
et peuvent ne´cessiter des e´le´ments interme´diaires. Un
ensemble de re`gles permet de les de´river a` partir des
relations grammaticales.
Par exemple, conside´rons la re`gle suivante qui ge´-
ne`re un AssociativeFactType (binaire) et ses roˆles a`
partir d’un verbe transitif, son sujet et son comple´ment
direct. Elle peut s’e´crire de manie`re informelle : “Pour
tout AssociativeFactType B exprime´ par un verbe V
du mode`le source, cre´er un AssociativeFactType B’,
avec deux roles R1 et R2, ou` le concept de R1 est le
concept cible du sujet de V et le concept de R2 est le
concept cible du comple´ment de V”. La re`gle cre´e des
e´le´ments interme´diaires (les roˆles) et les utilise pour
mettre en relation les concepts SBVR. Certains de ces
1. Le code source et la documentation des transforma-
tions pre´sente´es dans cet article ont e´te´ soumis en tant que
contribution Eclipse au projet ATL et sont disponibles sur
http ://www.eclipse.org/m2m/atl/
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Figure 5 – Exemple : extrait d’un mode`le terminal de Syntax
e´le´ments (concepts cibles du sujet et du comple´ment)
e´tant eux-meˆme cre´es par une autre re`gle.
La transformation permet e´galement de cre´er des
valeurs d’attributs a` partir d’une source d’information
d’un type diffe´rent. En effet, dans la premie`re phrase
de notre exemple, le mot “one” est associe´ a` la cate´-
gorie NumeralCat et exprime un entier (NonNegati-
veInteger). La re`gle qui cre´e l’e´le´ment cible affectera
la valeur 1 a` l’attribut value de type Integer.
4.2 Processus de transformation et re´sultat
Une fois la transformation re´alise´e nous obtenons un
mode`le conforme a` SBVR qui ne posse`de plus d’infor-
mation syntaxique. La Figure 6 montre (un fragment)
du mode`le SBVR ge´ne´re´ pour la premie`re phrase de
notre exemple.
5 Transformation du mode`le SBVR en un
mode`le UML
Le mode`le SBVR ge´ne´re´ peut ensuite eˆtre trans-
forme´ avec ATL en un mode`le UML[?] correspondant
au SC. De nouveau, nous ne pre´sentons pas chaque
re`gle mais les principales mises en correspondance.
5.1 Vue d’ensemble de la transformation
Quelques exemples sont pre´sente´s dans la Table 1
ou` la notation pointe´e est utilise´e pour naviguer a`
travers les attributs et les relations. Ces correspon-
dances sont assez naturelles : un type d’objet devient
une classe, un type de fait associatif devient une as-
sociation, une cate´gorisation de´signe l’he´ritage (Ge-
neralization en UML), une proprie´te´ de type de fait
se re´fe`re a` un attribut, un concept individuel devient
une instance, etc. Les liens entre les concepts et les
valeurs sont e´galement explicites. Cependant, la plu-
part des re`gles ne re´alisent pas une transformation
unaire triviale. Par exemple, le concept SBVR At-
LeastNQuantification. La proprie´te´ (Property) pour la-
quelle la valeur minimale (lowerValue) est affecte´e est
celle obtenue par la transformation d’un fait (Associa-
tiveFactType) cible de la relation AtLeastNQuantifica-
tion.scopesOver.isBasedOn.
5.2 Processus de transformation et re´sultat
Une fois la transformation re´alise´e, nous obtenons
une spe´cification UML du SC. La Figure 7 montre un


































Figure 6 – Exemple : extrait d’un mode`le terminal de SBVR


















 : Class specific general
Figure 7 – Exemple : extrait du mode`le UML
6 Imple´mentation et expe´rimentations
6.1 Imple´mentation
L’approche a e´te´ inte´gre´e dans un cadre d’IDM base´
sur Eclipse. Pour cela, chaque meta-mode`le pre´sente´
a e´te´ de´fini graˆce au langage de me´ta-mode´lisation
KM3 [11], qui offre une conversion automatique vers
le format ECore de l’EMF [1]. Ces me´ta-mode`les
ECore sont les sources et les cibles des transforma-
tions ATL propose´es. Le configurateur (JConfigura-
tor) a son propre langage. Le meta-mode`le Syntax est
donc de´fini e´galement dans l’outil en tant que mode`le
de configuration. A l’execution, le mode`le repre´sentant
la requeˆte est extrait vers XML pour l’analyse, et la
solution XML est injecte´e en un mode`le de Syntax au
format ECore. Ce mode`le, au format XMI, est ensuite
transmis aux transformations ATL.
phrase(s) Temps Vars Contraintes
(1) 0.26 527 1025
(2) 0.20 526 1022
(3) 0.19 475 885
(1)+(2) 1.82 973 2819
(1)+(2)+(3) 5.21 1328 5312
Table 2 – Expe´rimentations sur l’exemple (temps en
secondes)
6.2 Expe´rimentations
Nous pre´sentons des expe´rimentations pre´limi-
naires sur l’exemple propose´, conduites sur un Intel
Core2Duo 3Ghz - 3GB RAM. La Table 6.2 montre
les re´sultats. Nous avons d’abord analyse´ chaque
phrase se´pare´ment puis plusieurs phrases a` la fois.
Seuls les temps du configurateur sont affiche´s car
les transformations ATL se de´roulent en un temps
ne´gligeable (moins de 0.2 secondes).
L’analyse est efficace pour chaque phrase individuel-
lement, mais le temps requis pour la recherche croit ra-
pidement avec le texte complet. Ceci est duˆ a` la taille
du mode`le source qui impacte directement l’espace de
recherche du configurateur. D’un autre coˆte´, les trans-
formations ATL peuvent ge´rer de larges mode`les. La
se´paration des taˆches est donc positive pour la perfor-
mance et pourrait eˆtre de´veloppe´e afin de re´duire la












Table 1 – Extrait du mapping entre les concepts SBVR et UML
complexite´ du mode`le de configuration au minimum
requis pour l’analyse syntaxique. Une autre alterna-
tive envisage´e est d’analyser le texte de manie`re incre´-
mentale, phrase par phrase, puis d’utiliser les capaci-
te´s multi-source d’ATL pour unifier les mode`les SBVR
re´sultats. Il faut cependant noter que ce sont des ex-
pe´riementations pre´liminaires sur un proble`me connu
pour eˆtre difficile. Aucune optimisation (heuristiques,
propagation ou e´limination de syme´tries) n’a e´te´ appli-
que´e au moteur de configuration. Ces techniques sont
fre´quemment employe´es pour re´duire les temps de cal-
cul des proble`mes sous contraintes. L’analyse re´ussie
de notre exemple montre cependant la faisabilite´ de
l’approche.
7 Travaux relatifs
[10] de´crit la transformation inverse : a` partir d’une
description UML/OCL d’un SC, les auteurs montrent
sa transformation en un mode`le SBVR (via ATL), puis
son paraphrasage en un texte Anglais structure´. La
combinaison des deux approches est prometteuse. En
effet, la conception d’un SC requiert ge´ne´ralement de
nombreuses discussions entre de´cideurs et concepteurs,
et la maintenance d’un SC ame`ne de nombreuses e´vo-
lutions. La combinaison pourrait permettre de traduire
automatiquement les modifications d’une re´pre´senta-
tion vers une autre.
Des recherches pre´ce´dentes ont e´te´ conduites sur
l’utilisation des techniques de programmation par
contraintes pour l’IDM, principalement sur l’anima-
tion de spe´cifications relationnelles ou la ve´rification de
mode`les. [5] transforme des spe´cifications UML/OCL
en un proble`me CSP afin de ve´rifier la satisfaisabi-
lite´. [6] propose une me´thode similaire, bien que le sol-
veur (Alloy [9]) utilise´ soit base´ sur SAT. Les deux
approches he´ritent des limitations du formalisme vers
lequel les spe´cifications sont traduites, alors que le pa-
radigme de la configuration est suffisamment expres-
sif pour capturer directement la repre´sentation sous
forme de mode`les. A notre connaissance, aucun tra-
vail existant n’a propose´ l’utilisation de la recherche
a` base de contraintes comme outil de transformation
pour l’IDM. En ce qui concerne le domaine de l’ana-
lyse de langages naturels controˆle´s, notre approche dif-
fe`re de la plupart des me´thodes existantes (comme
ACE[20]). En effet, ces parseurs n’acceptent pas de
grammaire aimbigu¨es, alors que nous pouvons parame´-
trer le niveau d’ambigu¨ıte´s accepte´es. Ceci nous per-
met de mettre en balance la couverture du langage et
l’efficacite´ computationnelle.
8 Conclusion et perspectives
Nous avons de´crit une me´thode qui permet d’analy-
ser la spe´cification d’un SC, exprime´e sous la forme de
texte Anglais, et de la transformer un mode`le de classe
UML. Le standard de l’OMG SBVR est utilise´ comme
niveau interme´diaire de re´pre´sentation. L’originalite´
de notre approche re´side dans l’utilisation d’une tech-
nique avance´e de programmation par contraintes, la
configuration oriente´e-objet, en tant qu’outil de trans-
formation de mode`les inte´gre´ dans une architecture
d’IDM. Des expe´rimentations pre´liminaires sont four-
nies pour ve´rifier la faisabilite´ de l’approche. De plus,
l’analyseur pre´sente´ est flexible vis a` vis de la couver-
ture du langage et de l’ambigu¨ıte´ accepte´e, permet-
tant ainsi de construire des langages controˆle´s (spe´ci-
fiques a` un domaine) qui ne soient pas restreints a` des
grammaires libre de contexte. Ce travail offre plusieurs
perspectives. Tout d’abord, les me´ta-mode`les peuvent
eˆtre e´tendus pour capturer un fragment plus impor-
tant de la langue et de la se´mantique SBVR. La ge´ne´-
ration de contraintes OCL, en plus d’UML, sera pro-
bablement ne´cessaire pour exprimer des se´mantiques
plus complexe. D’autres formalismes, tels qu’OWL ou
les syste`mes a` base de re`gles, peuvent eˆtre envisage´s
comme cibles finales du processus. Enfin, l’utilisation
de la configuration peut eˆtre utile pour d’autres ope´-
rations complexes de l’IDM, dans lesquelles les trans-
formations a` base de re`gles de´terministes ne sont pas
suffisantes, et qui ne´cessitent de rechercher un mode`le
satisfaisant ou optimal parmi un ensemble de solutions
potentielles.
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