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OPTIMAL COORDINATION OF ENERGY STORAGE FACILITIES WITH 
AN INTEGRATED ELECTRIC POWER SYSTEM 
Introduction  
The research program has as its overall objective the 
development of efficient models for the coordination of energy 
storage devices with an integrated hydrothermal electric power sys-
tem. Such models are necessary for both expansion planning of 
electric power systems and operations planning. The ever increasing 
operating costs of electric power systems make energy storage de-
vices economically attractive. One type of energy storage devices, 
namely pumped hydrostorage plants, have proven to reduce overall 
cost of electric power systems. In the future other types may also 
become economical. The results of this research program will pro-
vide efficient methodologies for projecting the impact of such 
devices on overall system costs. In addition the results of this 
research program will provide efficient methodologies for the opti- 
mal on-line control of energy storage devices by defining optimal 
control policies. 
This section is a brief progress report defined in 
general terms. Detailed description of the work done is provided 
in four accompanied Appendices. This organization of the progress 
report seems to be practical because of the complexity of the models 
involved. Thus in the next two sections the Work Performed and 
1 
Work Remaining to Be Done are defined in general terms with re-
ferences to the Appendices. 
Work Performed  
A formulation of the problem which leads to efficient 
computational procedure has been completed. Specifically the 
problem of coordinating an energy storage facility with an electric 
power system has been formulated as an optimal stochastic control 
problem. The objective of this problem is the minimization of the 
expected value of the restitution cost. The restitution cost is 
defined as the cost of energy stored during the charging cycle of 
the facility minus the energy replacement cost during the discharging 
cycle. The restitution cost depends on system electric load, 
available generating units and generating unit operating cost. 
Electric load and generating units are modeled as stochastic pro-
cesses. The formulation of the problem as an optimal stochastic con-
trol problem and the models of electric load and generation system 
are given in Appendices A, B, and C respectively. Dynamic pro-
grauuning techniques have been applied to the optimal stochastic 
control problem defined in Appendix A. These techniques led to 
recurrence formulae which are of the quadratic programming variety. 
The optimal stochastic control problem formulated 
in Appendix A is quite difficult to solve. Alternative solution 
procedures and approximations are being investigated. Specifically 
the following approaches are being examined: 
2 
1) Pure Feedback Approach 
2) Pure Certainty Equivalent Approach 
3) Certainty Equivalent Feedback Approach 
4) Pure Open Loop Approach 
5) Open Loop Feedback Approach 
In particular in the Pure Certainty Equivalent Approach 
all stochastic processes at any time t are replaced with their corre-
sponding expected values at time t. Thus a deterministic optimal con-
trol problem results. This approach has been examined first because 
of its simplicity. Efficient solution techniques have been developed 
for this case. They are presented in Appendix D. As the project con-
tinues the other approaches will be examined. 
, Finally, several computer programs have been developed 
for the purpose of studying the behavior of the models. In par-
ticular the following four computer programs have been developed: 
a) NSFA. This program computes the incremental pro-
duction cost of an integrated hydroelectric power 
system. A Markov model is employed for the generat-
ing units. The model is described in Appendix C. 
b) NSFB. This program identifies an appropriate sto-
chastic model for the electric load from given his-
torical data. The methodology is described in 
Appendix B. 
c) NSFC. This program solves a general quadratic pro-
gramming problem. A simplex like algorithm is 
employed. Bounds on the variables are implicitly 
accounted for. In addition the program employs 
sparcity techniques. These features render the 
program a high level of efficiency. Appendix D 
3 
describes the developed algorithm. 
d) NSFD. This program solves the deterministic optimal 
control problem; that is the problem in which all 
the stochastic processes at time t are replaced with 
their expected values at time t (Certainty Equiva-
lent Approach). 
In summary models and associated computer programs 
have been developed for the optimal coordination of energy storage 
facilities with an integrated electric power system. By the time 
of this writing the certainty equivalent approach has been imple-
mented and studied. 
An initial report of this work has been submitted 
and accepted for presentation at the 18th IEEE Conference on 
Decision and Control, held in Fort Lauderdale, Florida, December 
12-14, 1979. A copy of the presented paper is attached. 
Work Remaining to Be Done  
To this time much of the necessary modeling and com-
puter program development has been done. Several other tasks re-
main to be done for the completion of this research program. 
The first task is to validate the developed com-
puter programs. It has become evident that efficiency of the 
programs is of great importance. Thus time will be devoted to in-
crease the efficiency of the computer programs. It should be 
pointed out that this task is closely coupled to analytical de-
velopments. 
4 
The second task is to investigate alternative poli-
cies for the optimal coordination of energy storage facilities with 
an electric power system using the developed models. This task 
amounts to examining the following approaches for the solution of 
the optimal stochastic control problem formulated in Appendix A: 
a) Pure Feedback Approach 
b) Certainty Equivalent Feedback Approach 
c) Pure Open Loop Approach 
d) Open Loop Feedback Approach 
The third task is to develop computer programs to 
investigate the performance of the mentioned approaches. These 
computer programs will directly utilize the computer program 
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developments of the first year. 
The fourth task is to investigate sensitivities of 
optimal policies to various system parameters and/or changes of 
operating conditions. 
The fifth task is to publish the results of this 
research in refereed journals. The journal deemed most appro-





This Appendix describes the formulation of the problem of 
optimal coordination of energy storage facilities with an electric 
power system and a decomposition technique of the problem into a 
series of smaller dimension problems. The formulation results in an 
optimal stochastic control problem. Application of the decomposition 
technique (dynamic programming) results in a recurrence formula of 
the quadratic programming variety. Subsequent sections describe the 
formulation of the problem and the decomposition technique. 
Formulation  
The problem of optimal coordination of energy storage devices, 
over a time period '1', with the integrated electric power system aims 
primarily at the minimization of the overall system production cost. 
Constraints of energy availability, equipment capacities and electric 
power demand are imposed. The point of departure in formulating the 
problem is the chronological system load curve which is discretized as 
in Figure A.1. The time period is divided into N intervals Df small 
duration (less than an hour). It is then assumed that the total system 
loadremainsconstantforthedurationofaninterval.1fx.and y. 
are the decision variables in 	interval i, defined as: 
x. 	charge level (mw) of energy storage device, interval i 
y
i 
	discharge level (mw) of energy storage device, interval i 
then the impact of the control variables in the overall production cost 
of the system can be approximated with a quadratic function 
c 	c 2 d 	d 2 
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a  : operating a a  
limits on charging and discharging equipment 
a.,b. 	 constants related to the efficiency of the device 
e. 	 externally available energy (such as run of the 
river for a hydro plant) 
Z. 	 : losses in interval i 
E.
1-1 	 energy stored in device at the end of interval 1-1. 
At this point it should be pointed out that uncertainty is asso-
ciated with the load L. of the system and the set of available units 
SAi . Uncertainty is also associated with the availability of the energy 
A.3 
storage device itself. The uncertainty is modeled as follows: An 
autoregressive model is developed and identified for the system load. 
This model is described in Appendix B. The uncertainty associated with 
the set SAi 
is modeled as follows: A Markov model is assumed for the 
individual generating units of the system. Then the statistics of the 
set SAi 
can be developed. This model is described in Appendix C. In 






 is also described. These parameters depend on the stochastic 
1111 
processes L.
1  and S
Ai . 
With above definitions the problem of optimal stochastic coordi-
nation of energy storage devices with the electric power system can be 
stated as follows: 
N 




subject to EN = C 	 (A.4) 
and constraint set S
c






 . is defined with (A.2) 
N 
The quantity 	fi(x.,yi,L1.,SAi) is called the restitution 
1  
i=1 
cost because it equals the cost of energy stored during the charging 
cycles minus the energy replacement cost during the discharging cycles. 
The expectation E is taken with respect to the stochastic processes 
L. SAi . In above formulation the terminal condition E
N 
= c is assumed. 
This is not restrictive. An initial condition E = c
o 




or none, as well. The terminal condition is assumed for practical 
reasons. 
The formulated problem is rather general. It applies to any 
energy storage device which can be coordinated with the electric power 
system with single or multiple reservoirs. It also applies to the 
coordination of conventional hydroelectric plants with the power system. 
Because of the large dimensionality of the model and its stochastic 
nature, a direct solution is not feasible. The model however possesses 
certain properties which enable the decomposition of the problem into 
smaller problems, easily solvable. The decomposition leads naturally 
to a dynamic program. The associated recurrence equation can be solved 
via quadratic programming. In the subsequent section, the decomposition 
technique is discussed. 
Decomposition  
The model possesses the following properties: 
* the objective function is separable 
* the constraints are also separable 
For this model the following decomposition scheme is natural: Consider 
the time period T which has been divided into N intervals. Assume the 
period T is divided into K subperiods. A subperiod is defined with the 
set I
k 
of successive intervals: 
ik {1; i = nk-i 	l ''''' nk
} 	 (A.6) 
k = 1,2,...,K 




Next define the following subproblem: 
N 
Minimize J = X 	fi (xi ,y i ,Li ,SAi ) 
i=n A-1+1 
(A. 7) 
subject to EN = c = C I( 	 (A.8) 




+1 1 N 
	
(A. 9) 
and parameter C A = En  
X-1 
Let the optimal solution to this problem be 
A A ( A'K) 
Clearly the optimal solution is a function of the terminal conditions 
A'K 
Applying dynamic programming techniques the following recurrence 
lormula can be developed: 







 , le l
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The expectation in the - above problem is taken with respect to 
Li and SAi . 
The solution to the above problem is obtained as Follows: For 
a fixed value of the variable E X+1 the problem defined with the recur-
rence formula (A.10), and constraints (A.11) and (A.12) 	collapses to 
an optimization problem of the quadratic programming variety. This 
problem is further examined in Appendix D. The conclusion here is that 
the right hand side of the recurrence formula (A.10) is a computable 
functional of the parameter A+1 . The optimal value 	can be found 
with a direct search or using sensitivity analysis. In any case a 
large number of quadratic programming problems need to be solved. For 
this reason emphasis was placed on the efficiency of the quadratic 
program. A highly efficient procedure has been developed which has 
been implemented with sparcity techniques. This procedure is described 
in Appendix D. 
In conclusion the problem of coordination of energy storage 
devices has been formulated as an optimal stochastic control problem. 
Solution of the optimal stochastic control problem is obtained with 
dynamic programming techniques. These techniques lead to recurrence 
formulae which are of the quadratic programming variety. Solution 
techniques for the recurrence formulae are examined in Appendix D. 
A. 7 
APPENDIX B 
Electric Load Model 
This Appendix provides a description of the stochastic 
model employed for the electric load. The described model has 
been selected after a thorough investigation and evaluation of 
existing models. The model is suitable for the purposes of this 
research project. 
Analysis of historical data of electric load, k(t), in-
dicates that the electric load is a nonstationary stochastic pro-
cess. Modelling and identification of nonstationary stochastic 
processes is quite difficult. Fortunately, it has been observed 
that an appropriate differential of the nonstationary stochastic 
process 2(t) may behave as a weakly stationary stochastic process. 
For example 
x(t) = 2(t) - k(t - 2). 
Because the electric load, k(t), exhibits daily, weekly, and 
seasonal periodicity it is expedient to define a transformation of 
Z(t) into an assumed weakly stationary stochastic process x(t), as 
follows: 










is a seasonal backward difference operator 
is the degree of nonseasonal differencing 
A 
is a backward operator defined with B2(t) = 2(t-1) 
D 	 is the degree of seasonal differencing 
d 
B 
A stationary stochastic process, such as x(t), can be 
generated if white noise is supposed to be transformed by a linear 









Figure B.1. Generation of a Stationary Stochastic Process 
The white noise is defined as follows: 
E[n(t)] = 0 
if T = 0 
covh ( t) n(t + 
0 	otherwise 
For Lhe presehL appiicaLion Clio linear filler is so selecLed as 





a. x(t) + n(t) = 0 	a
o 
= 1 
The defined model involves n parameters a
i
, 	. 	a, 
which are estimated via least square estimation. Once the model 
has been identified, it is evaluated to determine level of uncertainty. 
This is done by computing the standard deviation of the prediction. 
B.2 
if the level of uncertainty is acceptable, Lhe model is complete. 
Otherwise another model has to be selected and the procedure is 
repented. Table B.1 summarizes the procedure. 
The described procedure in Table B.1 has been implemented. 
Preliminary results indicate that a low order model provides 
good fit to historical data. The historical data used were 
obtained from the local utility. 
B.3 
Table 13.1. Development of a Load Model  
Step 1. Collect Load Historical Data Z(t), t = -m, -m+ 1, . , 0 
Step 2. Select the Order 	of the Model 
d, D, s, and n 
Step 3. Estimate the Parameters a
l' 
 a2, . , a
n 
via Least Square 
Estimation 
Step 4. Compute level of uncertainty (Standard Deviation of Pre-
diction) 
If Level of Uncertainty is Acceptable, stop. Otherwise 
select new Model Parameters (d, D, s, and n) and Co to 3. 
B.4 
Appendix C  
Incremental Production Cost Stochastic Model 
This Appendix describes the development of a stochastic 
model for the computation of incremental production cost of an 
electric power system. The incremental production cost is essen-
tial in the optimal coordination of energy storage facilities with 
an electric power system. 
It is shown that optimal load flows provide the incremen-
tal production cost at the busbars of energy storage facilities 
(lagrangian multipliers). Optimal load flows, however, are com-
putationally unacceptable for the pruposes of this research pro-
ject. A good approximation is provided with the so-called busbar 
economic dispatch. The busbar economic dispatch provides the incre-
mental production cost directly as a function of system load and 
generating unit operating costs. Because generating units are 
subject to forced outages a stochastic model is assumed for the 
generation system. 
Detailed description of models follow: 
Incremental Production Cost  
Central to the computation of optimal policies for the 
operation of energy storage devices is the knowledge of electric 
energy production cost of the integrated electric power system. In 
particular it is necessary to compute the incremental cost of 
electric energy at the busbar of energy storage devices. This 
section examines the problem of computing the incremental cost 
C.1 
of electric energy at the busbar of energy storage devices. 
Consider a general electric power system as in Figure C.1. 
It consists of M generating units and N loads, S energy storage 
devices, and the interconnecting transmission system. Our objective 
is to determine the incremental cost of energy at busbars 1, 2, .. , s. 
To this purpose we start with the formulation of the operating 
constraints and objectives of an electric power system. The 
result is the so called optimal load flow which is written here 




 = f.(u.) (C.1) 
i=1 . 
subject to g(x, 	u, 	v) = 0 (C.2) 




(u) is the operating cost of plant i, output ui 
 x is the state representation of the electric power 
system 
v is the vector of the level operation of the energy 
storage devices 
g(x,u,v) = 0 load flow equations 
h(x,u,v) < 0 operating constraints on system components. 




• • • 
TRANSMISSION 
SYSTEM 
Figure C.1. An Integrated Electric Power System. 
C . 3 







Vh = 0 
g(x,u,v) = 0 
h(x,u,v) < 0 
pTh(x,u,v) = 0 
where V is the gradiant with respect to x and u. 
If the load flow equations (C.2) are arranged such that 
the first equation expresses the real power balance at busbar 
1, etc., and the Sth equation expresses the real power balance 
at busbar S, then the lagrangian multipliers A i , A 2 , ..., A s 
 provide the incremental cost of power at busbars 1, 2, ..., s. 
If C.(x,u,v) is the cost of operation of energy storage device i 
at level v., then 
ac.(x,u,v) 
A. = 	  
ay. 
1 
This procedure is novel. Computer programs have been 
developed and used routinely by the industry for operational prac-
tices. However it is impractical for planning purposes because 
of excessive computations and large amounts of data required. A 
simplification to the problem results upon the observation that 
actual power systems have the following features: 
1) Low losses (1 to 3 percent) 
2) Strong transmission systems 
C.4 
Feature 2) suggests that constraints (C.3) are normally 
inactive, and feature 1) suggests that a good approximation will 
be to replace the load flow equations (C.2) with a simple equation: 
E u. 	 - L - PL =0 
i=1 	i=1 
(C.4) 
u. < u. < u. 	or u. = 0 	i = 1, 2, ..., M — 1 — 1 1 
(C.5) 
where 
L is the total electric power load in the 
system 
PL is an approximate estimate of system losses 
(an educated guess), and it is considered 
constant 
u. is the output of plant i 
v.
1 
 is the output of energy storage device i 











subject to: 	u. + 12 vi  - L - PL  = 0  (C.4) 
i=1 	1=1 
	
u. < u. < u. 	or 	u. = 0 — 1— 1 1 
i = 1, 2, ..., M 
(C.5) 
C.5 
This problem is known as the bulbar economic dispatch 
problem. The solution of above - problem is obviously a function of 
S 





The incremental energy cost for energy storage plant i is 
DC
o 	DF(L') 	3F(L') DL' 	DF(L')  
i 	Dv. Dv. DI,' 	Dv. 
Note that for this simplified problem 
A. = A. 	i,j = 1, 2, . 	s 
That is the incremental production cost is same for every energy storage 
device. This is a result of the assumption of constant losses in 
the transmission network. This assumption will not introduce 
an appreciable error. 
In summary, given a set of generating units fl, 2, ..., 
with their cost functions f.(u.), i = 1. 2, ... M and allowable 
operating limits ui , ui , i = 1, 2, ..., M, and s anergy storage 
devices operating at levels v i , i = 1, 2, . , s and a total load 
L of the system, the total operating cost is determined from the 
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u. < u. < u,, 	or u. = 0 	= 1, 2, ..., M 
— 1 — 1 1 
= L - E v. 	 (C.7) 
i=1 
and the incremental power cost from 
(C.5) 
(C.8) 
where C*(L') is the optimal solution of the problem defined with 
(C.1), (C.5), (C.6), and (C.7). 
Random Outages of Generating Units 
Generating units are subject to random events leading 
to their outages or their inability to generate. electric power. 
Thus the availability of a generating unit is a stochastic process. 
Since the incremental production cost, A, is dependent on the 
available generating units Xis also a stochastic process. The 
model of this stochastic process will be derived from a 
C.7 
probabilistic model for the generating system. To this purpose 
let's consider a single generating unit consisting of m components. 
For a specific component define the conditional failure rate 
8(t) (useful in reliability studies) as follows: 
Given a component subject to failures then 8(t)dt 
equals the probability that the given component fails 
in the interval (t, t+dt), assuming that it did not 
fail up to time t. 
The probability 8(t)dt may be expressed as 
8(t)dt = f(t/T 	dt 
where T > t means that component x has not failed up to 
time t (T is a random variable equal to the time of 
failure). 
Now f(t/T > t) dt = Pr [failure in t, tl-dt]  
Pr [failure in T > t] 
Let f(t) be the probability density function of system failure 
Apparently 
f(t) dt = 1 
_co 
Define the probability cumulative function 








f(t/T > 	dt = 
f f(T) dT 
	1 - F(t) 	1 - F(t) 
or 
dF(t) 
3(t) dt = 
1 - F(t) 
Integration of above relationship from time 0 to t yields 
F(t) = 1 - exp - f 13 (T) dT 
0 
Assuming 13(t) to be constant (independent of time) we obtain 
F(t) = 1 - exp(- 	 (C.9) 
and 	 f(t) = 13 exp (-W 	 (C.10) 
fa summary a specific component of a generating unit is 
subject to failures. Equations (C.9) and (C.10) describe the 
statistics of failures. 	Looking at a generating unit as a whole 
we observe that if a given set of components is simultaneously 
operational (have not failed) then the unit will be operational 
with maximum generation capability P. In general n(i) such states 
can be identified with generating unit i. There is a corresponding 
C.9 
probability p(j) that unit i is in state j with maximum generating 
capability P i (j). Thus for a specific time t the probabilistic 
model of a generating unit is summarized as follows: 
n(i) 
Pr [Ai < x] = J 	Pi (j) 6(T - P i (j)) dT 
-co 
j =1' 
where A. is a random variable describing the available 
1 
generating capacity of unit i. 
Because of failures of specific equipment and similarly 
because of repairs on specific failed. equipment, the state of a 
generating unit may change in time. Define 
Pi (i,t) 	to be the probability that unit i is in 
state j at time t. 
Then there is an associated probability that unit i will change 




to be the conditional transition rate from 
state j to state k 
Then 
X.(j,k) dt is the probability that the unit goes to 
state k in the interval (t, t + dt), assuming 
that it was in state j at time t. 
C.10 
Figure C.2. Multistate Model of Availability of a Generating Unit. 
C. 11 
With above definitions a Markor model can be generated for unit i 
as follows: 
Assume that the probabilities 
p i (j,t) 	j = 1, 2, . 	n(i) 
are known at time t. Compute the same probabilities at 
time t + dt. Obviously: 
n(i) 
pi (j,t+dt) = P i (i,t)(1 - X i (j,j)dt) 	pi (k,t)A i (k,j)dt. 
k=1 
k#j 
j = 1, 2, . 	n(i) 










      
Pi (J,t) = 1.0 	for any t. 
j=1 
Given an initial condition 
j = 1, 2, ..., n(i) 	 (C.12) 
one can integrate the equations (C.11) and (C.12) to 
obtain p(j,t) for any j and t. 
C.12 
In summary a general stochastic model has been developed 
describing the available generating capacity of a unit. 
Generating System Stochastic Model  
Given a generating system with m units and their associated 
stochastic models: 
	
{ n(i), pi (j,t), j = 1, . 	n(i), 	P i (j), j = 1, 2, . 	n(i) } 
i = 1, 2, . 	m 
There are 
N = 	n(i) 
all i 
discrete states of the generating system. This is a large number 
of states. Most of these states, however, have a low probability 
of existence. Thus a tremendous reduction in the number of states 
is achieved if it is decided to disregard all states with probability 
less than a threshold value p
th
' This value may be selected 
 
to be in the order of few hundredths. 
The identification of the states with probability of 
existence greater than p th is achieved as follows. 
Consider state XGK (t) of the generating system. This 
state is defined as follows: 
XGK = 111} 
{(p i (j(k),t), Pi (j(k),0), 	i = 1, 2, ..  
And the probability of existence is 





is rejected if 
Pr[XGK ] < P th 
	 (C.14) 
Implementation  
The described model can be easily implemented. To this 
purpose consider a period of duration T. This period can be 
divided into K subperiods. Each subperiod may be several hours 
long. At this point the following reasonable assumption can be 
made: The state of the generation system may change only at the 
beginning of a subperiod. This assumption guarantees that the 
state of the generating system will not alter for the duration of 
one subperiod. Thus the incremental production cost during one 
subperiod, given the state of the generating system will be a 
function of system electric load only. This suggests the following 
computational procedure: Consider subperiod t. Using the Markov 
model the probabilities p
i
(j,t) can be computed via a numerical 
integration of the equations C.11) and (C.12). Then all the 
states of the generating system with probability greater than p 
- th 
can be computed using equations (C.13) and (C.14). 
Finally for every state X
GK 
of the generating system 
with Pr[XGK] 	Pth' the incremental production cost versus system 
electric load can be computed using equations (C.8) after solving 
problem defined with (C.1), (C.5), (C.6) and (C.7). The procedure 
needs to be repeated for every subperiod L. 
C.14 
A computer program with the symbolic name NSFA has been 
developed for the computation of incremental production cost versus 
system electric load. The described Markov model of the generat-
ing system is employed. A flow chart of the program is given in 
Figure C.3. 
C.15 
t = t + 
Y 
For Every State Generated Above 
Compute the Incremental Produc-
tion Cost Curve Versus Electric 
Load. Store Results. 
Are There 
Any More Subperiods 
in the Planning Period? 
YES 
NO 
( RETURN ) 
Consider Subperiod t 
Compute All States of Generation 
System with Probability of 
Existence > Pth 
t= 
( ENTER ) 
lig 
Integrate Numerically System 
of (1), (2), and (3) 
Figure C.3. Flow Chart of Computer Program NSFA. 
C . 16 
Appendix D  
This Appendix describes the solution of the problem 
defined with the recurrence formula (A.10) and constraints (A.11) 
and (A.12) of Appendix A. For a given set of parameters 	Li , 
and SAi the problem collapses to an optimization problem of the 
quadratic programming variety. In general the problem can be 
expressed as follows: 
Minimize f(x) = C
Tx + x Dx 
subject to Aix < b. 
Ax = b 
e 	e 
x < h 
x > 0 
where x, c, b., b e  and j are vectors e 
and A., A
e 
 and D are matrices of appropriate 
dimensions. 
In subsequent paragraphs the solution algorithm for this 
problem is described. 
Quadratic Prograuuning With Bounded Variables  






DX 	 (D.1) 
	




e 	 (D.3) 
X < h (D.4) 
X > 0 	 (D.5) 
where 
X: 	n X 1 charge/discharge vector 
C: n X 1 vector 
D: n X n symmetric positive definite matrix 





X 1 vector 






X n matrix 





DX = f(x) 
subject to g 1 (x) = PLX - b. < 0 
h(x) = A
e
X - be = 0 
g2
(x) = x - h < 0 
g
3






Applying Kuhn-Tucker conditions the problem is transformed 
into finding a feasible solution to the following set of equations 
and constraints: 
Vf(x) + (Vh(x)) TA + (Vgi (x)) Tp l + (Vg2 (x)) T1.1 2 + (Vg 3 (x)) TV = o 
(D.11) 
D.2 
C + 2DX + A ip + ATA + Ip 2 - Iv = 0 
A.X + S 1 = b. 




(X - h) = p 2T s
2 
= 0 
I T 	 IT p (AiX - bi ) = p - s - = 
u X = 0 












11 • 	m.xl vector 
1.1 2 : 	n x 1 vector 
v: 	n x 1 vector 
A: 	m x 1 vector 
e 
S I : 	m. x 1 vector i 
S 2 : 	n x 1 vector 
The following should be noted: 
1. The free variables A can be substituted with 
A= A
+ 
- A where A
+ 
 A> 0 and A
+
, A are 
m  x 1 vectors. e 
2. The equation X + S 2 = h imposes upper bounds on the 
variables X. These constraints can be implicitly 
taken into consideration with the use of simple 
transformations as in the case of the simplex method 




















In matrix notation and with the above observations the problem is 












A., 	0, 	0, 	0, 0, 
Ae , 	0 	0 0 	0 
u X = 0 
I 
pT S = 0 
p 2Ts2 = 112T(h_x) = 0 
X, il l , 11 2 , X+ , X- , u, 
and upper bounds on variables X 
X < h 
The dimensions of the vector variables are: 
x 	p
+ 
s 1 A 	11
2 
(D.25) 
I  I 
  
  
fl 	m. 	me 	
m




The above problem can be solved with the basic procedure 
of phase I of the simplex method as follows: 
D.4 
a) Introduce artificial variables to construct a 
starting feasible solution. 
b) Set up a linear program with objective function equal 
to the sum of artificial variables and constraints 
(D.20), (D.24), and (D.25). 
c) Utilize the simplex method with upper bounds to 
solve the problem defined in (b) with the following 
modification: A variable can not enter the solution 
basis unless it satisfies the exclusivity constraints 
(D.21), (D.22), and (D.23). 
Development of the Algorithm  





, -I, I, 0 
A= 	A., 	0 	0 	0 	0 0 0 
A
e
, 	0 	0 	0 	0 0 I 
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(n + m. 	m





) x 1 vector 
(n + m. + m
e ) x 1 vector 1 
The matrix A can be represented by column vectors a i as follows 
A = [a l , a 2 , 2m1 , a
3n + 	• + 2m




) x 1. 
If artificial variables r are introduced and the above 
notation used then the problem can be formulated as the following 
linear program. 
n+m.+m e 
= 0 	i = 
= 
= 0 	i = 


















Minimize 	r. 	[c l ] T 
j=1 	 [ rY1 
subject to AY + r = b 
Y, r > 0 
exclusivity constraints 
U. 	X.
a.  = Y. 	Y. + k 
n 
i i 
p.1-n1 S.  -n - Y. Y. 1 	i+ZI 
(hi 	X.W = (A- 1 1 	1 	1 










) x 1 vector 




) x 1 vector 
The problem defined with objective (D.26) and constraints 
(D.27), (D.28), (D.29), (D.30), (D.31) and (D.32) can be solved 
as follows: 
1) A starting extended basic feasible solution is given by 
r = b 
Y = 0 
2) Select a variable, which if enters the solution will 
improve the objective function, and which will not violate 
the exclusivity constraints. Thus a variable k in order 
to qualify for entering variable has to pass the following 
two tests: 
2a) Constraints (D.29), (D.30), and (D.31) 
are not violated. 
2b) The reduced cost coefficient r
k 
is less than 
zero 
rk = (C11( - 	B 1 ak)ek 
< 0 
where 
i is s the vector of the objective 
function corresponding to the basic 
variables. The 
ith 
 entry is 
th. 
one if the 1 basic variable is 







entry of the vector C I . 
Bisa(11+111.-"le 	 1 " (11+111-1-111e ) 1  
matrix of the basis. The columns of 
B are the columns of the matrix A 
that corresponds to basic variables. 
k . 
a Is the vector of the matrix A 
corresponding to variable k. 
+1 if variable k is at the 
lower bound. 
e
k 	-1 if variable k is at the 
upper bound 
If no variable can be found that satisfies both tests 
then the algorithm terminates. If all the artificial 
variables r are zero then a solution has been found. 
3) Find out which variable leaves the basis or if variable k 
goes to its opposite bound. Compute the following 
- k 
a = B a 











S - h. 
min 	i i  
E
3 





















go to 6 
D.8 
4) The variable k goes to its opposite bound. 





Update the b vector 






Go to step 2 
5) The j
th 
basic variable becomes nonbasic and returns to 
its old bound. The k
th 
variable enters the basis. 
Replace the vector a
j 
in the B matrix with the vector a
k
. 
Go to step 2. 
6) The j
th 
 basic variable becomes nonbasic and goes to its 
opposite bound. The k
th 
variable enters the basis. 
Change sign of variable e.. 
e. 	e . 
Update vector b 
b = b + h
j 
aj e. 
Replace the vector aJ in the B matrix with the vector a
k
. 
Go to step 2. 
The described algorithm has been implemented in a computer 
program. Because matrix B is highly sparce, sparcity techniques 
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A DECOMPOSITION TECHNIQUE TO DETERMINE OPTIMAL COORDINATING POLICIES 
OF ENERGY STORAGE PLANTS WITH ELECTRIC POWER SYSTEM 
A. P. Meliopoulos 
Georgia Institute of Technology 
School of Electrical Engineering 
Atlanta, Georgia 30332 
Abstract - The problem of coordinating energy storage 
plants with an integrated hydroelectric power system to 
achieve minimum overall operating costs is a large and 
complex stochastic decision problem. This paper 
describes a decomposition technique which reduces the 
complexity of the problem and results in practical com-
putational algorithms. The method is based on the defi-
nition of two subproblems. The first subproblem ad-
dresses the decision process for coordinating energy 
storage plants with an electric power system over a 
short period of time (for example, one day). This 
results in a functional relationship between the coordi-
nated schedule and the parameters of the problem. Quad-
ratic programming techniques are suitable for the solu-
tion of this subproblem. The second subproblem employs 
the above described functional relationship in order to 
define the optimal policy in coordinating energy storage 
plants over an indefinite time period of operation. 
Dynamic programming is employed for the solution of the 
second subproblem. 
Applications (pumped hydro storage stations, bat-
tery stations, etc.) are described. Results of a pumped 
hydro station application are cited. 
INTRODUCTION 
The cost and scarcity of high grade energy sources 
has created the economic attractiveness of energy 
storage plants and their interconnection to electric 
power systems. Energy storage plants, such as pumped 
storage hydro, and battery stations have been construc-
ted and placed in commercial operation. Others, such as 
super cooled inductors, fuel cells, pumped gas, hydrogen 
cycle, black box, etc., are being investigated to deter-
mine feasibility and economics. 
The economic benefits effected by energy storage 
plants result from the different production cost of 
electricity during different hours of the day. Low cost 
electric energy is used to store energy in an energy 
storage device. This energy is released later on to 
replace higher cost electric energy. The stored energy 
may be in a form other than electricity, for example, 
hydroenergy, pressurized gas, etc. The cost effective-
ness of a particular energy storage plant, pumped hydro 
storage, has been established. The scarcity and high 
coat escalation of oil will further improve the economic 
attractiveness of energy storage plants. 
The problem of optimal coordination of energy 
storage plants with the electric power system aims pri-
narily at the maximization of the economic benefits, or 
the minimization of the overall production cost. This 
problem is a large and complex problem which has been 
approached in different ways [2], [3], 14], and [S]. 
Phis paper presents a new formulation of the problem and 
a decomposition technique which is computationally 
attractive and suitable for real time control of energy 
storage plants. Only the deterministic case is dis-
cussed because of space limitations. 
FORMULATION 
The problem of optimal coordination of energy 
TIME 
Filmy 1 DicratizatIon of the Chronological Electric Lead Corm 
storage devices, over a time period T, with the inte-
grated electric power system aims primarily at the mini-
mization of the overall system production cost. Con-
straints of energy availability, equipment capacities 
and electric power demand are imposed. The point of 
departure in formulating the problem is the chronologi-
cal system load curve which is discretized as in Figure 
1. The time period is divided into N subintervals of 
small duration (less than an hour). It is then assumed 
that the total system load remains constant for the 
duration of a subinterval. If x. and y. are the decision 
variables in subinterval i, defined asl: 
x. 	charge level (mw) of energy storage device, 
subinterval i 
discharge level (mw) of energy storage device, 
subinterval i 
then the impact of the control variables in the overall 
production cost of the system can be approximated with a 
quadratic function 









are constants depending on total system load L i 
 characteristics of available generating units, G A . 
addition certain constraints apply. Let S i be efie 





subject to E = c = 
0 
	Co Emin 5 	+ aixi - b iyi + e i - Z
i
5 E 	(2) 
or 	x = 0 	 (3) 





: Minimum and maximum capacity of 
the energy storage device 
	
Sc 
	X 	5- x 5 X 
i —i i 	i 
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	yi 5  Yi 
where 
constraint set Se' iclk' k = 1,2,...,A 
and 	E= A 
x i ,x i ,zi ,y i  
e. 
operating 
limits on charging and discharging 
equipment 
constants 	related 	to 	the 
efficiency of the device 
externally available energy (such 
as run of the river for a hydro 
plant) 
Let the optimal solution to above problem be 
A
A (Co' C A ) 
Then the problem is formulated as a dynamic problem with 
the following recurrence formula 





F f i (x i ,y i ,LI ,GA) 
1cI A+1 	(13) 
: losses in subinterval i 
1 
Ei-1 	
: energy stored in device at the end 
of subinterval i-l. 
4ith above definitions the problem of optimal coordina-
tion of energy storage devices with the electric power 










and constraint set Si ,  i - 1,2,...,N 
the formulated problem is rather general. It applies to 
lily energy storage device which can be coordinated with 
:he electric power system with single or multiple reser-
roirs. It also applies to the coordination of conven-
:ional hydroelectric plants with the power system. 
1nfortunately, the dimensionality of the model as well 
IS the fact that certain external parameters are random 
variables, such as system demand L., externally avail- 
ible energy e., and available generators G A , prohibit a 
tirect solution. Fortunately, the model possesses 
:ertain properties which enable the decomposition of the 
■roblem into smaller problems, easily solvable. In the 
;ubsequcnt section, the decomposition technique is dis-
:ussed. 
Iecomposition 
The model possesses the following properties: 
--The objective function is separable 
--The constraints are also separable. 
decomposition can be effected as follows: Consider 
he time period T which has been divided into N inter-
als. Assume the period T divided into K subperiods. A 
ubperiod is defined with the set I k of intervals: 
subject to 	En), - A 	 (14) 





The solution to the above problem is obtained as 
follows: The variable A is discretized into m values, 
i 1, m. For a given value CAJ the problem 
defined with (13), (14), (15), and (16) collapses into 
an optimization problem of the quadratic programming 
variety. Thus, in order to obtain the solution 
AA.1_1( 0 , A4.1 ), the problem defined with (13), (14), 
(15), and (16) is solved for every value CAiv i - 1, 
2,..., m. The solution with the least cost will be the 
optimum. 
In summary, application of the recurrence formula 
(13) requires the solution of a series of quadratic 
programs. The model is flexible, since the dimension of 
the quadratic program can be independently selected, and 
suitable in handling the stochastic nature of certain 
problem parameters. In the subsequent section a number 
of details of the solution method employed is outlined. 
SOLUTION METHOD  
For fixed C A .^A+1 the problem defined with (13), 
(14), (15), and (16) collapses to the following quad-
ratic program 
Minimize c t z + z tDz 	 (17) 
subject to En), - A 	 (18) 
constraint set Si , ieI x+, 	 (19) 
and E 





= 	; nk+1 +1''''' nk ) 
where z = [x...x..x ...y
1.
..y 
nA+1 	nA+1 	 nA+1 
= 1 
0 
k = 1,2,...,K 
	
(8) 
onsider the problem 
Minimize A
A 








Application of the recurrence equation (13) requires the 
solution of a large number of quadratic programs such as 
the above. Thus, the quadratic model above deserves our 
attention. The practicality of the method depends on 
how efficiently the quadratic programs can be solved. 
The size of the guadratic model and the fact that the 
constraint set S i is not convex present special prob- 
lems. In order to arrive to an efficient algorithm the 
..twx. 	 WIAL 
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two problems have been approached as follows. 
Non-Convex Set of Constraints 
The constraint set is not convex because of the 
constraints 1 z i z i z. or z. = 01. A brute force 
approach is to consider s all Possible combinations of 
constraint sets, compute the optimal solution and then 
select the best solution. Instead, the following pro-
cedure is utilized: The above constraint is replaced 
with 10 	z. 5_ zland the resulting problem is solved. 
If the consiraini {z i ■ 0 or z. 	z . S. z.} is satisfied, 
the solution is acceptable. Otherwise, sensitivity 
analysis (which is readily available from the quadratic 
program) is employed to select constraint 1z. ■ 01 or 
z i 	z i ) and the problem repeated. This approach 
has been proven to be efficient. 
Size 
The size of the quadratic model is greatly reduced 
using model reduction techniques. In this application 
the following procedure is followed: 
(a) Omission of the term z tDz reduces the problem 
defined with (17), (18), (19), and (20) into a 
linear program. Most of the constraints simply 
define bounds on the decision variables. The sim-
plex method with upper bounds is utilized to solve
the problem efficiently. Because the term z tDz is 
small compared to c z, the obtained solution pro-
vides information regarding the effectiveness of 
the constraints (18), (19), and (20) in the final 
solution. 
1(b) A quadratic program is defined with the objective 
(17) and the effective or near effective cons-
traints from (18), (19), and (20). (This informa-
tion is known from (a)). This problem is solved 
with the simplex method for quadratic programmi-
ng . To increase the efficiency of the solution 
method, constraints which impose bounds on the 
decision variables are implicitly handled in 
exactly the same way as in the simplex method with 
upper bounds. 
The obtained solution is checked against the com-
plete set of constraints. If violations occur, the 
reduced model is augmented with the violated constraints 
and the procedure repeated. 
TEST RESULTS 
The described two-level optimization model has been 
applied to the coordination of a 4000-MWHR reservoir 
capacity pumped storage hydro station with a given elec-
tric power system. The peak load of the system during a 
test week is 12100 MW. The generating capability of the 
plant is 400 MW while the pumping capability is 600 MW. 
Figure 2 shows a typical optimal schedule over a period 
of one week. Subperiods equal to the duration of one day 
were used in the decomposition procedure. The model 
provides the following additional information not shown 
in Figure 2. 
Optimal water level in the reservoir 
Electric power system fuel requirements 
Sensitivity of economic benefits to schedule 
changes 
Sensitivity of economic benefits to system 
parameters such as reservior capacity, gener-
ating equipment capacity, and pumping equip-
ment capacity. 
CONCLUSIONS 
A decomposition technique has been described which 
• TWL 
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reduces the complexity of the problem of coordinating 
energy storage plants with an integrated electric power 
system. The technique results in a two level optimiza-
tion procedure. At the first level quadratic program-
ming techniques are employed to optimize plant operation 
over defined subperiods. At the second level dynamic 
programming techniques are employed to optimize plant 
energy storage levels at each subperiod. The described 
model allows exploitation of special problem structures 
which results in practical computational algorithms. 
Also, sensitivity analysis allows the optimization of 
plant parameters. 
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I. Abstract  
A research program was undertaken with the overall objective the 
analysis and development of efficient models for the optimal coordination 
of energy storage devices with an integrated hydrothermal electric power 
system. The coordination problem has been studied with a stochastic model 
and a two level optimization procedure which has been developed specifi-
cally for this problem. The results of this research project provide use-
ful insight to the problems of expansion planning of electric power systems 
and operations planning as related to storage plants. In addition the re-
search project resulted in efficient methodologies and associated computer 
programs for projecting the impact of energy storage devices on overall 
power system costs. 
The main conclusions of the research project are: 
1. The uncertainty associated with the operations 
of electric power systems impacts drastically 
on optimal coordinating policies of energy stor-
age devices with the electric power system. 
Thus deterministic models for scheduling energy 
storage devices are at best inaccurate. 
2. For every electric power system there is an 
optimal capacity of energy storage devices. Be-
yond this optimal capacity, addition of energy 
storage devices is economically undesirable. 
Above results, the models developed and the analysis procedures 
employed are presented in this report. 
2 
II. RESEARCH PROJECT SUMMARY 
National Science Foundation Grant No. ENG - 7816496 
OPTIMAL COORDINATION OF ENERGY STORAGE FACILITIES WITH 
AN INTEGRATED ELECTRIC POWER SYSTEM 
The overall objective of the research project was the analysis and 
development of efficient models of the coordination of energy storage de-
vices with an integrated hydrothermal electric power system. Such models 
are necessary for both expansion planning of electric power systems and 
operations planning. The ever increasing operating costs of electric 
power systems make energy storage devices economically attractive. Many 
different types of energy storage devices have been proposed. One type 
of energy storage devices, namely pumped hydrostorage plants, have proven 
to reduce overall cost of electric power systems. In the future other 
types may also become economical. This research program resulted in ef-
ficient methodologies for projecting the impact of such devices on over-
all system costs. In addition efficient methodologies for the optimal 
on-line control of energy storage devices have been generated. 
This report summarizes the achievements of the research project. 
It is organized as follows. Section IV completely defines the co-
ordination problem between energy storage devices and integrated electric 
power systems. Then several technical papers are listed which present 
results and more insight into the coordination problem. Throughout the 
report the stochastic nature of the coordination problem and the substan-
tial impact of random events on the optimal operating policies is empha-
sized. In addition analysis of the problem indicates that for every 
integrated electric power system there is an optimal capacity of energy 
storage devices. Addition of energy storage devices beyond this capacity 
3 
has adverse economic effects on the system. This point is illustrated 
and emphasized in the technical papers. 
Part a of Section IV presents a formulation of the problem which 
leads to efficient computational procedures. Specifically the problem of 
coordinating an energy storage facility with an electric power system has 
been formulated as an optimal stochastic control problem. The objective 
of this problem is the minimization of the expected value of the resti-
tution cost. The restitution cost is defined as the cost of energy stored 
during the charging cycle of the facility minus the energy replacement cost 
during the discharging cycle. The restitution cost depends on system elec-
tric load, available generating units and generating unit operating cost. 
Electric load and generating units are modeled as stochastic processes. The 
stochastic models of the electric load and generation system are given in 
Parts b and c of Section IV. Dynamic programming techniques have been applied 
to the optimal stochastic control problem. These techniques led to recur-
rence formulae which are of the quadratic programming variety. 
The problem of computational efficiency has been addressed with 
respect to the solution of these recurrence formulae. The recurrence 
formulae are efficiently solved with a sparcity coded quadratic program-
ming algorithm based on the dual simplex procedure. This algorithm is 
described in the attached technical paper "Quadratic Programming With 
Bounded Variables and Sparcity Techniques", 
The computational complexity of the problem necessitated the inves-
tigation of alternative policies for the optimal coordination of energy 
storage facilities with an electric power system using the developed models. 
The following approaches to the solution of the optimal stochastic control 
4 
• 
problem were investigated: 
a) Deterministic Approach 
• 
c) Pure Open Loop Approach 
d) Pure Open Loop Feedback Approach 
e) Pure Feedback Approach 
The result of this investigation are summarized as follows: The 
deterministic approach substantially underestimates the effectiveness 
of energy storage devices. Approaches (c), (d), and (e) result in similar 
operating policies and storage device effectiveness. The certainty equi-
valent approach provides results between the deterministic approach and any 
of the approached (c), (d), and (e). The computational requirement increases 
as we go from approach (a) to approach (e). Additional comments and results 
are given in the attached technical paper "Optimal Coordinating Policies 
of Pumped Hydrostorage Plants in the Presence of Uncertainty". 
The investigations were carried out with a number of computer pro-
grams which have been designed and developed for the needs of this research 
project. These computer programs are available upon request. One of these 
computer programs performs a stochastic simulation of the operation of an 
electric power system. Because of the generality of this computer program 
and the wide range of applications it spans, it was converted into an in-
teractive computer program and it is, currently used in the graduate courses 
at Georgia Tech. The accompanied technical paper "Computer Aided Instruc-
tion of Energy Source Utilization Problems" which will appear in the IEEE 
Transactions on Education describes the mode of utilization of this program. 
b) Certainty Equivalent Approach 
5 
III. RELATED APPLICATIONS 
The concept of coordination of various devices in an electric 
power system is essential for the economic operation of the system. Un-
certainty associated with the mode of operation of electric power system 
devices renders the problem stochastic nature. In addition electric load 
demand is also a stochastic process. Thus stochastic models are necessary 
for the solution of the coordination problem. The ever increasing opera-
ting costs of electric power systems make the coordination problem more 
important than ever. The stochastic models and procedures developed with 
this research project have many general characteristics and are applicable 
to numerous other efficient production problems under uncertainty. By 
limiting the scope to electric power systems we can reference the most 
important. 
1. Dispersed Generation and Storage Systems. Electric 
Power Distribution Systems of the future will have 
distributed generation and storage capability. The 
analysis of such systems can be only performed in a 
stochastic framework. The methodologies described 
in this report are directly applicable to this prob-
lem. 
2. Real Time Control of Hydro Plants. The operation of 
many hydro plants and hydrostorage plants is presently 
controlled with process computer. In the future all 
generation and storage plants will be operated with 
process computer. The developed models and analysis 
procedures described in this report can be directly 
implemented in these computers to optimize the opera-
tion of energy storage devices in a real time environ-
ment. 
3. Load Management. These models are also suitable for 
investigating the effectiveness of any proposed load 
management scheme. 
Research into the operating procedures of electric power systems 
significantly contributes to the optimization of the electric energy gener-
ation and supply process. The problem is important because a small 
improvement in the operating efficiency of the system can mean savings 
of millions of dollars. The recent development of energy control centers 
certainly is an effort to the right direction. Much work is still needed 
in power system analysis and optimization techniques in order to enhance 
the capabilities and the effectiveness of energy control centers. 
7 
IV. MODELS FOR THE COORDINATION PROBLEM 
a. The Optimal Coordination Problem 
This section describes the formulation of the problem of optimal 
coordination of energy storage facilities with an electric power system 
and a decomposition technique of the problem into a series of smaller 
dimension problems. The formulation results in a stochastic optimal con-
trol problem. Application of the decomposition technique (dynamic pro-
gramming) results in a recurrence formula of the quadratic programming 
variety. Subsequent paragraphs describe the formulation of the problem and 
the decomposition technique. 
Formulation  
The problem of optimal coordination of energy storage devices, over 
a time period T, with the integrated electric power system aims primarily 
at the minimization of the overall system production cost. Constraints of 
energy availability, equipment capacities and electric power demand are 
imposed. The point of departure in formulating the problem is the chrono-
logical system load curve which is discretized as in Figure A.1. The time 
period is divided into N intervals of small duration (less than an hour). 
It is then assumed that the total system load remains constant for the 




are the decision variables in inter-
val i, defined as: 
x
i 
charge level (mw) of energy storage device, interval i 
y. discharge level (mw) of energy storage device, interval i 
then the impact of the control variables in the overall production cost 
of the system can be approximated with a quadratic function 
f
i (x.,y L.,SAi) = c11 	1_






















Figure A.1 Discretization of the Chronological Electric Load Curve 
whore 
cdcd 
c c d. d. > 0 
i' 1 1 — 
are constants depending on total system load L i and characteristics 
of available generating units, SAi . In addition certain constraints 
apply. Let S ci be the set of constraints for interval i. Then 
f E.
1 = Ei-1 + a.1i 	11 	1 x - b.y. + e. - X. 
0 
where 
E . < E. < E 
min — 1 — max 
S. = 
x. < x. < 7c. or x. = -a — 1— 1 	1 
_y_i <yi < yi oryi =0 
(A.2) 
E min , max E 	
: Minimum and maximum capacity of the energy 
storage device 
: operating 
limits on charging and discharging equipment 
a.,b. 	 constants related to the efficiency of the device 
ei 	 externally available energy (such as run of the 
river for a hydro plant) 




-1 	: energy stored in device at the end of interval 1-1. 
At this point it should be pointed out that uncertainty is asso-
ciated with the load L
i of the system and the set of available units 
SAi . Uncertainty is also associated with the availability of the energy 
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storage device itself. The uncertainty is modeled as follows: An 
autoregressive model is developed and identified for the system load. 
This wodel is described in Part b. The uncertainty associated with 'ith 
the set SAi is modeled as follows: A Markov model is assumed for the 
individual generating units of the system. Then the statistics of the 
set S
Ai 
can be developed. This model is described in Part c. This model 
is also useful for the computation of the parameters cc, cd, d c , dd. These 
parameters depend on the stochastic processes L i and SAi . 
With above definitions the problem of optimal stochastic coordi-
nation of energy storage devices with the electric power system can be 
stated as follows: 
N 
Minimize J = E X f (x y.,L,S ) 
i=1 i 	i Ai 
(A.3) 
subject to EN = C 	 (A.4) 
and constraint set S c i = 1,2,...,N 
	
(A.5) 
where Si is defined with (A.2) 
N 
The quantity X f i (xi ,yi ,Li ,SAi ) is called the restitution 
i=1 
cost because it equals the cost of energy stored during the charging 
cycles minus the energy replacement cost during the discharging cycles. 
The expectation E is taken with respect to the stochastic processes 
L SAi' In above formulation the terminal condition E N 
= c is assumed. 
This is not restrictive. An initial condition E
o 
= c
o may be assumed 
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or none, as well. The terminal condition is assumed for practical 
reasons. 
The formulated problem is rather general. It applies to any 
energy storage device which can be coordinated with the electric power 
system with single or multiple reservoirs. It also applies to the 
coordination of conventional hydroelectric plants with the power system. 
Because of the large dimensionality of the model and its stochastic 
nature, a direct solution is not feasible. The model however possesses 
certain properties which enable the decomposition of the problem into 
smaller problems, easily solvable. The decomposition leads naturally 
to a dynamic program. The associated recurrence equation can be solved 
via quadratic programming. In the subsequent section, the decomposition 
technique is discussed. 
Decomposition  
The model possesses the following properties: 
* the objective function is separable 
* the constraints are also separable 
For this model the following decomposition scheme is natural: Consider 
Lhc Lime period T which has been divided into N intervals. Assume the 
period T is divided into K subperiods. A subperiod is defined with the 
set I
k of successive intervals: 
Ik={i; 	= nk-1 	1"'"nk} 	 (A.6) 






Next define the following subproblem: 
N 
Minimize J A = E 	
f.
1






= c = C
K 
and constraint set S
i




and parameter E A = En  
A- 1 
Let the optimal solution to this problem be 
A A ( A'K) 
Clearly the optimal solution is a function of the terminal conditions 
A . K . 
Applying dynamic programming techniques the following recurrence 
formula can be developed: 
AA (C A ,CK) = min E(AA4.1 (C A+1 ,CK) + 	fi (xi ,yi ,Li ,SAi )) 	(A.10) 
A+1 	 icIA 
subject to 
constraint set Si,  
and parameter E 	= &A 
n A-1 
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The expectation in the above problem is taken with respect to L i 
 and S . 
Ai 
The solution to the above problem is obtained as follows: For a 
fixed value of the variable
A+1 
the problem defined with the recurrence 
formula (A.10), and constraints (A.11) and (A.12) collapses to an opti-
mization problem of the quadratic programming variety. This problem is 
further examined in the attached paper: "Quadratic Programming with 
Bounded Variables and Sparcity Techniques". The conclusion here is that 
the right hand side of the recurrence formula (A.10) is a computable func-
tional of the parameter A+1. The optimal value A+1 can be found with a 
direct search or using sensitivity analysis. In any case a large number 
of quadratic programming problems need to be solved. For this reason em-
phasis was placed on the efficiency of the quadratic program. The compu-
tational efficiency problem is addressed in the mentioned technical paper. 
The formulation is extended in a straightforward manner to systems 
with more than one energy storage device. Explicit formulae are given in 
the technical paper "Optimal Coordinating Policies of Pumped Hydrostorage 
Plants in the Presence of Uncertainty". The recurrence formulae are also 
of the quadratic programming variety. Successive approximations dynamic 
programming techniques are directly applicable to the solution of these 
recurrence formulae. 
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b. Electric Load Model 
This section provides a description of the stochastic 
model employed for the electric load. The described model has 
been selected after a thorough investigation and evaluation of 
existing models. The model is suitable for the purposes of this 
research project. 
Analysis of historical data of electric load, 2,(t), in-
dicates that the electric load is a nonstationary stochastic pro-
cess. Modelling and identification of nonstationary stochastic 
processes is quite difficult. Fortunately, it has been observed 
that an appropriate differential of the nonstationary stochastic 
process kW may behave as a weakly stationary stochastic process. 
For example 
x(t) = t(t) - k(t 2). 
Because the electric load, k(t), exhibits daily, weekly, and 
seasonal periodicity it is expedient to define a transformation of 














is a seasonal backward difference operator 
is the degree of nonseasonal differencing 
B 
	
is a backward operator defined with BL(t) = k(t-l) 
D 
	
is the degree of seasonal differencing 
is 
A stationary stochastic process, such as x(t), can be 
generated if white noise is supposed to be transformed by a linear 







Figure B.1. Generation of a Stationary Stochastic Process 
The white noise is defined as follows: 
E[n(t)] = 0 
if T =0 
oov(n(t) n(t +T)] = 
0 	otherwise 
Above models are the well known ARIMA models. 
For the present application the linear filter is so selected as 
to result to an autoregressive model for the stochastic process x(t): 
Ea,1 x(t) + n(t) = 0 	ao = 1 
1=0 
The defined model involves n parameters a i , 1=1, 	n, 
which are estimated via least square estimation. Once the model 
has been identified, it is evaluated to determine level of uncertainty. 
This is done by computing the standard deviation of the prediction. 
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I. 
If the level of uncertainty is acceptable, the model is complete. Other-
wise another model has to be selected and the procedure is repeated. 
Table B.1 summarizes the procedure. 
The described procedure in Table B.1 has been implemented. The 
results clearly show that a low order model (n = 7) provides good fit to 
historical data. The historical data used were obtained from the local 
utility. 
Table B.1. Development of a Load Model  
Step 1. Collect Load Historical Data 9(t), t = -m, -m+ 1, ..., 0 
Step 2. Select the Order and Parameters of the Model: 
d, D, s, and n 
Step 3. Estimate the Parameters a
1
, a2 , ..., a
n 
via Least Square 
Estimation 
Step 4. Compute level of uncertainty (Standard Deviation of Pre-
diction) 
If Level of Uncertainty is Acceptable, stop. Otherwise 
select new Model Parameters (d, D, s, and n) and Go to 3. 
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c. incremental Production Cost Stochastic Model 
This section describes the development of a stochastic 
model for the computation of incremental production cost of an 
electric power system. The incremental production cost is essen-
tial in the optimal coordination of energy storage facilities with 
an electric power system. 
It is shown that optimal load flows provide the incremen-
tal production cost at the busbars of energy storage facilities 
(lagrangian multipliers). Optimal load flows, however, are com-
putationally unacceptable for the purposes of this research pro-
ject. A good approximation is provided with the so-called busbar 
economic dispatch. The busbar economic dispatch provides the incre-
mental production cost directly as a function of system load and 
generating unit operating costs. Because generating units are 
subject to forced outages a stochastic model is assumed for the 
generation system. 
Detailed description of models follow: 
Incremental Production Cost  
Central to the computation of optimal policies for the 
operation of energy storage devices is the knowledge of electric 
energy production cost of the integrated electric power system. In 
particular it is necessary to compute the incremental cost of 
electric energy at the busbar of energy storage devices. This 
section examines the problem of computing the incremental cost 
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of electric energy at the busbar of energy storage devices. 
Consider a general electric power system as in Figure C.1. 
It consists of M generating units and N loads, S energy storage 
devices, and the interconnecting transmission system. Our objective 
is to determine the incremental cost of energy at busbars 1, 2, ..., s. 
To this purpose we start with the formulation of the operating 
constraints and objectives of an electric power system. The 
result is the so called optimal load flow which is written here 
in the following form 
Minimize C
o 
= (u) (0.1) 
i=1 
subject to g(x, u, v) = 0 (C.2) 
h(x, u, v) < 0 (C.3) 
where 
f(u) is the operating cost of plant i, output u
i 
x is the state representation of the electric power 
system 
v is the vector of the operating level of the energy 
storage devices 
g(x,u,v) = 0 load flow equations 
h(x,u,v) < 0 operating constraints on system components. 
The solution to this problem is secured with the Kuhn-
Tucker conditions: 
19 
Figure C.1. An Integrated Electric Power System. 
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Vh = 0 
g(x,u,v) = 0 
h(x,u,v) < 0 
p
T
h(x,u,v) = 0 
where V is the gradient with respect to x and u. 
If the load flow equations (C.2) are arranged such that 
the first equation expresses the real power balance at busbar 
1, etc., and the Sth equation expresses the real power balance 
at busbar S, then the lagrangian multipliers A l , A 2 , ..., A s 
 provide the incremental cost of power at busbars 1, 2, ..., s. 










This procedure is novel. Computer programs have been 
developed and used routinely by the industry for operational prac-
tices. However it is impractical for planning purposes because 
of excessive computations and large amounts of data required. A 
simplification to the problem results upon the observation that 
actual power systems have the following features: 
1) Low losses (1 to 3 percent) 
2) Strong transmission systems 
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Feature 2) suggests that constraints (C.3) are normally 
inactive, and feature 1) suggests that a good approximation will 




u. < u. < U. 
— 1 — 1 
Or U. = 0 	i = 1, 2, ..., M 1 
(C.5) 
where 
L is the total electric power load in the 
system 
P
L is an approximate estimate of system losses 




is the output of plant i 
v
i 
is the output of energy storage device i 
Then the problem becomes 




subject to: E ui + 	vi - L P = 0 (C.4) 
i=1 	i=1 
u1  < u < ui 	or 	ui = 0 	
i = 1, 2, ..., M 
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(C.5)  
This problem is known as the busbar economic dispatch 
• 
problem. The solution of above problem is obviously a function of 
L' = L - 	v.: 
i=1 
Co 	F(L') 
The incremental energy cost for energy storage plant i is 
. 
3C
o DF(LI) 	aFai) 	am)  
av 	av DI,' a vi 
Note that for this simplified problem 
A. = 	i,j = 1, 2, 	s 
That is the incremental production cost is same for every energy storage 
device. This is a result of the assumption of constant losses in 
the transmission network. This assumption will not introduce 
an appreciable error. 
In summary, given a set of generating units {1, 2, ..., M) 
with their cost functions f i (ui ), i 	1. 2, ... M and allowable 
operatinglimitsu1'  u.,i = 1, 2, ..., M, and s anergy storage 
devices operating at levels v i , i e 1, 2, ..., s and a total load 
L of the system, the total operating cost is determined from the 









subject to: E ui - L' - PL = 0 	 (C.6) 
i=1 











where C*(L') is the optimal solution of the problem defined with 
(C.1), (C.5), (C.6), and (C.7). 
Random Outages of Generating Units  
Generating units are subject to random events leading 
to their outages or their inability to generate electric power. 
Thus the availability of a generating unit is a stochastic process. 
Since the incremental production cost, A, is dependent on the 
available generating units X•is also a stochastic process. The 
model of this stochastic process will be derived from a 
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probabilistic model for the generating system. To this purpose 
let's consider a single generating unit consisting of m components. 
For a specific component define the conditional failure rate 
R(t) (useful in reliability studies) as follows: 
Given a component subject to failures let 13(t)dt 
be the probability that the given component fails 
in the interval (t, t+dt), assuming that it did not 
fail up to time t. 
The probability a(t)dt may be expressed as 
S(t)dt = f(t/T 	dt 
where T > t means that component x has not failed up to 
time t (T is a random variable equal to the time of 
failure). 
Now f(t/T > t) dt = Pr [failure in t, t+dt]  
Pr [failure in T > t] 
Let f(t) be the probability density function of system failure 
Apparently 
cr , 
f f(t) dt = 1 
Define the cumulative probability function 
F(t) 	 f(i) di 
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dF(t) 
f(t) dt 	 dt 	
dt 	
dF(t) 





f f(i) di 
  
1 - F(t) 	1 - F(t) 
t 
dF(t) 
R(t) dt = 
1 - F(t) 
Integration of above relationship from time 0 to t yields 
F(t) = 1 - expl - f fi(i) di 
0 
Assuming B(t) to be constant (independent of time) we obtain 
F(t) = 1 - exp(- St) 	 (C.9) 
and 	 f(t) = a exp(-at) 	 (c.10) 
in summary a specific component of a generating unit is 
subject to failures. Equations (C.9) and (C.10) describe the 
statistics of failures. 	Looking at a generating unit as a whole 
we observe that if a given set of components is simultaneously 
operational (have not failed) then the unit will be operational 
with maximum generation capability P. In general n(i) such states 






(j) that unit i is in state j with maximum generating 
capability P i (j). Thus for a specific time t the probabilistic 
model of a generating unit is summarized as follows: 
n(i) 
Ui Pr. < x] = f 	
Pi E .0) r5(T - Pi 0)) dT 
j=l• 
whereti.is a random variable describing the available 
generating capacity of unit i. 
Because of failures of specific equipment and similarly 
because of repairs on specific failed• equipment, the state of a 
generating unit may change in time. Define 
P1 (j . t) 
	
to be the probability that unit i is in 
state j at time t. 
Then there is an associated probability that unit i will change 




to be the conditional transition rate from 




k) dt is the probability that the unit goes to 
state k in the interval (t, t + dt), assuming 
that it was in state j at time t. 
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Figure C.2. Multistate Model of Availability of a Generating Unit. 
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With above definitions a Markov model can be generated for unit i 
as follows: 
Assume that the probabilities 
pi (j,t) 	j = 1, 2, ..., n(i) 
are known at time t. Compute the same probabilities at 
time t + dt. Obviously: 
n(i) 
pi (j,t+dt) = pi (j,t)(1-Ai (j,j)dt) 	pi(k,t)A(k,j)dt 
k =1 
k#j 
j = 1, 2, ..., n(i) 
By rearranging and dividing by dt we obtain 
n(i) 







Pi0,0 = 1.0 	for any t. 
j=1 
Given an initial condition 
- 1, 2, ..., n(i) 
one can integrate the equations (C.11) and (C.12) to 






In summary a general stochastic model has been developed 
describing the available generating capacity of a unit. 
Generating System Stochastic Model  
Given a generating system with m units and their associated 
stochastic models: 
{ n(i), Pi (j,t), j = 1, • 	, n(i), Pi (j), j = 1, 2, . 	n(i) 




discrete states of the generating system. This is a large number 
of states. Most of these states, however, have a low probability 
of existence. Thus a tremendous reduction in the number of states 
is achieved if it is decided to disregard all states with probability 
less than a threshold value D
th ' 
This value may be selected 
-  
to be in the order of few hundredths. 
The identification of the states with probability of 
existence greater than p th is achieved as follows. 
Consider state XGK(t) of the generating system. This 
state is defined as follows: 
X
GK (t) = fpi(j(k),t), i = 1, 2, . " m} 






- The state X
GK 
is rejected if 
	
Pr[XGK] 	D ux 'th 
(C.14) 
Implementation  
The described model can be easily implemented. To this 
purpose consider a period of duration T. This period can be 
divided into K subperiods. Each subperiod may be several hours 
long. At this point the following reasonable assumption can be 
made: The state of the generation system may change only at the 
beginning of a subperiod. This assumption guarantees that the 
state of the generating system will not alter for the duration of 
one subperiod. Thus the incremental production cost during one 
subperiod, given the state of the generating system will be a 
function of system electric load only. This suggests the following 
computational procedure: Consider subperiod t. Using the Markov 
model the probabilities p i (j,t) can be computed via a numerical 
integration of the equations C.11) and (C.12). Then all the 
states of the generating system with probability greater than P - th 
can be computed using equations (C.13) and (C.14). 
Finally for every state XGK of the generating system 
with Pr [XGK] 	Pth' 
electric load can be computed using equations (C.8) after solving 
problem defined with (C.1), (C.5), (C.6) and (C.7). The procedure 
needs to be repeated for every subperiod t. 
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the incremental production cost versus system 
A computer program with the symbolic name NSFA has been 
developed for the computation of incremental production cost versus 
system electric load. The described Markov model of the generat-
ing system is employed. A flow chart of the program is given in 
Figure C.3. 
Consider Subperiod t 
Compute All States of Generation 
System with Probability of 
Existence 	pth 
For Every State Generated Above 
Compute the Incremental Produc-
tion Cost Curve Versus Electric 
Load. Store Results. 
Are There 
Any More Subperiods 
in the Planning Period? 
EN 
Integrate Numerically System 
of (1), (2), and (3) 
V 
V 
t = t + 1 
NO 
C RETURN ) 
Figure C.3. Flow Chart of Computer Program NSFA. 
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V. OPTIMAL COORDINATION OF ENERGY STORAGE DEVICES AND ANALYSIS TECHNIQUES 
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Illie
s The objective in coordinating the operation of 
ramped hydro stations with an integrated electric power 
yatem is the minimization of the overall operational 
xxst. _ At the same time a number of constraints are 
Aposed because of equipment. and reservoir capacities. 
PROBLEM FORMULATION 
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COORDINATION OF PUMPED STORAGE STATIONS 
WITH THE INTEGRATED ELECTRIC POWER SYSTEM 
A. P. Meliopoulos and N. Skordilis 
Georgia Institute of Technology 
School of Electrical Engineering 
Atlanta, Georgia 30332 
sSsitract 
Pumped storage stations are examies3 as a tool for 
electric load management in the utility side. The pro-
blem of coordinating pump-:d storage plants with an in-
tegrated electric power system in order to maximizeec-
onomic benefits is formulated as a two level optimiza-
tion ss -ocedure. At the first level, a linear program-
ming model is used to optimize the operation of storage 
-plants for a period of one day with assumed terminal 
conditions, (level of energy stored, plant head, etc.) 
At the second level, a gradient method is employed to 
optimize terminal conditions for each day in a long op-
erating period. The method is efficient and useful for 
operation planning as well as for long term expansion 
-planning of electric power systems. Economic benefits 
resulting from optimal operation of pumped storage sta-
tions are demonstrated on a realistic 12000 MW system. 
Introduction  
Pumped storage hydro stations provide a practical 
tool for electric load management. In general, elec-
tric load management can be defined as any action taken 
by either a utility or a regulatory agency to influence 
en:modify the characteristics of the electric load 
%shape. In particular, supply management modifies the 
apparent load shape as seen by the generation system 
esithout affecting the real loads of individual custo-
mers. Energy storage stations, such as pumped storage 
hydro stations, provide the capability of supply man-
agement. 
Supply management, performed with the aid of 
Templed storage hydro stations, incurs certain economic 
benefits to the particular utility. The economic bene-
fits result from the difference in incremental produc-
tion costs 	different total system load levels. In 
order to insure maximal economic benefits, the opera-
::ion of pumped storage hydro stations should be coor-
dinated with the operation of the integrated electric 
power system. 
The problem of coordination of pumped storage hy-
dro stations with an electric power system has been 
studied [2,3,6,7] and several models have been devel-
oped. In general, these models are complex and impose 
heavy computational requirements. 
This paper formulates the problem of optiMal co-
ordination of pumped storage hydro plants as a two le-
vel optimization problem. At the first level, a line-
= programming model is used to optimize the operation 
sf storage plants for a period of one day with assumed 
:ssinal conditions, i.e. level of energy stored at the 
sKsismdmg of the day, available thermal generating 
slits, etc. At the second level, a gradient method is 
asployed to optimize terminal conditions for each day 
along operating period. 
The two level optimization model is described 
next followed with test results as well as possible 
applications. 
The end reset is a complex and dimensionally large 
problem s To isduce complexity and size, it is expedi-
ent to decompose the problem into two subproblems as 
follows: 
(a) Develop a mathematical model for the optimal 
scheduling of pumped hydro stations over a time 
period of one day by assuming: 
--tss stored water level at the beginning and the 
end of the day is specified 
--the avaiSsSle thermal generating units and their 
cost curves are known 
- total system load over the period is deter- 
maaisticsily known 
- -other related information, for example power 
irport, etc., is assumed to be deterministical-
ly known for the specified period of one day. 
(b) Develop a second level optimization model using 
the mathematical model from (a), in order to op-
timize initial conditions (such as stored water 
level at the beginning of a day). At this level, 
uncertainty of various parameters impacting on 
the optimal operation of pumped hydro stations 
can be incorporated. However, at the present 
time, only the deterministic case has been at-
tacked. 
The two sUsoroblems are described next. 
Optimal Scheduling of Pumped Hydro Stations  
Over a Period of One Day  
Formulation  
The iDsSiss of scheduling the operation of pumped 
hydro stations over a specified period of one day is 
formulated as an optimization one of the linear pro-
gramming variety. The objective is defined to be the 
minimization of the energy restitution cost. Con-
straints are imposed by the size of the reservoir and 
the capacity of the pumps and/or the generators. 
The point of departure in the development of the 
model is the discretization of the chronological total 
system load as it is shown in Figure 1. The time 
g 
Plgere 1. Discreet:scion of the Load versus Tire Curve 
period of one day is divided into n intervals and the 
.load is assumed constant throughout the duration of one 
interval. As the number of intervals n becomes large, 
this model approaches the actual chronological load 
curve. The discretization of the load curve allows the 
assumption that the state of operation of pumped stor-
age hydro stations will remain unchanged throughout the 
.duration of one interval. If it is assumed that during 
interval i, xi (MW) are consumed by the station and 
during interval j, Y.(M ,7) are returned to the system 













2. -A Snapshot of the Operation of the 
System With 'militated Flow of Power 
SCheduling over the specified period, let it be day k, 
can be stated as follows: 
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(1) expresses the restitution cost over 
k k k 
the specified period. The constants C.(L..G
A 
 ) repre- 
3 3 
sent incremental production cost at total system load 
.. Constraints (2) impose upper reservoir capacity 
7 
constraints. Constraint (3) imposes terminal conditions 
that is specified water level at the end of the speci-
fied period. Constraints ( 4) exclude double mode opera-
tion, i.e. simultaneous pumping and generation. Final-
ly, constraints (5) and (6) observe the capacities of 
the pumping and generation equipment. 
In summary, the problem of optimal coordination of 
pumped storage stations with an integrated electric 
_power system is formulated as an optimization problem. 
Note that the optimal coordination problem over a period 
of one day is defined in terms of the water volume in 





and the available generating 
units G . 
A 
Thus, the defined optimization problem should be 




and a set G
A
, solution of the above problem will return 
the optimally coordinated operation of the pumped hydro 
-station. In order to emphasize this point, we write 
Minimize 
nk 











conversion factor (stored units/mwhr), 
interval j, day k, pumping cycle 
conversion factor (stored units/mwhr), 
interval j, day k, generation cycle 
energy inflow from supplementary energy 
source, interval j, day k 
upper reservoir capacity 
minimum allowable storage level 
electric power input, interval j, day 
k, pumping cycle 
electric power output, interval j, day 
k, generation cycle 
amount of stored energy at the begin-
ning of day k 
maximum and minimum allowable level of 
electric power input, pumping cycle 
maximum and minimum allowable level of 
electric power output, generation cycle 
number of intervals in day k 
Objective 
ay[ 	S X X 
Amin j max 









) -energy replacement cost of the system 
at the location of the energy storage 
station at interval j, day k 
set of available thermal generating 
units, day k 
systeoCielectvic load level, day k, 
• 









is the optimal restitution 




Method of Solution  
-The defined optimization problem with the objective 
.fcinction (1) and constraints (2) , (3) , (4), (5) , and (6) 
is rather complicated because of the nonlinear con-
straints (4) and the logical "or" operation involved in 
constraints (5) and (6). These complexities are re-
solved if the following assumptions are introduced re.ccr 
'to the solution: 
--Intervals in load valley areas are allocated to 
pumping operation, while intervals in the peak. 
load area are anointed to generation operation. 
--The logical "or" operation in constraints (5) and 
k 	 kk 
V
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j = 1,2, .--onk 	14) 
j."1. 2 .-.. ink 	(5) 
j=1,2,...,nk 	(6) 
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0 E:34 
(6) is resolved by eliminating those constraints 
which may be ineffective in the final solution. 
These assumptions transform the described optimization 
problem into a usual linear program. The simplex meth-
od with upper bounds is employed for its solution. It 
should be emphasized that once the solution has been 
obtained, the validity of the assumptions is checked. 
If the assumptions are not valid, they should be appro-
priately changed and the problem solved again. 
In summary, the developed model determines the op-
timal schedule of pumped hydro stations as well as the 
optimal value of the energy restitution cost for any 
day k if the water level at the beginning and end of 
the day, Vk_ i and Vk
, respectively, are known. 
Coordination of Water Level in the Reservoir  
at the Beginning of Each Day  
In this section, the computational procedure to 
optimize the water level in the reservoir at the begin-
ning of each day is described. The procedure to be 
outlined is applicable to periods of any length. How-
ever, the discussion will be confined to a period of 
one week. For pumped storage stations this case is of 
practical importance. 
The point of departure is the stated objective of 
minimizing the restitution cost. If the period con-








is a functional defined by (7). Or 
7 
B.C ■ E f(V 	,V ,G
k
). 
k-1 k A 
Since the functional f, implicity incorporates all 
applicable constraints, the optimal water level in the 
reservoir at the beginning of each day is defined to be 
the volution of the following minimization problem. 
Minimize 
7 
RC- E f(V 	,V ,G
k
) 






 Se 	ke0,1,...,7 
c 
blution Method  
There are many algorithmic possibilities towards a 
solution of the optimization problem defined with the 
thjective (8) and constraints (9). A first order de-
ment method has been successfully applied to this pro-
11em. At the 46th iteration, the terminal conditions 
Fit' 
	
0,1, .. ,7 are updated as follows:  
7 linear programer , 	gradien, vector V(W) can be 
readily computed from the corresponding dual linear 
programs (91. The constant re is arbitrarily selected 
and it is adjusted during iterations to speed up con-
vergence. A line search is employed for these adjust-
ments. 
Test Results 
The described two level optimization model has 
been implemented, and preliminary results with a test 
system consisting of 60 thermal generating units have 
been obtained. A listing of the units, as well as 
their capacities, cost functions, etc., is given in 
Table 1. 
TABU 1. 	LIST OF TEST fYST/Ill SENZAAT1140 UNITS 
UNIT 	CAPACITY 	0114 POUSe 	 COST COEFFICIENTS 
1M001 	41611/1404101 	544 ,046.11 	014//m/71011 
Figure 3 illustrates a function C(L,G A
) which re-
presents the incremental production cost of the inte- 
(8) 
(9) 























V 	=V 	-aV(RC). 
ince the function RC is computed from the solution of 
WM. fl17111 LAW 0.2102m 





11.0. i. Ogrinol MEM= of • I.pol No= Sim... 11==p•mi - W 01.•=••=1 loll Mom. 
grated electric power system. This curve is construc-
ted from the solution of a number of economic c.i.67latch 
problems at different load levels. 
Historical load data from a Southeast utility have 
been used to obtain test results. Figure 4 shows a 
sample set of chronological load data for a period of 
U 
rigors 4. A Sample of Chr000logral Soarlp Load Data for the 
Teat Syron. 
one week. Figure 5 shows the optimal schedule of a 200 
MW pumped hydro station for the load data of Figure 4, 
and the incremental production cost of Figure 3. The 
schedule of the pumped hydro station is superimposed on 
:no chronological load curve. As it should be expected 
the optimal schedule is such as to "shave" the daily 
.- 02aks while "filling" the valleys of the load. 
The developed method can be used for parametric 
rtudies relating the savings resulting from operation 
of the pumped hydro station to design parameters such 
Ls capacity of generators, pumps as well as reservoir 
:opacity. Preliminary results in this context are gi-
'en in Figure 6. A number of conclusions can be drawn 
!ram Figure 6. The capacity of the generating units of 
pumped hydro station limits the realizable savings 
eyond a certain reservoir capacity. Also, for a given 
enerating unit capacity, there exists an optimal re-
ervoir capacity. Thus generating unit capacity and 
eservoir capacity impose limits on the realizable eco-
omic benefits resulting from supply management prac-
ices using a pumped storage hydro station. 
200 	 SOD 	 1400 
	
2000 
Reservoir Ceprity ROMIMI 
Piga= 6. Savings neaulting free the Operation of a Pumped gyro 
Station r a ruoctice of Generating and Meservoir Capacity. 
Conclusions and Recommendations  
The problem of optimal scheduling of pumped hydro 
storage facilities over a cycle of one week has been 
formulated as a two level deterministic optimization 
process. At 'the low level the optimal operation of a 
pumped storage facility is formulated as a linear pro-
gramming problem which is solved with the simplex meth-
od with upper bounds. Terminal conditions are assumed 
fixed. At the second level, terminal conditions axe 
optimized over a period of one week with a gradient 
technique. 
The method is camputationally.efficient and a use-
ful tool for assessing economic benefits resulting from 
coordination of pumped storage hydro stations with an 
integrated electric power system.. The method is also 
applicable to other energy storage stations. 
Preliminary studies indicate that the use of 
pumped storage hydro stations as a supply management 
tool results in substantial economic benefits. Depen-
ding on the system involved, these benefits may justify 
the investment cost required. If the upper reservoir 
is located in the run of a river, additional benefits 
are realized from utilization of the potential energy 
of the river water. In recent years, we have witnessed 
sharp escalation of high grade fuel costs and moderate 
escalation of low grade fuel costs. Assuming this 
trend continues, greater economic benefits are projec-
ted for pumped storage hydro stations. For these rea-
sons, it is our opinion that pumped storage hydro sta-
tions are practical and economically attractive supply 
management tools. 
The approach taken is a deterministic one. Defi-
nitely, random forced outages of thermal generating 
units as well as uncertainty associated with the load 
forecast have an impact on the economic utilization of 
pumped hydro storage. The presented methodology can be 
extended to the probabilistic case. Further work in 
this area is required. 
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A DECOMPOSITION TECHNIQUE TO DETERMINE OPTIMAL COORDINATING POLICIES 
OF ENERGY STORAGE PLANTS WITH ELECTRIC POWER SYSTEM 
A. P. Meliopoulot. 
Georgia Institute of Technology 
School of Electrical Engineering 
Atlanta, Georgia 30332 
Ostract - The problem of coordinating energy storage 
plants with an integrated hydroelectric power system to 
achieve minimum overall operating costs is a large and 
:omplex stochastic decision problem. This paper 
lescribes a decomposition technique which reduces the 
:omplexity of the problem and results in practical tom-
)utational algorithms. The method is based on the defi-
lition of two subproblems. The first subproblem ad-
tresses the decision process for coordinating energy 
storage plants with an electric power system over • 
ihort period of time (for example, one day). This 
•esults in a functional relationship between the coordi-
ated schedule and the parameters of the problem. Quad-
stic programming techniques are suitable for the solu-
ion of this subproblem. The second subproblem employs 
he above described functional relationship in order to 
efine the optimal policy in coordinating energy storage 
/ants over an indefinite time period of operation. 
ynamic programming is employed for the solution of the 
econd subproblem. 
Applications (pumped hydro storage stations, bat-
ery stations, etc.) are described. Results of a pumped 
ydro station application are cited. 
INTRODUCTION  
The cost and scarcity of high grade energy sources 
■s created the economic attractiveness of energy 
torage plants and their interconnection to electric 
'der systems. Energy storage plants, such as pumped 
Gores* hydro, and battery stations have been construe-
ad and placed in commercial operation. Others, such as 
iper cooled inductors, fuel cells, pumped gas, hydrogen 
Fele, black box, etc., are being investigated to deter-
Loa feasibility and economics. 
The economic benefits effected by energy storage 
Ants result from the different production cost of 
Actricity during different hours of the day. Low cost 
Actric energy is used to store energy in an energy 
:orage device. This energy is released later 
place higher cost electric energy. The stored energy 
y be in a form other than electricity, for example, 
troenergy, pressurised gas, etc. The coat effective-
as of a particular energy storage plant, pumped hydro 
orage, has been established. The scarcity and high 
st escalation of oil will further improve the economic 
tractiveness of energy storage plants. 
The problem of optimal coordination of energy 
orage plants with the electric power system aims pri-
rily at the maximisation of the economic benefits, or 
e minimisation of the overall production cost. This 
obi*m is a large and complex problem which has been 
proacbed in different ways (2), 13), f4), and [5). 
is paper presents a new formulation of the problem and 
decomposition technique which is computationally 
tractive and suitable for real time control of energy 
orage plants. Only the deterministic case is dis-
Deed because of space limitations. 
TIME 
AI 
Ammo 	/14•INENiso of Ois Orsordsgleil OM* LAW Cum 
storage devices, over • time period T, with the inte-
grated electric power system aims primarily at the mini-
misation of the overall system production cost. Con-
straints of energy availability, equipment capacities 
and electric power demand are imposed. The point of 
departure in formulating the problem is the chronolosi-
cal system load curve which is discretised as in Figure 
1. The time period is divided into I subintervals of 
small duration (less than an hour). It is then assumed 
that the total system load remains constant for the 
duration of a subinterval. If x i and y. are the decision 
variables in subinterval i, defined ass: 
x-1  charge level (mw) of energy storage device, 
subinterval i 




then the impact of the control variables in ttA overall 
production cost of the system can be approximated with a 
quadratic function 
2 	d 
• c.e. • d.
ca.-c.y. 	d.y.
2 








are constants depending on total system load L i and 
characteristics of available generating units, G. In 
addition certain constraints apply. Let e be die set 








as run of 
plant) 
available energy (such 
the river for a hydro 
: losses in subinterval i 
a.,b. 	: constants 
efficiency 
related 	to 
of the device 1 	1. 
the 
Sc- ( !n4: : E:
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i -1 	i 	i 
y/ s Yi s Yi 
there 
Emin , Emmx 
aixi - biyi + e i - f i
s Eium 
or x e 0 
or yi ■ 0 
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subject to En ■ c - Co 













limits on charging and discharging 
equipment 
energy stored in device at the end 
of subinterval i-1. 
ith above definitions the problem of optimal coordins-
ion of energy storage devices with the electric power 
ystem can be stated as follows 
n 
Minimise x
o  • f f.(x.,y.,L.,G ) 
subject to S
o  - C 
andconstraintsetS.c  , i - 1,2,...,8 
he formulated problem is rather general. It applies to 
my energy storage device which can be coordinated with 
he electric power system with single or multiple reser-
mire. It also applies to the coordination of convers-
ional hydroelectric plants with the power system. 
afortunately, the dimensionality of the model as well 
o the fact that certain external parameters are random 
triable., such as system demand L., externally avail- 
ole energy e i , and available generators G, prohibit a 
irect solution. Fortunately, the mail possesses 
ortain properties which enable the decomposition of the 
roblem into smaller problems, easily solvable. In the 
ibsequent section, the decomposition technique is dis-
ossed. 
:composition  
The model possesses the following properties: 
— The objective function is separable 
--The constraints are also separable. 
decomposition can be affected as follows: Consider 
le time period T which has been divided into I inter-
'Is. Assume the period T divided into 8 subperiods. A 
bperiod is defined with the set Ik of intervals: 




k • 1,2,...,8 	 (8) 
wilder the problem 
na 
Minimise AA 






	 (9)  
A A 
 • 
(En , E A ) 
Then the problem is formulated as a dynamic problem with 
the following recurrence formula 
AA+I
• 
(E0.(A4.1) - aim (A A (Em .E A) + / fi (xi .yi ,L1 ,CA) 
ia1+1 	(13) 
subject to En)k 	E 1 	 (14) 
constraint set S i ,
• 
	ieIA+1 	 (15) 
and EDA+1 * c A+1 	 (16) 
The solution to the above problem is obtained as 
follows: The variable EA is discretised into n values, 
A , i • 1, 2,..., For a given value Eli the problem 
defined with (13), (14), (15), and (16) collapses into 
an optimisation problem of the quadratic programming 
variety. Thus, in order to obtain the solution 
Al+I(En .EA+1), the problem defined with (13), ( 14), 
(15), and (16) is solved for every value EAig i 1, 
2,..., ■6 The solution with the least cost will be the 
toptios..m. 
In summary, application of the recurrence formula 
(13) requires the solution of a series of quadratic 
programs. The model is flexible, since the dimension of 
the quadratic program can be independentie selected, and 
suitable in handling the stochastic nature ri certain 
problem parameters. In the subsequent section a number 
of details of the solution method employed is outlined. 
SOLUTION METHOD  
For fixed El. E A+1 the problem defined with (13), 
(14), (15), and (16) collapses to the following quad-
ratic program 
Minimize c ts + stDt 






where s 	fx...x...x...y...y 	I 
uA1 	1 	n ►+1 	i 	111+1 
Application of the recurrence equation (13) requires the 
solution of a large number of quadratic programs such as 
the above. Thus, the quadratic model above deserves our 
attention. The practicality of the method depends on 
how efficiently the quadratic programs can be solved. 
The size of the suadratic model and the fact that the 
constraint set i is mot convex present special prob- 
lems. In order to arrive to an efficient algorithm the 
41 
two problems have been approached as follows. 
Non-Convex Set of Constraints  
The constraint set is not convex because of the 
constraints z i z i z. or a. ■ 0). A brute force 
..„.vg:h is to consider' all Assible combinations of 
r-.1.traint sets, compute the optimal solution and then 
..elect the beat solution. Instead, the following pro- 
. 	is utilized: The above constraint is replaced 
z. 	1.1and the resulting problem is solved. 
If the constraint {z i ■ 0 or z i 5 z. 	z i } is satisfied, 
tne aolution is acceptable. 	Otherwise, sensitivity 
analysis (which is readily available from the quadratic 
program) is employed to select constraint le i • 01 or 
z 	z < z.) and the problem repeated. This approach 
i " has been proven to be efficient. 
Siae 
The size of the quadratic model is greatly reduced 
model reduction techniques. In this application 
;ell win; procedure is followed: 
(a) Omission of the term z tDz reduces the problem 
defined with (17), (18), (19), and (20) into a 
linear program. Most of the constraints simply 
define bounds on the decision variables. The sim-
plex method with upper bounds is utilized to solve
the problem efficienpy. Because the term Dz is 
small compared to c s, the obtained solution pro-
vides information regarding the effectiveness of 
the constraints (18), (19), and (20) in the final 
solution. 
A quadratic program is defined with the objective 
'i7) and the effective or near effective cons- 
-, from (18), (19), and (20). (This inform- 
known from (a)). This problem is solved 
the simplex method for quadratic programmi- 
. To increase the efficiency of the solution 
0, rhod, constraints which impose bounds on the 
decision variables are implicitly handled in 
exactly the same way as in the simplex method with 
upper bounds. 
The obtained solution is checked against the cow-
lete set of constraints. If violations occur, the 
-ducu6 model is augmented with the violated constraints 
nd the procedure repeated. 
TEST RESULTS 
.]..scribed two-level optimization model has been 
the coordination of a 4000-161HR reservoir 
-- - ->ed storage hydro station with a given elec- 
„stem. The peak load of the system during • 
.at 	is 12100 MW. The generating capability of the 
MW while the pumping capability is 600 MW. 
igure 2 shows a typical optimal schedule over a period 
F one week. Subperiods equal to the duration of one day 
:rc used in the decomposition procedure. The model 
..videu the following additional information not shown 
2 . 
Optimal water level in the reservoir 
Electric power system fuel requirements 
Sensitivity of economic benefits to schedule 
7henges 
Sensitivity of economic benefits to system 
yorameters such as reservior capacity, gener-
,ting equipment capacity, and pumping equip-
sent capacity. 
CONCLUSIONS  
A decomposition technique has been described which 
•••••• am 
*ma awis0.010 111111.1. W. r 1110•1111 w %NM 
reduces the complexity ci ihe problem of coordinating 
energy storage plants with an integrated electric power 
system. Thw technique results in a two level optimiza-
tion procedure. At the first level quadrail ,.: pro.rem-
Ring techniques are employed to optimize plant operation 
over defined subperiods. At the second level dynamic 
programming techniques are employed to optimize plant 
energy storage levels at each subperiod. The described 
model allows exploitation of spacial problem structures 
which results in practical computational algorithms. 
Also, sensitivity analysis allows the optimization of 
plant parameters. 
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QUADRATIC PROGRAMMING WITH BOUNDED VARIABLES 
AND SPARSITY TECHNIQUES 
A. P. Meliopoulos 	 Jon Vilhjalmsson 
I. Abstract  
The paper addresses the general quadratic programming problem with 








x = be 
A.x < b. 
1 — 1 
x < h 
Wolfe [1] has shown that his problem can be solved with a modified simplex 
method. This paper follows the basic Wolfe's approach but it shows that 
the solution can be obtained in a drastically more efficient way with the 
following: 
a) An algorithm for the generation of a dual feasible 
solution 
b) A modified dual simplex algorithm which incorporates 
implicitly the upper bounds. 
The advantages of above algorithm versus Wolfe's algorithm are documented. 
Application of sparcity techniques to the described algorithms is 
discussed. It is shown that the developed algorithm is extremely suitable 
to sparcity techniques resulting in highly efficient quadratic program 
solution times. 
The algorithm has been developed for the problem of stochastic co-
ordination of energy storage devices with an integrated power system [7]. 
This problem leads to stochastic recurrence formulae of the quadratic pro-
gramming variety. The solution of these formulae require the analysis of 
43 
numerous quadratic programs and performance of sensitivity analysis. The 
developed algorithms have been successfully applied to this problem. 
44 
2. Introduction  
A number of problems of interest can be solved in a quadratic pro-
gramming formulation framework. Some of these are: 
Regression. To find the best least-squares fit to 
given data, where certain parameters are known a 
priori to satisfy inequality constraints (e.g., 
being nonnegative). 
Efficient production. Maximization of profit, 
assuming linear production functions and linearly 
varying marginal costs. 
"Portefolio" problem. To find a combination of 
random variables having given expectation and mini-
mum variance. 
Convex programming. To find the minimum of a general 
convex function under linear constraints using a 
quadratic approximation. 
A few applications can be mentioned within the class of efficient production 
problems. Examples from the power systems area are: 
a) Economic Dispatch. The economic dispatch problem can 
be formulated as a quadratic program if quadratic pro-
duction cost functions are assumed for the generating 
units as done by Reid and Hasdor [3]. 
b) Hydro-Thermal Coordination. If again quadratic pro-
duction cost functions of thermal generating units are 
assumed then the hydro-thermal coordination problem 
can be solved by quadratic programming [7]. 
c) Supply Management. Energy storage stations, such as 
pumped hydrostorage stations, can be used to modify 
the system load as seen by the generation system. The 
production cost functions of the generation system can 
be assumed quadratic and the problem can be formulated 
as a quadratic programming problem. 
d) Pollution Dispatch. Pollution dispatch can be formu-
lated in a similar manner as the economic dispatch prob-
lem where a quadratic factor is added to the production 
cost function to account for the pollution [6]. 
Wolfe [1] has shown that the quadratic programming problem can be trans- ' 
formed into solving a modified linear programming problem in which case 
45 
the simplex method of linear programming can be used. This approach leads 
to a dimensionally large linear program. The efficiency of the method can 
be drastically increased with the introduction of a dual simplex algorithm 
and sparcity techniques. The resulting method is especially attractive 
to problems requiring the solution to numerous slightly perturbed quadratic 
programs. Such situations are common in stochastic efficient production 
problems. 
This paper describes a general algorithm for solving quadratic pro-
gramming problems with bounded variables and the associated application of 
sparcity techniques. 
46 
3. Formulation  
Consider the general quadratic program described with objective (1) 
and constraints (2), (3), (4) and (5). 
Minimize f(x) = 







ex = be 	 (3) 
x < h (4) 
x > 0 	 (5) 
where x, c and h are vectors of dimension n 
D is an (nxn) matrix 
b. and b are vectors of dimension n. and n
e 
respectively 1 	e 
A. and A are matrixes of dimension n.xn and nxn respectively. 
1 	e 	 e 
The Kuhn-Tucker conditions provide a necessary condition for a minimum [2]. 
By applying the Kuhn-Tucker conditions the problem is transformed into 
finding a feasible solution to the following set of equations and constraints: 
C + 2Dx + Ai p (1) + Ae
T  A + Ip (2) 
 A
i
X + S (1) = b, 
I 






(2) = 0 
11
(1)T


























In a matrix form this becomes 
-2D , -A
T 	
-A 	-I , I , 0 , 0 
T 
i ' e ' '"C 41% 
I-.. 	
.... 
(1) A. , 	0 , 0 	, 0 , 0 , I , 0 	P 	b. 1 
A
e 
, 	0 , 0 	, 0 , 0 , 0 , 0 	A 	be 
2) 
1  
I , 	0 , 	0 	, 	0 , 0 , 0 , +I..., 	p 	h 
n x 1 vector 
A 	ne x 1 vector 
S(1)
 
:n.xl vector 1 
S(2) : n x 1 vector 
VTX = 0 






Where the dimension of the matrix is 1 
e) x (4n + 2ni + ne). The 
following should be noted: 










are ne  x 1 vectors. 
b) The equation X + S
(2) 
= h imposes upper bounds on the 
variables X. This constraint can be implicitly taken 
into consideration with the introduction of the follow-
ing transformation 
+ 
= Xi 	X. 1 
X. = h. - X. 
andasthemettiodprogressesX i orX.1 
 is used depending 
on whether the variable X
i has most recently been at its 



























, 0 	, 	0, 
, 	0 	, 	0 	, 
v
T
X = 0 
(1)T 	(1) 
1-1 	S = 	0 
(2)T 
1-1 	(h - x) 	= 













I 	, 0 
0, 	I 
0, 	0 
, 	S1 > 0 
X 
V















and upper bounds on the variables X.: 
X < h 	 (22) 
Where the dimension of the matrix is now 	
1 	e) x (3n + 2n. + 2n e ). 1 
The following notation can now be introduced: 
r-2D , -Ai_AT 	AT ' -I , I , 0 e e  
Ai , 	0, 	0, 0, 0, 0, I 
L
Ae , 	0, 	0, 0 , 0 , 0, 0 
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A 
A 
(2) 	 b = 	bi 
be 
(1) 
nb 	n. 4- ne 










x 1 vector 
b: n
b 
x 1 vector 
e matrix A can be represented by column vectors a i as follows 
(n ) x 
A = [a (1) , a (2) , ..., a 	] 
where all the vectors a
i
, i = 1, 	n
x 
are of dimension nb . 
A feasible solution to the equations (17), (18), (19), (20) and 
(21) will be the optimal solution to the general quadratic problem defined 
with (1), (2), (3), (4), and (5). In subsequent paragraphs two algo-
rithms will be described for the computation of the solution. The simplex 
procedure and the dual simplex procedure are the bases of these algo-
rithms. Implementation of these algorithms will be discussed and will be 
shown that the algorithm based on the dual simplex procedure has signifi-
cant advantages when it is implemented with sparcity techniques. 
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y 
V.x. = y.y. 	= 0 i xi	i+i 1 
III 
4. Solution Algorithms  
4.1 Solution Algorithm Based on the Primal Simplex Procedure  
If n
b artificial variables r are introduced to construct a starting 
feasible solution then the problem can be formulated as a linear program 
with objective function equal to the sum of artificial variables and with 
exclusivity constraints (18), (19) and (20). This results in the follow-
ing linear program: 
n
b 




subject to AY + r = b 	 (24) 
Y., r. > 0 	i = 1, 2, ..., nx , j = 1, 2, ..., nb 
 3 — 
(25) 
and exclusivity constraints 
i = 1, 2, ..., n 	(26) 












= 1, 2, ..., n 
2'2 = nb ne 
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) x 1 vector 
r 	: (n
b 
x 1 	vector 
The following algorithm results from the application of the primal simplex 
procedure appropriately modified to this problem: 
1) A starting extended feasible solution is given by 
r = b 
y = 0 
2) Select a variable, which if enters the solution will improve 
the objective function, and which will not violate the exclu-
sivity constraints. Thus a variable k in order to qualify 
for entering variable has to pass the following two tests. 
2a) Constraints (25), (26), and (27) are not violated 











: is the vector of the objective function coefficients of 
the basic variables. The i
th entry is one if the i
th 
basic variable is an artificial variable, otherwise zero. 
B : is the matrix of the basis. The columns of B are the 
columns of the matrix A that correspond to the basic 
variables. 
ak : is the vector of the matrix A corresponding to variable k. 
+1 if the variable k is at its lower bound 
e
k 
-1 if variable k is at its upper bound. 
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If no variable can be found that satisfies both tests then 
the algorithm terminates. If all the artificial variables 
r are zero then a solution has been found. Proof for 
above termination condition can be found in [1]. 
3) Determine the variable which can leave the basis without 
forcing the new solution to become feasible. To this 
purpose compute 











= min { , a 
i 	










 = { . , a. < 0} , index j (34) 
If Cl < C
2 






















go to 4 
go to 5 
go to 6 
4) The variable k goes to its opposite bound. Basis remains 
the same. Change sign of variable e n 
en  = -en  
and update the b vector. 





Go to step 2. 
th 5) The j 	basic variable becomes nonbasic and returns to 
its old bound. The k
th 
variable enters the basis. Re-
place the vector aj in the B matrix with the vector ak . 
Go to step 2. 
6) The j
th 
basic variable becomes nonbasic and goes to its 
opposite bound. The k
th 
variable enters the basis. Change 
sign of variable e.. 
e. = -e. 
Update vactor b 
b = b + h. aj e. 	 (36) 
Replace the vector aj in the B matrix with the vector 
a
k
. Go to step 2. 
Above algorithm is straightforward. It can be implemented with 
sparcity techniques which speed up the computations. It has the disad-
vantage, however, of requiring approximately 2nb iterations to terminate. 
Sparcity techniques drastically decrease the computational effort per 
iteration, but they have no effect on the number of iterations required. 
Thus the efficiency of the solution method will be drastically increased 
if the number of iterations is minimized. This possibility is exploited 
with the algorithm described in the next section. 
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4.2 Solution Algorithm Based on the Dual Simplex Procedure  
The dual simplex procedure can be employed for the solution of the 
problem defined with (17), (18), (19), (20) and (21). The algorithm will 
be developed by assuming that a dual feasible solution satisfying the ex-
clusivity constraints is known. Then a procedure to secure such a solu-
tion will be outlined. In particular this solution has the following 
properties. 
i = 1, 2, ..., n+n 





"Q2 = nb ne 
The algorithm can be summarized as follows: 
Step 1: Scan solution y to find the maximum violation of 
the following constraints 
la) y > 0 
lb) y < h 
If constraints (la) and (lb) are satisfied stop. 
Solution has been found. If constraints (la) are 
violated let j be the most negative variable and go 
to step 2. If constraints (lb) are violated let j 
be the variable with the maximum y. - h. value, and 
3 	3 
go to step 3. 
Step 2: Scan all the nonbasic variables, i, excluding the 











variable k goes to opposite bound. 
Basis remains unchanged. 
.th 
the 3 basic variable leaves the 
Y.Y = 0 	i = 1, 2, ..., n+n 
Yi-""2(hi 
	yi) = 0 
	
i = 1, 2, ..., n 
if assume a nonzero value, computing for each one the 
following quantity: 
max r 








Let k be the index i minimizing the above number. Then com- 
pute 





where Si is the j 	entry of the basic solution vector B
-1
b 
basis. Variable k enters the basis. 
Step 3: Scan all the nonbasic variables, i, excluding the 
ones which will violate the contraints 
yiy,,, = 0 	i = 1, 2, ..., n+ni 
yi+2, (h - yi) = 0 	i = 1, 2, ..., n 2 
if assume a nonzero value, computing for each one 













Let k be the index i minimizing the above ratio. Then 
compute 
'1 = hk 
(S. - h.)/Y. 
3 	3k 
j th  where again Si is the j 	entry of the basic solution 
B-1b. Then 
a) if C l <, e2 variable k goes to opposite bound. 
Basis remains unchanged. 
b) if E l > E 2 the j
th basic variable goes to 
opposite bound. Variable k enters 
the basis. 
The above algorithm has been derived as follows: The problem of 
finding a solution to the set of equations 
Ay = b 
subject toY 
	
i = 1, 2, ..., n+ni 
iYi+k = 0 i 
y i.44, (hi 	yi) = 0 	i = 1, 2, ..., n 
2 
y < h 




s. t. A37 = b 
Y.Y = 0 	i = 1, 2, ..., n+n 1 	 ' 	1 
yi.141., (hi - yi ) = 0 	i = 1, 2, ..., n 
2 
y < h 
_5 7 
The choice of the constant vector C is arbitrary. If however the vector 
C is selected in such a way that all the reduced cost coefficients for the 
above problem and for the current basic solution are positive and equal 
and the the dual simplex algorithm is applied, the previously described al-
gorithm results. This trick is employed to circumvent the fact that the 
dual problem to the above linear program is degenerate. 
The advantage of the above algorithm is in the fact it can start 
from any basic solution as long as the exclusivity constraints are satis- 
fied. Such a solution can be formed immediately. If in addition this solu-
tion in close to the optimal, then few iterations will yield the solution. 
Many times a basic starting solution can be found which is close to the op-
timal (see parametric solutions). 
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5. Existence of Solution  
The existence of a solution to the problem defined by equations 
(1) - (5) can be considered in two parts. 
a) The matrix D is positive semidefinite. In this case 
there always exists a solution if the solution space 
defined by equations (2) - (5) is not empty. The solu-
tion may be bounded or unbounded. If in addition the 
matrix D is positive definite the solution will be bounded. 
b) The matrix D is not sign definite and the space of the 
constraints is not empty and bounded. Then there always 
exists a solution. 
6. Implementation  
Because matrix A in equation (17) is highly sparse, the described 
algorithms have been sparsity coded. Sparsity techniques are efficient in 
forming matrices and vectors required in the application of the algorithm 
and thus drastically increasing computational efficiency. In this para-
graph, some implementation details will be discussed briefly and then the 
advantages of this procedure will be discussed. 
The heart of the sparsity coded quadratic program is the solution of 
the following basic equation 
Bx = b 
where B is the matrix of the basis, b is a driving vector and x the solu-
tion. The matrix of the basis is stored in sparse form with the diagonal 
and off-diagonal elements of the matrix respectively. A general sparsity 
coded LU factorization procedure factors the matrix B into the product of 
a lower and an upper diagonal matrix. Forward and back substitution with 
the elements of these matrices provide the solution vector x in an extremely 
efficient manner. A number of supporting sparsity coded software can modify 
the matrix of the basis by simply replacing appropriate entries of 
the matrix. In addition a number of vectors which completely define the 
solution to the quadratic problem at each iteration are utilized. These 
are: 
IBASE : Pointer of basic variables. If the i
th 
element of this 
vector is k, then the k
th 
variable is basic and column 
i of B corresponds to column k of A. 
JBASE : A code defining if a variable is basic or non-basic 
= 1, variable is basie 
= 0, variable is nonbasic 
IBND : A code defining if variable is at its lower or upper 
bounds. 
= 1, variable io the original variable 
= -1, v,:iable has b;::'en transformed with 
X
+ 
= -X + h 
ILC1 : A code defining if variable is zero or nonzero. 
= 1, variable is nonzero 
= 0, variable is zero. 
ILC2 : A code defining if a variable qualifies for entering 
the basis. 
= 1, variable qualifies for entering 
= 0, variable does not qualify for entering. 
The vectors ILC1 and ILC2 are used for enforcing the exclusivity constraints. 
In each iteration all these vectors are updated. With the defined vectors 
and supporting software, the implementation of the primal and dual algo-
rithms is very simple. In the beginning the previously mentioned vectors 
and the matrix B are initialized. Initialization of matrix B requires that 
matrix A is stored and available (also in sparse form). Then at every iter-
ation the mentioned vectors and matrix B are simply updated according to 
the algorithm, until the termination conditions have been met. At every 
iteration one LU factorization and several forward and back substitutions 
are required. These computations are extremely efficient in sparse form. 
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7. Degeneracy  
Degeneracy is detected whenever a basic variable meets the follow-
ing condition 
IX.1 < E 
1 
Or 
IX. - h. 	< 6 1 	1 
where E is a very small number. 
In this case the degeneracy is alleviated by setting 







 - 2c respectively 
and updating the driving vector b as follows 








8. Parametric Solutions  
Many times there is a need to solve quadratic programs which result 
from small perturbation of the parameters involved. Efficiency is of para-
mount inportance in this case. The problem can be addressed in a number of 
ways: 
a) Sensitivity analysis can be employed to project the new 
solution due to parameter changes. This approach is accu-
rate only if the parameter changes do not cause changes in 
the solution basis. 
b) The modified dual simplex procedure (second algorithm) 
provides an efficient procedure for computing exact solu-
tion to perturbed problems. To this purpose the matrices 
A and B are updated with the new parameter values (by 
updating a number of appropriate entries). Then the new 
basic solution is computed. If the solution is also fea-
sible, it represents the new optimal basic feasible solu-
tion. Otherwise the second algorithm (dual simplex) is 
applied. Depending on the size of the perturbation the 
optimal solution will be found in few iterations. 
The approach (b) has been applied to the problem of stochastic optimal co- 
ordination of energy storage devices with electric power systems. A dramatic 
increase in efficiency has been recorded. Execution time was decreased by 
a factor of 100 as compared to complete solutions [7]. 
For the sake of completeness Wolfe [1] has given a parametric solution 
to the quadratic programming problem (long form). However this analysis 
involves only one parameter and thus limited. The algorithm of this paper 
based on the dual simplex procedure is a generalization of the concept of 
parametric analysis. 
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9. Conclusions  
This paper presents two solution algorithms to the general quadratic 
programming problem. One is based on the primal simplex procedure and the 
other on the dual simplex procedure. The problem of computational efficiency 
is addressed. Efficiency is drastically increased in two ways: a) Implicit 
incorporation of bounds on the variables and, b) sparsity techniques. Finally 
the developed algorithms provide efficient procedures for generalized para-
metric analysis of quadratic programs. 
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1. ABSTRACT  
This paper describes a two level stochastic opti-
mization procedure for the computation of optimal co-
ordination strategies of pumped hydrostorage plants 
with integrated electric power systems. At the first 
level a quadratic programming procedure optimizes the 
operation of pumped hydrostorage plants over a period 
of one day for specified terminal stored energy levels. 
At the second level a dynamic programming successive 
approximations procedure determines optimal stored en-
ergy levels at the beginning of each day. Uncertainty 
resulting from generating unit forced outages, electric 
load and run of the river variations is incorporated at 
this level. The method has been implemented using 
sparcity techniques. Results obtained with a realistic 
46-generating unit, 11,900 MW peak load system are in-
cluded. The results indicate that the impact of gener-
ating unit forced outages and load uncertainty on stor-
age plant scheduling is substantial. In general, ther-
mal unit outages amplify the economic benefits from 
storage plants. Also for a given electric power system 
there exists an optimal total capacity of storage 
plants. The methodology of this paper is applicable 
for scheduling other storage plants and can be used for 
operations planning as well as expansion planning. 
2. INTRODUCTION 
The general object of coordination of pumped hy-
drostorage plants with electric power systems is the 
minimization of the overall production cost and the 
maximization of generation reserves. The dominant fea-
ture of pumped hydrostorage plants (or any other stor-
age plants) is the capability of replacing electric 
energy produced from high grade fuel with electric en-
ergy produced from more abundant and therefore less 
expensive fuels. Pumped hydrostorage stations provide 
an economically feasible solution to electric supply 
management. 
Once a pumped hydrostorage station is installed, 
its economic operation as an integral component of an 
electric power system requires the selection of a pump-
ing and generating schedule which will result in mini-
mum overall production cost. This selection must re-
cognize the following: 
(a) the uncertainty of availability and loading 
capability of the generating units during a 
given period, especially of the base load 
units; 
(b) the incremental production cost character-
istics of these units; 
(c) the expected hourly system demand and asso-
ciated uncertainty; 
(d) interconnection transactions; 
(e) projected river inflow in case the station is 
on the run of a river; 
(f) effect of transmission losses; and 
(g) effect of hydraulic head variations. 
This is known as the coordination problem. The 
problem has been extensively studied and several models 
[6], [7], [8], [11], [12], [13] have been developed. 
In general these models are complex, impose heavy com-
putational requirements and ignore the uncertainty as-
sociated with the parameters of the problem such as 
generating unit availability and load variations. In 
particular, reference [13], presents a deterministic 
linear programming formulation of the problem of energy 
storage device scheduling. This approach is realistic 
only for small capacity plants. For large capacity 
pumped hydrostorage plants, the energy replacement cost 
has a significant quadratic component. Linear program-
ming formulations ignore this component leading to 
overestimation of economic benefits resulting from 
storage plants. Viramontes and Hamilton [12] have ap-
plied dynamic programming techniques to the scheduling 
problem of storage plants. They treated the determi-
nistic problem only and they did not address the prob-
lem of computational efficiency, which is extremely im-
portant in all dynamic programming approaches. 
This paper presents a new formulation of the pro-
blem and a decomposition technique leading to a two 
level optimization procedure. At the first level a 
quadratic programming formulation is employed to define 
the optimal coordination over a period of one day as-
suming known the stored energy in the upper reservoir 
at the beginning and end of the day. At the second 
level a dynamic programming formulation is employed to 
determine target stored energy levels in the upper re-
servoir at the beginning of each day. At this level 
uncertainty in load levels and unit availability can be 
easily incorporated. This formulation and decomposi-
tion results in computationally efficient and practical 
algorithms. 
In subsequent sections the formulation is defined, 
and the two level optimization procedure is described. 
Finally, results with a realistic test system are pre-
sented and discussed. In particular, the impact of 
thermal units forced outages is emphasized. 
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3. PROBLEM DESCRIPTION 
Coordination between pumped hydrostorage plants 
and an electric power system means the minimization of 
the overall operating cost of the system. To be deter-
mined is the policy under which these plants should 
operate such that the production cost of the thermal 
generating units is minimized. Because the operation 
of an integrated electric power system is restrained 
with numerous constraints the stated coordination pro-
blem is a complex and dimensionally large optimization 
problem. In addition, the optimal coordination policy 
for a pumped hydrostorage plant depends on thermal unit 
availability and demand for electric power. The uncer-
tainty associated with these two parameters makes the 
problem a stochastic optimization problem. 
To reduce complexity and size of the stated pro-
blem, a decomposition technique [1] has been introduced 
which partitions the coordination problem into two man-
ageable subproblems: 
Subproblem 1  
It is defined as the optimal scheduling of pumped 
hydrostorage stations over a time period of one day 
(i.e. from 8:00 a.m. to 8:00 a.m. of next day). For 
this subproblem it is assumed: 
(1) the stored water level in the upper reservoir 
at the beginning and the end of the day is 
specified, V 1 , and V2 respectively; 
(2) the available thermal generating units and 
their cost curves are known. This informs 
tion is symbolically denoted with the set of 
available generating unit data GA ; 
(3) the total projected system load and its var-
iation for the duration of the day is known; 
and 
(4) other related information, for example power 
imports, water flown into the upper reservoir 
from rivers, etc., is assumed to be known for 
the duration of the day. 
The stated subproblem 1 is formulated as a quadra-
tic programming optimization problem in the next sec-
tion. This subproblem is utilized in subproblem 2. 
Subproblem 2  
A second level optimization model is developed 
which utilizes the mathematical model of subproblem 1 
in order to determine optimal water levels in the upper 
reservoir at the beginning of each day. This sub-
problem employs a dynamic programming solution tech-
nique. Uncertainty of various parameters impacting on 
the optimal operation of pumped hydrostorage plants is 
incorporated. Specifically, thermal unit forced out-
ages and electric load uncertainty is explicitly model-
ed. 
In the next section the complete formulation of 
the two subproblems is described. 
4. FORMULATION 
Subproblem 1  
The problem of optimal coordination of energy 
storage devices, over a time period of one day with 
specified water level in the upper reservoir at the 
beginning and the end of the day is considered. Con-
straints of energy availability, hydraulic head varia- 
tions, equipment capacities and electric power demand 
are imposed. The point of departure in formulating the 
problem is the chronological system load curve which is 
discretized as in Figure 1. The time period is divided 
into N intervals of short duration (for practical rea-
sons intervals of one hour are selected). It is assumed 
that the electric power demand remains constant for the 
duration of one interval. During a given interval, a 
pumped hydrostorage plant may operate in the pumping or 
generation mode absorbing or delivering x or y MW of 
power respectively as illustrated in Figure 2. Thus 
two cases need to be considered: 
(a) Pumping Mode. Assume interval i with average 
electric load L. and that the hydrostorage plant oper-
ates so that a'bsorbs x i MW from the electric power 
system as it is shown in Figure 2. The cost of oper-






I 	g(I4 + z)dz 
where 
FIGURE 2. A Sow pilot of the °pendent of e Pumped Hydras:Pep Plant 
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n TR average transmission system efficiency 
g(L' + z) the incremental production cost of 
electric power at total generation level L' + 
z, where Li 
Li/nn 
is the duration of interval i. 
Because L! >> x., the incremental production cost func-
tion g can be 4poximated with 
dg(Li) 
B(Li + z) a g(Li) + 	 
' 



















■ a(LI)x + b(L')x 
i 	i
2 
Above expression represents the cost of operating the 
plant in the pumping mode at level x i during interval 
i. It should be observed that this cost is a quadratic 
function of the operating level x.. For2 small capacity 
plants the quadratic component bi(L!)x. is negligible 
with respect to the linear componenta(t!)x ; . However, 
for the capacities of existing pumpeh kydrostorage 
plants (above 200 MW) the quadratic component is sub-
stantial. Omission of this component, as in [13], 
leads to inaccurate prediction of production costs. 
(b) Generation Mode. Similarly, as in (a), as-
suming interval j, with average electric load L. and 
that a hydrostorage plant is in generation mode gtner-
sting y. MW the cost of the replaced energy is computed 
to be J 
Cgj 
	J 
■ -a(L!)y + b(L')y 2 
Now, let I be the set of intervals at which the 
hydrostorage plant operates in the pumping mode and J 
be the set for generation mode. The restitution cost, 
R c , defined as the cost of energy stored/retrieved dur-
ing the pumping/generation cycle will be: 
Rc 
■ ic. + 	c . 
ieI Pi jeJ " 
In addition, define the following variables: 






I x < x. < Tc. or x. .., 0 
1 
(2)  
< y. < 	or 	. 	0 
J y J (3)  
vi 	 um allowable level of operation of tur- 
bine/generator system. 
where n is the number of intervals in one day. 
With above definitions the problem of optimal co-
ordination of hydrostorage plants with electric power 
systems can be stated as follows: 
Minimize J 	{a(L!)x. + b(L!)x. 2 ) 
ieI 	i 
+ 	{-a(Lt)y. + b(L!)y. 2 
jeJ 	J J 	J J 
x i i i + e i < Emax  E. 	+ g p 
Y i T i 










2 	 (5) 
In above formulation the objective is defined as 
the minimization of the restitution cost. Constraints 
(2) observe the operating limits of the pump/motor sys-
tem and that the stored energy in the upper reservoir 
will not exceed the capacity of the reservoir. Simi-
larly, constraints (3) observe the operating limits of 
the turbine/generator system and the capacity limits of 
the upper reservoir. Constraints (4) and (5) impose 
the assumed stored energy level at the beginning and 
end of the day under consideration. 
The defied optimization problem is of the qua-
dratic programming variety (quadratic objective, li-
near constraints). An outline of the solution method 
employed is given in the next section after the de-
scription of subproblem 2. 




water level in the upper reservoir at the 
end of interval i-1 
n 	average efficiency of pump/motor system in- 
cluding hydraulic losses 
E
max 
capacity of the upper reservoir 
E min 
minimum allowable stored energy level in the 
upper reservoir 
e. 	water volume available from rivers in the i- 
nT 	average efficiency of turbine/generator 
th interval 
system including hydraulic losses 
y capacity of the turbine/generator system. 
The object of this subproblem is the determination 
of target energy storage levels at specified time 
points for example at the beginning of each day. Pro-
blem parameter uncertainty, namely load level uncer-
tainty, generating unit availability and pumped hydro-
storage plant availability, are incorporated. 
A stochastic optimization procedure is readily de-
veloped with the aid of dynamic programming and the 
described model for subproblem 1. In particular let 
A*(Vk' 
V
k+1 , GA' 
L) 
represent the optimal cost of the solution of the pro-
blem defines, with (1), (2), (3), (4), and (5) for day k. 
G
A 
is the set of available for production thermal units 
and L represents the assumed hourly load levels for day 
k. The second level optimization procedure is defined 
with 
Minimize J = E A*(Vk, Vk+1 , GA, L) 
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subject to Emin < V k < Emax , k-1,2,... 
The index k scans the days in the planning period. 
The expectation is with respect to unit availability, 
GA, and load distribution, L. A Markov model is as-
sumed for unit availability which is described in Ap-
pendix II and an autoregressive model for the load 
which is described in Appendix I. 
The dynamic programming formulation leads to the 
following forward recurrence formula 
J* (VA+1 A 
 )=min[J*(V
A 
 )+EfA*(VA ,V>4.1' GA' 




E . <- 
	< E 
min - A - max 
where J x*(V A ) is the optimal cost of operation up to 
day A. The above recurrence formula can be easily 
solved by utilizing the first subproblem since it pro-
vides an efficient procedure for the computation of the 






Formulation for m Storage Plants  
The presented formulation can be extended to elec-
tric power systems with more than one pumped hydro-
storage plants. Examine for example subproblem 1. As-
sume there are m pumped hydrostorage plants. It will 
be sufficient if in the objective function (1) the 
variables x., y., be replaced with 	x.(t), 	-(t) 
k=1 1 	2,-1 Y3 
respectively. Where x.(k), y.(i) are the level of op-
eration (pumping, geneiation ).espectively) of the k-th 
storage plant. 	In addition, for each plant a set of 
constraints should be written similar to (2) and (3). 
If two or more plants are on the same run of a river 
appropriate linear constraints are introduced. 
Subproblem 2 is also easily extended to the multi-
storage plant case. The resulting recurrence formula 
is: 
"X+1' . A+1' ... "A+1 (1) 
V 	. A 2° .2V X 




V (m) ) + ,* f,(1) 	v (m) min 
( 	(m) 
	




(1) ,...,V A m)  ,VA+1 ,GA , L))) 	( 8 )  
sive model of the hourly load level which is described 
in Appendix I. Thermal generating unit forced outages 
are accounted by adopting a truncated Markov model for 
the generating system. This model results in a number 
of discrete incremental production cost functions simi-
lar to those of Figure 4. At a given time in future the 
probability of existence of these curves can be com-
puted from the Markov model. The model is presented in 
Appendix II. 
Depending on the computation of the expected value 
of A* in the recurrence formula (6) or (8), alternative 
policies for the operation of storage plants can be 
defined. These policies have been studied by Henault 
[15) for the mathematically similar problem of trans-
mission expansion planning. A number of computational 
approaches have been proposed by Henault. In this pa-
per two of the alternate approaches described in [15) 
are considered. In addition, the deterministic case is 
also cited for completeness: 
(a) The deterministic approach is which A* is 
computed assuming deterministically pro-
jected hourly electric load and a generating 
system without forces outages; 
(b) The certainty equivalent approach is which A* 
is computed assuming an hourly electric load 
equal to its expected value. 	In addition, 
the coefficients a(LI) and b(LI) are substi-
tuted with their expected values. This cor-
responds to computing the expected produc-
tion cost at the load level LI; and 
(c) The open loop approach in which the expected 
value of A* is computed over a truncated Mar-
kov model of the generating system described 
in Appendix II and a small number of load 
samples generated from the autoregressive 
model described in Appendix I. 
The deterministic case requires the least computa-
tional effort while the open loop approach the most. 
It is worth noting that if in the deterministic case is 
assumed that b(Li) - 0 (that is the quadratic component 
of the production cost is ignored) the formulation of 
this paper is identical to the one of reference [13). 
Because in this case the optimization problem defined 
with (1), (2), (3), (4), and (5) collapses to a linear 
programming problem. 
(7) 
6. SOLUTION METHOD 
E (1) < v (1) < E (1) 
min - A - max 
(9) 
E (m) < V (m)  < E (m) 
min - A - max 
where the superscript refers to the pumped hydrostorage 
plant. 
5. TREATMENT OF STOCHASTIC VARIABLES  
The defined model for optimal coordination of hy-
drostorage plants with electric power systems involves 
a number of stochastic variables namely the electric 
load, the availability of generating units, river in-
flow, and the availability of the storage plant itself. 
Load uncertainty is accounted for with an autoregres- 
The solution method employe a aparcity coded qua-
dratic programming algorithm for the solution of the 
subproblem 1 and a successive approximations dynamic 
programming algorithm for the solution of subproblem 2. 
The combination of these very powerful computational 
algorithms results in a practical and highly efficient 
solution method for the problem under consideration. 
In subsequent paragraphs the computational algorithms 
are described. 
Subproblem 1 Solution Method  
Subproblem 1 has been formulated as an optimiza-
tion problem with quadratic objective function and li-
near constraints. This problem can be transformed into 
the following general form: 
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where z is a vector containing the variables x i and y.; 
c, b., b, and h are vectors of appropriate dimensioni; 
and b, A.
e 
 , A are matrices of appropriate dimensions. 
Wolfe [2] has demonstrated that the Simplex Method, 
appropriately modified can be employed for the solution 
of above problem. To this purpose, application of 
Kuhn-Tucker conditions transforms above problem into 
the simultaneous solution of the following set of equa-
tions; 
have been studied on a CYBER 74 and the following can be 
stated. 
* Average execution time of a repeat solution 
for a system with one pumped hydrostorage 
plant is in the order of .05 sec. 
* For systems with more than one pumped hy-
drostorage plants, execution time of a re-
peat solution increases approximately pro-
portionally to the number of pumped hydro-
storage plants. 
In summary, the developed sparcity coded quadratic 
programming is very efficient and suitable for repeat 
solutions required in the computation of expected val-
ues of restitution cost. Detail description and eval-
uation of the solution method is given in [3]. 
Subproblem 2 Solution Method: 
Subproblem 2 has been formulated as a dynamic pro-
gram where the state variables are the water level in 
the upper reservoir of the pumped hydrostorage plants 
(12) in the beginning of each day. This formulation allows 
the direct application of the dynamic programming suc-
cessive approximations technique described in [5] with 
a dramatic decrease in computational difficulty. 
The basic idea of the method is to assume the 
control variables (defined as the water level in the 
upper reservoir of the storage plant in the beginning 
of each day) for all storage plants except one fixed. 
Then the recurrence formula (8) is defined in terms of 
one variable only. This recurrence formula is solved 
to yield the optimal policy of operation for the plant 
(13) under consideration. The procedure is repeated for 
every plant. Convergence of this procedure is very 
fast. As a matter of fact, if the storage plants are 
ordered in terms of their round trip efficiency, con-
vergence is obtained in one iteration. 
The above problem is solved with the basic proce-
dure of phase I of the simplex method as follows: 
(a) Introduce artificial variables to construct 
a starting feasible solution; 
(b) Set up a linear program with objective func-
tion equal to the sum of artificial variables 
and constraints (12); and 
(c) Utilize the simplex method with upper bounds 
to solve the problem defined in (b) with the 
following modifications: A variable cannot 
enter the solution basis unless it satisfies 
the exclusivity constraints (13). 
A detailed description of the algorithm is given in 
[3]. 
The matrix of equations (12) is highly sparse. 
For this reason the modified simplex method has been 
sparcity coded. The result is a highly efficient solu-
tion algorithm. In this application, repeated solu-
tions of new quadratic problems which result from small 
perturbations of the defining parameters are required. 
Sparsity techniques and the dual simplex method enable 
s fast solution of such problems starting from the so-
lution of a base case. These solutions will be called 
repeat solutions. The computational requirements of 
repeat solutions depend on the starting solutions, and 
cumber of pumped hydrostorage plants. Repeat solutions  
7. TEST RESULTS 
The developed methodology has been tested and val-
idated with actual data from a local utility. The 
generating system of this utility is illustrated in 
Table 1. A typical weekly load curve is illustrated in 
Figure 3. The autoregressive model representing the 
load has a random component with a standard deviation 
of 85 MW. Also Figure 4 illustrates typical curves of 
the incremental production cost curves, corresponding 
to the four most probable states of the generating sys-
tem, namely all units available, unit 11 unavailable, 
unit 12 unavailable, and unit 8 unavailable, respec-
tively. 
Typical policies for the operation of the pumped 
hydrostorage test system are illustrated in Figure 5. 
The policies are defined with the target water volume 
in the upper reservoir in the morning of each day of the 
planning period which is assumed to be one week. Two 
policies are depicted in Figure 5. One refers to the 
deterministic case and the other to the open loop ap-
proach. The certainty equivalent approach yields re-
sults somewhere in between above cases. Table 2 lists 
the associated savings resulting from above policies. 
The dramatic difference between the deterministic case 
and the open loop approach is due mainly to the depen-
dence of production cost and/or energy replacement cost 
on the thermal unit availability.especially base units. 
Thus, unit forced outage rates impact greatly on ex-
pected production cost savings from storage plants. 
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Extensive simulation of the test system indicate 
that optimal economic benefits are attained when the 
storage plants are operated in such a way that the 
upper reservoir is full on Monday morning. Thus, op-
timal operation demonstrates a weekly cycle. To obtain 
the weekly optimal operation with the methodology of 
this paper, a planning period of one week must be spe-
cified (from Monday morning to Monday morning) and the 
additional constraint of full upper reservoir at the 
beginning and end of the week must be imposed. The 
results of Figure 5 have been obtained in this manner. 
Figure 5 illustrates that optimal operation re-
quires that during week days more water should be used 
for generation than it is pumped back into the upper 
reservoir. This operation results in a decline of the 
stored water volume in the upper reservoir in the morn-
ing of each day, as is illustrated in Figure 5. 
Because of the complexity of the problem we were 
stimulated to search for suboptimal operating policies 
which can be easily computed. The results of our in-
vestigation indicate that the policy of operating the 
plant in such a way that the upper reservoir is full in 
the morning of each day, provides near optimal results. 
Table 3 lists the associated saving resulting from the 
mentioned suboptimal operating policy and should be 
compared with the optimal results of Table 2. The 
execution time on a CYBER 74 for the results of Figure 5 
and Table 2 was 359 seconds while the results of Table 3 
were obtained in 49 seconds. 
Table 2. Expected Savings Resulting from 
a 500 MO Storage Plant 
Deterministic Approach : $50,617 per week 
Open Loop Approach 	: $141,387 per week 
Table 3. Expected Savings Resulting from 
a 500 Mi Storage Plant 
(Suboptimal) 
Deterministic Approach : $49.216 per week 
Open Loop Approach 	I $136,351 per week 
MO 	IMO 	IMO 
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Another study has been made to determine the im-
pact of storage plant rating on the resulting savings. 
The scenario selected for this study is as follows: 
Since most modern pumped hydrostorage plants use the 
same synchronous machine as motor or generator, the 
pumping or generation capacity was assumed equal. In 
addition the size of the upper reservoir is assumed to 
be such that the plant can operate in the generation 
mode for seven continuous hours starting from full up-
per reservoir. Under the stated assumptions the weekly 
savings for various synchronous machine ratings have 
been computed and plotted in Figure 6. The generating 
system and load models of the system were kept un-
changed. Both deterministic approach and open loop 
approach were considered. It can be concluded that for 
a given system there is an optimum value of the capa-
city of storage plants. Beyond this value the economic 
effectiveness of storage plants decreases. The impact 
of uncertainty on the optimal capacity value is sub-
stantial. It is also observed that because the de-
terministic approach tends to underestimate savings re-
sulting from storage plants. This analysis is very 
important for expansion planning studies. Similar par-
ametric studies can be performed to determine optimal 
reservoir capacity. 
The developed computer program has been employed 
to investigate the accuracy of linear models reported 
in [7] and [13] for example. To this purpose the var-
iable b(L i ) in equation (1) was set to zero resulting 
in a linear program. Comparison of results obtained 
with the linear and quadratic program reveals the fol-
lowing conclusions: (a) Linear models are accurate for 
low capacity storage plants (less than 50 MW); and (b) 
For usual storage plant capacities (around 400 MW) the 
linear models predict higher expected savings from 
storage in the order of 30 to 40 per cent. 
8. CONCLUSIONS  
A two level optimization procedure has been de-
veloped and successfully applied to the problem of sto-
chastic coordination of pumped hydrostorage plants with 
the electric power system. At the first level a qua-
dratic programming optimization procedure is employed 
to define the optimal scheduling of the storage plant 
over a period of one day with specified terminal condi-
tions (water level in the upper reservoir at the begin-
ning and end of the day) At the second level a dynamic 
programming successive approximations procedure is em-
ployed to define optimal operating policies defined 
with target water volume in the upper reservoir at the 
beginning of each day. At this level uncertainty as-
sociated with generating unit availability and electric 
load level is taken into consideration. The generating 
sytem is represented with a truncated Markov model and 
the hourly electric load is represented with an auto-
regressive model. 
A computer program has been developed based on the 
described methodology. The computer program has two 
options. Option one assumes that the generating system 
and electric load are deterministically known. Option 
two employs the mentioned stochastic models of the gen-
erating system and electric load. The computer program 
has been employed to obtain representative results with 
a test system. The results indicate that: 
(1) The potential savings resulting from storage 
plants are usually underestimated with de-
terministic models. 
(2) For a given electric power system there ex-
ists an optimum capacity of storage plants. 
Beyond this capacity the economic effective-
ness of storage is deteriorated. 
(3) The impact of thermal unit forced outages and 
electric load uncertainty is substantial. 
(4) The policy of having full upper reservoir at 
daybreak yields near optimal results. 
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APPENDIX I 
Electric Load Model 
This Appendix provides a description of the sto-
chastic model employed for the electric load. The de-
scribed model has been selected after a thorough inves-
tigation and evaluation of existing models. The model 
employed has been taken from reference [4] and it is 
briefly described in this Appendix. 
Analysis of historical data of electrical load, 
L., where Lt is the load level at time t, indicates that 
tie electric load is a nonstationary stochastic pro-
cess. Modeling and identification of nonstationary 
stochastic processes is quite difficult. Fortunately, 
it has been observed [4] that an appropriate differen-
tial of the nonstationary stochastic process Lt may 
behave as a weakly stationary stochastic process. 
Also, because the electric load, L., exhibits daily, 
weekly, and seasonal periodicity it is expedient to 
define a transformation of L t into an assumed weakly 








V ■ 1 - B is a nonseasonal backward difference 
operator 








is the backward operator defined with 
BLt L t-1 
D 
	
is the degree of seasonal differen- 
cing. 
generated if white noise is supposed to be transformed 
A stationary stochatic process, such as x t , can be 
by a linear filter. In the simplest case the linear 
filter can be an identity transformation, resulting to 
An autoregressive model for the load as follows; 
rnr L 	a. t 
. 	
L 
1 t -M1) 	t 
	 (1.2) 
where the white noise, n t , is defined as follows: 
E{n
t
} - 0 
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The defined model involves n parameters a i , i■ l, 
n, which are estimated via least square estima- 
tion. Hourly load data for several weeks are required 
to carry out the least square estimation of the par-
ameters a., Once the model has been iden 
tified, it is evaluated to determine level of uncer-
tainty. This is done by computing the standard devia-
tion of the prediction. If the level of uncertainty is 
acceptable, the model is complete. Otherwise, another 
model has to be selected and the procedure is repeated 
[4]. 
Analysis of actual utility data indicate that a 
low order model provides good fit to historical data. 
For the test system a seven order model was employed. 
The historical data used were obtained from the local 
utility 
The developed stochastic model is employed to gen-
erate samples of future electric loads. To this pur-
pose a random number generator is employed to generate 
the noise n t . Projected hourly loads L t are generated 
by applying formula (I.2). The weekly load curve of 
Figure 3 has been generated from the model described 
here. 
APPENDIX II  
This Appendix describes the stochastic model for 
the computation of incremental production costs of an 
electric power system. A two state (up - down) Markov 
model is employed for the representation of a gener-
ating unit. It is assumed that transitions from one 
state to the other occur only in the beginning of a day. 
Thus for the duration of one day the set of units which 
are in the up state remain the same. This set is 
symbolically represented with C. Once the set of a- 
vailable generating unite, G A , is known the incremental 
production cost at a given 'total system load is com-
puted via a bus-bar economic dispatch. The probability 
of existence of the computed incremental production 
cost equal the probability of existence of state GA . 
Subsequently, the probability of existence of state GA 
 is described as well as the computation of the incre-
mental production cost for a given set GA. 
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probability of Existence of State G A : The set GA by 
definition comprises m generating 'Ain' taken from a 




P i 	 be the repair rate of unit i expressed 





 (1-X ) + 	 k) ) (1-P ( 1.1 
i 	i 
i=1,2,...,n 
Given the state of a generating system at the beginning 
of a planning period 
(P. ' (0) 	i = 1,2, ..., n) 
1 
the probability of availability of every unit at day k 
is obtained by way of numerical solution of equations 
(II.1). 
Now consider state GA . The probability of efir 
tence of state G
A 
during 'day k denoted with Pr[GA ] 
will be 
Pr G
(k) 	11 	(k) 	n 	(k) 	(II.2) 




Computation of the Incremental Production Cost: The 
incremental production cost at a given total load is 
computed with the aid of a bus-bar economic dispatch. 
The problem is formulated as follows: 
Minimize C 	f.(u.) o 




u i 	 is output (MW) of unit i 
L' 	 is the total adjusted load of the 
thermal generating units (equals 
electric load plus losses and plus or 
minus the power input or output of all 
pumped hydrostorage plants) 
U.,U. 
-1 1 
minimum and maximum allowable operat-
ing limits of unit i. 
The solution of the above problem is a function of 
total adjusted load L': 
C
o
* = Fa') 
The function F is obtained with a repetitive solution 
of the defined problem at various values of L'. To this 
purpose the sparcity coded quadratic program is em-
ployed which is described in this paper. 
The incremental production cost of the system at 
total adjusted load L' is 
g(L,) 	dF(L') 
dL  
The function g(L') is not smooth. 	However, 
smoothing techniques are applied to yield a smooth 
function. Typical curves are illustrated in Figure 4. 
A computer program has been developed to perform 
the above computations. The program will yield 20 in-
cremental production cost curves corresponding to the 
20 most probable states of the System of Table 1 in less 
than one minute execution time on a CYBER 74. 
be the probability that unit i is a-
vailable during the day k. 
be the conditional failure rate of 
unit i expressed in per day units. 
u < u. < u. 	 i = 1,2, ..., m 
u.1  - L' =0 
or u. = 0 
COMPUTER AIDED INSTRUCTION OF ENERGY SOURCE UTILIZATION PROBLEMS 
A. P. Meliopoulos 
1. Abstract  
Energy usage in the form of electricity constitutes a large 
portion of energy consumption in developed countries, Electric 
energy is generated from primary energy sources such as coal, nu-
clear, natural gas, petroleum, hydro, geothermal, etc. The genera-
tion, management and utilization of electric energy is constrained 
with technological factors, environmental and safety considerations, 
capital requirements, etc., resulting in limitations of primary 
energy source utilization. This paper describes an interactive com- 
puter program which has been developed to aid the instruction of prob-
lems related to primary energy source utilization for the production 
of electric energy. The computer program has been developed for a 
graduate course on power system planning. The program can be used 
to study the major implications of alternative national energy poli-
cies, as well as utility originated policies. Examples are: load 
or supply management, dispersed or central storage, dispersed gene- 
ration, cogeneration, plant conversion, etc. The paper describes the 
interactive simulation program and associated theory and three examples 
of computer program utilization. 
2. INTRODUCTION  
Modern societies consume large amounts of energy in the form 
of electricity. No one disputes the practicality and comfort of 
electricity. However, the accepted practice necessitates the gene- 
ration of electricity from primary energy sources such as coal, nuclear, 
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gas, hydro, geothermal, wind, etc. The utilization of primary energy 
sources to produce electricity is constrained by numerous factors such 
as: 
* Technology 
* Availability of Funding 
* Safety Considerations 
* Availability of primary energy sources 
* Operating Constraints of Power Plants 
* Long Construction Times for Power Plants 
* Pollution Constraints, etc. 
Long range planning of power systems is essential in the imple-
mentation of a sound energy policy. Stated in a different way a 
national energy policy should guide electric power utilities to expand 
or convert their facilities in such a way as to achieve the stated ob-
jectives of the policy. A very popular objective, for example, will 
be to decrease petroleum utilization for the production of electric 
energy. Irrespectively of the specific objectives, central to any policy 
formulation or planning decision is the accurate (as much as possible) 
projection of primary energy source consupmtion for a given set of data 
and assumed future scenarios. 
In its simplest form this problem can be stated as follows: For 
a projected economic environment and projected needs for electric energy, 
estimate the required amounts of primary energy sources. Because of 
physical restrictions and the objective of electric utilities to maxi- 
mize their profits the conputation of above estimate is complex. Rami- 
fications to above problem can be the estimation of the amount of 
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environmental pollution, the computation of the impact of new trends 
such as load/supply management, cogeneration, etc. 
The study of the mentioned complex problems in an academic 
environment is rather difficult. To aid students, who may very well be 
the energy policy makers of tomorrow, to understand the limitations 
in utilizing primary energy sources and estimate the impact of new 
trends or policies, an interactive power system simulation computer pro-
gram has been developed. The program is utilized by students to study 
through homework assignments the major characteristics of the mentioned 
problems. These studies are part of a one academic quarter course on 
Power System Planning (EE 6501). This paper describes this educational 
tool and illustrates its utilization for energy related studies. 
In subsequent paragraphs a description of the power system simu-
lation procedure will be given. Then the interactive computer program 
and its utilization will be described. The paper will include examples 
which demonstrate the utilization of the interactive computer program. 
3. POWER SYSTEM SIMULATION  
The problem of electric power system simulation may be defined 
as follows: Given the forecasted electric load demand for the time 
period under consideration and a list of available generating units of 
the system, simulate the operation of the system in order to forecast 
energy generated by units, cost and required fuel, taking into account 
the effects of scheduling functions within the time period considered 
and the random forced outages of the units. 
In recent years a very' successful probabilistic simulation tech-
nique has been introduced [3], [4]. This technique will be briefly 
discussed. 
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The point of departure for the methodology is the development 
of probabilistic models for generating units and the electric power 
demand. The probabilistic model of a generating unit of capacity C MW 
is shown in Figure 1. This is known as the up and down state model. 
This model can be interpreted as follows: With probability p the unit 
is available for production and with probability q=1-p is unavailable. 
The quantity q is known as the forced outage rate of the unit (F. 0. R.) 
The electric power demand probabilistic model is developed as 
follows: The electric power demand of a system is plotted as a func-
tion of time to obtain the chronological load demand curve. From the 
chronological load curve, another curve can be constructed which de-
scribes the length of time for which the load was greater than a speci-
fied value. In addition the time axis is normalized by the duration 
T of the time period considered and it is shown in Figure 2. The 
generated curve can be interpreted as follows. Consider point A on 
the curve with coordinates T, k. Over the period T the load on the 
system is greater than k for a time period equal to t. Therefore, if 
the frequency theory of probability is used and the load duration curve 
is referred to the future, the following definition follows: 
Pr [load > k] = y 
It is apparent that the normalized time axis can be interpreted as 
probability. If L(k) denotes the normalized inverted load duration 
curve the following relationship will hold: 
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Probability Density Function of the 
Available Capacity of a Generating 
Unit. 
Figure 1. 






(k) = Pr [load < 2,] = 1.0 - L(2,) 
defines the probability distribution function (or cummulative proba-
bility function) of the variable t, the total load on the system, which 
is interpreted as a random variable. 
The functions L(k) and FL (2) describe the same thing, the sta-
tistics of the variable R. The function F
L
(k) is the usual probability 
distribution function while L(k) is called the inverted probability dis-
tribution function (IPDF). 
Given the above models the following quantities can be computed: 
1. Probability of operation of unit 1: 
Pr [Unit 1 in operation] = Pr [Unit 1 Output >0] 
2. Expected value of produced energy from the unit. 
3. Expected value of cost of operation of unit i. 
4. Expected fuel amount required of unit i. 
5. Expected pollutant amounts to be emitted from unit i. 
The forementioned quantities can be computed as follows: 
Consider that the n-units of the system operate at level x l , 
x2 , 	 x 
2" n•  
If unit k is not in operation, then obviously x k will 
equal 0. Since there is a finite probability that any unit can be 
forcedout,theoutputofunitbx.,can be considered to be a random 
variable with probability of forced outage equal toq
i 





) = 1 - q
i 
Pr (A. = 0) =. 
c13 
xi # 0 
I 
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where Ai is a random variable representing the available capacity of 
unit j. Above relationships state that the probability that the output 
of generator j is x. equals 1-q j , and the probability that the same 
output is zero equals.. qj 
Further assume that the electric load equals Z. The probability 
distribution function is determined with the load duration curve: 
F
L
(k) = 1.0 - L(i) 
For the condition that has been considered, the apparent load, 
k
a
, will be 
ta = - x1 - x2 - 	- xn 
Since k, x1,...xn are not deterministically known, the above equation 
can be replaced with its equivalent equation in terms of the correspond-
ing random variables: 
L
a 
= L - Al - A2 
- 	-An 
where L is a random variable representing the electric load and Ai 
is 
a random variable representing the output of unit i. Since the proba-
bility distribution functions of the random variables L, Al , ..., An 
 are known and since these random variables are independent, the proba-
bility distribution function of the random variable La can be easily 
computed with a series of convolutions [1], [3], [4]. 
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If we assume that R.
a>0 (that is, load exceeds generation) then 
another unit should be brought into operation or one or more of the 
operating units should increase their output. Assume that unit i is 
operating at xi and that it is selected according to an arbitrary dis-
patch criterion to respond to any increases in the load. This arbitrary 
dispatch criterion will be qualified later. Without loss of generality 
x
i 
may be equal to zero. In general, if 
a
>0 the output of unit i will 
increasefromx i toxi+Axi whereAx.
1 
 is a small increment (1 to 2 MW). 






 may not be small. In this case 
unit i will be brought into operation at a level at least equal to mini-
mum 	,.owable operating level. With tL.. described formulation and 
appli—tion of basic probability theory, it is easy to derive expres-
sions for the expected energy to be produced, cost of operation, re- 
quiredfuel,andpollutantemissionfromtheAx.1 
 increase in the output 
of generator i. The results are summarized as follows: 
Step 1. Compute the probability distribution function of random variable 
L' = L + A. a 	1 
let it be FL ,(z). 
If 3C,
1 
 = 0, skip this step and assume FL ,(z) = FL (z) 
Step 2. Compute: 
x.+Ax 
i 
E(Axi ) = (1-q i )T 	(1-FL ,(z))dz 
z=xi 
C(Axi ) = (1-qi)T f i (o)(1-FL ,(o))d(xi) + 
x+Ax 








   
    
(1)  
(2) 
1 if xi=0 
where o(x i )= 
0 if x #0 
f(z) 	is the heat curve of unit i 
df(z)  
dz 
is the incremental heat rate of unit i 
E(Ax ) = expected energy to be produced from block Ax 
and 
	
C(Ax ) = expected heat consumed by block Ax 
Similarly plant pollution output can be computed. If the pol-
lution curve for the plant is known as a function of'power output, g(z), 
the expected amount of pollutants to be produced from block Ax i will be: 










G(Ax.) = expected amount of pollutants from block Ax i 
The cost of operation of block Ax i is computed from 
Cost(Axi ) = C(Axi) 1); 
where 	p price ($/kg) of fuel 
h heat content of fuel (cal/kg) 
The fuel required for the operation of block Ax i is computed from 
Fuel(Axi) = C(Axi )/h 
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Once the above computations have been completed the apparent 










) - . . - x
n 
The probability distribution function of L a can be easily computed if 
we regocnize that 
k
a 
= 	- (x. + ax.) 
In this case a convolution between the probability density function of 
variable L' with the probability density function of variable x.+Ax, will 
suffice to determine the statistics of variable L
a
. 
The application of above procedure for the computation of expected 
production quantities is obvious. Each generating unit is partitioned 
into a number of blocks. The procedure is then applied on each one of 
the blocks. 
4. SIMULATION OF DISPATCH PRACTICES  
The described procedure, which can be easily implemented, simu-
lates incremental dispatch practices since the incremental loading of 
the units is based on an arbitrary criterion. Therefore, the presented 
method is capable of simulating any dispatch practice. 
In general an arbitrary criterion for unit dispatching may take 
the form of a nonlinear "cost" function of power plant output as it is 
shown in Figure 3. The "cost" may be actual fuel cost, a penalty func-
tion for pollution emission, weighted combination of both or any other 
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function. Depending on the selection of the "cost," alternative dispatch 
procedures may be simulated. 
Appropriate selection of the "cost" function can effect the simu-
lation of alternative dispatch practices resulting from governmental 
regulations for example. Reference 2 describes how this concept can be 
utilized to simulate alternative dispatch practices to meet pollution 
constraints. 
In general electric power systems operate on the basis of mini-
mum cost. In this case the "cost" function should be selected to be the 
actual fuel cost curve for the power plants (economic dispatch). 
5. DESCRIPTION OF THE INTERACTIVE COMPUTER PROGRAM  
An interactive computer program has been developed based on the 
described electric power system simulation procedure. No computer ex-
perience is required to use the interactive program. To this purpose a 
complete instruction set has been included in the interactive mode which 
guides the user in a step by step procedure for the system data defini-
tion, simulation and result analysis. 
The interactive computer program is partitioned into 5 modules 
which are controlled by a master directory. The selection of any one 
of the modules can be effected by typing an appropriate code. Code 
description is communicated to the user. For example upon initiation of 
the interactive program execution the user will observe on the teletype 
screen the message of Figure 4. Upon selection of a module by typing the 
appropriate code the program will respond with specific questions to which 
the user should answer. The user is always given the option to return 











P —0- (MW) 
Figure 3. "Cost" Criterion for Generation Dispatch 
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Modules 1, 2 and 3 are utilized to define system data. The user 
is asked to prepare data similar to those of Table 1, Figure 5 and Table 
2 for the generating units, electric load and fuel respectively. The 
normalized inverted load duration curve is defined with the coordinates 
of a number of points as it is illustrated in Figure 5. The user should 
use his judgement to select a number of points which will adequately re-
present the continuous inverted load duration curve. The interactive 
modules 1, 2, 3 will ask questions to which the user should respond. In 
this way the generating system, load and fuel data are fed into the com-
puter. The user is given the option of inspecting or modifying the data 
while in modules 1, 2 or 3. 
The simulation module 4 should be called upon only when the gene-
ration system, load and fuel data have been defined. Upon completion of 
the simulation the program will return to the master control. At this 
point the user may select module 5 to inspect the simulation results. 
These results consist of consumed fuel by unit and total, production cost 
by unit and total, generated pollution by unit and total, energy produc-
tion by unit and total and system loss of load probability. The last is 
defined as the probability that the electric load will exceed generation. 
THIS IS THE MASTER CONTROL 
MODES OF INTERACTION 
GENERATION DATA INPUT/MODIFICATION 	 1 
LOAD DATA INPUT/MODIFICATION 	 2 
FUEL DATA INPUT/MODIFICATION 3 
SIMULATION 	 4 
RESULTS INSPECTION 	 5 
TERMINATION 	 6 
TO SELECT A MODE TYPE CORRESPONDING CODE 
Figure 4. Message Communicated to the User by the Interactive Power System 
Simulation Program. 
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TABLE 1 	GENERATION SYSTEM DATA 








(109 cal/(MW) 2/HR) 
1 NUCLEAR 600 .20 125 2.1 .0003 
2 COAL 150 .10 45 1.8 .000255 
3 COAL 150 .10 45 1.8 .000255 
4 COAL 150 .10 45 1.8 .000255 
5 PETROLEUM 100 .06 2.217 1.685 .000044 
6 PETROLEUM 100 .06 2.217 1.685 .000044 
7 NATURAL GAS 50 .03 2.1 1.62 .000042 
8 NATURAL GAS 50 .03 2.1 1.62 .000042 
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Figure 5. 	Normalized Inverted Load Duration Curve for the Test System. 
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Figure 6. Normalized Inverted Load Duration Curve for the Test System 
with a Pumped Hydrostorage Plant. 
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TABLE 2 FUEL DATA 
Fuel Type Heat Content 	 Price 
Kcal/Kg 	 S/Kg 
     
Nuclear 	 19.069 x 109 
Coal 	 6000. 
Petroleum 	 10200. 







   
   
6. INTERACTIVE PROGRAM UTILIZATION  
The interactive power system simulation program has been speci-
fically developed to support instruction of a graduate course on power 
system planning. It can be utilized to study numerous problems related 
to power system planning such as: 
1. Production Costing 
2. Project fuel requirements 
3. Analyze power interchange agreements among power 
companies 
4. Effects of load management 
5. Effects of central storage plants 
6. Effect of governmental regulations for pollution control 
7. Effects of cogeneration 
8. Effects of conversion of power plants from one fuel to 
another. 
Above problems can be quantitatively studied in the framework of 
assigned homework with the aid of the interactive computer program. 
Because of space limitations it is rather difficult to discuss in detail 
computer program utilization with respect to each one of the above prob-
lems. For the purposes of this paper, computer program utilization will 
be demonstrated with three simplified examples. The objective of these 
examples will be limited to study the effects of 
a) Central Storage Plants 
b) Cogeneration 
c) Conversion of Power Plants from one Fuel to Another 
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on primary energy source utilization. To this purpose a hypothetical 
electric power utility with nuclear, coal, petroleum and natural gas as 
primary energy sources will be assumed. Table 1, Figure 5 and Table 2 
define all pertinent data for the test power system. The weekly con-
sumption of primary energy sources computed with the interactive program 
is illustrated in Table 3. In addition average cost of produced elec-
tric energy and system loss of load probability is listed. This data 
will be considered as the base case data. In subsequent paragraphs the 
impact of central storage, cogeneration and plant conversion on primary 
energy source utilization by the assumed test system will be examined. 
6.1 	Impact of Central Storage  
Central storage plants are currently being used to enable supply 
management. Present economics justify pumped hydrostorage plants. 
Pumped hydrostorage plants consist of two water reservoirs lo-
cated at different altitudes. During night hours the electric load on 
a system is low. Base power plants (nuclear, coal) with low production 
cost suffice to meet the demand. During night hours pumped hydrostor-
age plants use the inexpensively produced electricity to pump water in 
the upper reservoir. Later in the day as the electric load increases, 
the stored water in the upper reservoir will be utilized to produce 
11/ 	
 electricity in such a way as to minimize operation of power plants burn- 
ing expensive fuels such as natural gas, petroleum, etc. 
The purpose of this example is to demonstrate the effect of central 
storage plants on primary energy source utilization. It will be hypo- 
thesized that a central storage plant of 250 MW capacity and an average 
daily pumping duty of 900 MWHRS is added to the test power system. 
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TABLE 3 WEEKLY PRODUCTION QUANTITIES FOR THE TEST SYSTEM 
NUCLEAR FUEL 	 10.424 kg 
COAL 	 12.3495 x 106 kg 
PETROLEUM 	 1.5482 x 106 kg 
NATURAL GAS 	 27644 kg 
AVERAGE COST 	 10.726 $IMWHR 
LOLP 	 .142648 
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It can be argued that the inverted load duration curve will be 
modified as in Figure 6. This is a simplification but very close to 
reality. The interactive computer program can be utilized to project 
primary energy source utilization with or without central storage. Table 
4, column A, illustrates the results. Obviously use of central storage 
for the test system increases utilization of coal (assuming availability) 
while decreases demand for petroleum and natural gas. In addition average 
production cost decreases and system reliability deteriorates. 
6.2 	Cogeneration  
Many industries require steam for their processes. Normally low 
pressure, low temperature steam will suffice. The same industry may also 
need electric energy. In many cases it is economically expedient to 
produce high pressure, high temperature steam and to route this steam 
through a high pressure steam turbine coupled with a generator. In this 
way the steam coming out of the turbine is conditioned for the needs of 
the industry while at the same time electric power is produced. The 
generated electric power may be partly consumed by the industry and the 
remaining returned to the electric power grid. This practice has been 
common in Europe and limited in the U. S. Recent efforts tend to spread 
the use of cogeneration in the U. S. 
Simulation of cogeneration to project the impact on primary energy 
source utilization is quite complex. A simplified approach can be justi-
fied as follows: A cogenerating plant operates beyond the control of the 
power company. If it is assumed that the participating industries operate 
three shifts daily then the cogenerating plant will operate continuously 
assuming it is available. This operation can be simulated by modeling 
the cogenerating plant as another power plant with a certain forced outage 
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Table 4. 	Effects of Central Storage, Cogeneration and Plant 
Conversions on Primary Energy Source Utilization. 







# 6 INTO COAL 
NUCLEAR .95% —.93% 0% 
COAL 10.32% —12.96% 15.30% 
PETROLEUM —20.40% —10.81% —55.97% 
NATURAL GAS —5.97% —7.43% .80% 
AVERAGE 
PRODUCTION —3.06% —8.72% —8.98% 
COST 
LOLP 38.12% —19.13% 1.2% 
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rate (FOR) and zero "cost" to the power company. Then the power system 
will be simulated with or without cogeneration and the results compared. 
Table 4, column B illustrates the results for an assumed cogenerating 
plant of 50 MW. In these results the primary energy source required by 
the cogenerating plant is not taken into account. It is observed that 
the power system consumes less amounts of primary energy sources. The 
percentage change is higher for less expensive fuels (nuclear, coal) and 
lower for high grade guels. Also average production cost decreases but 
so do the company's revenues because of lower energy sales. A better 
picture of the effects of cogeneration is obtained if the primary energy 
source of the cogenerating plant and the sales agreement between the 
power company and the cogenerating plant are considered. This discussion 
is beyond the scope of this paper. 
6.3 	Conversion of Power Plants from One Fuel to Another  
In this example it will be hypothesized that one generating plant 
will be converted from a petroleum burning plant into a coal burning 
plant. In particular plant #6 (Table 1) will be converted. Utilization 
of the interactive simulation program will project fuel requirements for 
the system. These requirements are compared with the requirement of the 
original system in Table 4,coliimn C. Petroleum needs are reduced by 55%, 
natural gas needs remain practically the same while coal needs increase 
by 15.3%. The average production cost decreases by 8.98%, and system 
reliability remains practically unchanged. Plant conversion seems to be 
attractive from above observations. However two other additional consi- 
derations need to be examined. First the plant conversion cost and second 
the pollution problem associated with coal units. Discussion of these 
problems are beyond the scope of this paper. 
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7. CONCLUSIONS  
The analysis of primary energy source utilization by electric 
power systems is a copmlex problem but necessary in assessing energy 
needs. To aid instruction of related problems an interactive electric 
power system simulation program has been developed. This program is 
utilized in a one quarter graduate course on power system planning to 
provide analytical support for the study of energy related topics. 
Specifically limitations in primary energy source utilization by power 
systems and the impact of trends or policies can be quantitatively 
studied with the aid of the interactive program. The paper presents 
three examples of program utilization. 
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