Abstract. Replicated time series are a particular type of repeated measures, which consist of time-sequences of measurements taken from several subjects (experimental units). We consider independent replications of count time series that are modelled by first-order integer-valued autoregressive processes, INAR(1). In this work, we propose several estimation methods using the classical and the Bayesian approaches and both in time and frequency domains. Furthermore, we study the asymptotic properties of the estimators. The methods are illustrated and their performance is compared in a simulation study. Finally, the methods are applied to a set of observations concerning sunspot data.
Introduction
Usually in time series analysis the inference is based on a single, long (or not so) time series. However, time series methodology is becoming more widely used in many areas of application where the available data consists of replicated series {X k,t : k = 1, . . . , r; t = 1, . . . , n} and the emphasis is on the estimation of population characteristics rather than on the behaviour of the individual series. Examples occur in experimental biology, environmental sciences and economy, with independent replicates of the same process appearing through the observation of a single series in a number of locals (the locals being sufficiently apart to be treated as independent) or the application of a treatment to a number of individuals (behaving independently of the others).
The analysis of replicated time series when the inferential focus is on the dependence of the mean response on time, experimental treatment or other explanatory variables is well documented in the literature and usually referred to as longitudinal data analysis (Diggle and al-Wasel, 1997) . However, statistical analysis of replicated time series when the mean response is constant (or not of interest) and the inferential focus is on the stochastic variation about the mean has received little attention, in particular for time series of counts. In the context of replicated Gaussian time series the works of Azzalini (1981 Azzalini ( , 1984 and Dégerine (1987) should be mentioned.
The usual linear models for time series, the well known ARMA models, are suitable for modelling stationary dependent sequences under the assumption of Gaussianity, which is inappropriate for modelling counting processes. Thus, motivated by the need of modelling correlated series of counts, several models for integer valued time series were proposed in the literature, in particular the INteger-valued AutoRegressive (INAR) processes proposed by Al-Osh and Alzaid (1987) and Du and Li (1991) . These processes have been considered as the discrete counter part of AR processes, but their highly nonlinear characteristics lead to some statistical challenging problems, namely in parameter estimation.
In this paper, the replicated INAR process, denoted by RINAR process, consisting of independent replications of INAR time series is considered. We address the problem of parameter estimation using several methods that can be classified into two main approaches: the estimating functions framework and Bayesian methods. The theory of estimating functions 1 proposed by Godambe (1960) provides a unified approach to the usual estimation methods in time series analysis, such as Yule-Walker equations, Conditional Least Squares, Conditional Maximum Likelihood in the time domain and the Whittle criterion in the frequency domain. Among these, the Conditional Least Squares estimators with a particular set of weights lead to optimal estimators within the class of linear estimating functions. Expressions for the asymptotic standard errors of the estimates are obtained whenever is possible and in particular, the information matrix for Conditional Maximum Likelihood is computed. Alternatively, we consider Bayesian methods, which have been widely applied in the time series context and have played a significant role in recent developments. However, these methods have not yet been successfully applied to the INAR (and other related) processes, although Congdon (2003) refers the possibility of using the WinBugs Bayesian package for these models.
This work is organized as follows: in Section 2 we define the replicated INAR, RINAR, processes. In Section 3 we propose several estimation methods from both the classical and the Bayesian approaches and in the time and frequency domain and study the asymptotic properties of the estimators. In Section 4 we conduct a simulation study to assess and compare the performance of the small sample properties of the proposed estimators. Finally, in Section 5 we apply the RINAR model to a set of data concerning sunspot data.
Replicated INAR Process
Consider a non negative integer-valued random variable X and 2 [0,1], and define the generalized thinning operation, hereafter denoted by F*_, as
where {Y j }, j = 1, . . . , X, is a sequence of independent and identically distributed nonnegative integer-valued random variables, independent of X, with finite mean and variance s 2 . This sequence is called the counting series of * X. Note that Steutel and Van Harn (1979) firstly defined the binomial thinning operation, in which {Y j } is a sequence of Bernoulli random variables. For an account of the properties of the thinning operation see Gauthier and Latour (1994) and Oliveira (2004, 2005) .
A discrete time positive integer valued stochastic process, {X t }, is said to be an INAR ( p) process if it satisfies the following equation ; 2. all counting series of i * X tji , i = 1, . . . , p, {Y i, j }, j = 1, . . . , X tji , are mutually independent, and independent of {e t }, and such that E[
3 ]= i ; 3. 0 e i < 1, i = 1, . . . , p j 1, and 0 < p < 1.
The existence and stationarity conditions for the INAR(p) processes is that the roots of z p j 1 z pj1 j . . . j pj1 z j p = 0 lie inside the unit circle (Du and Li, 1991) or equivalently that P p j¼1 j < 1; (Latour, 1997 (Latour, , 1998 . Probabilistic characteristics of the INAR models, in terms of second and third order moments and cumulants, have been obtained by Oliveira (2004, 2005) . Now, consider a replicated time series data set {X k,t : k = 1, . . . , r; t = 1, . . . , n}, where X k,t denotes the kth time series observed at t = 1, 2, . . . , n. We assume that all the replicates have the same length, since this seems the most common case in practice. We define a RINAR(p) model for the replicated time series {X k,t } as
where * is the (generalized) thinning operation and {e k,t } is a set of independent, integervalued random variables with means E[e k,t ] = m e,k and variances Var[e k,t ] = s e,k 2 . Here, we consider only Poisson RINAR(1) processes, with p = 1, 1 = 2 ]0, 1[, * the binomial thinning operation where the counting series, {Y i, j (k) }, are a set of Bernoulli random variables with P(Y i, j (k) = 1) = 1 j P(Y i, j (k) = 0) = , and {e k,t } is a sequence of independent Poisson distributed variables with parameter !, independent of all counting series.
The replicated RINAR(1) process thus defined has mean and autocovariance function given by
respectively. The spectral density function can be written as
Estimation of the Parameters
In this section we consider the estimation of the unknown parameters, q = [, !]
T , in the Poisson RINAR(1), from the observation matrix X r,n defined as follows: X r;n ¼ ½x 1;n ; x 2;n ; . . . ; x r;n T ¼ "
The methods under study are the method of moments (Yule-Walker equations), Conditional Least Squares (weighted and unweighted), Conditional Maximum Likelihood and Whittle criterion, which may be included in the unifying estimating functions framework and Bayesian methodology.
Yule-Walker Estimation
Let k ðjÞ ¼ 1 n P nÀj t¼1 ðX k;t À X r;n ÞðX k;tþj À X r;n Þ; j 2 Z; be the sample autocovariance function of the kth replicate, x k,n , where X r;n ¼ 1 nr P r k¼1 P n t¼1 X k;t is the overall sample mean, and let& & k ðjÞ ¼ k ðjÞ= k ð0Þ be the corresponding sample autocorrelation function.
Under our hypothesis, we incorporate the extra information brought on by the replicates, averaging over the replicates the sample functions, obtaining
ðX k;t À X r;n ÞðX k;tþj À X r;n Þ; &ð jÞ ¼ ð jÞ ð0Þ :
Thus, for r replicated Poisson RINAR(1) process, the Yule-Walker (method of moments) estimate of can be written aŝ
and an estimator of is ! given bŷ
According to Du and Li (1991) , k ð jÞ and& & k ð jÞ are strongly consistent. Therefore, ð jÞ and &ð jÞ and consequently YW and! ! YW are also strongly consistent estimators. The estimators YW and! ! YW are asymptotically unbiased normally distributed, with respect to n, with variances given by I. Silva (2005a) .
This result generalizes the work of Park and Oh (1997) . Thus, as expected, the replicated observations lead to a variance reduction of the estimators of order 1/r.
Conditional Least Squares Estimation
The Conditional Least Squares (CLS) method, proposed by Klimko and Nelson (1978) , has been widely used in the time series context and, in particular, for estimating the parameters of INAR processes (Du and Li, 1991) . Its application to the estimation of the parameters of the RINAR(1) model is straightforward and is described in Section 3.2.1. However, the fact that the conditional variance of the RINAR(1) process given by
is not constant over time, suggests that we also consider Iterative Weighted Conditional Least Squares estimation, IWCLS. Moreover, since
there is a linear relationship between the conditional mean and variance of the process and IWCLS is a quasi-likelihood estimation method in the sense of Wedderburn (1974) . IWCLS estimators are discussed in Section 3.2.2.
CLS
Let x k,n be the kth replicate INAR(1) process with parameter vector q and let F k;t ¼ F ðX k;1 ; . . . ; X k;t Þ be the s-algebra generated by {X k,1 , . . . , X k,t }. As we have seen, the conditional mean of X k,t given F k,tj1 , is defined in (11) by
Then, the CLS estimator of the parameter vector q is obtained minimizing
Therefore, given r replicates of a Poisson RINAR(1) process in the matrix of observations X r,n , defined in (5), the CLS estimators of and !, are given bŷ
It can easily be seen that the function g given by (11) is such that¯g/¯,¯g/¯! and 2 g/¯¯! satisfy all the regularity conditions of Theorem 3.1 in Klimko and Nelson (1978) . Therefore, the CLS estimators for Poisson RINAR(1) processes are strongly consistent. Moreover, since E[ªe k,t ª 3 ] < 1 for the Poisson distribution, by Theorem 3.2 of Klimko and Nelson (1978) , it follows that the CLS estimators for the Poisson RINAR(1) process are asymptotically normally distributed
and where u 2 (q) = X k,2 j X k,1 j ! is the one-step-ahead linear prediction error (I. Silva, 2005a) .
Also in this case, the variance of the estimators is reduced by a factor of 1/r due to the presence of the replicates.
IWCLS
The IWCLS estimator of the parameter vector q is obtained minimizing the sum of the squared error between each observation and its conditional mean, (X k,t j g(q, X k,tj1 )) 2 , weighted by the inverse of the conditional variance, 1=V V ðq q; X k;t À 1 Þ:
Thus, the IWCLS estimate of q is obtained by minimizing iteratively Q W (q), defined as
As initial values, ð0Þ and! ! ð0Þ ; for and! !; respectively, we choose a set of consistent estimates for instance, Conditional Least Squares estimates. At iteration i the weights in (17) are updated with ðiÀ1Þ and! ! ðiÀ1Þ ; and new estimates of the parameters, ðiÞ and ! ! ðiÞ ; are successively obtained, until convergence is achieved. The structural relationship between INAR(1) processes and subcritical branching processes (Dion et al., 1995) , suggests the use of the Weighted Conditional Least Squares method (Winnicki, 1988; Wei and Winnicki, 1989) , with a set of weights given by ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 1 þ X k;tÀ1 p : However, the former approach proposed here is to be preferred since it can be proved that the associated estimating function ÉðqÞ ¼ @Q W @q ; is an unbiased and regular estimating function. Therefore,IWCLS is an optimal estimator within the class of linear estimating functions. Brännäs (1995) stated that for one replicate of a stationary Poisson INAR(1) process, the consistency and asymptotic normality of the IWCLS estimator follow directly from the work of Godambe (1960) , Wooldridge (1994) . Moreover, Freeland and McCabe (2004) has obtained an approximate expression for the asymptotic variance of the IWCLS estimator, which is correct up to a constant. Thus, these properties are easily extended to the IWCLS estimator in the Poisson RINAR model framework.
Conditional Maximum Likelihood Estimation
The conditional likelihood function of the r replicates from a Poisson INAR(1) process is the convolution of the distribution of the innovation process and that resulting from the binomial thinning operation, Bið; X tÀ1 Þ (Johnson and Kotz, 1969; Al-Osh and Alzaid, 1987; Freeland and McCabe, 2004) . Thus, given an initial value x k,1 = [X 1,1 , X 2,1 , . . . , X r,1 ], the conditional likelihood function of the RINAR(1) process is given by the following expression
where
The Conditional Maximum Likelihood (CML) estimator,q q; is obtained maximizing L(X r,n ,qªx k,1 ), or equivalently, the conditional log-likelihood function
log PðX k;t jX k;tÀ1 Þ:
The CML estimates satisfy the following equation, obtained cancelling the derivatives (19) and (20).
If we eliminate one of the parameters in (21), say CML ; then ' 0 ! in (20) can be written as a function of only ! and the estimate! ! CML can be found by iterating ' 0 ! : Franke and Seligmann (1993) and Franke and Subba Rao (1995) have shown that, for stationary Poisson INAR(1) processes and under some regularity conditions (that are satisfied by the Poisson law), the CML estimates are consistent and asymptotically normal. Since these properties are easily extended to the estimators of the Poisson RINAR model parameters we may write
where i is the Fisher information matrix whose elements are the expectation of the second-order derivatives of the log-likelihood function of the process, given by the following expressions (N. Silva, 2005b )
Noting that the second derivatives are functions of (X k,t , X k,t j 1 ), we obtain for the elements of i
similarly,
X þ1 X þ1
The elements of matrix i are calculated truncating the infinite sums to m, which corresponds to substituting the sample space, {0,1,...} of X k,t by the sample space {0,1, . . . ,m}. The value for m is selected so that P(X t > m) < 10 j15 . These elements may also be computed using numerical derivatives.
Whittle Estimation
In this section we consider a frequency domain estimation procedure based on the Whittle criterion. This approach was originally proposed by Whittle (1953 Whittle ( , 1954 for Gaussian processes and further investigated by several authors (Walker, 1964; Hannan, 1973; Rice, 1979; Dzhaparidze and Yaglom, 1983) . It has been used in many situations: Fox and Taqqu (1986) , Sesay and Subba Rao (1992) , Subba Rao and Chandler (1996) and Oliveira (2004, 2005) . The main motivation for the Whittle criterion is the fact that the spectral density function of a process may be easy to obtain whereas an exact likelihood may not. Thus, Whittle proposed to represent the likelihood of a (Gaussian) stochastic process via its spectral properties.
Although the Whittle criterion is usually considered an approximation to a Gaussian likelihood, it may also be obtained as an approximation for the likelihood function of collections of sample Fourier coefficients for several classes of processes, namely for non-Gaussian mixing processes (Dzhaparidze and Yaglom, 1983; Chandler, 1997) . Thus, the use of Whittle estimation in the content of RINAR processes is justified by the fact that these processes belong to the class of non-Gaussian mixing processes, as we show in the following. It suffices to argue the proof for INAR processes since RINAR processes are independent repetitions of these processes.
A stochastic process {X t } belongs to the class of non-Gaussian mixing processes if the following conditions are satisfied: (NGMP1) X t is strictly stationary; (NGMP2) X t has finite absolute moments of all orders, i.e.,
(NGMP3) Let C k (s 1 , . . . , s kj1 ) be the kth-order cumulant of the X t process, then
Note that (NGMP3) is a mixing condition on X t that guarantees a fast decrease of the statistical dependence between X t and X t +s as s Y 1. Now, condition (NGMP1) follows from Corollary 1 of Dion et al. (1995) , which states that a stationary INAR (p) process is strictly stationary. To prove condition (NGMP3) it is sufficient to prove that an INAR process is strongly mixing. Well, the INAR (p) process defined in (2) may be written as a p-dimensional INAR(1) process and, moreover if 0 < i < 1 for i = 1, . . . , p, and 0 < P(e t = 0) < 1, then any solution of the equation satisfied by the p-dimensional INAR(1) process is an irreducible and aperiodic Markov chain on N p 0 (Lemma 3 of Franke and Subba Rao (1995) ). Since a Markov chain is irreducible and aperiodic if and only if it is strongly mixing (Rosenblatt, 1971, p. 207) , we obtain that the INAR is strongly mixing and therefore satisfies condition (NGMP3). Finally, since the absolute cumulants are summable, all the cumulants of the process exist and are finite. Therefore, the moments of all orders of an INAR process exist and are finite because the existence of the cumulants is equivalent to the existence of the moments (Rosenblatt, 1983) . Thus, the condition (NGMP2) is satisfied by INAR models.
Now, if a model is a non-Gaussian mixing process then the periodogram ordinates, I( I ), at the Fourier frequencies, ! j = 2pj/n, j = 1, . . . ,[n/2], are asymptotically independent random variables, distributed as f (! j ) c 2 2 /2 variates, where f ( I ) is the spectral density function of the process (Brillinger, 2001, p. 126) . Then, the probability density of the variables I(! j ), denoted by p I (I(! j )), j = 1, . . . , [(n j 1)/2], is asymptotically given by
The last equation, (26), is a discrete version of the Whittle criterion, up to a constant. Thus, for RINAR processes, we obtain the Whittle estimate of q by minimizing
where f (! j ) is the value of the spectral density function at the Fourier frequency ! j = 2p j/n, for j = 1,..., [n/2] and " I Ið! j Þ is the sample mean periodogram ordinate at the same frequency,
Dzhaparidze and Yaglom (1983) proved the consistency and asymptotic normality of Whittle estimators for non-Gaussian mixing processes. However, the asymptotic variance of ðWHT À qÞ depends on the fourth-order cumulant spectral density function, that is very difficult to obtain.
Bayesian Estimation
In this section, we consider a Bayesian analysis of the parameters of the RINAR(1) model. For this analysis prior distributions of the parameters and ! are needed. In the context of the RINAR(1) model under study, we consider the conjugates of the Binomial and Poisson distributions and thus, P Beta(a,b), a, b > 0 and ! P Gamma(c,d), c, d > 0. Assuming independence between and !, the prior distribution of (, !) is proportional to The posterior distribution of (, !) can be written as pð!; jX r;n Þ / LðX r;n ; jx k;1 Þ pð!; Þ
where L(X r,n ªx k,1 ) is given by (18) and p(, !) by (28). The complexity of p(, !ªX r,n ) does not allow us to get the marginal distribution of each of the unknown parameters and thus we cannot calculate the posterior mean value of and !. Thus, we use a Markov Chain Monte Carlo (MCMC) methodology to sample from (29). For the Gibbs sampling algorithm (Gelfand and Smith, 1990) , we need to derive the full conditional posterior distribution of each unknown variable. Thus, using the expression (29), the full conditional of ! is given by pð!j; X r;n Þ ¼ pð!; jX r;n Þ pðjX r;n Þ Â / exp½Àðdþðn À 1ÞrÞ!! 
It is interesting to note that when a gamma prior is used for !, the full conditional posterior density function of ! is a linear combination of gamma densities and if a beta distribution for is considered, the full conditional distribution of , is a linear combination of beta densities.
Monte Carlo Simulation Study
The purpose of the simulation study presented in this section is twofold: to study and compare the small sample properties of the different estimators and to assess the effect of the replicates in the estimates.
We consider r = 1, 10, 20 replicates of time series of n = 25, 50, 100 observations, generated by INAR(1) models for the following set of parameters values = 0.1, 0.3, 0.7, 0.9 and ! = 1 and 3. For every possible combination of the parameters and !, 500 sets of r replicates of length n are simulated and the sample mean, variance and mean squared error of the estimates are calculated. The main reason for choosing a Monte Carlo study based on 500 repetitions is the extremely large amount of time need for the computation of Bayes estimates.
The asymptotic variance of YW, CLS and CML estimators, as given by Equations (8), (9), (15), (16), (22 Y 25), is also provided for comparison purposes.
The Yule-Walker estimates (YW) for and ! are obtained from equations (6) and (7) and the Conditional Least Squares estimates (CLS) are calculated from the normal equations given in (12) and (13). The Iterative Weighted Conditional Least Squares estimates (IWCLS) are computed as described in 3.2.2 and using the MATLAB function lsqnonneg to minimize (17). The Whittle estimates (WHT) of and !, are obtained using the constrained minimization algorithm implemented in the MATLAB function fmincon. This algorithm finds a constrained minimum of a function of several variables (here the function is given in (27)) by a Sequential Quadratic Programming method. The CLS estimates are chosen as initial values for the algorithm. The constraints considered are 0 < < 1 and ! > 0. The Conditional Maximum Likelihood estimates (CML) of the parameters and ! are computed from equation (21), as explained in Section 3.3, and using a bisection method to find the zero solution of (20). To calculate the Bayesian estimates (Bayes), we run the Gibbs sampler algorithm with initial value = CLS . In order to sample from full conditionals which are not log-concave densities, we have to use the Adaptive Rejection Metropolis Sampling -ARMS- (Gilks and Best, 1987) , inside the Gibbs sampler. To reduce autocorrelation between MCMC samples, we considered only samples from every 20 iterations. Among these, we ignored the first 1100 samples with the Whittle criterion to avoid this. On the other hand, CML and Bayes estimates always lie in the admissible range. Numerical results are presented only for the models with = 0.1, 0.3, 0.9 and ! = 1, in Tables 1Y6, since these illustrate well the following overall conclusions. The estimates for and ! present sample mean biases and variances which decrease both with the sample size n and the number of replicates, r, in agreement with the asymptotic properties of the estimators: unbiasedness and consistency.
Also, it can be noted that the absolute sample biases are larger for larger values of and !, and for a fixed , the sample variance of! ! increase with !. Furthermore, in Table 5 . Sample means, sample standard deviations, theoretical standard deviations (in brackets) and sample root mean square error for = 0.9, ! = 1.
(, !) = (0.9, 1.0) r n general, presents negative sample mean biases for all the estimation methods regardless of the size and number of replicates, indicating that is underestimated, whilst the estimates for ! shows positive sample biases, indicating overestimation for !. The YW estimates, among all the methods, present the larger sample biases. For < 0.5, the CLS, IWCLS, CML and WHT estimates of and ! present the lower sample Table 6 . Sample means, sample standard deviations, theoretical standard deviations (in brackets) and sample root mean square error for = 0.9, ! = 1.
(, !) = (0.9, 1.0) r n! Generally the asymptotic and the sample standard deviations of the estimators are comparable and are, in fact, quite similar for larger values of n and/or r. However, it is noticeable that CML asymptotics are rather conservative, except for when is large.
Boxplots of the sample bias are presented in Figures 1Y3 . The boxplots indicate that the marginal distributions of the estimators are, generally, symmetric in agreement to the theoretical results. However, for small sample sizes there is evidence of departure from symmetry in the marginal distributions, specially for values of the parameters near the nonstationary region. The above conclusions are the same for other values of the parameter !.
Example
Sunspots are magnetic regions on the Sun that appear as dark group of spots on its surface with many shapes and forms. The spots change from day to day, even from hour to hour, and vary in size, from small dot (pores) to large spots groups covering a vast area of the solar surface, which after a time get smaller and disappear. The time from birth to death of a sunspot group varies from a few days to six months, with the median less than two weeks.
Sporadic naked-eye observations exist in Chinese dynastic histories since 28 BC. Telescopic observations of sunspots have been made in Europe since 1610 AD. Modern systematic measurements of sunspots began in 1835. In order to quantify the results of the observations, Rudolf Wolf introduced, in 1848, the Relative Sunspot Numbers (now referred to as the International Sunspot Numbers) as a measure of sunspots activity. Recently, Hoyt and Schatten (1998) have introduced the Group Sunspot Number, that uses the number of sunspot groups observed, rather than groups and individual sunspots.
Here, we consider number of sunspot groups available on-line at the National Geophysical Data Center (http://www.ngdc.noaa/gov/), in the section about Solar Sunspot Region. The data consists of the total number of sunspot groups per week, during two years (1990Y1991), in a total of n = 104 observations, registered in two solar observatories: National Geophysical Data Center at Boulder (Colorado, USA) and Palehua Solar Observatory (Hawaii, USA). Figure 4 shows the two series with the corresponding sample autocorrelation functions and sample partial correlation functions.
Note that the number of sunspot groups in a week can be considered as the number of sunspot groups existing in the previous week that have not disappeared, with probability plus the new spot groups that appear in the current week. For the Palehua series, the analysis of the correlogram and partial correlogram indicates a first-order model. The choice of p = 1 is corroborated by the AICC criterion for order selection in INAR models (I. Silva, 2005a) , which attains a minimum value of 403.32 for p = 1, when p is allowed to vary up to 10. On the other hand, for the Boulder series, the correlogram and partial correlogram indicate orders 1 and 3 as candidates for the order of the model. In this case, the AICC criterion gives a minimum value 383.2491 for p = 1 versus a value 404.8081 when p = 3. In addition, the variance of the residuals (when the parameters of the model are estimated by constrained Whittle criterion) is 17.6546 for the INAR(1) model and 17.9486 for the INAR(3) model. Therefore, we find that a first order model is suitable for both series. Further, considering that both observatories are observing the Sun we assume that the same INAR(1) model is appropriate for both series. Thus, although these series may present some degree of dependence, we consider that the series are a realization of a Poisson RINAR(1) process with r = 2 replicates. The parameters, (, !), are estimated by the methods proposed in the previous sections and presented in Table 7 .
In order to verify the goodness-of-fit of the RINAR(1) to the observations, we calculate the sample correlogram and sample partial correlogram for the residuals defined as res M;t ¼ X k;t À M X k;tÀ1 À! ! M ; Figure 3 . Boxplots of the biases for = 0.9, ! = 1, r = 1, 10, 20, n = 100.
where k = 1,2; t = 2 , . . . , 104 and M represents the estimation method. The usual randomness tests for the standardized residuals Res M;t ¼ res M;t À res M ' ' res M ; Figure 4 . Number of sunspot groups per week, during two years (1990Y1991) registered in two solar observatories and sample autocorrelation and sample partial autocorrelation functions. where res M is the sample mean of the residuals and' ' res M is the sample standard deviation of the residuals, do not reject the hypothesis of uncorrelatedness. Thus, the RINAR(1) process is a reasonable model for the description of the data.
