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ABSTRACT
The study of complex brain networks, where the brain can be viewed as a system
with various interacting regions that produce complex behaviors, has grown tremen-
dously over the past decade. With both an increase in longitudinal study designs, as
well as an increased interest in the neurological network changes that occur during the
progression of a disease, sophisticated methods for dynamic brain network analysis
are needed.
We first propose a paradigm for longitudinal brain network analysis over patient
cohorts where we adapt the Stochastic Actor Oriented Model (SAOM) framework
and model a subject’s network over time as observations of a continuous time Markov
chain. Network dynamics are represented as being driven by various factors, both
endogenous (i.e., network effects) and exogenous, where the latter include mechanisms
and relationships conjectured in the literature. We outline an application to the
resting-state fMRI network setting, where we draw conclusions at the subject level
and then perform a meta-analysis on the model output.
As an extension of the models, we next propose an approach based on Hidden
Markov Models to incorporate and estimate type I and type II error (i.e., of edge
status) in our observed networks. Our model consists of two components: 1) the
viii
latent model, which assumes that the true networks evolve according to a Markov
process as they did in the original SAOM framework; and 2) the measurement model,
which describes the conditional distribution of the observed networks given the true
networks. An expectation-maximization algorithm is developed for estimation.
Lastly, we focus on the study of percolation - the sudden emergence of a giant
connected component in a network. This has become an active area of research, with
relevance in clinical neuroscience, and it is of interest to distinguish between different
percolation regimes in practice. We propose a method for estimating a percolation
model from a given sequence of observed networks with single edge transitions. We
outline a Hidden Markov Model approach and EM algorithm for the estimation of the
birth and death rates for the edges, as well as the type I and type II error rates.
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1Chapter 1
Introduction
The study of complex brain networks, where the brain can be viewed as a system with
various interacting regions that produce complex behaviors, has grown tremendously
over the past decade. Networks are becoming a popular model to illustrate both the
physiological connections (structural networks) and the coupling of dynamic brain
activity (functional networks) linking different areas of the brain. It is within this
paradigm shift that scientists have begun investigating how complex networks behave
in healthy brains and how they are altered in neurological and psychiatric disorders
[Stam, 2014].
Much of the statistical network science tools for analyzing complex brain networks
have been developed for cross-sectional studies and for the analysis of static networks.
However, with both an increase in longitudinal study designs, as well as an increased
interest in the neurological network changes that occur during the progression of
a disease, more sophisticated methods for longitudinal brain network analysis are
needed. In this dissertation, we propose multiple methods for the analysis of complex
networks in neuroscience, and we demonstrate the applicability of our methods on a
variety of brain network data. The layout is as follows.
The second chapter provides some background information on Stochastic actor
oriented models (SAOMs) [Snijders et al., 2010b]. Originally developed in the social
network context, they are a type of model for the purpose of representing network
dynamics. Much of this dissertation focuses on either adapting these models to a
2neuroscience setting or extending these models.
The third chapter focuses on a longitudinal brain network analysis of resting-state
fMRI complex functional networks obtained from participants in the Alzheimers Dis-
ease Neuroimaging Initiative (ADNI) [Mueller et al., 2005]. In performing this analy-
sis, we propose a framework for the longitudinal analysis of complex brain networks.
Furthermore, this framework has significant potential to be used in many applica-
tions, in addition to resting-state data in our Alzheimers disease (AD) study. At the
heart of the proposed framework is the adaptation of SAOMs to the neuroscience
setting. Originally developed in a social network context, these models had not been
previously applied in neuroscience. SAOMs model networks over time as longitudinal
observations of a continuous-time Markov chain on network space. Network dynam-
ics are represented as being driven by various factors, both endogenous (i.e., network
effects, such as triangle formation) and exogenous, where the latter include potential
mechanisms and relationships conjectured in the literature. For example, one could
test whether regions of interest (ROIs) in the same lobe have more of a tendency to
connect or whether certain ROIs that are known to be hubs in the sense that they
connect many different areas of the brain tend to lose connections during AD. We
draw illustrative conclusions at the subject level, and then we perform a meta-analysis
to conduct a comparison between elderly controls and individuals with AD.
The fourth chapter is motivated by the work of the third chapter. The current
SAOM framework assumes the observed network edges are free of type I and type
II error. However, in some settings (such as in a brain network setting), this is an
unrealistic assumption. We propose a hidden Markov model (HMM) based approach
to estimate the error and the parameters in the SAOM. The modeling approach con-
sists of two components: 1) the latent model, which assumes that the unobserved,
true networks evolve according to a Markov process as they did in the original SAOM
3framework; and 2) the measurement model, which describes the conditional distribu-
tion of the observed networks given the true networks. An expectation-maximization
(EM) algorithm has been developed for estimation, with the incorporation of a parti-
cle filtering based sampling scheme due to the enormity of the state space. We have
performed a simulation study that shows our method offers substantial improvement
in the accuracy of parameter estimates when compared to the nave approach of just
fitting a SAOM. We also demonstrate our method on functional brain networks in-
ferred from electroencephalogram (EEG) data, where we have structural connectivity
deduced from diffusion tensor imaging (DTI) data as a predictor in our model, along
with a measure of distance between nodes and several network structure based pre-
dictors.
The fifth chapter pertains to the study of percolation - the sudden emergence of
a giant connected component (GCC) in a network. This has become an active area of
research, with relevance in clinical neuroscience. For example, epileptic seizures are
associated with an explosion of connectivity across the brain [Kramer et al., 2010].
It is possible that the type of phase transition undergone during a seizure may have
impact on the best treatment of epilepsy. This leads us to the important question:
“How can we distinguish between different percolation regimes in practice?” We will
build off of the work of [Viles et al., 2016], but with the goal of estimating a percolation
model from a given sequence of observed networks with single edge transitions. The
birth and death rates for the edges will need to be estimated, as well as the type I
and type II error rates. Similar to the previous project, we are proposing an HMM
based approach with an EM algorithm and particle filtering based estimation routine
for computation.
Lastly, in Chapter 6, we close with a discussion on future research directions
motivated by the work presented in this dissertation.
4Chapter 2
SAOM Background
For Chapters 3 and 4, we adopt the stochastic actor oriented modeling framework
by Snijders et al. for the evolution of complex networks, which are observed at
moments m = 1, ...,M [Snijders et al., 2010b]. In this framework, it is assumed
that the changing network is the outcome of a continuous time Markov process with
time parameter t ∈ T , where the u(tm) are realizations of stochastic digraphs U(tm)
embedded in a continuous-time stochastic process U(t), t1 ≤ t ≤ tM . Let Ω be the
node set, which is assumed to be the same for all observation moments. The totality
of possible networks on Ω is the state space, and the discrete set of true networks are
snapshots of the network state during this continuous period of time. In other words,
many changes are assumed to happen sequentially between what is being observed,
and the process unfolds in time steps of potential varying lengths [Snijders et al.,
2010b].
When dealing with directed networks, which is the default in SAOMs, each U(t)
is made up of |Ω| × (|Ω| − 1) possible edge status variables uij, where uij = 1 when
there exists a directed edge from vertex i to vertex j and uij = 0 otherwise. There
are |Ω|×(|Ω|−1)
2
edge status variables in the undirected case. At a given moment, one
probabilistically selected vertex may change an edge, where the decision is modeled
according to a random utility model, requiring the specification of a utility function
(i.e. objective function) depending on a set of explanatory variables and parameters.
Therefore, we are reduced to modeling the change of one edge status variable uij by
5one vertex at a time (a network micro step) and modeling the occurrence of all of
these micro steps over time. The first true network u(t1) serves as a starting value of
the evolution process - the uij are conditioned upon. For each vertex i, the waiting
time until vertex i takes a micro step is modeled by exponential distributions. At any
time point t with current network u(t) = u, each of the vertices has a rate function
λi(δ, u) where δ is a parameter. Therefore, the waiting time until occurrence of the
next micro step by any vertex is exponentially distributed with parameter
λ(δ, u) =
V∑
i=1
λi(δ, u) (2.0.1)
Given that an opportunity for change occurs, the probability that it is vertex i
who gets the opportunity is given by
pii(δ, u) =
λi(δ, u)
λ(δ, u)
(2.0.2)
The microstep that vertex i takes is determined probabilistically by a linear com-
bination of effects. For example, let’s assume that u is the current network and vertex
i has the opportunity to make a network change. The next network state u′ must
either equal u or deviate from u by one edge. Vertex i chooses the value of u′ for
which
fi(u, u
′, γ) + i(u, u′) (2.0.3)
is maximal, where i(u, u
′) is a Gumbel-distributed random disturbance that captures
the uncertainty stemming from unknown factors, and
6fi(u, u
′, γ) =
∑
e
γeSe(i, u, u
′) (2.0.4)
where γe represent parameters and Se(i, u, u
′) represent the corresponding effects.
There are many types of effects one can place in the model. See [Ripley et al., 2011]
for a full list. Some are purely structural effects, such as triangle formation and
reciprocity. Other effects may involve vertex traits, such as gender or smoking status
of the individuals in a social network.
Equation 2.0.4 is the objective function to which we have been referring. It can be
thought of as a function of the network perceived by the focal vertex. Probabilities
are higher for moving towards network states with a high value of the objective
function. The objective function depends on the personal network position of vertex
i, vertex i’s exogenous covariates, and the exogenous covariates of all of the vertices
in i’s personal network. Due to distributional assumptions placed on i(u, u
′), the
probability of choosing u′ can be expressed in multinomial logit form as
exp(fi(u, u
′, γ)∑
u′′
exp(fi(u, u′′, γ))
(2.0.5)
where the sum of the denominator extends over all possible next network states
u′′.
For each set of model parameters, there exists a stationary distribution of prob-
abilities over the state space of all possible network configurations. The complexity
of the model does not allow for the equilibrium distribution nor the likelihood of the
network ‘snapshots’ to be calculated in closed form. Therefore, parameter estimates
are obtained either via an iterative stochastic approximation version of the Method of
Moments approach or a Maximum Likelihood approach based on data augmentation
7and stochastic approximation. The RSiena R package is used to estimate and fit the
model [Ripley et al., 2011].
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Longitudinal Network Analysis in
Resting-State fMRI for Alzheimer’s
Disease
3.1 Introduction
Alzheimer’s disease (AD) is the most common neurodegenerative disorder, affecting
millions of people worldwide and accounting for 60-80% of dementia cases. It is a
progressive disease, where symptoms gradually worsen over a number of years. In
its early stages, memory loss is the most salient feature, but in later stages, deficits
spread to areas of cognition such as language, eventually inducing impairments of all
cognitive functions [Win, 2015]. Currently, there is no cure for the disease, but there
is a worldwide effort under way to develop additional agents to reduce the rate of
progression, and ultimately, to prevent it from developing.
Resting-state functional magnetic resonance imaging (rsfMRI) is considered a
promising biomarker for AD. It is a technique that focuses on spontaneous low fre-
quency fluctuations (< 0.1Hz) in the Blood-Oxygen-Level Dependent (BOLD) signal,
and in contrast to task-based fMRI, it is often used to evaluate regional interactions
in the brain that occur when a subject is not performing a task [Lee et al., 2013].
In particular, rsfMRI can detect abnormalities in complex functional brain networks
where functional connections (connections that rely on the coupling between dynamic
activity) are evaluated for all pairs of pre-specified brain regions of interest (ROIs) to
9create an interconnected representation of the brain [Simpson et al., 2013]. In con-
trast to other rsfMRI analytic methods that are more widely used (e.g. seed-based
functional connectivity and independent component analysis), graph-based network
analyses allow one to visualize the overall connectivity pattern among all ROIs, quan-
titatively assess differences in global network structure, and investigate how different
modules (i.e. interconnected clusters of ROIs) interact with one another [Simpson
et al., 2013]. A great deal of evidence now supports the theory that the brain is a
system of interacting regions that produce complex behaviors. Understanding brain
development and causes of neurological disorders, such as AD, as well as developing
more effective treatments, require not just gaining knowledge about separate com-
ponents in the brain, but also studying how these components interact [Telesford
et al., 2011,Sporns, 2014,Mesulam, 1990,Bressler and Menon, 2010]. It is within this
paradigm shift that scientists have begun investigating how functional networks be-
have in healthy brains and are altered in neurological and psychiatric disorders [Stam,
2014].
There are several reports in the literature on resting-state complex functional
network changes in those with Mild Cognitive Impairment (MCI) and AD. For ex-
ample, researchers have reported on changes in network characteristics such as path
length, clustering, node centrality, hubs, and modularity [Greicius et al., 2004,Wang
et al., 2010, Supekar et al., 2008]. However, most of what has been studied thus far
has been at one time point on several global summary measures. The potential to
conduct longitudinal complex network analysis remains largely untapped. With the
growth of AD initiatives that are collecting and providing access to neuroimaging data
over time on many subjects, such as the Alzheimer’s Disease Neuroimaging Initia-
tive (ADNI) [Mueller et al., 2005] and the National Alzheimer Disease Coordinating
Center (NACC) Database [Beekly et al., 2004], a natural next step is to assess lon-
10
gitudinal neurological network changes occurring during the progression of AD and
to compare these disease-related changes to network changes in a cohort of healthy
aging controls. We should note that longitudinal ‘network’ analyses have occasionally
been performed, but the researchers define networks based on independent compo-
nent analysis (instead of the graph theoretical approach that we are focused on here),
and their analysis consists of only two time points [Bai et al., 2011,Damoiseaux et al.,
2012].
In this chapter, we conduct a longitudinal brain network analysis on resting-state
fMRI complex functional networks obtained from participants in ADNI. In doing so,
we propose a paradigm for the longitudinal analysis of complex brain networks. Al-
though we concentrate on rsfMRI functional networks, our paradigm can be used in
various applications. The heart of the framework is the adaptation of SAOMs to the
neuroscience setting. SAOMs are designed to capture network dynamics representing
a variety of influences on network change in a continuous-time Markov chain frame-
work [Snijders et al., 2010b]. In other words, they are designed to quantify and test
the influence that specific traits of the ROIs or specific network structures have on
which connections will form or dissolve. To the best of our knowledge, these models
have not yet been used in neuroscience. Originally developed in the social network
setting, SAOMs revolve around the notion that the ‘actors,’ or nodes in the network,
are in control of the edges they create and dissolve over time. As described in chapter
2, the nodes make changes to edge status subject to an objective function; a linear
combination of effects that can be either functions of the network itself (endogenous
effects, such as triangle formation) or characteristics of the nodes themselves (ex-
ogenous effects), with the latter including potential mechanisms and relationships
conjectured in the literature. For example, an endogenous effect that one may wish
to test is whether two ROIs are more likely to connect if they already have a mu-
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tual connection with another ROI. An example of an exogenous effect one may test
is whether ROIs involved in executive function are more likely to connect to other
ROIs involved in executive function. Importantly, this framework lends itself to the
testing of such hypotheses through the estimation of parameters expressing possible
influences on network changes [Snijders et al., 2010b].
Given existing literature that indicates brain regions often change functional con-
nections as a compensatory mechanism [Gardini et al., 2015,Etkin et al., 2009,Simp-
son and Laurienti, 2015] or that ‘hub’ regions shift which regions they communicate
with based on instructions for the task at hand [Cole et al., 2013], an ‘actor-oriented’
or ’node-oriented’ approach is well-motivated and appealing. Not only is this frame-
work that we are proposing to analyze our data intended to model and draw inference
from fully constructed longitudinal whole-brain networks, which is a novel contribu-
tion in itself, but the models allow for a wide variety of hypotheses to be tested
through the many effects that can be incorporated. In fact, in using SAOMs, we
are able to assess the effect of a given mechanism while controlling for the possible
simultaneous operation of other mechanisms or tendencies (e.g. clustering, ROIs in
the same lobe connecting, etc), which may be competing and even complementary.
With much of the existing literature on complex network analysis in neuroscience
focusing on a single effect at a time, these models offer new insight by allowing for
the adjustment and testing of multiple effects at once. This SAOM framework al-
lows researchers to delve in, disentangle, and identify which mechanisms are driving
network change over time (as opposed to focusing on different network characteris-
tics individually), which is sure to offer new insights into processes involved in both
normal brain development and also in various brain disorders.
Figure 3.1 outlines the framework we use to analyze our resting-state functional
networks. We begin with rsfMRI data collection for i = 1, ..., N subjects over each
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of their Mi longitudinal observation moments (e.g. study visits). The next stage is
network construction, using one of the many methods existing in the literature; all
of which are largely driven by the type of neuroimaging data being analyzed. After
network construction, hypotheses must be formalized and paired with effects that
can be placed into the SAOMs, and the models are fit to each individual subject’s
longitudinal series of networks. The final step is to perform a meta-analysis on the
model output, allowing one to formally test a number of current hypotheses and draw
conclusions at the group level. Each of these steps requires careful attention, and the
real challenge lies in formulating hypotheses and creating effects in ways that are both
statistically sound and well grounded in neuroscience theory.
In Section 3.2, we describe each of the above steps in more detail in the context
of our study and data. Then, in Section 3.3.1, we report illustrative results for two
of our subjects. In Section 3.3.2, we present the results of a meta-analysis where we
formally test a number of current hypotheses in the AD literature. Lastly, we end
with a brief discussion in Section 3.4.
Figure 3·1: Flow chart of proposed framework for longitudinal com-
plex brain network analysis.
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3.2 Methods
3.2.1 Subjects and fMRI
Subjects
Data used in the preparation of this article were obtained from the ADNI database
(adni.loni.usc.edu). The ADNI was launched in 2003 as a public-private partnership,
led by Principal Investigator Michael W. Weiner, MD. The primary goal of ADNI
has been to test whether serial MRI, positron emission tomography (PET), other
biological markers, and clinical and neuropsychological assessment can be combined
to measure the progression of MCI and early AD. ADNI was originally slated as a 5
year endeavor, but was extended by a 2-year Grand Opportunities grant in 2009 and
a renewal of ADNI (ADNI-2) in October 2010 through to 2016, with enrollment of
an additional 550 participants [Mueller et al., 2005]. For up-to-date information, see
www.adni-info.org.
All of our subjects are participants of ADNI-2. ADNI-2, in general, has subjects
who are classified as having normal cognitive status, MCI, or AD. Subjects were as-
signed to a diagnostic group by ADNI site investigators at screening and baseline
visits. Subjects also had data collected over a series of visits that include screen-
ing/baseline, 3 months, 6 months, one year, and occasionally two years. Resting-state
fMRI data are known to contain a substantial amount of noise, related to factors like
cardiac and respiratory signals [Lee et al., 2013]. Additionally, the number of sub-
jects with resting-state fMRI scans was somewhat limited due to the selection criteria
employed. Accordingly, in order to maximize the ratio of signal to noise, we chose to
focus on a comparison of two extremes, selecting patients who are of either normal
cognitive status (controls) or who have been classified as having AD (cases). When
selecting subjects, we only chose those that had at least two visits with resting-state
fMRI scans, and additionally, we tried to limit the number of subjects who had non-
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monotone missingness (i.e. subjects who have missing observations and then return
and have non-missing information at a later time point). With these inclusion criteria,
we have a sample of 25 controls and 21 cases.
Resting-state fMRI
Functional communication between brain regions is highly important in complex cog-
nitive mechanisms, and resting-state fMRI (rsfMRI) has drawn much interest in recent
years. In the past, functional communication was typically looked at in fMRI using
task-based or stimulus-driven paradigms, while fMRI at rest was interpreted to have
no meaning and was just ‘background noise’. However, it is now widely recognized
that the brain is never silent [Sporns, 2013]. Rather, it is always engaged in anatom-
ically structured and meaningful neural activity, and is shown to not only be altered
in neurological or psychiatric diseases, but also during healthy aging [Damoiseaux
et al., 2008, Andrews-Hanna et al., 2007, Mathys et al., 2014]. Resting-state fMRI
also has its advantages in that it allows functional data to be acquired in patients
with a wide range of cognitive abilities, it avoids performance related variability of ac-
tivation fMRI studies, and it is less complicated to acquire and standardize [Fleisher
et al., 2009].
Data Acquisition and Pre-processing
Structural scans were acquired on 3T Phillips System scanners using the 3D MPRAGE
protocol and rsfMRI protocol developed by ADNI (http://adni.loni.usc.edu/methods/
documents/mri-protocols/). The MPRAGE scans were acquired in the sagittal plane
using the following parameters: TR/TE 3000/4 ms; flip angle 8◦ - 9◦; section thick-
ness 1.2 mm; 170 sagittal slices. Functional data were acquired while subjects focused
on a dot in the middle of the screen, per the ADNI protocol. The rsfMRI sequence
consisted of a seven-minute functional run acquired in the axial plane using a T2*-
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sensitive gradient-recalled, single-shot echo-planar imaging pulse sequence (TR/TE
3000/30 ms, FoV = 212 mm, flip angle 80◦, matrix size 64 × 64, inplane resolution
3.3 mm × 3.3 mm). Each volume consisted of 48 slices parallel to the bicommissural
plane (slice thickness 3.3 mm, no gap), and each functional run was comprised of 140
volumes.
Freesurfer software (surfer.nmr.mgh.harvard.edu version 5.3) was used to par-
cel and label the structural MPRAGE scans of each of the subjects [Desikan et al.,
2006]. The software identified grey matter regions in the cortex and sub-cortex. The
results were checked for accuracy manually. Sixty-four grey matter regions of inter-
est (ROIs) from the cortex and sub-cortex were chosen from these labels, excluding
those highly susceptible to field distortions. Please refer to Appendix A for a full
list. All of the rsfMRI scans were visually inspected to ensure that they were free
from any artifacts (i.e. pencil beam artifact). No scans were excluded due to ar-
tifact. The fMRI data were preprocessed with motion correction using MCFLIRT,
spatial smoothing with a kernel size of 5 mm, and highpass temporal filtering us-
ing a local fit of a straight line. FMRI Expert Analysis Tool (FEAT; Oxford, UK;
v6.0 http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FSL) was used for this preprocessing [Smith
et al., 2009]. Each rsfMRI sequence was registered to the brain image extracted from
the structural scan by Freesurfer and the resulting rsfMRI sequence was labeled using
the generated Freesurfer ROIs. A mean time series for each ROI was calculated by
averaging all fMRI voxel values within each ROI over time, resulting in 140 time
points calculated for each 7 minute resting state session.
3.2.2 Construction of Brain Networks
We define our functional connection matrix, or |Ω| × |Ω| adjacency matrix of edge
status variables (uij), obtained for each subject at each of his/her scans to be an
undirected binary graph G with |Ω| = 64 nodes. An edge between vertices i and j is
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defined as uij = 1. The edges in the network represent binary undirected functional
connections between regions. To estimate each connection matrix, we first calcu-
lated the Pearson Correlation matrix, where Pearson correlation between two ROIs
is defined as
ρ =
∑
(yn−y¯)(zn−z¯)√∑
(yn−y¯)2
∑
(zn−z¯)2
where ρ is the Pearson correlation coefficient and y¯ and z¯ are the mean values of the
BOLD signal time courses for ROIs y and z respectively. We decided on Pearson
correlation when defining edges given that there is some evidence that, via Test Re-
test analyses, the reliability is highest for Pearson’s-correlation-based brain networks
[Liang et al., 2012]. Please see the discussion section for additional information.
Next, we took the top 20% of Pearson correlation values and defined their corre-
sponding edge status variables to be 1 (i.e. a functionally connected node pair). As is
standard in the literature, we chose to work with positive correlations only [Schwarz
and McGonigle, 2011, Rubinov and Sporns, 2010]. Such thresholding led to equal
edge densities in all subjects and time points, which is important for comparisons of
network topology. In addition, we chose a 20% edge density to be in line with what
would be expected from the edge density of the underlying structural connectivity
which ranges from 10− 30% [Van Wijk et al., 2010]. Out of the 184 total networks in
our analysis, 162 of them are connected as a single connected component at the 20%
threshold. Of the 22 networks that are not completely connected, 14 have only one
ROI that is not included in the giant connected component, and the remaining 8 all
have a very large connected component.
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3.2.3 Stochastic Actor-Oriented Models
Hypotheses and Effects
The specification of a SAOM is done by defining a rate function and an objective
function. The rate function indicates the speed at which the ROIs obtain an oppor-
tunity to change a connection, while the objective function informs which changes are
made when given the opportunity. Following the recommendation of SAOM docu-
mentation, we used a constant rate function without additional rate function effects,
but it is possible to let the rate function depend on individual ROI covariates when
there are important size or activity differences between them. The objective function
we will use involves effects that we have matched to hypotheses we wish to test. We
have outlined each hypothesis we wish to test below, along with its matching effect(s).
It is important to keep in mind that for these models, hypotheses and effects can be
made based on functions of the network topology itself (i.e. endogenous effects), at-
tributes related to pairs of ROIs (dyadic exogenous effects), and attributes related to
individual ROIs (monadic exogenous effects).
Endogenous Hypotheses and Effects
Clustering Hypothesis: Clustering is an indication of segregation in the network.
The clustering coefficient of a vertex is calculated as the ratio of the number of
existing edges between its neighbors and the total number of possible edges. The
global clustering coefficient of a network is computed by averaging the clustering
coefficient of all vertices of the graph, reflecting, on average, the prevalence of clustered
connectivity around individual nodes [Kolaczyk, 2009].
Network analysis of functional connectivity data for healthy individuals has been
characterized by a high clustering coefficient, which is associated with high local
efficiency of information transfer for specialized processing [Schulz et al., 2014]. It is of
18
interest to investigate whether this holds in people with AD. Sanz-Arigita et al. found
no difference in the clustering coefficient in resting-state functional networks between
AD patients and healthy age-matched controls [Sanz-Arigita et al., 2010]. Whereas,
in another resting-state fMRI experiment, Supekar et al. found that the clustering
coefficient was significantly decreased in AD, specifically in bilateral hippocampus,
and could be used to distinguish AD participants from controls with high specificity
and sensitivity [Supekar et al., 2008].
In our study, we look at differences in clustering between cases and controls by
comparing their tendency to form triangles. Not only are triangles a good represen-
tation of clustering, but they are important from a motif standpoint. Network motifs
are of interest because they represent different topological patterns of connections, or
“building blocks” of the network as a whole [Sporns, 2011,Sporns, 2013].
Three-cycles Effect - The tendency of ROIs to connect in a triangular pattern.∑
j,h uijujhuhi
Integration Hypothesis: Another structural characteristic that is often looked at
hand-in-hand with clustering is average shortest path length, a measure of integration.
The shortest path length between nodes i and j (also called distance or geodesic path)
is defined as the minimum number of edges that must be traversed to go from node i
to node j. Short path lengths promote functional integration and efficiency since they
allow for communication with few intermediate steps, minimizing effects of noise or
signal degradation [Sporns, 2013].
Studies have shown that functional networks in AD have longer path lengths -
indicating a less efficient organization of the connectivity. For example, Sanz-Arigita
found that, compared to controls, the average path length of AD resting-state func-
tional networks is closer to the theoretical values of random networks [Sanz-Arigita
et al., 2010]. Moreover, in their study, Xiang et al. analyzed brain networks using
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ADNI resting-state fMRI data that was extracted from normal controls, patients with
early MCI, patients with late MCI, and patients with AD. They found that as cogni-
tive deficits increased across the four groups, the shortest paths in the resting-state
functional network gradually increased as well [Xiang et al., 2013]. Similarly, we would
also like to investigate the notion of distance between ROIs and conduct a comparison
between our cases and controls. We have two effects related to distance.
Number of Distances 2 Effect - Defined by the number of ROIs to whom i is
indirectly tied (through at least one intermediary). When this effect has a negative
parameter, ROIs will have a preference for having few others at a geodesic distance
of 2.
#{j|uij = 0,maxh(uihuhj) > 0}
Between Effect - The tendency for ROIs to position themselves between other ROIs
that are not directly connected to one another.∑
j,h uhiuij(1− uhj)
Lastly, the following endogenous effect is typically included in all SAOMs to
account for the observed density of the networks, so we chose to include it as well. It
represents the basic tendency of ROIs to make connections to other ROIs.
Degree Effect:
∑
j uij (where i, j are vertices and uij = 1 if there is an edge
connecting i and j and 0 otherwise).
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Exogenous Hypotheses and Effects
Segregation Hypothesis: Functional segregation is another concept that appears
quite frequently in the neuroscience literature. Functional segregation in the brain is
the capability for specialized processing to occur within densely interconnected groups
of regions, called clusters or modules [Rubinov and Sporns, 2010]. Modules permit
quick and efficient sharing of information among brain regions that tend to work
together towards a common set of goals, while adhering to their functional specializa-
tion and limiting the spread of information across the entire brain network [Sporns,
2013]. A network’s modular structure is identified (sometimes called community de-
tection) by partitioning the network into groups of nodes, with a greater number
of within-group links, and a lesser number of between-group links [Kolaczyk, 2009].
Unlike most other network measures, the optimal partitioning for a given network is
typically estimated with optimization algorithms, so results tend to vary depending
on study designs and community detection procedures used [Danon et al., 2005].
In their analysis, Salvador et al. constructed resting-state fMRI networks from
average partial correlation matrices from healthy volunteers and found that significant
connections were often local, involving regions in the same lobe and/or closely adja-
cent to each other anatomically [Salvador et al., 2005]. They went on to perform a hi-
erarchical clustering analysis of healthy controls, revealing that the basic hierarchy of
brain functional organization tends to be designated as lobar/sublobar/symmetrical.
In other words, ROIs in the same lobe tend to have more connections between each
other, with symmetrical links between bilaterally homologous regions consistently
expressed at the lowest level of the hierarchy [Salvador et al., 2005].
We would like to control, at the very least, for the fact that ROIs tend to be
connected to ROIs that are anatomically close to them, but we would also like to
explore whether this modular, efficient network structure that is found in healthy
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individuals, tends to break down in people with AD. Given that there is not one
standard set of partitions for the ROIs, and given the results of Salvador et al, we
define groups according to cortical lobes, with the following effect:
Same Lobe Effect- A dyadic effect to represent the tendency for ROIs in the same
lobe to connect. This is our modularity effect.∑
j uijI{ai = aj} where ai indicates the lobe for ROI i.
We would also like to account for the notion that symmetrical links between
bilaterally homologous regions might be more likely to be connected through the
following dyadic effect:
Bilateral Effect:
∑
j uij(bij − b¯) where bij = 1 if two ROIs are bilaterally homolo-
gous and bij = 0 otherwise
Default Mode Network Hypothesis: The final question we would like to address
in our study involves the Default Mode Network (DMN), a network of interacting
brain regions known to have activity highly correlated with one another in resting
state functional networks and much less activity during any attention-demanding task.
Although the exact role of the DMN remains unknown, it is thought to be involved in
monitoring internal stimuli, as well as in maintaining consciousness [Greicius et al.,
2003,Wicker et al., 2003].
In AD, the DMN is thought to be affected by reduced functional connectivity and
atrophy. For example, Sorq et al. analyzed fMRI data from healthy individuals and
patients with high risk for developing AD and found that select areas of the DMN
showed reduced connectivity in the patient group [Sorg et al., 2007]. Several other
studies have also reported similar findings [Greicius et al., 2004, Wu et al., 2011].
Often times the default mode network is identified via independent component anal-
ysis (ICA). ICA separates time course data into a collection of independent signals,
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or components, (without an explicit model) where each component represents a ‘net-
work’ following a similar temporal pattern [Moussa et al., 2012]. Since our framework
is more hypothesis-driven, as opposed to data-driven, we must identify DMN ROIs
prior to modeling and testing. Given that there is some evidence in the literature
that resting state networks (RSNs) identified via graph-based network analyses are
comparable to the corresponding RSNs identified by ICA, with the DMN being one of
the most robust [Moussa et al., 2012], we elect to define DMN ROIs in this manner.
Therefore, we choose to specifically define DMN ROIs to be each of the following in
both the left and right hemispheres of the cerebrum: caudal and rostral anterior cin-
gulate, inferior parietal, middle temporal, posterior cingulate, and precuneus, as these
seemed to be the most consistently identified DMN ROIs in the literature [Buckner
et al., 2008,Laird et al., 2009,van den Heuvel et al., 2009]. We hypothesize that con-
nections between these ROIs will be less likely to exist in cases, compared to controls.
It should be noted that there is much debate on which ROIs make up the DMN, so
while we have decided to use this specific set of ROIs for our primary analysis, other
choices can be argued as well. In fact, we perform a secondary analysis where we
slightly modify this set of DMN ROIs. Both sets of results are reported in section
3.2
DMN Effect- A dyadic effect for the tendency of DMN ROIs to be densely connected
to one another.∑
j xij(wij − w¯), where wij = 1 if two ROIs are in the DMN we have defined and
wij = 0 otherwise
Model Specifications
We fit a SAOM with all of our effects (objective function shown below) separately,
for each pair of consecutive time points and for each of our 46 subjects. This is
effectively performing a sliding window analysis due to the potential non-stationarity
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of our networks. Therefore, a subject will have Mi − 1 sets of parameter estimates
where Mi is the number of visits they had rsfMRI scans.
fi(g, g
′, θ) = θ0
∑
j
uij + θ1
∑
j,h
uijujhuhi + θ2#{j|uij = 0,maxh(uihuhj) > 0}
+ θ3
∑
j,h
uhiuij(1− uhj) + θ4
∑
j
uijI{ai = aj}+ θ5
∑
j
uij(wij − w¯)
+ θ6
∑
j
uij(bij − b¯)
Our model parameters were all estimated using Method of Moments, the default
approach, under the standard options of RSiena (i.e. estimation of the parameters
is based on 4 consecutive and increasingly accurate subphases of the Robbins-Monro
moments estimation algorithm), and standard errors are calculated based on 1000
additional simulation runs. Lastly, all t-ratios for convergence associated with the
individual parameters in our models are less than 0.1 in absolute value, indicating
excellent convergence [Ripley et al., 2011].
3.2.4 Meta-Analysis
After applying the SAOMs on a subject-by-subject basis, in order to aggregate and
contrast the findings from all our ADNI subjects and conduct a group level analysis,
we perform a separate meta-analysis on each parameter. Standard meta-analysis
approaches [DerSimonian and Laird, 1986,Normand, 1999] are not sufficient since we
have multiple estimates for each parameter (one for each pair of consecutive time
points) for each subject. Therefore, we perform a ‘longitudinal’ meta-analysis by
fitting a general linear mixed effects model with some slight modifications [Ishak
et al., 2007].
Suppose, for each parameter, Pi estimates (i.e. one for each time period) are
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collected on subjects i = 1, ..., N . We denote by yi the Pi × 1 vector of observed
estimates from the ith subject and by yij the jth observation from this subject. The
simplest way to account for the correlation between estimates of the same individual is
to allow a random-effect that is common to estimates of the same person. Therefore,
the general linear mixed effects model is given by:
yij = β0 + β1xi + β2pij + β3xi × pij + δi + εij (3.2.1)
where β0 is a fixed intercept, β1 is a fixed slope for case/control status, β2 is a fixed
slope for time period number, β3 is a fixed slope for the interaction between disease
status and time period, xi = 1 for cases and xi = 0 for controls, pij indicates the
time period number (i.e. pij = 1, 2, 3 or 4, where pij = 1, for example, represents
the estimate obtained from fitting the SAOM model to a subject’s first network
to their second network) and δi is a random intercept. We make the assumption
that δi follows a normal distribution with mean 0 and variance D, while εi follows
a multivariate normal distribution with mean 0 and variance Si (where Si is a Pi ×
Pi diagonal matrix with values set to the variances of estimates obtained for each
person). We also assume that cov(εi, δi) = 0 and that observations from different
subjects are independent, so that cov(εij, εkl) = 0 when i 6= k and for any observations
j, l. Therefore, the variance of the marginal distribution of yij is D + Sij, while
the covariance between two estimates collected at times j and l from subject i is
cov(yij, yil) = D.
For each of our models, we collected the parameter estimates of our 6 effects and
fit the meta-analysis in (2.1) for each effect (separately). The models were estimated
by maximum likelihood, using SAS 9.3 and the MIXED Procedure [Singer, 1998]. If
we found the interaction to be non-significant at a conservative α = 0.15 significance
level, we removed it from the model and re-ran the analysis. If the parameter for
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time was then also found to be non-significant at an α = 0.05 significance level, we
went ahead and removed it and re-ran the analysis so that disease status was the only
fixed effect in the model.
3.3 Results
3.3.1 Single Subject
As previously mentioned, our SAOMs must be fit on each individual. A model can
be fit to an individual’s entire longitudinal sequence. However, due to potential
heterogeneity of the influence of our effects, we chose to fit the models to each pair
of consecutive networks in the series (Figure 3.2). For illustrative purposes, in Tables
3.1 and 3.2 we show the results for two subjects. Both are 74 year old females, but
they differ in disease status.
It is important to note that the parameter estimates allow for a caricature of the
rules governing the dynamic change in the network [Steglich et al., 2006]. Because
the temporal progression is taken care of by the rate functions, the parameters in the
objective function are static and are comparable across periods of different lengths of
time. And, as the SAOM authors point out [Steglich et al., 2006], a common misun-
derstanding is that the parameter estimates express tendencies over time. Instead,
they should be interpreted as satisfaction measures that are suitable for explaining
the observed changes.
The parameter estimates for the appearance of three-cycles have relatively large
t-ratios (ratio of estimate to standard error) across all time points for both subjects.
We must interpret individual analyses cautiously based on relative magnitude of t-
ratios, as formal grounds for comparison to the t distribution are not well established.
The estimate for three-cycles is also positive in all cases, indicating that triangle
formation is favored as these networks evolve, controlling for the other effects in the
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model. This suggests a preference for local clustering. Looking closely at the effect
sizes, we see that the individual with AD has slightly smaller parameter estimates
overall, compared to the healthy individual, leading us to wonder whether this is an
indication of clustering breaking down in AD.
The distance two effect expresses network closure inversely. In all cases, we see
a negative parameter estimate (with a relatively large corresponding t-ratio), mean-
ing that ROIs have a preference for forming connections to few other ROIs with a
distance of 2, controlling for the other effects. Another related effect is the between
effect, which represents brokerage, or the tendency for ROIs to form edges that bridge
gaps. The negative parameter estimates for this effect for both individuals, suggest
avoidance of bridging gaps. This, combined with clustering tendencies leads to insular
network structures.
As expected, our results consistently show a very strong tendency for ROIs to
prefer forming connections to their symmetric counterpart in the opposite cortical
hemisphere, and this doesn’t differ between our case and control. Moreover, the
positive parameter estimate for our same lobe effect tells us that ROIs in the same
lobe are more likely to have a functional connection than ROIs that are not in the
same lobe, after adjusting for the other effects in the model.
Lastly, we see a fairly strong positive parameter estimate for our DMN effect
for our healthy subject, but the individual with AD either has less strong positive
estimates or negative estimates. This suggests that the subject with normal cognitive
status has a higher probability of forming a functional connection between two DMN
ROIs than between two ROIs that are not both apart of the DMN, controlling for
the other effects in the model. However, we cannot say the same for the individual
with AD.
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Figure 3·2: An example of the periods the SAOMs are fit to for
individuals.
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Table 3.1: Results for 74 year old female of normal cognitive function
Period 1 Period 2 Period 3 Period 4
Effect Est SE T-Ratio Est. SE T-Ratio Est SE T-Ratio Est SE T-Ratio
Degree -0.1149 0.1586 -0.724 0.3070 0.2667 1.151 -0.2410 0.1727 -1.395 -0.4645 0.1911 -2.431
Three-Cycles 0.1151 0.0175 6.577 0.1285 0.0227 5.670 0.1497 0.0207 7.249 0.1037 0.0188 5.520
Distance 2 -0.1991 0.0366 -5.436 -0.1117 0.0403 -2.776 -0.1288 0.0355 -3.625 -0.2164 0.0412 -5.255
Betweenness -0.1130 0.0185 -6.099 -0.1777 0.0307 -5.779 -0.1168 0.0173 -6.730 -0.0508 0.0204 -2.488
Bilateral 1.8491 0.4156 4.449 1.4669 0.4599 3.189 1.3327 0.4099 3.251 1.1135 0.3820 2.915
Same Lobe 0.3882 0.0875 4.436 0.2921 0.1027 2.843 0.3283 0.0883 3.720 0.1560 0.1061 1.471
DMN 0.3362 0.2232 1.506 0.5218 0.2585 2.019 0.9925 0.2179 4.555 0.2501 0.2461 1.016
Table 3.2: Results for 74 year old female with AD
Period 1 Period 2 Period 3 Period 4
Effect Est SE T-Ratio Est. SE T-Ratio Est SE T-Ratio Est SE T-Ratio
Degree -0.1044 0.2018 -0.5173 -0.7255 0.2186 -3.3188 -0.0467 0.2463 -0.1896 0.3309 0.2558 1.2936
Three-Cycles 0.0955 0.0173 5.5203 0.1000 0.0189 5.2910 0.1817 0.0147 12.3605 0.0733 0.0169 4.3373
Distance 2 -0.1785 0.0352 -5.0710 -0.2994 0.0412 -7.2670 -0.1778 0.0305 -5.8295 -0.2333 0.0346 -6.7428
Betweenness -0.1112 0.0193 -5.7617 -0.0478 0.0217 -2.2028 -0.1114 0.0249 -4.4739 -0.1678 0.0288 -5.8264
Bilateral 2.0173 0.4759 4.2389 1.4326 0.3897 3.6762 0.4000 0.2386 1.6764 3.4913 0.6810 5.1267
Same Lobe 0.1700 0.0747 2.2758 0.4618 0.0893 5.1713 0.1658 0.0925 1.7924 0.3161 0.0841 3.7586
DMN 0.0262 0.2602 0.1007 -0.2263 0.2645 -0.8556 0.1349 0.2224 0.6066 -0.3452 0.4799 0.7193
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3.3.2 Meta-Analysis
Baseline descriptive statistics are reported in Table 3.3. Our control subjects show no
signs of depression, MCI or dementia, with an average Boston Naming Test (BNT)
score of 29 and an average Mini-Mental State Examination (MMSE) score of 29.
AD participants have been evaluated and meet the NINCDS/ADRDA criteria for
probable AD [23] and have an average BNT test score of 24 and an average MMSE
score of 22. Our cases and controls did not significantly differ in age (p-value= 0.8698)
or gender (p-value= 0.5683).
The primary meta-analysis results are shown in Table 3.4. Both the DMN effect
and the same lobe effect substantially differ between cases and controls. Controls have
a positive DMN parameter estimate, indicating a tendency of DMN ROIs to form
connections with one another (p-value< .0001). However, cases show a significant
decrease at the α = .01 level in the estimate (p-value= 0.0104). Controls also have a
positive parameter estimate for the same lobe effect, indicating that ROIs in the same
lobe have a higher probability of forming a connection (p-value< .0001). Meanwhile,
cases show a significant decrease in the estimate (p-value= 0.0134) at the α = .05
significance level. Both cases and controls also show a decrease in the same lobe effect
estimate over time (p-value= 0.0013).
The bilateral effect is positive, indicating a preference for bilaterally homologous
ROIs to connect. However, the effect declines over time in both cases and controls
(p-value= 0.0356). The negative distance 2 parameter suggests that ROIs tend to
shy away from forming connections where they have a geodesic distance of at least 2
with other ROIs.
Both the between effect and the three-cycles effect have a significant interaction
at the α = .15 level between disease status and time period, which makes it difficult
to interpret the main effects of disease status and time period. Figures B1 and B2
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in Appendix B show the mean value of each effect over time, and we can see that
there does appear to be a qualitative interaction. The AD subjects have larger effects
than the controls at their earlier time points but smaller effects than the controls at
the later time points. Both groups appear to decline over time with respect to the
three-cycles effect, but for the between effect, the controls have an increased effect
over time, while the cases have a decreased effect. Again, it is difficult to interpret
these results because of the strong interaction.
As noted in Section 3.2.3, there is some disagreement in the literature on which
ROIs constitute the DMN. Therefore, we have performed a secondary analysis where
we have modified which ROIs we have assigned as DMN ROIs. In this analysis, we no
longer define the caudal anterior cingulate as a DMN ROI, and we add the superior
frontal as a DMN ROI. We keep the remainder of the DMN list (as defined in section
3.2.2) the same. The results of this analysis are displayed in Table 5. We again find a
significant interaction between disease status and time period for the three-cycles and
between effects (plots are shown in Figures S1 and S2 in the supplement). We are no
longer seeing a decrease over time for the bilateral effect at the α = .05 significance
level, so time has been removed from that model. Probably the most notable change
in this analysis is that both the DMN and same lobe effects now have a significant
interaction between disease status and time period at the α = .10 significance level.
The mean values of each over time (for both the primary and secondary analysis)
are shown in Figures B3 and B4 in Appendix B. This gives a clearer picture of what
is happening and one can see that the results actually do not end up looking so
different from the primary analysis. The same lobe effect decreases over time for
both cases and controls in both analyses, and the controls have larger effects over
time compared to the cases in both. For the DMN effect, time does not appear to
play much of a role (i.e. the change in the effect over time is minimal) and controls do
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appear to consistently have larger effect values than cases. The trends aren’t quite as
parallel in the secondary analysis as they were in the first, which is why we are seeing a
potential interaction in the numerical results. However, as can be seen from the plots,
the interaction is more quantitative than qualitative. If we remove the interaction,
we still see a difference in the DMN and same lobe effects in cases versus controls but
the p-values aren’t quite as small (p-values = .07 and 0.18, respectively).
We should also note that if we adjust for multiple comparisons using, for example,
a Bonferroni adjustment(although one could look at False Discovery Rate, as well),
we find no significant differences between our AD and control groups in either of our
sets of analyses. We attribute this lack of significant difference after adjustment to
the relatively small sample size in our study, as well as the high level of noise that is
typically present in resting-state fMRI data. As an illustration of a sample size calcu-
lation in this context, we have gone ahead and performed a rough power calculation
to determine approximately what sample size would be needed for the case/control
parameter estimate associated with the DMN effect outcome to be significant at the
α = 0.05/6 = 0.0083 level (i.e. the Bonferroni adjusted α level assuming our main
interest is in the case/control estimates). Assuming an effect size of 0.16 (based off
of our primary analysis), 80% power, 3 observations per subject, and a conservative
correlation of 0 among repeated measures, one would need a total sample size of ap-
proximately 190 subjects. If we increase the correlation among repeated measures
to be 0.4 (which is much larger than what it estimated from our current data), the
sample size drops to be 116. G* Power 3 was used for these calculations [Faul et al.,
2007].
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Table 3.3: Baseline characteristics of Alzheimer’s disease patients and controls. Data are mean ± SD or
number (%).
Controls (n=25) AD Cases (n=21) P-value
Age 73.4 ± 5.2 73.7 ± 7.6 0.8698
Gender, n (%) of males 12 (48.0) 12 (57.1) 0.5683
Boston Naming Test (BNT) 28.6 ± 1.3 23.5 ± 4.2 <.0001
Mini-Mental State Examination (MMSE) 28.6 ± 1.6 22.4 ± 2.5 <.0001
Table 3.4: Meta-Analysis results for the primary analysis. Controls are the reference group and standard
errors, t-values, and p-values in the first section of the table all correspond to the case/control parameter
estimate.
Effect Intercept Case SE T-Value P-Value Time Period P-Value (Time Period)*Case P-Value
Three-Cycles 0.1103 0.0071 0.0087 0.81 0.4204 0.0009 0.06707 -0.0054 0.01273
Distance 2 -0.1470 0.0012 0.0074 0.16 0.8756
Between -0.1347 0.0398 0.0112 3.55 0.0006 0.0084 0.0017 -0.0207 < .0001
Bilateral 1.201 0.0663 0.1134 0.58 0.5613 -0.0737 0.0356
Same Lobe 0.3946 -0.0624 0.0247 -2.52 0.0134 -0.2744 0.0013
DMN 0.3110 -0.1516 0.0580 -2.61 0.0104
Table 3.5: Meta-Analysis results for the secondary analysis. Controls are the reference group and standard
errors, t-values, and p-values in the first section of the table all correspond to the case/control parameter
estimate.
Effect Intercept Case SE T-Value P-Value Time Period P-Value (Time Period)*Case P-Value
Three-Cycles 0.1042 0.0278 0.0097 2.87 0.0050 0.0021 0.3377 -0.0123 0.0014
Distance 2 -0.1414 -0.0002 0.0094 -0.03 0.9793
Between -0.1342 0.0373 0.0116 3.20 0.0019 0.0074 0.0066 -0.0169 0.0004
Bilateral 1.0475 0.0705 0.1125 0.63 0.5325
Same Lobe 0.3759 0.0333 0.0458 0.73 0.4686 -0.0174 0.0934 -0.0380 0.0311
DMN 0.2037 0.0521 0.1137 0.46 0.6477 0.0294 0.2673 -0.0796 0.0986
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3.4 Discussion
In this chapter, we conduct a longitudinal brain network analysis on resting-state
fMRI complex functional networks obtained from participants in ADNI. We take sev-
eral existing hypotheses conjectured in the literature and map them to effects in the
SAOM framework, with the goal of testing these hypotheses and estimating param-
eters expressing their strength, while controlling for the other factors in the model.
After running the model on each participant and obtaining individual results, we con-
duct a meta-analysis comparing AD patients with healthy controls. Both the DMN
effect and the same lobe effect substantially differ between the two groups. Controls
have a positive DMN parameter estimate, indicating a tendency of DMN ROIs to
form connections with one another, while cases show a decrease in the estimate, lead-
ing us to conclude that DMN ROIs aren’t as likely to activate and connect to one
another in those with AD. Controls also have a positive parameter estimate for the
same lobe effect, indicating that ROIs in the same lobe have a higher probability of
forming a functional connection. Meanwhile, again, individuals with AD have a de-
creased tendency of ROIs to form functional connections with other ROIs in the same
lobe. Both cases and controls also show a decrease in the same lobe effect estimate
over time.
The paradigm we have proposed to analyze these networks can be used in many
applications other than on resting-state data in our AD study. These initial analyses
we have performed are meant to be a proof of concept that pave the way forward for
testing, in other contexts various other specific hypotheses related to functions of the
nodes (e.g. ROIs) and the connections they have formed. Given the increased inter-
est in, and clinical implications of, analyzing brain networks over time, we feel that a
modeling framework that has the ability to test hypotheses and draw inference from
a series of structural and/or functional networks is quite useful to the neuroscience
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community. The SAOMs that we propose adapting are extremely flexible in that they
are able to represent network dynamics as being driven by many factors/influences.
Furthermore, the models allow for the accounting of several different explanations of
network change, which may be competing and even complementary. This allows for
the testing of effects driving the changes, while controlling for other factors, which
better enables researchers to delve in, disentangle, and identify which mechanisms
are playing a role (as opposed to focusing on different network characteristics indi-
vidually).
Temporal Exponential Random Graph Models (TERGMs) [Hanneke et al., 2010]
are the other popular choice of models for longitudinal network analysis, and to
the best of our knowledge, they have not been used in neuroscience. Both types of
models have their pros and cons, and we feel that both can be argued to be useful and
appropriate in the context of networks in neuroscience. However, given that SAOMs
(a) take an “actor-oriented” approach where the vertices are driving the network
changes and (b) model network changes (and we expect network changes given that
AD is a progressively degenerative disease) we feel that SAOMs are a natural choice
for a first attempt at a more sophisticated method for longitudinal network analysis
in neuroscience. A more detailed theoretical and empirical comparison between the
two types of models can be found here [Leifeld and Cranmer, 2015].
It should also be noted that the paradigm we propose can be modified at several
stages of the analysis regime. For example, in addition to Pearson Correlation, one
can use other methods of network construction. Methods for estimating functional
connectivity between nodes fall into one of two categories: association measures and
modeling approaches. Correlation and coherence are two examples of linear associa-
tion measures, while nonlinear measures include mutual information and generalized
synchronization. Partial correlation is one of the more popular methods and falls
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somewhat in the middle of the association measure/modeling spectrum. The Smooth
Incremental Graphical Lasso Estimation (SINGLE) Algorithm [Monti et al., 2014]
is one example of a partial correlation based method specifically designed to infer
dynamic functional connectivity networks from fMRI data. The literature on mod-
eling approaches remains sparse, though [Varoquaux et al., 2010] and others have
made contributions. See [Simpson et al., 2013] for a survey. There is currently no
gold standard, but the choice of method is largely driven by the type of neuroimaging
data being analyzed and the hypotheses one is interested in testing. The method used
clearly may affect results. However, we necessarily leave a large-scale assessment of
this issue, in the context of our proposed method, to future work.
Not only is there flexibility in the types of network data, network construction
methods, and hypotheses tested, but the specifications of the random effects model
used to conduct the meta-analysis can also be adjusted. We have included two fixed
effects in our models (for case/control status and visit number). However, one could
easily incorporate various individual attributes, such as age and gender into the mod-
els as well. Since we did not find a significant difference in cases and controls on these
variables, we chose not to adjust for them.
Another way that the meta-analysis can be modified is through correlation struc-
ture. Our current formulation assumes that between-subject heterogeneity affects the
parameters at each time period in a given subject the same way. One could extend
the model by allowing a random slope for time. In fact, for our DMN effect, we ran
a random intercept model and a random intercept and slope model separately. We
compared the goodness of fit of these two models using a likelihood ratio test and did
not find a significant difference (χ2 = 1.8, df=1, p-value = 0.1797), indicating that it
may not improve the model much, at least with this particular outcome. One could
also attempt a multivariate meta-analysis which would take into account the corre-
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lation between the different parameters of the same subject. We ultimately chose
to perform a series of univariate meta-analyses instead, given that some literature
suggests multivariate meta-analysis can cause estimation difficulties. The normality
assumption is also stronger and difficult to verify [Jackson et al., 2011].
To conclude, the flexibility our proposed framework affords and the vast array
of hypotheses it allows one to test open the door for much more research and the
possibility to delve deeper into what is driving brain network changes. We were able
to demonstrate our framework on a subset of participants in ADNI and corroborate
the findings of several existing studies. Not only that, but we were able to test these
effects that may be driving network changes, while also controlling for other effects.
In a world where neurological and mental health disorders are a huge concern, the
clinical and research implications of this type of analysis reach far and wide.
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Chapter 4
Accounting for Uncertainty in Stochastic
Actor Oriented Models
4.1 Introduction
SAOMs have been shown to be useful in a variety of applications, but a key as-
sumption is that the networks one has observed are error-free. In other words, one
is assuming that the vertices present in the network and the relationships observed
among them are all accurate at the time the network data were measured. However,
what if this is not the case? Network analysis has long been plagued by issues of
measurement error [Wang et al., 2012]. For instance, survey respondents may not
report the correct spellings of their friends’ names. This not only leads to erroneous
vertices, but also to an absence of an edge to the correct vertex in the social network.
Furthermore, even if everyone reports the correct spellings of their friends’ names,
the understanding of what qualifies as a friendship tie can vary by respondent. Other
settings, such as co-authorship networks, which represent collaborative relationships,
can also contain false positive and false negative edges [Wuchty et al., 2007]. In this
case, false edges may exist because of failure to account for edge decay. One can deal
with this issue by setting a pre-specified time window under which the established
relationship is thought to be meaningful [Fleming and Frenken, 2007]. However, set-
ting too narrow of a window might overlook important relationships and introduce
false non-edges, while setting too wide of a window can introduce false edges [Wang
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et al., 2012].
In addition to SAOMs being used extensively in a social network context, in
our own work we have recently adapted these models to resting-state fMRI complex
brain networks. We sought to answer questions such as, “If two brain regions are in
the same cortical lobe, are they more likely to connect?” In this case, a connection
represents a similar pattern of brain activity. In fact, in the neuroscience setting,
functional network edges are almost always defined based on some measure of asso-
ciation between patterns of activation between distinct brain regions [Simpson et al.,
2013]. Therefore, it is unreasonable to assume that the observed networks are always
the truth. Instead, we hypothesize that some level of type I error (false edges) and
type 2 error (false non-edges) exist in the inferred networks.
Motivated by scenarios such as the ones mentioned above, our goal is to account
for type I and type II error in edge status while analyzing observed networks with
SAOMs. To capture the notion of type I and type II error rates, along with the pa-
rameters in the SAOM, we propose a Hidden Markov Model (HMM) based approach.
This modeling approach consists of two components - the latent Markov model and
the measurement model. The latent Markov model specifies that the unobserved
hidden networks evolve according to a Markov process, as they did in the original
SAOM framework. The measurement model describes the conditional distribution of
the observed networks given the true networks.
HMMs, developed by Baum and colleagues in the 1960s [Baum et al., 1970], are
a natural modeling approach to take given that we have an observable sequence of
a system in which the hidden state is governed by a Markov process. They have
been widely studied in statistics [Ephraim and Merhav, 2002] and have been applied
extensively in many applications, such as in speech recognition and biological se-
quence analysis [Gales and Young, 2008, Yoon, 2009]. While HMMs have been used
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much less frequently in the dynamic network analysis literature, there is some work
where they have been incorporated. For example, Guo et al. developed the hidden
TERGM, which utilizes a hidden Markov process to model and recover temporally
rewiring networks from time series of node characteristics [Guo et al., 2007]. Dong
and Heller present the Graph-Coupled Hidden Markov Model, a discrete-time model
for analyzing the interactions between individuals in a dynamic social network [Dong
et al., 2012]. Their method incorporates dynamic social network structure into a
hidden Markov Model to predict how the spread of illness occurs and can be avoided
on an individual level. Similarly, Raghavan et al. propose a coupled Hidden Markov
Model, where each user’s activity in a social network evolves according to a Markov
chain with a hidden state that is influenced by the collective activity of the friends
of the user [Raghavan et al., 2014]. However, HMMs for SAOMs have not yet been
introduced in the literature. Furthermore, to the best of our knowledge, our method
is the first attempt to account for edge noise while analyzing a series of networks
over time so that one can draw more accurate conclusions regarding the mechanisms
driving network change.
The remainder of this chapter is organized as follows. In the next section we
introduce our model set-up. In Section 4.3 we provide details on maximum likeli-
hood estimation for SAOMs. Section 4.4 describes our EM algorithm for maximum
liklihood estimation of the type I and type II error rates and SAOM parameters.
We assess the performance of our method on a series of simulated dynamic networks
in Section 4.5, comparing it to the case of fitting only a standard SAOM to noisy
networks. In Section 4.6, we apply our method to functional brain networks in-
ferred from electroencephalogram (EEG) data. We conclude with a discussion of our
method.
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4.2 Hidden Markov Model Set-Up
We consider repeated observations of a directed network on a given set of vertices
N = 1, ..., N , observed according to a panel design, and represented as a sequence of
digraphs y(tm) for m = 1, ...,M , where t1 < ... < tM are the observation times and
the node set is the same for all observation times. The vector of observed network
variables Y (t1), ..., Y (tM) is denoted by Y˜ . We represent a true/hidden network vari-
able underlying the observed network at a particular observation time by U(tm). The
vector of true network variables, U(t1), ..., U(tM) is denoted by U˜ . See Figure 4.1 for
a visual representation. We also assume that:
1. The vector of true networks follows a first order Markov chain.
f(u˜) = f(u(t1))
M∏
m=2
f(u(tm)|u(tm−1))
2. The observed networks are conditionally independent given the latent process.
f(y(tm)|u(t1:M), y(t1:M)) = f(y(tm)|u(tm))
3. We condition on the first observed network y(t1), and we assume the first true
network u(t1) is error-free.
f(u(t1)) =

1 u(t1) = y(t1)
0 otherwise
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Therefore, the complete data log-likelihood, conditional on y(t1), can be written as:
`∗(α, β, θ) = logf(u˜, y˜)
= logfα,β(y˜|u˜) + logfθ(u˜)
=
M∑
m=2
logfα,β(y(tm)|u(tm)) +
M∑
m=2
logfθ(u(tm)|u(tm−1)) , (4.2.1)
where α is the type I error rate, β is the type II error rate, and θ consists of the
objective function parameters and rate parameters in the SAOM. Additional detail
on SAOMs and the objective function are provided in Chapter 2.
The first term in `∗(α, β, θ), is based on the conditional distribution of the observed
network given the true, which takes the form
fα,β(y(tm)|u(tm) = uk) = αckm(1− α)dkmβbkm(1− β)akm (4.2.2)
where a, b, c, and d for a given true network uk at observation time tm are defined in
Table 4.1.
Table 4.1: Counts corresponding to type I and type II errors
True/Observed E Ec
E a b
Ec c d
The second term in `∗(α, β, θ), based on the network transition probability distribu-
tion, cannot be calculated in closed form. Section 4.3 goes into further detail.
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Figure 4·1: Hidden Markov model set-up. The unobserved, hidden
networks evolve according to a Markov process, as they did in the
original SAOM framework. The true networks are then observed with
measurement error.
4.3 Maximum Likelihood Estimation for SAOMs
Given that we will take a maximum likelihood estimation approach for parameter
estimation in our Hidden Markov Model, we will utilize the maximum likelihood
estimation routine that has been developed for parameter estimation in SAOMs [Sni-
jders et al., 2010a]. In this section, we provide some brief background on this ap-
proach.
As mentioned in Chapter 2, the distribution of the true networks U(t1), ..., U(tM)
conditional on U(t1) cannot generally be expressed in closed form. Therefore, the
true networks are augmented with data such that an easily computable likelihood
is obtained. The data augmentation can be done for each period (U(tm−1), U(tm))
separately, and therefore, it is explained below only for U(t1) and U(t2).
Denote the time points of an opportunity for change by Tr and their total number
between t1 and t2 by R, the time points being ordered increasingly so that t1 = T0 <
T1 < T2 < ... < TR ≤ t2. The model assumptions imply that at each time Tr, there
is one vertex, denoted Ir, who gets an opportunity for change at this time moment.
Define Jr as the vertex toward whom the edge status variable is changed, and define
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Jr = Ir if there is no change. Given u(t1), the outcome of the stochastic process
(Tr, Ir, Jr), r = 1, ..., R completely determines u(t), t1 < t ≤ t2.
The stochastic process V = ((Ir, Jr), r = 1, ..., R) will be referred to as the sample
path. Define u(r) = u(Tr); the graphs u
(r) and u(r−1) differ in element (Ir, Jr), provided
Ir 6= Jr and in no other elements.
Snijders et al. show that in the case where the vertex-level rates of change λi(δ, u)
are constant (which is an assumption Snijders typically recommends making), denoted
by δ1, the probability function of the sample path, conditional on u(t1), is given
by
f{V = ((i1, j1), ..., (iR, jR)); δ, γ} = exp (−nδ1(t2 − t1))nδ1(t2 − t1))
R
R!
×
R∏
r=1
piir(δ1, u
(r−1))pir,jr(γ, u
(r−1)) (4.3.1)
where pii is defined in (2.0.2), and
pir,jr(γ, u
(r−1), u(r)) = exp
[
(fi(γ, u
(r−1), u(r))
]
/
∑
u´
exp
[
(fi(γ, u
(r−1), u´(r))
]
(4.3.2)
where the summation extends over all possible next network states u´.
Therefore, for two possible true networks (u(t1), u(t2)) augmented by a sample
path, the likelihood conditional on u(t1) can be expressed exactly. An MCMC algo-
rithm is then used to find the maximum likelihood estimator based on the augmented
data. The algorithm Snijders et al. implements, proposed by Gu and Kong [Gu and
Kong, 1998], is based on the Missing Information Principal, which can be summarized
as follows. Suppose u˜ is given and having probability density f(u˜; θ). Then, suppose
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u˜ is augmented by extra data v, such that the joint density is f(u˜, v; θ). Denote the
incomplete data score function ∂
∂θ
logf(u˜; θ) by S(θ; u˜) and the complete data score
function ∂
∂θ
logf(u˜, v; θ) by S(θ; u˜, v). Then it can be shown:
E[S(θ; u˜, V )|U˜ = u˜] = S(θ; u˜) (4.3.3)
which implies that maximum likelihood estimates can be determined as the solution
to:
E[S(θ; u˜, V )|U˜ = u˜] = 0 (4.3.4)
In the SAOM context, U(t1) is treated as fixed, and data are augmented between
the true networks at each observed time point m = 1, ...,M by a sample path that
could have brought each true network to the next. Each period (tm−1, tm) is treated
separately, and draws from the probability distribution of the sample path, vm, con-
ditional on U(tm) = u(tm), U(tm−1) = u(tm−1), are generated by the Metropolis
Hastings Algorithm. These sample paths for each period combined constitute v. Let
the rate and objective function parameters (δ, γ) be denoted by θ. The complete data
score function can be written as
S(θ; u˜, v) =
M∑
m=2
Sm(θ;u(tm−1), vm) (4.3.5)
and (4.3.4) can now be written as:
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E[S(θ; u˜, V )|U˜ = u˜] =
M∑
m=2
Eθ[Sm(θ;u(tm−1), Vm)|U(tm−1) = u(tm−1), U(tm) = u(tm)]
(4.3.6)
The maximum likelihood estimate is the value of θ for which (4.3.6) equals 0, and
this solution is obtained by stochastic approximation via a Robbins Monro Algorithm
with updating step:
θˆl+1 = θˆl + alD
−1S(θˆl; u˜, vl) (4.3.7)
where vl is generated according to the conditional distribution of V, given U˜ = u˜,
with parameter value θˆl. al is a sequence of positive numbers tending to 0, and D is
a positive definite matrix. See [Snijders et al., 2010a] for additional details on this
algorithm.
4.4 Maximum Likelihood Estimation for HMM
In this section we present an algorithm to calculate the maximum likelihood estimates
of the parameters in our Hidden Markov Model, α, β, and θ. We develop a variation
of the EM algorithm, an iterative method which alternates between performing an
expectation (E) step and a maximization (M) step. We first find the expected value of
the complete data log-likelihood `∗(α, β, θ) = logf(u˜, y˜), with respect to the unknown,
true networks u˜, given the observed networks y˜ and the current parameter estimates
for α, β, and θ. We then maximize the expected log-likelihood found in the E step.
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4.4.1 E-Step
Let Γ consist of (α, β, θ). The expected value of the complete data log-likelihood with
respect to the true networks u˜ given the observed networks y˜ is:
Q(Γ,Γn−1) = E[logf(u˜, y˜|Γ)|y˜,Γn−1]
=
∑
u˜∈U˜
logf(u˜, y˜|Γ)f(u˜|y˜,Γn−1)
=
∑
u˜∈U˜
[ M∑
m=2
logfα,β(y(tm)|u(tm)) + logfθ(u˜)
]
f(u˜|y˜,Γ(n−1))
=
∑
u˜∈U˜
[ M∑
m=2
logfα,β(y(tm)|u(tm))
]
f(u˜|y˜,Γn−1) +
∑
u˜∈U˜
logfθ(u˜)f(u˜|y˜,Γn−1)
(4.4.1)
where n is the iteration number, Γn−1 are the current parameter estimates that we use
to evaluate the expectation, and Γn are the new parameters that we want to optimize
to increase Q(Γ,Γn−1).
4.4.2 M-Step
The second step of the EM algorithm is to maximize the expectation, i.e. to calculate
Γn = arg maxΓQ(Γ,Γ
n−1). Since the parameters we wish to optimize are indepen-
dently split into two terms in Q(Γ,Γn−1), we can optimize each separately.
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Maximizing α and β
The first term in Q(Γ,Γn−1) takes the form:
∑
u˜∈U˜
[ M∑
m=2
logfα,β(y(tm)|u(tm))
]
f(u˜|y˜,Γn−1) = (4.4.2)
K∑
k=1
M∑
m=2
αckm(1− α)dkmβbkm(1− β)akmf(u(tm) = uk)|y˜,Γn−1)
where a, b, c, and d for a given true network uk at observation time tm are defined in
Table 4.1 and K is the total number of possible true networks.
Maximizing in α and β yields the following:
αˆ =
E[C|y˜,Γn−1]
E[C +D|y˜,Γn−1] and βˆ =
E[B|y˜,Γn−1]
E[A+B|y˜,Γn−1] . (4.4.3)
The formula for αˆ is the expected number of false edges in the observed network
divided by the expected number of non-edges in the true network, given the observed
networks y˜ and current parameter estimates Γn−1. The formula for βˆ is the expected
number of false non-edges in the observed network divided by the expected number
of edges in the true network, given the observed networks y˜ and current parameter
estimates Γn−1.
The derivation for each of these formulas is provided in Appendix C.
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Maximizing θ
The second term in our Q function is:
∑
u˜∈U˜
logfθ(u˜)f(u˜|y˜,Γn−1)
Taking the derivative gives us:
∑
u˜∈U˜
S(θ; u˜)f(u˜|y˜,Γn−1) where S(θ; u˜) = ∂
∂θ
logfθ(u˜)
We would like to be able to set the above equal to 0 and solve for θ, but
as mentioned previously, fθ(u˜) cannot be calculated in closed form. Therefore,∑
u˜∈U˜ S(θ; u˜)f(u˜|y˜,Γn−1) also cannot be calculated in closed form. To aid in max-
imization, we will augment each true network series u˜ with a possible sample path
that could have led one true network to the next in the series. We define the random
variable V to be a sample path associated with a true network series u˜. Now, we can
draw upon the Missing Information Principal and the work of Snijders et al. [Snijders
et al., 2010a] and Gu et al. [Gu and Kong, 1998] and write the equation above as
∑
u˜∈U˜
S(θ; u˜)f(u˜|y˜,Γn−1) = E[∑
u˜∈U˜
S(θ; u˜, V )f(u˜|y˜,Γn−1)] . (4.4.4)
The maximum likelihood estimate is the value of θ for which (4.4.4) equals 0.
By calculating the expectation on the right hand side of the equation, we are able
to maximize
∑
u˜∈U˜ S(θ; u˜)f(u˜|y˜), which would otherwise be intractable. A proof of
4.4.4 is shown in Appendix D.
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The solution to 4.4.4 is obtained by stochastic approximation via a Robbins Monro
algorithm, which is similar to that used in Snijders et al. [Snijders et al., 2010a]. At
each iteration of the Robbins Monro algorithm, a possible V , i.e. a path connecting
each possible true network, in each possible latent network series, is sampled. This
sampling is done via a Metropolis Hastings algorithm described in [Snijders et al.,
2010a]. Then,
∑
u˜∈U˜ S(θ; u˜, v)f(u˜|y˜,Γn−1) is calculated and used in an updating step
of the Robbins Monro algorithm. It is unreasonable, given the incredibly large state
space of true network series, to sum over every possible true network series in this cal-
culation. Therefore, we note that
∑
u˜∈U˜ S(θ; u˜, v)f(u˜|y˜,Γn−1) is an expectation, and
we sample a smaller number (denoted by H) of true network series from f(u˜|y˜,Γn−1).
The sum of S(θ; u˜, v) for this smaller sample is what is used in the updating step of
the Robbins Monro algorithm in place of
∑
u˜∈U˜ S(θ; u˜, v)f(u˜|y˜,Γn−1). The updating
step is
θˆl+1 = θˆl + alD
−1
H∑
p=1
Sp(θˆ
l; u˜, vl) , (4.4.5)
where the sum is over the total number of sampled true network series u˜. Note that
we are able to calculate the sum of the score functions, instead of an average, due to
the fact that the goal is to find E
[∑
u˜∈U˜ S(θ; u˜, V )f(u˜|y˜,Γn−1)] = 0. Not dividing by
the total number of true network series sampled will not affect us finding where this
quantity equals 0. The Robbins Monro algorithm we implement is the one Snijders
describes in [Snijders et al., 2010a], which follows directly from the work of [Gu and
Kong, 1998]. The only difference is in the updating step, which we define above. The
algorithm performed consists of two phases. In the first phase a small number of
simulations are used to obtain a rough estimate of the matrix of partial derivatives
(defined as D in our updating step), which are estimated by a score-function method
50
[Schweinberger and Snijders, 2007]. The second phase determines the estimate of θ
via four sub-phases, by simulating V and performing the updating step. We utilize
the multi-group option in the RSiena package to perform the maximization described
in this section. For additional details, please see [Snijders et al., 2010a].
4.4.3 Particle Filtering
The expectation in the E-step of our E-M algorithm is difficult to calculate. One
reason for this is due to the magnitude of the state space. There are
(
N
2
)
possible
true networks at each observation time, and to calculate f(u(tm)|y˜,Γi−1) for a given
observation moment m, one needs to sum over all possible combinations of u at
the previous m − 1 observation times. The Forward-Backward Algorithm can in
principle be used to compute these posterior marginals of all hidden state variables
given a sequence of observations [Rabiner and Juang, 1986]. The algorithm makes
use of the principle of dynamic programming to efficiently compute the values in
two passes. The first pass goes forward in time while the second goes backward
in time. However, given the magnitude of our network space is, direct use of this
approach is not computationally feasible in any but the smallest of problems. Also,
as described in the previous section, the transition probabilities, fθ(u(tm)|u(tm−1)),
cannot be calculated in closed form.
In order to address this computational challenge, we employ a particle filtering
based sampling scheme (i.e. a Sequential Monte Carlo method). Particle filtering
methods provide a way to approximate f(u(tm)|y˜,Γi−1) through time in a way that
is similar to the Forward-Backward Algorithm [Doucet et al., 2001]. In our setting,
the algorithm works as follows.
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A particle filtering Algorithm
Let φu(u
′) =

1 u = u′
0 u 6= u′
1. Start at the first observed network, y(t1) and simulate B possible true networks,
u(t2), at observation moment m = 2 according to the current SAOM with current
parameter values. Let each of these be a particle, ζb2. Set the probability of u(t2)
given y(t1) for each of these B networks, u(t2) (i.e. particles), to be:
f(u(t2)|y(t1)) = 1
B
B∑
b=1
φζb2
2. For m = 3, ...,M ; set
f(u(tm−1) = u|y(t1) : y(tm−1)) =
f(u(tm−1) = u|y(t1) : y(tm−2))× f(y(tm−1)|u(tm−1) = u)∑
u′∈U f(u(tm−1) = u′|y(t1) : y(tm−2))× f(y(tm−1)|u(tm−1) = u′)
sample
ζbm
iid∼
∑B
z=1 f(y(tm−1)|u(tm−1) = ζzm−1)× f(u(tm)|u(tm−1) = ζzm−1)∑B
z=1 f(y(tm−1)|u(tm−1) = ζzm−1)
, b ∈ {1, ..., B}
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and set
f(u(tm)|y(t1) : y(tm−1)) = 1
B
B∑
b=1
φζbm
Most of the computation in the above algorithm is in the sampling step that is boxed
off. This step involves independently sampling B times from a weighted mixture of B
distributions. A straightforward approach is to split the process into the following two
stages [Doucet et al., 2001]. A visual representation is shown in Figure 4.2.
1. Sample a mixture parameter ζzm−1, with probability proportional to f(y(tm−1)|u(tm−1) =
ζzm−1)
2. Then sample from f(u(tm)|u(tm−1) = ζzm−1) by simulating a possible true network
at observation m starting from u(tm−1) = ζzm−1 and according to the current SAOM
parameter estimates.
To approximate f(u(tm)|y˜,Γi−1), we would need to use the quantities calculated in the
above particle filtering algorithm in conjunction with a particle smoother algorithm [Doucet
et al., 2001]. However, the particle smoother algorithm requires us to be able to evaluate
transition probabilities. Since we are not able to calculate these probabilities directly, we
can instead sample many ancestral lines, or particle paths. By sampling a particle path, we
are effectively sampling from f(u˜|y˜,Γi−1).
One can view the above particle filtering algorithm as a kind of evolutionary system
where at observation moment m > 0 each particle has exactly one parent, and at each
observation moment m < M , each particle has some number of offspring. We therefore
sample a path in the following manner:
1. Sample a particle at the last observation moment, ζM with probability proportional
to f(y(tM )|u(tM ) = ζM ). Set it’s index to be ZM and also set u(tM ) = ζZMM .
53
2. Now, trace the ancestral line for the above particle. In other words, identify the an-
cestral particle index for ζzM , and call it Z
z
M−1. Now, set u(tM−1) = ζ
ZM−1
M−1 . Continue
to do this for m = M − 2, ..., 2.
Figure 4·2: Particle filtering sampling scheme. B particles are sampled
at each observation moment following a two-stage process. First, parti-
cles are sampled at the previous moment with probability proportional
to the conditional distribution of the true network given the observed
network. Then, a true network at the next observation moment is sim-
ulated, starting from the current sampled network, and according to
the parameter estimates in the SAOM.
Time complexity of the particle filtering algorithm is linear in m and increasing in B.
Most of the computation is in two stage procedure for the simulation of the boxed portion
in the algorithm, with much of the run time being used for the second stage where we must
simulate true networks at the next observation moment via a SAOM. Sampling an ancestral
line has time complexity O(n), and sampling Ψ number of ancestral lines has complexity
O(Xn).
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4.4.4 Putting it all together
We now combine the elements presented in the previous sections to define a complete
algorithm for the estimation of α, β, θ in our HMM.
Given a series of observed networks y˜ and a number of effects one wishes to include in
the SAOM, a SAOM is fit (via maximum likelihood estimation) to obtain initial estimates
of the parameters associated with each effect. We set θˆ1 equal to these estimates. We
also make the choice, for this current implementation, to assume a constant rate parameter
across all vertices. This is a fairly standard choice and is what Snijders typically recommends
doing when fitting SAOMs, unless one has strong reason to believe this is an unreasonable
assumption.
The nth updating step of our EM algorithm then proceeds as follows:
1. Using the current value of θ, perform the particle filtering algorithm described in
Section 4.4.3. This algorithm will give B possible true networks at each observation
moment. It effectively reduces the space from which we will sample from in the next
step. It also allows us to sample true networks without actually having the transition
probabilities in closed form.
2. Draw Ψ number of true network sample series from f(u˜|y˜,Γn−1) using the ancestral
sampling scheme explained in Section 4.4.3.
3. Perform the maximization step using the formulas in Section 4.4.2 to get new esti-
mates of α, β, θ. The formulas for α, and β are fairly straightforward. Obtaining
the estimate of θ requires finding the value of θ for which (4.4.4) equals 0. This
solution is obtained by stochastic approximation via a Robbins Monro algorithm,
which is similar to that used in [Snijders et al., 2010a]. The multi-group option in the
RSiena package performs this maximization when given the sample of true network
series. The standard option of RSiena (i.e. estimation of the parameters is based on
4 consecutive and increasingly accurate subphases of the Robbins-Monro estimation
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algorithm) is used. The option, does however, give us a unique vector of rate param-
eter estimates for every true network sample series, as opposed to only one vector
of estimates. Therefore, we average the estimates for each period across the Ψ true
sample series to use in the particle filtering step in the next iteration.
4. Repeat steps 1-3 until convergence. Our recommended convergence criteria, and the
one we have used in our simulation study, is the following
| (γˆn, αˆn, βˆn)− (γˆn−w, αˆn−w, βˆn−w) |
| (γˆn−w, αˆn−w, βˆn−w) | < .10 ,
where w = 1, 2 and 3.
In other words, all parameter estimates corresponding to the effects in the SAOM,
and also the estimates for both α and β, at the current iteration must not change by
more than 10% from the three previous iterations. Enforcing this rule of going back
3 iterations prevents the algorithm from converging too early. In some cases, this
criterion may too strict, in which we suggest only going back one or two iterations.
5. Use the average of the final four iterations as the final estimate for each parameter.
The choice of B in step 2 (i.e. the number of particles sampled at each observation
moment) and the choice of Ψ (i.e. the sample of true network series to sample) in step 3
may vary depending on both the size of the network, the number of observation moments,
and the amount of noise and strength of the SAOM parameter signals one suspects to
be present. For example, when working with network sizes of 10 vertices 4 observation
moments, and 5 parameters in our SAOM, we have used a B of 50,000 and an Ψ of 30,000
for the maximization of α and β. For the maximization of θ, we have worked with an Ψ of 50.
Under these conditions, one iteration of the algorithm takes approximately 45 minutes to
run on a high performance Linux computing cluster using 5 cores. The algorithm converged,
on average, after 15-20 iterations.
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While 50 seems like a fairly small number, it is important to keep in mind that this step
involves finding θˆ that maximizes data from Ψ number of network series. As has often been
remarked by the developers of SAOMs, even estimating θ for one series of networks can be
time consuming, depending on the size of the network and the number of parameters in the
model. This step of our algorithm consumes much of the run time, and to try and estimate
θ for many more Ψ will require significantly more time.
Additional testing needs to be done to further determine the best choices of B and Ψ. It
is expected that that the larger B and Ψ are, the more accurate estimates will be. However,
it comes with the computational time trade-off. We also expect that networks with greater
underlying signal strengths driving the true networks, as well as those with smaller error
rates, will require less samples to achieve accurate results. This is simply due to the fact
that less networks will need to be sampled to accumulate more mass on f(u˜|y˜,Γi−1).
4.4.5 Calculation of Standard Errors
The algorithm outlined thus far only produces the parameter estimates. Additional work is
required if one wants the standard errors associated with the estimates. Since inference is
likely the end goal in practice, a method for calculating standard errors of the estimates is
needed. We propose performing a parametric bootstrap, involving the following steps.
1. Collect the maximum likelihood estimates from the above algorithm and sample Z
network series from the model associated with the estimates of the SAOM parameters
and the error rates.
2. Run the proposed algorithm on the sample of size Z to get Z new estimates for each
parameter.
3. Compute the sample standard deviation of each estimate to obtain the standard error
for each estimate.
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The larger Z is, the more accurate the estimates of the standard error will be. However,
again, there is a computational trade-off, since our algorithm needs to be run for each
1, ..., Z.
4.4.6 Algorithm Modifications
The focus of the framework discussed thus far has been on directed networks. SAOMs were
initially developed for directed networks. It should be noted, though, that SAOMs are now
capable of handling undirected networks, and so is our methodology. The only caveat is that
one needs to define how edges are assumed to form in the SAOM model [Ripley et al., 2011].
For example, does one vertex unilaterally impose that an edge is created or dissolved? Or,
do both vertices have to ’agree’? The probability of the next network step in the network
evolution process (i.e. equation 4.3.2) and the probability of the sample path connecting
the true networks at each observation moment (i.e. equation 4.3.1) will change slightly, and
this changed is based on which of the above models are chosen. In section 4.6, we present
results where we apply our method on undirected functional networks constructed from
EEG source data.
Another modification one may potentially choose to make is with regards to how θ is
estimated in the maximization step in the algorithm we propose. In Section 4.4.2, we outline
a Robbins Monro algorithm to maximize the complete data log likelihood. Our approach
borrows from the algorithm Snijders et al. uses for the maximum likelihood estimation
of the SAOM parameters for the evolution of one observed network series [Snijders et al.,
2010a]. As mentioned in Section 4.4.4, the computation for this step is time consuming. As
a way to reduce the maximization time for θ, one could instead perform a method of mo-
ments based estimation routine. This approach also utilizes a Robbins Monro Algorithm. In
the maximum likelihood based routine, at each iteration of the Robbins Monro Algorithm,
possible paths leading from one network to the next are augmented for each of our sampled
true network series. Then, a complete data score function is calculated and used in the
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updating step. The method of moments based routine instead simulates the SAOM evolu-
tion process, calculates statistics corresponding to each parameter in the model on both the
observed and simulated networks, and then takes the difference of these to be used in the
updating step of the Robbins Monro Algorithm. In other words, parameter estimates are
determined as the parameter value for which the expected value of the statistics equals the
observed value at each observation point, and for each sampled true network series [Snijders
et al., 2010b].
Although the method of moment based estimation for θ deviates from our maximum
likelihood based estimation routine as a whole, it it still a viable estimation method and
has been shown to provide similar results in our setting. We demonstrate this in Section
5.2 through a small simulation study. This approach may sometimes be less precise, but
if one is working with larger network sizes or many observation moments, we feel that the
great reduction in run-time might be reason to forego maximum likelihood estimation in
this particular step of our algorithm.
4.5 Simulation Study
4.5.1 Study Design
We present a small simulation study to demonstrate the efficiency of our method,and draw a
comparison between the behavior of our HMM-SAOM ML estimator and the ML estimator
obtained from only fitting a SAOM (i.e. the naive approach). For this study, we simulate 10
node directed networks at 4 observation moments, referred to as t1, t2, t3, and t4. We also
create 2 vertex covariates, called Covariate A and Covariate B. Both are indicator variables
and are defined as:
Covariate A = a =

1 Vertex Index = 1, 2, 3
0 Vertex Index = 4, 5, 6, 7, 8, 9, 10
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Covariate B = b =

1 Vertex Index = 8, 9, 10
0 Vertex Index = 1, 2, 3, 4, 5, 6, 7
The objective function in the SAOM for the evolution of the true networks, u(tm)
contains 5 effects (2 endogenous and 3 exogenous). Table 4.2 lists these effects, their math-
ematical definitions, and their descriptions. The large, negative value for out-degree, keeps
our simulated true networks fairly sparse. It sets the probability of connections forming low,
unless the other parameters in the function influence specific vertices in a more positive way.
For example, the large positive value for reciprocated edges encourages a directed edge to
form if one already exists in the reverse direction. These parameters, in conjunction with
the parameters assigned to the three covariate related effects, promote the network struc-
ture demonstrated in Figure 4.3. In other words, the Covariate A Ego effect makes it highly
likely that vertices 1, 2, and 3 will initiate out-connections to other vertices, outweighing
the negative density parameter, as long as these connections form with vertices 8, 9, and
10 since the Covariate B Alter effect parameter is high. Furthermore, the Covariate B Ego
effect parameter is large, encouraging vertices 8, 9, and 10 to connect to other vertices, but
they will mainly choose to connect amongst each other and to vertices 1, 2, and 3 due to
the large reciprocity parameter.
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Table 4.2: Simulation model effects and parameters
Effect Formula Description Parameter
Outdegree
∑
j uij Basic tendency to form edges -7
Reciprocity
∑
j uijuji Tendency to reciprocate edges 7
Covariate A Ego ai
∑
j uij Vertices with a = 1 initiate more connections 8.2
Covariate B Ego bi
∑
j uij Vertices with b = 1 initiate more connections 11.5
Covariate B Alter
∑
j uijbj Vertices with b = 1 are more likely to be chosen to connect with 9
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To create an initial true directed network without error at time t1 for the evolution
process to begin at, we first created a random network of approximately one quarter of the
possible edges. We chose this density to be in line with the density of the encouraged network
structure of the simulation model. We then simulated a next network state, evolving from
this network, with a small rate parameter of 1 and the true parameter values we set for
our SAOM objective function. By doing this, we created a network that had begun to
drift towards a network state that has a high probability under the stationary distribution.
This network was used as the first observed and true network for every simulation in our
study.
Figure 4·3: Adjacency matrix of true networks encouraged by the
SAOM in the simulation study. An entry of 1 in row i and column j
represents a directed edge from vertex i to vertex j.
We performed 100 simulations each, for 3 different error rate scenarios, while holding
the first network constant and the SAOM objective function parameters constant. For
each simulation, we simulated true networks at the 2nd, 3rd, and 4th observation moments,
according to our true SAOM and with a constant rate parameter of 3. This rate was small
enough that the networks gradually approached dynamic equilibrium, thus simulating a
realistic evolution process. However, it is large enough that the network at t4 was a network
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in (or nearly in) dynamic equilibrium. We then created ‘observed’ networks by introducing
error to the edges of each true network. True edges remained edges in the observed network
with probability equal to 1− β and non-edges in the true networks remained non-edges in
the observed network with probability 1−α. We then fit the HMM-SAOM to the observed
networks, as well as just the SAOM by itself.
To determine the error-rates we wanted to simulate with, we first ran 200 simulations
of our true network evolution process to determine the expected number of edges and non-
edges. The expected edges were calculated to be 23.1525 and the expected non-edges to be
66.8475. Therefore, we chose the following three error-rate scenarios.
1. 100 simulations with an expected number of 3 false edges and 3 false non-edges, which
equates to an α of 0.045 and a β of 0.130.
2. 100 simulations where we reduce α and β to half of what we originally defined them
to be, giving us α = .0225 and β = .065.
3. 100 simulations where we double the original α and β, equating to α = .09 and
β = .26.
4.5.2 Simulation Study Results
Table 4.3 reports the average estimates and the standard deviations for each estimate, under
each scenario, based on 100 simulations. The root mean squared errors are presented in
Table 4.4, as well as the estimated relative mean squared error (MSE) of the HMM-SAOM
estimator compared to the SAOM only estimator (ie. ignoring measurement error). Side-
by-side boxplots of the distribution of each parameter estimate are also included. Our
results demonstrate that the HMM-SAOM estimator performs better than the the SAOM-
Only estimator under various error rates. The estimated relative MSE for these five SAOM
parameters ranges from 0.024 to 0.138, indicating that the HMM-SAOM parameters are
much more accurate than the SAOM parameters when we have observed networks with
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error. The bias observed in our estimators is not unexpected; the same has been noted for
maximum likelihood estimates in the standard SAOM framework [Snijders et al., 2010a].
Note, however, that the bias here is substantially smaller than that for the SAOM fit to
these same data.
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Table 4.3: Mean and standard deviation of parameter estimates based off of 100 simulations
Density Recip. A Ego B Alter B Ego Alpha Beta
Truth -7.00 7.00 8.20 9.00 11.50 0.0225 0.065
HMM -7.01 (0.65) 7.41 (1.67) 7.88 (1.63) 8.58 (1.67) 10.80 (1.78) 0.027 (0.012) 0.080 (0.042)
SAOM -2.39 (0.59) 2.46 (0.83) 2.69 (0.95) 2.32 (0.82) 3.41 (1.10)
Truth -7.00 7.00 8.20 9.00 11.50 0.045 0.130
HMM -6.76 (0.81) 7.29 (1.61) 7.76 (1.62) 8.60 (1.70) 10.54 (1.83) 0.046 (0.015) 0.141 (0.045)
SAOM -1.58 (0.35) 1.48 (0.38) 1.57 (0.73) 1.41 (0.33) 2.15 (0.78)
Truth -7.00 7.00 8.20 9.00 11.50 0.09 0.260
HMM -5.96 (0.88) 6.04 (1.73) 7.39 (1.60) 7.74 (1.81) 9.87 (1.65) 0.084 (0.020) 0.241 (0.065)
SAOM -1.09 (0.21) 0.79 (0.34) 0.97 (0.40) 0.99 (0.24) 1.39 (0.43)
Table 4.4: Root mean squared error(MSE) and relative MSE for the SAOM objective function parameter
estimates. The SAOM only estimates are the reference group for the relative MSE.
α = 0.0225, β = 0.065 α = 0.045, β = 0.13 α = 0.09, β = 0.26
HMM SAOM Rel. MSE HMM SAOM Rel. MSE HMM SAOM Rel. MSE
Density 0.645 4.651 0.019 0.836 5.430 0.024 1.355 5.915 0.052
Reciprocity 1.716 4.620 0.138 1.624 5.529 0.086 1.969 6.224 0.100
Cov. A Ego 1.647 5.595 0.087 1.674 6.669 0.063 1.788 7.242 0.061
Cov. B Alter 1.712 6.729 0.065 1.735 7.596 0.052 2.196 8.018 0.075
Cov. B Ego 1.688 7.761 0.047 2.052 9.379 0.048 2.313 10.124 0.052
Alpha 0.013 0.015 0.021
Beta 0.044 0.046 0.067
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The more error we introduce to the true network edges, the less accurate our method
is (with the exception of the error rate estimates). However, we see a similar pattern in
the SAOM only. We also see an increase in variability in the estimates as the error rates
increase, which is what we expected. Interestingly, the opposite phenomena appears to
be true when only fitting a SAOM. We suspect this is due to the fact that true signal
becomes more diluted as more error is introduced, encouraging the parameter estimates to
consistently stay right above the 0 mark (i.e there is a consistent weakening of the signal
since there is a lot of noise). Whereas, when smaller amounts of error are introduced, which
edges end up being affected by the error, play a major role in the estimates the SAOM
model produce. It may be the case that the small amount of noise impacts edges in a way
that do not dilute the signal as much.
We also perform 100 simulations under our lowest error rate scenario where use Snijders
method of moments estimation routine for θ in place of the maximum likelihood estimation
routine in our M-step of the E-M algorithm (as discussed in section 4.4.6). We used a
value 0.04 for the initial step-size parameter al in equation 4.3.7. Results are presented
in Table 4.5. We see that substitution of the method-of-moments approach within our
algorithm yields results similar to the originally-described algorithm, although at the cost
of some increase in variability of the estimates. Despite this increase in variability, it may
be worthwhile to use the MoM for the estimation of θ when working with larger networks
or more observations.
Table 4.5: Mean and standard deviation of parameter estimates for
MLE vs. MoM for estimation of θ.
MLE
# of Sims = 100
MoM
# of Sims = 40
Truth SAOM HMM SAOM HMM
Density -7.00 -2.39 (0.59) -7.01 (0.65) -2.40 (0.63) -7.08 (1.52)
Reciprocity 7.00 2.46 (0.83) 7.41 (1.67) 2.37 (0.73) 7.52 (2.27)
Cov. A Ego 8.20 2.69 (0.95) 7.88 (1.63) 2.86 (1.07) 8.23 (2.31)
Cov. B Alter 9.00 2.32 (0.82) 8.58 (1.67) 2.43 (0.63) 8.52 (1.96)
Cov. B Ego 11.50 3.41 (1.10) 10.80 (1.78) 3.65 (1.16) 10.93 (2.24)
Alpha 0.0225 0.0259 (0.012) 0.027 (0.012)
Beta 0.065 0.081 (0.038) 0.081 (0.035)
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Figure 4·4: Boxplots for density and reciprocity parameter estimate
distributions obtained from 100 simulations for our HMM-SAOM model
and also for the SAOM only (i.e. the naive approach). The dashed
line represents the true parameter value. Low noise corresponds to
α = 0.0225 and β = 0.065, medium noise to α = 0.045 and β = 0.130,
and high noise to α = 0.090 and β = 0.260.
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Figure 4·5: Boxplots for Covariate B alter and ego parameter estimate
distributions obtained from 100 simulations for our HMM-SAOM model
and also for the SAOM only (i.e. the naive approach). The dashed line
represents the true parameter value.
Figure 4·6: Boxplots for Covariate A ego parameter estimate distri-
butions obtained from 100 simulations for our HMM-SAOM model and
also for the SAOM only (i.e. the naive approach). The dashed line
represents the true parameter value.
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4.6 Analysis of EEG Complex Functional Networks
We apply this methodology in an analysis of EEG complex functional networks. Networks
are becoming a popular model to illustrate both the physiological connections (structural
networks) and the coupling of dynamic brain activity (functional networks) linking differ-
ent areas of the brain. A great deal of evidence now supports the theory that the brain
is a system of interacting regions that produce complex behaviors. Understanding brain
development and causes of neurological disorders, as well as developing more effective treat-
ments, require not just gaining knowledge about separate components in the brain, but
also studying how these components interact [Telesford et al., 2011, Sporns, 2014, Mesu-
lam, 1990, Bressler and Menon, 2010]. It is within this paradigm shift that scientists have
begun investigating how functional networks behave in healthy brains and are altered in
neurological and psychiatric disorders.
A question that often arises in the study of brain networks is how structural and func-
tional connectivity relate to one another. For example, does structural connectivity influence
functional connectivity? The relationship between the two remains an intensive area of re-
search. We seek to explore the relationship in this analysis by relating functional networks
inferred from statistical associations between source imaging of EEG activity and underly-
ing cortico-cortical structural brain connectivity determined by probabilistic white matter
tractography.
A patient with high density EEG (70 electrodes), digitized electrode coordinates, and
high resolution diffusion tensor imaging (DTI; 60 diffusion-encoding directions, 1.85 mm
isotropic voxels) was retrospectively identified from clinical evaluations performed at the
Massachusetts General Hospital Athinoula A. Martinos Center for Biomedical Imaging be-
tween 1/2009 and 12/2012, where she was undergoing evaluation due to epilepsy. The EEG
was recorded with a 70-channel electrode cap, based on the 1010 electrode-placement system
(Easycap, Vectorview, ElektaNeuromag, Helsinki, Finland) in the quiet resting state. The
positions of the EEG sensors were determined prior to data acquisition with a 3D digitizer
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(Fastrak, Polhemus Inc., Colchester, VA). The sampling rate was 600 Hz and the data were
filtered with high- and low-pass filters from 150 Hz for analysis using the MATLAB Signal
Processing Toolbox and custom software. Source analysis of EEG data was performed using
the MNE software package [Gramfort et al., 2014] with anatomical surfaces reconstructed
using Freesurfer [Fischl, 2012].
Functional undirected binary networks based on the source EEG data were constructed
at each contiguous 1 second interval, using cross-correlation as the measure of coupling,
as described in [Chu et al., 2015]. For our analysis, binary networks were averaged across
10 s segments to create a representative weighted network reflecting the average properties
of the data over time, where the edge weight or strength reveals the consistency of an
edge appearance across time. We then binarized these weighted matrices to obtain one
70 node, binary network for 4 consecutive 10 s intervals. The networks were binarized by
choosing a threshold for each network that kept the density at approximately 16%− 18%.
For white matter connectivity analysis, probabilistic tractography (Probtrackx2 through
FSL 5.0.4/FDT- FMRIB’s Diffusion Toolbox 3.0; FMRIB’s Software Library) was used
to process the DTI data obtained from a 3 T Magnetom Trio scanner, and a weighted
structural connectivity matrix was constructed. Please see Chu et al. for a much more
detailed explanation on data acquisition and network construction [Chu et al., 2015].
Table 4.6 lists the effects we chose to place into the objective function of our SAOM.
In other words, we would like to test hypotheses involving how each of these effects drives
changes in this individual’s functional EEG networks. A short description of these effects
is given below.
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Endogenous Effects
• Density: Represents the basic tendency for vertices to form connections. It is similar
to an intercept in a regression model. For sparser networks, this parameter will often
be negative.
• Transitive Triads: Represents the tendency for vertices to form connections that
position them within triangular structures.
• Number of Vertices at Distance Two: Defined by the number of ROIs to whom
i is indirectly connected (through at least one intermediary). When this effect has a
negative parameter, vertices will have a preference for having few others at a geodesic
distance of 2.
• Assortativity: Reflects the tendency for vertices with many connections to prefer-
ably form connections with other vertices whom also have many connections.
Exogenous Effects
• Electrode Distance: Represents the tendency for vertex pairs with higher values
of electrode distance to form connections. A negative parameter implies that vertex
pairs with a larger distance separating them, have a smaller probability of connecting.
• Structural Connectivity: Reflects the tendency for vertex pairs with higher values
of structural connectivity to form connections. A positive parameter implies that
vertex pairs with more structural connectivity, have a higher probability of connecting.
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Table 4.6: Mathematical definition of SAOM effects for EEG func-
tional network analysis
Effect Formula
Outdegree
∑
j uij
Reciprocity
∑
j uijuji
Transitive Triplets
∑
j,h uijuihujh
Number of Vertices at Distance 2 #{j|uij = 0,max(uihuhj) > 0
Assortativity
∑
j uij
√∑
j uij
√∑
i uij
Electrode Distance
∑
j uij(dij − d¯)
Structure
∑
j uij(sij − s¯)
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We first took the approach of only fitting a SAOM to our series of 4 observed networks.
We then fit our HMM-SAOM to the networks. Standard errors for the HMM-SAOM were
approximated via parametric bootstrap in the manner described in section 4.4.5 with a Z
equal to 10. The estimated parameters, standard errors, and t-ratios for both models are
reported in Table 4.7. We must interpret the results cautiously, based on relative magnitude
of t-ratios, as formal grounds for comparison to the t distribution are not well established.
It is also important to note that the parameter estimates allow for a caricature of the rules
governing the dynamic change in the network [Steglich et al., 2006]. Because the temporal
progression is taken care of by the rate functions, the parameters in the objective function
are static and are comparable across periods of different lengths of time. As the SAOM
authors point out [Steglich et al., 2006], a common misunderstanding is that the parameter
estimates express tendencies over time. Instead, they should be interpreted as satisfaction
measures that are suitable for explaining the observed changes.
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Table 4.7: EEG functional network analysis results from fitting our HMM-SAOM and from only fitting
a SAOM.
SAOM Only HMM-SAOM
Estimate S.E. T-Ratio Estimate
Density -0.5096 0.1424 -3.579 -0.9987
Transitive Triads 0.2444 0.0217 11.263 0.2415
Number of Distances 2 -0.1835 0.0298 -6.158 -0.3628
Assortativity -0.0695 0.0103 -6.748 -0.0486
Electrode Distance -0.0166 0.0020 -8.300 -0.0329
Structure 3.5475 0.8934 3.971 9.623
Alpha 0.0510
Beta 0.3606
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The parameter estimate associated with the transitive triads effect is positive and
roughly the same in both models. The t-ratio is also quite large. This indicates that
triangle formation is favored as the network evolves, controlling for the other effects in the
model. The distance 2 parameter estimate is negative in both models, with a large t-ratio,
meaning that brain regions have a preference for forming connections to few other regions
with a distance of 2, controlling for the other effects. However, it doubles in magnitude in
the HMM-SAOM, suggesting an even stronger signal than what would have been inferred
in the naive method of fitting just a SAOM. We also see a negative parameter, with a large
t-ratio, for the assortativity effect. The two models produce similar estimates. We can
conclude from this parameter that regions with many connections are actually less likely to
form an edge with other regions that have many connections.
Now consider the two exogenous effects. As one would expect, the electrode distance
effect is associated with a negative parameter estimate, suggesting that the further apart
two regions are, the less likely they are to connect. The estimate produced by the SAOM-
HMM is approximately 3 times the magnitude of that estimated by the SAOM. Lastly,
we see a positive estimate (and large t-ratio) for the structural connectivity effect in both
models. This indicates that regions with increased structural connectivity are also likely
to form functional connections. The difference between the estimates produced by the two
models for this effect is quite large. This seems to suggest that the true signal for this effect
is actually quite strong and may be diluted by measurement error on the network edges.
The type I error rate is estimated to be 5%, while the type II error rate is estimated to be
36%. Parametric bootstrapping is currently being implemented to estimate the standard
errors of the HMM-SAOM parameter estimates.
4.7 Closing Remarks
Stochastic Actor Oriented Models offer great flexibility in that they are able to represent
network dynamics as being driven by many factors/influences. Furthermore, the models
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allow for the accounting of several different explanations of network change, which may
be competing and even complementary. This allows for the testing of effects driving the
changes, while controlling for other factors, which better enables researchers to delve in,
disentangle, and identify which mechanisms are playing a role (as opposed to focusing on
different network characteristics individually). We feel that our contribution complements
this framework well and is important, especially for network data that is known to con-
tain large amounts of noise. When this is the case, signal becomes so diluted that the
naive approach of fitting only a SAOM, gives very inaccurate estimates. Our HMM-SAOM
method gives much more accurate estimates of the SAOM parameters, while also providing
estimates of the type I and type II error rates. SAOMs are already very prominent in the
social network literature, but we feel this extension to an HMM setting may potentially
spark interest in other research fields (e.g. neuroscience) where noisy data is much more of
a concern.
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Chapter 5
A Method for Estimating Percolation
Models
5.1 Introduction
The study of percolation - the sudden emergence of a giant connected component
(GCC) in a network- has become an active area of research, with relevance in clinical
neuroscience. For example, epileptic seizures are associated with an explosion of
connectivity across the brain [Kramer et al., 2010]. With a better understanding of
the type of phase transitions undergone in a seizure potentially having significant
importance in the treatment of epilepsy, an important question seems to be- “How
can we distinguish between different percolation regimes in practice?”
Two popular models of percolation are the Erdo˝s-Re´nyi (ER) [Erdos and Re´nyi,
1960] model and the Achlioptas’ Process [Achlioptas et al., 2009]. Percolation in
the ER model is an example of a second-order continuous phase transition. At each
time step, a single edge is either added or deleted. The Achlioptas framework of PR
percolation is analogous to the aforementioned ER birth and death model, except for
the choice of the probability distribution for the edge status variables. In the ER
model, a binary random variable controls the addition or deletion of edges, and the
choice of which edge to add or delete is random. However, in the case of the PR
model, the choice of the edge to be added or to be deleted is not uniform over all of
the edges (or non-edges). Instead, it depends on the structure of the graph at the
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current time point. This percolation regime slows down the growth of the GCC by
favoring the creation of edges between small connected components. The Achlioptas
process was initially an attempt to model discontinuous percolation, but it has been
since shown to be continuous (and of second order) [Riordan and Warnke, 2011].
Much of the previous research focuses on noise-free percolation. In practice,
however, networks are likely to be tainted by measurement error. As discussed in
the previous chapter, we should expect type I and type II error on edge status.
Furthermore, often times the process of edge growth has focused on models whereby
only edge creations are allowed. It is more realistic to assume edges may also dissolve
at certain points in network evolution. We build off of the work of Viles et al., who
propose a framework to distinguish between different percolation regimes in practice
[Viles et al., 2016]. They construct an HMM that consists of a nonstationary latent
process for the growth of a network (considering both edge creation and dissolution)
and also an observed graph process that introduces type I and type II errors on the
edges. They show that in the presence of noise and the inclusion of edge death, a
detection criterion based on the size of the second largest component is successful in
discriminating between the ER and PR percolation regimes.
In this chapter, we build off of the HMM framework of [Viles et al., 2016] and
present an algorithm for the estimation of a percolation model from a given sequence
of noisy networks with single edge transitions. The hope is that this will pave the way
for the next step of being able to distinguish between two different percolation regimes
in practice. In Section 5.2, we provide background information on the HMM set-up.
In Section 5.3, we present an EM algorithm and particle filtering based estimation
routine for the estimation of the birth and death rates, as well as the type I and type
II error rates. In Section 5.4 we present initial simulation results for our percolation
model estimation framework.
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5.2 Background
5.2.1 ER Process
We denote a sequence of network variables by
{Gn = (V,En) : n = 0, ..., N} (5.2.1)
where V denotes the vertex set of Gn and En represents the edge set at time n. At
each time step, a single edge is either added or deleted, the choice of which depends
on a binary random variable, denoted:
{Wn : n = 0, ..., N} (5.2.2)
whose state space is 0,1. The Markov chain is characterized by the following transition
probability matrix Q, for some choices of the birth and death rates, denoted by p and
q respectively.
Table 5.1: ER transition probability matrix
Wn+1 = 0 Wn+1 = 1
Wn = 0 1− p p
Wn = 1 q 1− q
The network-valued Markov chain can therefore be represented as (Gn,Wn), where
Gn differs from Gn−1 by a single edge and the edge chosen to be added or deleted is
chosen at random. We should also note that p and q are not required to sum to 1.
However, for the case where p = 1− q, simplified marginal distributions for the edges
are provided in [Viles et al., 2016].
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5.2.2 PR Process
Viles et al. demonstrate how to extend the standard Achlioptas’ framework of PR
percolation to a process that includes edge deaths. The model is similar to ER process
presented in the previous section, except for the choice of which edge is added or
deleted at each step. Suppose that there exist mn = |En| edges at time n, where
g(e) = 1 if a specific edge is present and g(e) = 0 if it is not. Then, if Wn = 1, the
choice of which edge to add is done in the following manner.
1. Uniformly choose two candidate vertex pairs among all edges in ECm (i.e. among
all non-edges). Denote the two vertex pairs by e1 = (v11, v12) and e2 = (v21, v22)
2. Evaluate the size of the connected components to which v11, v12, v21, v22 belong
and denote them by C11, C12, C21, C22, respectively.
3. Apply the product rule of [Achlioptas et al., 2009], which states: If |C11||C12| <
|C21||C22|, then gn+1(e1) = 1. Otherwise, gn+1(e2) = 1
The death or an edge is handled in a symmetric manner. Additional details can
be found in [Viles et al., 2016].
5.2.3 Hidden Markov Model
We assume that at each time point, we observe Gn with error. Denote the observed
graph variable by G∗n. Also denote the type I error rate by α and the type II error
rate by β. Then, we have the following probabilities:
P (g∗(e) = 0|g(e) = 0) = 1− α
P (g∗(e) = 1|g(e) = 0) = α
P (g∗(e) = 1|g(e) = 1) = 1− β
P (g∗(e) = 0|g(e) = 1) = β
Let (W˜ , G˜) represent the latent network series and G˜∗ represent the observed
network series. Also let (W1, G1) be given and G
∗
1 error-free. By combining the
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network-valued latent Markov process with this error process, we obtain a hidden
Markov process with the following assumptions:
• The vector of latent networks follows a first order Markov chain.
f(w˜, g˜) =
N−1∏
n=1
f((wn+1, gn+1)|(wn, gn))
• The observed networks are conditionally independent given the latent process.
f(g∗n|g∗1:N , g1:N) = f(g∗n|gn)
We simulated both the ER and PR model on networks with 100 vertices. The
results are reported in Figures 5.1 and 5.2. Number of time steps is on the x-axis and
percent of vertices in the giant connected component is on the y-axis. We used 100
different synthetic data sets, and the death rate was set to q = 1 − p. As expected,
the PR process has a slightly steeper curve, and the curves under both percolation
regimes are steeper for larger birth rates.
Figure 5·1: Error-free Erdo˝s-Re´nyi birth and death process
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Figure 5·2: Error-free Achlioptas’ birth and death process
We next show in Figure 5.3 that when noise is added to the networks, the two
processes are virtually indistinguishable. We simulated false edges with an type I
error rate of 0.01 and false non-edges with a type II error rate of 0.005.
Figure 5·3: ER and PR birth and death process with noise
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5.3 Expectation Maximization Algorithm
In this section we present an algorithm to approximate the maximum likelihood es-
timates of α, β, p, and q. We develop a variation of the EM algorithm, an iterative
method which alternates between performing an expectation (E) step and a maxi-
mization (M) step, just as we did in the previous chapter. We first find the expected
value of the complete data log-likelihood `∗(α, β, p, q) = logf(w˜, g˜, g˜∗), with respect to
the unknown, latent network and indicator variable pairs (W˜ , G˜), given the observed
networks G˜∗ and the current parameter estimates. We then maximize the expected
log-likelihood found in the E step.
The complete data log likelihood can be written as follows.
log f(w˜, g˜, g˜∗) =
N−1∑
n=1
log fα,β(g
∗
n+1|gn+1)
+
N−1∑
n=1
log fp,q(wn+1|wn, gn)
+
N−1∑
n=1
log f(gn+1|wn+1, gn) (5.3.1)
It should be noted that it is important to have the information of the current
latent network state Gn in log fp,q(wn+1 = w
′′|wn = w′, gn = g′) for the boundaries of
our chain. For example, when the latent network is an empty graph, death of edges
are not possible since none exist. Likewise, if the network is a complete graph (i.e.
edges exist between all node pairs), then growth of edges are not possible since all
possible edges exist. More formally,
p = fp,q(wn+1 = 1|wn = 0, gn = gempty) = 1. (5.3.2)
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and
q = fp,q(wn+1 = 0|wn = 1, gn = gcomplete) = 1. (5.3.3)
5.3.1 E-Step
Let Γ consist of (α, β, p, q). The expected value of the complete data log-likelihood,
with respect to the latent information (W˜ , G˜) given the observed networks G˜∗ is:
Q(Γ,Γi−1) = E[logf(w˜, g˜, g˜∗|Γ)|g˜∗,Γi−1]
=
∑
(w˜,g˜)∈(W˜ ,G˜)
logf(w˜, g˜, g˜∗|Γ)f(w˜, g˜|g˜∗,Γi−1)
=
∑
(w˜,g˜)∈(W˜ ,G˜)
[N−1∑
n=1
[
log fα,β(g
∗
n+1|gn+1) + log fp,q(wn+1|wn, gn)
+ log f(gn+1|wn+1, gn)
]]
f(w˜, g˜|g˜∗,Γi−1) (5.3.4)
where i is the iteration number, Γi−1 are the current parameter estimates that we use
to evaluate the expectation, and Γi are the new parameters that we want to optimize
to increase Q(Γ,Γi−1).
5.3.2 M-Step
The second step of the EM algorithm is to maximize the expectation. Since the
parameters we wish to optimize are independently split into the first two terms in
Q(Γ,Γi−1), we can optimize each separately.
The first term in Q(Γ,Γi−1) takes the form:
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∑
(w˜,g˜)∈(W˜ ,G˜)
[N−1∑
n=1
log fα,β(g
∗
n+1|gn+1)
]
f(w˜, g˜|g˜∗,Γi−1) = (5.3.5)
∑
(w′′,g′′)∈(Wn+1,Gn+1)
N−1∑
n=1
αc(1− α)dβb(1− β)af(wn+1 = w′′, gn+1 = g′′|g˜∗,Γi−1)
where a, b, c, and d for a given latent network gn+1 are defined in Table 5.2, just as
they were in chapter 4.
Table 5.2: Counts corresponding to type I and type II errors
Latent/Observed E Ec
E a b
Ec c d
After maximizing in alpha and β we obtain the following:
αˆ =
E[C|g˜∗,Γi−1]
E[C +D|g˜∗,Γi−1] (5.3.6)
This is the expected number of false edges in the observed network divided by the expected
number of non-edges in the latent network, given the observed networks G˜∗ and current
parameter estimates Γi−1.
βˆ =
E[B|g˜∗,Γi−1]
E[A+B|g˜∗,Γi−1] (5.3.7)
This is the expected number of false non-edges in the observed network divided by the
expected number of edges in the latent network, given the observed networks G˜∗ and current
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parameter estimates Γi−1. The derivation for each of these formulas is very similar to those
presented in Appendix C.
The second term in Q(Γ,Γi−1) takes the form:
∑
(W˜ ,G˜)
[N−1∑
n=1
log fp,q(wn+1|wn, gn)
]
f(w˜, g˜|g˜∗,Γi−1) = (5.3.8)
∑
(Wn,Gn)
∑
(Wn+1,Gn+1)
N−1∑
n=1
log fp,q(wn+1 = w
′′|wn = w′, gn = g′)×
f(wn+1 = w
′′, wn = w′, gn+1 = g′′, gn = g′|g˜∗,Γi−1)
There is the constraint of
∑
(Wn+1,Gn+1)
fp,q(wn+1 = w
′′|wn = w′, gn = g′)f(gn+1 = g′′|wn+1 = w′′, gn = g′|Γi−1) = 1
We perform a constrained optimization to arrive at the following formulas for when Gn
is neither empty nor complete.
f(wn+1 = w
′′|wn = w′, gn 6= (gcomplete, gempty)) =
∑
(Wn,Gn)
∑
(Wn+1,Gn+1)
∑N−1
n=1 I[wn+1 = w
′′, wn = w′]f(wn+1 = w′′, wn = w′, gn+1, gn|g˜∗,Γi−1)
∑
(Wn,Gn)
∑N−1
n=1 I[wn = w
′]f(wn = w′, gn|g˜∗,Γi−1)
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Therefore, the formula for the estimate of birth rate is
pˆ = f(wn+1 = 1|wn = 0, gn 6= (gcomplete, gempty)) =
(5.3.9)∑
(Wn,Gn)
∑
(Wn+1,Gn+1)
∑N−1
n=1 I[wn+1 = 1, wn = 0]f(wn+1 = 1, wn = 0, gn+1, gn|g˜∗,Γi−1)
∑
(Wn,Gn)
∑N−1
n=1 I[wn = 0]f(wn = 0, gn|g˜∗,Γi−1)
(5.3.10)
And, the formula for the estimate of death rate is
qˆ = f(wn+1 = 0|wn = 1, gn 6= (gcomplete, gempty)) =
(5.3.11)∑
(Wn,Gn)
∑
(Wn+1,Gn+1)
∑N−1
n=1 I[wn+1 = 0, wn = 1]f(wn+1 = 0, wn = 1, gn+1, gn|g˜∗,Γi−1)
∑
(Wn,Gn)
∑N−1
n=1 I[wn = 1]f(wn = 1, gn|g˜∗,Γi−1)
(5.3.12)
5.3.3 Particle Filtering
The expectation step of our E-M algorithm is difficult to calculate. The transition probabil-
ities, f((wn+1, gn+1)|(wn, gn)), are not able to be calculated in closed form, except for when
the latent networks evolve according to the Erdo˝s-Re´nyi percolation regime and p = 1− q.
Therefore, f(w˜, g˜|g˜∗,Γi−1) is not able to be calculated. Due to the intractability of the E
step calculation, we employ a particle filtering based sampling scheme (i.e. a Sequential
Monte Carlo method). Additional details on particle filtering can be found in chapter 4,
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section 3.3. The particle filtering algorithm we employ is the following.
1. Start with the first observed network. Assume no error. Set G1 = G
∗
1. Also set
W1 = 0.
2. To create B number of particles (i.e. sample latent networks) at n = 2, repeat the
following for b = 1, ..., B.
(a) Sample W2 ∼ Bernoulli(pˆ). If G1 is an empty network, assume pˆ = 1.
(b) If W2 = 1, add an edge according to the ER or PR process (or by any other
percolation model you wish). Set Gb2 equal to this new network.
3. For n = 2, ..., N − 1, repeat the following steps.
(a) For the B pairs of (Wn, Gn), calculate f(g
∗
n|gn). Calculate the sum of these (i.e.
the normalizing constant) and divide each by it. Now sample B of these.
(b) To create B number of particles at n = n+1, repeat the following for b = 1, ..., B.
i. If Wn = 0, sample Wn+1 ∼ Bernoulli(pˆ). Otherwise, sample Wn+1 ∼
Bernoulli(1− qˆ). If Gn is a complete graph, assume q = 1.
ii. If Wn = 1, add an edge according to the ER or PR process. Set G
b
n+1 equal
to this new network. Otherwise, delete an edge according to the ER or PR
process, and set Gbn+1 equal to this new network.
5.3.4 Putting it all together
We now combine the elements presented in the previous sections to define a complete
algorithm for the estimation of α, β, p, and q in the HMM.
Initialize each parameter.
The ith updating step of our EM algorithm then proceeds as follows:
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1. Using the current value of the parameters, perform the particle filtering algorithm
described in Section 5.3.3. This algorithm will give B possible latent networks at each
time step. It effectively reduces the space from which we will sample from in the next
step. It also allows us to sample true networks without actually having the transition
probabilities in closed form.
2. Draw X number of true network sample series from f(w˜, g˜|g˜∗,Γi−1) using the ancestral
sampling scheme parallel to that explained in Chapter 4, Section 4.3.
3. Perform the maximization step using the formulas in Section 5.3.2 to get new esti-
mates of α, β, p, and q.
4. Repeat steps 1-3 until convergence.
5.4 Initial Simulation Results
An initial small simulation study was performed on 30 node networks simulated with an ER
percolation model. We simulated 350 in the series and added noise to the edges. Results
are shown below in Table 5.3.
Table 5.3: Mean and standard deviation of parameter estimates based
off of 10 simulations
Birth Rate Death Rate Alpha Beta
Truth 0.80 0.20 0.01 0.028
HMM 0.81 (0.06) 0.19 (0.02) 0.015 (0.001) 0.052 (0.005)
These initial results indicate that our algorithm performs fairly well, as we are not
seeing much bias in our estimates.
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5.5 Closing Remarks
In this chapter, we have presented an E-M algorithm for the estimation of the type I and
type II error rates, as well as the birth and death rates for an HMM where the latent
networks evolve according to a percolation model. The advantage of our method is that it
can be used for many percolation models, and not only the ER and PR process. To the
best of our knowledge, this is the only existing method to estimate a percolation model
(that incorporates death of edges) from a series of noisy networks observed at every edge
transition. We feel that the framework we have presented is an important step towards
being able to distinguish between different percolation regimes in practice. We discuss
future work in the final chapter of this dissertation.
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Chapter 6
Conclusions
In conclusion, this work is focused on developing sophisticated statistical method-
ology for the analysis of complex brain networks. We believe that the introduction,
adaptation, and extension of stochastic actor-oriented models to the neuroscience set-
ting has the potential to have a significant impact on future research involving brain
networks. We first propose a paradigm for longitudinal network analysis of functional
networks, and we demonstrate our framework on resting-state fMRI data from the
Alzheimer’s Disease Neuroimaging Initiative. We next extend the SAOM methodol-
ogy to incorporate type I and type II error in the true network edges. The Hidden
Markov modeling framework we propose, along with an Expectation-Maximization
algorithm, allows us to estimate the type I error, type II error, and parameters driv-
ing network changes in the SAOMs. We demonstrate the methodology on EEG data
measured on an epileptic patient. Lastly, we develop methodology for estimating
error rates and birth and death rates from observed networks evolving according to
one of many percolation regimes, which is an important step in being able to distin-
guish between different percolation regimes in practice. We will now discuss some
limitations of the current methods and thoughts on future work.
Chapter 3 demonstrated the potential of adapting SAOMs to networks in neuro-
science. However, several opportunities for extending the scope of this work remain.
For example, the assumption of a Gumbel-distributed random disturbance term is
built into the stochastic-actor oriented model framework and is not something we
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have set ourselves. As mentioned in chapter 2, during the SAOM evolution process,
each vertex, when given the opportunity to make a change, chooses its next move
based off of a discrete set of choices with probabilities that can be calculated from
variables in the model (i.e. a utility function). Therefore, these types of models are
discrete choice models. Because the vertex’s decision can also be based off of utility
arguments that are not explicitly modeled in the utility function, and because of mea-
surement error, it is assumed that the vertex chooses its next step that maximizes
a utility function in addition to a random disturbance term. Early developments of
discrete choice models were based on the assumption that the errors terms were inde-
pendently and identically Type I extreme value (Gumbel) distributed, which leads to
a multinomial logit model. The creators of SAOMs chose this assumption to be in line
with the discrete choice model theory, but there are currently no diagnostics within
the SAOM framework, to our knowledge, that can be used to check this assumption.
It would be useful to have such diagnostics in place.
Given that the neuroscience field has recently been moving towards the use of
weighted networks, another future direction is adapting our longitudinal network
analysis paradigm to weighted networks. The current SAOM framework currently
only allows for binary networks. However, it does allow for the defining and mod-
eling of multiple networks representing discrete levels of relationships. Therefore,
future work could try adapting our approach to weighted networks where one defines
several categories representing edge weights. For example, positive correlations of
≤ 0.20, 0.21 − 0.40, 0.41 − 0.60, 0.61 − 0.80, and 0.81 − 1 may each be a different
category, and one can create a model for the co-evolution of these networks.
Future work should involve extending the framework to be feasible for networks
of larger size, as well as for analyses with a much larger number of subjects. The
SAOM framework scales well to network sizes of hundreds of vertices, so we expect
92
it to perform well and in a reasonable amount of time (e.g. no more than an hour
with a single processor on a home computer) at the ROI level where one has up to a
couple hundred ROIs. For our analysis, each pair of consecutive time points took 90
seconds to run on a machine with a 2.5 GHz processor and 8.00 GB RAM. Therefore,
the average time it takes (in minutes) to fit separate models to a subject’s 64 ROI
networks for T-1 time periods is 90*(T-1)/60, where T is the total number of time
periods. If more than 5 or so effects are in the model, it may take longer. The SAOM
framework can also handle thousands of vertices, but will take substantially longer
to run (i.e. may take several days, but if one can parallelize with multiple processors
it may run in a day), while network sizes of over a few thousand vertices will be a
challenge.
If one wanted to perform the analysis on thousands of subjects, we recommend
looking into whether the time homogeneity assumption is reasonably met (the RSiena
package has diagnostics for this), and if it is, then only fitting one model (for the
entire series) per subject. This will substantially cut down on time. Given AD is a
progressive degenerative disease, and given network changes and what is driving those
changes may vary depending on the stage of the disease, we took a more conservative
approach and did not assume time homogeneity of the SAOM parameters in our
analysis. It would be beneficial, however, to construct a framework that further
reduces the run time when many subjects must be analyzed.
Lastly, the SAOM methodology is lacking formal asymptotic theory, which will
likely need to be addressed in the near future if such a framework is going to be used
strongly in the clinical world. The parameters in the objective function cannot be
formally tested by comparing the t-ratio of parameter estimate divided by standard
error to a standard normal distribution. The SAOM authors assert that the asymp-
totic normality theory is supported by extensive simulation studies, but a proof is not
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currently available for this. When a meta-analysis is performed, however, asymptotic
theory holds, and we can formally draw conclusions at a population level since the
asymptotics are in number of subjects. Drawing conclusions at the subject level is
where one needs to be careful.
In chapter 4, we introduced an extension of SAOMs to account for error on the
network edges. While our framework demonstrates an increase in accuracy over only
fitting a SAOM when error is suspected to be present in network edges, it does suffer
from the limitation of computational cost. We have incorporated particle filtering to
reduce the burden of having to sum over all possible network states at each observation
moment in our expectation step. However, as network size increases, the time it
takes to complete one iteration of the algorithm is still on the order of days. We
have discussed the short-cut of using a method of moments based approach in the
maximization of θ, but we feel that shifting to an entire method of moments based
framework (as opposed to a maximum likelihood based framework) will lead to a
large performance improvement. There is work where method of moments estimation
routines are used in a hidden Markov setting when an E-M algorithm routine is
unfavorable due to high computational complexity [Anandkumar et al., 2012,Subakan
et al., 2015, Barlier et al., 2016]. Given that there is already a MoM routine in
SAOMs [Snijders, 1996] where each parameter is matched to a statistic and θ is
estimated to be the value for which the expected values of the statistics over many
simulations equal their observed counterparts, we feel that an extension to where we
also derive sufficient statistics for α and β is reasonable.
The final work presented in this dissertation involves estimating the parameters in
a percolation model when noise and the death of edges are present. We have outlined
an approach for this, but future work will involve addressing model identifiability
and asymptotic likelihood ratio (LR) testing. The asymptotic LR testing will be key
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for distinguishing between different percolation regimes, which is ultimately what
we wish to be able to do. Nonstationarity of the underlying processes is also a
nontrivial aspect to handle throughout. Given success on this, we plan to tackle the
problem of observing only sub-samples of the HMM, which is likely to be the case
if our methodology is to be used in practice. We expect to be able to handle this
using ideas similar to those in SAOMs, where possible sample paths connecting one
observed network to the next are augmented to aid in estimation. From a theoretical
point of view, extension of the full-sampled case to the sub-sampled case is less clear
and is something that needs to be further investigated. Finally, for computational
scaling to very large networks, we propose looking into a MOM extension.
Appendix A
FreeSurfer ROIs in the rsfMRI analyses
• Left-Hippocampus
• ctx-lh-bankssts
• ctx-lh-caudalanteriorcingulate
• ctx-lh-caudalmiddlefrontal
• ctx-lh-cuneus
• ctx-lh-entorhinal
• ctx-lh-fusiform
• ctx-lh-inferiorparietal
• ctx-lh-inferiortemporal
• ctx-lh-insula
• ctx-lh-isthmuscingulate
• ctx-lh-lateraloccipital
• ctx-lh-lingual
• ctx-lh-middletemporal
• ctx-lh-paracentral
• Right-Hippocampus
• ctx-rh-bankssts
• ctx-rh-caudalanteriorcingulate
• ctx-rh-caudalmiddlefrontal
• ctx-rh-cuneus
• ctx-rh-entorhinal
• ctx-rh-fusiform
• ctx-rh-inferiorparietal
• ctx-rh-inferiortemporal
• ctx-rh-insula
• ctx-rh-isthmuscingulate
• ctx-rh-lateraloccipital
• ctx-rh-lingual
• ctx-rh-middletemporal
• ctx-rh-paracentral
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• ctx-lh-parahippocampal
• ctx-lh-parsopercularis
• ctx-lh-parsorbitalis
• ctx-lh-parstriangularis
• ctx-lh-pericalcarine
• ctx-lh-postcentral
• ctx-lh-posteriorcingulate
• ctx-lh-precentral
• ctx-lh-precuneus
• ctx-lh-rostralanteriorcingulate
• ctx-lh-rostralmiddlefrontal
• ctx-lh-superiorfrontal
• ctx-lh-superiorparietal
• ctx-lh-superiortemporal
• ctx-lh-supramarginal
• ctx-lh-temporalpole
• ctx-lh-transversetemporal
• ctx-rh-parahippocampal
• ctx-rh-parsopercularis
• ctx-rh-parsorbitalis
• ctx-rh-parstriangularis
• ctx-rh-pericalcarine
• ctx-rh-postcentral
• ctx-rh-posteriorcingulate
• ctx-rh-precentral
• ctx-rh-precuneus
• ctx-rh-rostralanteriorcingulate
• ctx-rh-rostralmiddlefrontal
• ctx-rh-superiorfrontal
• ctx-rh-superiorparietal
• ctx-rh-superiortemporal
• ctx-rh-supramarginal
• ctx-rh-temporalpole
• ctx-rh-transversetemporal
Appendix B
Mean Value of Parameters Over Time by
Disease Status
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Figure B·1: Mean value of three cycles effect parameter at each time period for the primary and secondary
analyses. The regression line is only fit from the means for time periods 1-3 since period 4 had a small
sample size (e.g. only 3 AD subjects had a visit 5). * Denotes a mean that was not taken into account in
the regression line.
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Figure B·2: Mean value of between effect parameter at each time period for the primary and secondary
analyses. The regression line is only fit from the means for time periods 1-3 since period 4 had a small
sample size (e.g. only 3 AD subjects had a visit 5). * Denotes a mean that was not taken into account in
the regression line.
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Figure B·3: Mean value of same lobe effect parameter at each time period for the primary and secondary
analyses. The regression line is only fit from the means for time periods 1-3 since period 4 had a small
sample size (e.g. only 3 AD subjects had a visit 5). * Denotes a mean that was not taken into account in
the regression line.
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Figure B·4: Mean value of DMN effect parameter at each time period for the primary and secondary
analyses. The regression line is only fit from the means for time periods 1-3 since period 4 had a small
sample size (e.g. only 3 AD subjects had a visit 5). * Denotes a mean that was not taken into account in
the regression line.
Appendix C
Derivation of αˆ and βˆ formulas in
HMM-SAOM
∑
u˜∈U˜
[ M∑
m=2
log fα,β(y(tm)|u(tm))
]
f(u˜|y˜,Γn−1)
=
K∑
k=1
M∑
m=2
log
[
αckm(1− α)dkmβbkm(1− β)akmf(u(tm) = uk)|y˜,Γn−1)
=
K∑
k=1
M∑
m=2
[
ckm logα + dkm log(1− α)
]
f(u(tm) = uk)|y˜,Γn−1)
+
K∑
k=1
M∑
m=2
[
bkm log β + akm log(1− β)
]
f(u(tm) = uk)|y˜,Γn−1)
Now, we differentiate with respect to α, set the derivative equal to 0, and solve
for α to get the maximum.
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K∑
k=1
M∑
m=2
[ckm
α
+
dkm
1− α
]
f(u(tm) = uk)|y˜,Γn−1) = 0
1− α
α
M∑
k=1
M∑
m=2
ckmf(u(tm) = uk)|y˜,Γn−1) =
K∑
k=1
M∑
m=2
dkmf(u(tm) = uk)|y˜,Γn−1)
1
α
= 1 +
∑K
k=1
∑M
m=2 dkmf(u(tm) = uk)|y˜,Γn−1)∑K
k=1
∑M
m=2 ckmf(u(tm) = uk)|y˜,Γn−1)
αˆ =
∑K
k=1
∑M
m=2 ckmf(u(tm) = uk)|y˜,Γn−1)∑K
k=1
∑M
m=2
[
ckmf(u(tm) = uk)|y˜,Γn−1) + dkmf(u(tm) = uk)|y˜,Γn−1)
]
The calculation for βˆ is similar.
K∑
k=1
M∑
m=2
[bkm
β
+
akm
1− β
]
f(u(tm) = uk)|y˜,Γn−1) = 0
1− β
β
K∑
k=1
M∑
m=2
bkmf(u(tm) = uk)|y˜,Γn−1) =
K∑
k=1
M∑
m=2
akmf(u(tm) = uk)|y˜,Γn−1)
1
β
= 1 +
∑K
k=1
∑M
m=2 akmf(u(tm) = uk)|y˜,Γn−1)∑K
k=1
∑M
m=2 bkmf(u(tm) = uk)|y˜,Γn−1)
βˆ =
∑M
k=1
∑M
m=2 bkmf(u(tm) = uk)|y˜,Γn−1)∑K
k=1
∑M
m=2
[
bkmf(u(tm) = uk)|y˜,Γn−1) + akmf(u(tm) = uk)|y˜,Γn−1)
]
Appendix D
Proof of Missing Information Principal for
HMM-SAOM
Recall that we denote each possible unique true network series by u˜. We define the
random variable V to be a sample path associated with a true network series u˜.
We prove below that E
[∑
u˜∈U˜ S(θ; u˜, V )f(u˜|y˜,Γn−1)] =
∑
u˜∈U˜ S(θ; u˜)f(u˜|y˜,Γn−1).
By calculating this expectation, we are able to maximize
∑
u˜∈U˜ S(θ; u˜)f(u˜|y˜,Γn−1),
which would otherwise be intractable.
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E
[∑
u˜∈U˜
S(θ; u˜, V )f(u˜|y˜,Γn−1)]
=
∑
u˜∈U˜
E
[
S(θ; u˜, V )|u˜, y˜]f(u˜|y˜,Γn−1)
=
∑
u˜∈U˜
[∑
v∈V
∂
∂θ
logfθ(u˜, v)f(v|u˜, y˜,Γn−1)
]
f(u˜|y˜,Γn−1)
=
∑
u˜∈U˜
[∑
v∈V
∂
∂θ
logfθ(v|u˜)f(v|u˜, y˜,Γn−1)
]
f(u˜|y˜,Γn−1)
+
∑
u˜∈U˜
[∑
v∈V
∂
∂θ
logfθ(u˜)f(v|u˜, y˜,Γn−1)
]
f(u˜|y˜,Γn−1)
=
∑
u˜∈U˜
E[
∂
∂θ
logfθ(v|u˜)|u˜]f(u˜|y˜,Γn−1)
+
∑
u˜∈U˜
∂
∂θ
logfθ(u˜)f(u˜|y˜,Γn−1)
∑
v∈V
f(v|u˜, y˜,Γn−1)
= E
[
E[
∂
∂θ
logfθ(v|u˜)|u˜]|y˜
]
+
∑
u˜∈U˜
∂
∂θ
logfθ(u˜)f(u˜|y˜,Γn−1)× 1
= E
[
0|y˜]+ E [ ∂
∂θ
logfθ(u˜)|y˜
]
= E
[ ∂
∂θ
logfθ(u˜)|y˜
]
=
∑
u˜∈U˜
S(θ; u˜)f(u˜|y˜,Γn−1)
Appendix E
Model Identifiability for HMM-SAOM
Theorem 1. Let the objective function for the SAOM only contain a parameter for
density. In other words, let fi(θ1, u
(r−1), u(r)) = θ1
∑
j xij. Also assume the assump-
tions of Section 2 hold. Then, f(y˜) is globally identifiable.
Proof. We will first show that two sets of parameters where α2 = 1 − β1, β2 =
1 − α1, θ2 = −θ1, and f(U(t1) = u) = f(U(t1) = u´) will give the same likelihood
for f(y˜) and for M = 2, making the model non-identifiable. We are not assuming
assumption 3 in Section 2 is true in this general case. We will then assert that the
same holds for M of any length and that this is the only parameterization that will
cause non-identifiability. Therefore, since our models are assuming f(U(t1)) is given
(i.e. assumption 3), f(U(t1) = u) 6= f(U(t1) = u´) and the model is identifiable.
We assume that we have two observed network variables, denoted by Y (t1) and
Y (t2). The vector with elements Y (t1) and Y (t2), is denoted by Y˜ . The vector of true
network variables, U(t1) and U(t2), underlying the observed networks, is denoted by
U˜ . Therefore, the likelihood becomes:
f(y˜) =
∑
u˜∈U˜
f(u(t1))× fα,β(y(t1)|u(t1))× fθ(u(t2)|u(t1))× fα,β(y(t2)|u(t2))
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The sum is over all possible true networks series, with a total of 2(
N
2 ) possible
networks at each observation time point, where N is the number of vertices.
It is trivial to show that for any potential true network U(tm) = u with c edges
and d non-edges, there is another potential true network U(tm) = u´ with c non-edges
in place of the c edges in u and d edges in place of the d non-edges in u. In other
words, all of the edges are flipped to non-edges, and all of the non-edges are flipped
to edges. Therefore, if given U(tm) = u, Y (tm) contains a false edges and b true non-
edges, then given U(tm) = u´, Y (tm) will contain a true edges and b false non-edges.
Similarly, if given U(tm) = u, Y (tm) contains c false non-edges and d true edges, then
given U(tm) = u´, Y (tm) will contain c true non-edges and d false edges. This means
that for each possible U(tm) and corresponding fα1,β1(Y (tm) = y|U(tm) = u), there
is a network u´ where fα2,β2(Y (tm) = y|U(tm) = u´) = fα1,β1(Y (tm) = y|U(tm) = u) if
α2 = 1− β1 and β2 = 1− α1.
Next, let’s take each f(U(t1)) = u´ under the second parameterization and set it
equal to f(U(t1)) = u (i.e. the initial distribution of its ‘opposite’ network) under
the first parameterization. Now, if we can find a θ2 in which fθ2(U(t2) = u´|U(t1)) =
fθ1(U(t2) = u|U(t1)) then, we have shown that
f(y˜) =
∑
u˜∈U˜
f(u(t1))× fα1,β1(y(t1)|u(t1))× fθ1(u(t2)|u(t1))× fα1,β1(y(t2)|u(t2))
=
∑
u˜∈U˜
f(u(t1))× fα2,β2(y(t1)|u(t1))× fθ2(u(t2)|u(t1))× fα2,β2(y(t2)|u(t2))
since each summand under the first parameterization will have one, and only one,
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match to a summand under the second parameterization.
To find θ2 for which fθ2(U(t2) = u´|U(t1)) = fθ1(U(t2) = u|U(t1)), let’s first note
that U(t2) = u´ and U(t1) = u´ are the exact opposite networks from U(t2) = u and
U(t1) = u respectively, in the sense that the edges and non-edges are flipped. Also,
recall
fθ(u(t2)|u(t1)) =
∑
v˜
[
e(−nδ(t2−t1)) nδ(t2−t1))
R
R!
×
R∏
r=1
piir(δ, u
(r−1))pir,jr(θ, u
(r−1))
]
where the sum is over all possible sample paths connecting u(t1) and u(t2). If we fix
the rate parameter δ, then it is sufficient to show that pir,jr(θ1, u
(r−1)) when U(t2) = u
is equal to pir,jr(θ2, u
(r−1)) when U(t2) = u´ for a proof of fθ2(U(t2) = u´|U(t1) = u´) =
fθ1(U(t2) = u|U(t1) = u).
Let’s first write out the form of pir,jr(θ1, u
(r−1)) for the case when U(t2) = u.
Recall that:
pij(θ1, u
(r−1), u(r)) = exp
[
(fi(θ1, u
(r−1), u(r))
]
/
∑
u´
exp
[
(fi(θ1, u
(r−1), u´(r))
]
where the summation extends over all possible next network states u´ and fi(θ1, u
(r−1), u(r))
only contains an effect for density, and is therefore just equal to θ1
∑
j xij.
Therefore, when it is vertex i’s opportunity to make a change in edge status, and
if i is currently connected to c other vertices and has d vertices in which it is not
connected to (where vertex j = k is among these), then the probability of i forming
a connection to j = k is:
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pij(θ1, u
(r−1), u(r)) =
exp
[
θ1
∑
j 6=k uij + θ1uik
]∑d
h=1 exp
[
θ1
∑
j 6=h uij + θ1uih
]
+
∑c
m=1 exp
[
θ1
∑
j 6=m uij − θ1uim
]
+ exp
[
θ1
∑
j uij
]
=
exp
[
θ1(c+ 1)
]
d exp
[
θ1(c+ 1)
]
+ c exp
[
θ1(c− 1)
]
+ exp
[
θ1c
]
The first term in the denominator is accounting for the fact that vertex i could
choose to connect to any of the d vertices in which it is not connected to. The second
term accounts for the fact that vertex i could choose to disconnect from any of the c
vertices in which it is already connected to. And, the last term represents the option
of no change.
Now, we’ll move to the case where U(t2) = u´. Recall that in this network, all
of the edge statuses are opposite to what they were in U(t2) = u. Therefore, we
want the probability of vertex i NOT forming a connection to j = k to be equal to
our prior probability of i forming a connection to j = k. So, when it is vertex i’s
opportunity to make a change in edge status, and if vertex i is currently connected
to d other vertices (instead of the c in it’s ‘opposite’ network), where vertex j = k is
among these, and if vertex i has c vertices in which it is not connected to (instead of
d) then the probability of vertex i not forming a connection to j = k is:
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pij(θ2, u
(r−1), u(r)) =
exp
[
θ2
∑
j 6=k uij − θ2uik
]∑c
m=1 exp
[
θ2
∑
j 6=m uij + θ2uim
]
+
∑d
h=1 exp
[
θ2
∑
j 6=h uij − θ2uih
]
+ exp
[
θ2
∑
j uij
]
=
exp
[
θ2(d− 1)
]
c exp
[
θ2(d+ 1)
]
+ d exp
[
θ2(d− 1)
]
+ exp
[
θ2d
]
Setting the two probabilities equal to one another gives us...
exp
[
θ1(c+ 1)
]
d exp
[
θ1(c+ 1)
]
+ c exp
[
θ1(c− 1)
]
+ exp
[
θ1c
]
=
exp
[
θ2(d− 1)
]
c exp
[
θ2(d+ 1)
]
+ d exp
[
θ2(d− 1)
]
+ exp
[
θ2d
]
After cross-multiplying we have...
exp
[
θ1(c+ 1)
][
c exp
[
θ2(d+ 1)
]
+ d exp
[
θ2(d− 1)
]
+ exp
[
θ2d)
]]
= exp
[
θ2(d− 1)
][
d exp
[
θ1(c+ 1)
]
+ c exp
[
θ1(c− 1)
]
+ exp
[
θ1c
]]
Simplifying the terms to the left of the equal sign gives us:
c exp
[
θ1(c+ 1) + θ2(d+ 1)
]
+ d exp
[
θ1(c+ 1) + θ2(d− 1)
]
+ exp
[
θ1(c+ 1) + θ2d
]
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And, simplifying to the right of the equal sign...
c exp
[
θ2(d− 1) + θ1(c− 1)
]
+ d exp
[
θ2(d− 1) + θ1(c+ 1)
]
+ exp
[
θ2(d− 1) + θ1c
]
Therefore, for both expressions to equal one another, the following must hold:
c exp
[
θ1(c+ 1) + θ2(d+ 1)
]
= c exp
[
θ2(d− 1) + θ1(c− 1)
]
d exp
[
θ1(c+ 1) + θ2(d− 1)
]
= d exp
[
θ2(d− 1) + θ1(c+ 1)
]
exp
[
θ1(c+ 1) + θ2d
]
= exp
[
θ2(d− 1) + θ1c
]
which implies θ2 = −θ1 .
We have just shown that two sets of parameters (α1, β1, θ1, f(U(tm) = u)) and
(α2 = 1−β1, β2 = 1−α1, θ2 = −θ1, f(U(tm) = u´) = f(U(tm) = u)) will give the same
likelihood for an observed network series where M = 2. This is easily extendable to
M of any length since every possible true network series U˜ = u˜ will have a matching
true network series U˜ = ˜´u (in which the edge statuses in each network are flipped),
where the two have equal probabilities under the two parameterizations explained
above.
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