Abstract. It is shown that a multiplicative semigroup of operators is triangularizable if ST − T S is quasinilpotent for every pair {S, T } in the semigroup and certain other hypotheses are satisfied.
Introduction and preliminaries
We consider (multiplicative) semigroups of operators on a Hilbert or Banach space. We are interested in those semigroups S that are commutative "modulo quasinilpotent operators"; i.e., ST − T S is quasinilpotent for all S and T in S. Is such an S reducible? That is, does there exist a (closed) subspace of H invariant under all members of S? Is S triangularizable? That is, does the lattice of invariant subspaces of S contain a maximal chain of subspaces of H? Guralnick [1] showed that in finite dimensions the answer is affirmative to both questions. We show that the general answer in infinite dimensions is negative, but there are some positive results in the presence of compactness conditions. Let K(H) denote the algebra of compact operators on a Hilbert space H. We shall view M n (C) as K(H) where H is n-dimensional. We thank Tom Laffey for a very helpful discussion of group theory.
We shall need the following (known) lemma more than once in the sequel. (The second part of the lemma does not require compactness.)
Lemma 1. A semigroup S in K(H) is reducible if it satisfies either of the following conditions: (a) There is a nonzero continuous linear functional on K(H) whose restriction to S is zero. (b) There is an idempotent E of rank at least two (not necessarily in S) such that the set of operators (compressions) ESE | EH is reducible.
Proof. (a) Let A be the closed linear span of S. Then A is a subalgebra of K(H) and the functional is zero on A, by linearity and continuity. If A is irreducible, then A = K(H) by Lomonosov's Theorem [5] , which is a contradiction. (b) By using a similarity we can assume E is self-adjoint. By hypothesis, there is a proper sub-projection F of E, with 0 = F = EF = F E, whose range is invariant for ESE. This implies (E − F )SF = 0 for all S in S. If SF = 0, then F H is a nontrivial invariant subspace for S. Otherwise, the closure of SF H, which is clearly invariant under S, is proper. Thus S is reducible in either case.
Another result we need is the following lemma, which is a special case of the finiteness lemma of [9] .
Lemma 2 ([9]
). Let P be a property for semigroups S in M n (C) such that, whenever S has property P, then so do:
(a) the semigroup CS, 
where G is a finite group of m × m matrices.
Finite dimensions
Guralnick [1] proved that a semigroup of matrices over any field is triangularizable over an extension field if ST − T S is always nilpotent. Our proof is a little simpler, but it only applies to matrices over the field of complex numbers (or subfields of the complex numbers). Our approach will provide a useful basis for the infinite-dimensional results presented below. We first prove a special case of the main result.
Lemma 3. Let G be a finite group of unitary matrices such that
Proof. We use induction on the order of G. Assume, if possible, that G is a nonabelian group of smallest order satisfying the hypothesis. Then every proper subgroup of G is abelian. Thus G is solvable by O.J. Schmidt's Theorem [3, page 280] .
As a finite solvable group, G has a composition series where each factor group is cyclic of prime order. In particular, there is a normal subgroup G 0 with G/G 0 of order p. Note that, by the minimality of G, this subgroup is abelian and, hence, can be assumed to be contained in the set of diagonal matrices. Pick G in G\G 0 . Since G is generated by G 0 and G, to complete the proof we need only show that G commutes with every member H of G 0 . But
is nilpotent by hypothesis. Since G 0 is normal, G −1 HG − H is also diagonal. The only diagonal nilpotent is 0.
We now present our proof of Guralnick's finite-dimensional result.
Proof. Let us say a semigroup S has property P if ST − T S is nilpotent for all S and T in S. Observe that if E is the projection onto an invariant subspace of S, then both ESE and (I − E)S(I − E) have property P if S does. Thus a simple inductive argument on n would yield the theorem if we show that every S with property P is reducible.
Assume, if possible, that S is irreducible. To obtain a contradiction, we can also assume that S is maximal relative to P. It is easily checked that P is stable under scalar multiplication and under induced automorphisms of semigroups, so that the hypotheses (a) and (c) of Lemma 2 are satisfied by P. Also, continuity of spectrum on M n (C) shows that (b) is satisfied. Thus we obtain E and G as in the lemma. Since G is finite, it is similar to a unitary group [12] . Thus we can assume, after applying a simultaneous similarity to S, that G is a group of m × m unitary matrices. Observe that ESE, and hence G, inherit the property P.
First we consider the case m > 1. It follows from Lemma 3 that G is abelian and hence simultaneously diagonalizable. This implies that ESE, when restricted to the range of E, is reducible. Hence S is reducible by Lemma 1, which is a contradiction.
We now assume that m = 1. We shall show the existence of a nonzero matrix A such that tr(AS) = 0 for every S in S; this would contradict the irreducibility of S, by Lemma 1(a). If S has a member T with ET = 0 but ET E = 0, then we can choose A = ET . Observe that ET S − SET is nilpotent by hypothesis and leaves the one-dimensional range of E invariant, by the equation
and thus tr ET S = 0. Similarly, if S has a member T with T E = 0 but ET E = 0, we can pick A = T E and use the fact that T ES − ST E is nilpotent. We have to deal with the situation where T ∈ S and ET E = 0 imply ET = T E = 0.
Pick a T in S with (I − E)T E = 0. (Such a member exists by irreducibility.) Since (T ES)E − E(T ES)
is nilpotent by hypothesis and its square is easily seen to leave the range of E invariant, we have
If either ESE = 0 or ET E = 0, then, by the preceding paragraph, one of the matrices ES and T E is zero, yielding the equation ES(1−E)T E = 0. This equation is also obtained from (1) if both ESE and ET E are nonzero. Thus ESA = 0 for all S in S, with A = (1 − E)T E = 0. It follows that tr(SA) = 0, as desired.
The following corollary removes the finiteness and group hypotheses from Lemma 3, and extends it to normal matrices. (1) Consider the semigroup S given in [2] . This semigroup is irreducible, and in fact weakly dense, and satisfies S 2 = 0 for all S ∈ S. As follows from [2] ,
Corollary 1. If S is a semigroup of normal matrices with
There is even a group G which is irreducible (in fact, weakly dense in B(H))
with AB − BA nilpotent for all A and B in G. Just let
where A is the algebra generated by the example S of the preceding paragraph. It was shown in [2] that A consists of nilpotents. Products and inverses of members of G are in G (the series (I − S) −1 = I + S + S 2 + · · · has a finite number of nonzero terms), so G is a group.
Question. If G is a group in B(H) with (ST − T S)
m = 0 for a fixed m and all S and T in G, is G reducible?
Note that an affirmative answer in the case m = 1 would imply that every operator has a non-trivial invariant subspace.
With additional hypotheses we obtain a stronger result in the case m = 1.
Theorem 2. Let S be a semigroup of compact operators with at least one nonquasinilpotent member. If ST − T S is quasinilpotent for every pair S and T in S, then S is reducible.
Proof. We shall assume with no loss of generality that S = CS. Also, since spectrum is continuous on compact operators, we can assume S is norm-closed. Observe that the semigroup J = AS | AH is irreducible by Lemma 1. We also have CJ = J = J by our assumptions. Pick a nonzero member B of J with spectral radius 1. Then B is similar to a unitary operator [6] , [10] and some subsequence of {B n } approaches the m × m identity.) We now consider the subsemigroup ESE EH, viewed as a semigroup of m × m matrices. By Theorem 1, this semigroup is triangularizable. Thus if m > 1, it follows from Lemma 1 that S is reducible. So we can assume m = 1. This can be dealt with exactly as in the corresponding part of the proof of Theorem 1, yielding reducibility for S.
Turovskii's beautiful recent theorem [14] states that semigroups of compact quasinilpotent operators are triangularizable, so part of the hypothesis of Theorem 2 is superfluous. In fact, the following stronger theorem holds.
Theorem 3. Let S be a semigroup of compact operators. If ST − T S is quasinilpotent for every pair S and T in S, then S is triangularizable.
Proof. Let E be a chain of subspaces which is maximal in the lattice of all invariant subspaces of S. We must show that if M and N are in E, if M ⊂ N , and if there is no member of E between M and N , then the codimension of M in N is no greater than 1. Let P be the self-adjoint projection whose range is the orthogonal complement of M in N . Then it can be easily verified that the corresponding compression of S,
forms a semigroup satisfying all the hypotheses of the theorem. It follows that it suffices to show, under these hypotheses, that S is reducible.
If S contains a non-quasinilpotent member, then it is reducible by Theorem 2. So assume that every member of S is quasinilpotent. Then reducibility follows from Theorem 4(ii) of [14] .
The following is an immediate consequence.
Corollary 4. If S is a semigroup satisfying the hypotheses of the preceding theorem, and if S and T are quasinilpotent members of S, then S + T is quasinilpotent.
Note also that Corollaries 1 and 3 above can be established for semigroups of compact operators by the same proofs as were given in the finite-dimensional case. For the next corollaries, the following lemma is required.
Lemma 4. A semigroup of scalar translates of compact operators is triangularizable if every finite subset of it is triangularizable.
Proof. Let A be the algebra generated by the set E of all K such that there is a λ with λ+K in the semigroup. Every finite subset of E is triangularizable. If A and B are any two members of A, then there is a finite subset F of E such that A and B are linear combinations of words in members of F . Thus {A, B} is triangularizable. It is shown in [5] that an algebra of compact operators is triangularizable if every pair of members of the algebra is triangularizable. Hence A, and also the semigroup, are triangularizable. 
Corollary 5. A semigroup of translates of finite-rank operators is triangularizable if AB − BA is nilpotent for all

Corollary 7 ([11]). A semigroup of compact operators is triangularizable if every pair of operators in the semigroup is triangularizable.
Proof. This follows immediately from Theorem 3, since the triangularizability of {A, B} implies that AB − BA is quasinilpotent.
It should be noted that the finite-dimensional case of Corollary 7, which follows from Theorem 1 above, also follows from the much earlier papers [15] and [16] .
Compact groups of operators on Banach spaces
In this section, X denotes a complex Banach space. We show that a strongly compact group of operators which has quasinilpotent commutators must be abelian.
Definition.
A vector x is a finite vector for a semigroup S of bounded linear operators if the linear span of {Sx : S ∈ S} is finite-dimensional.
The following theorem is essentially implicit in most proofs of the Peter-Weyl Theorem. Proof. We need some basic facts about the space C(G) of continuous complexvalued functions on G. If ρ is a continuous representation of G on a finite-dimensional vector space V , v ∈ V and φ ∈ V * , then the function f defined by
is a member of C(G), sometimes called a "matrix element". Let L denote the linear span of all such matrix elements (over all ρ, all v and all φ). Implicit or explicit in most proofs of the Peter-Weyl Theorem is the assertion that L is uniformly dense in C(G). (For example, this follows immediately from Lemmas 7 and 8 on page 147-148 of [4] .) We need two additional properties of L:
for all f ∈ C(G) (where dG is Haar measure on G); and (2) for each f ∈ L there is an n and functions
and
for all G and H in G.
To prove (1) , note that L 1 (G) has an approximate identity, so there is such a sequence {f n } ⊂ L 1 (G). Since L is uniformly dense in C(G), and C(G) is dense in L 1 (G), the sequence may be taken in L. It suffices to prove (2) for each matrix element. Identifying the finite-dimensional vector space V with its dual we can assume that {e 1 , . . . , e k ) is a basis for V and the matrix element f has the form f (·) = (ρ(·)e i , e j ) for fixed i, j. Then f (GH) = (ρ(GH)e i , e j ) = (ρ(G)ρ(H)e i , e j ) . Let α l (G) = (ρ(G)e l , e i ) and
We can now explicitly construct a dense set of finite vectors. Starting with any vector x ∈ X and any f ∈ L, define
We claim that x f is a finite vector for G. To see this, let H ∈ G. Then
Thus for every H ∈ G, Hx f is in the finite-dimensional space spanned by the vectors y = G β k (G)Gx dG for k = 1, . . . , n, so each x f is a finite vector for G.
All that remains to be shown is that the linear span of {x f : x ∈ X, f ∈ L} is dense in X. But if Φ ∈ X * and Φ(x f ) = 0 for all x and all f , then, using the sequence {f n } from (1) above, Φ(x fn ) = G f n (G)Φ(Gx)dG converges to Φ(x). Thus Φ(x fn ) = 0 for all n implies Φ(x) = 0, and Φ is identically 0. Hence the set {x f : x ∈ X, f ∈ L} is dense in X.
Theorem 5. A strongly compact group of operators on a Banach space is abelian if all its commutators are quasinilpotent.
Proof. Let G be such a group. By Theorem 4, the set X 0 of finite vectors for G is dense in the space. Fix any x ∈ X 0 . Then the invariant subspace M of G generated by x is finite-dimensional. For any A, B ∈ G, then, ABx = BAx by Corollary 2 above. Since AB = BA on a dense set, it follows that AB = BA.
Corollary 8. A compact group contained in a unital Banach algebra is abelian if all its commutators are quasinilpotent.
Proof. This follows immediately from the proceeding theorem applied to the group of operators on the Banach algebra consisting of the left multiplications by the elements of the given group.
