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Two-component mixtures in optical lattices reveal a rich variety of different phases. We employ an exact
diagonalization method to obtain the relevant correlation functions in hexagonal optical lattices to characterize
those phases. We relate the occupation difference of the two species to the magnetic polarization. ‘Iso’-magnetic
correlations disclose the nature of the system, which can be of easy-axis type, bearing phase segregation, or of
easy-plane type, corresponding to super-counter-fluidity. In the latter case, the correlations reveal easy-plane
segregation, involving a highly-entangled state. We identify striking correlated supersolid phases appearing
within the superfluid limit.
I. INTRODUCTION
Ultracold quantum gases in optical lattices have long been
recognized as a field of growing interest owing to the possi-
bility to prepare, manipulate and control a quantum system,
hence quantum engineering [1–6]. The idealities in optical
lattices have indeed been extensively employed as quantum
simulators for many-body physics [7–13]. Multicomponent
systems provide, for example, an ideal platform on which to
study magnetic ordering [14, 15]. In particular, multicompo-
nent graphene-like structures are boasting a profound impact
in condensed-matter physics owing not only to the fascinat-
ing properties of graphene itself, but also to the rich quantum
phases they exhibit [16–21].
In this work we explore the extended phase diagram of a
two-component hexagonal optical lattice. Most of the theo-
retical studies employ approximate methods to describe the
Mott-insulator regime [14, 22–27], or perform expansions
around the superfluid regime [28]. On the contrary, we ad-
dress in the present work the phase diagram on its full range,
from weak to strong coupling, by employing an exact diago-
nalization method. We aim for the iso-magnetic correlations
beyond the weak coupling limits, and explore in particular
the superfluid regime. Such technique is of particular signifi-
cance, since quantum correlations are central to understanding
spin ordering and non-local string ordering [29]. We identify
ferro- and anti-ferromagnetic correlated regimes, where we
find striking supersolid [30–33] and highly-entangled super-
counter-fluid (SCF) phases [22, 34, 35], respectively.
II. METHODS
Our numerical simulations are based on the single band
Bose-Hubbard-Model [2] for a two component Bose mixture
(boson ‘A’ and boson ‘B’) with nearest neighbor (NN) hop-
∗ These two authors contributed equally
ping, which we describe by a Hubbard Hamiltonian,
H = Ho+Hhop, (1)
Ho =∑
i
{
U
2
[
nˆiA(nˆ
i
A−1)+ nˆiB(nˆiB−1)
]
+VnˆiAnˆ
i
B
}
, (2)
Hhop =−t ∑
〈i j〉1
(
aˆ†i aˆ j+ bˆ
†
i bˆ j+ c.c.
)
. (3)
Here, i runs over the N sites of our unit cell, t describes the
hopping for both species, U , V are the on-site repulsion for
equal and different species, respectively, aˆ, aˆ† (bˆ, bˆ†) are
the annihilation and creation operators, respectively, for the
A (B) particle, and nˆA = aˆ†aˆ (nˆB = bˆ†bˆ) the particle num-
ber operators. 〈i j〉1 indicates that the sum is performed over
first NN. The Hamiltonian of Eq. (3) suggest expressing the
Hilbert space in terms of occupation numbers, being spanned
by all possible configurations of a fixed N and fixed fill-
ings 〈niα〉 = 1/2, α = A, B, yielding the holonomic constraint
〈nˆiA + nˆiB〉 = 2S, with S = 1/2. We evaluate all observables
in the ground state of (1), |ψGS〉, which we calculate employ-
ing an exact diagonalization method (Lanczos algorithm) with
periodic boundary conditions. Throughout this work, we em-
ploy the notation 〈O〉 ≡ 〈ψGS|O|ψGS〉.
The on-site term can be expressed, omitting trivial constant
terms, as
Ho =U
[
(Sˆix)
2+(Sˆiy)
2+2(Sˆiz)
2]+V [(Sˆix)2+(Sˆiy)2] , (4)
where we have employed the iso-spin, Sˆiz = (nˆ
i
A − nˆiB)/2,
within the Schwinger boson representation [36]: Sˆi± = Sˆix±
iSˆiy, with Sˆ
i
+ = aˆ
†
i bˆi and Sˆ
i− = bˆ
†
i aˆi. In view of Eq. (4),
a first approach to understanding the magnetic phases is by
evaluating the on-site square of the spin components, 〈Sˆ2z 〉 ≡
∑i〈(Sˆiz)2〉/N and 〈Sˆ2‖〉 ≡ ∑i[〈(Sˆix)2 + (Sˆiy)2〉]/N, allowing to
classify the ground state as easy-plane or easy-axis type.
It is customary to distinguish between the weak coupling,
low mobility limit, also termed as ‘Mott insulator’ (MI) and a
high-mobility, or superfluid regime (SF). The SF is thus char-
acterized by a wavefunction broaden over the entire lattice, as
opposed to localized at the lattice sites, which occurs in the MI
regime. Both limits can be distinguished by the mean particle
fluctuations,
〈∆nˆ〉=
√
〈(nˆA+ nˆB)2〉−〈nˆA+ nˆB〉2 =
√
4〈Sˆ2〉−3. (5)
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2Naturally, ∆nˆ is expected to be small (large) in the MI (SF)
regime. We stress that our exact diagonalization method is not
limited to the MI regime in this work, but rather we explore the
entire parametric region. We also note that in the superfluid
phase, the usual restriction to spin S = 1/2 states per site can
not be applied in the SF regime.
It is well known that in the weak coupling, MI limit,
t < V,U the hopping term of Eq. (3) can be mapped
onto an effective iso-spin Hamiltonian by a Schrieffer-Wolff-
transformation [22, 23], resulting in the anisotropic Heisen-
berg spin-1/2 model,
Hhop =
t2
2
(
1
U
− 1
V
)(
Sˆi−Sˆ
j
++ Sˆ
i
+Sˆ
j
−− SˆizSˆ jz
)
. (6)
However, we are also interested in the SF limit, where finite
multiple occupation makes the mapping complicated to visu-
alize. To explore the magnetic ordering in any regime, we
introduce the easy-axis pair-correlation function,
gzi j = 〈nˆiAnˆ jA+ nˆiBnˆ jB− nˆiAnˆ jB− nˆiBnˆ jA〉.
The first two terms can be identified with ferromagnetic (FM)
contributions and the last two, with anti-ferromagnetic (AFM)
ones. gzi j = FM−AFM, is thus an observable that quantifies
the magnetic ordering, being (anti)-ferromagnetic when posi-
tive (negative). In view of Eq. (6), we expect a FM order in
the limit V > U  t, since the prefactor of SˆizSˆ jz is positive.
Likewise, one may expect AFM ordering in the U > V  t,
where the prefactor changes sign. As we will see below, how-
ever, in the SF limit U,V & t entanglement plays a key role in
determining the nature of the quantum magnetic phases in the
SF limit, which are far from being obvious.
Entangled states suggest the exploration of pair-correlation
functions also within the easy-plane,
g‖i j ≡ 〈~ˆSi‖~ˆS j‖〉= 〈Sˆi+Sˆ j−+ Sˆi−Sˆ j+〉,
with g‖i j being an observable that quantifies the entanglement
between sites ‘i’ and ‘ j’. The different correlation functions
reveal indeed a rich phase diagram, as will be seen in the next
section.
III. RESULTS
We choose a unit cell larger than the customary hexago-
nal lattice’s unit cell for our numerical calculations, since the
hopping term breaks translational symmetry, which is only re-
stored on a mean field level. We first consider the unit cell
depicted in the insets of Fig. 1(a) (broken lines), with N = 8,
commensurate with a super-solid phase (see below). The next
unit cell in size commensurate with the super-solid while pre-
serving the D6 point group symmetry of the lattice contains 24
sites, which is beyond the limit of our present computational
capabilities.
To investigate the magnetic character, we first calculate the
square of the on-site out-of-plane (easy axis) and in-plane
(easy plane) components of spin, 〈Sˆ2z 〉 and 〈Sˆ2‖〉. The out-of-
plane component is largest in the V >U region, as shown in
Fig. 1(a): the dark blue colored region, 〈Sˆ2z 〉 > 1/4, reflects
multiple occupation of single sites with alike particles. On the
contrary, Fig. 1(b) demonstrates an easy-plane ground state
in the region V . 10t, revealing entanglement of bosons of
different species rather than just the alternating arrangement
of the right inset of Fig. 1(a). Easy-plane state implies su-
per counter-flow (SCF) states [22, 27, 34]. We stress that the
square of the total spin per site is only a ‘good’ quantum num-
ber in the limitU,V  t, where 〈Sˆ2〉= 3/4 [ dark-blue in Fig.
2(a)]. The insets of Fig. 1(a) illustrate the MI FM and AFM
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Figure 1. Numerical results for the on-site square of the spin compo-
nents, easy-axis (a) and easy-plane (b). Insets of (a) depicts the FM
(V >U) and AFM (U >V ) phase, with the broken lines marking the
unit cell boundaries.
phases occurring at V >U and U >V , respectively. Blue and
magenta circles encode the two bosonic species, ‘A’ and ‘B’.
We now evaluate the averaged particle fluctuations ∆nˆ de-
fined in Eq. (5). The results are presented in Fig. 2 (a) as
a function of on-site interaction parameters, V and U . The
MI regime (dark blue region) is characterized by low parti-
cle fluctuations, with the bosons being localized at the lattice
sites and hence, well defined 〈Sˆ2〉 = 3/4. On the contrary, in
the SF regime (rainbow colored region), the fluctuations imply
∆n > 0 (or 〈Sˆ2〉 > 3/4). The dashed black curve of Fig. 2(a)
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Figure 2. (a) Numerical results for the particle fluctuation 〈∆nˆ〉 as
a function of the on-site interactions, U and V . A low mobility, MI
phase (dark blue) and a high-mobility, SF phase (red to cyan) are
apparent. The dashed line defines the boundary between both limits
(arbitrary). (b) Numerical results ofG z1 as a function ofU andV . The
sign of G z1 determines the magnetic phases: FM (cyan-blue-purple-
black) and AFM (red-yellow).
distinguishes the Mott-insulator and the superfluid phases. We
stress that we do not attempt to determine a sharp, well defined
3boundary between the different phases throughout this work,
but rather to determine the overall ordering and magnetic char-
acter, by evaluating exact ground states of a finite size system.
Sharp, well defined phase boundaries are expected to occur
for certain order parameters in larger systems, for which we
are computationally limited.
We next study the magnetic phases by computing the nor-
malized easy-axis pair-density correlation function for NN,
G z1 = ∑
〈i j〉1
g˜zi j =
2n−1
2 ∑〈i j〉1,α 6=β
[
〈nˆiαnˆ jα〉
n−1 −
〈nˆiαnˆ jβ〉
n
]
, (7)
where g˜zi j is similar to g
z
i j, except for correcting factors to take
into account finite size unit cells [40]. Fig. 2(b) shows the nu-
merical results for G z1 (color scale) as a function of U and V.
The sign ofG z1 discriminates between FM ordering, when pos-
itive (blue-purple-black), and AFM ordering, when negative
(red-yellow). In FM ordering (U<V ), ‘A’ and ‘B’ bosons are
mainly located in separated domains, whereas in AFM order-
ing (U>V ) the bosons are in an entangled state rather than just
alternating ordering. As a consequence, the absolute value of
the magnetic ordering is larger in the FM region than in the
AFM one [see Fig 1(b)]. At the crossover region U ' V , the
ferro- and anti-ferromagnetic correlations have the same mag-
nitude, owing to the inherent SU(2) symmetry (white), with
‘A’ and ‘B’ bosons being close to indistinguishable. Fig. 2 (b)
reveals a region of large FM correlations (black) and a region
of large AFM correlations (yellow), both shifted from the ver-
tical (U = 0) and horizontal (V = 0) axis, respectively. These
‘shifts’ [see arrows in Fig. 3(a)] imply that (I) lowering U at
constantV (increasing theV/U ratio), the FM character of the
system decreases and (II) lowering V at constant U (increas-
ing the U/V ratio), the AFM character decreases, both being
in principle counterintuitive. These anomalies in G z1 suggest
exploring second and third NN correlations, G z2(3), as well as
the analogous ‘in-plane’ correlations, G‖n , defined as
G‖n =
1
Ωn ∑〈i j〉n
〈Sˆi+Sˆ j−+ Sˆi−Sˆ j+〉,
withΩn being the normalization factors,Ωn=ηn(nA+nB)/2,
with ηn being the number of n-th NN, and the sum being per-
formed for n-th NN.
Fig. 3 shows the numerical results for the easy-axis (a-c)
and easy-plane (d-e) correlations for 1st (a, d), 2nd (b, e) and
3rd (c, f) NN. G z1 is replotted here for clarity and complete-
ness. It is worth noting the different color scales used to plot
Fig. 3 (a-c), to enhance the relevant features. We first focus
on the phase at ‘I’ [lower right of Fig. 3(a)]. The feature is
reproduced in G z2 [Fig. 3 (b)]. In the MI limit, alternating or-
dering enhances the out of plane correlations, which naturally
are FM to second NN. Recalling the results of Fig. 1(b), we
conclude that the spin lies mostly in the easy-plane at this re-
gion, bearing the reduction on G z1,2 at phase ‘I’ with respect
to the deep MI AFM phase. Multiple occupation in this phase
within the SF regime is limited to two particles of different
species (a third particle would be penalized, as it would imply
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Figure 3. Numerical results for easy-axis (a-c) (note the different
color scales) and easy-plane (d-e) correlation functions for first (a,
d), second (b, e) and third (c, f) NN, for a unit cell with 8 sites.
two particles of same kind), implying doubly-occupied sites
alternating with empty ones. This is reflected in the reduction
of the in-plane correlations with respect to the AFM phase
[lower right of Fig. 3 (d)]. We conclude that phase ‘I’ corre-
sponds to a easy-plane state with in-plane FM ordering.
We now focus on the phase marked ‘II’ [upper left of Fig.
3(a)]. The feature is reproduced in G z3 [see Fig. 3(c)]. It is
worth noting that G z3 indicates AFM character where G
z
1 is
FM, which is due to the finite size of the unitary cell. In the
V  U and within the SF regime, multiple-occupied states
of same bosonic species would be expected, separated by the
maximum distance d = 3 (recall that the unit cell has eight
atoms). However, G‖n reveals a more complex situation [up-
per left of Fig. 3(d–f)], with the easy plane correlation func-
tions peaking around this ‘anomalous’ region. For clarity, we
present in Fig. 4(a) the V/t = 50 resuts for G‖n , where the
enhancemnets of the correlation functions are apparent. We
identify the phase at ‘II’ with the formation of a super-solid,
where a density wave of multiple occupied states alternate
with entangled states, hence with a larger unit cell (see inset
of Fig. 4b).
To demonstrate the formation of a super-solid phase, we
4further explore higher order correlation functions, as:
κn =
1
Ωn ∑〈i j〉n
〈nˆiA(nˆiA−1)(Sˆi−Sˆ j++ Sˆi+Sˆ j−)〉,
which can be viewed as a ‘flip-flop’ involving a triple-
occupied site with at least two bosons of the same species. The
correlation function κn for first (n = 1, red), second (n = 2,
green) and third (n= 3, blue) NN is plotted in Fig. 4 (b). The
three functions peak around the super-solid formation. The
super-cell represented in the inset of Fig. 4 (b): the blue and
red balloons represent the ‘A’ and ‘B’ character, respectively.
The black lines are a guide to the eye, and indicate the super-
cell formation, where κn peaks for all n.
SS SF
b.a.
nn
SS
G κj
Figure 4. First (red), second (green) and third (blue) NN (a) easy-
plane pair-correlation function, G‖n and (b) doubly-occupancy flip-
flop pair-correlation function, κn. All the calculations where per-
formed with V = 50t. Inset: super-solid configuration. The black
broken lines mark the unit cell boundaries.
We explore further the unconventional magnetic ordering
by introducing a spin-dependent lattice potential to our Hub-
bard Hamiltonian,
V̂ ′ = εA∑
i′
nˆi
′
A,
where i′ indicates that the sum is performed over alternating
sites (colored blue in the inset of Fig. 5). V̂ ′ leads to two
sublattices, which can be experimentally implemented by em-
ploying laser beams with defined polarization [20, 21]. In-
troducing the symmetry breaking potential V̂ ′, the super-solid
will be pinned and can be detected using easy-axis correlation
functions, hence experimentally accessible. To this end, we
compute the ground state of Ĥ+ V̂ ′, for εA = 0.1t, and con-
sider the NN population imbalance, 〈niB−ni+1B 〉. The popula-
tion imbalance is expected to be maximal in the AFM regime,
where the ‘B’ atoms would be localized in the ‘i′’ sublattice,
decreasing towards the FM regime up to the SF regime. In the
SF regime, the population imbalance should remain low and
roughly constant. Fig. 5 (a) shows, however, a population im-
balance peak within the SF limit (marked I). We identify this
with the super-solid signal, where multiply ‘B’-occupied sites
appear surrounded by (dominantly) B-type NN [see inset of
Fig. 4(b)]. Note that the U range for this figure differs from
the previous ones, as we focus in the super-solid region. Fig
5 (b) is a slice taken at V = 50t, where the super-solid signal
can be appreciated at nearly the same parametric regime as
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Figure 5. Expectation value of NN population difference 〈niB−ni+1B 〉
calculated for εA = 0.1t as a function ofU andV (a) and forV = 50t,
as a function of U (b). Inset: V ′ defines two alternating sublattices
(red and blue).
the ones for κn. The inset depicts the two sublattices (red and
blue).
In order to account for finite size effects, we consider now a
unit cell of ten sites within our hexagonal lattice structure. Fig.
6 (a) depicts the N = 8 FM stripe phase, whereas Fig. 6 (b)
exhibits a clear domain structure indicating phase separation
within the FM ordering for a N = 10 unit cell. We stress that
N = 10 is not commensurate with the SS structure previously
observed.
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Figure 6. FM phase of (a) 8 and (b) 10 sites unit cell. The former
is a stripe phase, whereas the latter presents phase separation. The
broken lines depict the boundaries of two unit cells in either case.
The numerical results obtained for the ten sites unit cell
where consistent with those obtained for the eight site unit
cell, reproducing quite well the results presented so far. In-
deed, Fig. 1 was reproduced exactly for the N = 10 case (not
shown). Fig. 7(a) demonstrates a similar phase diagram as
the one in Fig. 3 (b), where the main differences are the phase
separation and the absence of SS phase, both enhancing the
FM ordering (note the different color scale). Fig. 7(b) shows
FM ordering in the second NN correlation, consistent with
the phase separation depicted in Fig. 6 (b). We point out a
small FM third NN correlations within the AFM regime in
Fig. 7(c) (cyan), which appeared also in Fig. 3(c). In that re-
gion, quantum fluctuations would wash out the magnetic char-
acter, however, our normalization [40] favours the FM phase,
explaining the small FM correlations. Fig. 7(c-f) shows simi-
larities with Fig. 4(c-f), respectively, except for the absence of
the super-solid signal. We would like to stress again that the
absence of super-solid phase is due to the incommensurabil-
ity of the super-solid periodicity with the periodic boundary
conditions for the 10 sites unit cell. It is worth noting that
the asymmetry of G‖1 [Fig. 7(d) and 3(d) ] with respect to
the U = V line demonstrates a ‘canted’ spin phase within the
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Figure 7. Numerical results for easy-axis(a-c) and easy-plane (d-e)
correlation functions for first (a, d), second (b, e) and third (c, f) NN,
for a 10 sites unit cell. Note the different color scales used in (a-c).
AFM regime. Note also the equivalent scales in Fig. 7(d-f)
and Fig. 4(d-f), showing also large in-plane correlations in the
AFM regime. These results suggest a long range FM ordering
within the easy-plane component of the spin, in contrast to the
short range out of plane AFM ordering.
IV. CONCLUSIONS
In summary, we calculated the extended zero-temperature
quantum phase diagram of a two component Bose gas in a
hexagonal lattice for MI, SF and intermediate limit. Employ-
ing an exact diagonalization method, we obtained a classifica-
tion scheme based on pair correlation functions. A rich phase
diagram is observed, in particular in the SF regime. Two-
operator correlation functions allowed to distinguish not only
between FM and AFM phases, but also between easy-axis and
easy-plane ground states, bearing phase separation and SCF,
respectively. Non-trivial fourth-operator correlations demon-
strate the formation of a super-solid phase. Signatures of the
super-solid phase could be identified in the population im-
balance by artificially breaking the symmetry with a spin-
dependent lattice potential, suggesting a feasible experimen-
tal method. We discriminate finite size effects by recalculating
the correlations for a unit cell incommensurate with the super-
solid. Easy-axis correlations for N = 8 and N = 10 sites show
qualitative and quantitative resemblance, and hence, can be
regarded as representative for larger systems too. Despite the
small system size, the correlation functions allow us to dis-
criminate the different phases occurring in macroscopic sys-
tems.
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