Abstract. In this work we consider the non local evolution equation with time-dependent terms which arises in models of phase separation in R
Introduction
The continuum limit of one dimensional Ising spin systems with Glauber dynamics and Kac potentials gives rise, see [1, 10] and [11] , to the non local evolution equation ( 
1.1)
∂ t u(x, t) = −u(x, t) + tanh (β(J * u)(x, t) + βh) ,
where u(t, x) represents the magnetization density in x ∈ R at time t ∈ [τ, +∞); (J * u)(x) = R J(x − y)u(y, t)dy; β > 0 the inverse temperature of the Ising system; J ∈ C 1 (R) a nonnegative even function which gives the strength of the spin-spin interaction; h an constant external magnetic field.
Non local equations like (1.1) are well studied in physics of phase separation and interface dynamics, see for instance [14] , [15] and [16] , but also in many other fields as biology, population dynamics, propagation of diseases, see for instance [12] and [13] .
In the theory of dynamical systems in infinite dimensional spaces this equation also have been studied widely in different contexts. For instance, in [10] the authors study the case of an external magnetic field h, characterizing the travelling-front solutions of (1.3) for small values of h, and proving that their shape is globally stable. Here, we consider h * > 0 a constant such that the equation (1.2) s = tanh(βs + βh(·, s)), 0 h < h * has three and only three different roots for s ∈ [−1, 1].
In [2] , [9] and [20] the analysis of the asymptotic behavior of solution for non local diffusion equations is performed under the point of view of the theory of compact global attractors. In [19] the author prove the existence of a global attractor for this equation in some weighted Date: January 6, 2014. spaces in the context of one dimensional, the author also studies the characterization of such attractors with the existence of nonhomogeneous equilibria.
In this paper, we are concerned with the study of the asymptotic behavior of solutions to initial value problems associated with non-autonomous equations motivated by (1.1), see (1.3) below. These equations can be seen as a non-autonomous ODEs in Banach spaces, and therefore the properties of (local) existence and uniqueness follow from standard results of the classical theory. Our interest in the problem comes from the fact that the solutions of these problems shares with the solutions of semilinear parabolic (or hyperbolic) nonautonomous problems interesting qualitative properties, such as the existence of smooth pullback attractors. However, the investigation of qualitative properties of the evolution process given by these equations is a much harder topic.
The essential difference between the results here and the we mentioned before is that our goal is to prove, under some hypotheses about the function g on R, the existence, regularity and upper semicontinuity of pullback attractors for the non local model (1.3). With this, our work completes the study of equation with nonlocal terms.
More specifically, in the Banach space L 2 (R N ), we consider the following non local nonautonomous evolution equation
where u(t, x) represents the magnetization density in x ∈ R at time t ∈ [τ, +∞); β > 0 the inverse temperature of the Ising system. The kernel of the convolution J is a non negative, even function on R N of class C 1 with integral equal to 1 supported in the ball centered at the origin of radius 1. The kernel J is related to the (long range) coupling of the spin-spin interaction; and g is a globally Lipschitz continuous function of class C 1 on R with g(0) = 0. The function h is a non negative on R such that there exists a constant h * > 0, defined implicitly by (1.2) below, such that
and represents a non constant external magnetic field, we also will assume that h(t, ·) is a Lispschitz function with constant ℓ h > 0, and for all t ∈ R (1.5) h(t, ·) ∈ C 1 (R) with h(t, 0) = 0.
It is interesting to note that if we take g(t) ≡ t, β = 1 and h(t) ≡ 0, then the linear map Au = −u + J * u shares some properties with the Laplace operator, such as a form of maximum principle (see Theorem 2.1 and 2.2 in [8] ). One can also see that A is a nonpositive operator on L 2 (R N ) by taking Fourier transforms since J(ξ) = R N e iξ·x J(x)dx is real and bounded by 1.
Let R τ = [τ, +∞) for any τ ∈ R, ρ a positive continuous function on R N with norm equal to 1 on L 1 (R N ), and Ω ⊂ R N be an open set (not necessary bounded).
with the norm
We notice that the constant functions are on L p (Ω, ρ) and u(x) ≡ 1 has norm 1. The corresponding higher-order weighted Sobolev space W m,p (Ω, ρ), m ∈ N, is the space of functions u ∈ L p (Ω, ρ) whose distributional derivatives up to order m are also in L p (Ω, ρ), with norm
We observe that if the Lebesgue measure of Ω is finite and 1
where C > 0 dependent of Ω, p and q.
We will see that the integral representation of the global solutions of
. The outline of the paper is as follows. In section 2, we define the functional spaces and we recall some definitions of the theory of pullback attractors; in Section 3 we show the well posedness of (1.3) on Banach spaces L p (Ω, ρ), p ∈ (1, +∞) (see (1.6) below), in the following sections we prove the existence of pullback attractors and study its properties. The existence of the attractor in L p (R N , ρ) for the nonlinear evolution process S(t, τ )u(τ, x) := u(t, x), where u(t, x) is given by (1.7), is proved in the Section 4 following the ideas of [19] and using some estimates obtained in section 3. In Section 5, using similar arguments to [3] and [4] , we show that the pullback attractor is a bounded set in W 1,p (R N ) and C 1 (R N ). Finally, in Section 6 we prove the upper semicontinuity of the attractors with respect to functional parameter h(t) using standard techniques based on the continuity of the processes.
Notations and Definitions
For convenience of the reader, we remember the definition of nonlinear evolution process (or non-autonomous dynamical systems) generated by problem of the type (1.3) and pullback attractors, see [5] , [7] , [17] , [18] and [21] .
An evolution process in L 2 (Ω, ρ) is a family of maps {S(t, τ ); t ∈ R τ , τ ∈ R} from L 2 (Ω, ρ) into itself with the following properties:
• S(t, t) = I, for all t ∈ R,
In the particular, if each S(t, τ ) is linear, we say that {S(t, τ ); t ∈ R τ , τ ∈ R} is a linear evolution process.
A globally-defined solution (or simply a global solution) of the nonlinear evolution process {S(t, τ ); t ∈ R τ , τ ∈ R} generated by equations of the type (
B pullback absorbs all bounded subsets at time t ∈ R under the process {S(t, τ ); t ∈ R τ , τ ∈ R}, for each t ∈ R, i.e., for each bounded subset D of L 2 (Ω, ρ), there exists τ 0 = τ 0 (t, B) with S(t, τ )D ⊂ B for any τ τ 0 .
A family of sets {K(t); t ∈ R} pullback attracts bounded subsets of L 2 (Ω, ρ) under {S(t, τ ); t ∈ R τ , τ ∈ R} if K(t) pullback attracts all bounded subsets at t under the process {S(t, τ ); t ∈ R τ , τ ∈ R}, for each t ∈ R, i.e., for each bounded subset C of L 2 (Ω, ρ)
where dist(·, ·) denotes the Hausdorff semi-distance
The pullback omega-limit set at time t of a subset B of
In the sequel we introduce the concept of pullback attractor (see [17] and [18] for more details).
A family {A(t); t ∈ R} of compact subsets of L 2 (Ω, ρ) is said to be the pullback attractor for the evolution process {S(t, τ ); t ∈ R τ , τ ∈ R} if it is invariant, i.e., S(t, τ )A(τ ) = A(t) for all t ∈ R τ , pullback attracts bounded subsets of L 2 (Ω, ρ), and is minimal, that is, if there is another family of closed sets {C(t); t ∈ R} which pullback attracts bounded subsets of
, for all t ∈ R. In [7] the sets A(t) are referred to as kernel section.
In the non-autonomous case, the definition of pullback attractor has the same characterization as the union of all globally-defined bounded orbits
of the autonomous case.
Estimates and well-posedness in
In order to obtain well posedness of (1.3) on L 2 (R N , ρ), we initially consider the following non-autonomous ODE on L 2 (R N , ρ)
where the map
In the analysis that follows, we use some estimates that the operator A shares with the operator A defined in L 2 (R N ). 
for all x ∈ R N .
Proof : (a) By Hölder's inequality, we have
and using the characteristic function,
which concludes the item (a). The second estimate of (a) follows from same arguments. Now, we will show (b), using the characteristic function,
so the proof is complete. 
We will show that f is a globally Lipschitz continuous function on L 2 (R N , ρ) with respect to the second variable. 
where K > 0 is such that sup{ρ(x); |x − y| 1} Kρ(y) for all y ∈ R N (as well as in Lemma 3.1).
Proof : Since J is bounded and compact supported, (J * u)(x) is well defined for u ∈ L 1 loc (R N ). Since g is globally bounded by constant a > 0 it follows that
. Now, from Lemma 3.1, we have
as claimed. From Proposition 3.3 and basic theory of ODE's in Banach spaces it follows that, for any u τ ∈ L 2 (R N , ρ), the Cauchy problem (3.1) has a unique local solution in
for some s(u τ ) > 0 which is continuous with respect to u τ . By standard arguments, using the variation of constants formula and Gronwall's inequality, it follows that these solutions are actually globally defined, i.e., s(u τ ) = ∞ for any u τ .
The natural notation for the global solution of the Cauchy problem (3.1) is u(t, τ, x; u τ ). In this paper for simplicity of notation, we use u(t, x) to denote the global solution.
Existence of pullback attractors
In this section, we will prove that S(t, τ )u(τ, x) := u(t, x) (t ∈ R τ , τ ∈ R), where u(t, x) denote the global solution of the Cauchy problem (3.1), provides an infinite-dimensional nonautonomous dynamical system in L 2 (R N , ρ) that has a pullback attractor {A(t); t ∈ R}. The next result is a extension of Lemma 3 of [19] . Lemma 4.1. Assume the same hypotheses of Proposition 3.3. If g is globally bounded by a constant a > 0, then the ball B(0; a + ǫ) is a pullback absorbing for the evolution process S(t, τ ) generated by (3.1) in L 2 (R N , ρ), for any ǫ > 0.
Proof : Let u(t, x) be the solution of (3.1) with initial condition u(τ, x) ∈ B, where B is a bounded subset of L 2 (R N , ρ), namely u(s, x) ))ds.
We observe that
Using the boundedness of g and the fact that the norm of ρ is equal to 1, it follows that
Now, we notice that from (4.1), (4.2) and Minkoviski's inequality
Therefore, for each t ∈ R there exists τ 0 = τ (t, B) ∈ R such that for any τ τ 0
S(t, τ )B ⊂ B(0; a + ǫ).
Then, the result follows.
Our next goal is to prove that the pullback attractor is the family of pullback omega-limit {ω ℘ (B(0; a + ǫ), t); t ∈ R} (see (2.1)). Next, we established a result that is an extension of Lemma 4 of [19] . It will be used to prove the compactness of the sets ω ℘ (B(0; a + ǫ), t). Proof : From Lemma 4.1 it follows that S(t, τ )B(0; a + ǫ) ⊂ B(0; a + ǫ), for any t ∈ R τ , τ ∈ R. Given u τ ∈ B(0; a + ǫ), we consider the non-autonomous coupled system
with initial conditions at t = τ , τ ∈ R
which is a way to rewrite the
, given η > 0, we may find τ η ∈ R such that if t τ η τ then v(t, ·) L 2 (R N ,ρ) η/2, for any u τ ∈ B(0; a + ǫ). By variation of constants formula
and therefore, by boundedness of g, we obtain
From now on, we write the solution w of the following way
where χ B(0;R) denotes the characteristic function of the ball B(0; R) and R > 0 is a constant to be chosen. By item (a) of the Lema 3.1, if u ∈ B(0; a + ǫ), R > 0 and x ∈ B(0; R), then
Let ρ R+1 > 0 be the infimum of the set {ρ(y); |y − x| R + 1}. Thus
.
Since S(t, τ )B(0; a + ǫ) ⊂ B(0; a + ǫ), for any t R τ , τ ∈ R, we have
where
′ is globally Lipschitz continuous on R with constant k 1 > 0, using (1.4) we find
for any t ∈ R τ , τ ∈ R, x ∈ B(0; R). Therefore, by (4.6) and (4.7) we obtain
Let R > 0 be chosen such that
Then, by (4.5) we get
Moreover, by (4.5) the function w(t, ·)χ B(0;R) is bounded in W 1,p (B(0; R), ρ) (by a constant independent of u ∈ B(0; a + ǫ)) and, therefore the set {w(t, x); x ∈ B(0; R)} with w(τ, ·) ∈ B(0; a + ǫ) is a compact subset of L p (B(0; R), ρ) for any t ∈ R τ and, thus, it can be covered by a finite number of balls with radius smaller than η/4. Therefore, since u(t, ·) is the solution of the system (4.
it follows that S(t, τ η )B(0; a+ǫ) has a finite covering by balls of L 2 (R N , ρ) with radius smaller than η. Theorem 4.3. Assume the same hypotheses of Lemma 4.2. The family of sets A(t) = ω ℘ (B(0; a + ǫ), t) is a pullback attractor for the process S(t, τ ) generated by (3.1) in L p (R N ). Moreover, t∈R A(t) is contained in the ball of radius a > 0.
Proof : From Lemma 4.1, it follows that A(t) is contained in the ball of radius a in L p (R N ) for any t ∈ R. Also, since A(t) is positively invariant by the process, i.e., S(t, τ )A(τ ) = A(t) for all t τ , τ ∈ R, it follows that A(t) ⊂ S(t, τ )B(0; a + ǫ) for any t ∈ R τ , and then, from Lemma 4.2, we obtain that the measure of noncompactness of A(t) is zero, for any t ∈ R. Thus, A(t) is relatively compact and, being closed, also compact.
Finally, it remains to prove that A(t) pullback attracts bounded subset of
forτ rather small and, therefore, ω ℘ (D, t) ⊂ ω ℘ (B(0; a + ǫ), t) = A(t) for any t ∈ R.
Regularity of the attractors
In this section, we will show that the pullback attractor is contained a fixed bounded subset of the Banach spaces W 1,p (R N , ρ) and C 1 (R N ). First, we will prove that the attractor is a bounded subset of W 1,p (R N , ρ). Since the attractor can be written as the set of all global bounded solutions, if u(t, x) is a solution of (3.1) in A(t) for all t ∈ R, then we obtain, letting τ → −∞
1,p (R N , ρ) for all t ∈ R. Furthermore, we have Theorem 5.1. For each t ∈ R, the set A(t) is bounded in C 1 .
Proof : If u(t, x) is the solution of (3.1) in A(t), from (5.1) we have
The equality above is in the sense of L 2 (R N , ρ) but, since the right-hand side is regular as J we have
From (5.2) we obtain
Differential in (5.1) with respect to x, we obtain for t τ
which is well defined by arguments entirely similar to the ones used in the proof of Lemma 4.2. Since g ′ is globally Lipschitz continuous on R with constant k 1 > 0 we find
and from (5.3) we obtain
concluding the proof.
Upper semicontinuity of the attractors
We suppose that there exist functions h ǫ : R → R satisfying (1.4), for any ǫ ∈ [0, 1], and we assume the convergence h ǫ (t) → h 0 (t), as ǫ → 0 + , uniformly on R. From now on, we will denote as {S ǫ (t, τ ); t ∈ R τ , τ ∈ R} the process associated with the problem (3.1)-(??) with h = h ǫ . We prove the upper semicontinuity of the pullback attractors for (1.3)-(??) as ǫ → 0 + , i.e., we show that lim
where {A ǫ (t); t ∈ R} denotes the pullback attractor of
where M 1 = 2 (p+1)/p ℓ g β > 0 and ρ 1 = inf{ρ(ξ); |ξ| 1} > 0.
Firstly, we notice that if g is globally Lipschitz continuous on R with constant ℓ g > 0, then Finally, setting ϕ(t) = e t (u ǫ − u 0 )(t, ·) L 2 (R N ,ρ) for any t ∈ R τ , we can write the inequality in (6.3) of the following form
and using Gronwall's inequality
where M 1 = 2 (p+1)/p ℓ g β > 0 and ρ 1 = inf{ρ(ξ); |ξ| 1} > 0, concluding the proof.
Theorem 6.2. The pullback attractor {A ǫ (t); t ∈ R} is upper semicontinuous in ǫ = 0.
Proof : Let τ ∈ R such that dist(S 0 (t, τ )B(0; a), A 0 (t)) < δ/2, where s∈R A(s) ⊂ B(0; a) for all δ > 0. By Theorem 6.1 dist(S ǫ (t, τ )a ǫ , S 0 (t, τ )a ǫ ) + dist(S 0 (t, τ )A ǫ (τ ), A 0 (t)) < δ 2 + δ 2 = δ and the upper semicontinuity is proved.
Remark 6.3. Assuming that g is a function of class C k , for any integer k 0, and its derivatives up to order k are bounded we can use the estimates in L 2 (R N , ρ) have been obtained for solution in the pullback attractor and a bootstrap argument to obtain C k estimates.
Remark 6.4. As well as in the autonomous case, h(t) ≡ h, it follows from Theorem 5.1 that the pullback attractor is contained in the space of bounded continuous function.
