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ABSTRACT
Context. The CoRoT and Kepler missions have provided high-quality measurements of the frequency spectra of solar-
like pulsators, enabling us to probe stellar interiors with a very high degree of accuracy by comparing the observed
and modelled frequencies. However, the frequencies computed with 1D models suffer from systematic errors related to
the poor modelling of the uppermost layers of stars. These biases are what is commonly named the near-surface effect.
The dominant effect is thought to be related to the turbulent pressure that modifies the hydrostatic equilibrium and
thus the frequencies. This has already been investigated using grids of 3D hydrodynamical simulations, which also were
used to constrain the parameters of the empirical correction models. However, the effect of metallicity has not been
considered so far.
Aims. We aim to study the impact of metallicity on the surface effect, investigating its influence across the
Hertzsprung–Russell diagram, and providing a method for accounting for it when using the empirical correction models.
Methods. We computed a grid of patched 1D stellar models with the stellar evolution code CESTAM in which poorly
modelled surface layers have been replaced by averaged stratification computed with the 3D hydrodynamical code
CO5BOLD. It allowed us to investigate the dependence of both the surface effect and the empirical correction functions
on the metallicity.
Results. We found that metallicity has a strong impact on the surface effect: keeping Teff and log g constant, the
frequency residuals can vary by up to a factor of two (for instance from [Fe/H] = +0.0 to [Fe/H] = +0.5). Therefore,
the influence of metallicity cannot be neglected. We found that the correct way of accounting for it is to consider the
surface Rosseland mean opacity. It allowed us to give a physically grounded justification as well as a scaling relation
for the frequency differences at νmax as a function of Teff , log g and κ. Finally, we provide prescriptions for the fitting
parameters of the most commonly used correction functions.
Conclusions. We show that the impact of metallicity through the Rosseland mean opacity must be taken into account
when studying and correcting the surface effect.
Key words. Asteroseismology - Convection - Stars: low-mass - Stars: oscillations - Stars: solar-type
1. Introduction
The space-borne missions CoRoT (Baglin et al. 2006;
Michel et al. 2008; Auvergne et al. 2009) and Kepler
(Borucki et al. 2010) have provided a rich harvest of high-
quality seismic data for solar-like pulsators. This has al-
lowed a leap forward in our understanding and modelling of
low-mass stars (see the reviews by Chaplin & Miglio 2013;
Hekker & Christensen-Dalsgaard 2017). However, for the
last three decades (e.g. Dziembowski et al. 1988) it has
been known that the comparison between modelled and
observed acoustic-mode frequencies suffer from systematic
discrepancies. This bias is called the surface effect and has
been widely studied in the solar case (Rosenthal et al. 1995;
Christensen-Dalsgaard & Thompson 1997; Rosenthal et al.
? Present address: Institut d’Astrophysique Spatiale, Univer-
sité Paris Sud, Orsay, France
1999). They are attributed to our deficient modelling of
the uppermost layers of stars with a convective envelope.
Indeed, 1D stellar models hardly take into account the com-
plexity of these layers that are subject to highly turbulent
flows as well as a complex transition between a convective
to a radiative-dominated energy flux transport (e.g. Kupka
& Muthsam 2017).
More generally, these frequency residuals prevent a di-
rect comparison between modelled and observed frequen-
cies. Frequency combinations are commonly used to cir-
cumvent this problem (e.g. Roxburgh & Vorontsov 2003),
but still, an accurate determination of frequencies is highly
desirable to take advantage of the full potential of astero-
seismology. To reach this goal, a handful of empirical pre-
scriptions with adjustable free parameters have been pro-
posed (Kjeldsen et al. 2008; Ball & Gizon 2014; Sonoi et al.
2015; Ball & Gizon 2017) and allow one to apply a poste-
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riori corrections to the modelled frequencies. Such an ap-
proach is now widely used (e.g. Lebreton & Goupil 2014;
Silva Aguirre et al. 2017) and has proven to be quite efficient
in inferring a stellar model that fits the observed frequen-
cies. However, it suffers from some fundamental drawbacks.
The choice of the parameters is not physically motivated.
Consequently, there is no guarantee that this optimal model
is unique and accurate (i.e. that it properly reproduces the
real physical structure of the observed star).
Another complementary approach then consists of in-
vestigating the physical nature of the surface effect. This
motivated a number of studies to unveil and constrain the
physical ingredients responsible for these biases. More pre-
cisely, surface effect has been shown to be the result of
two distinct effects (e.g. Houdek et al. 2017): structural ef-
fects coming mainly from turbulent pressure in the hydro-
static equation which is usually absent in 1D stellar evo-
lution codes, and modal effects gathering modifications of
the eigenmodes, mostly due to non-adiabaticity (e.g. Balm-
forth 1992; Houdek et al. 2017) as well as the perturba-
tion of turbulent pressure induced by the oscillations (Sonoi
et al. 2017). Other related processes were also invoked, such
as convective backwarming (Trampedach et al. 2017) or
magnetic activity (Piau et al. 2014; Magic & Weiss 2016).
Nonetheless, as demonstrated by the early work by Rosen-
thal et al. (1999) on the Sun using a 3D hydrodynami-
cal simulation, the dominant physical ingredient is thought
to be the turbulent pressure that modifies the hydrostatic
equilibrium and subsequently introduces an elevation of
the star surface. Then, the acoustic cavity is modified and
therefore the frequencies are as well.
Based on a grid of 3D numerical simulations, this
method was used by Sonoi et al. (2015); Ball et al. (2016);
Trampedach et al. (2017) who investigated the surface effect
variations across the Hertzsprung-Russell diagram. These
works clearly demonstrated that surface effects sharply de-
pend on effective temperature and surface gravity of star.
In addition, Sonoi et al. (2015) presented a way to provide
parameters for the empirical surface corrections by fitting
them against a physically motivated scaling relation derived
by Samadi et al. (2013). However, all these works considered
solar metallicity models while the distribution of metallic-
ity for observed solar-like pulsators is quite large (see e.g.
Pinsonneault et al. 2014). Our goal is thus to study the in-
fluence of metallicity on the surface effects and propose a
method to account for it.
The article is organized as follows: in Sect. 2 we de-
scribe the method of model patching , which is constructed
by replacing the upper layers of a 1D model by horizontally
averaged stratification of a 3D model atmosphere, and our
set of models. Then in Sect. 3 we show that metallicity has
a strong impact on the frequency residuals and therefore
its influence cannot be ignored. We also study the variation
of the frequency differences with effective temperature, sur-
face gravity and opacity and give a theoretical justification.
Finally, in Sect. 4 we provide constraints on the various pa-
rameters usually used in the empirical surface effect func-
tion across the Teff − log g − log κ space.
2. Model-patching method
In this section we explain the method we used to patch our
models and describe our final set of models.
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Fig. 1. Patched models represented in Kiel diagram (see Sect.
2.1). The metallicities are shape- and colour-coded and are
[Fe/H] = {−1.0,−0.5,+0.0,+0.5}.
2.1. Grid of 3D models
We used a grid of 3D hydrodynamical models from the
CIFIST grid of stellar atmosphere including the superadi-
abatic region to the shallowest layers of the photosphere,
computed using the CO5BOLD code (see Ludwig et al.
2009; Freytag et al. 2012, for details). The chemical mix-
ture is based on the solar abundances of Grevesse & Sauval
(1998) apart from the CNO elements which follow Asplund
et al. (2005). We considered 29 models with effective tem-
perature (Teff) ranging from 4 500 K to 6 800 K, a surface
gravity (log g) ranging from 3.5 to 4.5, and a metallicity
[Fe/H] = {−1.0,−0.5,+0.0,+0.5}. We note that [Fe/H]
refers to the logarithmic iron abundance, which in our sim-
ulations is different from the logarithmic metallicity abun-
dance [M/H]. Thus, models with same [Fe/H] do not nec-
essarily have the same [M/H].
Table 1 summarizes the global parameters of the 3D
models. The range of metallicities we considered corre-
sponds to the metallicities of observed solar-like pulsators
(Anders et al. 2017; Serenelli et al. 2017). Table 1 exhibits
small groups of models (labelled with same first letter) with
very similar Teff and log g. Those groups for instance in
Fig. 1 at log g = 4.0, help us to investigate the influence
of metallicity on the surface effect by keeping other global
parameters fixed. However, we pointed out that, whereas
within a group the dispersion in log g is rather small (of
the order of 0.1%), the dispersion in Teff is much higher (of
the order of 1%). Indeed, surface gravity is an input pa-
rameter of the hydrodynamical simulations while effective
temperature is controlled by adjusting the entropy at the
bottom of 3D models. It is therefore difficult to match an
accurate effective temperature.
2.2. Computation of patched models
For each 3D model, both a patched (hereafter PM) and an
unpatched model (hereafter UPM) have been constructed.
A patched model is a model computed using a 1D stellar
evolutionary code in which we replaced the surface layers
with the stratification obtained by horizontally averaging
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Table 1. Characteristics of the 3D hydrodynamical models and of the UPM and PM. The final three letters of the model labels
correspond to [Fe/H]: (m00, m05, m10, p05) refer to [Fe/H] = (0.0,−0.5,−1.0,+0.5), respectively. Tb is the mean temperature
at the bottom of the 3D model and νmax is the frequency with the largest amplitude in the oscillation power spectrum (νmax =
3050.0(M/M)(R2/R
2)(5777/Teff)
1/2, Kjeldsen & Bedding (1995)) and M is the mass of the PM which differs by a fraction
. 10−7 from the one of UPM. The initial helium and metal abundances are close to the ones at the surface. We recall that the
metal abundance is different from the iron abundance [Fe/H] imposed in our models. The evolutionary stages PMS, MS, and SG
stand for pre-main-sequence, main-sequence and sub-giant.
Model Teff log g Tb νmax M Age Yinit Zinit αMLT RPM ∆r/RPM Stage
K (×104) K µHz [M] [Myr] % % [R] (×10−3)
Cp05 6443 4 3.20 1057 1.91 1341 24.2 4.14 1.61 2.29 1.3 MS
Fp05 6188 4 2.71 1078 1.81 1820 24.2 4.14 1.68 2.23 0.89 MS
Jp05 5877 4 2.17 1103 1.53 4129 24.2 4.16 1.74 2.05 0.67 SG
Lp05 5431 4 2.03 1161 1.32 8361 24.2 4.14 1.74 1.89 0.45 SG
Op05 4933 4 1.98 1205 2.12 3.808 24.2 4.14 1.75 2.41 0.16 PMS
Am00 5776 4.44 1.55 3063 1.02 4628 24.9 1.35 1.65 1.01 0.21 MS
Bm00 6730 4.25 7.89 1839 1.38 1306 24.9 1.35 1.68 1.46 1.4 MS
Cm00 6490 4 2.79 1053 1.48 2397 24.9 1.35 1.65 2.01 1.3 MS
Dm00 6434 4.25 2.76 1881 1.27 2562 24.9 1.35 1.67 1.4 0.77 MS
Fm00 6231 4 2.30 1074 1.28 4352 24.9 1.35 1.69 1.87 0.96 SG
Gm00 6182 3.5 3.63 341.7 1.93 1158 24.9 1.35 1.7 4.09 2.4 SG
Hm00 6101 4.25 2.51 1923 1.13 5413 24.9 1.35 1.67 1.32 0.53 SG
Im00 5861 4.5 2.31 3479 1.09 34.8 24.9 1.35 1.66 0.976 0.2 PMS
Jm00 5936 3.99 2.18 1077 1.16 6753 24.9 1.35 1.74 1.8 0.51 SG
Km00 5886 3.5 2.18 348.5 1.88 1249 24.9 1.35 1.68 4.05 1.5 SG
Mm00 5436 3.5 2.03 364.4 2.21 1017 24.9 1.35 1.71 4.37 0.83 SG
Em05 6227 4.5 2.22 3395 1.02 644.2 25.1 0.597 1.74 0.938 0.24 MS
Fm05 6260 4 2.26 1079 1.06 6520 25.1 0.597 1.79 1.7 0.85 SG
Gm05 6149 3.5 3.27 338.2 1.66 1389 25.1 0.597 1.76 3.82 2 SG
Im05 5897 4.5 2.25 3502 0.902 4290 25.1 0.597 1.62 0.882 0.17 MS
Jm05 5919 4 2.19 1091 0.949 10 130 25.1 0.597 1.76 1.62 0.52 SG
Km05 5764 3.51 2.13 363.2 1.59 1623 25.1 0.597 1.74 3.66 1.5 SG
Mm05 5463 3.5 2.01 359.4 1.63 1483 25.1 0.597 1.74 3.78 0.7 SG
Bm10 6743 4.24 7.60 1801 0.776 12 030 25.3 0.0205 1.84 1.1 1.2 SG
Am10 5771 4.44 1.53 3065 0.768 13.47 25.3 0.0205 1.26 0.875 0.32 PMS
Cm10 6503 4 2.63 1052 0.765 13 770 25.3 0.0205 1.75 1.45 1.4 SG
Fm10 6242 4 2.25 1073 1.17 3.639 25.3 0.0205 1.67 1.79 0.8 PMS
Gm10 6213 3.5 3.14 341 1.03 5093 25.3 0.0275 1.7 2.99 3 SG
Km10 5894 3.5 2.15 349.7 0.906 7858 25.3 0.0205 1.62 2.8 1.9 SG
a 3D model computed with a R-MHD code. The fully 1D
model is called an unpatched model. The construction of
PM and UPM has been widely described in Trampedach
(1997); Samadi et al. (2007, 2008); Sonoi et al. (2015); Jør-
gensen et al. (2017). The 1D counterparts of 3D hydrody-
namical models have been obtained using the 1D stellar evo-
lutionary code CESTAM (Morel 1997; Marques et al. 2013)
by tuning the age (or the central temperature for advanced
stages), the total stellar mass M , and the mixing length
parameter αMLT in order to match the effective tempera-
ture, the surface gravity and the temperature at the bottom
of the 3D model, located just below the superadiabatic re-
gion. We chose to remove the first four bottom layers and
the last top layer of the 3D hydrodynamical model to be
sure to remove any numerically induced errors and that the
patching point is deeply inside the adiabatic region, which
has been shown to be a condition for a obtaining reliable
PM (Jørgensen et al. 2017).
The 1D models use the equation of state, and opacities
given by OPAL2005 (Rogers & Nayfonov 2002; Iglesias &
Rogers 1996) and implement standard mixing-length the-
ory (Böhm-Vitense 1958) with no overshoot. We ignore dif-
fusion processes, rotation and turbulent pressure. The at-
mosphere is computed using the Eddington approximation.
The helium abundance in 1D models is set to the one used
in 3D models.
Finally, we note that for some 3D models one can find
a degenerate solution for the corresponding 1D model: we
could patch either a PMS or a sub-giant model. We opted
for evolved models since they corresponds to stars in which
solar-like oscillations are observed so far. However, when
the evolved models are too old (older than the age of the
Universe) we kept the PMS model, except if lying on the
Hayashi track.
Table 1 also summarizes the stellar parameters of both
UPM and PM together with relative radius differences
RPM/RUPM − 1. Our set of models covers a wide portion
of the Hertzsprung-Russel Diagram for intermediate mass
stars. We note that our patched models with metallicity
[Fe/H] = +0.5 only have log g = 4.0. Indeed, 3D models
from the CIFIST grid with [Fe/H] = +0.5 were only avail-
able for log g ≥ 4.0. In addition, 3D models with log g & 4.5
are located below the main sequence diagonal, and therefore
it is impossible to find a 1D model matching their charac-
teristics (with the physical ingredients we used). Thus, a
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large portion of our initial [Fe/H] = +0.5 3D hydrodynam-
ical models were not suitable for our purposes.
2.3. Computation of oscillation frequencies
In this work, we consider only structural effects and an
adiabatic treatment of the oscillations. The frequencies are
computed using the ADIPLS code (Christensen-Dalsgaard
2011) for both UPM and PM by assuming the gas Γ1 ap-
proximation, which assumes that the relative Lagrangian
perturbations of gas pressure and turbulent pressure are
equal (Rosenthal et al. 1999; Sonoi et al. 2017). Besides
this distinction in the treatment of Γ1 entering the calcu-
lation of the model frequencies, we emphasize that the fre-
quency differences studied in this work are only emerging
from structural effects. Therefore, it should be emphasized
that the frequency differences studied in this work concern
only purely structural effects. We have checked that we re-
covered the previous results of Sonoi et al. (2015) for the
solar metallicity. For the sake of simplicity, we mainly fo-
cussed on the surface effect affecting radial modes: non-
radial modes exhibit a mixed behaviour that would make
our analysis more complex (however, see Sect. 4.2.2 for a
discussion).
3. Influence of metallicity
Until now, surface effects have always been studied assum-
ing a solar metallicity. Corrections depend only on Teff and
log g such as the power law proposed by Kjeldsen et al.
(2008), cubic and combined inverse–cubic laws (Ball & Gi-
zon 2014), or a modified Lorentzian (Sonoi et al. 2015).
This section is intended to motivate the investigation of
the dependence of the surface effect on metallicity.
3.1. Qualitative influence of metallicity on frequency
differences
We begin this section by quickly describing the effects of a
change of metallicity on the frequency residuals. Frequency
differences are induced by the surface elevation between PM
and UPM due to turbulent pressure, which extends the size
of the resonant cavities and therefore decreases the mode
frequencies for PM, leading to negative frequency differ-
ences δν = νPM − νUPM.
Up to now, only the influence of effective temperature
and surface gravity on surface effects have been studied.
However, the abundance of heavy elements has a strong
impact on opacity and hence on the convective flux im-
posed by a change in the radiative flux. In turn, a change
in the convective flux leads to a change of convective veloc-
ity and therefore a change of turbulent pressure and finally
it changes the location of the surface. We mention here that
metallicity also has an effect on gas pressure, through the
mean molecular weight µ, which varies in the opposite di-
rection of the turbulent pressure and therefore counteracts
its effect. Finally, while mechanisms by which a change of
metallicity can act on the surface effect are known, those
mechanisms are too intricate to identify the resulting effect
on the variations of surface term without a deeper analysis
as will be demonstrated in the following (see Section 4).
Figure 2 shows the (purely structural) frequency differ-
ences for three groups of models that have approximately
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Fig. 2. Frequency differences of PM vs. UPM for radial modes
with frequencies less than the acoustic cut-off frequency νac =
c/(4piHp). Frequencies on the abscissa are normalized by the
νmax of each models. top panel: Models J*: Teff ' 5900K
and log g = 4.0. middle panel: Models M*: Teff ' 5500K
and log g = 3.5. bottom panel: Models C*: Teff ' 6500K and
log g = 4.0.
the same effective temperature and surface gravity. The
discrepancies in νn` between two models appear at rela-
tively low frequencies and generally increase towards high
frequencies. As for finding a general trend of the evolu-
tion of the surface effect against the metallicity, it seems
from Fig. 2 no such trend exists: in the top panel, fre-
quency differences, at νmax for instance, slightly decrease
from [Fe/H] = −0.5 to 0.0 and then are much higher for the
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[Fe/H] = +0.5 model. In the middle panel, the frequency
residual at νmax significantly increases from [Fe/H] = −0.5
to 0.0. Finally, in the bottom panel, very little variations
at νmax can be noticed from one composition to an other.
However, the variation of the frequency differences seems to
follow closely the variations of the elevation of the stellar
surface between UPM and PM:
∆r ≡ RPM −RUPM. (1)
The slight disagreement between [Fe/H] = 0.0 and −0.5 in
the top panel may be explained by the large dispersion in
effective temperature.
3.2. Effect of the elevation on the frequency differences
To gain some insight into the influence of metallicity on
surface effect, we tried to scale the normalized frequency
differences at νmax for our set of models. This is a neces-
sary step to allow an estimate of the surface effect correction
parameters (see Sect. 4). Thus, let us start with the per-
turbative approach as adopted by Christensen-Dalsgaard &
Thompson (1997)(see also Goldreich et al. 1991; Balmforth
et al. 1996). The authors show that the frequency difference
can be well approximated by
δν
ν
=
∫ R
0
[
K˜n`c2,v
δmc
2
c2
+ K˜n`v,c2
δmv
v
]
dr (2)
'
∫ R
0
K˜n`v,c2
δmv
v
dr , (3)
where c is the adiabatic sound speed, the variable v is de-
fined by v = Γ1/c, K˜n`c2,v and K˜
n`
v,c2 are the kernels that
can be determined from eigenfunctions, δmc2 and δmv are
the Lagrangian differences of c2 and v, respectively, at fixed
mass.
Rosenthal et al. (1999) further approximated the fre-
quency differences for radial modes, based on the expres-
sion of K˜n`v,c2 and using a first-order asymptotic expansion
for the eigen-function, by
δν
ν
' ∆ν∆r
cph
, (4)
where ∆ν is the asymptotic large frequency separation, ∆r
is the previously defined elevation, and cph the photospheric
sound speed (see Appendix A for a demonstration of this
relation).
This relation has been previously tested by Sonoi et al.
(2015) at solar metallicity using surface effect derived from
a grid of 3D numerical simulations. It turns out that Eq. (4)
reproduces the overall scale of the surface effect (such as in
Fig. 3 were the surface effect is considered at νmax) for a set
of models. It is thus necessary to determine whether this
relation holds for models with a non-solar metallicity. To
this end, we have compared frequency residuals at ν = νmax
given by Eq. (4) as shown in Fig. 3 (top panel). There is still
a good agreement between the frequency differences and
the approximated expression given by Eq. (4). Moreover, it
appears that the frequency differences are dominated by the
surface elevation ∆r. To understand the link to metallicity,
it is thus necessary to go a step further and to investigate
the relation between surface elevation and metallicity.
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Fig. 3. Frequency differences scaled by the frequency, taken at
νmax against a scaling relation given by Rosenthal et al. (1999)
(top panel) (with σ = 0.89) and a scaling relation given by Eq.
(13) where powers are left free (bottom panel) (with σκ = 0.63).
3.3. Scaling law for the frequency differences
In this section, we aim to determine a relation between fre-
quency differences at νmax and global parameters of the
models. First, as shown in the previous section, there is
no clear trend between the surface term and metallicity.
Indeed, at constant metallicity and considering our rather
large range of effective temperatures and surface gravities,
the dominant opacity mechanisms are not the same from a
model to an other for instance, the opacity at the surface is
dominated by the negative hydrogen ions for Teff . 5000 K.
Therefore, the relation between δν/ν and Z is non-trivial.
To overcome this problem, we directly consider the Rosse-
land mean opacity at the photosphere instead of the metal-
licity as a global parameter in addition to the effective tem-
perature and to the surface gravity (in the following, the
photosphere is defined as the radius at which T = Teff).
Let us begin by considering the elevation in Eq. (1)
which must be expressed as a function of these global pa-
rameters. Using the hydrostatic equilibrium equation, it
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reads
∆r =
∫ RPM
0
HPMp
dptot
ptot
−
∫ RUPM
0
HUPMp
dpg
pg
, (5)
where HPMp and HUPMp are the pressure scale heights at
the photosphere associated with the patched and unpatched
models, ptot is the total pressure such as ptot = pturb + pg
with pturb and pg the turbulent and gas pressure, re-
spectively. Further assuming that HPMp ' HUPMp and
pturb/ptot  1 one can approximate Eq. (5) by
∆r ' HPMp
pturb
ptot
. (6)
Finally, since the pressure scale-height scales as Teff/g,
the elevation scales as ∆r ∝ (Teffpturb)/(gpg).
To go further, we need to find an expression for pturb/pg.
Near the photosphere, the turbulent pressure can be written
as
pturb = ρv
2
conv, (7)
where vconv is the vertical component of the convective ve-
locity. We now need an expression for this velocity and for
the density. Assuming a standard Eddington grey atmo-
sphere, the optical depth is approximated by τ = Hpρκ,
and in the Eddington approximation, we have τ = 2/3 at
the bottom of the photosphere. Then, and accordingly:
ρ ∝ g
Teffκ
. (8)
As for finding an expression for vconv, we note that Ftot =
Frad +Fconv, with Frad and Fconv the radiative and convec-
tive component of the total energy flux respectively. The
convective flux is proportional to the kinetic energy flux
(as shown for instance within the MLT framework). Then,
ρv3conv ∝ T 4eff
(
1 +
Frad
Fconv
)−1
. (9)
The ratio Frad/Fconv is assumed to remain nearly constant
from one model to an other. Therefore, vconv finally reads,
v2conv ∝
T
8/3
eff
ρ2/3
. (10)
Inserting the expressions of Eq. (8) and (10) into Eq.
(7) leads to:
pturb ∝
(
Teff
Teff
)7/3(
g
g
)1/3(
κ
κ
)−1/3
, (11)
where κ = 0.415 cm2 · g−1. From the perfect gas law for,
pg ∝ ρTeff and using Eq. (8), we can rewrite ∆r as
∆r ∝
(
Teff
Teff
)10/3(
g
g
)−5/3(
κ
κ
)2/3
. (12)
Replacing ∆r into Eq. (4) one finally obtains the fol-
lowing estimate:
δν
ν
∝ ∆ν
∆ν
(
Teff
Teff
)17/6(
g
g
)−5/3(
κ
κ
)2/3
≡ z1. (13)
This expression provides us with a simple relation be-
tween the frequency differences and the global parameters.
The dependence on the metallicity is embedded into the
Rosseland mean opacity. We note that it is possible to go
further and to explicitly introduce the metallicity. For in-
stance, in the vicinity of the solar effective temperature
and gravity, the opacity is dominated by the H− so that
κ ∝ ρ−1/2 T 9effZ. However, given the wide range of effective
temperatures and surface gravities of our grid of models,
it is more relevant to keep the Rosseland mean opacity at
T = Teff (surface opacity) as a global parameter. Indeed,
the Rosseland mean opacity is a quantity available in any
1D stellar evolutionary code.
Then, using Eq. (13) as a guideline, we performed a
fit where the powers of the temperature (p), gravity (q),
and opacity (s) have been adjusted at ν = νmax for each
model. Figure 3, bottom panel, displays the result. This
figure shows a very good agreement between exponents de-
rived in Eq. (13) and the one actually obtained using our
simulations. Consequently this scaling can be used to pro-
vide a physically-grounded values for the parameters of the
empirical correction function of the surface effect. Finally,
we note that using the opacity instead of the metallicity
allows us to take a detailed mixture into account.
In addition to our crude approximations, a possible
source of discrepancies between values predicted by Eq. (13)
and the one calculated can be that we did not fix the he-
lium abundance from one model to the other when varying
the metallicity. The changing helium abundances have an
impact both on the evolution of the model and on its opac-
ity at the surface. However, the helium abundances [He/H]
range between −5.8 × 10−3 and +1.2 × 10−2 and should
be a negligible source of uncertainty. A final source of error
comes from the method we used to average the 3D strat-
ifications. Indeed, since the Rosseland opacity is involved
Eq. (13), it would be more precise to patch the models us-
ing a stratification averaged against the Rosseland optical
depth instead of the actual geometrically averaged stratifi-
cation, but this is beyond the scope of this paper and will
be investigated in a forthcoming work.
4. Surface-effect corrections
A handful of empirical functions have been suggested to
perform a posteriori corrections on the modelled frequen-
cies. After having given a theoretical background that ex-
plains variations of δν/ν, we considered the most commonly
used correction models to study the evolution of the related
free parameters as a function of effective temperature, sur-
face gravity, and surface opacity. This is intended to pro-
vide constraints on those parameters and thus to provide
physically-grounded values for use on seismic observations.
4.1. Empirical functions for correcting modelled frequencies
4.1.1. Kjeldsen et al. (2008) power law
Kjeldsen et al. (2008) proposed a power law which was
found to match the frequency differences obtained between
the observed and modelled solar frequencies:
δν
νmax
= a
[
νPM(n)
νmax
]b
, (14)
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where a and b are the parameter to be adjusted. They found
a = −4.73 and b = 4.9 for their model of the Sun by match-
ing a subset of nine radial modes centred on νmax.
Kjeldsen et al. (2008) provided a method to correct the
frequency for a star similar to the Sun without having to
calibrate b. Let us assume we want to model a star with
near solar global parameters and we want to constrain our
model using the individual frequencies. The radial mode
frequencies spectrum of our best model which include a
surface term are denoted νi,best and the frequencies of solar
radial modes for the same order are denoted νi,ref . Then,
Kjeldsen et al. (2008) proposed that the frequencies can be
linked, to a good approximation, by νi,best ' rνi,ref , using
the proportionality factor r between mean densities of both
models: ρ¯best = r2ρ¯ref . Using this relation and the large
separations of both models, they provided a way to obtain
a and b. Further assuming b constant (the value of which
depends of the physical ingredients used in the model), they
derived a value for a for a set of theoretical models close to
the Sun.
This power law has been widely used since and many
authors (eg. Metcalfe et al. 2009; Bedding et al. 2010) have
used a constant value for b (not necessarily 4.90 though)
derived from solar frequency measurements. Keeping b con-
stant is often necessary in the case for which observations
do not provide enough constraints to adjust it. However, us-
ing the solar value leads to a bad correction if the modelled
star is too different from the Sun (eg. Kallinger et al. 2010).
Furthermore, b depends on the input physics. Otherwise, b
can be considered as a variable parameter in the modelling
and therefore significantly improve the correction. Differ-
ent models of the star HD 52265 have been compared by
Lebreton & Goupil (2014) using various input physics and
found approximatively the same predicted age models when
either frequency ratios (Roxburgh & Vorontsov 2003) or in-
dividual corrected frequencies were used as constraints. The
age dispersion was slightly higher with models constrained
by individual corrected frequencies (∼ ±9.5%) and using
uncorrected individual frequencies lead to ages 40% larger
(Lebreton et al. 2014).
In the following, we have studied two versions of this
parametric function. The first, adjusted on the whole radial
mode frequency spectrum for frequency less than the acous-
tic cut-off frequency, will be referred to as K08. The second,
adjusted on a reduced frequency interval 0 < ν/νmax < 1.05
is refered to as K08r (see Fig. 6 and Appendices B and C).
4.1.2. Ball & Gizon (2014) cubic and combined inverse-cubic
laws
Ball & Gizon (2014) suggested a new function to correct fre-
quency differences. It is partially based on the early work
by Gough (1990) (for the cubic part). They accounted for
two leading effects introducing systematic errors in the the-
oretical computation of the frequency spectrum: the modi-
fication of the sound speed caused by a magnetic field con-
centrated into a filament by convective motions, causing
a frequency shift scaling as ν3/E (Libbrecht & Woodard
1990), E being the normalized mode inertia; and the mod-
ification of the pressure scale height caused by a poor de-
scription of convection, inducing a frequency shift scaling
as ν−1/E. This correction funtional has the advantages of
being independent of a solar calibration and including a de-
pendence on the normalized mode inertia which allows us
to correct non-radial modes, without the need of re-scaling
their frequency differences. Because of this, they suggested
a cubic correction taking only into account the dominant
effect and a combined inverse-cubic correction including the
perturbation.
The cubic correction (in the following BG1) is defined
by
δν
νmax
=
a3,BG1
E
(
ν
νmax
)3
, (15)
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and the combined inverse-cubic correction (in the following
BG2) is
δν
νmax
=
1
E
[
a−1,BG2
(
ν
νmax
)−1
+ a3,BG2
(
ν
νmax
)3]
, (16)
where E is the normalized mode mass:
E =
4pi
∫ R
0
[|ξr(r)|2 + `(`+ 1)|ξh(r)|2] ρr2dr
M [|ξr(R)|2 + `(`+ 1)|ξh(R)|2] , (17)
where R,M , and ρ are respectively the photospheric radius,
mass and density of the star, and ξr and ξh are the radial
and the horizontal component of the displacement of an
eigenmode of degree `. a3,BG1, a−1,BG2, and a3,BG2 are the
parameters to be adjusted. They used the acoustic cut-off
frequency νc instead of νmax in order to normalize their
fitting parameters: it only results in a modification of a−1
and a3 and does not change the law itself.
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4.1.3. Sonoi et al. (2015) modified Lorentzian
The final function to be introduced was a modified
Lorentzian (Sonoi et al. 2015) that was found to better
correct the surface effect derived from the 3D simulations
at high frequency. It reads
δν
νmax
= α
1− 1
1 +
(
νPM
νmax
)β
 , (18)
where α and β parameters are to be determined. When
νPM/νmax  1 we get back to Kjeldsen et al. (2008) law.
When νPM = νmax, δν/νmax = α/2. Therefore, a and α
are directly linked to δν/ν given by Eq. (13), which gives
physical justification for its variations. In the following, we
will refer to this correction law as S15.
A recent comparison of the above correction laws has
been performed by Ball & Gizon (2017) on six sub- and red
giants from the Kepler Input Catalog. We note that since
these are evolved stars, they display mixed-modes which
have their frequency residuals off the general trend of ra-
dial p-modes frequency residuals. This should have conse-
quences on the quality of the correction. They computed
stellar models matching their six stars constrained by the
effective temperature, the metallicity and the individual fre-
quencies. They tested five correction relations: BG1, BG2,
S15, and K08 with power b = 5.0 calibrated with a solar
model computed with their own input physics and K08 with
power b left free.
Ball & Gizon (2017) found no correction to be clearly
superior than the others for all stars. However BG2 and
then BG1 performed slightly better than the others, fol-
lowed by the free power law, S15 and finally K08. S15 was
shown to poorly correct high frequencies and the K08 with
b = 5.0 correction gave worse results than no correction for
their of their stars. We present very similar conclusions in
the following.
4.2. Variation of the coefficients in the ∆ν − Teff − log g − κ
space
4.2.1. Prescriptions for radial modes
In order to fit the parameters of the correction functions
and to determine the fitting parameters, we used a least
square minimization algorithm implementing a Levenberg-
Marquardt method which minimizes the squared deviation
defined as
D =
N∑
i=1
[
νPM,i − νUPM,i − δνi
νmax
]2
, (19)
where i corresponds to the eigenmode index, N to the to-
tal number of radial modes and δν the correction com-
puted from the considered correction relation. Tables B.1
and C.1 summarize the coefficients and their squared de-
viations from our computations. We also define
√D/N as
the root-mean frequency differences after correction.
Coefficients a and b involved in Eq. (14) and a3,BG2 from
Eq. (16) are presented in Teff−log g plane in Fig. 4. Further-
more, all coefficients are represented as a function of log z1
in Fig. 5. a, α and a3,BG2 (and therefore a3,BG1) show simi-
lar trends. Indeed, they are related to the amplitude of the
surface effect at νmax and Eq. (13) allows one to understand
their variations. However, this theoretical justification for
the variations of a, α, a3,BG1 and a3,BG2 does not provide a
way to favour one correction law over an other. Coefficient
a−1,BG2 exhibits the same behaviour as above. However, we
cannot offer the same explanation for its trend because the
inverse term in BG2 is a second correction to the cubic term
and is not related to the amplitude of the surface effect at
νmax.
The trends followed by b and β are related to the slope
of the frequency differences. As shown in Sonoi et al. (2015)
and in Fig. 4, the coefficients b (whatever the metallicity)
increase significantly towards cooler stars, which again con-
tradicts the assumption of a constant b. Regarding the rel-
evance of giving a prescription for log b and log β thanks to
the linear relationship with log z1, we can see in Fig. 5 that
log b and log β are affected by a high dispersion compared
to the grey line. This could mean either that we omitted a
physical dependency in Eq. (13) that only affects the agree-
ment with log b and log β, or a prescription based on same
other physical basis should be investigated.
Table 2 shows the prescriptions for the variations in the
Teff − log g − κ space of all coefficients c0 studied in this
article in the form
log c0 = c1 log ∆ν/∆ν + c2 log Teff/Teff
+ c3 log g/g + c4 log κ/κ + c5 (20)
We note that the opacity has a strong impact on each of
the coefficients and must, therefore be taken into account
when correcting the surface effect.
The top panel of Fig. 6, top panel also shows the value
of the root-mean frequency differences after correction for
each model and each correction law. From this, we see that
BG1 is the worst performer followed by K08. Those laws
provide a correction that leaves frequency residuals com-
prised between 1 and 10 µHz which are still higher than
the frequency resolution provided by CoRoT and Kepler.
The better performance of K08 over BG1 can be explained
by the fact that K08 have two degrees of freedom whereas
BG1 has only one. For radial modes, the inclusion of the
normalized mode mass En` in BG1 does not compensate
the loss of a degree of freedom.
Then, the remaining laws K08r, S15 and BG2 provide
correction almost as good as the resolution of CoRoT and
Kepler. K08r and BG2 are slightly better than S15, yet
K08r is applied only on the frequency range 0 < ν/νmax <
1.05.
4.2.2. Mixed-modes case
We also performed the same test as in Ball & Gizon (2017)
on evolved models that present mixed-modes in their fre-
quency spectrum. In subsection 4.1.2 we see that, thanks
to the dependence in the normalized mode inertia, BG1
and BG2 can be applied to non-radial modes without any
change of the law. However, in order to be able to compare
all empirical corrections on non-radial modes, one had to
rescale the frequency differences on which K08, K08r and
S15 by mean of the inertia ratio Qnl for a mode of frequency
νnl defined as the ratio of the inertia of this mode by the
inertia of a radial mode interpolated at the frequency νn`:
Qn` = En`/En0(νn`) (eg. Rosenthal et al. 1999). Further-
more, we added one last empirical relation by modifying
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Table 2. Prescriptions for the fitting coefficients involve in the empirical relations K08, K08r, S15, BG1, BG2. The prescriptions
are written: log c0 = c1 log ∆ν/∆ν + c2 log Teff/Teff + c3 log g/g + c4 log κ/κ + c5. Our solar values are computed from model
Am00. ∆ν = 137 [µHz], Teff = 5776 [K], g = 27511 [cm · s−2], and κ = 0.415 [g · cm−2].
Law log c0 c1 c2 c3 c4 c5
K08 log |a| 1.03 3.26 −1.75 0.655 −2.72
log b −0.185 −0.584 0.313 −0.117 0.289
K08r log |a| 1.08 3.39 −1.82 0.683 −2.65
log b −0.387 −1.22 0.655 −0.246 0.647
S15 log |α| 0.999 3.15 −1.69 0.635 −2.36
log β −0.477 −1.51 0.808 −0.303 0.787
BG1 log |a3| 1.93 6.09 −3.26 1.22 −11.9
BG2 log |a−1| 2.13 6.72 −3.6 1.35 −12
log |a3| 1.8 5.67 −3.04 1.14 −12
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the expression given for S15 in Eq. (18) similarly to BG1
and BG2 in which we replaced α by α/E where E is defined
in Eq:(17) (the new function is denoted S15E). This allows
S15E to be applied directly on non-radial modes frequency
differences.
The empirical relations K08, K08r and S15 were then
adjusted on Qn`δνn`, with 0 ≤ ` ≤ 2 and S15E, BG1
and BG2 were adjusted directly on δνn`, with 0 ≤ ` ≤ 2.
For 9 of the 16 evolved models considered, the least-square
algorithm converge to a solution of K08, K08r or S15
very remote from the general trend of frequency differ-
ences, whereas for the second group of relations (S15E,
BG1 and BG2), the residual root-mean frequency differ-
ences after correction are greatly improved to a value be-
tween 0.1− 1 µHz.
As a third test, we performed the same fits excluding
the quadrupolar modes (i.e. we fit modes with 0 ≤ ` ≤ 1).
This time, corrections laws accuracies are similar to the
one presented in section 4.2.1. As for the newly introduced
S15E, it performs slightly worse than S15 but still better
than K08. This third test suggests that the failure of K08,
K08r and S15 in fitting Qn`δνn`, with 0 ≤ ` ≤ 2 is due to
quadripolar modes. There are two reasons for it.
First, the p and g cavity are less coupled for ` = 2
than for ` = 1 mixed-modes which induces more important
changes on the behaviour of a mode when the surface layers
are changed between UPM and PM. Indeed, modifying
the surface layers changes the frequency of pure p modes
that couple with different g modes for PM and UPM
(Ball & Gizon 2017). As a consequence, when computing
Qn,2δνn,2, it so happens that we deal with mixed-modes
from PM and UPM that have different properties. Second,
due to the presence of mixed-modes, Qn,2 sometimes
becomes higher than ten, while it is normally of the order
of unity (see example of Cm10 in Fig. 7). It over-scales the
corresponding quadrupolar mixed-modes and gives much
weight to those modes, which in turns has strong impact
on the quality of the fit. The peaks in the value of Qn,2
arise for mixed-modes having most of their amplitude in
the g mode cavity, contrary to dipolar mixed-modes which
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Fig. 7. Ratio Qn` of a mode of degree n` against frequency
of the same mode normalized by νmax (only νn`/νmax > 0.75
for clarity), for the sub-giant model Cm10 with Teff = 6503 K,
log g = 4.0 and [Fe/H] = −1.0. Each colour corresponds to a
degree `. Yellow (resp. green) dots breaking from the general
trend correspond to dipolar (resp. quadrupolar) mixed modes.
have their Qn,1 staying close to unity. On the other hand,
fitting directly δνn` with S15E, BG1 and BG2 does not
amplify the frequency differences affecting mixed-modes,
providing a much better correction.
For all these reasons, we recommend the use of BG2 or
S15E when correcting sets of radial and non-radial modes
and we recommend either S15 or BG2 when correcting only
radial modes (K08r can be used for frequencies . νmax).
The remaining advantages of S15 over BG2 is that the co-
efficients α and β are better described as a function of Eq.
(13) than coefficients of BG2 which present a bigger dis-
persion on Fig. 5. This being said, many of the correction
laws considered in this paper gives a root-mean frequency
difference of the order of 0.1 µHz (at least for few mod-
els), similar to the frequency uncertainties of CoRoT and
Kepler. Furthermore, the search for the best a posteriori
correction law should not set aside the need of a theoretical
understanding of the surface effect.
5. Conclusion
We have computed a grid of 29 couples of one dimensional
models using the method of patched models consisting in
replacing poorly modelled surface layers of a 1D model
by the stratification, averaged over the geometrical depth
and time, computed from 3D hydrodynamical models. The
grid includes models with effective temperature ranging
from Teff = 5 000 K to 6 800 K, surface gravity ranging
from log g = 3.5 to 4.5 and iron abundance ranging from
[Fe/H] = −1.0 to +0.5.
Our aim was to estimate and understand the impact
of varying metallicities on the surface effect. Our main re-
sult is that, in the considered range of metallicities (i.e.
[Fe/H] = −1.0 to +0.5) the amplitude of the surface effect
computed at νmax, and for models with same effective tem-
perature and same surface gravity, can be up to a factor of
three between the model with the lowest amplitude and the
model with the highest one. However, it appears that study-
ing the amplitude as a function of the metallicity does not
lead to a clear trend, whereas the Rosseland mean opacity
κ turned out to be the adapted quantity for understanding
the variation of the surface effect. Based on relatively sim-
ple physical arguments, consolidated using the grid of 3D
models, we found a scaling relation between the amplitude
of the surface effect and the global parameters Teff , log g
and the opacity κ computed at the photosphere.
We also tested the accuracy of existing surface effect
empirical corrections of radial modes frequency differences
on each model of our grid in order to obtain a prescrip-
tion for the coefficients. Then, we tested those laws on ra-
dial and non-radial modes for evolved models exhibiting
mixed-modes, in order to test how the empirical correc-
tions perform when mixed-modes are involved. Overall, the
combined correction law proposed by Ball & Gizon (2014) is
found to give the best performer, closely followed by the law
proposed by Sonoi et al. (2015). These two laws leave fre-
quency differences that are less than 1 µHz on average, even
reaching 0.1 µHz for the coolest stars of our set of model,
which is of the order the frequency resolution provided by
CoRoT and Kepler. We note that, on a low frequency range
(0 < ν/νmax < 1.05), the Kjeldsen et al. (2008) power law
(calibrated on this reduced range) gives equivalent results.
Then the Kjeldsen et al. (2008) power law calibrated on the
whole range of frequency and the purely cubic correction
proposed by Ball & Gizon (2014) are the worst performer
with remaining mean frequency differences of the order of
few µHz. When applying those corrections on frequency
spectra including mixed-modes, only the empirical correc-
tions BG1 and BG2 proposed by Ball & Gizon (2014) and
the modified S15E where we added a factor of 1/E improve
the mean frequency dispersion. Only S15E and BG2 leave a
satisfying root-mean dispersion of the order of the CoRoT
and Kepler frequency resolution.
Therefore, we derived prescriptions for the fitting pa-
rameters of those radial modes correction empirical models
as functions of log ∆ν, log Teff , log g and log κ which are
quantities easily computed by 1D stellar evolution model.
The next step will be to test our prescriptions against ob-
served frequency spectrum in order to determine their de-
gree of accuracy. We will focus on this in a furture work.
Finally, we only considered in this article the issue
of structural effects. However, other effects such as non-
adiabaticity effects may also play a non-negligible role in
the propagation of acoustic waves in the surface layers. This
will be studied in a forthcoming paper.
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Appendix A: Derivation of the scaling relation (Eq.
(4))
We start from Eq. (3). After Christensen-Dalsgaard &
Thompson (1997), we have
K˜nlc2,v ' 0
K˜nlv,c2 = ω
−2
(∫ M
0
ξ2rdm
)−1(
dξr
dr
)2
4pir2ρc2s , (A.1)
where ω = 2piν and ξr are respectively the angular fre-
quency and the radial displacement of the mode, cs is the
sound speed and M and R are respectively the total mass
and the total radius of the star.
The first term in parentheses in the expression of K˜nlv,c2
is the inertia of a mode:
I '
∫ M
0
ξ2rdm =
∫ R
0
ξ2r4pir
2ρdr. (A.2)
Using a first-order expansion, we can write the radial
displacement as (e.g. Unno et al. (1989)):
ξr(r) ' Aρ−1/2c−1/2s r−1 cos
(
ω
∫ r
0
dr′
cs
− ζ
)
, (A.3)
where A is a constant and ζ is a phase factor. Further in-
serting Eq. (A.3) into Eq. (A.2) leads to
I =
∫ R
0
4piA2 cos2
(
ω
∫ r
0
dr′
cs
− ζ
)
dr
cs
, (A.4)
Averaging the cosine term gives 1/2 and then simply
I = 2piA2
∫ R
0
dr
cs
=
piA2
∆ν
, (A.5)
with ∆ν defined by ∆ν =
(
2
∫ R
0
dr/cs
)−1
. Then, K˜nlv,c2
reads
K˜nlv,c2 =
ω−2∆ν
piA2
(
dξr
dr
)2
4pir2ρc2s . (A.6)
Yet, (dξr/dr)
2 ' k2rξ2r = ω2ξ2r/c2s . Then,
K˜nlv,c2 =
ω−2∆ν
piA2
ω2
c2s
4pir2ρc2s ξ
2
r
=
4∆ν
A2
r2ρA2ρ−1c−1s r
−2 cos2
(
ω
∫ r
0
dr′
cs
− ζ
)
,
(A.7)
where the last line was obtained by replacing ξ2r by its ex-
pression. Finally, by simplifying this expression we obtain:
K˜nlv,c2 '
2∆ν
cs
cos2
(
ω
∫ r
0
dr′
cs
− ζ
)
. (A.8)
Eventually, inserting Eq. (A.8) into Eq. (3), approximat-
ing the cosine by 1/2 as in (A.5) and using Eq. (19) from
Rosenthal et al. (1999):∫ R
0
δmv
v
dr
cs
' ∆r
2cs,ph
, (A.9)
with cs,ph the sound speed at the photosphere, we obtain the
expression of the amplitude of the surface effect proposed
in Rosenthal et al. (1999)
δν
ν
' ∆ν∆r
cs,ph
. (A.10)
Appendix B: Fitting coefficients
In Table B.1 we gather the values of the fitting parameters
introduced in Eqs. (14), (15), (16), and (18) used in order to
perform the fits shown in Fig. 5 and toderive the coefficients
for the prescriptions given in Table 2.
Appendix C: Root-mean frequency differences
after correction
In Table C.1 we gather the values of the root-mean fre-
quency differences νmax
√D/N of radial modes after cor-
rection for each empirical law shown in Fig. 6.
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Table B.1. Fitting parameters of K08, K08r, S15, BG1, and BG2.
K08 K08r S15 BG1 BG2
Model |a| b |a| b |α/2| β |a3,BG1| |a−1,BG2| |a3,BG2|
Cp05 9.19× 10−3 1.55 1.06× 10−2 2.17 1.01× 10−2 2.98 −9.66× 10−12 −7.99× 10−12 −6.01× 10−12
Fp05 7.13× 10−3 1.43 9.66× 10−3 2.74 7.90× 10−3 3.03 −8.03× 10−12 −7.98× 10−12 −5.17× 10−12
Jp05 5.64× 10−3 1.64 7.30× 10−3 2.95 6.32× 10−3 3.56 −6.94× 10−12 −7.23× 10−12 −4.31× 10−12
Lp05 4.79× 10−3 1.5 6.03× 10−3 2.75 5.33× 10−3 3.36 −6.03× 10−12 −8.41× 10−12 −3.38× 10−12
Op05 1.63× 10−3 1.74 1.98× 10−3 4 1.80× 10−3 5.23 −3.30× 10−12 −4.03× 10−12 −2.08× 10−12
Am00 2.05× 10−3 1.82 2.39× 10−3 4.1 2.27× 10−3 6 −1.24× 10−12 −1.01× 10−12 −9.19× 10−13
Bm00 9.36× 10−3 1.35 1.14× 10−2 2.12 1.02× 10−2 2.65 −4.66× 10−12 −4.15× 10−12 −2.96× 10−12
Cm00 8.93× 10−3 1.49 1.12× 10−2 2.51 9.96× 10−3 3.09 −1.12× 10−11 −8.32× 10−12 −7.99× 10−12
Dm00 6.66× 10−3 1.43 8.58× 10−3 2.65 7.40× 10−3 3.16 −4.19× 10−12 −3.92× 10−12 −2.84× 10−12
Fm00 7.26× 10−3 1.5 9.54× 10−3 2.82 8.08× 10−3 3.29 −1.03× 10−11 −9.16× 10−12 −7.00× 10−12
Gm00 1.41× 10−2 1.77 1.53× 10−2 2 1.47× 10−2 2.85 −9.66× 10−11 −6.73× 10−11 −4.44× 10−11
Hm00 4.61× 10−3 1.52 5.76× 10−3 2.93 5.11× 10−3 3.59 −3.63× 10−12 −3.53× 10−12 −2.42× 10−12
Im00 1.62× 10−3 2.02 1.90× 10−3 5.5 1.78× 10−3 8.09 −8.51× 10−13 −6.08× 10−13 −6.50× 10−13
Jm00 3.06× 10−3 1.88 3.88× 10−3 4.54 3.40× 10−3 5.75 −5.79× 10−12 −4.12× 10−12 −4.30× 10−12
Km00 9.69× 10−3 1.5 1.32× 10−2 2.79 1.08× 10−2 3.13 −7.23× 10−11 −6.07× 10−11 −4.88× 10−11
Mm00 6.61× 10−3 1.53 8.45× 10−3 2.8 7.35× 10−3 3.36 −6.35× 10−11 −6.43× 10−11 −4.03× 10−11
Em05 2.41× 10−3 1.7 2.92× 10−3 3.43 2.68× 10−3 4.38 −1.09× 10−12 −1.20× 10−12 −6.75× 10−13
Fm05 7.00× 10−3 1.42 9.11× 10−3 2.59 7.71× 10−3 3 −1.02× 10−11 −1.16× 10−11 −5.92× 10−12
Gm05 1.03× 10−2 1.51 1.34× 10−2 2.47 1.12× 10−2 2.83 −7.51× 10−11 −6.21× 10−11 −4.34× 10−11
Im05 1.60× 10−3 2.45 1.79× 10−3 5.29 1.97× 10−3 7.72 −1.15× 10−12 −3.76× 10−13 −1.02× 10−12
Jm05 3.44× 10−3 1.67 4.25× 10−3 3.52 3.82× 10−3 4.38 −7.33× 10−12 −6.72× 10−12 −4.98× 10−12
Km05 1.16× 10−2 1.38 1.41× 10−2 2.15 1.27× 10−2 2.73 −1.03× 10−10 −1.15× 10−10 −5.85× 10−11
Mm05 4.55× 10−3 1.7 5.76× 10−3 3.38 5.09× 10−3 4.1 −5.81× 10−11 −5.01× 10−11 −3.97× 10−11
Bm10 6.10× 10−3 1.37 7.93× 10−3 2.48 6.64× 10−3 2.77 −3.21× 10−12 −3.59× 10−12 −1.78× 10−12
Am10 2.45× 10−3 2.49 2.56× 10−3 4.79 3.04× 10−3 7.68 −4.00× 10−12 −7.97× 10−13 −3.72× 10−12
Cm10 8.64× 10−3 1.41 1.13× 10−2 2.57 9.51× 10−3 2.95 −1.11× 10−11 −1.11× 10−11 −6.83× 10−12
Fm10 5.89× 10−3 1.54 7.47× 10−3 2.96 6.55× 10−3 3.57 −1.24× 10−11 −1.11× 10−11 −8.41× 10−12
Gm10 1.48× 10−2 1.36 1.89× 10−2 2.3 1.64× 10−2 2.76 −1.04× 10−10 −7.87× 10−11 −7.35× 10−11
Km10 1.04× 10−2 1.58 1.23× 10−2 2.54 1.15× 10−2 3.4 −1.11× 10−10 −8.96× 10−11 −7.59× 10−11
Notes. Coefficients a, α, a3,BG1, a−1,BG2 and a3,BG2 are all negative.
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Table C.1. Root-mean frequency differences νmax
√D/N [µHz] of radial modes after correction for each empirical law K08, K08r,
S15, BG1, and BG2 and for each model. UC denotes νmax
√D/N for uncorrected frequencies.
UC K08 K08r S15 BG1 BG2
Cp05 9.11 1.4 1.03 0.808 2.83 0.398
Fp05 7.99 1.28 0.443 0.675 2.39 0.26
Jp05 6.5 0.931 0.347 0.365 1.87 0.279
Lp05 5.98 0.917 0.311 0.369 1.95 0.308
Op05 2.3 0.456 0.0371 0.175 0.635 0.158
Am00 7.49 1.63 0.249 0.726 1.45 0.272
Bm00 16.8 2.27 1.06 1.23 5.15 1.36
Cm00 9.85 1.42 0.692 0.806 2.56 0.719
Dm00 13.4 2 0.709 0.848 3.66 1.02
Fm00 8.29 1.3 0.455 0.562 2.22 0.474
Gm00 3.47 0.437 0.432 0.306 1.26 0.163
Hm00 9.6 1.57 0.283 0.667 2.48 0.553
Im00 6.82 1.49 0.161 0.419 1.28 0.567
Jm00 3.78 0.822 0.195 0.334 0.8 0.313
Km00 3.5 0.534 0.21 0.267 0.974 0.112
Mm00 2.53 0.39 0.14 0.163 0.728 0.1
Em05 8.88 1.69 0.186 0.761 2.36 0.337
Fm05 7.7 1.29 0.517 0.657 2.48 0.475
Gm05 3.17 0.504 0.205 0.305 1.02 0.146
Im05 7.48 1.05 0.181 0.551 0.691 0.361
Jm05 4.18 0.805 0.0858 0.36 1.01 0.17
Km05 4.19 0.62 0.392 0.329 1.42 0.388
Mm05 1.78 0.301 0.0532 0.117 0.432 0.0624
Bm10 10.7 1.68 0.428 1.03 3.6 0.791
Am10 10.1 1.38 0.219 0.89 0.558 0.229
Cm10 9.3 1.55 0.59 0.838 2.85 0.454
Fm10 6.77 1.16 0.333 0.511 1.72 0.308
Gm10 5.29 0.727 0.32 0.388 1.46 0.478
Km10 3.82 0.544 0.245 0.2 0.975 0.193
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