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ABSTRACT
TheNCARCommunity Earth SystemModel (CESM) now includes an atmospheric component that extends
in altitude to the lower thermosphere. This atmospheric model, known as the Whole Atmosphere Community
Climate Model (WACCM), includes fully interactive chemistry, allowing, for example, a self-consistent repre-
sentation of the development and recovery of the stratospheric ozone hole and its effect on the troposphere. This
paper focuses on analysis of an ensemble of transient simulations using CESM1(WACCM), covering the period
from the preindustrial era to present day, conducted as part of phase 5 of the Coupled Model Intercomparison
Project. Variability in the stratosphere, such as that associated with stratospheric sudden warmings and the
development of the ozone hole, is in good agreement with observations. The signals of these phenomena
propagate into the troposphere, influencing near-surface winds, precipitation rates, and the extent of sea ice. In
comparison of tropospheric climate change predictions with those from a version of CESM that does not fully
resolve the stratosphere, the global-mean temperature trends are indistinguishable. However, systematic dif-
ferences do exist in other climate variables, particularly in the extratropics. The magnitude of the difference can
be as large as the climate change response itself. This indicates that the representation of stratosphere–
troposphere coupling could be a major source of uncertainty in climate change projections in CESM.
1. Introduction
One of the enhancements in the first version of the
Community Earth System Model (CESM1) relative to
the Community Climate SystemModel (CCSM4) (Gent
et al. 2011), upon which it is based, is the inclusion of
a ‘‘high top’’ atmosphere model that extends in altitude
to the lower thermosphere and includes fully interactive
chemistry. The model is the Whole Atmosphere Com-
munity ClimateModel (WACCM), which has been used
independently to study variability in dynamics and the
distribution of minor species in the stratosphere and
mesosphere. Prior studies with WACCM include trends
resulting from increasing greenhouse gases (e.g., Garcia
et al. 2007), the response of the atmosphere to the solar
cycle and the flux of energetic particles (e.g., Marsh et al.
2007; Matthes et al. 2010; Jackman et al. 2009), the de-
velopment and recovery of the ozone hole (Eyring et al.
2007, 2010a), the response of the stratosphere toElNi~no–
Southern Oscillation (ENSO) (Sassi et al. 2004; Calvo
et al. 2010), and geoengineering (Tilmes et al. 2008).
These studies have typically used specified sea surface
temperatures (SST) or, in a few cases, a slab oceanmodel.
Inclusion of WACCM as the atmospheric component
of CESM, designated CESM1(WACCM), allows for
simulation of the past and future climate that attempts
to capture coupling processes between the middle and
upper atmosphere, troposphere, cryosphere, and ocean.
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It is becoming increasingly recognized that resolving
the stratosphere and modeling its variability are neces-
sary to correctly simulate tropospheric weather and cli-
mate. Gerber et al. (2012) present an overview of recent
research and current understanding of the two-way cou-
pling of the stratosphere to other components in the earth
system. Perhaps the clearest example of this is the change
in the tropospheric jet stream associated with the de-
velopment of the Antarctic ozone hole. Recognition of
the importance of stratosphere–troposphere coupling has
likely led to a large increase in the number of high-top
models considered in phase 5 of the Coupled Model In-
tercomparison Project (CMIP5) (Taylor et al. 2012).
Fifteen models with a top above 1 hPa, including CESM1
(WACCM), are participating in CMIP5—a threefold
increase from the previous assessment (Charlton-Perez
et al. 2013).
The primary purpose of this paper is to describe
CESM1(WACCM) and the preindustrial and historical
simulations conducted as part of CMIP5. The focus here
is on the changing climate in CESM1(WACCM) from
the preindustrial era to the present day, herein consid-
ered to be the period from 1850 to 2005. As in other
papers for the CCSM4 and CESM special collection is-
sues of Journal of Climate, this is intended to provide a
baseline characterization of the model rather than a de-
tailed analysis of the mechanisms responsible for par-
ticular model characteristics. In addition, we compare
the climate, and how it changes over time, to observa-
tions and simulations using nearly identical forcing with
CCSM4, also conducted as part of CMIP5. How the
models and forcings differ is described in the next sec-
tion. Overall, the model climatologies and also the
predicted change in climate are similar. However, we do
find systematic differences between the models, partic-
ularly in polar regions, that most likely originate in the
stratosphere. Characterizing these differences is the aim
of the latter part of the paper.
2. Model description
For the CMIP5 simulations CESM1(WACCM) in-
cludes the active ocean and sea ice components described
in Holland et al. (2012) and Danabasoglu et al. (2012).
The nominal latitude–longitude resolution of the ocean
and sea ice components is 18, the same as in CCSM4
simulations for CMIP5. The atmosphere is version 4 of
WACCM, which is a superset of the Community Atmo-
spheric Model version 4 (CAM4), and includes all of the
physical parameterizations of that model (Neale et al.
2013).WACCM is a ‘‘high top’’ chemistry–climatemodel
that extends from the surface to 5.1 3 1026 hPa (ap-
proximately 140 km). It has 66 vertical levels and
horizontal resolution of 1.98 latitude by 2.58 longitude.
Notable improvements over version 3, described in
Garcia et al. (2007), include an updated parameterization
of nonorographic gravity waves generated by frontal
systems and convection and a surface stress due to un-
resolved topography (Richter et al. 2010). The latter,
termed turbulentmountain stress (TMS), led to a dramatic
improvement in the frequency of Northern Hemisphere
(NH) stratospheric suddenwarmings (SSWs) in uncoupled
simulations (Richter et al. 2010). It will be shown in sec-
tion 3 that the same improvement is present in CESM1
(WACCM). The model also now includes a representa-
tion of the quasi-biennial oscillation (QBO), achieved
by relaxing equatorial zonal winds between 86 and
4 hPa to observed interannual variability. The ap-
proach is the same as Matthes et al. (2010), except that
the QBO phase varies in time with an approximate
28-month period, rather than fixed in either the east-
ward or westward phase. The inclusion of a QBO leads
to a significant improvement in the representation of
ozone variability in the tropical stratosphere compared
to observations. However, by relaxing to observations
there is the potential that trends in the region of re-
laxation will be damped and so should be treated with
caution.
In the coupled simulations presented here the at-
mospheric component is essentially the same as that
used in the specified SST simulations used in the
Chemistry–Climate Model Validation 2 (CCMVal2)
project (Morgenstern et al. 2010; Richter et al. 2010).
The model’s chemistry module is based on version 3 of
the Model for Ozone and Related Chemical Tracers
(Kinnison et al. 2007). The species included within this
module are contained within the Ox, NOx, HOx, ClOx,
and BrOx chemical families, along with CH4 and its
degradation products (a total of 59 species and 217 gas-
phase chemical reactions). Rate constants are based on
Sander et al. (2006). In addition, there are 17 heteroge-
neous reactions on three aerosol types: nitric acid trihy-
drate, supercooled ternary solution, and water ice. This
version of WACCM does not include a detailed repre-
sentation of tropospheric chemistry beyondmethane and
CO oxidation.
Heating from stratospheric volcanic aerosols is in-
cluded in the same way as simulations for CCMVal2 and
follows Tilmes et al. (2009). In brief, volcanic aerosol
surface area density (SAD) is prescribed from amonthly
zonal-mean time series derived from observations and is
identical to that used in the CCMVal2 REF-B1 simula-
tions (Eyring et al. 2010b). SAD is specified inWACCM,
rather than aerosol mass as in CCSM4, since SAD is also
used in the calculation of heterogeneous chemistry and
plays an important role in the activation of chlorine and
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bromine in the lower polar stratosphere. To calculate
heating rates, a volume density of H2SO4/H2O aerosol
is first calculated from SADby assuming a lognormal size
distribution with fixed width and number density
(Kinnison et al. 2007). The mass of H2SO4 per unit
volume can then be derived given the ratio of H2O to
H2SO4 within each aerosol droplet as parameterized
byTabazadeh et al. (1997). In contrast, thisH2SO4mass is
supplied in CCSM4 using the dataset of Ammann
(2003). Independent of how the H2SO4 aerosol mass is
calculated, it is handled by the radiative transfer code
[Community Atmosphere Model Radiative Transfer
(CAMRT)] in the samemanner when calculating heating
rates. In these calculations it is assumed volcanic aerosol
mass has a fixed lognormal distribution with width of the
distribution equal to 1.25mm and a geometric mean ra-
dius of 0.5mm.
WACCM includes the following major volcanic erup-
tions in historical simulations: Krakatau (1883), Santa
Maria (1902), Agung (1963), El Chichon (1982), and
Mount Pinatubo (1991). The specification of SAD for
Krakatau and Santa Maria are identical to that of Pina-
tubo since no SAD observations are available for those
eruptions. The effects of smaller volcanic eruptions [e.g.,
Fernandina (1968) and Fuego (1974)] were not included
in the WACCM historical simulations. The optical
depths for scattering and absorption by volcanic aerosol
in WACCM typically agree to within a factor of 2 with
those in CCSM4. For example, the globally averaged
optical depth in the spectral range between 0.35 and
0.64mm (roughly corresponding to the visible spec-
trum) for the 18-month period following Pinatubo was
0.15 in WACCM and 0.12 in CCSM4. For El Chichon it
was 0.04 in WACCM and 0.07 in CCSM4.
WACCM explicitly represents the radiative transfer
of carbon dioxide (CO2), methane (CH4), nitrous oxide
(N2O), and two halogens: CFC-11* and CFC-12. The
abundance ofCFC-11* not only contains the contribution
of the chlorofluorocarbonCFC-11, but also the remaining
halogens not explicitly represented as radiatively active
gases within the radiative transfer code but which are
calculated by the model chemistry (i.e., CCl4, CH3CCl3,
CFC-113, HCFC-22, Halon-1211, and Halon-1301). The
CFC-11* is calculated as the weighted sum of these
species, where the weights are the ratio of the radiative
efficiency (Wm22 ppb21) of each species relative to
CFC-11. Radiative efficiencies are those in Table 2.14
of Forster et al. (2007).
Solar spectral irradiance is specified from themodel of
Lean et al. (2005) rather than the parameterized fluxes
used in version 3 (Marsh et al. 2007). All irradiances
have been scaled by 0.9965 following the recommen-
dation of the Stratospheric Processes and Their Role in
Climate (SPARC)–SOLARIS group (http://sparcsolaris.
geomar.de/). This scaling reflects a new, lower, estimate
of total solar irradiance (TSI) made by the Total Irradi-
ance Monitor on the National Aeronautics and Space
Administration Earth Observing System Solar Radiation
and Climate Experiment (Kopp and Lean 2011). They
report a TSI of 13606 0.5Wm22 for the solar minimum
in 2008. Spectral irradiances are input not only to the
radiative transfer calculations but also are used to com-
pute photolysis rates in the chemistry module. Heating
rates vary as the irradiance varies in each spectral band,
unlike in CAM4, where heating in all bands are scaled
uniformly with the variation in TSI.
CCSM4 used for CMIP5 simulations differs in that its
radiatively active gas concentrations are specified, it
does not include aQBOor nonorographically generated
gravity waves, and does not have TMS active. CCSM4
has 26 vertical levels and its model top is at 3.54 hPa
(approximately 40 km). The 18 pressure levels between
the surface and 100 hPa are identical in WACCM and
CCSM4. WACCM has higher vertical resolution be-
tween 100 hPa and the top level in CCSM4 (17 levels in
WACCM versus 8 in CCSM4). CCSM4 horizontal res-
olution is 0.958 latitude by 1.258 longitude. The absence
of TMS and the differing horizontal resolution makes it
difficult to determine if simulation differences are due to
these model features or to the vertical extension of the
model into the thermosphere and inclusion of interactive
chemistry. We have therefore conducted a limited set
of simulations with CCSM4 at the WACCM horizontal
resolution (1.98 3 2.58) and with TMS turned on. This
model configurationwe termCCSM4-WSET, for CCSM4
with WACCM settings, which nevertheless has the same
‘‘low top’’ and specified chemistry as CCSM4. For the
sake of brevity, in the remainder of the paper we refer
to CESM1(WACCM) simply as WACCM, and, unless
otherwise denoted, CCSM4 refers to the model with
0.958 3 1.258 horizontal resolution. The various model
names and their configurations are listed in Table 1. In all
model configurations used in this study the ocean and sea
ice components are configured identically (including
model resolution) as in Meehl et al. (2012).
The majority of simulations presented here were per-
formed on the National Center for Atmospheric Re-
search IBM ‘‘bluefire’’ supercomputer. Utilizing 192
POWER6 processors the model is capable of generating
approximately 4.5 simulation years per day. In com-
parison, CCSM4 running on 256 processors generates
;9.3 simulation years per day, and CCSM4-WSET run-
ning on 128 processors generates ;15.5 simulation
years per day. In other words, the computational cost of
running WACCM is 1.6 times that of CCSM4 and 5.2
times that of CCSM4-WSET.
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Description of simulations
An ensemble of three WACCM simulations was per-
formed with all observed forcing from 1955 to 2005. The
observed forcing included changes in surface concentra-
tions of radiatively active species, daily solar spectral ir-
radiance, volcanic sulfate heating, and the QBO. These
simulations have been designated runs 002, 003, and 004.
We list the run designations used for WACCM and
CCSM4, as has been done in other papers within the
CCSM4 and CESM special collection issues, to allow
correct identification of the simulations used. The in-
creased computational cost of WACCM meant that it
was impractical to run the full historical period for all
ensemblemembers. Therefore, initial conditions for 1955
for all model components were taken from a single his-
torical simulation (1850–2005) that started from year 156
of a WACCM perpetual preindustrial (1850) conditions
simulation. This preindustrial simulation, designated 006,
was continued for a further 140 years to ensure that there
were no large drifts in the constant preindustrial forcing
simulation. Historical surface concentrations of green-
house gases were taken from Meinshausen et al. (2011).
Table 2 lists the annual-mean surface volume mixing
ratios for the radiatively active gases CO2, CH4, N2O,
and two chlorofluorocarbons (CFC-11 and CFC-12).
Between 1850 and 2005, CO2 increased 33%, CH4 121%,
and N2O 16%. Concentration of the anthropogenic
chlorofluorocarbons CFC-11 and CFC-12 are essentially
zero before 1960 but increase rapidly over the following
45 years. A single 1955–2005 WACCM simulation was
also performed in which the TMS parameterization
did not operate (WACCM NO-TMS), along with a
3-member ensemble of 1955–2005 CCSM4-WSET sim-
ulations (runs 004, 005, and 006). The historical simu-
lations of CCSM4 that are compared to WACCM are
described in Meehl et al. (2012). We make use of sim-
ulations 005–009, 011, and 012 in our comparisons.
3. Model climatology
a. Surface climate
We first present a brief summary of surface climate
variables for preindustrial conditions along with a com-
parison of those from CCSM4. Averaged over the last
200 years of the preindustrial simulation (fromyears 96 to
295), WACCM global annual-mean surface temperature
is 287.66 0.2K. The top of the atmosphere net radiative
flux (net shortwave minus net longwave flux, positive
downward) was 20.0003Wm22, indicating the atmo-
sphere is in radiative equilibrium. In comparison, the
CCSM4 global-mean surface temperature calculated
from year 800 to 999 of preindustrial run 006 is 287.26
0.2K and a net radiative flux of 20.102Wm22. The an-
nual mean temperatures are summarized in Table 3,
along with the mean temperature over three latitude
bands of approximately equal area. It is clear from these
averages that almost all of the difference between
WACCM and CCSM4 global-mean temperatures is due
to the difference in temperature south of 208S where
WACCM is 0.9K warmer. The primary cause of this
difference is related to sea ice extent (SIE, defined as the
total area of all grid boxes with an ice coverage by area
greater than 15%). SIE in CCSM4 is 3.9 3 1026 km2
(24%) greater than the SIE in WACCM. Since surface
temperature over sea ice is colder than over the ocean,
this leads to a colder mean temperature.
Sea level pressure (SLP) is significantly different be-
tween WACCM and CCSM4 in the tropical and NH
latitude bands. Over the pole wintertime SLP can be as
much as 12 hPa larger in WACCM than CCSM4 (not
shown). In this regard, the SLP bias relative to observa-
tions in WACCM is likely less than in CCSM4: de Boer
et al. (2012) demonstrated a 6–13-hPa negative bias in
CCSM4 in March and April SLP relative to the 40-yr
European Centre for Medium-RangeWeather Forecasts
Re-Analysis (ERA-40). Precipitation rates also appear to
be significantly different between WACCM and CCSM4
TABLE 1. Summary of model configurations used in this study.
Model name Horizontal resolution Model top (hPa) Number of levels TMS QBO Interactive chemistry
WACCM 1.98 3 2.58 5.96 3 1026 66 On Yes Yes
WACCM NO-TMS 1.98 3 2.58 5.96 3 1026 66 Off Yes Yes
CCSM4 0.958 3 1.258 3.54 26 Off No No
CCSM4-WSET 1.98 3 2.58 3.54 26 On No No
TABLE 2. Global-mean annual-mean surface volume mixing
ratios of constituents specified at the lower boundary of the model.
Units are parts per million (ppm), parts per billion (ppb), or parts
per trillion (ppt).
1850 1960 1985 2005
CO2 (ppm) 285 316 345 379
CH4 (ppb) 787 1241 1630 1746
N2O (ppb) 275 291 305 319
CFC-11 (ppt) 0 9 203 254
CFC-12 (ppt) 0 28 372 539
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with WACCM rates about 0.1mmday21 less across all
three latitude bands. However, these differences in SLP
and precipitation may have more to do with horizontal
resolution, or the addition of TMS, since for the 1986–
2005 period WACCM SLP and precipitation are not
significantly different to those in CCSM4-WSET.
b. Middle atmosphere dynamics
Zonal-mean zonal winds for July averaged across the
ensemble and between year 1990 and 1999 are shown in
Fig. 1a. The winds are almost identical to those shown in
Richter et al. (2010) (Fig. 8d) and show the same biases
relative to winds from the Upper Atmosphere Research
Satellite Reference Atmosphere Project (URAP) cli-
matology (Swinbank and Ortland 2003) shown in Fig. 1b.
This is expected since the atmospheric model is nearly
unchanged from the model of Richter et al. (2010). The
largest biases in the stratosphere are in the location of
the maximum of the NH easterly jet (too near to the
equator) and a Southern Hemisphere (SH) westerly jet
that is too strong by almost 30m s21. Zonal mean winds
in January (not shown) are again very similar to those
shown in Richter et al. (2010) and agree well with URAP
climatology.
Figures 2a and 2b show the WACCM ensemble-mean
zonal mean temperatures for January and July from
the stratosphere to the lower mesosphere averaged over
the years from 2002 to 2005. For comparison, we show
in Figs. 2c and 2d the monthly mean temperature ob-
servations over the same period obtained from the
Sounding of the Atmosphere using the Broadband
Emission Radiometry (SABER) instrument on the
Thermosphere, Ionosphere, andMesosphereEnergetics and
Dynamics (TIMED) satellite (Remsberg et al. 2008). The
model is capable of reproducing height and temperature
of the cold summer mesopause. The hemispheric asym-
metry in the region of the coldest summer temperatures
(i.e., the NH has a larger region of temperatures below
130K), seen in observations, is reproduced in the model.
However, it appears that these cold temperatures extend
too far equatorward in the model when compared to
SABER. Lower in the atmosphere there are no large
discrepancies between WACCM and SABER except
in the SH polar stratosphere in July. The region of
cold temperatures is too large in the model, extending
TABLE 3. WACCM and CCSM4 annual-mean temperature T, land temperature, SST, SLP, precipitation P, and SIE for preindustrial
conditions. A grid box must be covered by at least 90% land or sea to be included in those averages. Means are calculated over 200-yr
periods under constant 1850 conditions. The 2s uncertainties on the sample mean are listed.
Model T (K) T land (K) SST (8C) SLP (hPa) P (mmday21) SIE (106 km2)
Global WACCM 287.6 6 0.2 280.5 6 0.4 20.3 6 0.2 1011.3 6 0.0 2.83 6 0.03 30.4 6 0.5
CCSM4 287.2 6 0.2 280.1 6 0.4 20.4 6 0.2 1011.2 6 0.0 2.93 6 0.02 33.6 6 0.6
218–908N WACCM 281.7 6 0.3 278.6 6 0.4 17.6 6 0.2 1016.9 6 0.4 2.00 6 0.04 14.0 6 0.3
CCSM4 281.6 6 0.3 277.7 6 0.4 17.5 6 0.2 1014.9 6 0.4 2.13 6 0.04 13.3 6 0.3
218S–218N WACCM 299.3 6 0.5 297.1 6 0.7 26.7 6 0.4 1010.6 6 0.4 4.10 6 0.08 —
CCSM4 299.3 6 0.4 296.6 6 0.6 26.9 6 0.4 1012.0 6 0.4 4.21 6 0.08 —
218–908S WACCM 280.5 6 0.2 261.2 6 0.6 14.4 6 0.1 1006.6 6 0.4 2.25 6 0.04 16.4 6 0.5
CCSM4 279.6 6 0.2 262.2 6 0.6 14.3 6 0.1 1006.7 6 0.4 2.34 6 0.04 20.3 6 0.5
FIG. 1. (a) WACCM zonal-mean zonal winds (m s21) for July
averaged over all ensemble members for the period 1990–99.
(b) URAP climatological July zonal-mean zonal winds. Shading
in URAP winds indicates regions of insufficient observational
coverage.
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throughout the stratosphere and displacing the strato-
pause upward. This bias is long standing and not unique
to WACCM (see, e.g., Boville 1995) and is often termed
the ‘‘cold pole problem.’’ This bias in temperature and
the too strong zonal mean winds shown above could be
reduced by increasing nonorographic gravity wave drag,
but at the cost of a less realistic mesopause. Development
of the gravity wave parameterization is ongoing, with the
aim of reducing this bias while maintaining a reasonable
thermal structure throughout the entire atmosphere.
c. SSWs
Stratospheric sudden warmings (SSWs) are the dom-
inant mode of variability in the NH winter stratosphere,
and reproducing their frequency is a critical benchmark
for any high-top climate model. They consist of a disrup-
tion of the normal wintertime state of the extratropical
stratospheric circulation, which is typically a strong jet
surrounding the pole. The disruption can involve a dis-
placement of the westerly winds away from the pole, or in
extreme cases a reversal of the winds in which case it is
classified as a major warming. A thorough examination
of SSW frequency and type in specified SST WACCM
simulations was conducted by de la Torre et al. (2012).
For this overview, we focus only on the frequency of
major SSWs in the CMIP5 coupled simulations. De-
tection of major SSWs follows the method described in
Charlton and Polvani (2007) and Butler and Polvani
(2011), wherein the ‘‘central date’’ of an SSW is the first
day in which zonal-mean zonal winds at 10 hPa, 608N
become westward. An SSW is not counted if it occurs
within 20 days following a previous SSW or if it is con-
sidered a final warming (one in which westerlies are not
reestablished for at least 10 days prior to 30 April).
Figure 3a shows the number of SSWs that occurred
in the 45 winters between December 1959 and March
2004, as a function of month, for each of the three
WACCM ensemble members. For comparison, also
shown are the numbers of SSWs from the National
Centers for Environmental Prediction (NCEP)–National
Center for Atmospheric Research (NCAR) reanalysis
dataset that occurred over the same period calculated
from the central dates listed byButler and Polvani (2011).
Summed over the winter the frequency of SSWs ranges
between 3.3 and 5.3 decade21 with an average of
4.6 decade21. This is slightly lower than the SSW
FIG. 2. WACCM zonal-mean monthly-mean temperature (K) for (a) January and (b) July averaged over all
ensemblemembers for the period 2002–05. (c),(d)TIMED/SABER January and July zonal-mean temperaturemean
for the same period.
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frequency in the NCEP–NCAR reanalysis of 6decade21.
It is possible that the discrepancy is within the natural
variability. As noted by de la Torre et al. (2012), the
frequency of SSWs depends on the period analyzed; for
example, between 1960 and 1989 they found only
4.7 decade21 in the NCEP–NCAR reanalysis dataset. On
average WACCM shows the largest number of SSWs in
January (seven between 1960 and 2005), with almost five
occurring in both February and March and fewer occur-
ring inNovember (0.7) andDecember (3.7). The reduced
frequency in December relative to January is in agree-
ment with observations and an improvement over the
specified SST WACCM simulations reported by de la
Torre et al. (2012).
As a point of comparison with a low-top model, the
SSWs from a single CCSM4 simulation are shown in Fig.
3b. There were just two SSWs between 1960 and 2005 in
this simulation: one occurring in January, the other in
February. This indicates a severe lack of internal vari-
ability in the NH winter polar stratosphere in CCSM4.
In the same figure the number of SSWs from aWACCM
simulation without the turbulent mountain stress pa-
rameterization is shown. Over the same period there
were just three SSWs between November and February
(NDJF). There were six SSWs inMarch, however, which
is comparable to the simulations with TMS. As men-
tioned above, the dependence of SSWs on the inclusion
of TMS was reported by Richter et al. (2010), who show
a fourfold reduction in major SSWs during NDJF (from
4 to 1 decade21 when TMS is turned off). The cause of
the increase in SSWs with TMS, they suggest, is related
to a TMS-induced change in the tropospheric circulation
and orographic gravity wave drag, which modifies the
upward propagation of stationary planetary waves and
the initiation of SSWs. Since this mechanism would also
be present in amodel with a low top and with orographic
gravity waves, such as CCSM4, we calculated the SSW
frequency in CCSM4-WSET (shown in Fig. 3c) that does
include TMS. The frequency in NDJF is a factor of
4 larger in CCSM4-WSET than in the CCSM4 simula-
tion (1.6 versus 0.4 decade21). While this is a dramatic
improvement, it is still less than half the frequency found
in the ensemble of WACCM simulations, suggesting
a fully resolved stratosphere is necessary to obtain a
reasonable SSW occurrence frequency.
Closely related to SSWs are variations in the northern
annular mode (NAM) index. The NAM index is a mea-
sure of the variability of the extratropical circulation,
usually calculated as the leading empirical orthogonal
function of hemispheric geopotential height (see, e.g.,
Baldwin and Dunkerton 2001; Baldwin and Thompson
2009; Gerber et al. 2010; Kushner 2010). Anomalies in
the NAM are observed to propagate from the strato-
sphere to the troposphere over several weeks, implying
that changes in tropospheric weather can be traced back
to changes in the stratosphere. While a detailed analysis
of NAM variability in WACCM is beyond the scope of
this overview, Fig. 4 presents composites of time–height
variations in the NAM for the major SSWs identified in
Fig. 3 for WACCM and CCSM4-WSET. The NAM in-
dex is calculated using a simplification of the method of
Gerber et al. (2010), which involves no EOF computa-
tion. Briefly, it is calculated from daily geopotential
heights as follows: 1) the daily globalmean at each level is
removed, 2) an area-weighted average is taken over the
polar cap (.658N), 3) the timemean and any linear trend
are removed, and 4) the sign is reversed and normalized
by the standard deviation at each level.
Figure 4 shows that coincident with a major SSW
there is a large negative perturbation in the NAM, as
FIG. 3. Number of SSWs by month occurring in simulations covering the period 1960–2004 in (a) an ensemble of three simulations in
WACCM, (b) a WACCM simulation without TMS (dark bar) and a CCSM4 simulation (light bar), and (c) an ensemble of three simu-
lations in CCSM4-WSET. Bar shading indicates ensemblemember in (a) and (c). SSWs from the NCEP–NCAR reanalysis dataset (1960–
2004) are calculated from central dates listed by Butler and Polvani (2011).
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originally reported in Baldwin and Dunkerton (2001).
The perturbation appears to extend into the troposphere
and persists for more than 50 days in WACCM. The
perturbations in CCSM4-WSET do not last as long,
particularly in the troposphere where the index changes
sign several times after the central date of the SSW.
It should be noted that, not only is the propagation of
the signal stronger in WACCM than CCSM4-WSET,
but also this phenomenon occurs twice as frequently in
WACCM and is practically absent in CCSM4 (not
shown). These results are consistent with the analysis of
Charlton-Perez et al. (2013), who examined differences
in the propagation of negative NAM events between
eight high-top and six low-top models in CMIP5 simu-
lations. They similarly found that the high-top model
composite produced negative NAM events that persisted
for approximately 60 days in the lower stratosphere and
troposphere, whereas the low-top models response was
shorter lived.
d. Atmospheric blocking
Recent studies have identified a link between SSWs
and large-scale quasi-stationary tropospheric disturbances
in the troposphere atmidlatitudes, such as blocking events
(e.g., Martius et al. 2009; Castanheira and Barriopedro
2010). However, modeling of blocking in state-of-the-art
coupled climate models is still a challenging task, with
most models underestimating blocking frequency (Scaife
et al. 2010). Northern Hemisphere blocking frequency in
CAM3 and CAM4 was examined by Neale et al. (2013).
Analyzing 500-hPa geopotential heights following the
technique of D’Andrea et al. (1998), improved agreement
was found between the observed blocking frequency
from the NASAModern-Era Retrospective Analysis for
Research and Applications (MERRA) (Rienecker et al.
2011) and CAM4 during spring and summer compared to
CAM3. We calculated spring and summer WACCM
blocking frequency using the same method for each of
the three WACCM simulations over the period 1981–
2000. As in the previous analysis by Neale et al. (2013),
there is substantial variation in blocking frequency across
the ensemble members; however, WACCM maintains
the improvement found inCAM4 in blocking frequencies
over western Europe compared to CAM3 (not shown)
and, similar to CAM4, has a deficit in the occurrence of
Atlantic blocking. Summertime Pacific blocking fre-
quency in two of the threeWACCM simulations is very
close to observed.
FIG. 4. NAM index composite constructed fromwinters withmajor SSWs for the ensemble of
(a) WACCM and (b) CCSM4-WSET simulations. Day 0 is the central date of each SSW.
Contours every 0.5. Blue is negative; yellow is positive.
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Since blocking is observed to occur before almost all
SSWs (Martius et al. 2009), we additionally analyzed
blocking frequency in the NH winter season between
1981 and 2000 in the three WACCM simulations and
a single CCSM4 simulation (shown in Fig. 5). It is clear
that both WACCM and CCSM4 fail to reproduce the
frequency of blocks in both the Atlantic and western
European sectors. There does not appear to be a dis-
cernible difference in the frequency in these sectors
between CCSM4 andWACCM. This is notable since the
frequency of SSWs in thesemodels is drastically different.
Also shown in Fig. 5 is the blocking frequency of the
single WACCM simulation conducted without TMS.
While the frequency over Europe in this simulation
is about half of the other WACCM simulations, it is
doubtful this difference can be attributed to the absence
of TMS in the model (in particular because the CCSM4
simulation without TMS shows a blocking frequency
comparable to the WACCM simulations with TMS). It
therefore seems unlikely that the mechanism by which
TMS drives the large differences in SSWs is through its
effect on blocking, as diagnosed using the method of
D’Andrea et al. (1998).Adetailed analysis of the blocking/
SSW relationship in WACCM and CCSM4 will be per-
formed in a future study.
e. ENSO
ENSO is one of the main sources of interannual cli-
mate variability, and its simulation in CCSM4 has been
evaluated by Deser et al. (2012). In this overview, we
focus on comparing just one aspect of the ENSO in
WACCM: the variability in the Ni~no-3.4 SST index
(N3.4: the standardizedmean sea surface temperature in
the region 58S–58N, 1208–1708W). The detrended N3.4
time series for eachWACCMensemblemember is shown
in Fig. 6a, along with the Hadley Centre Sea Ice and Sea
Surface Temperature dataset (HadISST) observations
(Rayner et al. 2003). Inspection of the time series suggests
that the periodicity in the N3.4 index in the model is
similar to the observed one, but the amplitude of the
signal is somewhat larger. To verify this we calculated the
power spectra of N3.4 from the detrended observations
and WACCM simulations. The power spectrum for
WACCM is calculated as the average of the spectra from
each simulation and is shown in Fig. 6b. The peak am-
plitude of N3.4 inWACCM falls within the 3–5-yr period
and is approximately twice that of the observed ampli-
tude. There is also an indication that the power spectrum
has two peaks, which are also seen in the observations.
The WACCM power spectrum is very similar to that
calculated from the CCSM4 simulations [dotted line in
Fig. 6b, taken fromDeser et al. (2012)]. This is somewhat
surprising since Deser et al. reported that the amplitude
of N3.4 in CCSM4 28 simulations is considerably larger.
Clearly, the horizontal resolution of the atmospheric
model is not the only factor determining N3.4 amplitude.
To explore this further, we calculated the CCSM4-WSET
N3.4 index power spectrum (also shown in Fig. 6b) and
found its amplitude and period comparable to that of the
WACCM and CCSM4 simulations, even though it is at 28
resolution. The reason for the difference is difficult to
discern but may again be related to the inclusion of TMS
in the CCSM4-WSET model.
4. Climate change 1850–2005
a. Surface climate
Over the majority of the globe there has been a statis-
tically significant increase in WACCM surface tempera-
ture between the preindustrial era and the ensemble
average taken over the last 20 years of the historical
simulations. Generally, temperature increases are largest
FIG. 5. Blocking frequency in the Northern Hemisphere calculated following D’Andrea et al.
(1998) for MERRA reanalysis, CCSM4, and WACCM during December–February.
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at high latitudes, and outside of the polar regions the
largest warming occurs over the continents, although
there is a statistically insignificant cooling of central and
eastern North America (not shown). Global changes and
changes within the same latitude bands as in Table 3 are
summarized in Table 4. The global mean temperature
increased by 0.79K. The warming over land is more than
double the warming of the oceans in all latitude bands
and ismarginally greater in the SHband compared toNH
band.
In comparison, CCSM4 shows a global increase of
10.96K, an increase of 11.0K in the NH, and 10.88K
in the SH. The larger temperature increase in CCSM4
compared to WACCM is also reflected in a larger top
of the atmosphere net radiative flux (10.85 versus
10.69Wm22). The largest changes modeled are in
CCSM4 in the 218–908N band where an increase of
1.41K is calculated over land. This is 0.43K more than
predicted by WACCM and is caused by more rapid loss
of NH sea ice in CCSM4. In the SH the sea ice extent
losses are similar, as are the differences in temperature.
Changes in bothWACCM and CCSM4 are larger than
in the Met Office Hadley Centre–University of East
Anglia Climatic Research Unit dataset (HadCRUT3)
(Brohan et al. 2006).We calculate a global temperature
difference of 10.57K between the 1850–70 and 1986–
2005 averages in HadCRUT3. Possible reasons for the
larger than observed trend in the models is omission of
the indirect effect of sulfate aerosols and an increase
in the equilibrium climate sensitivity in CCSM4 relative
to the previous version of the model (Meehl et al. 2012).
As can be seen in Table 4, there is a small, but statis-
tically significant, increase of ;0.1 hPa in global mean
SLP calculated in bothWACCM and CCSM4. However,
FIG. 6. (a) The detrended N3.4 time series from observations (HadISST, top) and an ensemble of three WACCM
simulations. Ticks on the y axis are every 0.58C. (b) Power spectrum (8C2 cycles21 month21) of N3.4 from detrended
observations (HadISST, thick black curve for 1900–2010), CCSM4 (model years 1–1300; dotted curve, from Deser
et al. 2012), CCSM4-WSET (dashed curve), and WACCM (3-member ensemble mean 1960–2005).
TABLE 4. Change in annual-mean surface climate diagnostics between preindustrial conditions and the period 1986–2005. WACCM
means calculated from runs 002, 003, and 004 and CCSM4 means calculated from runs 005, 006, and 007. Bold numbers indicate the
difference is significant at the 95% level based on confidence intervals obtained from the preindustrial simulation.
Model T (K) T land (K) SST (8C) SLP (hPa) P (mmday21) SIE (106 km2)
Global WACCM 0.79 0.95 0.41 0.08 0.02 22.7
CCSM4 0.96 1.23 0.48 0.09 0.04 23.5
218–908N WACCM 0.86 0.98 0.34 0.07 0.01 20.7
CCSM4 1.24 1.41 0.39 20.07 0.03 21.4
218S–218N WACCM 0.63 0.80 0.58 0.09 0.02 —
CCSM4 0.75 0.94 0.69 0.16 0.05 —
218–908S WACCM 0.89 1.09 0.40 0.09 0.04 22.2
CCSM4 0.92 1.16 0.44 0.18 0.05 22.1
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in any particular band the changes are not significant.
Similarly, the mean precipitation changes are small (1%–
2%) and only significant in the Southern Hemisphere.
The annual-mean surface temperature anomaly re-
cord (globally and by hemisphere) from the three 1955
to 2005 WACCM simulations and the single 1850–2005
historical WACCM simulation are shown in Fig. 7.
Anomalies are calculated with respect to the average
temperature between 1961 and 1990. For reference,
150 years of annual-mean surface temperature from the
WACCM preindustrial control simulation are shown
(the time mean has been removed from this series).
Consistent with no net radiative flux at the top of the
atmosphere, no trend is apparent in the preindustrial time
series, indicating that the transient simulation changes
are not due to model drift.
Also shown are the anomalies calculated from the
HadCRUT3 observational record and anomalies from
the seven CCSM4 simulations (also shown in Fig. 4 of
Meehl et al. 2012). The single 1850–2005 WACCM
simulation is indistinguishable from the CCSM4 simu-
lations. Both model time series track the observations
well although, since the anomaly time series are calcu-
lated relative to the average over the period 1961–90
(and the overall trends are larger in the model than
observations), it is clear that the models fall below the
observation early in the time series. In addition, the
models show large short-term decreases in temperature
following major eruptions such as Krakatoa in 1883, the
eruptions in 1902, andMount Pinatubo in 1991. This has
been previously documented in CCSM4 by Gent et al.
(2011) and Meehl et al. (2012).
b. NH winter precipitation
We next examine the changes in NH winter preci-
pitation over Europe, prompted by the study of Scaife
et al. (2012). They compared changes in rainfall in two
standard and two high-top models in response to a qua-
drupling of CO2 and found that models that resolved the
stratosphere had consistent differences in the climate
change response relative to their low-top versions. While
we have not performed a 43CO2 experiment, we can
examine ensemble-mean precipitation changes between
the preindustrial era and present day in CCSM4 and
WACCM (shown in Fig. 8). Changes in precipitation in
the ensemble of CCSM4 simulations have a similar geo-
graphical distribution to changes in response to a 43CO2
increase in the two standard models, as shown in Fig. 6
of Scaife et al. (2012). There is an increase in rainfall
across most of northern Europe and a drying in the
Mediterranean. The changes in CCSM4 are typically from
0.1 to 0.2mmday21. The distribution of the changes in
WACCM is similar to CCSM4; however, the amplitude
of the changes is considerably larger. An increase of
greater than 0.6mmday21 is predicted near the Bay of
Biscay, more than 3 times the low-top increase. The
drying of the Mediterranean is also deeper and more
extensive in WACCM compared to CCSM4, and the
region of statistically significant drying in WACCM
now extends over much of northern Africa, and also
FIG. 7. Annual-mean surface temperature anomaly time series
relative to the period 1961–90 (a) averaged globally and (b),(c) by
hemisphere: WACCM 1995–2005 simulations (red lines), 1850–
2005 historical simulations with WACCM (green) and CCSM4
(gray), and HadCRUT3 observations (black). CCSM4 data are
from runs 005–009, 011, and 012. Shown in blue are temperatures
from the WACCM preindustrial simulation with its time mean
removed.
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over western Iceland. The exacerbation of the climate
change response in precipitation in WACCM relative to
CCSM4 is similarly seen in Scaife et al. (2012); there is a
remarkable similarity between their Fig. 6a and our Fig. 8a.
c. Circulation changes
Figure 9 shows the vertical structure of the differences
in zonal mean temperature between the preindustrial
simulation andmodel data in Fig. 2. In both January and
July there is cooling throughout most of the strato-
sphere. The cooling is largest in the lower thermosphere
and near the stratopause, consistent with an increased
infrared emission by CO2 in the 15-mm bands. The
warming of the high-latitude summer mesosphere in
January has been shown to be related to changes in cir-
culation resulting from changes in gravity wave momen-
tum deposition (Smith et al. 2010). They show that the
differences are due to a trend in temperature of the lower
stratosphere, also seen in Fig. 9. Temperature changes
modify stratospheric winds that in turn alter the filtering
of gravity waves as they propagate upward through the
middle atmosphere. The result is a decrease in the mo-
mentum flux divergence at mesopause heights and a
reduction in the induced summer to winter circulation,
with an associated decrease in adiabatic cooling over the
summer pole.
FIG. 8. Ensemble-mean DJF precipitation differences (mmday21) between preindustrial and present day in
(a) WACCM and (b) CCSM4. Differences in unhatched regions are statistically significant at the 95% level as
determined by a t test.
FIG. 9. WACCM zonal-mean monthly mean temperature changes for (a) January and (b) July between pre-
industrial simulations and the average from 2002 to 2005 shown in Fig. 2. Contour levels (K) are (216,213,210,28,
26, 24, 22, 21, 0, 1, 2, 4, 6). Differences in unhatched regions are statistically significant at the 95% level.
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The cause of the.16K cooling of the SH polar lower
stratosphere, shown in Fig. 9, is the development of the
ozone hole. The loss of ozone significantly reduces ra-
diative heating from the absorption of solar radiation.
Historical trends in SH ozone, geopotential height, and
temperature in WACCM have been compared to ob-
servations in Calvo et al. (2012) and shown to agree to
within the error estimates. Figure 10 presents a compari-
son of the September–February total ozone observed at
Halley Bay (J. Shanklin 2011, personal communication).
There is excellent agreement between WACCM and
observations during September and October when the
destruction of ozone by anthropogenic ozone depleting
substances (ODS) is at their greatest. WACCM accu-
rately reproduces the long-term decrease in column
ozone from approximately 250 Dobson units (DU) in
1960 to 150 DU for present day. During November and
December, however, WACCM column ozone under-
estimates the total ozone column at Halley Bay. This is
another symptom of the cold pole problem, wherein
the cold temperatures delay the breakup of the polar
vortex in spring and prevent transport of air with higher
ozone concentrations into the polar region. By February,
WACCM again agrees with the observed ozone column.
Also shown in Fig. 10 is the total ozone used as input to
the CCSM4 CMIP5 simulations (Lamarque et al. 2010;
Meehl et al. 2012). It is clear that the CCSM4 specified
ozone time series does not have the same deep springtime
ozone hole as either WACCM or the observations. Next,
we will show that this has significant consequences for
temperature trends in the SH lower polar stratosphere.
Monthly meanWACCM and CCSM4 trends between
1979 and 2003 in temperature averaged over the polar
cap (608–908S) are shown in Fig. 11. Trends in WACCM
reach a maximum in November and December around
50hPa with values over 4Kdecade21. As shown in Calvo
et al. (2012), the amplitude and location of the largest
trend in summer agrees well with the observational esti-
mate by Thompson and Solomon (2005). The cooling
trend does tend to persist for too long into austral autumn
in the lower stratosphere, related to the too strong
winter vortex discussed above. This is a common issue to
chemistry–climatemodels (Eyring et al. 2010b). InCCSM4
(Fig. 11b), temperature trends are much lower than both
those in WACCM and trends determined from radio-
sonde measurements (Young et al. 2013). CCSM4 tem-
perature trends do not exceed 21.5Kdecade21 at any
time, a consequence of the weak ozone hole prescribed in
CCSM4 simulations and shown in Fig. 10. This compar-
ison illustrates the necessity of obtaining a realistic ozone
trend in the SH to accurately simulate the observed SH
temperature trends.
The summertime trends in SH temperature are ac-
companied by changes in the zonal-mean zonal winds.
Figure 12 shows theDecember–February (DJF) average
of the zonal-mean zonal wind and its changes between
FIG. 10. September–February monthly mean total ozone (DU) in WACCM (asterisk) and observations (squares) at Halley Bay (758S,
268W). Also shown is the specified ozone column used in CCSM4 simulations (solid line and triangles).
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the two periods representative of before and during the
time of the ozone hole for WACCM, CCSM4, and
CCSM4-WSET. Statistically significant changes are
mostly limited to latitudes poleward of 408. As expected,
the largest differences between WACCM and CCSM4
simulations occur in the SH mid and high latitudes. Al-
though the three models show a poleward displacement
of the jet in the lower andmidstratosphere in the last 25yr
of the simulations, the differences are much larger in
WACCM. The larger wind response is consistent with a
dynamical response to the stronger ozone-related tem-
perature trends in WACCM (recall that CCSM4-WSET
has the same specified ozone as CCSM4). They also in-
dicate that ozone is the primary driver of the changes,
rather than increasing greenhouse gases, which are con-
strained to be the same across all models.
Accompanying the shift in the midlatitude summer-
time jet is a change in near-surface zonal winds and
precipitation. Trends in these quantities over the period
from 1975 to 1995 are shown Fig. 13. In WACCM, wind
changes are largest near 658S, and precipitation changes
largest at 708S; both show an increasing trend of ;10%
decade21. There is also a decreasing trend in winds and
precipitation at lower latitudes (peaking around 458 and
508S, respectively). Overall, the changes are much
weaker in CCSM4 and CCSM4-WSET. It should also be
noted that inWACCM the locations of the local maxima
change in zonal winds are shifted poleward relative to
the low-topmodels. For example, the maximum positive
trend in CCSM4 zonal winds occurs at 608S. As before,
since the changes in greenhouse gases are the same in
all models, it suggests the differing trends are primarily
FIG. 11. Ensemble-mean SH polar cap average temperature trend (K decade21) calculated between 1979 and 2003
in (a) WACCM and (b) CCSM4. Contours at 0, 60.5, 61, 62, 63, 64, 65 K decade21. Unhatched regions are
statistically significant at the 95% level as determined by a t test.
FIG. 12. SouthernHemisphere DJF zonal wind for (left)WACCM, (middle) CCSM4, and (right) CCSM4-WSET. Colors are difference
for 1986–2005 average minus 1960–79 average. Contour lines are 1960–79 average every 5m s21. Differences in unhatched regions are
statistically significant at the 95% level as determined by a t test.
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driven by the difference in stratospheric trends presented
above.
Just as in the NH, the southern annular mode (SAM)
index can be calculated as the principal component of
the leading empirical orthogonal function of geopotential
height or winds. Alternatively, it can be calculated simply
as the difference in zonally averaged SLP between 408
and 658S (Marshall 2003). Given the large trends in tro-
pospheric temperature and winds shown above, it is ex-
pected that the SAM index would also be changing (see,
e.g., Perlwitz et al. 2008). We compare model seasonal
SAM index trends per decade calculated over the period
from 1960 to 2000 for the months March–May (MAM),
June–August (JJA), September–November (SON), and
December–February (DJF) in Table 5. As in the studies
of Arblaster andMeehl (2006), we chose the definition of
Marshall (2003) to enable comparison with previous stud-
ies. For all models the trend in summer (DJF) is positive
and statistically significant at the 95% level. Unex-
pectedly, the strongest trend of 0.75 hPa decade21 is
found in CCSM4 simulations, and the trend weakest
in WACCM (0.27 hPa decade21). In other seasons and
in the annual mean the trends are not statistically dif-
ferent from zero. Also shown are trends in the observed
SAMfromTable 3 ofMarshall (2003) calculated between
1958 and 2000. The observed DJF trend is similarly pos-
itive and significant at the 90% level, but larger than any
modeled trend. Figure 14 shows graphically the SAM
trends by season and annually for the individual sim-
ulations as well as the ensemble-mean trends listed in
Table 5. The figure illustrates the large degree of vari-
ability across the ensemble, especially inwinter. A similar
trend analysis was performed on simulations from 17
models, 11 of which had varying ozone, by Fogt et al.
(2009). While they similarly found a significant summer
SAM trend in all models with ozone, they also found
a significant (if smaller) trend in autumn. This does not
appear to be the case in CCSM4 or WACCM.
As noted above, the maximum changes in the mid-
latitude zonal winds occur at higher latitudes inWACCM
than CCSM4. Since the trends in winds in WACCM are
much larger than in CCSM4, it is likely that the fixed
latitudes used to calculate the SAM index (408 and 658S)
are not ideally located to measure the surface pressure
FIG. 13. Latitudinal distribution of the trend in (a) the zonal wind at 850 hPa (m s21 decade21) and (b) precipitation
(mm decade21) in austral summer (DJF) for the period 1975–95 (December 1974–November 1995). The solid line is
the WACCM ensemble mean (3 members), dashed–dotted line is CCSM4-WSET ensemble mean (3 members), and
the dashed line is CCSM4 ensemble mean (5 members). The dotted line shows the DJF climatology [right scale in
(a) m s21 and (b) mm] for the same period in WACCM.
TABLE 5. Model trends from 1960 to 2000 of the SAM index (hPa decade21). The SAM index is defined as the difference in zonally
averaged sea level pressure between 408 and 658S. The 2s errors on the fit are given in parentheses. Observational trends are from
Marshall (2003) calculated over the period 1958–2000.
Annual Autumn (MAM) Winter (JJA) Spring (SON) Summer (DJF)
Observations 0.62 (60.63) 0.82 (61.1) 0.71 (61.19) 0.0 (61.11) 1.05 (61.35)
WACCM 0.17 (60.25) 20.02 (60.30) 0.13 (60.61) 0.29 (60.35) 0.27 (60.24)
CCSM4-WSET 0.11 (60.20) 0.11 (60.23) 20.18 (60.51) 0.05 (60.38) 0.36 (60.28)
CCSM4 0.25 (60.26) 0.15 (60.28) 0.04 (60.63) 0.11 (60.55) 0.75 (60.36)
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response in WACCM. If instead, the SAM index were
calculated as the difference between SLP at 718 and 468S,
the ensemble-mean trend in DJF in WACCM would be
0.84 (60.36) hPa decade21; that is, a poleward shift in
latitude of 68would lead tomore than a threefold increase
in estimated SAM trend.
d. Antarctic sea ice
Antarctic sea ice extent has been observed to be in-
creasing since the late 1970s, and it has been postulated
that the increase may be related to the positive trend in
the SAM (Turner et al. 2009). Since WACCM does re-
produce a positive SAM trend, albeit smaller than ob-
served, we now analyze SIE changes in the WACCM
ensemble. The annual cycle of SIE for preindustrial
conditions and present day are shown in Fig. 15a along
with the observed cycle (see Fig. 1 in Landrum et al.
2012). Annually averaged SIE between 1979 and 2005 is
1.44 3 107 km2, which is larger than the observed value
of 1.193 107 km2 but an improvement over the CCSM4
value of 1.833 107 km2.Most of the discrepancy between
WACCM and the observations comes from a failure to
reproduce the seasonal retreat in SIE that reaches a
minimum SIE in March. WACCM agrees with obser-
vations between August and November, during which
time coverage reaches a maximum of approximately
1.9 3 107 km2.
Comparing preindustrial to present-day coverage, the
annually averaged SIE relative loss in WACCM is 14%,
whereas it is 12% in CCSM4. Loss rates are largest in
February and March: almost 20% inWACCM and 16%
in CCSM4. The biggest differences in loss rates occur
during the months of January and February. The relative
changes for all months in SIE are summarized in Fig. 15b.
One possible cause of this accelerated loss of coverage in
WACCM relative to CCSM4 is the development of the
ozone hole, which has been shown above to be more
pronounced (and more realistic) inWACCM. If, instead,
sea ice extent is compared between 1850 and the period
1960–79, prior to significant anthropogenic ODS-
driven ozone loss, the SIE relative losses are remarkably
similar (also shown in Fig. 15b). The annually averaged
FIG. 14. Trends in the seasonal SAM index (hPa decade21) for observations (Marshall 2003) and different runs of CCSM andWACCM
for the period 1960–2000. The SAM index is defined as the difference in zonally averaged sea level pressure between 408 and 658S. Error
bars are 1s uncertainties on the linear trend.
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SIE relative loss in bothWACCM and CCSM4 is 5.5%,
and both models show between 8% and 9% loss in
February andMarch. The agreement in trends suggests
that the changes are driven by greenhouse gas increases,
which are the same in bothmodels. It illustrates thatmore
than half of the SIE losses over the last 150 years have
happened after 1975 and that changes since then are
larger in a model with a better representation of strato-
spheric ozone loss.
This result is consistent with the modeling study of
Sigmond and Fyfe (2010) that simulated a decrease
throughout the year in SIE in response to stratospheric
ozone depletion. It is also consistent with the recent
study of Smith et al. (2012), which compares future sim-
ulations using WACCM where ozone depleting sub-
stances (ODS) were held fixed or allowed to decrease
into the future. That study clearly shows that SIE losses
are greater in the simulation where the ozone hole does
not recover. In both studies, increased losses were related
to changes in Ekman sea ice transport and a warming of
the upper ocean in the cases with stratospheric ozone
depletion. However, it should be noted that the predicted
trends in WACCM and CCSM4 are at odds with the
observed trend over the past 30 years (Turner et al. 2009).
5. Summary
In this paper, we have compared the climate and its
variability in long-term CMIP5 simulations from the
preindustrial era to present day using twoNCARmodels:
CESM1(WACCM) and CCSM4. The surface tempera-
ture records simulated are indistinguishable from each
other and track the observed record, with the exception
that both models overestimate the short-term cooling
following large volcanic eruptions. The ensemble-mean
WACCM global-mean surface temperature at the end
of the twentieth century is 0.79K warmer than during
the preindustrial era. Increasing greenhouse gases and
the late twentieth-century development of the Antarctic
ozone hole lead to an overall cooling of the stratosphere
and mesosphere. Cooling at the stratopause is approxi-
mately 8K, and in the SH summer polar lower strato-
sphere it is over 16K.
The frequency of tropospheric midlatitude blocking
events and ENSO in WACCM are very similar to those
in CCSM4. As in CCSM4, the amplitude of ENSO is too
large. An area where the models differ significantly is in
the representation of NH winter polar stratosphere
variability. We find that the frequency and seasonal dis-
tribution of NH SSWs in WACCM are realistic, whereas
in CCSM4 they are almost completely absent. As a con-
sequence, perturbations in the northern annular mode
related to these stratospheric sudden warmings fail to
propagate into the polar troposphere in CCSM4. The
source of this difference appears to be partly related to
having a fully resolved stratosphere and partly to the
inclusion in WACCM of a parameterization of surface
stress due to unresolved topography. Inclusion of a
stratosphere also modifies the response of NH winter
precipitation to increasing greenhouse gases in agree-
ment with a previous study. In particular, WACCM
predicts significantly larger changes in precipitation over
Europe, the Mediterranean, and northern Africa. The
differences in predicted changes between the two models
FIG. 15. (a) Annual cycle of Antarctic SIE (106 km2) forWACCMaveraged between 1979 and 2005 (solid red line)
and preindustrial (dashed red line). Shading indicates sample variance. CCSM4 1979–2005 (solid blue line),
preindustrial (dashed blue line), and two estimates of the observed SIE for 1979–2005 (black lines) from Landrum
et al. (2012). (b) Relative percentage change in SIE from preindustrial conditions to 1979–2005 (solid lines)
and preindustrial conditions to 1960–79 (dashed) and for ensemble means of WACCM (red) and CCSM4 (blue)
simulations.
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can be larger than the magnitude of the climate change
prediction itself.
In comparison to both observations and WACCM,
CCSM4 predicts too weak of a trend in SH lower-
stratospheric polar temperatures: a consequence of a
specified ozone climatology that has insufficient anthro-
pogenic ODS-driven ozone losses. The weaker trends in
CCSM4 lead to weaker changes in the midlatitude sum-
mertime jet, precipitation, and near-surface winds. The
trends, as well as the differences between WACCM and
CCSM4, are consistentwith previousmodel analysis (e.g.,
Son et al. 2009; Polvani et al. 2011).
However, analysis of a standard diagnostic for the
SAM (zonal mean SLP differences) produces weaker
trends in WACCM over the last 30 years, raising the
question as to whether the SLP-based SAM index is the
most appropriate index to describe the coupling process
between the atmosphere and the ocean and sea ice.
Analysis is ongoing using, instead, an EOF-based SAM
index that should represent the surface variability more
accurately.
We find that the Antarctic sea ice extent is more re-
alistic inWACCMbut that bothmodels predict a similar
decrease in SIE from the preindustrial era to 1970.
Consistent with the studies of Smith et al. (2012) and
Sigmond and Fyfe (2010), there is an acceleration of SIE
loss in WACCM relative to CCSM4 since the 1970s,
which does not support the argument that the observed
positive trend in SIE since then is related to the de-
velopment of the Antarctic ozone hole.
Overall, we find that the addition of a fully resolved
stratosphere, with realistic trends and variability, pro-
duces significant differences in the climate change pre-
dictions from the preindustrial era to present day. When
quantifying uncertainty in past and future climate change
predictions, it will be important to consider the systematic
errors introduced by the choices made on how the upper
atmosphere is represented in the model.
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