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We tackle the problem of high-dimensional nonparametric density es-
timation by taking the class of log-concave densities on Rp and incorpo-
rating within it symmetry assumptions, which facilitate scalable estimation
algorithms and can mitigate the curse of dimensionality. Our main symme-
try assumption is that the super-level sets of the density are K-homothetic
(i.e., scalar multiples of a convex body K ⊆ Rp). When K is known,
we prove that the K-homothetic log-concave maximum likelihood estima-
tor based on n independent observations from such a density achieves the
minimax optimal rate of convergence with respect to, for example, squared
Hellinger loss, of order n−4/5, independent of p. Moreover, we show that the
estimator is adaptive in the sense that if the data generating density admits a
special form, then a nearly parametric rate may be attained. We also provide
worst case and adaptive risk bounds in cases where K is only known up to
a positive definite transformation, and where it is completely unknown and
must be estimated nonparametrically. Our estimation algorithms are fast even
when n and p are on the order of hundreds of thousands, and we illustrate the
strong finite-sample performance of our methods on simulated data.
1. Introduction. Density estimation emerged as one of the fundamental challenges in
statistics very soon after its inception as a field. Up until halfway through the last century, ap-
proaches based on parametric (often Gaussian) assumptions or histograms/contingency tables
were dominant (Fisher (1922, 1925)). However, the restrictions of these techniques has led,
since the 1950s, to an enormous research effort devoted to exploring nonparametric methods,
primarily based on smoothness assumptions, but also on shape constraints. These include
kernel density estimation (Rosenblatt (1956), Wand and Jones (1995)), wavelets (Donoho
et al. (1996)) and other orthogonal series methods, splines (Gu and Qiu (1993)), as well as
techniques based on monotonicity (Grenander (1956)), log-concavity (Cule, Samworth and
Stewart (2010)) and others. Although highly successful for low-dimensional data, these ap-
proaches all encounter two serious difficulties in moderate- or high-dimensional regimes:
first, theoretical performance is limited by minimax lower bounds that characterise the ‘curse
of dimensionality’ (e.g., Ibragimov and Khasminskii (1983)); and second, computational is-
sues may become a bottleneck, often exacerbated by the need to choose (multiple) smoothing
parameters.
In parallel to these developments, modern technology now allows the routine collection
of extremely high-dimensional data sets, leading to a great demand for reliable and scal-
able density estimation algorithms. To emphasise the challenge here, let Fp denote the class
of upper semicontinuous, log-concave densities on Rp , and let X1, . . . ,Xn be independent
and identically distributed random vectors with density f0 ∈ Fp . Kim and Samworth (2016)
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−4/5 if p = 1,
cpn
−2/(p+1) if p ≥ 2,
where d2H(f, g) :=
∫
Rp(f
1/2 − g1/2)2 denotes the squared Hellinger distance between densi-
ties f and g on Rp , and where the infimum is taken over all estimators f̃n of f0 based on
X1, . . . ,Xn. This suggests that very large sample sizes would be required for an adequate
approximation to the true density, even for p = 5. In view of these fundamental theoreti-
cal limitations, it is natural to consider imposing additional structure on the problem, while
simultaneously seeking to retain the desirable flexibility of the nonparametric paradigm.
In this paper, we propose a new method for high-dimensional, nonparametric density esti-
mation by incorporating symmetry constraints into the shape-constrained class. We demon-
strate that this approach facilitates efficient algorithms that in some cases can even evade the
curse of dimensionality in terms of its rate of convergence. The particular type of symme-
try constraint that we consider is what we call homotheticity, where the super-level sets of
the density are scalar multiples of each other. Thus, any elliptically symmetric density, for
instance, is homothetic, but the class is of course much broader than this. We combine ho-
motheticity with the shape constraint of log-concavity, which in particular ensures that the
super-level sets are convex, compact sets, to yield a flexible yet practical class that facilitates
nonparametric density estimation even in moderate or high-dimensional problems.
To introduce our contributions, let K denote the set of compact, convex sets K ⊆ Rp con-
taining 0 as an interior point, and let  denote the set of upper semicontinuous, decreasing,
concave functions φ : [0, ∞) → [ − ∞, ∞). In Section 2, we show that we can write any ho-
mothetic log-concave density f as f (·) = eφ(‖·−μ‖K) for some super-level set K ∈ K, center-
ing vector μ ∈ Rp and generator φ ∈ , and where ‖ · ‖K denotes the Minkowski functional
with respect to K , whose definition we recall in (3) below. We thus write FKp for the class of
homothetic log-concave densities and, for fixed K and μ, write FK,μp for the subclass of FKp
consisting of homothetic log-concave densities with super-level set K and centering vector
μ. Writing Pp for the class of probability distributions P on Rp with finite mean μ ∈ Rp
and P({μ}) < 1, we further prove that for fixed K and μ, there exists a well-defined homo-
thetic, log-concave projection ψ ∗ ≡ ψ ∗K,μ : Pp → FK,μp . Thus, if X1, . . . ,Xn i.i.d.∼ P ∈ Pp ,
with empirical distribution Pn, then a natural estimator of ψ ∗(P ) is given by f̂n := ψ ∗(Pn).
In particular, if P has a density f0 ∈ FK,μp , then ψ ∗(P ) = f0, and the first main aim of our
theoretical contribution is to study the performance of f̂n as an estimator of f0. On the other
hand, if K and μ are unknown, then we investigate a computationally-efficient plug-in ap-
proach where we first construct estimators K̂ of K and μ̂ of μ, and then (with a slight abuse
of notation) compute f̂n := ψ ∗
K̂,μ̂
(Pn).
To this end, we focus in Section 3 on the case where K and μ are assumed to be known and
where an attractive feature of our estimator is that, even in high-dimensional problems, it does
not require the choice of any tuning parameters. Our results on the theoretical performance










1In fact, just prior to completion of this work, Kur, Dagan and Rakhlin (2019) showed that cp may be chosen
independent of p.
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We show in Proposition 5(iv) that d2X(f̂n, f0) ≥ d2KL(f̂n, f0), where we define d2KL(f̂n, f0) :=∫
Rp f̂n log(f̂n/f0), so that our upper bounds on Ed
2
X(f̂n, f0) immediately yield the same up-
per bounds on the expected Kullback–Leibler divergence (as well as the risks in the squared
total variation and squared Hellinger distances, for instance). One of our main results in this
section (Theorem 7) is that, if X1, . . . ,Xn
i.i.d.∼ f0 ∈ FK,μp , then there exists a universal con-
stant C > 0 such that
Ed2X(f̂n, f0) ≤ Cn−4/5.
Thus, there is no dependence on p (or K) in this worst case risk bound, and our K-homothetic
log-concave maximum likelihood estimator achieves the optimal rate of convergence for one-
dimensional log-concave density estimation. This is verified in our empirical studies in Sec-
tion 6. Moreover, the second part of Theorem 7 provides a matching minimax lower bound.
We also elucidate the adaptation behaviour of f̂n. More precisely, for k ∈ N, we let (k)
denote the set of φ ∈  that are piecewise linear on dom(φ) := {r : φ(r) > −∞}, with at most
k linear pieces. In Theorem 8, we show that if f0 ∈ FK,μp is of the form f0(·) = eφ0(‖·−μ‖K)
for some φ0 ∈ (k), then








for a universal constant C > 0. This result reveals that f̂n adapts to densities f0 whose cor-
responding φ0 is k-affine with k not too large; in particular, an almost parametric rate can
be attained for small k. In fact, we prove a stronger, oracle inequality, version of (2), where
f0 ∈ FK,μp need only be close to a density of the form eφ(‖·−μ‖K) for some φ ∈ (k), and the
bound incurs an additional approximation error term.
In Section 4, we consider the case where the super-level set K and the centering vector μ
are unknown. We first obtain a general purpose bound on the squared Hellinger risk of f̂n for
arbitrary estimators K̃ and μ̃ in terms of deviations between K̃ and K and μ̃ and μ. As an ini-
tial application, we take the semiparametric setting and suppose that K = 1/20 K0 for some
known balanced K0 ∈ K and some unknown positive definite matrix 0 ∈ Rp×p; one impor-
tant example of this setting is elliptical symmetry, where K0 is the unit Euclidean ball. Then
we estimate K by K̂ = ̂1/2K0 where ̂ is the sample covariance matrix and estimate μ by
the sample mean μ̂. This yields a worst-case squared Hellinger risk bound of order p3/2/n1/2
up to polylogarithmic factors, and moreover we obtain adaptation rates of order n−4/5 + p3/n
and p3/n in cases where f0(·) = eφ0(‖·−μ‖K) with φ0 smooth and 1-affine respectively, again
up to polylogarithmic factors. In a second application, we consider the nonparametric setting
where K ∈ K is arbitrary. Here, we propose a new algorithm to estimate a balanced K as
the convex hull of estimates of its boundary at a set {θm : m = 1, . . . ,M} of randomly cho-
sen directions, where these boundary estimates are obtained as the average Euclidean norm
of observations lying in a cone around θm. The resulting estimator f̂n is shown to have a
worst-case squared Hellinger risk bound of order n−1/(p+1), which improves to n−2/(p+1) in
cases where f0(·) = eφ0(‖·−μ‖K) with φ0 smooth, up to polylogarithmic factors. Importantly,
this estimator is computable even in high-dimensional settings because there is no need to
enumerate the facets of the estimator K̂ ; in order to evaluate f̂n(x∗) for some x∗ ∈ Rp , we
need only compute ‖x∗ ‖
K̂
, which can be achieved by a simple linear programme owing to
the representation of K̂ as a convex hull of M points.
Section 6 provides a simulation study that illustrates our theoretical results and confirms
the computational feasibility of our estimators. All proofs, as well as several auxiliary results,
are given in the Supplementary material (Xu and Samworth (2021)). Results stated in the
online supplement have an ‘S’ prefixing their label numbers.
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Other recent work on estimation over the class Fp of log-concave densities on Rp includes
Robeva et al. (2018), Carpenter et al. (2018), Feng et al. (2018) and Kur, Dagan and Rakhlin
(2019); see Samworth (2018) for a review. Multivariate shape-constrained density estimation
has also been considered over other classes, including the set of block decreasing densities
on [0,1]p (Polonik (1995, 1998), Biau and Devroye (2003), Gao and Wellner (2007)), and
the class of s-concave densities on Rp (Doss and Wellner (2016), Han and Wellner (2016)).
In the former case, for uniformly bounded densities, Biau and Devroye (2003) established
a minimax lower bound in total variation distance of order n−1/(p+2), while in the latter
case, the main interest has been in the classes with s < 0, which contain the class Fp , so the
same minimax lower bounds apply as for Fp . Various simplifying structures and methods
have also been considered for nonparametric high-dimensional density estimation, including
kernel approaches for forest density estimation (Liu et al. (2011)), as well as nonparamet-
ric maximum likelihood methods for independent component analysis (Samworth and Yuan
(2012)). Other interesting classes that yield densities with super-level sets of the same shape
include star-shaped densities (Fernández, Osiewalski and Steel (1995), Kamiya, Takemura
and Kuriki (2008), Richter (2014, 2019), Liebscher and Richter (2016)) and radially concave
contoured distributions (Richter (2015)). Homothetic log-concave densities are star-shaped,
but the additional stucture provided by the log-concavity facilitates nonparametric estima-
tion methodology (which in some cases is able to avoid the need for tuning parameters), as
well as scope for analysis under both worst case and adaptive regimes. Perhaps most closely
related to this work is the approach of Bhattacharya and Bickel (2012), who consider a max-
imum likelihood approach (as well as spline approximations) to estimating the generator of
an elliptically symmetric distribution with decreasing generator.
Notation: Given n ∈ N, we write [n] := {1, . . . , n}. Given a, b ∈ R, we write a ∨ b :=
max(a, b) and a ∧ b := min(a, b). We write a  b if there exists a universal constant C > 0
such that a ≤ Cb and, given also some quantity s, that a s b if there exists some Cs > 0,
depending only on s, such that a ≤ Csb. We also write a  b if a  b and b  a. For a
given function f : A → R on some domain A, let ‖f ‖ ∞ := supx∈A |f (x)|; for a Borel
measurable function f : A → R, we let ‖f ‖esssup denote the (Lebesgue) essential supre-
mum. Additionally, if A = R and f is a density, then we let μf := ∫ ∞−∞ xf (x) dx and
σf := {∫ ∞−∞(x − μf )2f (x) dx}1/2 be the mean and standard deviation of f , respectively.
If A ⊆ Rp , we let B(A) be the set of Borel measurable subsets of A. If A ∈ B(Rp), we let
λp(A) denote the p-dimensional Lebesgue measure of A. We let Bp(0,1) denote the unit
ball in Rp and write κp := λp(Bp(0,1)). If x ∈ Rn is a vector, then we let ‖x‖ denote its 
2
norm. If B ∈ Rm×n, then we let ‖B‖op := supx∈Rn:‖x‖=1 ‖Bx‖ be its operator norm. We let
Sp×p denote the set of positive definite p × p matrices. For a set D ⊆ Rp , we let conv(D)
and denote its convex hull, and if D is convex, we let ∂D denote its boundary.
2. Minkowski functionals, homothetic log-concave densities and projections.
2.1. Minkowski functionals. In this section, we introduce notation and basic results that
will be used throughout the paper.
DEFINITION 1. Let K := {K ⊆ Rp : K convex, compact,0 ∈ int(K)}. For K ∈ K, we
define the Minkowski functional ‖ · ‖K : Rp → [0, ∞) as
(3) ‖x‖K := inf{t ∈ [0, ∞) : x ∈ tK}.
The proposition below presents some standard properties of the Minkowski functional. In
particular, ‖ · ‖K is not necessarily a norm but it is subadditive and positively homogeneous.
654 M. XU AND R. J. SAMWORTH
PROPOSITION 1. Let K ∈ K and x, y ∈ Rp . Then:
(i) ‖x‖K < ∞,
(ii) x ∈ K if and only if ‖x‖K ≤ 1,
(iii) x ∈ ∂K if and only if ‖x‖K = 1, where ∂K := K \ int(K).
(iv) ‖x + y‖K ≤ ‖x‖K + ‖y‖K and, if α ≥ 0, then ‖αx‖K = α‖x‖K .
In fact, if K = −K , then ‖ · ‖K is a norm; as a special case, if K is the closed Euclidean unit
ball, then ‖ · ‖K coincides with the Euclidean norm. Conversely, a norm is also a Minkowski
functional: if ‖ · ‖ is a norm and we define a convex body K = {x ∈ Rp : ‖x‖ ≤ 1}, then
‖x‖ = ‖x‖K for all x ∈ Rp .
2.2. Homothetic log-concave densities. We say that a density f on Rp is homothetic if
there exist a decreasing function r : (0, ‖f ‖ ∞) → [0, ∞), a set A ∈ B(Rp) with 0 ∈ int(A)
and μ ∈ Rp such that {x : f (x) ≥ t } = r(t)A + μ for every t ∈ (0, ‖f ‖ ∞). Note that any such
set A has the property that if 0 < t1 ≤ t2 < ‖f ‖∞, then r(t1)A ⊇ r(t2)A.
In fact, this definition also characterises the level set of f at ‖f ‖∞ since, for any sequence
tn ∈ (0, ‖f ‖∞) such that tn ↗ ‖f ‖∞,
{
x : f (x) = ‖f ‖∞} = ∞⋂
n=1
{





n=1 r(tn)A + μ ⊇ (limn r(tn))A + μ, with equality in certain cases. For exam-
ple, if limn r(tn) = 0, then equality holds when A is bounded; if limn r(tn) > 0, then equality
holds when A is closed, which occurs when, for example, f is upper semicontinuous.
Recall that  denotes the set of upper semicontinuous, concave, decreasing functions
φ : [0, ∞) → [−∞, ∞). The following proposition characterises densities on Rp that are
simultaneously homothetic and log-concave.
PROPOSITION 2. Let f be an upper semicontinuous density on Rp . Then f is ho-
mothetic and log-concave if and only if there exist K ∈ K, μ ∈ Rp and φ ∈  such that
f (·) = eφ(‖·−μ‖K). If f has an alternative representation as f (·) = eφ̃(‖·−μ̃‖K̃ ), where K̃ ∈ K,
μ̃ ∈ Rp and φ̃ ∈ , then there exist σ > 0, σ ′ > 0 such that K̃ = σK + σ ′(μ − μ̃) and
φ̃(·) = φ(σ ·); moreover, if f is not the uniform distribution, then μ̃ = μ.
Proposition 2 states that any upper semicontinuous, homothetic and log-concave density
may be parametrised by a generator φ ∈ , a super-level set K ∈ K, and a centering vector
μ ∈ Rp . Moreover, as long as f is not the uniform distribution, the only degree of noniden-
tifiability is that we may scale K and horizontally dilate φ by the same scalar σ > 0. This
degree of nonidentifiability is in fact helpful for density estimation because we need only
estimate K up to a scaling factor in order to estimate the density f .
We let FKp denote the set of all upper semicontinuous, homothetic, log-concave densities
on Rp , and for K ∈ K and μ ∈ Rp , let FK,μp denote the set of K-homothetic, log-concave
densities of the form given in Proposition 2. We also write FKp := FK,0p . The following
proposition can be regarded as an analogue of a known characterisation of elliptically sym-
metric densities (where K is taken to be an ellipsoid) to the general homothetic, log-concave
case. See also Richter (2014), Theorem 8, for a closely related result in the case where K is
smooth.
PROPOSITION 3. Let f ∈ FKp be of the form f (·) = eφ(‖·‖K), for some K ∈ K and
φ ∈ . Let R be a random variable taking values in [0, ∞) with density h, where h(r) :=
pλp(K)r
p−1eφ(r) for r ∈ [0, ∞), and let Z be a random vector, independent of R, uniformly
distributed on K . Then Z‖Z‖K R has density f .
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REMARK. The random vector Z/‖Z‖K is supported on the boundary of K . When K is
the unit Euclidean ball in Rp , we have that Z/‖Z‖K is uniformly distributed on the surface
of the unit Euclidean sphere. However, when K is an arbitrary convex body, Z/‖Z‖K is gen-
erally not distributed uniformly on the surface ∂K . As a simple example in R2, we may take
K = B2(0,1) ∩ {(x1, x2) : |x1| ≤ 2−1/2 }. The probability that Z/‖Z‖K lies on the line seg-
ment {(2−1/2, x2) : x2 ∈ [ −2−1/2,21/2]} is 1/(2 + π), whereas the length of the line segment
divided by the perimeter of K is 1/(2 + 2−1/2π).
2.3. Projections onto the class of homothetic, log-concave densities. In this section, we
fix K ∈ K and consider projections onto FKp . For φ ∈  and a probability measure P on Rp ,
we define




(‖x‖K)dP (x) − pλp(K)
∫ ∞
0
rp−1eφ(r) dr + 1,
and write ϕ∗(P ) ≡ ϕ∗K(P ) := argmaxφ∈L(φ,P ). Since L(·,P ) is strictly concave, any
maximiser of L(·,P ) over  is unique.
If L(φ,P ) ∈ R, then
∂
∂c




so L(φ + c,P ) is maximised by choosing c = − log(pλp(K) ∫ ∞0 rp−1eφ(r) dr). It follows
that if ϕ∗(P ) exists, and if L(ϕ∗(P ),P ) ∈ R, then we can define the K-homothetic log-
concave projection f ∗(P ) ≡ f ∗K(P ) ∈ FKp by f ∗(P )(·) := eϕ
∗(P )(‖·‖K). When the centering
vector μ is not the origin, the projection of a probability measure P onto FK,μp may be
reduced to the case where μ = 0 by translating the probability measure P by −μ, projecting
the translated distribution onto FKp , and then translating the resulting log-concave density
back by μ.
By Proposition 2, for any α > 0, it holds that FKp = FαKp ; we therefore need to check
that f ∗K(P ) does not depend on the choice of K . To see this, fix α > 0 and φ ∈ ,
and define φα : [0, ∞) → [−∞, ∞) by φα(r) := φ(αr) for r ∈ [0, ∞). Observe then that
LK(φ,P ) = LαK(φα,P ) and hence, if we write φ∗ := ϕ∗K(P ), then φ∗α = ϕ∗αK(P ) and, there-
fore, f ∗K(P ) = f ∗αK(P ) as desired.
In fact, in order to study ϕ∗(P ), it will be convenient also to define a related projection of a
one-dimensional probability distribution. To this end, for a ≥ 0, let a := {φ(· − a) : φ ∈ }
and set
Ha ≡ Ha,K :=
{








Here, we incorporate the greater generality of the translation by a in order to facilitate our
analysis of the adaptivity properties of the K-homothetic log-concave MLE in Section 3.2.
We continue to write  = 0 and also write H = H0 as shorthand. Note that if X has density
f (·) = eφ(‖·‖K) for some φ ∈ , K ∈ K, then by Proposition 3, ‖X‖K has density h(r) =
pλp(K)r
p−1eφ(r) for r ∈ [0, ∞), so h ∈ H. For a probability measure Q on [a, ∞) and
φ ∈ a , let
(6) L(φ,Q) ≡ La,K(φ,Q) :=
∫
[a,∞)
φ dQ − pλp(K)
∫ ∞
a
rp−1eφ(r) dr + 1.
Similar to before, we let φ∗(Q) ≡ φ∗a,K(Q) := argmaxφ∈a L(φ,Q). Again, any maximiser
φ∗(Q) of L(·,Q) over a is unique, and if φ∗(Q) exists with L(φ∗(Q),Q) ∈ R, then, for
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r ∈ [a, ∞), writing h∗(Q)(r) ≡ h∗a,K(Q)(r) := pλp(K)rp−1eφ
∗(Q)(r), we have that h∗(Q) ∈
Ha , so in particular, h∗(Q) is a (log-concave) density.
The following proposition gives necessary and sufficient conditions for the K-homothetic
log-concave projection to be well-defined. We write Pp for the set of probability distributions
on Rp with
∫
Rp ‖x‖K dP (x) < ∞ and P({0}) < 1; the first of these conditions is equivalent
to
∫
Rp ‖x‖ dP (x) < ∞. We let Qa denote the class of probability measures Q on [a, ∞) with∫ ∞
a r dQ(r) < ∞ and Q({a}) < 1, and let Q := Q0.
PROPOSITION 4. We have:
(i) if
∫ ∞
a r dQ(r) = ∞, then L(φ,Q) = −∞ for all φ ∈ a ;
(ii) if Q({a}) = 1, then supφ∈a L(φ,Q) = ∞;
(iii) if Q ∈ Qa , then supφ∈a L(φ,Q) ∈ R and φ∗a is a well-defined map from Qa to a ;
(iv) if P is a probability measure on Rp and we define a probability measure Q on [0, ∞)
by Q([0, r)) := P({x : ‖x‖K < r}), then L(φ,P ) = L(φ,Q) for every φ ∈ . In particular,
if P ∈ Pp , then Q ∈ Q and ϕ∗(P ) = φ∗(Q).
REMARK. From Proposition 4(iv), we see that the conditions on P required for the K-
homothetic log-concave projection to exist, namely that
∫
Rp ‖x‖K dP (x) < ∞ and P({0}) <
1, are weaker than the corresponding conditions for the ordinary log-concave projection to
exist, namely that
∫
Rp ‖x‖ dP (x) < ∞ and P(H) < 1 for every hyperplane H ; cf. Dümbgen,
Samworth and Schuhmacher (2011), Theorem 2.2.
The next proposition gives some basic properties of the K-homothetic log-concave pro-
jection.
PROPOSITION 5. Let Q ∈ Qa , let φ∗ := φ∗a(Q) and, for r ∈ [a, ∞), let h∗(r) :=
pλp(K)r
p−1eφ∗(r).
(i) The projection φ∗a(·) is scale equivariant in the sense that if α > 0, and Qα ∈
Qαa is defined by Qα([αa, r)) := Q([a, r/α)) for all r ∈ [αa, ∞), then φ∗αa(Qα)(r) =
φ∗a(Q)(r/α) − p logα and, therefore, h∗αa(Qα)(r) = (1/α)h∗a(Q)(r/α).
(ii) Let  : [a, ∞) → [−∞, ∞) be a function satisfying the property that there exists









∗(r) dr ≤ ∫ ∞a r dQ(r).
(iv) For any h0 ∈ Ha , we have ∫ ∞a h∗ log(h∗/h0) ≤ ∫ ∞a log(h∗/h0) dQ.
REMARK. Proposition 5(iii) reveals a difference between the K-homothetic log-concave
projection, and the ordinary log-concave projection, which preserves the mean (Dümbgen,
Samworth and Schuhmacher (2011), Remark 2.3). Lemma S2 provides control on the extent
to which the mean is shrunk by the K-homothetic log-concave projection in the special case
where Q is an empirical distribution.
In particular, consider X1, . . . ,Xn
i.i.d.∼ P ∈ Pp with empirical distribution Pn, and for A ∈
B(R), let Q(A) := P({x : ‖x‖K ∈ A}). Let Zi := ‖Xi ‖K for i ∈ [n] and let Qn denote the
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empirical distribution of Z1, . . . ,Zn. Writing f̂n := f ∗(Pn), f ∗ := f ∗(P ), ĥn := h∗(Qn) and































As a final basic property of our projections, we establish continuity with respect to the
Wasserstein distance. Recall that if P,P ′ are probability measures on a Euclidean space







where the infimum is taken over all pairs of random vectors X,X′, defined on the same
probability space, with X ∼ P and Y ∼ Q. We also recall that if P has a finite first moment,
then dW(Pn,P ) → 0 if and only if both Pn d→ P and ∫Rp ‖x‖ dPn(x) → ∫Rp ‖x‖ dP (x).
PROPOSITION 6. Suppose that P ∈ Pp and dW(Pn,P ) → 0. Then we have that




∣∣f ∗(Pn)(x) − f ∗(P )(x)∣∣dx → 0.
Moreover, given any compact set D contained in the interior of the support of f ∗(P ), we
have supx∈D |f ∗(Pn)(x) − f ∗(P )(x)| → 0.
REMARK. Proposition 6 immediately yields a consistency (and robustness to mis-
specification) result for the K-homothetic log-concave MLE. In particular, suppose that
X1, . . . ,Xn
i.i.d.∼ P ∈ Pp with empirical distribution Pn, and let f̂n := f ∗(Pn), f ∗ := f ∗(P ).
Then, by the strong law of large numbers and Varadarajan’s theorem (e.g., Dudley (2002),
Theorem 11.4.1), we have dW(Pn,P )
a.s.→ 0, so∫
Rp
∣∣f̂n − f ∗∣∣ a.s.→ 0.
REMARK. In fact, the conclusion of Proposition 6 also holds for stronger norms than the
total variation norm. In particular, taking a0 > 0 and b0 ∈ R such that f ∗(P )(x) ≤ e−a0 ‖x‖+b0
for all x ∈ Rp , we have by, for example, Cule and Samworth (2010), Proposition 2, that for
every a < a0, ∫
Rp
ea‖x‖
∣∣f ∗(Pn)(x) − f ∗(P )(x)∣∣dx → 0.
3. Risk bounds when K is known. In this section, we continue to consider K ∈ K as
fixed (and known) and μ = 0. Let f0 ∈ FKp , and suppose that X1, . . . ,Xn i.i.d.∼ f0 with em-
pirical distribution Pn. Let f̂n := f ∗(Pn) be the K-homothetic log-concave MLE. By Propo-
sition 4(iv), we may compute f̂n efficiently by first computing Zi = ‖Xi ‖K for i ∈ [n] and
then, writing Qn for the empirical distribution of Z1, . . . ,Zn, computing φ̂n := φ∗(Qn). Our
final estimate is f̂n := eφ̂n . We defer algorithmic details to Section 5.
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3.1. Worst-case bound. Our first main result below provides a worst-case risk bound for
f̂n as an estimator of f0 in terms of the d2X divergence. The second part of the result provides
a matching minimax lower bound.
THEOREM 7. Let X1, . . . ,Xn
i.i.d.∼ f0 ∈ FKp with empirical distribution Pn. Let f̂n :=
f ∗(Pn) be the K-homothetic log-concave MLE. There exists a universal constant C > 0 such





Moreover, writing F̃n for the set of all Borel measurable functions from (Rp)n to the set of
probability densities on Rp equipped with the Hellinger topology, there exists a universal











As mentioned in the Introduction, the attractive aspect of this bound is that it does not
depend on p. The proof relies heavily on the special moment preservation properties of the
K-homothetic log-concave MLE developed in Lemmas S2, S3 and S5.
3.2. Adaptive bounds. We now turn to the adaptation properties of f̂n. For k ∈ N and
a ≥ 0, we say φ ∈ a is k-affine, and write φ ∈ (k)a , if there exist r0 ∈ (a, ∞ ] and intervals
I1, . . . , Ik with Ij = [aj −1, aj ] for some a = a0 < a1 < · · · < ak = r0 and such that φ is
affine on each Ij for j ∈ [k], and φ(r) = − ∞ for r > r0. Define H(k)a := {h ∈ Ha : h(r) =
pλp(K)r
p−1eφ(r) for some φ ∈ (k)a }. Again, we write (k) := (k)0 and H(k) := H(k)0 .
THEOREM 8. Let f0 ∈ FKp be given by f0(·) = eφ0(‖·‖K) for some φ0 ∈ , and let
X1, . . . ,Xn
i.i.d.∼ f0 with empirical distribution Pn. Let f̂n := f ∗(Pn) be the K-homothetic
log-concave MLE. Define a density h0 ∈ H by h0(r) := pλp(K)rp−1eφ0(r) for r ∈ [0, ∞).
Then, with νk := 21/2 ∧ infh∈H(k) dKL(h0, h), there exists a universal constant C > 0 such
that for n ≥ 8,

















REMARK. Taking the universal constant C > 0 from the conclusion of Theorem 8 and















































It follows that Theorem 8 implies the following sharp oracle inequality: there exists a univer-
sal constant C > 0 such that
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The proof of Theorem 8 proceeds by first considering the case k = 1, described in Propo-
sition 9 below, for which we obtain a slightly different approximation error term.
PROPOSITION 9. Let a ∈ [0, ∞) and suppose that Z1, . . . ,Zn i.i.d.∼ h0 for some h0 ∈ Ha
with empirical distribution function Qn, and let ĥn := h∗a(Qn). Set ν := inf{dH(h0, h) : h ∈




















REMARK. Since 21/2 ≤ ne−3/2 for n ≥ 8 and since the function x → x2/5 log(en/x)
is increasing for x ≤ ne−3/2, Proposition 9 remains true if we redefine ν := 21/2 ∧
inf
h∈H(1)a dKL(h0, h). Hence, the conclusion of Proposition 9 is stronger than that obtained
by specialising Theorem 8 to the case k = 1.
Proposition 9 is analogous to Theorem 5 in Kim, Guntuboyina and Samworth (2018).
However, the proof does not follow from the local bracketing entropy analysis in Kim, Gun-
tuboyina and Samworth (2018), Theorem 4, because, for h ∈ H(1)a , logh is not an affine
function when p ≥ 2. To prove Proposition 9, then we show in Lemma S13 that the bracket-
ing entropy of a local Hellinger ball around an arbitrary g0 ∈ F1 is small if we further restrict
the local ball to include only g ∈ F1 such that log(g/g0) is concave. Kim, Guntuboyina and
Samworth (2018), Theorem 4, were interested in the case where g0 is log-affine, for which
log(g/g0) is necessarily concave for every log-concave g, so their result can be considered
as a special case of Lemma S13.
4. Risk bounds when K is estimated.
4.1. General approach. When K is unknown and needs to be estimated, one approach is
to attempt to maximise (4) jointly in K and φ; however, this appears to be computationally
infeasible. We therefore consider the following plug-in procedure, where for simplicity of ex-
position we assume an even sample size. Given p-dimensional random vectors X1, . . . ,X2n,
we use Xn+1, . . . ,X2n to estimate K and μ by K̃ and μ̃, respectively (we give specific ex-
amples for how to construct K̃ in Sections 4.2 and 4.3 below), where we think of K as being
metrised by the Hausdorff metric, and equip K with the Borel σ -algebra induced by this
metric. We then form Z̃i := ‖Xi − μ̃‖K̃ for i ∈ [n] and, writing Q̃n for the empirical dis-
tribution of Z̃1, . . . , Z̃n, compute φ̂n := φ∗
K̃
(Q̃n). Our final density estimate is of the form
f̂n(·) := eφ̂n(‖·−μ̃‖K̃ ).
Our goal in this subsection is to analyse the performance of the plug-in procedure with-
out restricting our attention to any specific estimators of K and μ. To do this, we as-
sume that X1, . . . ,X2n are generated independently from a density f0 ∈ FKp of the form
f0(·) = eφ0(‖·−μ‖K) and then bound the Hellinger error dH(f̂n, f0) in terms of the deviations
between K̃ and K and between μ̃ and μ. To that end, for K1,K2 ∈ K, define a pseudo-metric
(8) dscale(K1,K2) := inf
{
ε > 0 : 1
1 + εK1 ⊆ K2 ⊆ (1 + ε)K1
}
.
This notion of distance satisfies all of the axioms for being a metric except for the triangle
inequality; it is also scale invariant in the sense that dscale(γK1, γK2) = dscale(K1,K2) for
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any γ > 0. For c1, c2 > 0, define the event
Ec1,c2 :=















Our main result in this subsection is the following.
PROPOSITION 10. Let X1, . . . ,X2n
i.i.d.∼ f0 ∈ FK,μp , and let f̂n, K̃ and μ̃ be as defined














Moreover, if f0 ∈ FK,μp is of the form f0(x) = eφ0(‖x−μ‖K) for some φ0 ∈  such that φ′0 is































The first term in the error bounds of Proposition 10 arises from the estimation of the
generator φ0, the second term arises from the estimation of the centering vector μ and the
third term arises from the estimation of the super-level set K .
REMARK. When f0 is not a uniform density, the bounds in Proposition 10 do not depend
on the choice of K in the representation of f0. More precisely, if f0(·) = eφ̆(‖·−μ‖K̆ ) for
K̆ ∈ K and φ̆ ∈ , then by Proposition 2, there exists γ > 0 such that K̆ = γK . We observe
then that the quantities on the right-hand sides of the inequalities in Proposition 10 do not
change if K is replaced with K̆ . If f0 is the uniform distribution, then the centering vector μ
is not unique either, and Proposition 10 applies to any choice of the centering vector μ.
The main difficulty in the proof of Proposition 10 is that we cannot make any assumptions
about the density of the data points Z̃1, . . . , Z̃n since these are constructed from μ̃ and K̃
instead of the true μ and K . We overcome this problem through Lemma S25, where we
apply empirical process theory in the presence of model misspecification.
4.2. Risk bounds when K is known up to a positive definite transformation. In this





xx dx = Ip . Let r1, r2 > 0 be such that r1Bp(0,1) ⊆ K0 ⊆ r2Bp(0,1) and
let r0 := r2/r1. Let μ ∈ Rp , 0 ∈ Sp×p , K = 1/20 K0, φ0 ∈ , and let f0 ∈ FK,μp be
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such that f0(·) = eφ0(‖·−μ‖K). We assume that K0 is known but that 0 is unknown. Let
 := ∫Rp(x − μ)(x − μ)f0(x) dx, so that  ∝ 0.
Throughout this subsection, we assume that X1, . . . ,X2n
i.i.d.∼ f0, and denote the sample
covariance matrix of the first half of the data by ̂ := n−1 ∑ni=1(Xi − μ̂)(Xi − μ̂), where
μ̂ := n−1 ∑ni=1 Xi . We let K̂ := ̂1/2K0. The following proposition controls dscale(K̂,K)
and ‖μ̂ − μ‖K ; this first part relies heavily on Adamczak et al. (2010), Theorem 4.1, which
provides a tail bound for the operator norm of the difference between the sample covariance
matrix and the identity matrix, uniformly over all isotropic log-concave densities.





1/2, then with probability at least 1 − 2/n,
inf
α>0















REMARK. Since K0 is isotropic and balanced, we know from John’s ellipsoid theorem
that r0 ≤ p1/2; see, for example, Ball (1997), Theorem 3.1 or John (1948), Section 3. The
extreme case where r0 = p1/2 is realised when K0 = [ −1,1]p . For a general K0 however, r0
may be much smaller; of course, when K = Bp(0,1), we have r0 = 1.
The following corollary is therefore an immediate consequence of Propositions 10 and 11.
COROLLARY 12. Let K0, r0, μ, 0, K and f0, as well as X1, . . . ,X2n, μ̂ and K̂ , be
as described in the first two paragraphs of this subsection, so in particular, K0 is known,
isotropic and balanced and K = 1/20 K0. Let Ẑi := ‖Xn+i − μ̂‖K̂ for i ∈ [n], and, writing
Q̂n for the empirical distribution of Ẑ1, . . . , Ẑn, let φ̂n := φ∗
K̂








Moreover, if f0 ∈ FK,μp is of the form f0(·) = eφ0(‖·−μ‖K) for some φ0 ∈  such that φ′0 is






















Thus, in particular, Corollary 12 provides risk bounds for estimating elliptically symmetric
log-concave densities, where we may take r0 = 1.
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Algorithm 1 Estimating K
Input: M ∈ N and X1, . . . ,Xn,Xn+1, . . . ,Xn+M ∈ Rp .
Output: K̂ ∈ K.
1: Set k ← logn.
2: For m ∈ [M], let θm = Xn+m/‖Xn+m‖2.
3: for m ∈ [M] do:
4: Ikm ← {i ∈ [n] : Xi θm ≥ k-th max{Xi θm′ : m′ ∈ [M]}}.




7: Output K̂ ← conv{t1θ1, . . . , tmθm}.
4.3. Risk bounds for general K . For simplicity, we assume that μ = 0 in this subsection.
In the case where μ is unknown and K is balanced, we may estimate μ by the empirical
mean n−1 ∑ni=1 Xi . Our algorithm for estimating K proceeds by estimating the boundary of
K at a set of randomly chosen directions and then outputting the convex hull of the estimated
boundary points.
In Algorithm 1, the set {θm/‖θm‖K }m=1,...,M contains random points on the boundary of
K . It is shown in Lemma S40 that maxm∈[M] |tm − 1/‖θm‖K | is small, which allows us to
control the error of the approximation of K by K̂ . Figure 1 illustrates the behaviour of the
algorithm when p = 2. Recall the definition of dscale from (8); the next Proposition bounds
the deviation infα>0 dscale(αK̂,K).
PROPOSITION 13. Suppose that p ≥ 2, K ∈ K, that there exist r2 ≥ r1 > 0 such
that r1Bp(0,1) ⊆ K ⊆ r2Bp(0,1), and write r0 := r2/r1. Suppose further that
r20n
− 1
p+1 log3(en) ≤ 1/64 and let M := np−1p+1 . Let X1, . . . ,Xn,Xn+1, . . . ,Xn+M i.i.d.∼ f0 ∈
FKp and let K̂ be the output of Algorithm 1. Then there exists a constant Cp,r0 > 0 depending








REMARK. If K is isotropic, then we have that r0 ≤ p by John’s ellipsoid theorem (John
(1948), Section 3). If K is additionally balanced, then we know from the same theorem that
r0 ≤ p1/2 (see the remark after Proposition 11). Therefore, we recommend that Algorithm 1
be applied to whitened data X̃i = ̂−1/2(Xi − μ̂) where ̂ and μ̂ are the sample covari-
FIG. 1. Illustration of Algorithm 1 when p = 2 and f (·) ∝ e−‖·‖K . The blue shape is the true K ; the red shape
is the estimated K̂ . Points in bold are the estimated boundary points {tmθm}Mm=1 with M = 6n
p−1
p+1 . Figures 1(a)
and 1(c) use n = 800, while Figures 1(b) and 1(d) use n = 2400.
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ance matrix and the sample mean, respectively. This transformation makes K approximately
isotropic, and the error in this approximation is given in Proposition 11.
REMARK. Proposition 13 has connections with an extensive line of research on the esti-
mation of a convex body K from observations supported on K ; see, for example, Bronstein
(2007) or Brunel (2018) for introductions to the field.
The following corollary is again a direct consequence of Propositions 13 and 10.
COROLLARY 14. Suppose that p ≥ 2, K ∈ K, that there exist r2 ≥ r1 > 0 such that
r1Bp(0,1) ⊆ K ⊆ r2Bp(0,1), and write r0 := r2/r1. Let n ∈ N, let M := n
p−1
p+1 , and
X1, . . . ,Xn,Xn+1, . . . ,Xn+M,Xn+M+1, . . . ,X2n+M
i.i.d.∼ f0 ∈ FKp and let K̂ be the output
of Algorithm 1 applied to X1, . . . ,Xn+M . Let Ẑi := ‖Xn+M+i ‖K̂ for i ∈ [n], and writing Q̂n
for the empirical distribution of Ẑ1, . . . , Ẑn, let φ̂n := φ∗
K̂






Moreover, if f0 ∈ FK,μp is of the form f0(·) = eφ0(‖·−μ‖K) for some φ0 ∈  such that φ′0 is






REMARK. It is important to observe that the computation of the estimator f̂n is scalable
for large n and p. Computing K̂ requires at most O(pn2 logn) operations, since we represent
K̂ implicitly in terms of its hull vertices and have no need to enumerate its facets. For any
x ∈ Rp , we may then compute ‖x‖
K̂
through a straightforward linear programme of at most
n + 1 variables; see (12). Thus, it is also fast to compute φ̂n and to evaluate f̂n(·) = eφ̂n(‖·‖K̂ )
at any x ∈ Rp .
REMARK. A drawback of the two-stage algorithm proposed in this section is that the
worst-case rate in Corollary 14, namely n−1/(p+1) log3(en), is slower than the minimax lower
bound of n−2/(p+1) over all log-concave densities, which is achieved up to a logarithmic
factor by the log-concave maximum likelihood estimator (Kim and Samworth (2016), Kur,
Dagan and Rakhlin (2019)). On the other hand, we note that the we can recover this faster rate,
up to logarithmic factors, under the conditions of the second part of Corollary 14; moreover,
as mentioned in the previous remark, the estimator f̂n of Corollary 14 remains computable
even in high dimensions, while the log-concave maximum likelihood estimator is not.
5. Algorithm. In this section, we assume K̃ ∈ K, μ̃ ∈ Rp and data X1, . . . ,Xn ∈ Rp
with empirical distribution Pn are given, and describe an efficient algorithm for computing
the K̃-homothetic log-concave projection of Pn. Fixing x ∈ Rp , we first note that in many
cases of interest, the Minkowski functional ‖x − μ̃‖
K̃
is easy to compute, for instance when
K̃ is constructed using the estimation schemes described in Section 4. In particular, if K̃ is of
the form ̃1/2K0, where K0 is a known convex body whose Minkowski functional is simple
to compute, and where ̃ ∈ Sp×p , is as in Section 4.2, then ‖x − μ̃‖
K̃
= ‖̃−1/2(x − μ̃)‖K0 ,
so it may also be computed easily. As another example, if K̃ is the convex hull of a set of
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Let Zi := ‖Xi − μ̃‖K̃ for i ∈ [n], and let Qn denote the empirical distribution of
Z1, . . . ,Zn. Proposition 4 shows that, provided at least one of Z1, . . . ,Zn is nonzero, the
function φ̂n := φ∗
K̃
(Qn) is well-defined, and we can then set f̂n(·) := eφ̂n(‖·−μ̃‖K̃ ). Our aim is
therefore to provide an algorithm for computing φ̂n.
Write Z(1), . . . ,Z(n) denote the order statistics of Z1, . . . ,Zn. Let ̄ denote the set of
φ ∈  with the property that φ is constant on the interval [0,Z(1)] and affine on the intervals
[Z(i−1),Z(i)] for i = 2, . . . , n, with φ(r) = −∞ for r > Z(n). Observe that if we fix φ ∈ ,
and let φ̄ ∈ ̄ be such that φ̄(0) = φ(0) and φ̄(Zi) = φ(Zi) for all i = 1, . . . , n, then by
















rp−1eφ̄(r) dr + 1
= L(φ̄,Qn).
(13)
Thus, to maximise L(·,Qn) over , it suffices to maximise this function over ̄.
As part of our algorithm for computing φ̂n, we need to be able to calculate λp(K̃). In
the case where K̃ = ̃1/2K0 for some ̃ ∈ Sp×p , and where λp(K0) is known, we have the
simple identity λp(K̃) = λp(K0)det(̃)1/2. More generally, λp(K̃) can be computed effi-
ciently if, for any x ∈ Rp , the query of whether or not x ∈ K̃ can be evaluated efficiently.
When K̃ is the convex hull of M points in Rp , for example, we may evaluate a query by
solving the linear programme (12) and then checking whether the solution uM+1 is less than
or equal to 1. If we let q denote the number of queries made by an algorithm, then Kannan,
Lovász and Simonovits (1997) give a Markov chain Monte Carlo algorithm whose query
complexity is bounded by O(q5) up to polylogarithmic factors. In fact, the computation of
the volume of a convex body is a deep and beautiful problem that had been studied intensely
by the theoretical computer scientists since the seminal paper of Dyer, Frieze and Kannan
(1991), who first gave a polynomial time algorithm for the problem. It is one of few instances
in computer science where all deterministic algorithms are provably intractable but efficient
randomised algorithms exist. We refer readers to Simonovits (2003) for an accessible tuto-
rial.
We now assume for simplicity of exposition that Z1, . . . ,Zn are distinct. The more general
case can be treated similarly by assigning appropriate weights to duplicated points. Any φ ∈
̄ can be identified with a vector φ = (φ1, . . . , φn) ∈ Rn given by φi := φ(Zi) for i ∈ [n].
For i ∈ [n − 1], let δi := Z(i+1) − Z(i). Define v1 = (v1,j )nj =1 ∈ Rn to have two nonzero
entries, namely v1,1 := −1, v1,2 := 1. Further, for i = 2, . . . , n − 1, let vi = (vi,j )nj =1 ∈ Rn
have three nonzero entries, namely
vi,i−1 := 1
δi−1




and vi,i+1 := 1
δi
.
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Finally, let ̄n := {φ ∈ Rn : vi φ ≤ 0 for i = 1, . . . , n − 1}. By (13), we see that it suffices to

























This is a finite-dimensional convex optimisation problem with linear inequality constraints.
We propose an active set algorithm for the optimisation of (14), a variant of the algorithm used
in Dümbgen, Hüsler and Rufibach (2007) to compute the ordinary univariate log-concave
MLE. For φ ∈ ̄n, we define A(φ) := {i ∈ [n − 1] : vi φ = 0} to be the set of ‘active’ con-
straints. Note that this is the complement in {1, . . . , n} of the set of ‘knots’ of φ. Given a set
A ⊆ [n − 1], we define V (A) := {φ ∈ Rn : vi φ = 0, ∀i ∈ A}, and
(15) V ∗(A) := argmax
φ∈V (A)
F (φ).
Here, the maximiser is unique because F(·) is strictly concave on Rn with F(φ) → −∞ as





where, as usual, we interpret an empty sum as 0, and also define bn := 1n ∈ Rn, the all-one
vector. It follows from this definition that bi vi = −1 for i ∈ [n − 1] and bi vj = 0 for all




) := max{ vi φ′
vi (φ′ − φ)
: i ∈ [n − 1] \ A(φ), vi φ′ > 0
}
.
We are now in a position to present the full algorithm; see Algorithm 2. It is guaranteed to
terminate in finitely many steps with the exact solution.
We complete this section by providing further detail on how to solve the optimisation
problem in (15). Given the active set A ⊆ [n − 1], let us define I := [n] \ A. We index the
elements of I by i1 < · · · < iT where T := |I |. Given v ∈ R(n−1)×n, we also write vA for
the matrix in R|A|×n obtained by extracting the rows of v with indices in A. Observe that
the set {φ = (φ1, . . . , φn) ∈ Rn : vAφ = 0} is the subspace of Rn where for j < i1, we have
φj = φi1 , and for j ∈ {it + 1, . . . , it +1 − 1}, we have
φj = Z(it +1) − Z(j)
Z(it +1) − Z(it )
φit +
Z(j) − Z(it )
Z(it +1) − Z(it )
φit +1 .
It follows we can solve the optimisation problem (15) by solving instead an unconstrained











Z(it +1) − Z(j)
Z(it +1) − Z(it )
φit +
Z(j) − Z(it )
Z(it +1) − Z(it )
φit +1
)








Z(it +1) − r
Z(it +1) − Z(it )
φi + r − Z(it )




We solve this latter problem via Newton’s method.
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Algorithm 2 Computing the K̃-homothetic log-concave MLE
Input: K̃ ∈ K, μ̃ ∈ Rp , X1, . . . ,Xn ∈ Rp .
1: Zi ← ‖Xi − μ̃‖K̃ for all i ∈ [n].
2: A ← [n − 1].
3: φ ← V ∗(A).
4: while maxi=1,...,n bi ∇F(φ) ≥ 0 do
5: i∗ ← argmaxi=1,...,n bi ∇F(φ)
6: φ′ ← V ∗(A \ {i∗ })
7: while φ′ /∈ ̄n do
8: φ ← t (φ,φ′)φ + {1 − t (φ,φ′)}φ′
9: A ← A(φ)
10: φ′ ← V ∗(A)
11: end while
12: φ ← φ′
13: A ← A(φ)
14: end while
Output: φ ∈ ̄n.
6. Empirical performance. We perform three sets of simulation studies. In the first
set, reported in Figure 2, we choose p = 100 suppose that K = Bp(0,1) and μ = 0 are
known. We generate X1, . . . ,Xn
i.i.d.∼ f0 where we take f0(·) ∝ e−‖·‖2K/2, f0(·) ∝ 1{‖·‖K ≤p}
and f0(·) ∝ e−‖·‖K in settings (a), (b) and (c), respectively. We then compute the homoth-
etic log-concave MLE f̂n and report the average squared Hellinger errors d2H(f̂n, f0) over
50 repetitions and with n ∈ {2000,4000,6000,8000} in the curve labelled ‘HLC’ Figure 2.
For comparison, we also present the corresponding results with p = 100,000 in the curves
labelled ‘HLC(p=100k)’. The simulation results are in line with Theorem 7, which gives a
bound on d2X(f̂n, f0) that is independent of p.
We also compare the K-homothetic log-concave MLE against two alternative methods. In
the first of these methods, we write Zi = ‖Xi ‖K for i ∈ [n], apply the ordinary univariate
log-concave MLE to Z1, . . . ,Zn to obtain a density ĥLCn and then estimate f0 by f̂
LC
n , where




FIG. 2. Average squared Hellinger errors of different methods when K = Bp(0,1) is known. (a)
f0(·) ∝ e−‖·‖2K/2; (b) f0(·) ∝ 1{‖·‖K ≤p} ; (c) f0(·) ∝ e−‖·‖K . For the purple line, p = 100,000, while in other
cases, p = 100.
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FIG. 3. A comparison of the K-homothetic log-concave MLE f̂n with K = Bp(0,1) (left) and the ordinary
log-concave MLE f̂ LCn (right) based on a sample of size n = 1000 from a standard bivariate normal distribution.
The top plots give the bivariate density estimates, while the bottom ones present the corresponding estimates
f̂n(| · |) and f̂ LCn (| · |).
We compute the squared Hellinger errors d2H(f̂
LC
n , f0) and report them in the curve labelled
LC in Figure 2. In fact, besides the improved empirical performance of f̂n observed in Fig-
ure 2, we argue that f̂n has several advantages over f̂ LCn in this context, and list these in
roughly decreasing order of importance:
1. The estimator f̂ LCn is inconsistent at x = 0. Indeed ĥLCn (x) = 0 whenever ‖x‖K <
mini Zi , and the division by ‖x‖p−1K in (16) means that the estimator behaves poorly for small
‖x‖K ; see Figure 3. By contrast, f̂n is uniformly consistent over compact sets contained in
the interior of the support of f0 (Proposition 6);
2. As mentioned in Section 3.2, the estimator f̂n attains faster rates of convergence when
the true density has a simple structure;
3. The estimator f̂n takes values in the relevant class FKp , whereas f̂ LCn does not;
4. The estimator f̂n exists in slightly greater generality than f̂ LCn (cf. the remark following
Proposition 4(iv)).
In the second competing method, we apply a kernel density estimator (with the default set-
tings of the density function in R) to Z1, . . . ,Zn to obtain a density ĥkern , and then estimate
f0 by f̂ kern , where we define f̂
ker
n (x) := ĥkern (‖x‖K)/{pλp(K)‖x‖p−1K }. We then compute the
squared Hellinger errors d2H(f̂
ker
n , f0) and report them in the curve labelled ‘ker’ in Fig-
ure 2. The squared Hellinger errors for the kernel density estimator f̂ ker do not appear in
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FIG. 4. Average squared Hellinger errors d2H(f̂n, f0) with K known up to a positive definite transformation of
K0 = Bp(0,1) in (a) and (c), and K = [−1,1]p in (b) and (d). For Gauss, we took f0(·) ∝ e−‖·‖2K/2; for Unif,
we took f0(·) ∝ 1{‖·‖K ≤p} ; for Exp, we took f0(·) ∝ e−‖·‖K . In (a) and (b), we fixed p = 40, while in (c) and (d),
we fixed n = 10,000.
Figure 2(b) because the errors are greater than 0.007 and, therefore, much larger than those
of f̂n and f̂ LCn .
In the second set of simulations, reported in Figure 4, we consider the semiparametric
setting where K = 1/20 K0 for some known K0 ∈ K and unknown 0 ∈ Sp×p . We esti-
mate 0 up to a scaling factor by the empirical covariance matrix ̂, take K̂ to be ̂1/2K0,
and estimate the centering vector μ (taken to be 0) by the empirical mean vector μ̂. We






p−1eφ(r) dr , and construct the density estimate f̂n(·) = eφ̂n(·). In all cases, we
generate 0 as UDU , where U is generated according to Haar measure on the set of orthog-
onal p × p real matrices, and where D ∈ Rp×p is a diagonal matrix whose j th diagonal entry
is 1.2j . In Figures 4(a) and 4(c), we take K0 = Bp(0,1), while in Figures 4(b) and 4(d), we
take K0 = [ −1,1]p . In Figures 4(a) and 4(b), we fix p = 40 and report the squared Hellinger
errors d2H(f̂n, f0) for n ∈ {2000,5000,10,000,20,000}, while in Figures 4(c) and 4(d), we fix
n = 10,000 and report the corresponding squared errors with p ∈ {10,20,40,60}. In the set-
tings of Figures 4(a) and 4(c), we see the advantage conferred by the smoothness of φ0, in line
with our theoretical guarantees from Corollary 12. On the other hand, when K0 = [−1,1]p
in Figures 4(b) and 4(d), r0 is much larger than in the K0 = Bp(0,1) case (it is equal to p1/2
instead of 1), and this makes the problem significantly harder, which is again in agreement
with Corollary 12.
In order to provide another comparison between the observed empirical performance and
our theoretical bounds, writing d̄2H(f̂n, f0) for the empirical average of the squared Hellinger
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FIG. 5. Average squared Hellinger errors d2H(f̂n, f0) with K unknown and estimated using Algorithm 1. For
Gauss, we took f0(·) ∝ e−‖·‖2K/2; for Unif, we took f0(·) ∝ 1{‖·‖K ≤p} ; for Exp, we took f0(·) ∝ e−‖·‖K . In (a)
and (b), we fixed p = 6, while in (c) and (d), we fix n = 24,000.
distances in our simulations, we fit the linear model
(17) log d̄2H(f̂n, f0) = α + β logp + γ logn + ε,
where α,β, γ ∈ R and ε ∼ N(0, σ 2). The parameter estimates, with corresponding standard
errors, are given in Table 1; the corresponding values of β and γ from Corollary 12 are
given alongside. This table reveals broad agreement between our empirical results and theory,
though we should mention the following caveats:
1. We are estimating the four unknown parameters in (17) using only seven (p,n, d̄2H(f̂n,
f0)) triples;
2. We are ignoring logarithmic terms in our bounds, so there is some misspecification in
the linear model (17);
3. Moreover, in some cases, the bounds in our theory are a sum of two terms, and we have
only presented the exponents corresponding to what appear to be the dominant terms;
4. Although the theoretical exponents for p appear to be slightly conservative based on
the data in the table, we emphasise that our empirical results only pertain to two choices of
K and three choices of φ0, whereas our theoretical bounds hold much more generally.
Finally, in the third set of simulations, given in Figure 5, we take μ = 0 to be known
and estimate K nonparametrically using Algorithm 1, with M = np−1p+1 . As with the pre-
vious set of simulations, once we obtain K̂ , we construct Z̃i := ‖Xi ‖K̂ for i ∈ [n], com-
pute φ̂n := argmaxφ∈ n−1
∑n
i=1 φ(Z̃i) − pλp(K̂)
∫ ∞
0 r
p−1eφ(r) dr , and set f̂n = eφ̂n . The
choices of K were the same as those for K0 in the corresponding panels of Figure 4. In
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TABLE 1
Comparison of parameter estimates, with standard errors as subscripts, from the linear model (17) with the
exponents predicted from Corollary 12
Distribution K α̂ β̂ γ̂ β γ
Gaussian Bp(0,1) −1.340.2 1.780.04 −0.980.009 3 −1
Gaussian [−1,1]p −3.30.1 2.40.02 −0.820.01 4 −1
Exponential Bp(0,1) −1.250.2 1.80.02 −0.990.02 3 −1
Exponential [−1,1]p −3.30.1 2.40.01 −0.820.01 4 −1
Uniform Bp(0,1) −1.020.2 1.230.02 −0.70.02 3/2 −1/2
Uniform [−1,1]p −2.50.2 1.570.02 −0.570.01 2 −1/2
Figures 5(a) and 5(b), we take p = 6 and n ∈ {6000,12,000,24,000,36,000}, while in Fig-
ures 5(c) and 5(d), we fix n = 24,000 and take p ∈ {2,4,6,8}. We observe similar phenomena
to those seen in the case where K is known up to a positive definite transformation.
7. Discussion. As we mentioned in the Introduction, the curse of dimensionality implicit
in the minimax lower bound (1) reveals that log-concave density estimation in moderate or
high dimensions is infeasible without additional structure. One alternative would be to give
up on the nonparametric approach altogether and just fit a Gaussian density, for example.
This is common practice in many different application domains. As just one example, it is at
the heart of methodology for graphical modelling (which often goes even further and imposes
sparsity constraints on the precision matrix of this Gaussian density). We nevertheless regard
such a Gaussian assumption as extremely strong, particularly in higher dimensions, and one
contribution of our work has been to investigate the extent to which such restrictions can be
relaxed. We feel that the homothetic log-concave class provides an attractive halfway house
between the full generality of all log-concave densities (which is too large a class for accurate
estimation in higher dimensions) and the severe restrictions of a parametric model such as
the Gaussian family.
We conclude by mentioning three new and interesting directions for future research. The
first is to find suitable constraints on K that yield subclasses of homothetic log-concave den-
sities for which we can both construct feasible estimation algorithms and determine appropri-
ate convergence rates. We have studied the simplest case where K is known, as well as cases
where it is known up to an affine transformation and where it is completely unknown, but one
could also consider other interesting settings, such as where K is known to be a polytope with
a bound on the number of its vertices or facets. The second is to transfer the homotheticity
ideas in our paper into other nonparametric settings such as regression or hazard function
estimation. Naturally, log-concavity is rather tied to the density estimation context, so some
changes would be required, but, for instance, one could impose either a monotonicity, or an
increasing and convex constraint on the generator. Finally, and intruigingly, we believe that
homotheticity may help, both from identifiability and estimation perspectives, when consid-
ering the estimation of mixtures of log-concave densities. These advantages were recently
exploited in the univariate case by Balabdaoui and Doss (2018), who considered the estima-
tion of a location mixture of two symmetric (i.e., univariate homothetic) log-concave densities
with the same generator.
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