A ne w a l~orilhm is ~ive n fur c umpulin~ Ih e soluliun of a n y secu nd-ord e r lin ea r diffe re nce e qu a li on which is a ppli c able when s impl e rec urrence proc e dures ca nnol be u se d bec au se uf in sla bilil Y. Co mpare d wilh Ih e we ll -knuwn lV1ill e r a l~o rilhm Ih e ne w m e lhod has Ih e advanla~es of (i) a Ul umal ic ally d eLe rminin g th e currec t number of rec urre nce st eps. (ii ) app lying to illllOlllo~e n eo u s diffe re nce e qlla~ li uns, (iii ) e nab lin g mure powerful e rrur a n a lyses lu be co ns lru c le d.
Introduction
A pow e rful co mputational a lgorithm for eva luatin g th e mo st ra pidl y d ec reas in g so luti on of a second-order homogeneous linear difference equation was published in 1952 by J. C. P. Miller ( [11 , 1 page xvii) in co nn ec ti on with th e tabulation of mod ifi ed Besse l function s . Since th e n, variou writers hav e app li ed th e a lgo rith m to ut he r s pec ial fu nc tion s, and s i milar co m putat iona l processes have bee n used by C le ns haw [21 for th e num e ri ca l so luti on of ordinary differentia l equat ions in series of Chebyshev polynomials. Error analyses of the algorithm have bee n supplied by the present writer [3] and Oliver [12] and quite recently Gautschi [4] has examined the relation of the algorithm to classical results in the theory of continued fraction s.
Th e present inves tigati on ste ms from the obse rvati on that Mi ll er's a lgo rithm ca n be rega rd ed as a procedure for solvin g a tridiagonal se t of simulta neo us lin ear algebraic eq uat'i ons. Adopting this more general s tandpoint , we shall show how to recast the algorithm into a new form which e nables the correct number of recurrence ste ps to be dete rmined automatically without appeal to an asymptotic or other analytical formula. In this res pect it resembles an algorithm propos ed recently by Shintani [5] .
The new formulation has the further advantages of (i) being applicable to inhomogeneous difference equations, (ii) lending itself readily to powerful error analyses. There seems to be no alternative method of comparable power available at present for computing solutions of inhomogeneous eq uation s in the case when forward recurrence and backward rec urre nce are both uns table.
Statement of the Problem
Let the given difference equation be denoted by arYr-1 -brYr + CrYr+ 1 = dr, (2.01) 'F'iJ,: ures in brack.e ts indi ca te th e lit e ra ture refe re nces at th e l'nd of thi s puper.
where a . . , h .. , c .. , and d . . are given functions of the nonnegative integer variable r. We assume that the general solution of (2.01) has the form The firs t problem we investigate is the computation of the solution of (2.01) which has the property y .. 1 gr ---;. 0 (r---;'OO) , (2.04) and satisfies the normalizing condition Yo = k (2.05)
for an arbitrarily assigned value of the constant k. Later (secs. 9-11) we allow for a more general form of normalizing condition and also drop the restriction 10 ~ O. The given conditions ensure that y .. exists and is unique. For, from (2.03) and (2.04) the B of (2.02) is seen to be zero, and from (2.05) we derive A = (k -ho) 1 10. Therefore (2.06) It is well known that direct use of (2.01) as a recurrence relation for generating Y2, Y3, . . . from given values of Yo and Yl (if available) is an unstable procedure. Essentially, each computational rounding error introduces into the numerical solution a small multiple of Ir and a small multiple of gr, and in consequence of (2.04) the latter ultimately grows faster than the wanted solution.
It may also happen 2 in the inhomogeneous case thatlr grows more rapidly than Yr in the direction of decreasing r. In this event recurrence by use of (2.01) is unstable in this direction too.
Approach
Analogous work in the numerical solution of linear differential equations 3 suggests that a stable way of solving the present problem is to treat it directly as a boundary-value problem rather than use initial-value techniques. Weare already given the value of Yo. Suppose that for some large intege r N, the value of ys can be obtained from an asymptotic formula or by other means. Then eqs (2.01) with r = 1, 2, . . ., N -1 comprise a set of simultaneous linear algebraic equations for the unknowns y!, Y2, . . . , YS -I, which are solvable by standard matrix computational processes.
This possibility has already been noted by Gautschi ([4] , Introduction) following a suggestion by M. E. Rose, but Gautschi did not pursue the idea because of the difficulty of obtaining the value of Yv, in general. Following Miller's approach in the homogeneous case [1] , we solve the algebraic equations with the value of YI' arbitrarily set equal to zero. It transpires that for large N the great majority of the y .. produced in this way are generally excellent approximations to the true values; only in the neighborhood of r = N can substantial errors occur.
We firs t es tablish the converge nc e of the process . A simple practical way of providing an answer is to solve eq s (3.01) and (3 .02) for inc reasing values of N until the results are in satisfactory num erical agreement. Thi s procedure has two drawbac ks. F irst, it is wasteful of co mputing time if the originally guesse d values of N are eithe r too low or much too high. Second, there is no absolute guarantee that values of y,. co mputed with two (or more) diffe re nt values of N must be correc t when they agree.
The optimum value of N, that is, the minimum value necessary to achieve specifie d accuracy in y,. for a given range of values of r, can be d e termined automatically when a suitable method is used to solve the algebraic equations. Accordingly, we consider this process next.
Solution of the Algebraic Equations
We shall solve the tridiagonal system of eq uation s
by simple elimination follow ed by back-substitution. To begin with we suppose that none of the c,. vanish. Le t the first of (4.01) be rewritten in the form Thu s PI' is the solution of the homogeneous form of the difference eq (2.01), with the initial condition s po = 0 and PI = 1. We also observe that the second of (4.05) holds for r = 1 if we define eo=k.
The final equation of the form (4.04) is used to begin the back-substitution. On substituting the second of (3.02), we derive (4.06) .
the nce Y\'2~, )'\''2;), . . . , yt) may be computed by use of (4.04) with descending values of r. The process fails if, and only if, one of the numbers P2, P3, . .. , PN vanishes. In this event the set of eqs (3.01) and (3.02) has either no solution or an infinity of solutions, and the algorithm breaks down .
When one or more of the coefficients Cr vanishes the set of eqs (4.01) becomes uncoupled. A si mple modification takes care of the situation. Suppose, for example, that Cs = 0 but all other c,. are nonzero. Then the first s equations of (4. 01) determine fIN), f2N),. . ., ft) completely: they can be solved by application of the rec urrence relations (4.05) for r= 1, 2, . . . , s -} and use of the bac k-s ub stitution relation (4. 04) , beginning with
The remaining N -s -1 equations are solvable for :Is:1 , i:d, . . ., yJf-ll by the method already described: eq (4.07) takes th e place of the first of (3.02).
To ease the prese ntation we s hall suppose in the remainder of the paper that none of the c,. vanish.
Applying ourselves to th e proble m of de terminin g th e optimum value of N, we observe that the effect of replac in g N by N + 1 is to prolong the elimination process by one step, beginning the bac k·substitution with Y1";.~1)= 0 in stead of Y~) = O. (r = 1,2, . . . , N).
(4.08)
Subtraction of (4.04) from (4.08) gives 09) and repeated application of this result leads to
)'j.
PNPN+I
(r = 1,2, , , " N). (4 ,10) By use of this formula we c an predict the effect of changing N into N + 1 before any back·substi· tution is carried out. Suppose, for example, that we wi s h to co mpute Yt to D decimal places for given values of the integers Land D. The n the recurrence relations (4.05) are applied from r = 1 pas t r = L until a value of r is reac hed for which'
If this value of r is tak e n as N, then we can be sure that the approximation 'YS:')yielded by the back·substitution agrees to D decimal places with the value 'YS:'+i) that would be obtained from the next higher approximation, (Whe ther this value of N is adequate is considered in the next section.)
. If, as is more usual, accurate values of Yr are required for a whole range of values of r, the n the criterion (4.11) is used with Ipl.1 denoting the greatest value of IPrl in the given range. We might, for example, desire the computation to D decimal places of all values of Yr that exceed 112 X 10-D in absolute value -it being assumed, of course, in this case that Yl' ~ 0 as r ~ 00, Then N is determined by the condition that (4.12) provided that IPNI~l p/'1 when r < N.
Expansions for the Solutioh and the Truncation Error
The method suggested in th e last section for determining N is based on the criterion that the values of y,N) and y,N+l) must a(?;ree to within the prescribed tolerance for Y'" This does not guarantee, however, that their common value is Y'" To resolve this doubt we consider higher approximations.
Replacing N by N + 1 in (4.10), and adding the result to (4.10) itself, we obtain Continuation of this process yields
PN+S-IPN+S'
where s is an arbitrary positive integer. Letting s ~ 00 and using Theorem 1, we derive the following expression for the truncation error (5.01) where EN is the s um of the (necessarily convergent) series
Thus the precise criterion for determining N is that I Evp,. I must not exceed the specified tolerance in y,. for each wanted value of r. Once the value of N has been decided, the actual value of the truncation error can be found by continuing the computation of p,. and er-I beyond r= N and using (5.01) and (5 .02). Later [7] , we shall show how to use thes e expansions to determine strict bounds for E\,v) directly from the properties of the coefficients a r, br, Cr, and dr.
As a special case of (5.01) a result which is obtainable more directly by repeated use of the back-substitution relation (4.04).
Thus the whole of our computing scheme is equivalent to approximating the convergent infinite series (5.03) by the partial sum (5.04) .
Examples

EXAMPLE 1. Anger-Weber functions.
For integer values of r the function E r(x) satisfies eq (2.01) with
7TX
We restrict ourselves here to positive values of the argument x. The principal properties of Er(x) are established in [8] , chapter 10. In particular, we have
where ao(r) = 1, and
Using the inequality we deduce that if x is fixed and r~ 00, then
The corresponding homogeneous form of (2.01) has the Bessel functions }r(X) and Yr(X) as solutions. F or fixed x and large r , we have
Thus ultimately }r (x) decays more rapidly than E,.(x), and IYr( x) I grows rapidly. In consequence, both simple forward r ecurrence and simple bac kward rec urre nce are unstable methods for generating E ,.(x) from (2 .01) when r > x.
With
the conditions of section 2 are satisfi ed , provided that} o(x) 0/= O. L e t us apply the method of section 4 to a specific example, say the computation of E,.(x) for x = 1, r = 1(1)10, correc t to within 2 units of the eighth decimal place. We suppose that we are given Eo(l ) =-0.568656627, this value having been extracted from [9] and co nfirm ed by evaluation of the first of (6.01 ).
Beginning with Po = 0, PI = 1, and eo = Eo(l), values of pr and e,· were generated by use of (4. 05). They are recorded in the upper part of table 1, correct to 9 significant figures. After passing the last of the given values of r, namely 10, the "test function" PlOer / (PrPr+ I) was computed. This falls below the value 2 X 10-8 for the first time when r = 14. In accordance with the criterion of section 4 this is the value 4 to be assigned to N. The column of values :Pi) was then generated by backward use of (4.04), beginning with ~~4)=0. For r = 1(1)10 these are the wanted approximations to E,{l).
To test the accuracy of the results, the computations were repeated for N = 32 and N = 34, using a time·sharing automatic computer and working to 36 floating binary figures, with an exponent of 12 binary figures. As further checks the values for r = 1(1)5 were compared with the 10-decimaL~y alues given in [9] , and the values for r= 10 and 11 computed from the expansions (6.01). The full results of the se computations are not included here, but the digits in y/4) which differ from those in the more accurate values of Er(l) are printed in italic type, and the difference t:</4) between the two ' values is recorded, in units of the 9th decimal place, in the penultimate column of the upper part of table 1. As expected, this error does not exceed 2 X 10-8 in absolute value within the wanted range r = 1(1)10. The computations are shown in table 2. The value
e,· _e_ r _ j l5) 10"E". " ) p r pr + J ,. was extracted from . [9] , and confirmed by evaluation of the expansion 00 ( -
The largest of the wanted values of r was determined by the crite rion co mpare (5 .03). This gave r = 13. Next , we have fro m (5 .01 ), (5. 02) , a nd (5. 03),
Yr e,. P.vp.v+) F rom table 2 we see th a t the right of thi s rela tion is an increas ing fun c ti on of r, he nce N is the le ast valu e for whic h
From the e ntries in the column headed c,.1 (PrP,.+ ) we see imm ediately tha t thi s gives N = 15 .
The valu es of / ,.) 5), co mputed from (4.04), appear in the p e nultimate column of th e ta ble . For r ~ 13 they are the required approxima tions to H,.(O.I). Again , more accurate values we re ob ta in ed by a utoma tic co mputa tion with a higher value of N(26 ) , and also b y evalua ti on. of the expa nsion (6.06) for r = 1(1)15. In the fin al column the relativ e error e,. ' 5)1/ ,.' 5) is give n in units of the 9th dec imal place. As expected , it lies within the stipulated limit 112 X 10-8 in th e r equired ran ge.
Propagation of Rounding Errors
In addition to the trunca tion error e,N) whic h has been analyzed in sec tions 4 and 5, the other possibl e sources of error in the fin al solution are the rounding errors introduced during the c alculations. Since the computing process is e ssentially the solution of a finite system of linear algebraic equations, the nature of the transmission of the se errors is available from general theory [10] Each rounding error in the formation of the p,. can be regarded as introducing unwanted small multiples of f ' and gr. Ultimately, the former dies out in comparison with the latter ; the error is the n propagated at the same rate as P,' itself. Before thi s stage is attained, however, some loss of accuracy is possible. If the value of ltol is unduly small compared with Igoj;/gll, then from (7.01) we see that initially PI' behaves like a multiple of f,. But the rounding errors are still propagated in proportion to gr, and this generally causes a steady loss of significant figures. The loss ceases when the term fogr in (7.01) overtakes g<Jr in magnitude, at which stage the computation becomes completely stable. ' It should be realized that this loss of acc uracy is not attributable to the method of computarion, but to the fact that , as a rule, the whole problem is ill·posed when ltol is small compared with Igo/r/grl for at least one value of r. For from (2.06) we see that ( 7.02) where By" is the chan ge in Yr consequent upon an arbitrary c ha nge Bk in the value of k. Since Ig,./gol is generally large compared with IYr l (see (2.04)), the relative e rror in Yr is very s'ensitive to rounding errors in the given value of k. Examples 1 and 2 of section 6 would be ill-posed in this way if the c hosen value of x were close to a zero of Jo(x) , say x = 5.52_ This would become apparent at the beginning of the computations : the early PI' would diminis h in size, in contrast to the be havior they exhibit in !ables 1 and 2, Th e difficulty co uld be overcome in these and other examples by carrying out the computation of k and PI' to higher precision , and making the necessary prolongation of the recurrences until the criteria of sections 4 and 5 for terminating them are met.
' If the value of Yl can be found, however, a preferable alternative is to apply the algorithm of sections 3 and 4 with the given YI as normalizing value, instead of yo = k. In effect, this means that the r ecurrences (4. 05) are begun with PI = 0, P2 = 1, and e l = YI, Subsequently the value of Yo can be computed from YI and Y2 by a single backward application of (2_ 01 ).
The other part of the elimination process is the computation of the right-hand sides e,.. From (4.05) we see that in the inhomogeneous case instability could arise from this source if there were p ersistent heavy can cellation between a,.e"-I and d,p,., No naturally occurring example s of this phenome non have be e n encountered so far, however.
Lastly, we see from (4.04) that a rounding error introduced in y~N) durin g the back-substitution is multiplied by the factor Pr/Ps when it is transmitted to y\:,,) (r < s)_ Except when the problem is ill-posed, this factor decays with diminishing r at a faster rate than y\:,,) itself, because PI' contains a s ub stantial multiple of gr, and y,. contains no multiple of this function. S ummarizing thi s section , we h ave shown that unstable transmission of rounding errors can occur only when the original proble m is ill-posed or when heavy cancellati on takes place during the calc ulation of er from the second of (4.05),
Comparison With the Algorithms of Miller and Shintani
In section 4 we solved the set of eqs (3 .01) and (3.02) by eliminating the variables in the order '11 M , '1/) , . . ., y$"2~: we m ay call this fo rward elimination. Suppose now that these variables are eliminated in the reverse ord er: backward eLimination. The res ulting set of pivotal equation s can be e~pressed ·in the form Compared with the forward elimination process of section 4, the Miller algorithm suffers from the di sadva ntages that it does not d etermin e automatically the correct valu e of N, and if a second value of N is used as a c hec k on the ade quacy of the original value, then the computations mu st begin afresh. The advantage of the Miller algorithm is that the process of back-substituti on is less la borious; thi s adv a ntage is res tric ted to the homogeneous case, however , and is offset if more than on e trial value of N has to be used .
The method S hintani [5] ( 8.04) where lJ = 0 or 1, and (8.05) It is easily verified, for example, that the quantities p,.(O) appear when the forward elimination procedure is applied to eqs (4.01) with d,. = 0 and the multipliers chosen in such a way that the constant value -k is preserved on the right-hand sides. The resulting pivotal equations are in fact   (r=I,2, . . . , N-1) . (8.06) In our notation (8.07) From the computational standpoint, the evaluation of Shintani's sequence Pr(O) may be compared with the evaluation of our sequence Pr, the evaluation of his P,.(1) with our er, and the application of the Miller algorithm with our process of back-substitution. In the first stage the computing effort is identical, but in the second and third stages our method requires considerably less effort.
More General Form of Normalizing Condition
Let us consider now the solution of the difference eq (2.01) when (2.05) is replaced by the more general normalizing condition (9.01) in which mo, mJ, . . . , and k are given constants. We again suppose that the general solution of (2.01) has the form (2.02), but instead of the conditions imposed on Jr, gr, and hr in section 2, we assume that I ~o m,·gr I ~ 00 as N~ 00, .+ h, . ; (9.04) The obvious extension of the approach of section 3 is to solve the system of linear algebraic equations given by LarKe N the system of equations (9.05), (9.06), and (9 .07) has a solution, that gN c; Using (9.06) and (9.07), we find that
k-H
. In addition to the other co nditions of this section, assume that for all sufficiently
In consequence of the assumed conditions, the denominators are asymptotic to FgN as N ~ 00.
Hence AN ~ (k -H)/F. Next, the assumed conditions imply that fN /gN and hN/gN both tend to zero. Hence BN~ O. Comparison of (9.04) and (9.09) completes the proof.
When the forward elimination process of section 4 is applied to eqs (9.05), (9.06), and (9.07), the following pivotal equations are obtained: 
In consequence of (9.07), the final equation of the form (9.10) reduces to
(9.10) (9.11) (9.12) (9.13) (9.14) This yields the valu e of yjv'2 l ; the nce YW~2' YW~3" .. , to\) may be computed from (9.10) by back· substitution.
The value of N may be determined in a similar way to that suggested in section 4. Suppose, for example, that all non vanishing values of Yr are needed to a fixed number of decimal places, D, say -a common form of requirement with the present type of normalizing condition. Then N is determined by the condition Let us evaluat e Jo (x), JI (x), . . . , for x = 5 to 5 decimal places, by use of the relations
and (9.18) In the present notation, we have
Accordingly, eqs (9.11) through (9.13) yield
qr=l, e,·= 1, Table 3 gives the valUes of PI' correct to 6 significant figures. The criterion (9.15) suggests that N be taken as the least value of r for which IPr + 1 I > 2 X 10 5 • This gives 6 N = 14. The column of values of :0,.14) is then generated upwards by use of (9.10), starting with yW) = 0. These are the required approximations to J,l5): their differences, E~14), from the true values are recorded in the final column in units of the 5th decimal place. The agreement is satisfactory. It may be noted that estimates of the optimum value of N for generating Bessel functions from I (9.17) and (9.18) by Miller's algorithm have bee n computed by Makinouchi [11] for x = 0.01(.01) 0.1(.1)1(1)10(10)100 and precisions of 9, 10, 18, 20 , and 30 significant figures. These values were obtained by use of the asymptotic approximations (6.04) above. In co ns tru ctin g a program for generating the }r(X) for arbitrary x a nd a rbitrar y precision , however , it wo uld be simple r to determine the optimum N by use of (9.15) (or (4.11» . The resulting gain would tend to offse t the extra effort needed in applying the bac k-s ubs titution relation (9.10) co mpared with the normalizing of thp. trial values in the Miller algorithm.
Po=O, PI=I, and
pr+1 = brPr -pr-I + mI" (9.19)
Bounds for the Truncation Error
In order to obtain stri ct bounds for the truncation error associated with the algorithm of section 9, we proceed as in sec tion 5. Write, temporarily, Then from (9.10) we obtain Therefore where PI' is the greater of The left-hand sid e of the las t relation is It,N +Il-t ,:"lj. Re placing N by N+ 1, N+2,. . , in turn and summing, and applying Theorem 2, we find that (10.09) provided that the las t series converges. Similarly (10.10) The results (10.07) and (10.10) are strict bounds for the truncation error, in contrast to the expansion of section 5 which is exact (for the algorithm of sections 3 and 4). Often the bound (l0.07) is a considerable overestimate. 7 Thus in Example 3, the right-hand side of (10.07) or (10.10) has the following values for N = 14 , in units of the 5th decimal place: 568, 237, 29, 12,3,1, 1, then zero for r= 7,8, . . . , 14. In consequence, if N is determined by the criterion that for each required value of r the right-hand sides of (10.07) and (10.10) must not exceed the specified tolerance in Yr, then the resulting value is perfectly safe but often unnecessarily high. Applied to Example 3, this criterion yields N = 18, compared with the value 14 which we used and found to be quite adequate.
In the next section we give an alternative formulation of the algorithm of section 9. Although perhaps less elegant, it generally yields a sharper assessment of the truncation error than that of this section.
Alternative Method for the General Normalizing Condition
The algorithm of sections 3 and 4 can be applied to the problem of section 9 in the following way. First, we construct a solution ir of the homogeneous form of the given equation (2.01). The choice of this solution is arbitrary , provided that the first of (2.03) is satisfied. Then by means of an additional back-substitution we construct an arbitrary solution hr of (2.01) itself. The required solution Yr may then be computed from (9.04) , in which k is defined by (9.01), and F, H by (9.03) . In the case when the given difference eq (2.01) is itself homogeneous, only the solution/r need be computed, and (9.04) reduces to
The simplest choice of the normalizing conditions needed for constructing/r and hr is given by /0= 1, ho=O. (11.02) The first of these may be an inconvenient or even impossible condition; however; in this event we may follow the suggestion given in section 7 and use instead hl=O. (11.03) To assess the truncation error in the final solution Yr, let cpW) and 8~N) be the truncation errors in the approximations /VV) and h~N) to Ir and hr; thus (11.04) Bounds for cp\ N) and 8\N) are computable from the expansions of section 5. From (9.04) we have 
is co mposed of three parts:
In th e homoge neo us case th ey reduce to two:
(r ~ N). (11.07) (1 1.08) (11.09) (lLlO)
Th e first of (11.11) is the norm ali zed multiple of th e trun cation error in th e formula I r ~ I~N ); the seco nd of (11.11) is a fi xed rela ti ve error ari sing from th e a pproxim a te re presen tati on of the nor· malizin g fac tor kiF by k/F;v.
The equivale nce of th e me thod of thi s section to th e algorithm of sec ti on 9 can be see n from the fac t tha t th e fun cti on on th e right of (1 1.09) is exac tl y th e so luti on of the se t of eqs (9.05), (9.06) , and (9.07).
E X AMPLE 4. 9 Let us co mpute to 5 dec im al places the soluti on of the homoge neo us equ a tion (2 r -l )y,. _ 1-12 ry,.+ (2 r + l )y,. + 1= 0, (11.1 2) s ati sfyin g the co ndition (11.13) In the notation of sections 2 and 9 we have ar =2r -l , br = 12r , Cr = 2r + 1,
The co mputations are s hown in tabl e 4. Values of Pr were generated from Po = 0 , PI = 1, and (11.12) whe n r > 1, correct to 6 significant figures. With eo = 1 (compare the first of (11.02)), we find from th e second of (4.05) that er = 1/( 2r + 1). The least value of r for which er /Pr+l < t X 10-5 is 7; in 'See also 17J.
11 13], sec tion 5.
accordance with (4.12) this is the value 10 to ascribe to N. Th e back-substitution process for the determination of 1;.7) is given by f/ ) = 0 , and t1(7) -t1(7) + The example is now complete, but it is of interest to illustrate the error analysis of this section. Accordingly, the whole calculation was repeated twice , keeping four extra significant figures throughout. In the first repetition the same value N = 7 was used. in the second repetition a new N was determined by the condition ieN/PN+ l t < ~ X 10-9 ; this gave N = 12.
The results appear in table 5. The column headed 109Er> gives the difference of l09y)?) from the more accurate values 109y }12). The next columns give 109cp}7)/F7 and -109(hIP)/Fi; the value of cpF) was obtained by subtracting IF) from IV 2 ), and (T7 co mputed from (11.07), using the values of IV 2 ) for Ir when r ::;:': 8. As expected, the values of 10 9 EF ) are in good agreement with the sum of the entries on the same row in the following two columns. 
Summary
In this paper we have d escribed a new algorithm for computing the solution Yr of any secondorder lin ear difference equation, homogeneous or inhomogeneous, which is applicable when simple forward rec urrence (and possibly also backward rec urrence) cannot be used because of instability.
In the first part (secs. 2-8) we considered the case in which the wanted solution y,. has a specified value at the beginning of the range r = 0, and an appropriate convergence condition as r~ ro. In this case the algorithm is based on the solution of a finite number, N, of simultaneous linear algebraic equations of tridiagonal form by forward elimination. As N ~ ro the solution y).N) of these equations converges to Yr (sec. 3). In sections 4 and 5 it was shown that during the process of computing y\.N) the minimum value of N necessary to achieve specified toleran ce in IYr -y<,.N) I emerges automatically. Analyses of the truncation error and of the propagation of rounding errors were made in sections 5 and 7. The former leads to a convergent series expansion for Yr; the latter shows that the method of computation is quite stable, unless the problem itself is ill-posed: Numerical examples (sec. 6) illustrated the algorithm and confirmed the error analyses.
In section 8 it was shown that the well-known algorithm of 1-C. P. Miller for the homogeneous case can be regarded as the computation of Yr iv ) by backward elimination, taking a guessed value of N. It was also shown that the recent extension of Miller's algorithm by Shintani is related to the process of forward elimination.
In the second part of the paper (secs. 9-11) a more general form of normalizing condition for Yr was considered. An extended form of the algorithm was developed in section 9 and applied to a numerical example in the same section. In section 10 bounds for the truncation error were given and discussed. In the concluding section (sec. 11) it was shown that the more general problem can also be solved by application of the original algorithm of sections 3 and 4.
It is hoped that the results of this paper will prove to be of considerable usefulness in the computation of special functions from recurrence relations, in the solution of ordinary differential equations in Che byshev series by Clenshaw's method, and in the solution of the discretize d form of boundary-value problems in ordinary differential equations when one boundary is at infinity. In the last two connections, it may be possible to extend the present approach to difference equations of order higher than the second.
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