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 Continuous speech is a form of natural human speech that is continuous 
without a clear boundary between words. In continuous speech recognition,  
a segmentation process is needed to cut the sentence at the boundary of each 
word. Segmentation becomes an important step because a speech can be 
recognized from the word segments produced by this process.  
The segmentation process in this study was carried out using local adaptive 
thresholding technique in the blocking block area method. This study aims to 
conduct performance comparisons for five local adaptive thresholding 
methods (Niblack, Sauvola, Bradley, Guanglei Xiong and Bernsen) in 
continuous speech segmentation to obtain the best method and optimum 
parameter values. Based on the results of the study, Niblack method is 
concluded as the best method for continuous speech segmentation in 
Indonesian language with the accuracy value of 95%, and the optimum 
parameter values for such method are window = 75 and k = 0.2. 
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1. INTRODUCTION  
Continuous speech recognition is a further development of isolated words recognition that 
recognizes words from a sentence using a machine learning algorithm [1]. Human speech is a continuous 
speech, a series of words composed continuously without a clear break between words. Continuous speech 
recognition technology is needed so that the machine can understand human speech in giving voice 
commands [2]. Speech recognition has been widely applied in various fields [3-6]. 
The implementation of continuous speech recognition consists of three major stages: pre-processing, 
feature extraction, and recognition [7]. Pre-processing functions to prepare speech signals so that feature 
extraction can be performed. One of the main process in pre-processing is the segmentation process. 
Segmentation process is a process of dividing continuous speech into basic units such as words, phonemes or 
recognizable syllables [8]. The lack of markers that indicate the initial and final limits of a word when 
speaking increasingly complicates the process of segmentation, especially when speaking continuously.  
In contrast to text that can be seen or given its segment boundaries by recognizing the space between words. 
The results of this segmentation will indirectly affect the results of recognition [9]. 
The research related to continuous speech segmentation has been conducted using several methods, 
audio and visual fusion for the domain of Turkish language [10], segmentation based on time-domain 
features and frequency-domain features applied in Bangla [8], Hybrid of time-domain features and 
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frequency-domain features and median filtering in Tamil [11], segmentation with dynamic thresholding and 
blocking block area inside Bangla [12]. Based on some of these studies, continuous speech segmentation can 
be done by converting speech signal representations into spectrogram images. The spectrogram image is then 
processed to produce word segments, one method that can be used is the blocking block area [9]. 
Blocking block area is the process of making word blocks from spectrogram images in the form of 
binary images through several stages, namely generating spectograms, performing dynamic tresholding with 
clustering algorithms on spectogram images to produce binary images and boundary detection. In this 
research, on word segmentation using dynamic thresholding in the blocking block area method with  
the addition of morphological operations and overlapping process which is then called improved blocking 
block area. This is done because it will be applied to the speech segment in Indonesian, because  
the blocking block area method in the study [12] has a bad result if applied in the Indonesian language 
domain. This may be due to Indonesian language which has many regional dialects, so that a word can have  
a different pattern. 
Dynamic thresholding in research [12] uses a single threshold for the entire image or global 
threshold. Single threshold in such technique will be difficult to distinguish the background and  
the foreground fields in the spectrogram images with more than two regions due to varying intensities and 
noises in the images [13]. In such condition, some threshold values are needed for each pixel in a particular 
region using local adaptive thresholding technique. 
In this study, continuous speech segmentation is performed using local adaptive thresholding 
technique to produce binary spectrogram images. This thresholding technique has been applied to 
binarization and image segmentation processes in several previous studies [14-17]. The binary image, results 
of the binarization is then processed using improved blocking block area method so that there will be word 
blocks based on the number of pixels for each column. Each block is a word segment that results from  
the segmentation process. There are several local adaptive thresholding methods including Niblack [18], 
Sauvola [19], Bradley [20], Guanglei Xiong [21] and Bernsen [22]. The performance of each method will be 
compared in this study for continuous speech segmentation. 
 
 
2. RESEARCH METHOD  
This research is divided into three steps, namely data collection, segmentation and testing.  
The following is an explanation of each step. 
 
2.1.  Data collection 
The data was taken by recording four people who have different dialects in Indonesia. Each person 
says 20 sentences, that is: 
 
S1 abang bercerita sesuatu yang bagus 
S2 bapak ibu pergi bersama adik 
S3 bibi mulai terkenal sore ini 
S4 cincin kawin dari bahan permata 
S5 dia punya dua mobil hitam 
S6 hidup itu seperti sekotak coklat 
S7 kamu jangan jadi judes juga 
S8 kapan kita main bola pantai 
S9 karena keju adalah susu sapi 
S10 kompor kredit berwarna merah muda 
S11 maaf atas kejadian senin lalu 
S12 makan kuning telur setengah matang 
S13 masinis kereta berbaju biru tua 
S14 nanti siang saja kata berbahaya 
S15 pabrik gula pasir ada lima 
S16 paman meninggal saat dulu sekali 
S17 pantun tentang pisang dan sayur 
S18 siapa suka anak kecil lucu 
S19 sulap tepung terigu rasa roti 
S20 tukang tipu sudah tertangkap juga 
 
2.2.  Segmentation  
There are five processes in continuous speech segmentation, namely Generate Spectrograms, 
Binarization, Morphological Operations, Improved Blocking Block Areas and Boundary Detection as shown 
in Figure 1. 
 
2.2.1. Generate spectrogram 
Generate Spectrogram converts sound signals into images of sound signal intensity that have 
different densities. The spectogram functions to identify and group the sound input in phonemic way.  
The image of the spectrogram is then converted into a grayscale image to be able to do binarization using 
local adaptive thresholding. The image of the spectrogram from the speech signal of "dia punya dua mobil 
hitam" is shown in Figure 2. 
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Figure 1. Process block of segmentation 
 
 
 
 
Figure 2. Speech signal and spectrogram image of “dia punya dua mobil hitam” 
 
 
2.2.2. Binarization using local adaptive thresholding 
The binary image of spectrogram is obtained through a Binarization process using local adaptive 
thresholding technique. This technique will produce a threshold value used to group the intensity of  
the input image into two values (background or foreground). 
a. Niblack 
Niblack determines the threshold value based on the local mean and local standard deviation. Both 
are calculated in a window with the size of m x n based on the neighborhood value of the pixels, so that each 
pixel has a different threshold value. The formula to calculate the threshold value is [18]: 
 
𝑇(𝑖, 𝑗)  =  𝑚(𝑖, 𝑗)  +  𝑘 ·  σ(𝑖, 𝑗) (1) 
 
where : 
k : a constant that has a value between 0 and 1 
𝑚(𝑖, 𝑗) : the local mean of the pixel in the local window 
𝜎(𝑖, 𝑗) : the local standard deviation of the pixel in the local window 
The process of obtaining a binary image using Niblack is shown in Figure 3. 
b. Sauvola 
Sauvola determines the threshold value based on the local mean and the local standard deviation,  
the same as Niblack, because it is a development of Niblack method. The difference is that there is an R 
value in the Sauvola formula. R is the dynamic range of the standard deviation or the maximum value of  
the standard deviation obtained. The formula to calculate Sauvola threshold value is [19]: 
 
𝑇(𝑖, 𝑗) = 𝑚(𝑖, 𝑗) ∗  [1 + 𝑘 (
𝜎(𝑖,𝑗)
𝑅
− 1)] (2) 
 
where : 
𝑚 = the mean for all windows 
𝜎 = the standard deviation for all windows 
k = a constant (0-1) 
R = the dynamic range of the standard deviation 
The process of obtaining a binary image using Sauvola is shown in Figure 4. 
c. Bradley 
Bradley determines the threshold value based on the local mean and the average value of brightness. 
The local mean is also calculated in a window with the size of m x n based on the neighborhood value of  
                ISSN: 1693-6930 
TELKOMNIKA Telecommun Comput El Control, Vol. 18, No. 1, February 2020:  407 - 418 
410 
the pixels, so that each pixel has a different threshold value. Meanwhile, the average value of brightness 
depends on the constant value T (in the range of 1-100). The threshold value of Bradley method can be 
calculated as follows [20]: 
 
threshold = 𝑙𝑜𝑐𝑎𝑙 𝑚𝑒𝑎𝑛 ∗ (1 −
𝑡
100
) (3) 
 
the process of obtaining a binary image using Bradley is shown in Figure 5. 
d. Guanglei Xiong 
Guanglei Xiong determines the threshold value based on the local mean or the local median, and 
depends on a certain constant value in the range of 0-255. In this study, the threshold value is determined 
using local mean, because the average value of neighborhood for a pixel with the size of m x n is more able 
to represent the value of the pixel than using the local median. The threshold value of Guanglei Xiong can be 
calculated as follows [21]: 
 
T =  mean −  C atau T =  median −  C (4) 
 
The process of obtaining a binary image using Guanglei Xiong is shown in Figure 6. 
e. Bernsen 
Bernsen determines the threshold value based on the local mean, the local contrast, and the threshold 
value of contrast. Local contrast is the initial determinant of the threshold for two conditions, that is, if  
the local contrast value is less than the threshold value of contrast k, the pixel will be set to the background or 
the foreground depending on the global midgrey value. Whereas if the local contrast value >= the threshold 
value of contrast, it will be set to the background or the foreground depending on the local mean value.  
The threshold value of Bernsen method is calculated as follows [22]: 
 
𝑇(𝑥, 𝑦) = 0.5(𝐼max(𝑖,𝑗) +  𝐼min(𝑖,𝑗)) (5) 
 
and the provided contrast is calculated as follows: 
 
𝐶(𝑖, 𝑗)  =  𝐼𝑚𝑎𝑥(𝑖, 𝑗)  − 𝐼min(𝑖, 𝑗)  ≥ k (6) 
 
where : 
𝐼max(𝑖,𝑗) = The maximum gray value in the local window 
𝐼min(𝑖,𝑗) = The minimum gray value in the local window 
𝑘 = The threshold value of contrast 
The process of obtaining a binary image using Bernsen is shown in Figure 7. 
 
2.2.3. Morphological operations 
Morphological operations are performed to reconstruct and eliminate imperfections in the image 
structure the binary image [23, 24] that improve results from the segmentation process to make it more 
smooth. 
a. Erosion 
Erosion aims to reduce the edge of the object. This process matches whether there are any objects (image 
pixels) of the foreground that come into contact with the background, if any, the foreground value that 
makes a contact is changed according to the background value [25]. 
b. Dilation 
Dilation is the opposite of erosion with the same concept [25]. This process matches whether there is  
a part of the element structure that comes into contact with the background when the center of  
the element is foreground. If there is, the background value matches the foreground value. 
 
2.2.4. Image blocking using improved blocking block area 
The improved blocking block area method aims to change the binary image of a spectrogram that 
has gone through morphological operations into a block image by applying the concept of overlapping 
columns. The method works by breaking the image into several frames then calculating the luminance value 
0 and the luminance value 1 for each frame. If the luminance value 0 reaches 45% or more than the number 
of pixels in the frame, the frame will be colored in black. Whereas if the luminance value 1 reaches 55% or 
more, the frame will be colored in white. Furthermore, all of the pixel values in the frame will be changed to 
white if the frame is white and the next frame is white. Aside from that, all of the pixel values in the frame 
are changed to black. 
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Figure 3. Flowchart to obtain binary image using niblack 
 
 
 
 
Figure 4. Flowchart to obtain binary image using sauvola 
                ISSN: 1693-6930 
TELKOMNIKA Telecommun Comput El Control, Vol. 18, No. 1, February 2020:  407 - 418 
412 
 
 
Figure 5. Flowchart to obtain binary image using bradley 
 
 
 
 
Figure 6. Flowchart to obtain binary image using guanglei xiong 
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Figure 7. Flowchart to obtain binary image using bernsen 
 
 
2.2.5. Boundary detection and word segmentation 
The block image that has been obtained is then processed to determine the initial and the final 
boundaries for each block. The coordinates of the initial and the final boundaries of each block are calculated 
according to the overall value of the block image column. Furthermore, the results of these percentages are 
used as a guidance in the process of cutting the voice [12]. 
 
2.3.  Testing 
Segmentation testing is conducted by using five local adaptive thresholding methods  
and improved blocking block area method with a combination of several parameters. It has six scenarios  
as follows. 
− Scenario 1, the segmentation uses Niblack method with increment process where the window value 
increase by 15 starting from window size = 15 to window size = 165. 
− Scenario 2, the segmentation uses Sauvola method with a increment process where the window value 
increase by 15 starting from window size = 15 to window size = 165. 
− Scenario 3, the segmentation uses Bradley method with a increment process where the window value 
increase by 15 starting from window size = 15 to window size = 165. 
− Scenario 4, the segmentation uses Guanglei Xiong method with increment process where the window 
value increase by 15 starting from window size=15 to window size = 165. 
− Scenario 5, the segmentation uses Bernsen method with increment process where the window value 
increase by 15 starting from window size = 15 to window size = 165. 
− Scenario 6, comparing the five scenarios above. 
Segmentation testing uses 80 sentences in the form of continuous speech which consists of 20 sentences 
spoken by 4 different people (O1, O2, O3, O4). Then calculate the accuracy in segmenting word correctly 
with equation as below. 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑤𝑜𝑟𝑑 =  
∑ 𝑡ℎ𝑒 𝑤𝑜𝑟𝑑 𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑒𝑑 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦
∑ 𝑎𝑙𝑙 𝑜𝑓 𝑡ℎ𝑒 𝑤𝑜𝑟𝑑𝑠
∗ 100%  (7) 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 =  
∑ 𝑡ℎ𝑒 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑤𝑖𝑡ℎ 𝑒𝑎𝑐ℎ 𝑤𝑜𝑟𝑑 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑒𝑑
∑ 𝑎𝑙𝑙 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠
∗ 100%  (8) 
 
 
3. RESULTS AND ANALYSIS  
3.1. Testing result 
Figure 8 shows the accuracy of segmentation results using Niblack with the highest accuracy of 99% 
for word accuracy and 95% for sentence segmentation achieved when the window size is 75x75. Figure 9 
shows the accuracy of segmentation results using Sauvola with the highest accuracy of 97% for word 
accuracy and 86% for sentence segmentation achieved when the window size is 90x90. Figure 10 shows  
the accuracy of segmentation results using Bradley with the highest accuracy of 88% for word accuracy and 
58% for sentence segmentation achieved when the window size is 90 x 90. Figure 11 shows the accuracy of 
segmentation results using Guanglei Xiong with the highest accuracy of 89% for word accuracy and 60% for 
sentence segmentation achieved when the window size is 90x90. Figure 12 shows the accuracy of 
segmentation results using Bernsen with the highest accuracy of 97% for word accuracy and 86% for 
sentence segmentation achieved when the window size is 75x75 and 90x90.  
 
 
 
 
Figure 8. Graph of segmentation results for scenario 1 
 
 
 
 
Figure 9. Graph of segmentation results for scenario 2 
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Figure 10. Graph of segmentation results for scenario 3 
 
 
 
 
Figure 11. Graph of segmentation results for scenario 4 
 
 
 
 
Figure 12. Graph of segmentation results for scenario 5 
 
 
A comparison of the highest results of these five scenarios can be seen in Figure 13. From this 
figure, it can be seen that the highest accuracy of each method is achieved when the window size is 75x75 or 
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90x90. Above and below this window size, accuracy decreases. This can show that the optimal accuracy is in 
the range 60-90 or 90-105. 
 
 
 
 
Figure 13. Graph of segmentation results for scenario 6 
 
 
3.2. Analysis of segmentation result 
 The best result is influenced by the parameter values for Niblack method as can be seen in  
Figure 14 and Figure 15. 
 
 
    
 
Figure 14. Result of binarization (left) and result of improved blocking block area (right) using niblack 
method with parameter values (window = 15 and k = 0.2) 
 
 
The two images above show a comparison of the segmentation results with different window 
parameters that affect the segmentation results. The segmentation results with window = 75 can produce 
better spectrogram binary images than using window = 15, the quality of the blocking results of the 
spectrogram image is also indirectly influenced by the quality of the binary image. 
 
 
    
 
Figure 15. Result of binarization (left) and result of improved blocking block area (right) using niblack 
method with parameter values (window = 75 and k = 0.2) 
 
 
Based on Figure 8 until Figure 12, it is shown that the window size has an effect on the accuracy of 
the segmentation aside from having other parameters. The accuracy of the segmentation will reach  
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the optimal point at a certain window range of 75 ≤ window < 105. The smaller or the larger the window size 
is, the smaller the accuracy will be. That is because the window size at a certain range (each method is 
different) can properly represent each pixel around it, so that the resulting binary image can clearly show  
the boundaries of each word. Besides of window size, the quality of recorded speech also influences  
the results of accuracy, for example accuracy produced by the first person and fourth person is always better. 
This is due to the effect of intonation, noise (environmental conditions, speaker sound conditions and 
high/low consistency of sound) at the time of recording that will be seen in the speech spectrogram image. 
 
 
4. CONCLUSION 
The best Local Adaptive Thresholding method for thresholding in the segmentation process in this 
study is Niblack method with an accuracy of 95%. The best result in segmentation process using local 
adaptive thresholding and improved blocking block area is influenced by parameter values in local adaptive 
thresholding method. The optimum parameter value is obtained using Niblack method with window = 75 and 
k = 0.2 which can result to a fairly good segmentation, carried out with various experiments using several 
parameter values. 
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