We estimate the von Neumann entropy infimum for the output of the Weyl channels being covariant with respect to the maximum commutative group. In qubit case, such the class includes the quantum depolarizing channel and the "two-Pauli" channel as well. For the dimesion d = 2 our approach allows to prove the additivity conjecture for the Holevo-Schumacher-Westmoreland bound. Our method is based upon using the decreasing property of the relative entropy. Earlier we had shown that the method gives the proof of the additivity conjecture for the quantum depolarizing channel in any prime dimension.
Introduction
Let H be a finite-dimensional Hilbert space. Denote σ(H) the set of states (positive unit-trace operators) in H. The linear map Φ :
σ(H) → σ(H) is said to be a quantum channel if Φ * is completely positive ( [8] ). The quantum channel Φ is called bistochastic if Φ( where S(x) = −T rxlogx is the von Neumann entropy of x and the supremum is taken over all probability distributions π = (π j ) r j=1 , 0 ≤ π j ≤ 1, r j=1 π j = 1 for all r ∈ N. The additivity conjecture states ( [1] ) that for any two channels Φ and Ψ C 1 (Φ ⊗ Ψ) = C 1 (Φ) + C 1 (Ψ).
If the additivity conjecture holds, one can easily find the capacity C(Ψ) of the channel Ψ by the formula C(Ψ) = lim n→+∞ C 1 (Ψ ⊗n ) n = C 1 (Ψ) (see [9] ). At the moment, the additivity conjecture is proved for a number of different cases ( [9, 12, 13, 15, 5, 3] ). The crucial role was played by C. King who proved [12, 13] the additivity conjecture for all bistochastic qubit channels as well as for the quanum depolarizing channel. In [2] it was shown that the additivity conjecture for the channels of the form Ψ • Φ, where Φ is the quantum depolarizing channel and Ψ is the phase damping can be proved by means of the decreasing property of the relative entropy [14] . In the present paper we continue to study a possibility to use the decreasing property of the relative entropy to estimate the von Neumann entropy of the output of a quantum channel.
Recently the representation of quantum channels by means of the discrete Weyl group were discussed in different contexts ( [2, 4, 7, 11] ). 
0 ≤ m, n, m ′ , n ′ ≤ d − 1. We shall call U m,n by a Weyl operator. Notice that
We shall consider bistochastic quantum communication channels of the following form
x ∈ σ(H), where 0 ≤ π m,n ≤ 1,
π m,n = 1, is an arbitrary probability distribution. We shall call (3) by a Weyl channel. 
where 
Then,
j=0 are the mutually unbiased bases. Anywhere in this paper we consider the mutually unbiased bases defined by the formula (5).
Consider the set of unit vectors
and the convex set A d generated by the projections |g >< g|, g ∈ G d . Let K be an arbitary finite-dimensional Hilbert space. Our goal will be to prove the following theorem:
Theorem. Suppose that d is a prime number and the Weyl chan-
Remark. The estimation from below stated in Theorem is achieved for any factorizable state
The quantum channel Φ is said to be covariant with respect to the group U being a subgroup of the group of all unitary operators in
The channels introduced in Theorem are covariant with respect to the maximum commutative group of unitaries U d . If d = 2, a role of the maximum commutative group of unitaries can be played by all multiples of the group SO(2) consisting of all rotations in H implemented by the matrices of the form
It is straightforward to check that the bistochastic qubit channel determined by the triple [λ 1 , λ 2 , λ 3 ] is covariant with respect to the group of rotations iff λ 1 = λ 3 . Thus, this class includes the quantum depolarizing channel [λ, λ, λ] and the "two-Pauli" channel [λ, 1 − 2λ, λ] as well. We shall show that if d = 2 the algebra A 2 = σ(H). Hence, the additivity conjecture for the entropy infimum of these two channels immediately follows from Theorem. It was shown in [12] that if the additivity conjecture holds for the qubit depolarizing channel and the "two-Pauli" channel, then it holds for all bistochastic qubit channels. Hence, in particular, it follows from Theorem that the additivity conjecture holds for all bistochastic qubit channels.
2 Orbits of the maximum commutative group of unitaries.
Lemma.Given complex numbers a, b, |a| 2 + |b| 2 = 1 there exist the real numbers φ, ψ, α ∈ [0, 2π] such that e iφ a + e iψ b = 1,
Proof. Pick upφ,ψ such that cosφ = sinψ = |a|, − sinφ = cosψ = |b|. Then, φ =ψ − arg(a), ψ =ψ − arg(b), cos α = cos(2φ), sin α = sin(2φ) give us the solution. Proposition 1. Suppose that d = 2. Then, G 2 = H and A 2 = σ(H).
Proof. Take a vector g ∈ H. Suppose that the coordinates of g in the basis e 0 , e 1 are < e 0 |g >= a, < e 1 |g >= b. Let the numbers φ, ψ, α ∈ [0, 2π] are defined by Lemma. Determine the unitary operator U ∈ U 2 by the formula U = e iφ |e 0 >< e 0 | + e iψ |e 1 >< e 1 |, then, it follows from Lemma, that
Denote by M d and M (0) the algebra of all d × d matrices and its subalgebra generated by the cyclic group {U m,0 , 0 ≤ n ≤ d − 1}, respectively. Let U d be the maximum commutative group constructed by means of the basis (e j )
3 The Weyl channels being covariant with respect to the maximum commutative group of unitaries.
The Weyl operators U m,n satisfying the relation (1) form the basis in the algebra of all d × d matrices. Moreover, the action of a Weyl channel (3) on the Weyl operator U s,t is given by the formula
where
Then The Weyl channel is covariant with respect to the maximum commutative group U d .
Proof. Denote M (n) the algebra of matrices generated by the Weyl operators W m,n , 0 ≤ m ≤ d − 1. Due to Proposition 2 a unitary operator W ∈ U d can be represented as
. It follows that if the condition of Proposition takes place, we get
Then the Weyl channel (3) is covariant with respect to the maximum commutative group U d . (3) is the quantum depolarizing channel,
Remark. If π
Proof.
In the case,
So, the result follows from Proposition 3.
4 The estimation of the output entropy.
In this section we shall use the approach introduced in [2] . Fix the positive numbers 0
r m = 1 and consider the Weyl channel
x ∈ σ(H). Proposition 5. Suppose that d is a prime number, then the Weyl channel (7) can be represented in the form
Proof.
Let us compare the equations (7) and (8) . In (8) 
(corresponding to each the channel Φ k ). Hence,
Then, let us claim
Hence,
Given two states ρ and ρ, let S(ρ, ρ) = T r(ρ log ρ) − T r(ρ log ρ) be the Umegaki relative entropy [16] . Due to [14] the following property holds,
for any (not necessarily bistochastic) quantum channel Φ. Using this property it is possible to estimate the entropy of the output of a quantum channel. Although the following statement follows from Proposition 2 in [2] , we shall restate it here in much clear form.
Then, given an integer k, 0 ≤ k ≤ d − 1, there exists the onedimensional projection P in K such that the following estimation holds
Proof. Fix x with the property formulated in Proposition and define a quantum channel Ξ k,
Notice that E k (·) is the conditional expectation to algebra of fixed elements of the cyclic group
The decreasing property of the relative entropy [14] gives us the estimation:
On the other hand,
Here we used the equality E k • (Φ k ⊗ Id) = E k which holds because E k is the conditional expectation to the algebra of elements being fixed with respect to the action of Φ k . It follows from the condition of Proposition that
|f j >< f j | ⊗ x j , x j ∈ σ(K).
Thus,
S(x j ) ≥ (11)
where ρ ∈ σ(K) is such that S(ρ) = min 0≤j≤d−1 S(x j ). Suppose that ρ = x j 0 , then if P = |f j 0 >< f j 0 |, we get ρ = dT r H (P x).
Combining (9), (10), (11) and (12) we get the result we need. Notice that the theorem we are ready to prove now is a generalization of Proposition 3 proved in [2] . Below λ n , 0 ≤ n ≤ d − 1, are the same as in Proposition 5 and Theorem.
Proof of Theorem. It follows from the conditions of Theorem that there exists the unitary operator W ∈ U d such that the projection y = (W ⊗ I K )x(W * ⊗ I K ) satisfies the equality Applying Proposition 6 to S((Φ k ⊗ Id)(y)) we obtain the result.
