ABSTRACT This paper investigates the use of dynamic linear modeling and maximum likelihood estimator for water quality model structure identi cation. In addition to the posterior trajectories of model's parameters, the proposed method also examines the trajectory of the estimated prediction error variance. The premise is that the model predictability should beimproved as we move down in a time series. If absurd variation in either the trajectories of model's parameter or the trajectory of the model's prediction error variance is observed, the adequacy of the candidate model should be questioned. This method is applied to three candidate models using the time series data from the River Cam, and it is shown that both the trajectories of model's parameters and the trajectory of prediction standard deviation are important in exposing the structural weakness of a candidate model. KEYWORDS Bayesian statistics; BOD; dynamic linear modeling; Kalman lter; maximum likelihood estimator; model predictability; model structure identi cation; river water quality INTRODUCTION Water quality models have been used extensively in environmental management practices. Model selection is an important, but often neglected, part of the work. If an over-simpli ed model is used, the model may not be able to respond to some site-speci c changes in the water body, and this may lead to biased prediction. When an over-complicated model is used, not only does it require unnecessary extra e ort in data collection and parameter estimation, but also high uncertainty in the model prediction may result due to uncertainties in the increased processes and parameters of the model. In many cases, it is almost impossible to quantify the model uncertainty; as a consequence, the model prediction is often questionable Beck, 1987; Reckhow, 1994 . Selecting the right model is the process of identifying the right model structure or exposing weakness in constituent model hypotheses. This paper presents an application of dynamic linear modeling West and Harrison, 1987 and maximum likelihood estimator MLE for model structure identi cation. This work is closely related to the works of Beck 1974 , Beck and Young 1976 , and Stigter and Beck 1994 , in that model structural failures are exposed by using a recursive parameter estimation algorithm see Young, 1978. Compared to the extended Kalman lter EKF and its modi cation e.g., LEKF of Ljung, 1979 used by Beck and others, the method presented here has two advantages. First, by using MLE, it avoids the linear approximation process in EKF and its modi cation. Second, it provides a robust method for error variance estimation by employing a hierarchical Bayesian model. In the following section, we present the dynamic linear modeling approach and a maximum likelihood
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THE DYNAMIC LINEAR MODELING AND MAXIMUM LIKELIHOOD ESTIMATOR
As presented in Beck 1987 , most water quality models can beexpressed in the form of a state-space model:
X t = A t X t,1 + B t u t,1 + w t 1 Y t = F 0 t X t + v t 2 In this study, w e assume the observation error v t has a normal distribution with 0 mean and an constant, but unknown, variance V i.e., v t N0; V . Furthermore, the inverse of V = 1=V is assumed to have a gamma distribution with unknown shape and scale parameters gamman 0 =2; d 0 =2 . Consequently, the expected value of V is estimated by S 0 = d 0 =n 0 . The model error w t is also assumed to have a normal distribution with 0 mean and an unknown not necessarily constant variance w t N0; ! t V . Model parameters are embedded in A t and B t . Let D k be information at time k; we assign initial information D 0 = fd 0 ; n 0 ; ! 0 ; m 0 g, where m 0 is the initial mean value of the state variable. The initial state variable X has a normal distribution: X 0 jD 0 Nm 0 ; ! 0 V . Integrating out the unknown variance V , results in: X 0 jD 0 T n 0 m 0 ; C 0 , where T n 0 represents a student-t distribution with n 0 degrees of freedom, and C 0 = ! 0 S 0 .
In general, at any time step t , 1 the state variable can be described by a student-t distribution X t,1 jD t,1 T n t,1 m t,1 ; C t,1 , and the predictive distribution of X for the next time step is X t jD t,1 T n t, By assigning a unit initial likelihood L0; = 1, the density pry t jy t,1 ; is easy to calculate for a given parameter value, and the likelihood function Lt; is evaluated recursively. The MLE of can beestimated numerically by running many parallel simulations, each with a di erent parameter value. Under each simulation, the parameter is treated as known, and the MLE at each sampling incident is chosen to be the one that produces the largest likelihood value. When combined with proper prior distribution of the parameter, these likelihood values can be used to compute the posterior distribution of the parameter. Because the likelihood function is evaluated at each time step, when comparing two candidate models, we can also examine the trajectory of maximum likelihood ratio MLR. A MLR of two models indicates, empirically, which model ts data better. Alternatively, when the proper prior distribution of the model parameter is available, one may estimate the Bayes factor for each model and select the appropriate model accordingly.
CASE STUDY: RIVER CAM The River Cam study was rst done by Beck 1974 , and since then the data set has been used by many researchers primarily in the area of model parameter estimation and structure identi cation Beck and Young, 1976; Moore and Jones, 1978; Stigter and Beck, 1994 . Because of these studies on the data set, the river and the data set are well understood, and it has served as a bench mark for testing new methods. The data set, collected in the summer of 1972, consists of 80 daily measurements of BOD, DO, and four other variables taken from each end of a 4.7 km long reach of the River Cam, a tributary of the Great Ouse River in England. The reach is located immediately downstream of the e uent outfall of a wastewater treatment plant. A weir is located between the outfall and the upstream sampling site, and another at the downstream boundary of the reach. Details of the experiment and a complete description of the modeling e orts for the prediction of DO and BOD is in Beck 1974 , 1978 . Beck and Young 1976 demonstrated the use of EKF for model structure identi cation using this data set. In this section, three models used in Stigter and Beck 1994 are used to test the new method. The rst candidate model Model 1 is the rst order CSTR model for BOD: dL dt = ,
where, L is the BOD concentration mg L, Q 1 is the stream ow rate m 3 day at the downstream site, L 0 and Q 0 are the BOD and ow rate, respectively, at the upstream site, V 1 is the volume of the reach m 3 , and k is the BOD rate constant 1 day. The rst enhancement Model 2 is to add z 1 to Model 1 as the rate of BOD addition by lateral in ow entering along the reach: dL dt = ,
The second enhancement Model 3 is to account for the growth of algae using sustained sunlight e ect, S t , an empirical measure of the limiting e ects of sunlight and temperature on algae growth. S t is de ned by the low pass lter:
I t = I t,1 + 1 C where s t denotes the sunshine hours incident on the reach during day t, C is the time constant of the low pass lter in days, T t is the river water temperature C with mean T, and I is the threshold level of the sustained sunlight e ect. The third candidate model is: dL dt = ,
The discrete time solution to the third candidate model is:
where, = exp,k + Q 1 V 1 t, and = 1, k+Q 1 =V 1 . The solutions for Model 1 and Model 2 can be obtained by removing z 3 S t from equations 8, or by replacing z 3 S t with z 1 , respectively. Taking into account the fact that a model is only an approximation of the BOD dynamics, system noise terms are added to the BOD equations, and z i i = 1 and 3 are modeled as a random walk: z i t + 1 = z i t + i t. Therefore equation 7 can beexpressed in terms of a space-state model as in equations 1 and 2. Figure 1 shows results from the three candidate models. Figure 1 is obtained by running 250 parallel simulations each with a di erent k value between 0.0 and 1.0 1 day. The three panels in the rst row show the model predictions solid line and actual observations clear circles of the down stream BOD. We note that judging from these plots, the improvement o f M o d e l 2 o ver Model 1 is not obvious. However, Model 3 shows a much better t to the data. As shown in the works of Beck and others cited earlier, the signi cant mismatch of Model 1 and Model 2 appears at about day 40, when the water temperature was the highest and the daily sunlight hours were also long, suggesting possible high algae productivity. The signi cantly improved t of Model 3 is a con rmation of this hypothesis. The second row of Figure 1 shows the trajectories solid lines of the estimated BOD rate constant from the candidate models. The dashed lines are the 90 credible intervals of the estimated BOD rate constant assuming the prior distribution of the rate constant is uniform between 0 and 1. As in Beck and Young 1978 , the trajectory of the estimated k for Model 1 is not stable around day 40. Model 2 in this study does not improve the stability of the k trajectory in the same period, but stabilized the trajectory in the last 20 days. This result is desired since, as Beck and others pointed out, the collapse of model structure around day 40 is caused by the two models' inability to simulate algae growth. When EKF was used in Beck and Young 1978 , the k trajectory from Model 2 is fairly stable and the collapse may not be easily identi ed from the trajectory alone. A possible reason is that EKF and LEKF use directly the constant model parameter assumption in the parameter estimation process as shown in equation 3 of Stigter and Beck 1994 . While in the MLE, constant model parameter is not assumed; therefore, it is more exible and easy to re ect any structural collapse. We note that the posterior distributions of the estimated k are not symmetric also Figure 2 . In other words, when the MLE is used as the estimate, the estimation error is not symmetrical about its mean. Predictability should bethe most important c haracteristic of a model. For this reason, one-day-ahead prediction residuals of the three candidate models are presented in the third row of Figure 1 . These residuals are standardized, i.e., they are the true residuals divided by the estimated observation error standard deviation. When a model is correctly speci ed, we w ould expect that most of these standardized residuals 95 are between 2, with no apparent pattern. For Model 1 and Model 2, we note that an apparent cyclical pattern appears around day 35, and we see quite a few residuals lie beyond the 2 region. For Model 3, there is no apparent pattern in the residual plot before day 60; however, all residuals after day 60 are positive. Another measure of model predictability i s the prediction error standard deviation for the three candidate models, shown in the fourth row. We expect the standard deviation from a correctly speci ed model will decrease as we use more and more data down the time series, until we reach the minimum prediction variance. Any sustained increase in prediction error variance should be viewed as a possible collapse of model structure. A sustained increase is observed in the trajectories from Model 1 and Model 2, around day 40. A second increase, although less obvious, is around day 75. The trajectory from Model 3 shows a clear decreasing trend before day 60, despite the three temporary increases. Between day 60 and day 75, the trajectory is stable, indicating a minimum prediction error standard deviation. An apparent permanent increase appears after day 75, which m a y point to a further weakness of the model structure, as discussed in Beck 1974 . It should be noted that the temporary increases appear only when Model 3 is used. This may becaused by the low-pass lter used for simulating algae growth e.g., the selection of T and I.
CONCLUSION AND DISCUSSION This paper presents a new method for water quality model structure identi cation. The new method uses the maximum likelihood estimator to avoid the linear approximation as in EKF and LEKF, and uses the dynamic linear modeling approach to estimate the distribution of prediction error variance. When applied to the River Cam data set, it is shown that the new method provides a more sensitive model parameter trajectory, as shown in panel b2 of Figure 1 the dip" in the k trajectory around day 40 is signi cant. The parameter z 1 in Model 2 cannot be estimated based on any p h ysical process, therefore it is modeled as a random walk. The e ect of z 1 from a statistical point of view is to reduce the variance of model error w t . In other words, it serves as a second error term. With z 1 accounting for additional variation, it is easy to understand the much wider posterior 90 credible intervals of the estimated k for model 2 compared with Model 1. This sensitivity is achieved by using MLE. We did not report the trajectories of z 1 and z 3 in this paper since they are similar to the results in Beck and others cited earlier.
Because of the dynamic linear modeling approach, it is possible to estimate the distribution of prediction error variance, instead of a single point estimate. With this distribution, we have a second source of information on the weakness of model structure. It is critical to point out that a model's predictability should be the primary concern of any model structure identi cation work, since, ultimately, we are interested in prediction. The normality assumption on the prediction error is not always a reasonable one. We may often confront error distributions with fatter tails. Using a hierarchical structure, the error distribution is modeled by a student-t distribution which is more exible. Of course, ideally it would be better to avoid any preemptive assumptions on the error distribution all together, and let the data speak" for themselves. This topic is under investigation by the author. Another topic that is not explored thoroughly in this paper is the posterior distribution of the estimated BOD rate constant. Figure 2 shows the posterior distributions estimated from the three candidate models for days 40, 65, and 80 the same unit uniform prior distribution is used. These posterior distributions can provide additional information on their respective candidate models in that they present the accuracy or the lack of of the estimated model parameter. With the posterior distributions of the model's parameter, not only can one examine the variability of the trajectory of the mode as in Figure 1 , but also can one judge the variance of the posterior distribution and decide whether it re ects a distinct pattern, as in the exploratory analysis using HYS algorithm Beck, 1987 . Another use of these posterior distributions is to calculate the Bayes factor or likelihood ratio Berger, 1985 when comparing two models. The idea is when deciding whether or not to add a term for a minor mechanism, one should consider the bene t of improved model predictability and the cost of a more complicated model. Figure 3 shows the likelihood ratios in log-scale of Model 2 over Model 1, and Model 3 over Model 2. For example, if the ratio of the cost of Model 3 over the cost of Model 2 is signi cantly larger than the likelihood ratio of Model 3 over Model 2, one should consider Model 2 instead of Model 3. 
