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First, this publication presents the experimental validation of a road rough-
ness classification method. Second, an impact detection strategy for two-
wheeled vehicles is proposed including a classification of service loads, mild
special events, and severe special events. The methods presented utilise the
vehicle’s onboard signals to gather field data. The modular road roughness
classification system operates with the vehicle’s transfer functions, and con-
tinuously classifies the road profile, according to ISO 8608. The method was
successfully validated on test tracks with known road profiles. The impact
detection strategy was developed using a supervised machine learning tech-
nique. Six road obstacles were ridden over using different velocities to invoke
mild and severe special events. The most popular classifiers were trained for
comparison and prediction of future observations. The developed impact de-
tection strategy shows a high accuracy and was successfully validated using a
k-fold cross-validation. The combination of the road roughness classification
system and the impact detection strategy, enables a holistic field data ac-
quisition of customer usage profiles, in the context of durability engineering.
The collection of customer usage profiles improves vehicle design targets and
enables a virtual load acquisition.
Keywords: Road roughness classification, ISO 8608, impact detection, su-
pervised machine learning, customer usage profiles, two-wheeled vehicles
1 Introduction
The present publication combines a road roughness classification method with an impact
detection strategy, in the context of durability engineering. Both methods are presented
as an application for two-wheeled vehicles and were validated by experiments. The
estimation and evaluation of the actual road roughness with the vehicle’s onboard signals,
has been the focus of many publications. The information about road roughness is
often applied for active suspension systems or road surface maintenance. In the present
research, the current road roughness is revealed and classified, to obtain a distribution
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of driven road classes, in the sense of field data collection. The underlying method of
estimating the road roughness was developed by Gorges et al. [1] and is experimentally
validated in the present publication. The modular road roughness classification system
utilises the vehicle’s transfer functions and classifies the road profile according to ISO 8608
[2]. A measurement campaign was carried out, which included rough, unpaved roads and
obstacles for the experimental validation. The methods have been tested and validated
with a real motorcycle ridden on test tracks, which were surveyed by a 3D roughness
measurement system. The collection of driven road classes is part of gathering customer
usage profiles, which improve vehicle design targets, especially in terms of lightweight
design. Furthermore, customer usage profiles enable a virtual load acquisition on virtual
test tracks. Thus, the knowledge about driven road classes is an improvement in the
product development.
In the context of durability, the combination of customer behaviour and road roughness
indicates whether the loads that occur are considered as service loads, special events, or
even misuse events, as Figure 1 shows. According to the authors, an increase in the vehicle
velocity induces higher loads for a given road roughness, and vice versa, see Figure 1a.
Especially in the automotive industry, and referring to Matz [3] and Pötter [4], customer
loads are divided in three categories: service loads, special events, and misuse events,
as shown in Figure 1b. On the one hand, this separation is characterised by statistical
considerations. On the other hand, this distinction is necessary for product liability and
warranty. For example, an off-road motorcycle is designed for unpaved roads and even
small jumps, which means, up to a specific threshold, the impacts of these events are
regarded as service loads. While for a superbike, the manoeuvres described would be
regarded as special events or misuse events. Johannesson and Speckert [5] described the
customer load distribution “in terms of vehicle-independent load environment together
with the vehicle usage and the vehicle dynamics”. This description coincides with the
presented derivation of customer loads.
Service loads occur during the normal use of the vehicle, which is often called the
intended purpose. They can be described by a continuously distributed load spectra
during the life of the vehicle. In the case of a motorcycle, service loads comprise accel-
eration and brake manoeuvres, cornering, and loads that occur due to the roughness of
the road surface. In addition to the service loads, the intended purpose also includes the
occurrence of special events. Special events are rare compared to service loads, and they
induce a higher load on the vehicle components. They are often characterised by impacts
from sudden events, for example, driving over a pothole. As special events are part of
the intended use of the vehicle, the components must be designed to sustain the loads.
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Figure 1 – Classification of customer loads.
After the occurrence of a special event, the vehicle still has to be fully operational.
Misuse events are per definition not part of the intended purpose, but they are also
considered during the vehicle design process. In engineering, the fail-safe principle is
applied, which means that the components should deform plastically along the load path.
This is called the damage chain. Figure 1b shows that in misuse events, the load severity
typically coincides with the structural strength of the components. The customer should
be able to clearly identify the damaged structure, and recognise that the components
were over-exposed in consequence of the misuse event. Misuse events are characterised
by a higher load level that exceeds a defined threshold, and are also often the consequence
of impacts, for example riding against, or over a significant obstacle. The load threshold
between special events and misuse events, is often determined by numerical simulation
and validated with experiments. Further aspects of misuse, in the context of structural
durability, have been discussed by Köhler et al. [6], Hauke [7], and Berger et al. [8]. The
methods presented can be categorised as condition monitoring systems. For two-wheeled
vehicles, the publication of Gorges et al. [9] shows a real-time, wheel force calculation,
with subsequent rainflow counting, to derive customer loads. An example for passenger
cars can be found in Matz [3].
The road roughness classification method presented, is designed for a continuous eval-
uation of the driven road classes. Due to the restrictions of the underlying full-vehicle
model, the method works under normal operation conditions, which means service loads.
The system is not intended for the detection of single events, for example passing over
obstacles, nor for the evaluation of the loads that occur. For this reason, the second part
of the present study investigates the development of an impact detection strategy. Since
the threshold between service loads, special events, and misuse events is, not defined by
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specific loads and strains, a machine learning approach was evaluated. Different road
obstacles were ridden over, at different velocities, to gather an adequate data set of la-
belled observations. Subsequently, various supervised machine learning techniques, in
form of classification, were evaluated. It is called supervised machine learning, because
the data set was labelled before the classifier was trained. Knowledge about the distri-
bution of special events during the product’s life, is highly valuable for improving vehicle
design targets.
This paper is organised as follows: Section 2 describes the measurement and evaluation
of longitudinal road profiles. Section 3 presents the experimental set-up and the test
tracks for the measurement campaign. Section 4 briefly explains the methodology for the
road roughness classification, and shows the adjustments for real operation conditions.
The impact detection strategy is presented in Section 5. Finally, Section 6 shows the
results of the study. Section 7 provides the publication’s findings.
1.1 Literature review for road roughness classification
As mentioned above, information about the road roughness has various applications.
González et al. [10], Harris et al. [11], and Ngwangwa et al. [12] presented methods
for estimating road roughness in the context of road maintenance. Furthermore, the
evaluation of the current road roughness makes active suspension systems possible, as
shown in [13–24]. Burger [25] and Fauriat et al. [26] developed methods of deriving
customer usage profiles in terms of durability, as was also the focus of Gorges et al.
[1]. Different techniques were utilised to estimate the road roughness. For example,
Ngwangwa et al. [12] and Yousefzadeh et al. [27] applied an Artificial Neuronal Network
(ANN) to reconstruct and classify the road profile, depending on the measured vehicle
responses. ANNs usually require high computational efforts for an online application and
a large set of training data. Recently, Qin et al. [21] utilised deep learning techniques
for classifying the road profile. Sliding mode observers were developed by Imine et al.
[28] and Rath et al. [29]. More examples of the application of control theory can be
found in Doumiati et al. [15, 16] and Tudón-Martínez et al. [18]. The control theory
methods cited require more signals than the present set-up can provide. The application
of Kalman filters was investigated by Doumiati et al. [13], Yu et al. [14], Jeong et al. [30],
Fauriat et al. [26], Wang et al. [19], and Qin et al. [22]. Tudón-Martínez et al. [17] also
examined an H∞ observer to estimate the road roughness. An inverse control problem
was formulated, and solved, by Burger [25] to estimate the road profile with the help
of the control-constraints method, which requires the solution of differential-algebraic
equations. Other mathematical optimisation techniques were applied by Harris et al. [11]
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and Nordberg [31]. An application of wavelet transformation was developed by Qin et al.
[23, 32, 33] and Solhmirzaei et al. [34]. Ben Hassen et al. [24] utilised the Independent
Component Analysis (ICA) for estimating the road profile with the responses of a full-
vehicle model. The rather simple, but fast, approach of estimating the road profile in the
frequency domain with the help of transfer functions, has been published by González
et al. [10] and Barbosa [35–37]. This approach was also utilised by Gorges et al. [1]
and extended to a full-vehicle model with a delayed real-wheel excitation. The novel
contributions of this research were a sliding window with a small time span and velocity-
dependant transfer functions. The proposed method of road roughness classification was
validated with a full-vehicle model and a numerical simulation. Since the study showed
quite promising results, the method has now been extended to real working conditions,
and validated with the help of experiments from the measurement campaign.
1.2 Literature review for the detection of road irregularities
A lot of road condition monitoring systems already exist. For example, De Zoysa et
al. [38] developed a system for public transport, to monitor road deterioration in third
world countries. They used a direct correlation of acceleration signals to the road surface
condition. Another example of crowd-based monitoring systems, is the Pothole Patrol
(P2) [39], which makes use of the GPS and vibration sensors mounted on taxis to monitor
the civil infrastructure in Boston. They use a threshold detection z_peak to detect
potholes, and a speed vs. z_ratio filter, to deal with the velocity dependency of the
signals. The system was successfully validated to detect potholes and other severe road
anomalies. The same technique is used by the Nericell and TrafficSense project, published
by Mohan et al. [40]. Perttunen et al. [41] used a FFT transformation of the acceleration
signals to extract frequency domain features and a method of linear regression to remove
the speed dependency. Tai et al. [42] developed a smartphone-based road anomaly
detector, especially for motorcycles. They used machine learning techniques to train a
classifier. Mednis et al. [43] developed an Android based smartphone application as a
layer, for the existing navigation system Waze. They also utilised the acceleration signals
collected from the smartphones, to detect irregularities. Further examples of crowd-
sourced pothole detection systems that utilise smartphone sensors, are the Streetbump
project from Carrera et al. [44], bump detection from Hoffmann et al. [45], S-Road Assist
from Sharma et al. [46], Pothole detection from Wang et al. [47], RoADS from Seraj et
al. [48], or the work of P.M. and Gopi [49], who used Gaussian model-based mining to
detect abnormal events. A recent work from Fox et al. [50] shows the development of
a multi-lane pothole detector, using accelerometer data from embedded vehicle sensors.
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They used Support Vector Machines (SVM) as machine learning technique. The research
of Cong et al. [51] shows the application of wavelet packet decomposition for feature
extraction of acceleration signals to detect road anomalies. A one-class SVM was used
as a classifier. A more sophisticated approach was carried out by Li et al. [52]. The
authors developed a model-based pothole detection application, which exploits a multi-
phase dynamic model of the tyre. A Bayesian estimation and an Unscented Kalman
Filter (UKF) estimate the current mode. The angular wheel velocity, vehicle velocity,
and vertical acceleration are provided as inputs.
All of the projects mentioned can be categorised as response-type detection systems,
since they utilise the acceleration signal from either the vehicle itself, or from an additionally-
mounted embedded system, or smartphone. As well as these, vision-based systems have
evolved due to the increase in advanced driver assistance systems, which include stereo
cameras and Radar or Lidar sensors. Some examples of ultrasonic applications, are the
pothole detection systems from Hedge et al. [53] and Madli et al. [54]. Examples of
stereo vision based applications for pothole detection, can be found in [55–59]. A Lidar
application can be found in [60]. The related work makes significant efforts to detect
potholes and other severe road anomalies, in the sense of road surface condition monit-
oring. Therefore, the velocity dependency in the response signals has been removed to
identify the road irregularities, exactly as they occur on the road. From a durability point
of view, whether a vehicle drives over a pothole with a low or high velocity, is of major
importance. Hence, the impact generated is dependant on both the obstacle itself and
the velocity. In most cases, the velocity of the vehicle decides whether the manoeuvre is
a service load, special event or even, misuse event. For this reason, the authors decided
not to develop a pothole detection system, but an impact detection system instead. This
system should be able to detect and classify special events, regardless of whether it was
a pothole, manhole, speed bump, or kerb. Due to the stochastic nature of special events,
the detection strategy has been chosen to be an event detection in the time domain.
With the help of measurements of such special events, an impact detection strategy was
developed.
2 Longitudinal road profiles
A definition and illustration of longitudinal road profiles can be found in the previous
research by Gorges et al. [1]. Longitudinal road profiles are defined as slices of the
road surface in the direction of the road. In contrast, lateral road profiles describe the
roughness and texture of the road, as a function of the track width. This is important
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for two-track vehicles but is ignored in the case of single-track vehicles. The influence of
driving manoeuvres is neglected in the present research, and the longitudinal road profile
is assumed to be the driven road profile. For the majority of the distance driven, this
assumption appears to be justified. Furthermore, this simplification is necessary for the
validation of the road roughness classification system with the measured test tracks.
2.1 Road profilers
Road profilers or profilometers, measure the texture of road surfaces. They exist in
several variations, but all require three key elements: a reference elevation, a height
relative to the elevation, and a longitudinal distance [61]. General Motors Research
Laboratories [62] developed the first inertial profilers in 1960, to measure large road
networks at high speed. The inertial reference is measured by an accelerometer and
the relative height is measured by a non-contacting sensor, e.g. a laser transducer.
The measurement of road roughness with inertial profilers requires a minimum speed.
These methods have been proven to produce accurate results, even if they cannot collect
long road undulations. However, in terms of durability, spatial frequencies less than
n = 0.01 cycles/m (wavelengths above 100m) are negligible [61]. Further road profilers
have been developed, for instance, the Motor Industry Research Association (MIRA)
device [63] or the Longitudinal Profile Analyzer [28], where a car tows a single-wheel
trailer and the movement of the wheel is transformed into the profile elevation. Barbosa
[37] developed a similar road profiler, whereby the wheel movement is transformed using
the systems transfer function to calculate the road profile. Once the road profiles are
collected as a function of the distance, they can be evaluated with different techniques.
In this study, a mobile, multi-sensor, measuring system from 3D Mapping Solutions
GmbH1 has been utilised to survey the test tracks. High-performance laser scanners
sample the road surface in three dimensions with a precision < 1mm. The scanned
surface is provided in the OpenCRG R⃝2-format. It is an open standard file format for
the evaluation of high-precision microscopic road surface data, for analysing handling,
ride comfort, and durability. Further information about the file format can be found
in [64, 65]. After the data had been processed and saved in the described format, a
longitudinal road profile was extracted for a given vehicle trajectory. For the extraction
of the road profile, a coarser sampling rate of n = 20 cycles/m was chosen, because the
evaluation of the road profiles does not require a fine resolution, due to the enveloping
13D Mapping Solutions GmbH, Raiffeisenstrasse 16, D-83607 Holzkirchen, http://www.3d-mapping.
de
2Curved Regular Grid, http://www.opencrg.org
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effect of the tyres.
2.2 Evaluation of longitudinal road profiles
The evaluation of longitudinal road profiles was discussed in the previous research by
Gorges et al. [1]. In summary, there are two common methods for evaluating the road
roughness; the International Roughness Index (IRI) and the Power Spectral Density
(PSD) approach. The IRI represents the road roughness on a single scale, whereas the
PSD approach allows a classification of the road roughness into eight different road classes
(A–H). In addition, the classification can be performed at different spatial frequencies.
In general, the PSDs of road profiles are evaluated for standard road segment lengths; for
example, 1 km. The previous research by Gorges et al. [1] introduced a novel smoothing
algorithm to handle PSDs even for small time spans, which is necessary for a fast detec-
tion of the current road roughness. The present research experimentally validates this
methodology, which is reviewed briefly in Section 4. Examples of smoothed PSDs can be
found in Section 3.2, at the evaluation of the test tracks.
3 Measurement campaign
3.1 Experimental set-up
A motorcycle (BMW R1200GS) was mounted with data-logging devices for experimental
tests and validation of the algorithms. The following onboard signals were logged during
the measurement campaign, for an offline simulation of the developed algorithms:
• vehicle velocity v,
• front and rear suspension travel sft, srr, and
• model-based signals (e.g. roll angle φ).
These signals were logged through the Controller Area Network (CAN) bus. Addition-
ally, the vehicle was equipped with a Global Positioning System (GPS) logging device,
which provided information about its position, for subsequent validation. The logged sig-
nals were imported into a MATLAB R⃝ environment to develop and validate the presented
algorithms. The discrete model uses the same time step size as the vehicle’s onboard sys-
tem, which is set to ts = 0.01 s. This, in principle, enables an online application of the
developed algorithms. The evaluation of specific hardware requirements for an imple-
mentation of the methods into existing or new, production vehicles, is not part of the
present study.
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Table 1 – Properties of test tracks.
ISO L IRI CRG
Test track No. Class Description (m) (mkm−1) (y/n)
#1 A High-speed test track 7428 1.13 y
#2 B Bumpy country road 916 3.94 y
#3 B Dilapidated country road 720 4.21 y
#4 B Fine cobblestone 266 5.40 y
#5 C Dilapidated concrete panels 209 6.24 y
#6 C Coarse cobblestone 495 7.97 y
#7 - Gravel road 836 - n
#8 - Rough unpaved roads 6742 - n
#9 - Enduro fun park 12 296 - n
3.2 Test tracks for road roughness classification
Nine different test tracks were ridden over to validate the road roughness classification
algorithm. Table 1 shows the properties of the selected test tracks. Six of them were
surveyed by the 3D roughness measurement system in a previous study by BMW, which
are denoted by the Curved Regular Grid (CRG) column (y/n). The ISO classification
result was achieved at the reference spatial frequency n0 = 0.1 cycles/m, see Section 2.2
for the evaluation method. The IRI was calculated directly from the longitudinal road
profile, whereas the ISO classification results from the profile’s PSD. Test track No. 1, is
a high-speed test track at BMW’s test and performance centre, see Figure 2. The track
is characterised by a very smooth surface, made for high velocity manoeuvres. The clas-
sification results are ISO class A and a low IRI, which means that very little suspension
motion occurs while driving on the test track. Test track No. 2 is an artificial, bumpy,
country road, also located at BMW’s test and performance centre. It was constructed
to test vehicles in terms of comfort and long-wave excitation. The profile was classified
as ISO class B. Another example of an ISO class B road, is test track No. 3. This
dilapidated country road is located in the Munich countryside. It is characterised by a
long-wave excitation and a crumbled surface with some defects.
Test track No. 4 represents fine cobble stone. This road surface is characteristic for the
historic centres of European cities, for example Milan or Rome, and excites the vehicle
at very short wavelengths. It was also classified as ISO class B. An extract of test track
No. 4’s longitudinal road profile, is illustrated in Figure 3. It also shows the histogram
of the road profile, together with a Gaussian distribution. The similarity between the
probability distribution and the normal distribution, shows the stochastic nature of road
profiles, as discussed in Section 2.2. An example of an ISO class C road, is test track No.
5. This test track is also located at the test and performance centre, and represents a
bad highway made of dilapidated concrete panels. The connections between the concrete
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#1: High-speed test track #2: Bumpy country road #3: Dilapidated country road
#4: Fine cobblestone #5: Dilapidated concrete panels #6: Coarse cobblestone
#7: Gravel road #8: Rough unpaved roads #9: Enduro fun park
Figure 2 – Test tracks for the road roughness classification.
panels are rough, and this results in mid-wave excitation of the vehicle. This pavement
is specific for older, dilapidated highways. Test track No. 6, which is part of the castle
square at the Nymphenburg Palace in Munich, is made of coarse cobblestone. The road
surface induces short-wave excitation. It was also classified as ISO class C.
Test track No. 7 consists of a gravel road and is located in the Munich countryside. It
is a public road with some small defects. The gravel induces high-frequency excitation.
Rough, unpaved roads are represented by test track No. 8, which is part of the test and
performance centre. This test track consists of several natural and artificial dirt tracks,
which were constructed for off-road motorcycle tests. These trails represent the tracks
which are used during the increasingly popular enduro motorcycle adventure tours. The
roughest test track within the measurement campaign, is test track No. 9. It is part
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Figure 3 – Road profile and histogram of test track No. 4.
of the enduro fun park in Hechlingen, Germany, where special manoeuvres for off-road
training are practised. These tracks are characterised by rough unpaved roads with large
defects, potholes, and obstacles, for example, fallen tree trunks, roots, and stones. Test
tracks No. 7–9 are ordered according to their subjectively perceived, roughness.
ISO classes of C and higher are characterised by unpaved roads, as the road surface
gets more and more dilapidated with a higher roughness classification. As a consequence,
these unpaved roads cannot be surveyed correctly. This is not a restriction of the meas-
urement system but rather of the topology itself. On the one hand, the road surface
of unpaved roads can change due to weather and wind. On the other hand, the vehicle
itself displaces the loose underground as it rolls over it. This implies that the validation
of the road roughness classification system for unpaved roads cannot be achieved by 3D
roughness measurement. However, the authors propose to evaluate the unpaved roads
presented, which have no measurement data available. The validation of these roads was
achieved by a relative comparison between them, and also by comparing them to the
surveyed roads.
Figure 4 shows the smoothed PSD of the test tracks No. 1, 2, 5, and 6, together
with the ISO classification thresholds of the classes A–E. After the PSDs of the road
profiles had been calculated, the smoothing algorithm computed one data point for each
of the ten octave centre frequencies. The octave bands are highlighted with dashed
lines. The reference spatial frequency n0 = 0.1 cycles/m is also highlighted with a solid
line, at which the simple ISO classification is performed. According to this simplified
classification procedure, the PSD at the other spatial frequencies, does not contribute
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Figure 4 – Smoothed PSDs of selected test tracks.
to the classification result. This follows from the straight-line approximation of the
PSD. On the contrary, the smoothed PSDs show that only test track No. 1 could be
approximated by a straight line fit. Test track No. 5 also shows a more or less linear
behaviour, excluding the first and last octave. The bumpy country road has a high
degree of roughness at low spatial frequencies, with a decrease in roughness at the higher
spatial frequencies. In contrast, test track No. 6 has a lower roughness at the mid spatial
frequencies, compared to the roughness at the lower and higher spatial frequencies. As
Andrén [66] also discovered, the straight-line approximation is not suitable for arbitrary
test tracks.
In summary, a profile of a real, existing, road can be classified either by the simplified
straight-line approximation, or in multiple octave bands at different spatial frequencies.
In the case of the straight-line approximation, the PSD is evaluated solely at the reference
spatial frequency. Other spatial frequencies are ignored and this results in an inaccurate
classification result. On the other hand, a classification at multiple octave bands is
also impractical, since this results in multiple classification results. Therefore, a more
convenient classification method is proposed by the authors in the previous research [1].
Thus, a short road segment is classified by a minimum distance classifier into one of the
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#1: Railroad crossing lateral #2: Railroad crossing angular #3: Speed table
#4: Pothole small #5: Pothole large #6: Kerb
Figure 5 – Road obstacles.
ISO classes. The treatment of short road segments is one main feature of the presented
method, since it calculates the PSD for every ∆tbuf = 1 s. The segment lengths are
accumulated simultaneously depending on the road class. This results in a distribution
of distances per ISO class for a given road which enables a more detailed classification
result for the individual test tracks. Examples are given in Section 6.
3.3 Road obstacles for impact detection
For the development and validation of the impact detection strategy, several road obstacles
were ridden over with different velocities. The onboard signals were logged for posterior
development and validation of the algorithms. Figure 5 illustrates the road obstacles.
At first, two railway crossings were tested. Railway crossings are common in rural areas.
Depending on the velocity, the discontinuous road surface induces an impact. Next, a re-
latively large speed table, which can be found in south Europe, south America, and Asia,
was tested. The speed table has a short slope up to a height of h = 20 cm on both sides.
This induces an impact at the beginning and at the end of the speed table. Two different
sizes of potholes were ridden over to evaluate small road irregularities (#4) and larger
road defects (#5). Both potholes had a depth of d = 5 cm, while the small potholes had
a maximum length of l = 30 cm and the large pothole had a length of l = 1m. Finally,
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Table 2 – Properties of measured special events.
Obstacle Velocity Label
No. Description Special events (ms−1) Mild Severe
#1 Railway crossing lateral 6 13.9 – 16.6 6 0
#2 Railway crossing angular 6 13.9 – 16.6 6 0
#3 Speed table 6 3.1 – 7.2 6 0
#4 Pothole small 15 5.5 – 8.3 15 0
#5 Pothole large 12 4.7 – 17.5 12 0
#6 Kerb 7 3.3 – 7.2 1 6∑
52 46 6
a kerb with a height of h = 14 cm, was tested to demonstrate the threshold between
special events and misuse events. The motorcycle was ridden at right angles to the kerb
to avoid an accident. Table 2 shows the properties of the test manoeuvres in detail. The
number of experiments and the ridden velocity range are illustrated.
Since the set-up allowed no evaluation of the strength of the impact, the test rider
was asked to allocate the special events to two groups, mild or severe. A mild special
event was defined as an impact that was perceived by the rider, but did not lead to a
loss of control or a high feeling of discomfort. A severe special event was defined as the
perception of a high degree of discomfort, in combination with a near miss. It was defined
as the maximum possible special event, with a transition to misuse events. In total, 52
special events were measured; 46 of them were labelled as mild special events, whereas 6
were labelled as severe special events. Please note that only the kerb manoeuvres were
labelled as severe special events.
4 Road roughness classification
The present research is based on the theoretical studies about road roughness classi-
fication by Gorges et al. [1], to reveal the vehicle-independent distribution of driven
road classes. In the previous research, the proposed method of road roughness classi-
fication was validated with a full-vehicle model and a numerical simulation. Since the
study showed quite promising results, a measurement campaign was carried out and the
method has now been tested and validated with a real motorcycle ridden on real test
tracks. The main concept of the underlying method will be explained briefly, and the
extensions for real operating conditions will then be presented.
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4.1 Methodology
The modular road profile classification system utilises the vehicle’s transfer functions to
compute the excitation from the resultant responses. The velocity-dependant transfer
functions had already been calculated from a numerical, full-vehicle model of the mo-
torcycle. The excitation is the longitudinal road profile and the resultant responses are
measured by the vehicle’s onboard sensors. In the present research, the suspension travel
of the front and rear suspension system have been applied as the response signals. The
response signals are recorded in the time domain with the help of a sliding window that
has a time span of ∆tbuf = 1 s. Subsequently, the signal extracts are transformed into
the time frequency domain with the help of the Fourier transformation. The PSD of the
response signal is also computed, which results in PSDRes(f). Meanwhile, the transfer
functions H(f) are interpolated according to the current velocity v. Finally, the PSD of
the road profile PSDRoad(n) can be computed according to Equation (1).
PSDRoad(n) =
vPSDRes(f)
|H(f)|2
. (1)
After the PSD for a given time or distance segment has been computed, the novel
smoothing algorithm, introduced by Gorges et al. [1], is applied. The PSD is smoothed
in 10 octave bands, which are proposed by ISO 8608 [2]. The centre frequency in each
octave band is calculated by nc = 2EXP. The weighted average values are computed for
each octave band using a normalised Gaussian window function. This ensures a good
approximation of the PSD at the respective centre frequency, even if only a few values
are available within each octave band. This is especially necessary for the evaluation of
short test tracks and for the implementation of a real-time road roughness classification.
In addition, the PSDs from both the front and the rear suspension sensor can be treated
together to achieve a more robust classification result, since more information is evalu-
ated. The result is the smoothed PSD at the ten octave centre frequencies. Subsequently,
a minimum distance classifier is applied, which computes the class distance from the ISO
[2] classes in every octave band. The class with the lowest error is chosen to be the
classification result, as can be found in Gorges et al. [1].
4.2 Extension for experimental validation
In the present publication, the validation of the road roughness classification was achieved
by riding a real motorcycle on the test tracks. Therefore, the numerical full-vehicle
model providing the transfer functions, must describe the real vehicle as well as possible.
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Figure 6 – Derivation of reduced stiffness and damping coefficients.
Since the transfer functions can only be derived from a linear time-invariant model, the
nonlinear behaviour of the spring-damper systems must be linearised. In addition, the
reduced stiffness and damping coefficients need to be derived, as described by Cossalter
[67] and Tanelli et al. [68]. The test motorcycle is designed with a BMW-Telelever front
suspension system. It is characterised by one single suspension strut in the X-Z-plane.
This constructions allows a separation of the suspension functions. The telescopic sliders
contribute to the wheel control, whereas the single suspension strut is responsible for
the vehicle’s comfort and road-holding. In addition, the system is known for its anti-
dive behaviour in braking situations. Figure 6 illustrates the derivation of the reduced
stiffness and damping coefficients kft and cft from the BMW-Telelever front suspension
system. The velocity ratio β is defined as the ratio between the suspension travel ls and
the vertical wheel movement zft, see Equation (2).
β =
∂ls
∂zft
. (2)
The velocity ratio β was determined with the help of a multi-body simulation and, for
the test motorcycle, is a constant value. For the derivation of the reduced stiffness and
damping coefficients kft and cft, the power balance between the wheel force Fz|ft and the
spring force Fs is applied, see Equation (3).
Fz|ftżft = Fs l̇s = Fs
∂ls
∂zft
żft with Fs = F0 + ks(l0 − ls). (3)
The spring force Fs is calculated with the spring coefficient ks and the variation in
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suspension travel ls, where F0 is the spring force at the initial suspension travel l0. The
power balance reduces to
Fz|ft = Fs
∂ls
∂zft
= Fsβ. (4)
The reduced stiffness coefficient kft is defined as
kft =
∂Fz|ft
∂zft
. (5)
Under the assumption of a constant velocity ratio β it reduces to
kft = ksβ
2. (6)
The same approach is used for the derivation of the reduced damping coefficient cft,
and for the derivation of the coefficients for the rear suspension system. In a nutshell, the
reduced stiffness and damping coefficients can be derived with the help of the constant
velocity ratio β and the linearised spring and damper coefficients. In order to complete
the derivation of the full-vehicle model, the real motorcycle must be reduced to the
sprung mass ms, the front unsprung mass mft, and the rear unsprung mass mrr.
In addition, to work under real operating conditions, the road roughness classification
algorithm also needed some adjustments. First, the front and rear suspension travel
response signals are transformed to the vertical wheel movement. This can be achieved
with the help of the velocity ratio β. Moreover, as a preparation for the Fourier trans-
formation, the signal extracts are detrended and windowed. The window function was
set empirically to a Tukey window with a taper coefficient r = 0.05. In addition to
the signal preparation for the classification algorithm, the model assumptions must be
challenged. In the theoretical study by Gorges et al. [1], the degrees of freedom of the
numerical full-vehicle model are the same as for the model from which the transfer func-
tions are derived. Eventually, this led to quite good results. The real motorcycle has
roughly the same degrees of freedom in the X–Z-plane as the numerical model, but not
only the road profile but also the longitudinal dynamics can excite the sprung mass. In
the case of significant longitudinal vehicle dynamics, such as accelerating and braking,
the sprung mass movement would lead to a false interpretation of the road roughness.
Therefore, an on/off logic was implemented to restrict the pitch influence on the road
roughness classification. Since no pitch signal was available on the test motorcycle, the
longitudinal acceleration was utilised to detect acceleration and brake events. Thus, the
classification algorithm pauses when a certain longitudinal acceleration value is exceeded.
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Figure 7 – Lower and upper bound of spatial frequency n depending on the velocity v.
Furthermore, the model assumptions are only valid for in-plane dynamics. The algorithm
also pauses when the measured angular yaw rate exceeds a certain value, for example
during a cornering manoeuvre. Since the classification algorithm is based on the vehicle
response, a minimum velocity of v ≥ 3m s−1 must be exceeded so that the roughness
classification achieves correct results. When at least one condition is violated, the clas-
sification algorithm discards the current signal extract. In this case, the rejected signal
extract is classified as unknown roughness.
The sampling rate of the vehicle’s bus system is ts = 0.01 s and the sliding window
for the signal extracts has a time span of ∆tbuf = 1 s. This combination results in a
minimum time frequency of fmin = 1Hz and a maximum time frequency of fmax = 50Hz
after the Fourier transformation. The transformation of the PSD from the time frequency
f to the spatial frequency n, depends on the velocity v. As a consequence, the PSD is
defined by a restricted spatial frequency domain depending on the velocity v. Figure 7
illustrates the lower and upper bounds of the restricted spatial frequency domain of the
transformed PSD as functions of the velocity. Because there is a moving spatial frequency
domain, the classification algorithm was designed to handle varying spatial frequencies.
It can be seen that independent of the velocity v, a minimum of five octave bands can
be evaluated, which are highlighted with the dashed lines.
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Figure 8 – Schematic view of an impact.
5 Impact detection
The road roughness classification system is designed to classify the road roughness in-
dependently of the velocity. However, from the viewpoint of durability, the combination
of the vehicle velocity and the road surface roughness induces varying loads that need
further investigation. Therefore, an impact detection strategy was developed to detect
and classify special events, for example passing over a kerb.
5.1 Model of an impact event
Figure 8 shows a schematic view of an impact. The angular front wheel velocity ω and
the variation in suspension travel sft are available for the detection of special events.
The variation in suspension travel is given by sft = l0 − ls, where l0 is the length of the
uncompressed spring. The impact induces a contact force Fc, which is decomposed into
its components Fx and Fz. The contact force induces a change in the angular momentum
L of the front wheel, see Equation (7).
∆L = Jα, α =
dw
dt
, ω =
v
r
. (7)
5.2 Signal processing and feature extraction
Figure 9 shows the onboard signals for the angular front wheel velocity ω and the variation
in suspension travel sft during a kerb crossing, together with their time derivatives,
angular wheel acceleration α and suspension travel velocity ṡft. The change in the angular
momentum can be seen as a peak in the angular wheel velocity ω, or in the angular
acceleration α of the front wheel. In addition, the z-component of the contact force lifts
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Figure 9 – Onboard signals during kerb crossing.
the wheel over the kerb and compresses the suspension spring. Hence, the impact can also
be seen in the suspension signal sft and its derivative, the suspension travel velocity ṡft.
The kerb crossing manoeuvre is representative for all the other special events, because
all the events have in common that the impact induces an x- and z-component of the
contact force. For the application of a classification method, feature extraction from
the input signals is necessary. The authors tested some of the statistical key numbers,
for example standard deviation, variance, root mean squared error, and peak-to-peak
on sliding windows with a time span of ∆tbuf = 1 s. Studies have shown that these
key numbers are highly correlated and in terms of feature selection, the authors decided
to pick the peak-to-peak values of the angular wheel acceleration α and the suspension
velocity ṡft as features.
The choice of the time derivatives of the original measured onboard signals angular
velocity ω and variation in suspension travel sft, has two major benefits: First, the time
derivatives act as a numerical high-pass filter. Thus, the influence of sensor drifts and
offsets is prevented. Second, particularly for the suspension travel signal, only the time
derivative distinguishes between a spring compression as a result of a special event, and a
spring compression as a result of vehicle dynamics, for example, braking and acceleration
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Figure 10 – Scatter plot of the training set.
events. As a consequence, the suspension travel velocity ṡft is more practical for the
robust detection of special events. Since the units and the dimensions of the selected
features are different, it is common in machine learning techniques to standardise the
input variables. Accordingly, the features have been standardised by the z-score, and are
henceforth referred as x1 and x2 as given in Equation (8).
x1 =
(α− µα)
σα
and x2 =
(ṡft − µṡft)
σṡft
. (8)
5.3 Training set
Figure 10 shows a scatter plot of the observations in the x1–x2 plane. For this, the
measured onboard signals from the 52 special events were processed using the sliding
window, feature extraction, and standardisation. For the classification and detection
of special events, it is necessary to also include observations that represent the normal
usage of the motorcycle. For this reason, the measurements for test tracks No. 1–6 from
the road roughness classification, were also processed and are labelled as service loads.
In addition, several measurements for dynamic manoeuvres have been provided, so that
the classifier can distinguish between normal usage and special events. For a robust
classification algorithm, it is essential to provide as many observations as possible in the
training set. On the one hand, the scatter plot shows a clear distinction between mild
and severe special events, which confirms the correct labelling of the observations. On the
other hand, the transition between service loads and mild special events is ambiguous.
Some normal usage manoeuvres also lead to a spring compression and/or an angular
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wheel acceleration, for example intense braking events. In total, the training set consists
of 2459 service loads, 46 mild special events, and 6 severe special events.
6 Results and Discussion
This section contains the evaluation of the methods presented. The results of the road
roughness classification algorithm were compared to the classification results of the laser-
scanned road profiles. For the impact detection strategy, different machine learning
techniques were evaluated and validated with the k-fold cross-validation method.
6.1 Validation of the road roughness classification
Since the road roughness classification algorithm determines a road class for every ∆tbuf =
1 s, the resultant distances per road class are accumulated. As discussed in Section 3.2,
a single classification for the complete measured road profile leads to inaccurate results.
Therefore, the measured road profile was segmented according to the distance for which
the motorcycle stayed within the sliding window. Only this method enables a comparison
of the results. For example, at test track No. 1, the motorcycle had a mean velocity
of vmean = 26m s−1 and therefore the segment length was set at lseg = 26m. On the
one hand, this method guarantees that the same number of classification results are
compared. On the other hand, it ensures that the measured road profile is evaluated at
the same spatial frequencies as the classification algorithm that uses the response signals.
Figure 11 shows the validation results for test tracks No. 1–6, while CRG data represents
the measured road profile. The percentage of correctly classified segments is shown in
Table 3.
Table 3 – Results of the road roughness classification.
Test track No. #1 #2 #3 #4 #5 #6
Correct classified (%) 99.8 87.5 88.2 91.8 95.7 95.4
Test track No. 1 is characterised by the smoothest surface, and was almost completely
classified as an ISO class A road by both the classification algorithm and the measured
data. A classification result of 99.8% was achieved. The main classification result for test
track No. 2 is ISO class B. However, a third of the test track was classified to ISO class
A and C. A coincidence of 87.5% was achieved. A similar result shows the comparison of
test track No. 3, where a coincidence of 88.2% was obtained. Almost 80% of test track
No. 4 was classified as ISO class B and roughly 20% as ISO class C. A classification
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#1: High-speed test track #2: Bumpy country road #3: Dilapidated country road
#4: Fine cobblestone #5: Dilapidated concrete panels #6: Coarse cobblestone
Figure 11 – Results of the road roughness classification for test tracks No. 1–6.
result of 91.8% was achieved. In contrast, test track No. 5 was mainly classified as ISO
class C (≈ 60%). A smaller part was classified as ISO class B (≈ 40%). An overall
classification result of 95.7% was obtained for this test rack. The roughest test track in
the present measurement campaign is test track No. 6, which was classified as almost
80% ISO class C, and some parts as class B and D. An overall classification result of
95.4% was achieved.
Figure 12 shows the validation results for the test tracks No. 7–9. Due to their
loose surfaces, these test tracks have no measurement data available, as discussed in
Section 3.2. Test track No. 7 was classified as a mixture of road classes, from ISO class
A to C. Test track No. 8 was subjectively perceived as being much rougher and harsher
than test track No. 7, as the relative comparison of the classification results also shows.
This test track was mainly classified as ISO class C–E. The highest classification results
were obtained at test track No. 9, which was mainly classified as ISO class D–E. On the
one hand, the classification results obtained reflect the subjective feeling of roughness
quite well in comparison to the roads that have been validated with measurements. On
the other hand, the relative comparison of the classification results of the test tracks
No. 7–9, represent the rider’s perception of increasing roughness. In summary, the road
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#7: Gravel road #8: Rough unpaved roads #9: Enduro fun park
Figure 12 – Results of the road roughness classification for test tracks No. 7–9.
roughness classification algorithm developed, achieves classification results of more than
87%, which is sufficient for the purpose of road classification in terms of customer usage
profiles. In contrast to the simplified classification method discussed in Section 3.2, the
method presented of dividing road segments, leads to a more detailed classification result.
Compared to Table 1, the classification result is more detailed. This was also expected
due to the non-linear shape of the PSDs of the measured road profiles, compare Figure 4.
Accordingly, a single road can be characterised by different road classes at different spatial
frequencies. For this reason, the method presented of dividing road segments, is proposed
to be preferable for classifying roads and test tracks. The results from the divided road
segments need to be summarised to achieve a distribution of driven distances per road
class.
The differences between the road roughness classification results and the measured
road profiles, have two reasons: First, the full-vehicle model is a simplification of the
real motorcycle. This implies that nonlinearities are ignored, and reduced stiffness and
damping coefficients have been applied. Moreover, in the event of small height differences,
for example, gravel, the tyre smooths the road profile. On the contrary, small gaps cannot
be measured correctly due to the geometric dimensions of the tyre. Furthermore, the
model does not consider the influence of longitudinal dynamics on the response signals,
as discussed in Section 4. Second, the method of validation has some potential error
sources. The segmentation of the measured and the driven road is not equally accurate.
This means that the start and end points of the test tracks have been determined by
the GPS position of both the measurement vehicle and the test motorcycle. This might
be a source of error in the evaluation of the individual road segments. In addition,
the trajectory of the motorcycle and especially the lateral position on the test track, is
ambiguous and therefore, the correct longitudinal road profile cannot be derived from the
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CRG-data. During the measurement campaign, the rider attempted to ride in the centre
of the lane as much as possible. Hence, the longitudinal profile of the three-dimensional
measurement data has also been derived from the middle of the lane. In summary, model
and systematic failures affect the validation of the road roughness classification.
6.2 Validation of the impact detection
After the training set had been created, different machine learning techniques were ap-
plied. In the terminology of machine learning, the current problem is described as su-
pervised machine learning. According to Suthaharan [69], in supervised learning, all
classes are known and class boundaries are well defined in the given training set. The
objective is to generate rules and to train a classifier, using the training set, so that new,
unlabelled data can be classified. This is also called classification. Although this classi-
fication problem is trivial, it is well suited for a study on the principles of classification
algorithms. Especially because the feature space can be plotted because the problem is
two-dimensional. Hence, nine popular classification methods were tested on the training
set, as can be seen in Table 4. The accuracy of the classifiers was tested by the k-fold
cross-validation, where the number of subsets was set to k = 5. In machine learning, the
problem with validation is the division of the data set into a training set and a testing
set. There is a target conflict between the maximum amount of information in the train-
ing set to provide the best possible training data, and the maximum of testing data to
evaluate the performance of the trained classifier. Cross-validation partitions the data
set into k folds, and for each fold, a model is trained using the out-of-fold observations.
The performance is tested using the in-fold data. This procedure is repeated k times,
and finally, the average performance over all folds is calculated. This method has the
advantage that all observations are used for training and testing. Cross-validation is
only used for the evaluation of the classifier, in terms of accuracy. The final classifier
was trained using the complete training set. The classifiers are ordered depending on the
normalised prediction speed based on the fastest algorithm. Hence, the fastest classifier
is the logistic regression.
Overfitting is a phenomenon in which the classifier models the training data too well,
so that the performance on new data decreases. In the present study, the problem
of overfitting is handled by the so-called decision surfaces, where the solution space is
evaluated by the expectation and experience of the user. Hence, the benchmark shape
was plotted in the form of decision surfaces, as illustrated in Figure 13. According to
the authors’ expectation, a threshold on both features x1 and x2 must be exceeded to
distinguish between service loads and special events. In addition, severe special events
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Table 4 – Properties of classification methods.
No. Classifier Prediction speed Overfitting Accuracy
#1 Logistic Regression 1 n 99.60
#2 Decision Tree 1.5 n 99.64
#3 Discriminant Analysis (linear) 3.5 n 99.57
#4 Discriminant Analysis (quadratic) 4.5 y 98.93
#5 Naive Bayes 4.5 n 99.01
#6 SVM (linear) 5 n 99.41
#7 KNN, (k=1) 7 n 99.53
#8 SVM (quadratic) 8 n 99.76
#9 SVM (Gaussian) 15 y 99.37
are also distinguished from mild special events by the exceeding of thresholds. The
boundaries need not necessarily be in linear form, they could also be in radial form.
This benchmark shape helps to evaluate the problem of overfitting and the treatment of
future data. It is more an orientation for the user than a nominal target. Since all the
classifiers achieved an accuracy of almost 100%, further investigations have been carried
out. Due to the two-dimensional problem, it is possible to plot the decision surfaces for
all the classifiers, see Figure 13. This opportunity offers a benefit, because the decision
surfaces show graphically how the classifiers separate the observations. In addition,
the treatment of future data can be estimated. First, a multinomial logistic regression
was tested, which is fast and easy to implement. The algorithm calculates probabilities
for each observation. The linear behaviour of the classifier is readily identifiable. The
decision surfaces show a good separation of the classes. Second, a coarse binary decision
tree with a maximum number of four leafs, was trained. Decision trees are easy to
interpret and make fast predictions. The boundaries of the decision surfaces are parallel
to the coordinate system, which is characteristic for decision trees. This classifier comes
closest to the benchmark shape.
Third, a linear and a quadratic discriminant analysis were tested. The algorithms
assume that different classes generate data based on different Gaussian distributions.
Although these algorithms make fast predictions, the decision surfaces are not satis-
factory. For the linear discriminant analysis, the boundary of severe special events is
too close to the mild special events. Overfitting occurs for the quadratic discriminant
analysis, which means that the classifier is trained specifically for the training set, but
unknown data could be incorrectly classified. Next, a naive Bayes classifier was tested,
which is based on the Bayes’ theorem. It assumes independence between features. In the
present study, the features are highly correlated, but nevertheless the classifier shows a
good performance. The shape of the decision surfaces are satisfactory. Subsequently, the
family of support vector machines (SVM) was evaluated with different kernel functions.
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#0: Benchmark shape
#1: Logistic Regression #2: Decision Tree #3: Linear Discriminant
#4: Quadratic Discriminant #5: Naive Bayes #6: SVM (linear)
#7: KNN, (k=1) #8: SVM (quadratic) #9: SVM (Gaussian)
Figure 13 – Decision surfaces for different classifiers.
SVMs classify data by finding the hyperplane that separates the data with the largest
margin between the classes. The linear implementation shows a good separation between
the classes, while the space for special events is too large at the quadratic implementa-
tion. The implementation with the Gaussian kernel function is characterised by strong
overfitting, which can be seen on the small islands to detect severe special events. How-
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Table 5 – Confusion matrix of binary decision tree.
Actual Class
Service loads Mild special events Severe special events TPR (%)
P
re
di
ct
io
n Service loads 2456 6 0 99.8
Mild special events 3 40 0 93.0
Severe special events 0 0 6 100.0
PPV (%) 99.9 87.0 100 99.6
ever, SVMs show a medium to slow prediction performance, especially for multi-class
problems. Finally, the k-Nearest-Neighbour classifier was evaluated with k = 1. This
algorithm tries to classify observations depending on the k closest points. This technique
has a medium prediction speed compared to the others. Kotsiantis et al. [70] provide a
review of classification methods.
The authors decided to implement the binary decision tree for the prediction of future
observations. The classifier shows a high accuracy after k-fold cross-validation and the
decision surfaces clearly separate the classes. In addition, the classifier represents the
benchmark shape and is fast on the prediction of future data. After the 5-fold cross-
validation, the algorithm shows an accuracy of 99.6%, as can be seen in Table 5. The
numbers within table represent the number of observations. The last column shows the
True Positive Rate (TPR) and the last row shows the Positive Predictive Value (PPV).
For example, 87% of the actual mild special events have been predicted correctly and
93% of the predicted mild special events are actually true. It is important, that severe
special events are predicted and classified 100% correctly, since they have the highest
impact on the vehicle. The losses between service loads and mild special events are
acceptable, since the scatter plot also shows an ambiguous assignment. However, this
behaviour was expected. Figure 14 illustrates the final binary decision tree with four
leaves.
In summary, a sliding window buffers the angular front wheel velocity ω and the
variation in suspension travel sft for a time span of ∆tbuf = 1 s. Subsequently, the time
derivatives of these two signals are calculated. The peak-to-peak values are extracted
and normalised by the z-score, to provide the input variables x1 and x2. The predictor is
a trained classifier of decision tree type, and continuously classifies the observations into
service loads, mild special events, and severe special events.
The resultant classifier is based on the training set achieved from the test motorcycle
riding with different velocities over the road obstacles. The application of the classifier is
dedicated to this experimental set-up. Varying velocities are covered by the generation of
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Figure 14 – Binary decision tree.
the training set, whereas a different type of motorcycle would probably lead to incorrect
classification results. Thus, it is recommended to generate individual training sets for
other types of motorcycles. Both measuring the front suspension signal as well as riding
over the presented obstacles is part of the endurance tests at the product validation.
Thus, there is no additional effort except of labelling the special events.
7 Conclusion
The objective of this research was the experimental validation of a road roughness clas-
sification method and the development of an impact detection strategy, in the context
of durability engineering. Both methods were validated with the help of a measurement
campaign. Nine test tracks and six obstacles were evaluated, while the test tracks had
been surveyed by a laser scanner in a previous BMW study. The methods developed
utilise the vehicle’s onboard signals and are therefore suitable to collect customer usage
profiles in terms of field data.
The road roughness classification algorithm was experimentally validated, after the
proof of concept had been achieved theoretically in a previous publication by Gorges et al.
[1]. The method was extended to work under real operating conditions. The results show
an accuracy of more than 87% on the test tracks. Furthermore, the validation method
shows that the evaluation of divided road segments leads to a more detailed classification
result, compared to the classification results achieved by processing the complete road
profile. This fact confirms the application of the developed road roughness classification
method, because in the presented real-time implementation, the road roughness is also
processed in small road segments depending on the velocity. In summary, the road
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Figure 15 – Flowchart of the impact detection strategy.
roughness classification algorithm was proved to achieve adequate results on real test
tracks. The methodology was experimentally validated, even on rough, unpaved roads,
and can be implemented into new products to collect customer usage profiles. The
presented algorithm requires a linearised full-vehicle model of the motorcycle, the velocity,
and at least one suspension deflection signal, as inputs.
The road roughness classification system continuously classifies the road roughness,
independently of the velocity and the vehicle. From the viewpoint of durability, only
the combination of road roughness and vehicle velocity determines whether the induced
loads are service loads, special events, or misuse events. Therefore, the impact detection
strategy was developed. Based on the same input signals, velocity and spring deflection,
a classifier was trained for detecting special events. Different road obstacles were ridden
over with different velocities to generate a broadly distributed data set. The test rider
divided the events into two classes: mild special events and severe special events. The
peak-to-peak values of the time derivatives of the angular front wheel velocity and the
suspension travel, were chosen as features. After normalisation of the features, differ-
ent machine learning techniques were evaluated on the given training set, in terms of
prediction speed, accuracy, overfitting, and shape of the decision surfaces. The decision
tree was chosen, with an accuracy of 99.6%. The validation was performed by a k-fold
cross-validation. The results show that a distinction between service loads, mild special
events, and severe special events is possible. The impact detection strategy can easily be
appended to the existing road roughness classification system, since the algorithm works
with the same onboard signals and the same sliding window, as the road roughness classi-
fication. A schematic flowchart of the impact detection strategy is provided in Figure 15.
Further research should investigate the robustness of the classifier against changes of the
vehicle attributes; for example, changes of the vehicle weight or manipulations of the
suspension and tyre characteristics.
All of the algorithms developed work in real time. Thus, an implementation into exist-
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ing electronic control units is possible. The distribution of driven road classes improves
vehicle design targets. Furthermore, it enables a virtual load acquisition and makes the
generation of synthetic road profiles possible. In addition, the amount and strength
of special events helps to define maximum loads. The combination of distributed road
classes and special events, completes the description of customer usage profiles. Further
research should investigate the possibilities of a real-time application for the information
gathered. For example, the knowledge of severe special events could enable applications
for predicted maintenance. Moreover, the statistical treatment of the gathered field data
and the derivation of design loads, needs investigation. Finally, the interaction between
field data collection and a virtual load acquisition, must be examined from the viewpoint
of the vehicle design process.
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