The computational mechanics denition of a process internal states considers optimal prediction as the criterion for clustering: the process states consist of the histories that lead to the same distribution of future events. Knowledge of the current cluster for a given past, and its associated distribution of possible futures, is the minimal information necessary for making optimal predictions. However when given a practical problem for which a unique prediction is sought, this view oers no distinction between futures with rather dierent consequences, incurred costs or expected utility. When each future is ponderated by its would-be eect then decision theory must be used. This article explores the consequences of grouping histories into states with equivalent optimal decisions in terms of utility, rather than equivalent full distributions of futures. The transitions between these decisional states correspond to events that lead to a change of decision. The utility function encodes the a priori knowledge on a system, the decisional states represents the underlying structure matching both the intrinsic system causal states and the external information. An algorithm is provided so as to estimate the states and their transitions from data. Application examples are given for discrete process hidden state reconstruction, cellular automata ltering, and edge detection in images.
Motivation
We are monitoring a system, and we are given a utility/cost function for comparing predictions made about this system to what happens really. We would like to get:
• The optimal decisions to take at any given time, in order to maximise the utility function.
• The corresponding expected utility.
• Events when one of the above quantity change in the system.
For example, we are monitoring the weather. We have a cost function related to setting an equipment outdoor: it costs to set up the equipment for nothing when it rains and it costs not to set up the equipment when it could have been useful. We benet from the equipment in the case it is outside when the weather is good, while we gain nothing when it is inside and it is raining. We would like events telling use when to change our decision to set up the equipment or not.
We now decide to only set the equipment when the expected benet is above a given threshold. In that case we care only about the utility change events, and we ignore decisions to set up the equipment if the expected utility is not enough.
Of course we might possibly want both kind of events at the same time.
This simple scenario is easy to transpose to medicine, nance, etc. This article presents the theoretical background for this problem, as well as a concrete algorithm for computing the above events from data and utility function only.
Section 2 introduces the general setup of this document, how decisions based on a utility function can be integrated in the context of computational mechanics and -machines.
Section 3 gives mathematical examples of the theory introduced in Section 2. Section 4 details how to eectively compute decisional and other utility-related process states from data. Section 5 gives application examples, including image ltering. A general conclusion is then given, followed by an appendix providing more details about predictions in a physical context.
Free/libre source code is available and a link to the reference implementation is given at the end of the document.
2 Setup
General case
Let X be a measurable space of observations, and Z a measurable space of predictions. For each observable x ∈ X (possibly not yet observed), we'd like to associate a prediction y ∈ Z amongst all possible outcomes. The realisations z ∈ Z that might happen can differ from y. That is, we have a range of z, and they can occur with a probability distribution p(z|x). Let us now consider that the loss incurred by having chosen y instead of the true z that happens is quantied by L(y, z). We could equivalently dene a utility function with U (y, z) = −L(y, z). Minimising the loss is equivalent to maximising the utility, both will be used interchange-ably when needed.
The expected utility, when it exists, is:
or in a discrete setup:
The goal is usually to nd a function y(x) that maximises the expected utility. By analogy with causal states [1] we now cluster together observables x according to their statistical properties and look at conditions for which these clustering lead to maximal expected utility E[U ].
Denitions
In the general case how to choose y for each x?
E[U ] is maximal when each term T (x, y) = p (x) z∈Z U (y, z) p (z|x) is maximal (see Eq. 1). Hence when each z∈Z U (y, z) p (z|x) is maximal, since p(x) is constant for a given T (x, y), and assuming we can choose the y for each x independently of each other. Let us note U (y|x) = z∈Z U (y, z) p (z|x), the expected utility of choosing the prediction y for a given x.
Another assumption is implicit in this presentation: taking a decision does not modify the system. The weather forecasting example in the introduction falls in this category. Sometimes taking a decision modies the system, for example when monitoring a patient health in order to decide whether to administrate a drug or not. In that case we have to rely on approximations, usually an additional assumption that the change is eective only at a dierent time scale than that of the observations so we can still aggregate them on a recent past sliding window.
Let us now recall the causal states construction [2] . Appendix A explains with more details how the notion might be derived in a physical context: Causal state equivalence relation: x 1 c ≡ x 2 if, and only if, p(z|x 1 ) = p(z|x 2 ), ∀z ∈ Z. The equivalence classes σ(x) = {w : p(z|w) = p(z|x), ∀z ∈ Z} are called the causal states.
By analogy with the causal states construction, let us now dene the following equivalence relations:
Utility equivalence relation: x 1 u ≡ x 2 if, and only if, max y∈Z U (y|x 1 ) = max y∈Z U (y|x 2 ). That is, the maximal expected utility is the same at points x 1 and x 2 , even if the sets of optimal predictions Y (x 1 ) = argmax y∈Z U (y|x 1 ) and Y (x 2 ) that induce this utility might dier for x 1 and x 2 . Let us call iso-utility states υ ∈ Υ and iso-prediction states ψ ∈ Ψ, the partitions of X corresponding to these equivalence relations: υ(x) = w : w Let us call decisional states ω ∈ Ω the intersection of both: ω(x) = w : w p ≡ x and w u ≡ x . When both the expected utility and the optimal predictions are the same, we assume the decisions that are taken on the system are the same, hence the name. In other words, we suppose the utility function encodes all that a user needs to take a decision.
These equivalence relations partition the observable space X into clusters, with the corresponding properties common to all points in the cluster. It should be noted that E[U ] as dened on the whole space does not consider which specic decisional state the process is in. Knowing which is the current cluster for any given point x allows to rene the expected utility to a local E υ [U ] (with x ∈ υ the iso-utility state) and which decision to take to reach this utility (by rening again to the decisional state). Section 2.4 details how to derive notions of complexity from these local expected values.
2.3 Relation between the causal, isoutility, iso-prediction and decisional states Let x 1 and x 2 be in the same causal state σ. Then by denition of the causal states p(z|x 1 ) = p(z|x 2 ), ∀z ∈ Z.
In that case, the utility of any prediction y ∈ Z is the same for x 1 and
. Therefore the optimal 2 SETUP 2.5 Interpretation and notes predictions and induced utilities are the same:
Thus the causal states sub-partition both the utility states and the decisional states.
The converse is not true: we can have two distinct causal states σ 1 and σ 2 with the same maximum value of U (y|x) = z∈Z U (y, z) p ( z| x) at the same y points, but with dierent p ( z| x) for at least one z ∈ Z. Figure 1 shows the relations between the dierent states dened on the process.
Transition graphs
In the discrete case the causal states form a deterministic automaton, the -machine [1] . Since the causal states sub-partition the other states as mentioned in the previous section, the iso-utility and iso-prediction states (and their intersections) also form automata: these are coarsergrained sub-machines of the -machine. Figure 2 shows decisional states gathering causal states of an underlying -machine, with iso-utility and iso-prediction states on top of the decisional states.
Let x ∈ ω be the current system decisional state. Let a ∈ A be the next observed symbol, in a discrete setup with alphabet A. Then xa = w ∈ X is the system state after the observation. Let γ be the decisional state for w. Then p(e ω→γ ) = x∈ω a∈A p (xa ∈ γ|x ∈ ω) is the probability of the transition event e ω→γ from state ω to state γ. The same construction also works for iso-utility and iso-prediction states.
In the case of causal states the transition events in the -machines are further rened by labelling the transitions with each involved symbol in A: e a ω→γ , e b ω→γ . However in the present case this is not necessary:
• Iso-utility state transitions are events that change the expected utility, irrespectively of the implied symbols.
Several causal states might belong to the same isoutility state, as depicted in Fig. 1 .
• Iso-prediction state transitions are events that change the possible optimal prediction choice, with the same comment.
• Decisional state transitions change at least one of the above.
Moreover, as shown in Figure 2 , the transitions between decisional states might cover several transitions between dierent causal states that sub-partition the decisional ones, in addition to dierent symbols. While for themachine the transitions are dened using the symbols of the discrete alphabet, in the present case, there can be at most one transition from one state to another, irrespectively of the implied symbols.
In computational mechanics the mutual information C = I(x; σ) between an observed x and the causal state σ for x is referred to as the statistical complexity. In the present context we might dene by analogy a decisional complexity D as the amount of information necessary to retain about the state of a process in order to be able to make an optimal decision, given a utility function. Once that utility function is xed we can compute the decisional states and dene D = I(x; ω) where x is the observed state of the system and ω the decisional state for x.
In the discrete case, by denition D = I(x; ω) = H(ω) − H(ω|x) with H proper entropies (dierential entropies in the continuous case). But then H(ω|x) = 0 by construction of the ω, which in the discrete case leads to well-dened transition graphs. Thus D = H(ω) in this case, the amount of information necessary to encode the decisional states.
The same construction also works for dening similar quantities:
• P = I(x; ψ) is the diculty to get the best prediction, tentatively called here the optimal prediction complexity. Section 5.3 shows how this quantity can be used for image ltering.
• V = I(x; υ) is the diculty to estimate the expected utility of x.
Interpretation and notes
The causal states leading to the same decisions are merged to form the decisional ones. In this setup, the causal states have lost their maximality property due to the fact we're only interested in making a prediction and not in keeping the full conditional distributions. We have in the general 3 ANALYTIC EXAMPLES case clustered together the causal states that lead to the same optimal decisions and expected utility value, based on a given utility function.
Conversely this denes an equivalence relation amongst utility functions: Two utility functions U 1 and U 2 are equivalent when they induce the same clustering of causal states into the decisional ones, with the same expected values and optimal predictions. These utility functions would induce the same optimal decisions in a system: they are functionally equivalent. Isomorphisms between utility functions leading to the same predictions but with dierent utility values could also be dened: these are transformations to utility functions that preserve the isoprediction states. Similarly transformations could be dened that only preserve the iso-utility states.
The transitions between the iso-utility states correspond to events that provoke a change in the expected utility of the system. Identifying these events might become a crucial practical application, for example for detecting when the expected utility reaches a predened threshold.
The transitions between the iso-prediction states correspond to events that provoke a change in the optimal predictions that can be chosen. Similarly a user might be interested in monitoring these changes, for example to maintain the current action as long as it is appropriate (as long as it matches one of the possible predictions for the system evolving iso-prediction state).
The hypothesis made here is that when the cost/utility is dened in terms of a functional (high-level) value, when it has a signication in high-level terms, then the transition events also correspond to interesting high-level objects to look at. This might form the basis for an automated search for meaningful events happening in a system.
In any case the utility function encodes external information not available in the original data. So long as one stays with causal states, only information present in the low-level data can be obtained. Similarly to introducing a prior in a Bayesian framework, here the utility function can be seen as encoding an a priori information not available in the original data. This has at least three consequences in an emergentist point of view:
• The causal states represent the nest scale at which we can meaningfully associate a utility function and take decisions. Since the decisional states are supersets of the causal sets, then any partition of the data dened with respect to a utility function cannot go below that scale, whatever the chosen utility function.
• Macro-level information needs not be computationally reducible [3] to the lower level in order to be incorporated: The utility function is dened on Z, not X, and it can possibly be incompressible [4] , stated and not computed. The lower-level of the data x ∈ X is then clustered into sets which need not have a meaning dened at that level, a kind of downward causal explanation as J.Kim puts it [5] .
• In this subsection some utility is given to a prediction only if it is correct, otherwise the prediction is useless:
U (z, z) = 1 and U (y, z = y) = 0. In a continuous setup the delta function U (y, z) = δ(y, z) is used instead in the following formula.
From Section 2.2:
then becomes:
The set Y (x) of y realising an optimal gain becomes:
Y (x) = {y : p ( y| x) = max z∈Z p ( z| x)} And Eq. (1) leads to:
But for each causal state σ ∈ ω in each decisional state ω the conditional probability p ( z| x) = p ( z| σ) is constant.
The decisional states are found by gathering causal states with the same maxima points y for p ( z| ω). We can then write in this special case the above formula as:
where y is taken as any maxima of p(z|σ), common to all σ ⊂ ω.
Under the condition U (z, z) = 1 and U (y, z = y) = 0 (or U (y, z) = δ(y, z) in the continuous case) the full conditional probability distributions p(z|x) do not matter, what's important is that these distributions peak at the same maxima.
Example 2: Loss dened by error squared
This section investigates the case where the loss function L (y(x), z) can be written as a squared dierence between the prediction and the true value that happens:
The following argument develops in the context of this paper the treatment from [6] , section 1.5.5.
With the above loss function Eq. 1 becomes:
As in Section 2.1, the goal is to nd an y(x) function that minimises the expected loss:
The extrema of E[L] are given by the functional equa-
∂y(x) = 0, with:
∂y(x) = 0 gives:
So except for a set of x with null probability mass:
For a given causal state σ, p(z|x) is constant so we can write y(σ) = E z∈Z [z|σ].
The decisional states are in this example obtained by clustering together the causal states with the same expected value of z within the state. In the previous section they were clustered according to the maximum value of the distribution p(z|σ).
In the general case we do not have such simple formula available, these results are obtained because the utility function can be integrated analytically. The next section presents an algorithm that can infer the structure of the decisional states from observed data and numerical integration. 4 Estimating the decisional states from data
General setup
There are two distinct tasks the algorithm must perform generally:
• Estimating the probability distributions p(z|x) and p(x) from data. The probability distribution estimator must act on the whole space X. It is responsible
for providing values for unobserved data (generalisation ability). It might use all available observations:
sents the data in the form of observation pairs (x i , z i ), and F a generic function.
• Clustering the x into causal, iso-prediction, iso-utility and decisional states according to the user needs.
This implies as a subtask estimating the maxima for U (y|x). The rst step is to buildÛ (y|x) = ¡ Zp (z|x)U (y, z)dz with a user-provided integrator and the utility function. Then, an optimiser might be invoked so as to compute Y (x) = Argmax y∈ZÛ (y|x).
So, in summary, the user must provide:
• A probability density estimatorp(z|x) from data observations O.
• A utility function U acting in the space Z of predictions.
Sampling 4 ESTIMATING THE DECISIONAL STATES FROM DATA
• An integrator for computing the expected value of U with respect to the estimated density.
• An optimiser in order to compute Y (x) = Argmax y∈ZÛ (y|x).
• A clustering algorithm for gathering probability distributions (for causal states), utility values (for isoutility states), or similar sets Y (x) (for iso-prediction states). Decisional states are found by intersection of the iso-utility and iso-prediction states.
• Optionally, the user may associate a symbol to each (x i , x i+1 ) observation. This step is detailed in Sec- The discrete probability estimator is suitable for small X spaces where a sucient amount of data was observed, so that p(z|x) can be reliably estimated for all x and z. For larger spaces or when unknown x might be encountered a generalisation ability is necessary. We now present the case where the probability density estimator p(z|x) = F (O) can be decomposed using kernel functions.
Kernel density estimation
and for a large discrete space we might not have enough samples at x i to reliably estimate p(x = x i ). In both cases it is not possible in practice to rely on aggregation of observations at exactly the same point in order to build the probability distribution estimates. The solution considered in this special case is to use a kernel density estimation. We do not attribute z i to exactly the point x i at which it was observed but distribute it using a kernel K
x to surrounding points (or to the whole space if the kernel does not have a nite support). Hence, The advantage is that at any given point x, we now have pseudo-counts c i = K
x (x i , x) for each z i , from which it is possible to build a probability distribution estimate (instead of a having a single observed z i at x i in the nonkernel case).
When the space Z is continuous it is then possible to combine this approach with kernel density estimators in
with c i the coecient for the sample z i .
Combining both equations, we get a probability density
with K x i and K z i appropriately chosen kernels, and an implicit normalisation constant so the probabilities sum to
Without loss of generality it is possible to request that K(a, a) = 1 with a being x or z respectively. 
In that case, similar observations z i are eectively summed up for a given x i and the probability estimator is an histogram. In practice it is preferable to use a specialised discrete estimator for eciency reasons in small search spaces.
The reference kernel decomposition implementation only handles the common case of a unique kernel
and a unique K z = K z i for all data points i.
Sampling
Two operations are performed usingp:
• Comparison: We need to check whetherp(z|x 1 ) and p(z|x 2 ) are similar for clustering or not x 1 and x 2 in the same causal state.
• Expectation: We need to estimate the expected utility of a prediction y ∈ Z for a given x ∈ X:Û (y|x) = ¡ z∈Zp (z|x)U (y, z).
Clustering
In order to perform both these operations a user-dened sampling scheme is introduced in the space Z. 
The probability values are then computed at each of the sampling points s ∈ S ⊂ Z:
It is additionally possible to restrict the range of considered i to points i ∈ N (x, s) in the neighbourhood x i of the given x and in the neighbourhood z i of the given s. This is especially useful for speeding up computations by rejecting in advance points where the kernel contributions are negligible or null.
The operations on p(z|x 1 ) and p(z|x 2 ) are then performed numerically at the sample points s ∈ S:
• Comparison is handled by choosing a dissimilarity measure between probability distributions.
The reference implementation proposes the χ 2 statistic, the Bhattacharyya distance B(
where KL(p q) is the Kullback-Leibler divergence [7] . The Bhattacharyya distance is the default for the kernel decomposition implementation.
• Expectation of the utility for a candidate y ∈ Z is performed by summingÛ (y|x) =
where C is the normalisation constant.
Clustering of the causal states is performed directly by matching the probability distributions as dened in the previous subsection.
For iso-utility and iso-prediction states an additional step is necessary: OptimisingÛ (y|x) in order to nd Y (x) = Argmax y∈ZÛ (y|x). The user is free to implement any multi-modal optimisation scheme (equivalent best predictions y ∈ Y (x) must be found, uni-modal search schemes returning only one candidate are not adapted).
The reference implementation proposes a totalistic search and a simple Genetic Algorithm that does little more than simulated annealing.
Once the prediction sets Y (x) and the optimal utility values are computed it is possible to cluster them. Approximate matchers might become necessary for checking the appropriate equivalence relations for each state denition, due to numerical precision, limited data size, etc.
False positives are when x 1 and x 2 are clustered together when they are mathematically not equivalent, false negatives are when the points are in dierent states when they should not. These risks are minimised by providing more sample points to look at and by increasing the data size. In the limit of an innite number of data points and samples, consistency is determined by the chosen approximate matchers (ex: the Bhattacharyya distance in the previous section) and by whether the data respects or not the mathematical assumptions needed for the theory to work (ex: conditional stationarity, the distributions p(z|x) must not change from one x i to another since we aggregate the whole data set).
Additionally we can exploit the fact that causal states sub-partition the decisional ones. If we compute the isoutility, iso-prediction and decisional states rst we might then restrict the search for similar probability distributions p(z|x 1 ) and p(z|x 2 ) to points {x 1 , x 2 } ⊂ ω within each decisional state ω.
If we compute the causal states rst, we might use representative p(z|σ) distributions for each causal state, by averaging all p(z|x) for x ∈ σ in order to reduce numerical discrepancies (as aforementioned all distributions should be the same mathematically but in practice the estimators are not perfect). The expected utilityÛ (y|x) is then set toÛ (y|σ) for all x ∈ σ. This approach (causal states rst) was found to give better results in practice.
The user is free to provide any clustering algorithm.
The clustering algorithm must handle the unavoidable errors in the estimation of the clustered quantities fromnite data (ex: probability distributions p(z|x) for causal states). Ideally, all x with exactly equal such quantities should be put together by denition of the equivalence relations for each state (see Section 2.2). However due to the estimation errors some tolerance has to be given for the equality, which then introduces side-eects like the loss of the transitivity relation, etc. By default a χ 
Ensuring the -machine determinism
The Causal State Splitting Reconstruction algorithm [8] acts on strings of symbols. It works by recursively splitting the current causal state estimates as the string length is increased. The consistency on shorter string lengths is maintained while the causal states are rened to take in account more symbols. In the limit, it provably converges to the true causal states.
In the present case we do not act on strings of sym- The drawback is that the proposed algorithm does not so far ensure that the resulting automaton is deterministic in terms of symbol transitions. The labelled transitions between states can be recovered by looking at the symbol sux implied by passing from x i to x i+1 . But there is no guarantee that a given (state+symbol) combination always lead to the same state deterministically.
Example: x i = aaba and w i = abba are in the same causal state: p(z|x i ) and p(z|w i ) match and were clustered together with string length limited to depth 4. We observe that x i+1 = abac and w i+1 = bbac, with the same sux c, yet p(z|x i+1 ) and p(z|w i+1 ) do not match anymore and were not clustered in the same state. This is a violation of the -machine determinism: from the same state and with the same symbol, the transition leads to dierent states. Yet this case is possible when clustering independently x i , w i , x i+1 , w i+1 into their own states as we do.
For iso-utility, iso-prediction and decisional states this is not a problem: As explained in Section 2.4 transitions are determined in terms of changes in utility related quantities, the string symbols are irrelevant in that case. For an -machine reconstruction however the proposed algorithm needs to be augmented by an additional step.
The user can optionally express symbol values together with each x i → x i+1 transition. These are used as constraints for the clustering algorithm when they are available. The following procedure is implemented:
• Before clustering: If several x i = x a → x i+1 = w transitions are observed, with the same data value x and symbol a ∈ A, then all corresponding w are pre-clustered in the same state.
• Clustering is performed according to the user parameters as described in Section 4.4.
• After clustering, iterate the following steps:
Split step: It might be that data x 1 and x 2 for the transitions x 1 a → w 1 and x 2 a → w 2 were clustered together, while w 1 and w 2 are not clustered together (see the above example).
In that case, the state containing x 1 and x 2 is split in order to restore determinism. Unfortunately this is not the case in practice. Indeed, clustering from nite data is necessarily imperfect. If
x ∈ σ 2 is wrongly aected to σ 1 then forcing symbol determinism might create spurious states: σ 2 is erroneously split until the transitions are consistent, while the source of the inconsistency is not detected. Or similarly states are merged when they should not.
We had to accept a threshold for clustering distributions together (ex: a signicance level for the Chi-Square test), due to the imperfect distribution estimation. In turn, we have no choice but to accept that some x ∈ σ might be misclassied and might generate spurious transitions. The same way we ignore small discrepancies in distribution clustering, the solution is to ignore small discrepancies in the automaton determinism. Formally:
Let σ be a causal state, a ∈ A a symbol in the alphabet A. The automaton is deterministic when each time a data value x ∈ σ is followed by the symbol a then w = xa falls in a unique state ϕ, ∀x ∈ σ. When the automaton is not 8 deterministic there is instead a distribution p(ϕ|σ, a) with several ϕ.
We propose here to set a threshold θ = 1 − > 1 2 for ignoring small discrepancies up to : When ∃ϕ/p(ϕ|σ, a) > θ then the unique such ϕ is taken as the automaton transition. This is completely independent from the probability of the transition itself p(a|σ).
Concretely, the split and merge step described above are applied only on such transitions ϕ, ignoring the spurious transitions.
Complexity of the algorithm
Depending on particular applications setup, one or the other of these tasks might become the dominant algorithm cost:
• Estimating the probability distributionsp(z|x). Using the above kernel decomposition the complexity is
with N the number of data and M the number of samples, and k() the cost of performing nearest neighbour queries in spaces X and Z. More precise (and possibly more expensive) machine-learning techniques could be used instead of a kernel decomposition, as the quality of the nal result crucially depends on this estimation.
• Clustering tasks. In particular comparing probability distributions is more costly than comparing points, so clustering causal states is usually expen- • Evaluating the utility function. For the analytical examples in the Section 3, U (y, z) is simple enough so its evaluation was not the main issue. However in dierent setups the algorithm complexity might have to be dened in terms of the number of evaluations of the cost function.
• OptimisingÛ (y|x) in order to ndŶ (x) = Argmax y∈ZÛ (y|x). An exhaustive search of Z is only feasible for small discrete spaces. Advanced multimodal optimisation techniques might become necessary and induce large computation times. Data is generated according to the Even process as a series of symbols. The goal of the experiment is to reconstruct the underlying transition graph from these observations.
The algorithm described in Section 4 is set up with the following parameters:
• Observations x ∈ X are taken as the symbols in a sliding window of size L past data values. The predictions z ∈ Z = {0, 1} are the symbol in the series following this window.
• Discrete distributions are built by monitoring (x, z) pairs in the training set of size N generated associations.
• A Chi-Square test is used in order to match distributions, with 5% accuracy.
• The clustering algorithm nds the connected components (see Section 4.4). Symbol constraints are available and implemented as described in Section 4.5 with a tolerance threshold θ = 0.95.
• We are not interested in this example in decisional states, so we do not set a utility function.
Cellular automaton 5 APPLICATION EXAMPLES
The result of one typical reconstruction, using N = 10 
Recurrent states
Parameters: 10 5 data points, using a past window size of 10 points. In [8] an experiment is conducted to study the behaviour of the CSSR algorithm depending on the history size. The transposition of this experiment is conducted in the current setup in order to highlight the dierences between both algorithm behaviours. • Results for L = 1 and L = 2 produce an incorrect transition graph, there is not enough history to reliably determine the states. The two states for L = 1
in Fig. 6 are thus not the correct ones.
• CSSR may split the states with each increase in the window size, whereas the present algorithm clusters states using the whole window and symbol constraints. When there is not enough data to estimate the distributions properly CSSR over-splits the states.
The current algorithm merges them thanks to the tolerance on state transition determinism as explained in given application depends on that application.
• When there is enough data to estimate the distributions correctly the proposed algorithm gets more precise as the window length increases.
Cellular automaton
Another test case where causal states were applied is the detection of moving particles in cellular automata, and their interactions [9] . The introduction of a utility function in this context provides a simple yet eective way to demonstrate the concepts presented in this document on a simple example. The next section considers the usage of iso-prediction states in a larger-scale application. 
APPLICATION EXAMPLES

Image ltering and edge detection
In this context the data set X is the space of all past light-cones (in blue on Figure 7 ). From the current system state we would like to predict the future of the system, so Z is the space of all future light-cones (in red on Figure   7 ). Even though the cellular automaton is completely deterministic, the state of cells in the future cone depend on information which is outside the past cone, so we ob- Given the discrete nature and relatively small search space of the problem, the algorithm described in Section 4.1 is setup with:
• A simple discrete probability density estimator based on (x, z) observation counts:
.
• An exhaustive integrator weighting the utility of all possible future cones by their probability:Û (y|x) = z∈Zp (y|z)U (y, z). In practice unobserved z values would induce a null contribution so the summing occurs only on observed z.
• An exhaustive search optimiser, computingÛ (y|x) for all possible y ∈ Z. The maximum utility value as well as the set Y (x) = Argmax y∈ZÛ (y|x) of best predictions are maintained during the search.
• The connected component, single-link hierarchical clustering algorithm described in Section 4.4, with exact match predicates. we get ner particle movement and interactions, at the expense of loosing details deemed irrelevant when all we care is the number of correct cells in the future cone.
The idea of this section is to extend the cellular automaton example for ltering images. We make the hypothesis that edges correspond to zones where the prediction difculty is greatest. This diers from other common definitions, like a high luminance gradient magnitude. The background pattern of the previous cellular automaton example is a case where gradient-based ltering would detect edges while the proposed method assigns a low-complexity value, which may or not be better adapted to a user's problem. The denition of an edge is not the topic of this article. This section's goal is to show how the concepts introduced in this document might be used on a concrete example.
The family of lters created by statistical or decisional complexity have unusual properties:
• They are dened globally on the whole image (or image sequence), but they are applied locally (for each considered x ∈ X).
• They detect zones which are statistically dierent from the rest of the image. This presents an interest in itself, especially if the user is able to provide an adequate utility function.
x: neighbourhood z: point to predict This framework may possibly be adapted for generic feature detection with a variant setup. In this example scenario we are considering edge detection.
The data space X is dened as the neighbour pixels of an image pixel z ∈ Z. The prediction problem is to nd the value of z from the neighbourhood. The data space X is thus considerably larger than in the previous examples. Fortunately, unlike the cellular automaton case where a dierence in x can lead to completely dierent predictions, usually images are not significantly altered when pixel values dier by a small amount.
In the present context we exploit this nearby consistency in X and Z in order to apply kernel-based density estimators. These are more reliable than the simple count-based estimator used in the previous section, especially since X has a higher dimension.
The prediction space Z can be run through exhaustively in the case considered here: only one centre grey pixel.
Additional experiments provided with the reference implementation extend the prediction space to centre blocks and to RGB values. In these cases we have to resort to Monte-Carlo sampling and a Genetic Algorithm.
As often pre-processing the data has a benecial eect.
For each region x we compute the minimal and the average grey level. Either of these can be subtracted from both x and z without loss of genericity (we would still be able to reconstruct the original grey level for a prediction z by adding back the value shift dened on x). and no approximate matching.
Increasing the kernel size in X allows to gather nearby points and build better probability distribution estimates, which can then be fed into the expectation operation of Eq. An alternative approach is to use the interpretation explained in Section 2.5: the tolerance on grey levels is part of our a priori knowledge on image properties. This knowledge should be integrated into the utility function directly, rather than trying to compensate the exact match of the least square analytic formula a posteriori.
The utility of a prediction y when the true value z happens is thus redened as U (y, z) = − max (0, |y − z| − τ ).
In other words, we accept small prediction discrepancies up to τ at no cost, reecting the fact the image is not • In a dierent image where each light/dark edge pattern would occur with a dierent frequency the proposed algorithm would produce a dierent result locally, while the Sobel lter would be unaected by the rest of the picture. This might be an advantage or not, depending on the application.
• Making global statistics and clustering probability distributions comes with a computational cost. While Sobel ltering is very ecient, applying the proposed algorithm requires comparatively large computation times. The bottom-middle image (512x512 pixels) was produced by rst spending 10min 40s for nding the nearest neighbours in X (see Section 4.6) on an Intel dual-core 3.16 GHz CPU (both cores used), and then 32min 24s for matching probability distributions on a CUDA-enabled NVidia GeForce 8600 GT (4 multiprocessors of 32 cores each, running at 1.19 GHz).
Applying the least square analytic formula allows to cluster points instead of distributions, which reduces the completion time. However as seen in Figure 10 the results are less precise than using an adequate utility function and computing the causal states rst. The images shown in Figure 11 and 10 correspond to the ranking of states according to their iso-prediction complexity, without enhancement. In the cellular automaton example the result grey levels were dened according to the complexity value. In this example the rank of the isoprediction state for a given point, ordered by complexity value, is used instead. The advantage of using the rank instead of the value itself is to smooth out noise at points with a low complexity. This eect can be seen by comparing the top-middle and top-right images in Figure 11 Finally, no post-processing was performed on the images, including no contrast enhancement. It would be interesting to apply this technique as a pre-ltering tool for other well-established edge detection, segmentation or noise removal algorithms. The goal of this article is to introduce the decisional, iso-utility and iso-prediction states.
The edge detection application is only a demonstration of how these concepts might be used in practice, including how to incorporate a priori knowledge through the utility function.
CONCLUSION Conclusion
We derived the decisional states notion for a system by introducing a utility function in computational mechanics.
Doing so leads to a denition of a complexity measure, that depends on a chosen utility function, for how hard it is to make an optimal decision of a system. Another consequence is a way to identify events that provoke a change of decision, represented as transitions in a state diagram.
This theoretical framework is applicable to a broad range of domains, including hidden model reconstruction and image ltering.
A family of algorithms was introduced in order to compute the decisional states from data. This family of algorithms is parametrised by user-provided functions: a utility function, a probability density estimator, an integrator, a multi-modal optimiser, etc. The quality of the result depends on these parameters as detailed in Section 4.
Prior knowledge is here incorporated in the form of a utility function. The meaning associated to utility values can be dened at a higher level than that of the data under investigation. From an emergentist point of view the utility function encodes our high-level knowledge, and the decisional states are the emergent structures corresponding to that utility function.
These notions were exemplied mathematically on analytically tractable examples, and numerically on practical problems like image ltering.
Extension of this framework could include for example:
• Automated detection of emergent entities and events happening in a system, by following the guideline provided in section 2.5.
• Advanced image processing techniques, by building on the example of section 5.3.
• Integration with other machine learning tools:
Sample selection: By computing the mutual information of each sample with its estimated isoutility state, and provided an adequate denition of the utility function is found, it might be possible to perform a new kind of sample selection.
Use a given machine learner to get predictions, and cluster these in iso-prediction sets. From there a new way of computing causal states could be obtained by sub-clustering these sets. Applying the utility on causal states would lead to isoutility states, which could nally be intersected with the initial prediction sets to get the decisional states.
Introducing a utility function results in subclustering the underlying -machine. This has practical consequences for domains where a hidden Markov model reconstruction is adequate.
Integration with Bayesian networks, and in particular for estimating the p(z|x) distributions.
But also for causal discovery problems: there might exist an eective way to introduce the information contained in the the causal and decisional states in order to determine the correct causal structure of a Bayesian network.
These are mere suggestions of research trails, but of potentially practical interest. The technique presented in this paper is generic and applicable to a wide range of topics.
A reference implementation is provided, see Appendix B.
This C++ code is highly adaptable as well as optimised The problem is that in order to infer correctly the state of a point F in the future cone we might potentially need all points in the past light cone of F . It would theoretically be possible to have access to the points like P in the system current past, provided in practice that we indeed recorded the value of P . However there is by denition no way of getting the value of points like O that are outside the current system past light cone. Since both points belong to the past light cone of a point F in our own future, the consequence is that even for deterministic sys- The causal states construction is not limited to lightcones as described above. We can also cluster together data (parameter) points x ∈ X according to the conditional distributions p(z|x) of points z ∈ Z in a space of predictions. The same equivalence relation as above can be dened: We refer to the equivalence classes induced by this relation as causal states in this document, even though no causality relation needs to be explicitly introduced as is the case for light-cones.
Appendix B: Web information
The reference implementation of the algorithm presented in this article is available on the author web site:
http://nicolas.brodu.numerimoire.net
The code is highly templatised and the classes might be directly copy/pasted into a user project. The code is available as free-libre software (GNU LGPL v2.1 or more recent) and contributions are welcome. 
