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Abstract
Recently, Grabner et al. [Combinatorics of geometrically distributed random variables: run statistics, Theoret. Comput. Sci.
297 (2003) 261–270] and Louchard and Prodinger [Ascending runs of sequences of geometrically distributed random variables: a
probabilistic analysis, Theoret. Comput. Sci. 304 (2003) 59–86] considered the run statistics of geometrically distributed independent
random variables. They investigated the asymptotic properties of the number of runs and the longest run using the corresponding
probability generating functions and aMarkov chain approach. In this note, we reconsider the asymptotic properties of such statistics
using another approach. Our approach of ﬁnding the asymptotic distributions is based on the construction of runs in a sequence of
m-dependent random variables. This approach enables us to ﬁnd the asymptotic distributions of many run statistics via the theorems
established for m-dependent sequence of random variables. We also provide the asymptotic distribution of the total number of
non-decreasing runs and the longest non-decreasing run.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Runs and run related statistics have always become popular in applied probability as well as in other ﬁelds such as
reliability, computer science, and statistical process control.
Run statistics basedon a sequence of geometrically distributed randomvariables are of special importance in computer
science. They have been investigated in several papers, see, for example [5,7–9,12]. Various runs such as monotone
and increasing were considered in these papers. In the present paper, we focus on the total number of runs, the longest
run, the total number of non-decreasing runs and the longest non-decreasing run, the ﬁrst two of which have been
already considered by Grabner et al. [5] via the probability generating function technique. Denote by Rn,Ln, Sn and
Mn the total number of runs, the longest run, the total number of non-decreasing runs and the longest non-decreasing
run in a sequence of n independent geometrically distributed random variables X˜ = (X1, . . . , Xn), respectively. For an
illustration let us consider a sequence of 10 outcomes: 3322241322. We have R10 = 6, L10 = 3, S10 = 4,M10 = 4.
In this paper, we imbed the runs in X˜ into a sequence of m-dependent (m = 1) random variables and using the
asymptotic theory established for m-dependent sequences, limiting distributions are obtained.
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2. Total number of runs
Let X1, X2, . . . , Xn be a sequence of i.i.d. random variables with
P {Xi = k} = pqk−1, k = 1, 2, . . . ,
where q =1−p. Denote by Rn the total number of runs in X1, X2, . . . , Xn. The simplest representation of Rn is given
by
Rn = 1 +
n−1∑
i=1
i , (1)
where
i =
{
1 if Xi = Xi+1,
0 otherwise, i = 1, 2, . . . , n − 1. (2)
It is clear that 1, 2, . . . is a sequence of 1-dependent stationary random variables, i.e. (1, . . . , i ) is independent of
the vector (j , j+1, . . .) for any j > i + 1.
The expectation and the variance of the random variable Rn can be easily computed via the representation (1):
E(Rn) = 1 + (n − 1)P {1 = 1} = 1 + (n − 1)
(
1 −
∞∑
k=1
(pqk−1)2
)
= 2q
1 + q n +
p
1 + q
and
Var(Rn) =
n−1∑
i=1
E(2i ) + 2
∑
1 i<jn−1
E(ij ) − (E(Rn))2, (3)
it is clear that for l − k > 1
∑
1 i<jn−1
Eij =
n−2∑
i=1
Eii+1 +
((
n − 1
2
)
− (n − 2)
)
Ekl . (4)
One can observe that
Eii+1 =
∞∑
k=1
P {Xi = k}P {Xi+2 = k}P {Xi+1 = k}
=
∞∑
k=1
(1 − pqk−1)2pqk−1
= 2 − 2(1 − q)
1 + q +
3q2 − 3q
1 − q3 (5)
using the independence property of k and l for l − k > 1 along with (5) in (4) and then in (3) one obtains
Var(Rn) = 2q(1 − q)
2(2 + q2)
(1 − q3)(1 + q)2 n −
2q(1 − q)2(3 − q + q2)
(1 − q3)(1 + q)2
which coincides with the Proposition 2 of [5].
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Since the random variable Rn is the sum of 1-dependent stationary random variables, it is possible to use the
simple version of the central limit theorem which was established for m-dependent stationary sequences due
to [6]:
Lemma 1. Let Z1, . . . , Zn, . . . be a stationary sequence of random variables and let it also be m-dependent with m
held ﬁxed. Then, if E|Z1|3 <∞, the random variable∑n
i=1(Zi − EZi)√
n
→ N(0, 2) in distribution,
where
2 = Var(Z1) + 2
m+1∑
i=2
(EZ1Zi − EZ1EZi).
The usage of Lemma 1 with m = 1 and
2 = Var(1) + 2(E12 − E1E2)
= 2q
1 + q −
(
2q
1 + q
)2
+ 2
[
2 − 2(1 − q)
1 + q +
3q2 − 3q
1 − q3 −
(
2q
1 + q
)2]
= 2q(2 + q
2)(1 − q)2
(1 − q3)(1 + q)2
yields
P
{
Rn1 + (n − 1) 2q1 + q + x
√
n
}
= (x) + O(n−1/2)
which was ﬁrst obtained by Grabner et al. [5] using a probability generating function technique.
Next, consider the total number of non-decreasing runs in X1, . . . , Xn. One may show that
Sn = 1 +
n−1∑
i=1
i ,
where
i =
{
1 if Xi >Xi+1,
0 otherwise, i = 1, 2, . . . , n − 1.
The usage of Lemma 1 with
E(Sn) = 1 + (n − 1) q1 + q
and
2 = q(1 − q + q
2)
(1 + q)2(1 + q + q2)
gives the asymptotic distribution of Sn as
P
{
Sn1 + (n − 1) q1 + q + x
√
n
}
= (x) + O(n−1/2).
1768 S. Eryilmaz /Discrete Mathematics 306 (2006) 1765–1770
Denote by (i) the length of a non-decreasing run starting with value i. One can write for the distribution of (i),
P {(i) = l} =
∑
j
P {(i) = l, il+1 = j}
=
∑
i i2 ··· il
il−1∑
j=1
P {X = i2} · · ·P {X = il}P {X = j}
=
∑
i i2 ··· il
pqi2−1 · · ·pqil−1(1 − qil−1)
simple calculations yield
P {(i) = l} = p
l−1q(l−1)(i−1)
(q; q)l−1 −
plql(i−1)
(q; q)l ,
where (a; x)k denotes the Euler identity which is given by(a; x)k =
∏k
r=1 (1 − axr−1), (a; x)0 = 1.
3. The longest run
One of the most useful run statistic is the longest run statistic. It has been widely investigated especially in a sequence
of binary outcomes, see, for example [1–4,11,13].
Let us consider the longest run in a sequence of geometrically distributed random variables. Deﬁne a random variable
i such that
{i = k} iff {i = 0, . . . , i−k+1 = 0, i−k = 1},
where the random variables i are given by (2). The random variable i denotes the length of the failure (0) run at ith
step. In this case the longest run in a sequence of n geometrically distributed random variables can be represented as
Ln =
(
max
1 in
i
)
+ 1.
In fact, the random variable L0n = max1 in i coincides with the longest failure run in a sequence of 1-dependent
random variables 1, . . . , n. Since
P {Lnk} = P {L0n < k}
the asymptotic distribution can be derived using the existing asymptotic theory of the longest run statistic in a sequence
of m-dependent random variables. Let {Zi, i1} be a stationary m-dependent sequence of random variables with
values 0 (failure) and 1 (success) and
r(k) = s(k) − s(k + 1)> 0, k1,
where s(k) = P {Z1 = · · · = Zk = 0}. Denote
(n) ≡ sup
1kn
|P {L0n < k} − exp{−nr(k)}|.
Theorem 1 (Novak [10]). If there exist positive constants t, C <∞ such that
s(k + 1)
s(k)
C−1k−t
for all kC then as n → ∞
(n) = O(n−1(ln n)d)
where d = max{1;mt}.
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The above theorem may be applicable for the sequence {i , i1} with m= 1 if we can ﬁnd constants t, C such that
the condition of the theorem holds. It is easy to compute that
s(k) = P {1 = · · · = k = 0}
= P {X1 = · · · = Xk+1} = p
k+1
1 − qk+1
and
s(k + 1)
s(k)
= p(1 − q
k+1)
1 − qk+2 .
Proposition. It is true that for k1
p(1 − qk+1)
1 − qk+2 
p
3k
.
Proof.
p(1 − qk+1)
1 − qk+2 
p(1 − q)
1 − qk+2 =
p2
1 − qk+2 
p2
1 − q3k
since xc > 1 + c(x − 1) for c > 1 taking x = q3k the proof is completed. 
Via the foregoing proposition the suitable selections of t and C are 1 and 3/p, respectively. Therefore d = 1 and then
as n → ∞
sup
1kn
∣∣∣∣P {Lnk} − exp
{
−n p
k+1q(1 − qk)
(1 − qk+1)(1 − qk+2)
}∣∣∣∣= O(n−1 ln n). (6)
We can get rid of qk, qk+1, qk+2 when k − log1/q n is O(1) or larger, they can also be ignored when it is small and
(6) can be reformulated in the form of the Gumbel distribution as
sup
1kn
|P {Lnk} − exp{− exp()}| = O(n−1 ln n), (7)
where  := log n−(k+1) logp−1−log q−1. The result given by (7) provides a better estimate of the rate of convergence
than obtained in [8].
By this way, it is also possible to obtain the asymptotic distribution of the longest non-decreasing run in a sequence
of geometrically distributed random variables X1, X2, . . . , Xn . Let us introduce the following indicators:
	i =
{
1 if XiXi+1,
0 otherwise, i = 1, 2, . . . , n − 1. (8)
Then Mn =L1n +1 denotes the longest non-decreasing run in X1, X2, . . . , Xn, where L1n represents the longest success
run in a sequence of 1-dependent random variables 	1, . . . , 	n. Repeating the above arguments for
s(k) = P {X1 · · · Xk+1} = p
k+1
(1 − q)(1 − q2) · · · (1 − qk+1) =
pk+1
(q; q)k+1
the constants t and C are found to be 1 and 3, respectively. Therefore, as n → ∞
sup
1kn
∣∣∣∣P {Mnk} − exp
{
−n p
k+1q
(q; q)k(1 − qk+2)
}∣∣∣∣= O(n−1 ln n)
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which can be reformulated in the form of the Gumbel distribution as
sup
1kn
|P {Mnk} − exp{− exp(
)}| = O(n−1 ln n),
where 
 := log n + (k + 1) logp + log q − log(q; q)k − log(1 − qk+2).
Note that if in (8) we replace “” by “<” then Mn denotes the longest ascending run whose asymptotic distribution
was obtained by [9] using a Markov chain approach.
4. Conclusion
Wehave studied the asymptotic properties of runs by imbedding them into a sequence ofm-dependent (m=1) random
variables and using the asymptotic theory established form-dependent sequences.We observe that the presentedmethod
is applicable not only for the runs of geometrically distributed random variables but also for the runs of any sequence
of random variables.
An application of Theorem 1 to the longest run of geometrically distributed random variables provides a better
estimate of the rate of convergence (n−1 ln n) than those obtained in previous studies.
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