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We propose a method for optical interferometry in telescope arrays assisted by quantum net-
works. In our approach, the quantum state of incoming photons along with an arrival time index
is stored in a binary qubit code at each receiver. Nonlocal retrieval of the quantum state via
entanglement-assisted parity checks at the expected photon arrival rate allows for direct extraction
of the phase difference, effectively circumventing transmission losses between nodes. Compared to
prior proposals, our scheme (based on efficient quantum data compression) offers an exponential
decrease in required entanglement bandwidth. Experimental implementation is then feasible with
near-term technology, enabling optical imaging of astronomical objects akin to well-established radio
interferometers and pushing resolution beyond what is practically achievable classically.
High-resolution imaging using large telescope arrays
is by now a well-established technique in the microwave
and radio-frequency domains [1, 2]. Although extending
to the optical domain may offer substantial advantages in
terms of resolution [3, 4], this task is extremely challeng-
ing in practice. The requirement of interferometric stabi-
lization at optical wavelengths and the weakness of light
sources in this domain have precluded the widespread
adoption of optical telescope arrays [5]. Notably, the
weaker light intensities make phase-sensitive heterodyne
detection infeasible due to vacuum fluctuations [6]; there-
fore, high-resolution optical telescopes are operated by
directly interfering the collected light [7]. Then, the size
of the array (and consequently resolution) is ultimately
limited by transmission losses between telescope sites.
In this Letter, we propose a new approach to overcome
these limitations with networks [8] of quantum memories
connected via entanglement. Specifically, we describe a
scheme for efficiently determining the optical phase dif-
ference between two widely separated receivers. Each
detector runs a “quantum shift register” storing incident
photon states at a rate that is matched to the inverse
detection bandwidth. Then, at the anticipated mean
photon arrival rate, the memories are interrogated with
entangled pairs to provide information akin to that ob-
tained from a radio interferometer. Employing quantum
repeater techniques [9], this approach completely circum-
vents transmission losses. The resulting increase in base-
line to arbitrarily large distances potentially allows for
substantial enhancement in imaging resolution [4].
Before proceeding, we note that the use of entangle-
ment to connect remote telescope sites has been proposed
previously by means of postselected quantum teleporta-
tion of incident optical photons [10]. The key limitation
of this visionary proposal is the requirement of an exces-
sive amount of distributed entangled pairs. They must
be supplied at a rate similar to the spectral bandwidth of
the optical telescope, which is currently not feasible. In
the relevant case of weak sources, such that incident pho-
tons are rare, the use of quantum memories circumvents
FIG. 1. Overview of basic operation. Light from a distant
source is collected at two sites and stored in quantum mem-
ory over time bins digitized by detector bandwidth. Both the
quantum state and the arrival time of an incident photon are
encoded in a binary qubit code. For example, if the photon
arrives in the fifth time bin, corresponding to binary repre-
sentation 101, we store it in a quantum state with flipped first
and third qubits at each node. Decoding of the arrival time
is accomplished by nonlocal parity checks assisted by entan-
gled pairs, projecting the memories onto a known entangled
state. The phase information can then be extracted without
directly interfering the signal from the two memories, thus
circumventing transmission losses. Network resources scale
only logarithmically with source intensity .
this requirement. Under distributed compression, the in-
coming light is efficiently processed using only ∼log2(1/)
memory qubits and entangled pairs, where   1 is the
mean photon number. Then, the entire loss-free interfer-
ometric operation can be realized with modest quantum
nodes consisting of about 20 qubits and a distributed en-
tanglement rate in the 200 kHz range. Our proposal real-
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2izes an effective event-ready scheme, avoiding the waste-
ful expenditure of entanglement for vacuum events.
In our protocol, illustrated in Fig. 1, incoming light is
stored by flipping stationary quantum bit memories [11]
at each telescope site. The storage procedure operates
over a time interval set by the detector bandwidth. Mul-
tiple qubits are needed to record a photon spread over
many time bins. We assume that the light is weak such
that most time bins contain vacuum. Consider first a
unary encoding with one memory qubit for each time
bin. After the single photon is stored, the memories are
in a superposition between one site having the excita-
tion versus the other: e.g., (|000010 . . .〉A |000000 . . .〉B +
eiθ |000000 . . .〉A |000010 . . .〉B)/
√
2, where the memory
register corresponds to the time bin. The goal of the
interferometer is to extract the relative phase θ. To de-
termine which memory qubits to use for interferometry
without collapsing the superposition, the parity of par-
allel memory registers can be checked with an entan-
gled state per register. Introducing Bell pairs (|φ±〉 =
(|0, 0〉 ± |1, 1〉)/√2, where |i〉A |j〉B ≡ |i, j〉), controlled
phase (CZ) gates between the memory qubits on either
side and the entangled pairs have the following effect:
(|0, 0〉 , |1, 1〉) ∣∣φ+〉 2×CZ−−−−→ (|0, 0〉 , |1, 1〉) ∣∣φ+〉 , (1)
(|0, 1〉 , |1, 0〉) ∣∣φ+〉 2×CZ−−−−→ (|0, 1〉 , |1, 0〉) ∣∣φ−〉 . (2)
A measurement in the X basis (projecting on the states
|±〉 = (|0〉 ± |1〉)/√2) of each qubit in the Bell pair then
reveals their parity, from which we can infer arrival time
because the odd-parity register is the one containing the
excitation. Its relative phase can be subsequently ex-
tracted, e.g., via measurement of one of the qubits in the
X basis and the other in a rotated basis to interfere the
phase. Similar to a prior scheme [10], the unary code
requires one entangled pair for each time bin, implying
large consumption for practical bandwidth.
Encoding in binary accomplishes the same task but
with a logarithmic scaling of resources. We exploit that
only one photon arrives over M ∼ 1/ time bins; i.e., we
only have to store one logical qubit per block. Label each
time bin m ∈ Z+ with its binary representation m2, and
define logical qubits |0¯〉 ≡ |0 . . . 0〉 and |1¯m〉 ≡ |m2〉. For
example, the fifth time bin is encoded as |1¯5〉 = |1010...0〉,
which is formed from physical qubits at one site. Gener-
ally, log2(M + 1) bits are needed to losslessly encode M
possible arrival times plus the vacuum. This encoding is
performed by a logical controlled not (CX) gate, which is
a product of physical CX gates between the control pho-
tonic qubit and target memory qubits specified by the
binary representation:
|0〉 (|0¯〉 , |1¯j〉) CXm−−−→ |0〉 (|0¯〉 , |1¯j〉) , (3)
|1〉 (|0¯〉 , |1¯j〉) CXm−−−→ |1〉 (|1¯m〉 , |1¯j + 1¯m〉) . (4)
The encoding keeps track of the arrival time of one pho-
ton: empty time bins leave the memories unchanged,
whereas only the time bin that does contain a photon
maps into the quantum memory via the binary code.
Decoupling the photonic qubit through an X-basis mea-
surement completes the encoding step but imparts a con-
ditional phase associated with each time bin [12]. This
phase must be corrected, requiring knowledge of the time
bin when the photon did arrive. The arrival time can
be decoded while preserving spatial coherence by apply-
ing nonlocal parity checks on qubit pairs in the same
register analogously to the case of unary encoding de-
scribed earlier. For example, if the photon arrived in
the fifth time bin, the Bell pairs would be found in
the state |φ−〉 |φ+〉 |φ−〉 |φ+〉 . . . |φ+〉. Because there are
log2(M + 1) qubits per memory, log2(M + 1) preestab-
lished entangled pairs are also consumed.
Besides identifying the photon arrival time, the par-
ity checks project out the vacuum component of the
state. Modeling the astronomical object as a weak ther-
mal source [13, 14], the light arriving in each time bin is
described by a density matrix [6]
ρAB = (1− )ρvac + (1 + |g|)
2
∣∣ψ+θ 〉 〈ψ+θ ∣∣
+
(1− |g|)
2
∣∣ψ−θ 〉 〈ψ−θ ∣∣+O(2) , (5)
to the first order in , where
∣∣ψ±θ 〉 = (|0, 1〉±eiθ |1, 0〉)/√2
and ρvac = |0, 0〉 〈0, 0| in the photon-number basis. The
first-order spatial coherence g = |g|eiθ, also known as the
visibility, generally has amplitude |g| ≤ 1. The nonlocal
parity checks project onto the logical qubit states. Af-
ter acting on M ∼ 1/ samples of ρAB , the memories
likely contain one logical excitation. This postselection
via measurement leads to efficient error accumulation,
as elaborated on below. The visibility g can then be ex-
tracted through a logical measurement similar to the case
of unary encoding discussed above [12].
Specifically, for the example of a photon being detected
in the fifth time bin, the memory ends up in the following
entangled state up to a known phase flip from the state
transfer operation:
(1± |g|)
2
∣∣ψ¯+θ 〉 〈ψ¯+θ ∣∣+ (1∓ |g|)2 ∣∣ψ¯−θ 〉 〈ψ¯−θ ∣∣ , (6)
where
∣∣ψ¯±θ 〉 = (|0¯, 1¯5〉 ± eiθ |1¯5, 0¯〉)/√2, which has four
entangled physical qubits (|00, 11〉±eiθ |11, 00〉)/√2. The
other, even-parity qubits are in the |0〉 state and can be
traced out. After measuring the first three of the four
entangled qubits in the X basis, the remaining qubit is
in the state
1
2
(|0〉 〈0|+ |1〉 〈1|+ (−1)n−(g |0〉 〈1|+ h.c.)) , (7)
where n− is the number of |−〉 outcomes from theX-basis
measurements. Assume n− = 0 for simplicity. Applying
3a phase shift Uδ = |0〉 〈0| + eiδ |1〉 〈1| and measuring the
qubit in the X basis will have outcome |±〉 with prob-
ability (1 ± Re(ge−iδ))/2. The visibility g can then be
extracted by sweeping over δ and repeating the above
procedure for many photons.
Physically, our scheme can be implemented with long-
lived atomic ground states (such as in Rb atoms) [15],
solid-state qubits with an optical interface (such as SiV
defect centers in diamond) [16–18], or spin qubits in
quantum dots [19], which have fast control. Optical cav-
ities ensure strong light-matter interaction [20], which
is potentially matched via quantum frequency conver-
sion [21]. Absorption of the photon by an auxiliary atom
in a Raman setup [22, 23] enables easy X-basis mea-
surement, with the same atom reused for every optical
mode. Maintaining a stable phase at the level speci-
fied by detector bandwidth can be accomplished with a
reference laser, as done in atomic clocks [24]. Logical
CX gates between the auxiliary atom and the memory
atoms could be realized as cavity-mediated [25] or Ryd-
berg gates [26]. Alternative schemes involve photon-atom
gates [11, 27] and photon detection, eliminating the aux-
iliary atom [21].
The dominant errors in our protocol will arguably orig-
inate from the two-qubit gates. Note, however, that all
time bins except the one containing the photon will result
in trivial CX gates where the control qubit is in state |0〉.
The trivial action of the CX should have an error rate
less than (log2 1/)
−1 to preserve the memory. A num-
ber of gate schemes satisfy this criterion [12]; for example,
in photon-atom gates, the absence of a photon does not
affect the atom. We therefore assume that only the non-
trivial CX operations lead to significant errors. We also
consider higher-order corrections to the photonic den-
sity matrix in Eq. (5), which introduce multiple-photon
events leading to undetectable errors in the binary code.
The performance of our scheme is analyzed using the
Fisher information, quantifying how much information
about a given parameter can be extracted through mea-
surement on a quantum state [28]. In our case, we wish
to estimate the visibility g = g1 + ig2, where g1 and g2
are two real parameters, and so the Fisher information
becomes a matrix. Taking the trace norm, ‖F‖ quanti-
fies the total obtainable information about g: 1/‖F‖ has
the operational interpretation of constraining the vari-
ance of the measured data [29]. Ideal nonlocal and local
schemes operating on the state of Eq. (5) are separated
by ‖F‖ ≥ M and ‖F‖ ≤ M2, respectively [6]. Intu-
itively, the nonlocal bound corresponds to the probabil-
ity of detecting a photon from a source of intensity ,
whereas the local bound is a factor of  worse due to
the inability to discriminate against the vacuum compo-
nent of the state. Thus, the Fisher information explicitly
demonstrates how nonlocal schemes like ours are superior
to local schemes like heterodyne detection for measuring
weak thermal light, as found in the optical domain.
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FIG. 2. Minimum number of Bell pairs needed to attain
‖F‖ ≥ 1, corresponding to variance . 1 in estimating the
visibility g, as a function of source intensity . We consider
errors in the coding operations parametrized by decreasing ν,
as detailed in the main text. Ideally (ν = 1), M ∼ 1/ time
bins are encoded per block and read out with log2(M + 1)
entangled pairs. For sufficiently large errors (ν = 0.6), the
encoding fails and memoryless operation with the readout of
every time bin is recovered, similar to the scheme of Ref. [10].
Incorporating errors and operating over M time bins,
we find the following norm of the Fisher information,
which is bounded from below [12]:
‖F‖ ≥ (M)
2
[(1 + )M − 1](1 + )M+2µ
2νlog2(M+1) ≡ ‖F‖min ,
(8)
where µ ≡ pt(2ft − 1)2(2f1 − 1)2 contains the error in
mapping the photonic state to memory at one site, in
terms of the success probability pt and fidelity ft of the
light-memory transfer and the fidelity of the one-qubit
measurement f1, and ν ≡ (2f1 − 1)4(2f2 − 1)4(2fe − 1)
contains the error of memory coding and readout in terms
of the fidelities of one-qubit measurements f1, nontriv-
ial two-qubit gates f2, and preshared entanglement fe.
The success probability includes photon loss, which ef-
fectively increases the vacuum component of the state.
Other errors are not detectable and are modeled as de-
polarizing channels as a worst-case scenario. Note that
‖F‖min ∼ M for small , as expected for a nonlocal
scheme. Larger M improves the probability of receiving
the signal of a single photon, and hence ‖F‖min initially
increases; eventually, however, a maximum is reached due
to competition from multiple-photon events and imper-
fect quantum operations. Therefore, the scheme can be
optimized with respect to M , operating with the mini-
mum entanglement expenditure needed to extract the in-
formation content of one photon: ‖F‖min ≥ 1 (see Fig. 2).
In the ideal case (ν = 1), the number of entangled pairs is
logarithmic in 1/, which is the number of time bins op-
erated over so that roughly one photon arrives, on aver-
4age. Information-theoretic arguments, based on the con-
ditional entropy of the state described by Eq. (5), predict
a bound with the same scaling, within a constant prefac-
tor [12]. When errors are sufficiently large (ν ≈ 60%), the
memories are read out after a single time bin. Thus, an
effective memoryless scheme similar to that of Ref. [10]
is recovered, with entanglement consumption scaling as
1/ [30].
Assuming an effective detection bandwidth δf = 10
GHz, a total area of photon collection of 10 m2, and
imaging in the V band (centered around 555 nm), we can
estimate the resources needed for a star of magnitude 10
(corresponding to  = 7 × 10−7), which is around the
limit of the Center for High Angular Resolution Astron-
omy (CHARA) optical interferometric array [31]. Our
ideal, optimized scheme requires log2 1/ ∼ 20 memory
qubits per site and an entanglement distribution rate of
δf  log2 1/ ∼ 200 kHz [32]. The improvement over the
rate necessary for a memoryless scheme [10] with the 10
GHz effective bandwidth is a factor of 5×104. Extending
the current limit of the 330 m baseline of CHARA [33]
to realistic quantum network scales greater than 10 km
would increase resolution from the milliarcsecond to the
microarcsecond regime [12]. Finally, we note that the
bandwidth of direct interferometers can, in practice, be
adjusted to enhance signal strength at the expense of res-
olution [33]. Although the present method is limited by
the bandwidth of quantum memory, our approach readily
extends to broadband operation, as discussed in Ref. [21].
Turning to possible implementations of these ideas, we
note that the chosen detector bandwidth (10 GHz) sets
the timescale of the encoding operation and the pho-
ton arrival rate (1 kHz) determines the memory coher-
ence time. In Table I of the Supplemental Material [12],
we compare the capabilities of various physical realiza-
tions. Among the most promising candidates are SiV
centers in diamond, striking a balance with gate time
on the order of nanoseconds and millisecond-scale coher-
ence. Techniques such as parallelization, repeated read-
out, and photon detection [21] improve performance with
a modest overhead in resources. Furthermore, we em-
phasize that our scheme performs well in the presence
of noise, which ultimately reduces the interference, as
seen in Fig. 2. Therefore, it is amenable to experimen-
tal testing and development of noisy intermediate-scale
quantum devices. Demonstrating kilohertz-scale entan-
glement generation between remote quantum memories,
high-fidelity light-matter interfaces, and the addressing
of multiple qubits at network nodes would facilitate the
realization of our proposal.
In order to image a broad object, telescope arrays con-
sisting of N > 2 sites are used to sample the visibility
g(x) across N − 1 points between x = 0 and x = b
(b is the baseline, or maximum length). According to
the van Cittert-Zernike theorem [34], a Fourier trans-
form yields an estimate of the stellar intensity distribu-
FIG. 3. Generalization to N > 2 sites in the telescope ar-
ray. Decoding with a W state collapses the network state to
two nodes, and the protocol continues as before. The visibility
data are stored in a classical memory until enough events have
accumulated to perform a Fourier transform (FT). Using GHZ
states instead preserves coherence across the network. Quan-
tum teleporting the memories to one site for convenience, a
quantum Fourier transform (QFT) is applied, yielding the
desired intensity distribution directly as the probabilities of
measurement outcomes.
tion I(φ). To operate in this manner, our network proto-
col generalizes to N > 2 nodes. Under conditions when
one photon is incident on the telescope array, we encode
the optical modes in a binary code, as in the two-node
case. The nonlocal parity checks are performed using ei-
ther N -qubit Greenberger-Horne-Zeilinger (GHZ) states,
preserving coherence across the entire array, or with
W states, collapsing the operation into pairwise read-
out [21]. Although a classical Fourier transform of ex-
tracted pairwise visibilities may be performed, the GHZ
approach enables a quantum Fourier transform directly
on the stored quantum state (see Fig. 3). Coherent pro-
cessing of the visibilities in the latter case results in an
additional improvement in the signal-to-noise ratio, be-
cause the noise associated with pairwise measurements is
avoided. The exact improvement depends on the nature
of the source distribution, but it can be on the order of√
N [21].
In conclusion, we have proposed a protocol for per-
forming nonlocal interferometry over a quantum network,
which is relevant for astronomical imaging. By encoding
the quantum state of the incoming photons into memory,
we realize an effective “event-ready” scheme with efficient
entanglement expenditure. The nonlocality is vital for
removing vacuum noise in imaging weak thermal light,
and distributed entanglement circumvents transmission
losses. Hence, our scheme enables near-term quantum
networks to serve as a platform for powerful optical inter-
5ferometers that are demonstrably superior to what can be
achieved classically. Furthermore, quantum algorithms
can be used to process the stored signals such that the
stellar intensity distribution can be inferred with a fur-
ther improvement in the signal-to-noise ratio.
Although we focused on addressing fundamental lim-
itations, real-world interferometry suffers from many
other practical challenges such as stabilization and at-
mospheric phase fluctuations [5], which we address in
Table II of the Supplemental Material [12]. For ex-
ample, in Earth-based systems, atmospheric distortion
can be tackled via a combination of adaptive optics and
fringe tracking. Such techniques are already being de-
ployed in smaller-scale astronomical interferometers [3]
and are fully compatible with our proposal. Moreover,
these challenges and control methods do not scale un-
favorably with the baseline beyond certain physical cor-
relation lengths [5], such that the construction of very
large telescope arrays may be envisioned. Alternatively,
space-based implementation avoids many of these techni-
cal issues, potentially extending over the 104 km scale [35]
using entanglement distributed by satellites [36]. Because
the astronomical origin of the weak thermal light is not
crucial, such networks could also be applied to terrestrial
imaging.
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8Supplemental Material: Optical Interferometry with Quantum Networks
In this supplement, we give the details of the transfer of the photonic density matrix to the memory qubits.
Furthermore, we derive the Fisher information used to assess the parameter-estimating ability of our scheme in
the presence of imperfections. In addition, we illustrate the optimality of the log 1/ scaling in resources via entropic
quantities. By comparing the technical specifications of our protocol to the current state-of-the-art, we then show that
near-term implementation is feasible. We close with a discussion of general challenges in astronomical interferometry
and how they can be overcome in our scheme.
ENCODING
We describe the encoding of the photonic state into the quantum memories in more detail. As explained in the
main text, a logical controlled not gate is first performed between the photonic degrees of freedom and the memory
qubits, resulting in the following state:
ρAB ⊗ ρ¯0 CXm−−−→ (1− )ρvac ⊗ ρ¯0 + (1 + |g|)
2
∣∣∣Ψ+θ,m〉〈Ψ+θ,m∣∣∣+ (1− |g|)2 ∣∣∣Ψ−θ,m〉〈Ψ−θ,m∣∣∣+O(2) , (9)
where ρ¯0 = |0¯, 0¯〉 〈0¯, 0¯|,
∣∣∣Ψ±θ,m〉 = (|0, 1〉 |0¯, 1¯m〉 ± eiθ |1, 0〉 |1¯m, 0¯〉)/√2, and |0¯, 1¯m〉 denotes memory state |0¯〉 at node
A and state |1¯m〉 at node B. Measuring the photonic degrees of freedom in the X basis corresponds to projecting
onto the photonic states |±〉 = (|0〉 ± |1〉) /√2. Such a measurement will output one of four equally likely outcomes in
the set {|+,+〉 , |+,−〉 , |−,+〉 , |−,−〉}. For each measurement outcome, the resulting state of the memories will be
{|+,+〉 , |−,−〉} : (1− )ρ¯0 + (1 + |g|)
2
∣∣∣ψ¯+m,θ〉〈ψ¯+m,θ∣∣∣+ (1− |g|)2 ∣∣∣ψ¯−m,θ〉〈ψ¯−m,θ∣∣∣+O(2) , (10)
{|−,+〉 , |+,−〉} : (1− )ρ¯0 + (1− |g|)
2
∣∣∣ψ¯+m,θ〉〈ψ¯+m,θ∣∣∣+ (1 + |g|)2 ∣∣∣ψ¯−m,θ〉〈ψ¯−m,θ∣∣∣+O(2) , (11)
where
∣∣∣ψ¯±m,θ〉 = (|0¯, 1¯m〉 ± eiθ |1¯m, 0¯〉) /√2. Depending on the measurement outcome, the memory state acquires a
local phase of −1 compared to the original photonic state. In order to keep track of this phase, the photon’s arrival
time is needed, which is tracked efficiently in the code.
FISHER INFORMATION
The Fisher information F describes the sensitivity of a measurement (positive operator-valued measure POVM
E(y), corresponding to outcome y) to the parameters gi of a quantum state (density matrix ρ). The first-order
coherence g = g1 + ig2 is a complex number that consists of two real parameters g1, g2 that are to be estimated, so
the Fisher information becomes a matrix of rank two. From [6],
F =
∑
y
D(y|g)
P (y|g) , D(y|g) =
(
(∂P (y|g)∂g1 )
2 ∂P (y|g)
∂g1
∂P (y|g)
∂g2
∂P (y|g)
∂g2
∂P (y|g)
∂g1
(∂P (y|g)∂g2 )
2
)
, P (y|g) = tr(E(y)ρ) . (12)
First, consider the quantum state ρ that is to be measured. The stellar light incident on two spatially separated
sites A,B is described by a bipartite thermal state [6]:
ρAB =
∫
d2α d2β |α, β〉 〈α, β| exp
[
− (α∗ β∗)Γ−1(α
β
)]
/(pi2 det Γ) , Γ =
(〈a†a〉 〈b†a〉
〈a†b〉 〈b†b〉
)
=

2
(
1 g
g∗ 1
)
, (13)
where α, β are the coherent state amplitudes and a, b are the annihilation operators of the optical modes at the two
9respective sites A,B. This state can be expanded in the Fock basis:
ρAB =
1
1 + + 2(1− |g|2)/4ρ
(0)
+

[1 + + 2(1− |g|2)/4]2
[
(1 + (1− |g|2)/2)(|0, 1〉 〈0, 1|+ |1, 0〉 〈1, 0|) + (g |1, 0〉 〈0, 1|+ h.c.)]/2
+
2[1 + (2− 1)(1− |g|2)/4 + 2((1− |g|2)/4)2]
[1 + + 2(1− |g|2)/4]2 ρ
(>1) (14)
|g|=1−−−→ 1
1 + 
ρ(0) +

(1 + )2
ρ(1) +
2
(1 + )2
ρ(>1) , (15)
where ρ(0) = ρvac, ρ
(1) =
∣∣ψ+θ 〉 〈ψ+θ ∣∣, ρ(>1) contains multiple-photon events with O(2); we have set |g| = 1 to simplify
the expression. This state is encoded into the memory in each of the M time bins. The final decoded state ρ in the
readout qubit has coefficients given by a trinomial distribution of the input coefficients:
ρ⊗MAB → ρ =
[ 1
1 + 
]M
ρ(0) +M
[ 1
1 + 
]M−1[ 
(1 + )2
]
ρ(1) +
(
1− 1
(1 + )M
− M
(1 + )M+1
)
ρ(>1) . (16)
The vacuum component ρ(0) is post-selected out through the parity checks described in the main text. The multiple-
photon component ρ(>1) is completely depolarized in our worst-case error model, where multiple photons in a single
time bin and single photons spread out over multiple time bins result in uniformly random classical behavior of
the readout qubit: ρ(>1) → ρmix, where ρmix is the maximally mixed qubit state I/2. Then, the (subnormalized,
post-selected) readout state is
ρ→ M
(1 + )M+1
ρ(1) +
(
1− 1
(1 + )M
− M
(1 + )M+1
)
ρmix . (17)
It can be rewritten in a convenient form where the success probability p is the trace and the coherence c is the
magnitude of the off-diagonal component:
ρ = p(cρ(1) + (1− c)ρmix) , p = (1 + )
M − 1
(1 + )M
, c =
M
[(1 + )M − 1](1 + ) . (18)
The photonic state is mapped to memory as explained in the main text. All the one-qubit measurements, two-qubit
gates, and entangled pairs used in the protocol will however have some infidelity. In our worst-case model, we describe
all these errors as depolarizing channels acting on the state in Eq. (18): with probability pideal the operation works
ideally and the remaining 1− pideal of the time the state is lost, with uninformative measurement outcomes.
ρ→ pidealρ+ (1− pideal)ρmix . (19)
An error event thus contributes directly to the maximally mixed component with probability 1 − pideal and we can
interpret pideal as the coherent fraction c. The fidelity f between an input pure state |ψ〉 and the channel output is
f(|ψ〉 , c |ψ〉 〈ψ|+ (1− c)ρmix) = (1 + c)/2 , (20)
which defines the fidelity of an operation. Thus, unideal operations contribute to the mixed component of the quantum
state. They are enumerated as follows:
1. Readin (per telescope site)
(a) State transfer from optical mode to auxiliary memory qubit
(b) Encoding: log2(M + 1)/2 (on average) nontrivial two-qubit gates
(c) Decoupling: 1 relevant one-qubit measurement of the auxiliary qubit
2. Readout (per pair of telescope sites)
(a) Decoding: log2(M + 1)/2 entangled pairs, log2(M + 1) two-qubit gates, and log2(M + 1) one-qubit
measurements
(b) Interference: log2(M + 1) one-qubit measurements
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Overall, for two-site operation, there are 2 state transfers (with success probability pt and fidelity ft), 2(1+log2(M+1))
one-qubit measurements (with fidelity f1), 2 log2(M+1) two-qubit gates (with fidelity f2), and log2(M+1)/2 entangled
pairs (with fidelity fe). These operations modify the p, c in Eq. 18 to
p→ p · p2t c→ c · (2ft − 1)2(2f1 − 1)2(1+log2(M+1))(2f2 − 1)2 log2(M+1)(2fe − 1)log2(M+1)/2 . (21)
Second, consider the measurement E(y). The readout qubit is measured in a basis with tunable phase δ; equivalently,
a rotation Uδ = |0〉 〈0| + eiδ |1〉 〈1| and Hadamard gate UH are applied on the state before measurement in the
computational basis. The outcome probability is given by P (y|g) = 〈y|UHUδρU†δU†H |y〉 where |y〉 ∈ {|0〉 , |1〉}. Hence,
the POVM is E(y) = U†δU
†
H |y〉 〈y|UHUδ, which evaluates to
E(0) = (|0〉+ e−iδ |1〉)(〈0|+ eiδ 〈1|)/2 , (22)
E(1) = (|0〉 − e−iδ |1〉)(〈0| − eiδ 〈1|)/2 . (23)
Now, we can calculate the Fisher information, given the state of Eqs. (18),(21) and measurements of Eqs. (22),(23).
We obtain
P (0|g) = p(1 + c(g1 cos δ + g2 sin δ))/2 , (24)
P (1|g) = p(1− c(g1 cos δ + g2 sin δ))/2 . (25)
Then, the Fisher information matrix is
F =
p
(1/c2)− Re2(ge−iδ)
(
cos2 δ sin δ cos δ
sin δ cos δ sin2 δ
)
, (26)
with trace norm
‖F‖ = p
(1/c2)− Re2(ge−iδ) . (27)
δ is a controllable phase that is swept over measurements to estimate the two quadratures of g. We set Re(ge−iδ) = 0
to obtain a lower bound:
‖F‖ ≥ pc2 = (M)
2
[(1 + )M − 1](1 + )M+2 p
2
t (2ft−1)4(2f1−1)4(1+log2(M+1))(2f2−1)4 log2(M+1)(2fe−1)log2(M+1) . (28)
MINIMUM ENTANGLEMENT CONSUMPTION
As described in the main text, the stellar light that hits the two sites A,B per time bin is specified by a density
matrix
ρAB = (1− )ρvac + (1 + |g|)
2
∣∣ψ+θ 〉 〈ψ+θ ∣∣+ (1− |g|)2 ∣∣ψ−θ 〉 〈ψ−θ ∣∣+O(2) , (29)
to first order in , where
∣∣ψ±θ 〉 = (|0, 1〉 ± eiθ |1, 0〉)/√2 and ρvac = |0, 0〉 〈0, 0|. Estimating g = |g|eiθ optimally
requires nonlocal measurements, in order to distinguish the single photon
∣∣ψ±θ 〉 against the vacuum ρvac [6], which
may be expanded in the basis of |φ±〉 = (|0, 0〉 ± |1, 1〉)/√2. Measurements over the Bell basis use one maximally
entangled pair (ebit) each. Nonetheless, the Bell states may be distilled to an information-theoretic limit to consume
the minimum amount of entanglement.
In our protocol, an ensemble ρ⊗MAB of incoming states is encoded sequentially in the quantum memories in blocks,
which are processed nonlocally to distill an entangled pair with associated arrival time information. The consumption
of ebits increases as log(1/) since the number of time bins per block is M ∼ 1/. However, the actual uncertainty of
the joint state ρAB from the perspective of one site B is captured by the conditional entropy,
S(A|B)ρ = S(AB)ρ − S(B)ρ , (30)
S(B)ρ = − tr ρB log ρB , (31)
ρB = trA ρAB . (32)
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Operationally, the conditional entropy corresponds to the entanglement cost of state merging: Refs. [37, 38] show that
the quantum information from A can, in principle, be transferred to B using S(A|B)ρ ebits per copy of ρAB together
with local operations and classical communication. This result applies in the asymptotic regime (number of samples
1/ → ∞) and is optimal. All information about the parameter g can subsequently be extracted locally. Hence, in
our setting the theoretical limit to entanglement consumption is 1S(A|B)ρ ebits.
Evaluating the entropies for our ρAB in the weak-source limit  1,
S(B)ρ → 
2
log
2

, (33)
S(AB)ρ →  log 1

, (34)
S(A|B)ρ → 
2
log
1

. (35)
Then, the minimum entanglement consumption is, up to an o(1) term from finite block length,
1

S(A|B)ρ 1−−−→ 1
2
log
1

. (36)
This lower bound matches the scaling of our protocol, within a factor of 2, and is derived in the asymptotic limit for
general local operations. We believe that our sequential compression of the incoming states may be the reason for the
gap. Protocols obtaining the information-theoretic limit generally require all M states to be stored such that quantum
operations can be performed across the entire ensemble to distill the arrival time information [39]. Meanwhile, the
amount of classical communication in our protocol matches the limit of log(1/) bits [60]. These bounds hold even
though the state is not fully specified because g is unknown [40]. We therefore conclude that our practical protocol
is nearly optimal in terms of communication resources.
TECHNICAL SPECIFICATIONS
The most demanding requirement of our protocol is the encoding operation, which occurs over an interval set
by the detector bandwidth δf . Otherwise, if the gate time τg > 1/δf , additional qubits may be introduced to
operate in parallel [21]. The decoding operation is performed at the more lenient photon arrival rate δf , which
also sets the minimum lifetime of the memories. For shorter coherence times τm < 1/(δf ), the memories are read
out more frequently. Under these experimental constraints, computational resources scale as (τgδf ) log2(τmδf ) and
entanglement consumption as 1/τm log2(τmτgδ
2
f ). These solutions artificially improve τm and τg, and do not adversely
affect the error accumulation discussed above; i.e., it remains logarithmic. In our example reflecting realistic optical
interferometry, the detector bandwidth is 10 GHz (100 ps) and the photon arrival rate is 1 kHz (1 ms). Our memory-
based scheme, with decoding rate decreased to avoid errors and maximize information extraction, reduces the demand
on the quantum network to provide entangled pairs at a rate of 200 kHz (5 µs),
Storing information in quantum memory is advantageous if the quantum resources are not too noisy. In our worst-
case error model, memoryless scaling is observed when the error parameter ν ≡ (2f1 − 1)4(2f2 − 1)4(2fe − 1) drops
to ∼60%. Then, the fidelity of quantum operations (assuming for simplicity that the one-qubit measurement fidelity
f1 equals the two-qubit gate fidelity f2) should be at least 97%. We assume the trivial CX instances have error rate
less than the photon arrival rate. Similarly, the minimum fidelity of entangled pairs fe is 80%. In general, there is
leeway on the amount and source of noise, which may be relaxed for a given error model and source intensity .
We compare to the capabilities of current technology in Table I. We see that most components are close to the
required level for three state-of-the-art cavity QED platforms: atoms, quantum dots, and SiV centers in diamond.
Atoms and SiV qubits benefit from longer coherence times, but also have slower gate times compared to quantum
dots. These hardware characteristics may become advantageous in different operating regimes of the telescope: e.g.,
for weaker sources with smaller . Photon detection-based state transfer [21] alleviates the bottleneck associated with
slow spin readout; photon detectors can operate on the scale of picoseconds [41]. Photon-mediated gates also are quick
and moreover do not cause a nontrivial CX in the absence of a control photon, as desired. Hence, the encoding may be
achieved with fast photonic operations. For qubit-qubit gates, optical cavities enable integrated error detection so that
any trivial CX errors can be postselected out [42]. The outstanding challenge is the capabilities of present quantum
networks, themselves. Nonetheless, using the most recent light-collection techniques, entanglement distribution rates
can be improved to 130 kHz [43]. We hope that our application further motivates such development of quantum
networks.
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One-qubit gate Two-qubit gate Atom-photon gate Memory Readout
Experimental platform f τ f τ f τ τ f τ
Rb atoms in cavity [44–46] 95% 7.5 µs 92% 0.9 µs 87% 0.7 µs 100 ms 99.65% 3 µs
Quantum dots & nanophotonics [43, 47–49] 98% 3 ps 80% 150 ps 78% (99%)1 75 ps 4 µs 98%2 75 ns
SiV in diamond nanocavity [50, 51] 99% 10 ns 92%3 10 ns 87%3 5 ns3 13 ms (1 s)4 97% 100 ns2
TABLE I. Accounting of the performance of quantum technology that is particularly suitable for implementation of our scheme,
in terms of fidelity f and timescale τ . 1Expected spin-photon entanglement fidelity for hole-spins [46]. 2Assuming modest 10%
collection efficiency. 3Using SiV-photon cooperativity C = 23 demonstrated in [51], which is on par with that of the Rb-cavity
system used to demonstrate atom-photon gates [44] and two-qubit gates [45]. 4Using proximal 13C nucleus [50, 52].
ERROR BUDGET FOR ASTRONOMICAL INTERFEROMETRY
Telescope arrays that rely on direct interference of light require interferometric stability for proper operation. Several
recent experiments on the CHARA and VLTI telescope arrays in the visible and near-IR domain tackle stabilization
issues via hierarchical levels of control, combining adaptive optics and differential measurement (“fringe tracking”)
techniques as well as single-mode optics [3, 53, 54]. Similar techniques, using a hierarchy of feedback loops (see Fig. 4),
could be used to tackle the main sources of instability, which can be roughly divided as follows:
• Fluctuations in the optical path length difference between the arms of the interferometer, directly affecting the
interference. Required stability  λ.
• Fluctuations in the effective baseline b of the interferometer, affecting the angular resolution δφ. Required
stability δbb  δφφ .
Bright referenceObject under study
𝑏𝑏
Adaptive optics
Adaptive optics
Single-mode optics
Wavelength
divider
Reference for wavefront distortion
(e.g., sodium guidestar)
Feed-
back
Feedback
Controllable delay
Quantum memory
Reference measurement
for fringe tracking
Feedback
Reference laser
FIG. 4. Overview of a basic scheme for stabilization. In the first feedback loop, light from a sodium guidestar is used in
combination with adaptive optics and single-mode coupling to correct wavefront fluctuations due to atmospheric disturbance.
Then, a wavelength-division multiplexer splits the light of a bright reference from that of the astronomical object under study.
Through fringe tracking of the bright reference, fed back onto variable delay on the common path, differential path fluctuations
can be corrected.
The maximum angular resolution of current telescope arrays working in the optical or infrared regime is on the scale
of milliarcseconds (mas). Going to sub-mas resolution opens up many new scientific opportunities [3]. For imaging
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in the optical domain around 550 nm, baselines on the order of 1–10 km are necessary to reach resolutions of 100–10
µas. In Table II, the dominant error sources for such an optical telescope array are summarized together with their
tolerances. Potential methods for suppressing the errors to these levels are described in the last column. Note that
some of the requirements for interferometric stability are relaxed because of the entanglement-assisted nature of our
proposal. Instead of requiring the optical path between sites of the interferometer to be stable on λ scales (0.1 µm),
the entangled pairs need to be phase-stable to prevent loss of visibility. The creation of phase-stable entangled memory
pairs using two-photon interference schemes has recently been demonstrated experimentally [55], with sensitivity to
fluctuations on the scale of c/ν, where c is the speed of light and ν is the qubit energy separation. For typical spin
qubits, the gap is on the order of gigahertz corresponding to centimeter-scale stabilization.
Consider realizing long-baseline interferometry with conventional direct detection. Fiber coupling at visible wave-
lengths would be infeasible already for baselines around ∼1 km since attenuation losses are on the order of 20–30
dB/km. Wavelength conversion to the telecom band would significantly decrease fiber losses to around 0.2 dB/km,
pushing baselines to ∼10 km assuming perfect conversion. However, obtaining low-noise and efficient conversion is a
major difficulty. Finally, consider free-space, non-vacuum links. For clear weather conditions [56], losses are on the
order of 0.5 dB/km, which quickly increase for non-clear conditions along with significant beam errors. Meanwhile,
our quantum network protocol makes use of pre-shared entangled pairs. These pairs are distributed using quantum
repeater techniques [9] that in principle have no distance limit, realistically allowing for long-baseline interferometry
on the scale of 100–1000s of kilometers [57], infeasible with direct interferometry.
Error Description Tolerance Correction
Atmospheric turbulence These irregularities distort the optical
wavefronts (1) and change the optical
path length difference (2). The wavefront
distortion can be transformed into light
intensity fluctuations via single-mode
fiber coupling [3]. Uncorrelated fluctua-
tions between sites introduce errors in the
differential optical path length. Without
correction, these global and differential
errors limit the resolution to arcseconds
and largely wash out the interference.
0.1 µm Adaptive optics and single-mode fiber
coupling mitigate the effect of wavefront
distortion (1). Differential path length
fluctuations (2) are corrected using fringe
tracking on bright reference stars in the
vicinity of the astronomical object un-
der study [3]. For GRAVITY, the dif-
ference in optical path length is reduced
to ∼10 nm with current adaptive optics
and fringe tracking.
Tip-tilt Any or all of the telescopes in the array
are pointed inaccurately. Global errors
result in incorrect estimation of angular
position (see also stellar orientation er-
ror below). Differential errors change the
optical path length.
0.1 µm These errors are tackled using telescope
encoders in combination with fringe
tracking of a bright reference star. VLTI
reaches angular resolutions of 10 mas at
wavelengths of 1–2 µm, requiring stabi-
lization of ∼1 µm over 100 m.
Stellar orientation Error in tracking the (continuously mov-
ing) relative position of the stellar object
with respect to the Earth. Differential
errors change the optical path length.
0.1 µm Differential errors are mitigated via
fringe tracking of bright reference stars
nearby the object under study. For global
errors, the dominant contribution to in-
correct tracking for GRAVITY is the un-
certainty in the time-stamp of the data
due to finite integration time. A timing
error of 1/15 s over a 100 m baseline leads
to an effective error of 0.5 mm. This error
may be mitigated in our proposal, which
keeps track of photon arrival time.
Baseline Variations in the distance between tele-
scope sites. Depending on the entan-
glement generation scheme, these errors
may not affect the interference itself but
can influence the visibility through an ef-
fective angular fluctuation.
1 cm The distance can be tracked via refer-
ence lasers. Our quantum-assisted pro-
posal does not require beam propagation
of the stellar light between sites. As-
suming entanglement generation schemes
that are only second-order sensitive to
length fluctuations [55], the stability re-
quirement is set by the energy separation
of the qubit levels, typically in the giga-
hertz range. Therefore, the required sta-
bility is largely determined by the toler-
able angular fluctuation (100–10 µas).
TABLE II. Description of the dominant errors for long-baseline interferometry with quantum networks. The state-of-the-
art quoted in the last column is based on specifications of the VLTI astronomical interferometer [58] and its GRAVITY
instrument [53].
