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ABSTRACT 
The paper analyzes and compares two direct algorithms for rank-deficient 
pseudoinverses that are immediately based on Householder’s triangularization of a 
nonsymmetric matrix. By means of a new detailed rounding error analysis, a certain 
subcondition number, which is computationally available, is shown to describe the 
worst case rounding error growth (in some special norm). This result supplies a firm 
theoretical basis for the application of a rank decision criterion that has already been 
used successfully in many real life problems. 
0. INTRODUCTION 
In 1958, Householder [8] (see also [9]) suggested the triangubrrization of a 
nonsymmetric matrix by means of certain unitary transformations that nowa- 
days bear his name. For a real (m, n)-matrix A (with m > n), this triangulari- 
zation can be written as 
A= QR, (0.1) 
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where Q is an orthogonal (m,m)-matrix-the product of n Householder 
matrices-and R is an upper triangular (m,n)-matrix. Meanwhile, the above 
decomposition has proved to be of invaluable help, e.g. in the numerical 
solution of linear least squares problems (compare Businger and Golub [l]) or 
of systems of nonlinear equations (cf. [Z, 3, 41). Whenever A has full rank, 
then R has-theoretically-full rank. In extreme situations of actual com- 
putation, however, one will, for numerical reasons, prefer to drop part of R 
and formally replace the full rank pseudoinverse of A (for m>n) or the 
inverse of A (for m = n) by a rank-deficient pseudoinverse. Realizations of 
such a pseudoinverse have been proposed by Hanson and Lawson [q and by 
Peters and Wilkinson [14] on one hand, and in [2, 31 on the other hand 
(there, however, rather hidden in the context of nonlinear boundary value 
problems). 
The application of a rank-deficient pseudoinverse requires some theoreti- 
cally justified rank decision criterion. In view of a well-known forward 
analysis result, a rank-deficient pseudoinverse would be applied if 
scond(A) > 1, (0.2) 
where E is some prescribed input parameter (not less than the relative 
machine precision eps). However, cond(A) is not available in the decomposi- 
tion (0.1). Therefore one will have to proceed along one of the following 
three lines: 
(I) Instead of the rank-deficient pseudoinverse one may use a &mped 
pseudoinverse 
(~r~+pI)-l~r for p>O 
with p “sufficiently large.” At first glance, this method seems to avoid any 
rank decision. However, in the linear case, a reasonable choice of p will 
require some information on cond(A)-apart from further difficulties de- 
scribed e.g. by Rutishauser [15]. In the case of nonlinear systems, such a 
device is sometimes quite successfully used in the Levenberg-Marquardt 
algorithm [lo, Ill-there, however, for different theoretical reasons. 
(II) One may turn to the singular value decomposition of A (see Golub 
and Reinsch [5]) which, for ordered singular values 
immediately yields 
conds(A ,+. (0.3) 
n 
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As an extension, a pseudorank p <n is then applied if and only if 
This approach seems to be theoretically most satisfactory and is certainly the 
most popular one. However, the additional amount of computation needed 
for this decomposition does not pay off in cases where the choice of the 
parameter E is rather uncertain (as in most nonlinear applications). Moreover, 
con$(A) describes the worst case rounding error propagation, whereas in 
applications even extremely ill-conditioned matrices A may appear in rather 
well-posed linear problems-see e.g. Varah [US]. 
(III) If one employs the column permutation strategy due to Businger 
and Golub [I], one readily finds that 
-compare e.g. [2, 31, [6]. As an extension, a pseudorank p<n is then 
applied if and only if 
Irp+l.p+l I <hl~ kppl (0.4’) 
-compare e.g. [I and [2, 31. This rank decision criterion seems to be 
theoretically less satisfactory than (O-4), since it is just based on a lower 
bound on the condition number. In fact, however, the present paper (Sec. 2) 
shows that the quantity 
I4 
SC(A) : = ~m,( < cox&(A), 
which might be called a subcondition number of A, actually describes the 
worst case error propagation in the @t-decomposition (0.1) (with column 
permutation due to [l]) in a special matrix norm. 
On the basis of this new result, the present paper is restricted to the 
comparatively inexpensive realizations of a rank-deficient pseudoinverse due 
to [fl, [14], and [2, 31. In Sec. 1, these algorithms are compared in terms of 
number of operations and storage. As it turns out, the algorithm due to [2,3] 
is more economic in the (most important) case when the rank deficiency is 
small, say for 
t <p <n. (0.6) 
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A detailed error analysis of that algorithm is given in Sec. 2. Finally, in Sec. 
3, a pathological artificial example-similar to Wilkinson’s famous example 
for the Gaussian algorithm-is constructed. 
1. COMPABISON OF TWO ALGORITHMS FOR THE 
RANK-DEFICIENT PSEUDOINVERSE 
Let A be a given real (m,n)-matrix with m > n, and b a given real 
m-vector. The problem is to find an n-vector x such that 
IlAx- b]]a=min. 
Formally, the solution vector can be written as 
(14 
where A + denotes 
Householder [9, p. 
x=A+b, (I-2) 
the Moore-Penrose pseudoinverse (see [12], [13], and 
8 ff.]). If A 
rank-deficient pseudoinverse and x 
A. Householder Triangulutization 
This algorithm is described by 
is rank-deficient, then A + denotes a 
is the best least squares solution. 
A(‘):=A, A@):=PkA@-l), k=l,..., n, (1.3a) 
b(o): = b, b(k) : = pkb(k-U, k=l,...,n, (1.3b) 
where { Pk} is a sequence of Householder matrices chosen in such a way that 
n-k 
b(k)=: ; ;:_k, ( 1 
(1.4 
Without loss of generality, the columns of A are assumed to be initially 
already in the final order suggested by Businger and Golub [l]. Then the 
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following order relations are known to hold: 
Irul > lrz2l~ . * * > Id 
l’iil > l’ijl for i>i. 
Upon defining the special matrix norm 
one may obtain 
IlAO, = Id 
Ils,ll~~ ll~kll~=l~111~ k=l,...,n-1, 
II Tkllo= I%+l.k+llY k=l,...,n-1, 
iiTk+&< liTkIlo, ~~dk+1~~2~ Ildkli2~ k=l,...,n-l. 
95 
(1.5a) 
(15b) 
(1.6) 
(1.7a) 
(1.7b) 
(1.7c) 
(1.7d) 
REMARK. The special matrix norm introduced above is convenient in 
connection with the error analysis to be given below (Sec. 2). In general, 
however, this norm is not too useful, because 
llA4le < 6 lPll,* lbll29 
IlAB Ilo Q fi I1410* IIB IID 
Suppose now that A is rank-deficient. Then 
TP=O for some p<n [compare (2.16)]. 
h a consequence, a rank-deficient pseudoinverse must be computed. As 
indicated above, the presentation here is restricted to those algorithms that 
are immediately based on the decomposition (1.4). Throughout the paper, 
the rank deficiency is denoted by 
q:= n-p>O. 
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B. The QR@Decomposition [7, 141 
In this algorithm, one aims at eliminating the entries in SP. For this 
purpose, one applies p Householder transformations Pi such that 
The best least squares solution xP is then obtained from 
Qp= Cp, (l.Qa) ,. 
xp= 0 ( 1 Yp , 0 (l.Qb) 
In the most important case, 
the performance of (1.8) essentially requires 
p square root evaluations, 
wqp2 multiplications. 
As for the storage, one must be prepared to redu_ce the rank succesevely. In 
view of this requirement, one will have to store Rp, and , formally, Pp, . . . , I’,. 
Thus, for q varying in the range 
o<q <if, (1.10) 
one needs (independent of 3 
_n2 extra storage places. 
C. The QR-Cholesky-Decomposition [2 ] 
This decomposition consists of 
[q back-substitutions], and 
%%=Sp 
(l.lla) 
M,:=I,+V,Tv,=L,L,T (l.llb) 
[Cholesky decomposition of a (q,q)-matrix]. On this basis, the solution xp is 
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computed from 
RpYp=Cp* 
L,L,Tz, = vp’yp, 
xp = YP - VP.z, ( 1. % 
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(1.12a) 
(1.12b) 
(1.12c) 
The performance of (1.11) essentially requires 
4 square root evaluations, 
N f qp2 multiplications. 
In view of a possible successive rank reduction one has to store VP, Lg, which 
means 
-@r extra storage places. 
Clearly, the latter algorithm is more economical (in both number of opera- 
tions and storage) than the preceding one-at least in the most important 
case of a small rank deficiency 9. For this reason, the next section is 
restricted to further analysis of this second algorithm. 
2. ERROR ANALYSIS 
First, the QR-decomposition, which is the common initial phase of both 
of the algorithms described above, is studied. On a refined theoretical basis, 
the common question of rank decision will then be discussed. 
A. Error Anuysis of the QR-Decomposition 
In [19, p. 169 ff,], Wilkinson already gave global error bounds for the 
QR-decomposition (1.3). In view of the necessary rank decision, however, a 
more detailed error analysis will be needed. As in [19], let (1.3) be replaced 
by the following perturbed algorithm: 
$0) :=A+&A 
m:=Fk(A(k-l)+Fk), k=l,..., n, 
(2.la) 
6(“+=b+6b, 
m=Fk(P-‘)+fk), k=l,..., n, 
L (2.lb) 
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where 6A, 6b are input errors, { p,} is a sequence of strictly orthogonal 
Householder matrices, and 
$k)=: [ 3.1, @k,:: [ ;j, (2.2) 
With Ek = (i;l), the relation (1.7) can be shown to hold-up to first order 
in the relative machine precision eps: 
ll~“o’llo~ I+111 9 
Iis;,llo i; II&&~ b,,l, k=l,...,n-1, 
]]Tk]]# ti;k+l,k+h k=l,*.*,n-1, 
I/ Tk+lilo i 11 Tklio~ l@-k+1112 ( lld7h, k=l,...,n-1. 
Upon combining these results with results in [19], one may obtain 
(2.3a) 
(2.3b) 
(2.3~) 
(2.3d) 
k=l,...,n, (2.4a) 
k=l,...,n, (2.4b) 
where LY=* 12.36 for double accumulation of inner products, which will be 
assumed throughout this section. 
Backward Analysis. By induction for k = 1,. . . ,p, the results (2.1) lead 
to 
A(p)=@[~+a~+ijb], Q,:=Fr.... .Fp, 
Fp: = F, + IQ,+ - - * + 1’. * . - -p,_,F,, 
(2.5a) 
@P) = g,=( b + 6b + f,), 
f,:=fi+FJ2+ - * * +p,. *. * .p,_,f,. i 
(2.W 
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Hence, the rounding errors arising from the p Householder transformations 
may be interpreted as initial perturbations of the form 
A-+A + 6A + Fr, b+b+6b+f,. w3) 
(The change from Pk to pk is formally neglected.) By means of the relations 
(2.3) to (2.5), one may obtain the estimates 
(2.7a) 
Hence, in the sense of backward analysis, the QR-decomposition is stable. 
Forward Analysis. In order to study the influence of the intermediate 
rounding errors, let 
AI(P):=@[A+~~A]=: Qp&y.. . .pp. 
The remaining transformations P p+ i, . . . , P, just operate on Tp or +p, respec- 
tively. Therefore, a reasonable requirement seems to be that the decomposi- 
tion process is only continued if 
llTp-~pll,<rlT,ll,. (2.8) 
If this inequality does not hold, then T may be totally contaminated by 
rounding errors. From the definitions for A p 7P) and &) one may readily see 
that 
(2.9) 
Upon combining this result with (2.7a), the condition (2.8) may be replaced 
by the following computationally preferable sufficient condition: 
a eps 
i 
hll 
17 
+**a + 
l$pl 
Ii 11 
< 1. 
p+l.p+l p+Lp+l 
(2.8’) 
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In most applications, the first term in the square brackets will clearly 
dominate. For this reason, one may replace (2.8’) by the condition 
E If111 
I+ 
<l (2.10) 
p+l,p+i 
for some s varying in the range 
eps <E & pa eps. 
Rank decision criterion. In the singular value decomposition, the condi- 
tion (2.10) is replaced by 
E? <l. 
n 
(2.10’) 
There the worst case error growth factor is 
(2.11’) 
On the other hand, the worst case error growth factor in the QR-decomposi- 
tion is shown above to be 
If111 .SC(A) G Ir,,l < cond,(A), (2.11) 
which might be called a subcondition number. From (1.5a) one obtains 
SC(A) > 1, sc(yA)=sc(A) Vy#O, 
and, theoretically, 
SC(A) = 00 for A singular, AZO. 
For this reason, the subcondition number (associated with (( - 110) may as well 
be taken as a measure of ill-conditioning as cond,(A) (associated with 11. /Is). 
EXAMPLE. The values of cond, and SC for the (n,n)-Hilbert matrix H,, 
are shown in Table 1. 
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TABLE 1 
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n ConUW M4) 
2 ;::; 7. 
3 5Wi 
4 2.,,4 5.102 
5 5.105 8.d 
6 2.io7 3.105 
7 5.18 7.106 
8 2.1010 6.108 
9 5.,,11 3.,,10 
10 2.,,13 6.,,12 
An application of the above considerations is given in [4], where a 
homotopy sequence of real life nonlinear problems is treated: there the use 
of the subcondition number sc(A(r)) as a function of the homotopy parame- 
ter r nicely indicates the occurrence of bifurcations (with A theoretically 
singular at the bifurcation point). 
On the above theoretical basis, one is justified in defining a pseudorank 
p <n if and only if 
If p+l,p+ll -will < Fppl. (2.12) 
This criterion may lead to a pseudorank differing from the one obtained via 
the singular value decomposition-compare (0.4). In Fig. 1, the pseudorank 
p obtained from the singular value decomposition (SVD) is compared with 
the one obtained from the QR-decomposition for the Hilbert (10, lO)-matrix. 
One may observe that-for common input parameter e-the SVD criterion 
tends to supply a lower pseudorank, a property which is certainly clear for 
q = 1. This fact is often neglected in theoretical comparisons of SVD and 
QR, where the pseudoranks of SVD and QR are assumed to be the same. In 
fact, a comparison of these algorithms should study the solutions obtained for 
common (machine-dependent) cutoff parameter E. 
Summarizing, the following item seems to be essential: while in pure 
mathematics a definite rank can be associated with every matrix A, numeri- 
cal mathematics requires some pseudorank decision (rather than rank de- 
termination), which necessarily depends on the selected decomposition. 
Scaling. If rank(A)= n, the solution of the problem (1.1) is invariant 
under scaling (= regauging) of the components of x, say 
D nonsingular diagonal (n, n)-matrix. (2.13) 
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-7 pi 
L __ 
0- 
5- 1 
I 
4- 
3- fi 
2- 
1 - 
0 L 1 I 1 1 1 I 1 I 1 1 , 1 
10-n 10-U 10-11 1(-J-10 10-e 10-5 10-7 10-e 10-5 10-4 10-s 10-Z 10-l 10-O 
-E 
FIG. 1. 
However, any numerical rank decision depends on scaling, which implies 
that the numerical solution (1.2) depends discontinuously on scaling. There- 
fore, if some kind of scaling is given from the underlying problem to be 
solved, then that scaling should actually be applied a priori. 
EXAMPLE: GAUSS-NEUTTON ITERATION. In this iteration, one is required 
to solve a sequence of problems of the type 
IIAAx- bl(a=min, 
where 
Ax-+0 (2.14) 
as the iterates approach the solution point. Usually, the iteration terminates 
when 
IID -lAxll, <E (2.14’) 
for some given matrix D and some relative accuracy E. In view of the norm 
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equivalence, one will reasonably require that 
[(II-‘Ax(l,=min (2.15) 
in the case of rank deficiency. This very property is known to hold if one 
applies the QR-decomposition in the form 
AD= QR. (0.1’) 
B. Error Analysis of the QR-Cholesky-Decomposition 
This algorithm was described above in Sec. l.C. Suppose now that a 
decision for some pseudorank p <n has already been made by replacing 
T, -3 0. (2.16) 
Note that once the rank has been fixed, the pseudoinverse is continuous in 
the sense introduced by Stewart [17]. Upon continuing from the decomposi- 
tion (2.2), one obtains the following perturbed algorithm 
(2.17a) 
(Kp+mJy,=c,, (2.17~) 
(2.17d) 
(2.17e) 
For technical purposes, the following intermediate quantities are defined: 
r := qP-?!P% 
P 
I - % 1 
=(I,,v,)+y P’ 
(2.17d’) 
(2.17e’) 
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The perturbed quantity Xp will first be interpreted in terms of backward 
analysis, whereas ?r, will later be studied in terms of forward analysis. 
Backward And ysis . Some straightforward calculations [combining (2.2), 
(2.5), (2.17) and (2.17’)] lead to 
x,=(A+AA,)+(b+A$,), (2.18) 
where 
Ab,:=sb+j,. 
The quantities &g,f, have been estimated above in (2.7) and (2.3~). 
Estimates for 6Rp, 6Sp are derived along similar lines to the result (4.4) in [ 161 
-once more assuming double accumulation of inner products and neglect- 
ing O(eps2) terms: 
where 
c,:=diag(T,,,...,i,). 
Upon recalling (1.7b) and noticing that 
one may observe that, in the sense of backward analysis, the error 6S;, 
appears to be critical whenever 
Ilv,lPl. (2.20) 
See also Sec. 3. 
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Forward Anulysis. First, the errors arising in (2.17d, e) are analyzed. 
Some calculations show that 
For the special case q = 1, the following estimates can be shown to hold (for 
the more general case q > 1 see Sec. 4.5 in [IS]): 
16Mgl <eps.2(1+ TvP), 
Il~x,lls < eps*3(1+ II V,llz)ll~pl12. 
Once more, one may observe the critical case (2.20). 
Next, instead of the theoretical residual vector 
+):=&Ax, 
one defines the perturbed residual vector 
~p(~):=b+Abp-(A+AAp)x. 
Then the result (2.18) implies that 
fp(gp)=Qp ; ! 1 , ll~p(~p)l12= lr~pl12- P 
Moreover, upon verifying that 
(A+LIA,)~x~=(A+AA&( :). 
one readily obtains 
?p(Zp)=~p(Xp)-(~+A~p) 
( 1 
! , 
(2.22) 
(2.25) 
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For increasing p, the first term decreases, whereas the second term tends to 
increase, since 
lP,l12 (-9s ll~pl12 for p<n. 
One is now prepared to study the total error of the solution vector 
izp-x=&p+(9;p-x). (2.26) 
The first term has already been estimated above in (2.22). The second term 
may be estimated by combining the result (2.18) with Theorem 3.2 in [16]: 
$,-x=A+(Ari,+A +TA~r,)+(I,,-A+A)a;?r,, (2.27a) 
$(xp) - r- -A+TA~,+(lm-AA+)Arp, (2.27b) 
where 
AxP : = “A;$( $), 
xx r : = (A + AAp) +AA,, 
Arp : = Abr - AA&,. 
(2.27~) 
- - 
The above equations are coupled in Zr, and rp(xp). As A + is unknown (and 
may possibly be even unbounded), only the quantities defined in (2.27~) are 
open to a detailed discussion. A short calculation yields 
Axp= GA+F,+Q [ - -$j-qG(~)* (2.28) 
Both llTpllo and 11~11s decrease with increasing p-compare (2.3d). On 
the other hand, 
llq40 (4rnl (2.29) 
for some E as in (2.10). Hence, in order to minimize Axr, one should select 
the maximum permitted value of p. As for the second term in (2.27c), one 
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may obtain 
ET,=(A+A%)+( 6A+~-)+(Zp,~p)+(~p+B$,-1(H$,Ss,). (2.30) 
The size of the first right hand term (in some norm) is, roughly speaking, 
proportional to 
which leads one to select the minimum permitted value of p. In this 
situation, the selection criterion (2.12) seems to be a reasonable compromise 
where, in (2.28), the truncation error is still dominated by the rounding error, 
since 
In order to get a rough idea about the second right hand term in (2.30), 
one may recall (2.19)-thus obtaining 
(2.31) 
Note that since, 
IqF’l IDpI = l(q-‘%)-‘I, 
the above error term is independent of the subcondition number. As in (2.19) 
and (2.22), however, the case (2.20) turns out to be critical-see the 
subsequent section. Finally, observe that AT+ in (2.27~) is also significantly 
affected by the rank decision, since 
Il~p+lllz j Ilx,llz. 
This relation leads one, once more, to select the minimum permitted 
pseudorank. 
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3. AN ARTIFICIAL EXAMPLE 
P. DEUFLHARD AND W. SAUTTER 
A famous pathological example “to illustrate the insidious nature of 
ill-conditioning” [14] was given by Wilkinson: a triangular matrix A with 
diagonal entries 1 and upper diagonal entries - 1. This example was treated 
by Golub and Styan [6], who showed that the subcondition number never- 
theless gave a satisfactory estimate of the actual condition number (for 
n = 10). In fact, however, that example was not too critical for the QR 
algorithm, since the columns were not equilibrated with respect to I( - 112; as a 
consequence, the column permutation strategy produced a different order of 
the columns-thus destroying the original structure of the matrix. In order 
to study a pathological behavior, the following equilibrated matrix can be 
constructed (with Q = I, q = 1): 
1 1 _p . . . -P P 
01 . . 
. . . . 
A=(R,S)= a2 . . 
. . -B b 
aFJ-1 1 P 
(3.la) 
withp:=~,o<,<l. 
Suppose that the rank selection criterion (2.12) was activated with 
ap <eps <cyP-‘. (3.lb) 
For any p, the column permutation strategy due to [l] would not reorder the 
columns of A. With the notation form (1.11) and (1.12), one may straight- 
forwardly obtain (dropping the index p) 
VT’ p(yp-1,yp-2,. . . , I), y:=1+p, 
which implies that 
(34 
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For p sufficiently large and y > 1, (3.2) may be approximated by 
(3.2’) 
Then 
eps II VI,5 .ve e_l (aY)P* (3.3) 
For (Y = m the factor ay attains its maximum value ( p = 0.5, y = 1.5). In 
this case 
I( V]&O.5 x 1.5p [compare (2.20)]. 
Let t denote the number of binary digits; then a rough estimate shows that 
p>4t 
is necessary to activate the selection criterion (3.lb). In this pathological 
situation, a critical error growth in the QR-Cholesky-decomposition may 
occur-see (2.19), (2.22), (2.31), and the condition (2.20). 
The present authors, however, agree with Peters and Wilkinson [14, p. 
3141 that such a pathological example, though it may be of theoretical 
interest, should not be exaggerated in its importance for applications. There 
are many real life applications in which the QR-Cholesky-decomposition has 
been applied with great success-see e.g. [2, 3, 41. 
4. CONCLUSION 
With the new detailed error analysis given here (in terms of a special 
matrix norm), the usual pseudorank decision criterion in Householder’s 
QR-decomposition seems to be theoretically as well justified as the 
associated criterion used in the singular value decomposition. Of the two 
competing algorithms discussed here, the QR-Cholesky-decomposition seems 
to be preferable in the practically important case of a small rank deficiency. 
Moreover, the numerical stability of that algorithm seems to be satisfactorily 
assured-apart from certain pathological cases described in an artificial 
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example which is similar to Wilkinson’s famous pathological example, How- 
ever, as in the case of Gaussian elimination with partial pivoting, one should 
not exaggerate the importance of such a pathological example. 
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