In [1], we built and studied a Curie-Weiss model exhibiting self-organized criticality : it is a model with a self-interaction leading to fluctuations of order n 3/4 and a limiting law proportional to exp(−x 4 /12). In this paper we modify our model in order to « kill the term x 4 » and to obtain a self-interaction leading to fluctuations of order n 5/6 and a limiting law C exp(−λx 6 ) dx, for suitable positive constants C and λ.
Introduction
This paper is a sequel to the articles [1] and [4] , in which we built and studied a Curie-Weiss model exhibiting self-organized criticality. It was the model given by the distribution
where Z n is a renormalisation factor. We proved rigorously that this model exhibits a simple phenomenon of self-organized criticality : if we build the model with a symmetric probability ρ on R satisfying some integrability conditions, then the sum S n of the random variables behaves as in the critical generalized Ising Curie-Weiss model (see [3] ). More precisely, the fluctuations of S n are of order n 3/4 and the limiting law is
The purpose of this article is to « kill the term x 4 ». We modify the distribution we studied in [1] and [4] in order to obtain a self-interaction leading to fluctuations of order n 5/6 and a limiting law
where C and λ are some positive constants.
To this end, we first focus on the reasons why the fluctuations of S n in the model we studied in [1] are of order n 3/4 . The interacting term of the model is
where F (x, y) = x 2 /(2y) for (x, y) ∈ R× ]0, +∞[. Let I be the rate function for the large deviations of 1 n
where (X k ) k≥1 is a sequence of independent random variables with common law ρ. By analysing the proofs in [1] , we can see that the fluctuations of S n are of order n 3/4 because, in the expansion of the function I − F around its minimum, the first non-vanishing term with the variable x (corresponding to S n /n) appears in the fourth order. More precisely, if σ 2 denotes the variance of ρ and µ 4 its fourth moment, this term is µ 4 x 4 /(12σ 8 ).
As a consequence, in order to « kill the term x 4 », we are going to modify the interacting function F of our model into some function H so that, in the expansion of the function I − H around its minimum, the first term with the variable x only appears in the sixth order. We could consider .
We observe with computer simulations that, with this interacting term, for several probability measures ρ, the fluctuations of the sum S n are of order n 5/6 and the limiting law is proportional to exp(−λx 6 ) for some λ > 0.
In sections 2 and 3 we initiate the proof of a fluctuations theorem for S n with this interacting function H. We use the same techniques as in [1] : we compute the expansion of I • − H where I • is the rate function for the large deviations of
Unfortunately we encountered several problems with the rest of the proof : the techniques we used in [1] have not been successful and we had to modify H. Our investigations to build an interacting function H leading to fluctuations of order n 5/6 and amenable to a mathematical analysis led us to consider the following model :
The model. Let ρ be a probability measure on R which is not the Dirac mass at 0. Let H be the function given by ∀(x, y, z) ∈ R × R\{0} × R H(x, y, z) = dρ(x i ) .
We consider (X n k ) 1≤k≤n an infinite triangular array of real-valued random variables such that, for all n ≥ 1, (X 1 n , . . . , X n n ) has the law µ H,n,ρ , which is the distribution with density with respect to ρ ⊗n . We denote
This model is well-defined : Z H,n is finite for any n ≥ 1. Indeed ∀(x, y, z) ∈ R × R\{0} × R H(x, y, z) ≤ x 2 2y + zx
We have
and, by convexity of the function t −→ t 2 , we get
We state next our main result : Theorem 1. Let ρ be a symmetric probability measure on R whose support contains at least five points and such that
We denote by σ 2 the variance of ρ, by µ 4 its fourth moment, by µ 6 its sixth moment and by µ 8 its eighth moment. We assume that
Then, under µ H,n,ρ , (S n /n, T n /n, U n /n) converges in probability to (0, σ 2 , µ 4 ).
Moreover, if ρ admits a bounded density with respect to the Lebesgue measure on R, then, under µ H,n,ρ ,
In section 5.b), we will actually prove this theorem for more general interacting functions H and more general probability measures ρ.
After giving some preliminaries, simulations and notations in section 2, we study the smoothness of I • and we compute its expansion around (0, σ 2 , µ 4 ) in section 3. Next, in section 4, we explain the first problems we encounter and we investigate how to build an interacting term which is amenable to a mathematical analysis. Finally, in section 5, we give the proof of (an extended version of) theorem 1. We end this paper by a discussion about a model with fluctuations of order n 1−1/2k for k ≥ 4.
Preliminaries
We denote by F the function defined by
We recall the following proposition, which is proved in section 5 of [1] :
Proposition 2. Let ρ be a symmetric probability measure on R with variance σ 2 > 0 such that the function
is finite in the neighbourhood of (0, 0). We define I by
Then the function I − F has a unique minimum on R × R\{0} at (0, σ 2 ), with (I − F )(0, σ 2 ) = 0. Moreover, if the support of ρ contains at least three points and if µ 4 denotes the fourth moment of ρ, then, when (x, y) goes to (0, σ 2 ),
This is the starting point for the construction of an interaction term. Indeed, as we explained in the introduction, in order to « kill the term x 4 », it is enough to add some function R to F so that the term µ 4 x 4 /(12σ 8 ) vanishes from the above expansion and so that
for some A > 0. However we want to build a self-interaction, thus we have to estimate µ 4 by (x
n )/n in order to build our model in [1] ). Hence it seems natural to consider H = F + R, with
and this leads us to study the rate function I • of the large deviations for ν •n,ρ , the law of (S n /n, T n /n, U n /n) under ρ ⊗n .
For n ≥ 1 and H = F + R, let us consider S n = X n 1 + · · · + X n n , where the law of (X n 1 , . . . , X n n ) has the density
with respect to ρ ⊗n . We made computer simulations of this model which support us in the choice of H = F + R. We used Metropolis-within-Gibbs algorithms (cf. section 4 of [5] ) and obtain :
In blue, the renormalized histogram of 6, 17 × 10 11 simulations of S n /n 5/6 , for n = 10000 and ρ having a density proportional to x −→ exp(−x 4 ). In red, the graph of the density function
We end this section by giving some notations. For a symmetric probability measure ρ on R which is not the Dirac mass at 0, we denote by ν •ρ the law of (Z, Z 2 , Z 4 ) when Z is a random variable with distribution ρ. We define the Log-Laplace Λ • of ν •ρ by
If Λ • is finite in a neighbourhood of (0, 0, 0) then the Cramér theorem (cf. [2] ) states that ( ν •n,ρ ) n≥1 satisfies the large deviations principle with speed n, governed by the Cramér transform I of ν •ρ defined by
We denote by D Λ• and D I• the domains of R 3 where the functions Λ • et I • are finite. We introduce next the subsets of R
By convexity, we have that ν •n,ρ (Θ) = 1. We get that, under µ •n,ρ , the distribution of (S n /n, T n /n, U n /n) is
Two views of the set of the points (x, y, z) ∈ ∂Θ such that z ≤ h.
We will proceed as we did in the article [1] , i.e., we will study, for any n ≥ 1, the function
The Cramér transform I • has a unique minimum at (0, σ 2 , µ 4 ) and the method we used in the section 5.b) of [1] allows us to compute the expansion of I • around its minimum.
In order to apply the Laplace's method, as in the section 7 of [1], we want to build H so that G n also has a unique minimum at (0, σ 2 , µ 4 ) for any n ≥ 1, and so that its expansion around this minimum has the desired form :
with A > 0 and q a positive definite quadratic form on R 2 .
Expansion of
Let ρ be a symmetric probability measure on R with variance σ 2 > 0 and such that (0, 0, 0) ∈ D o Λ• . In this section, we first study the smoothness of I • , then we compute its expansion around its minimum (0, σ 2 , µ 4 ). In the last subsection we give the expansion of I • − F − R around (0, σ 2 , µ 4 ).
a) Smoothness of I •
The function Λ • is finite in a neighbourhood of (0, 0, 0) thus each moment of ρ is finite and the covariance matrix of ν •ρ is
é .
Lemma 3.
We assume that ρ is a symmetric probability measure on R whose support contains at least five points. Then the support of ν •ρ is not included in a hyperplane of R 3 ans thus
Proof. Since ρ is symmetric, its support contains the points a, −a, b and −b for some a = b. Therefore the support of ν •ρ contains the points
We observe that these four points belong to the same plane P whose equation is
If c is a fifth point in the support of ρ then
Thus the point (c, c 2 , c 4 ), which is in the support of ν •ρ , is not included in P. Hence the support of ν •ρ is not included in a hyperplane of R 3 . As a consequence the covariance matrix of ν •ρ is invertible (see section III.5 of [14] for a proof), i.e., (
We assume next that the support of ρ contains at least five points. The previous lemma and the proposition A.4
The function I • is C ∞ on A I• and, if (x, y, z) −→ (u(x, y, z), v(x, y, z), w(x, y, z)) denotes the inverse function of ∇Λ • , then, for any (x, y, z) ∈ A I• ,
Actually it is proposition 10 of the ARXIV version of [1] .
In order to compute the derivatives of the previous terms, as in section 5.b) of [1] , we introduce the functions f j defined by
The functions f j , j ∈ N, are C ∞ on D o Λ• and they verify the following properties : ⋆ f 0 is the identity function on R 3 and
⋆ For all j ∈ N, f j (0, 0, 0) = µ j is the j-th moment of ρ. It is null if j is odd, since ρ is symmetric. Moreover, for any j ∈ N,
We define
This is a function which is positive on
where K is a function from R 3 to S 3 (R), the set of the symmetric matrices of size 3, such that
b) Computation of the terms of the expansion of I •
Notice that g(0, 0, 0) = aσ 2 with
Let q be the positive definite quadratic form on R 2 given by
Taylor formula implies that, at the order 6, the expansion of I • in the neighbourhood of (0, σ 2 , µ 4 ) is
Thus we have to compute the terms
for (α, β, γ) ∈ T . In order to optimize the computations, we will first determine the terms of the expansion of I • which are negligible compared to the term
i) The non-negligible terms Lemma 4. Let A > 0 and q be a positive definite quadratic form on R 2 . Then, in a neighboorhood of (0, 0, 0),
Moreover, for any (α, β, γ) ∈ N 3 , we have
Proof. For any (x, y, z) ∈ R 3 \{(0, 0, 0)}, there exists a unique (r, θ, ϕ) which
However the set { (cosθ, sinθ) : θ ∈ [0, 2π[ } is compact in R 2 and the continuous function q is positive on this set. As a consequence q has a minimum m > 0 and a maximum M > m. Hence
We get that
x, y, z
This is a bounded quantity when r tends to 0. Next
Since the convergence of (x, y, z) to (0, 0, 0) is equivalent to the convergence of r to 0, the lemma is proved.
This lemma states that the terms x α y β z γ , (α, β, γ) ∈ T , which are not negligible at (0, σ 2 , µ 4 ) compared to Ax 6 + q(y − σ 2 , z − µ 4 ), are such that
Thus, these terms are those for which (α, β, γ) is (2, 1, 0), (2, 0, 1), (3, 0, 0), (3, 1, 0), (3, 0, 1), (4, 0, 0), (5, 0, 0) or (6, 0, 0). Let us compute the coefficients of these terms in the expansion of I • . We denote
ii) The terms at the third order Let us start with the terms at third order which might be non-negligible compared to Ax 6 + q(y − σ 2 , z − µ 4 ) :
We have k 2 (0, 0, 0) = k 3 (0, 0, 0) = 0 and g(0, 0, 0) = σ 2 k 1 (0, 0, 0) with
Using the properties of the functions f i , i ∈ N, for computing their partial derivatives, we get
This implies that
But we already knew that the third partial derivative of I • with respect to x is null at (0, σ 2 , µ 4 ) since I • is even in its first variable.
We have shown that
iii) The terms at the fourth order Let us focus now on the non-negligible terms at the fourth order :
As a consequence
and the properties of the functions f i , i ∈ N, for computing their partial derivatives give us ∂g ∂u (0, 0, 0) = 0 , so that
We compute that
After factorising by k 1 (0, 0, 0), we get that this quantity is equal to
We compute similarly that
where
We have likewise
and
But k 2 (0, 0, 0) = k 3 (0, 0, 0) = 0 and we compute that
Hence we have shown that
iv) The terms at the fifth and sixth orders
We still have to prove that 1 120
By symmetry of I • at its first variable, we obtain immediately that its fifth partial derivative with respect to x is null. Let us determine its sixth partial derivative with respect to x. We notice first that
Thus we know the partial derivatives with respect to x at (0, σ 2 , µ 4 ) of the functions u, v, and w until the third order. We write then the sixth partial derivative I • with respect to x, taken at (0, σ 2 , µ 4 ) and we only keep the terms which do not vanish because of the symmetries :
We computed above that
and we have already computed that
By differentiating and evaluating at (0, 0, 0), we get
The properties of the functions f i , i ∈ N, and their partial derivatives give us
and, by formula (2), we get
Finally, by using the fact that the partial derivative of g with respect to u at (0, 0, 0) vanishes, we obtain
and, by formula (1), we obtain
.
Likewise we obtain
and we compute that the partial derivative of k 1 with respect to w taken at (0, 0, 0) is equal to
and that the partial derivative of g with respect to w at (0, 0, 0) is equal to
We insert these previous results in the expression in the formula (3) of the fourth partial derivative of I • with respect to x taken at (0, σ 2 , µ 4 ) :
Thus
We already know the values at (0, 0, 0) of the partial derivatives of g and k 1 with respect to v. Moreover, the properties of the function f i , i ∈ N, and their partial derivatives give us, after factorisation,
By developing we get (µ
Next, since the partial derivatives of g and k 1 with respect to u are null at (0, 0, 0), we get
As in the computation of ∂ 2 K 1,1 /∂v 2 (0, 0, 0), we notice that this expression can be written as a function of the second partial derivative of K 1,1 with respect to u and of the partial derivative of K 1,1 with respect to v :
∂u 2 (0, 0, 0) . After factorising, this is equal to
and the properties of the functions f i , i ∈ N, and their partial derivatives, give us, after factorising by k 1 (0, 0, 0),
. As a consequence
We finish this proof by computing the fourth partial derivative of K 1,1 with respect to u taken at (0, 0, 0). Since the partial derivatives of g and k 1 with respect to u are null at (0, 0, 0), we get
After factorisation, it is equal to
Thus we get
We have then
if (α, β, γ) = (6, 0, 0) .
v) Conclusion
The term A is then (5µ Let q denote the definite positive quadratic form on R 2 given by
Then, in the neighbourhood of (0, σ 2 , µ 4 ),
For many usual distributions, the term 5µ [. However we can find a probability measure on R for which this term is non-positive. To this end, it is enough to take a measure whose sixth moment explodes compared to the fourth moment. Let us consider the measure with density
with respect to the Lebesgue measure on R. Its moments can be computed in simple fractions X α /(1 + X 6 ), α ∈ {2, 4, 6}. We compute that 5µ 
Construction of an interaction term
In this section we investigate how to build an interaction term whose associated model is amenable to mathematical analysis. We first find criteria on ρ and H so that I • − H has a unique minimum at (0, σ 2 , µ 4 ) in any compact subset of Θ * whose interior contains (0, σ 2 , µ 4 ), and so that the expansion of I • − F − R still holds for I • − H. Next we extend the criteria on H in order to control what happens outside any compact of Θ * , expecially what happens around the line x = y = 0 of R 3 . We use then a variant of Varadhan's lemma. We end this section by proving that the function H given in the introduction satisfies these criteria.
a) First investigations
Let us suppose that ρ is a symmetric probability measure on R whose support contains at least five points. We assume that
and 5µ
In section 2 we saw that it seems natural to consider the interacting function H = F + R with
It satisfies
In the neighbourhood of (0, σ 2 , µ 4 ),
where h = (y − σ 2 )/σ 2 . In the neighbourhood of 0, we have
Thus, in the neighbourhood of (0, σ 2 , µ 4 ),
Lemma 4 implies that, in the neighbourhood of (0, σ 2 , µ 4 ),
and then it follows from proposition 5 that, in the neighbourhood of (0, σ 2 , µ 4 ),
The computations of the previous section show that, in the neighbourhood of 0,
As a consequence, if 5µ
Thus it is not possible to prove that I • −F −R is non-negative for any symmetric probability measures on R, as we did in [1] for I − F . The techniques we used there have not been successful and we have not been able to show that I • −F −R has a unique minimum for an interesting class of probability measures on R. We will go around this problem by modifying the interacting function H in order to « force » the function
to have a unique minimum at (0, σ 2 , µ 4 ) for any n ≥ 1, and to have the same expansion we obtained above.
By analysing the essential ingredient of the proof of theorem 2 of [1], we consider the following hypothesis : Hypothesis 6. Let ρ be a symmetric probability measure on R whose support contains at least five points. We assume that
Let H be a function from Θ * to R. We suppose that there exists (R n ) n≥1 a sequence of upper semi-continuous functions from Θ * to R satisfying, for any
and, for every (x, y, z) ∈ R 3 ,
We have the following proposition :
Proposition 7. Suppose that ρ and H satisfy the hypothesis 6. If q denotes the definite positive quadratic form of proposition 5, then, for any (x, y, z) ∈ R 3 ,
Let K be a compact subset of R 3 included in Θ * such that (0, σ 2 , µ 4 ) belongs to the interior of K. There exists n 0 ≥ 1 such that I • − F − R n0 has a unique minimum on K at (0, σ 2 , µ 4 ).
We will use the following lemma, which is a variant of Dini's theorem :
Lemma 8. Let (g n ) n≥1 be a non-increasing sequence of functions defined on a compact set X and which converges pointwise to a function g defined on X. If the function g n − g is upper semi-continuous for any n ≥ 1, then (g n ) n≥1 converges uniformly over X towards g.
Proof. For any n ≥ 1, we put h n = g n − g. The sequence (h n ) n≥1 is nonincreasing and converges pointwise to the null function. For a fixed ε > 0 and for any n ≥ 1, we denote
These sets are open since, for any n ≥ 1, the function h n is upper semicontinuous. The convergence of the sequence (h n ) n≥1 implies that
We can extract a finite subcover : there exists N ≥ 1 such that
This proves the lemma.
Proof of proposition 7. In the neighbourhood of (0, σ 2 , µ 4 ),
For every n ≥ 1, we denote
The expansion of I • − F − R n and the hypothesis 6 imply that, for (x, y, z) ∈ R 3 ,
Next the function R − R n is non-negative, thus G n ≥ I • − F − R and there exists an open set U centered at (0, σ 2 , µ 4 ) such that, for any (x, y, z) ∈ U ,
The right term of this inequality is non-negative since 5µ 2 4 > 2σ 2 µ 6 . Since q is a definite positive quadratic form, this term vanishes only at (0, σ 2 , µ 4 ). Thus we proved that, for any n ≥ 1, G n has a unique minimum on U at (0, σ 2 , µ 4 ) and it is equal to 0.
Without loss of generality, we can suppose that U is included in K. The set K ∩ U c is a compact subset of R 3 included in Θ * . Let ν ρ be the law of (Z, Z 2 ) when Z is a random variable with distribution ρ. We denote by Λ the LogLaplace of ν ρ and by I its Cramér transform. The measure ρ is symmetric and
As a consequence (0, 0) ∈ D o Λ and proposition 2 implies that the function I − F has a unique minimum at (0, σ 2 ) on R × R\{0}. Next, for any (x, y, z, u, v) ∈ R 5 ,
Taking the supremum over (u, v) ∈ R 2 , it comes that
Hence, for (x, y, z) ∈ K ∩ U c , there are two cases :
⋆ Or (x, y) = (0, σ 2 ) and then z = µ 4 . The function I • has a unique minimum at (0, σ 2 , µ 4 ) in which it is null (see chapter V of [6] for a proof of this result). Thus
In each case
By hypothesis, the sequence of functions (R n + F − I • ) n≥1 is non-increasing and converges pointwise to F −I • . Moreover, for any n ≥ 1, R n +F −I • is upper semicontinuous. Hence the previous lemma implies that (I • − F − R n ) n≥1 converges uniformly to I • − F on K ∩ U c . As a consequence there exists n 0 ≥ 1 such that
We saw in section 2 that the law of (S n /n, T n /n, U n /n) under µ H,n,ρ is
. We search additional conditions on H and ρ so that, if A is a closed set which does not contain (0, σ 2 , µ 4 ), then
To this end, we need a variant of Varadhan's lemma. By proposition 7 we can conclude if A is a compact subset of Θ * . We have to extend the criteria on H in order to control what happens around the line x = y = 0 of R 3 . We proceed similarly as in [1] .
Hypothesis 9. Assume that ρ and H satisfy the hypothesis 6. We suppose that ρ has a bounded support and that, for any r > 0, there exists δ > 0 such that
Hypothesis 10. Assume that ρ and H satisfy the hypothesis 6. We suppose that there exists c 0 > 0 such that
Proposition 11. Let ρ and H fulfill the hypothesis 6. We have
Suppose that ρ and H also satisfy either the hypothesis 9 or the hypothesis 10. Then, for any closed subset A of R 3 which does not contain (0, σ 2 , µ 4 ), we have
Proof. By Jensen's inequality, we have
Let us show the second inequality. Proposition 4 of [4] states that there exists γ > 0 such that, for δ ∈ ]0, σ 2 [ small enough and n large enough,
where ν n,ρ denotes the law of (S n /n, T n /n) under ρ ⊗n .
The function H satisfies the hypothesis 9 or 10 thus we can choose δ small enough so that
Thus, for δ small enough,
If ρ and H satisfy the hypothesis 10, we have, for any (x, y, z) ∈ Θ * and n ≥ 1,
Since ( 
The right term converges to +∞ when z goes to +∞ and it does not depend on x, y and n. As a consequence, there exists z 0 > 0 such that, for any n ≥ 1,
We put K = { (x, y, z) ∈ Θ : z ≤ max( z 0 , 2µ 4 ) }. The above inequality implies that inf
Moreover, we can reduce δ so that the set { (x, y, z) ∈ Θ : y ≥ δ } ∩ K is a compact subset of R 3 included in Θ * and whose interior contains (0, σ 2 , µ 4 ). Thus proposition 7 ensures the existence of n 0 ≥ 1 such that I • − F − R n0 has a unique minimum in { (x, y, z) ∈ Θ : y ≥ δ } ∩ K at (0, σ 2 , µ 4 ). Since I − F − R n0 is a good rate function and
As a consequence inf
If ρ and H satisfy the hypothesis 9 and if K ′ denotes the closed convex hull of the support of ν •ρ (which is then compact), then we can also reduce δ in order to apply proposition 7 and find some n 0 ≥ 1 such that
In both cases, the usual Varadhan lemma (see [2] ) implies that there exists γ 1 > 0 such that, for n large enough,
Finally, since R n ≤ R n0 for any n ≥ n 0 , we have
This ends the proof of the proposition. Indeed, the sequence (R n ) n≥1 defined by
consists of upper semi-continuous functions and, for any (x, y, z) ∈ Θ * ,
We have next .
Hence H satisfies the hypothesis 6. Finally, for any (x, y, z) ∈ Θ * , we have
Thus H also satisfies the hypothesis 10.
Fluctuations theorem
In this section, we suppose that ρ has a density f with respect to the Lebesgue measure on R. We will proceed as in section 7 of [1] to obtain our fluctuations result : we first compute an asymptotic expression of the density of ν * n
•ρ , for n large enough. Next we prove a generalisation of theorem 1 with the help of Laplace's method. a) Asymptotic expression of the density of ν * n •ρ Proposition 12. If ρ is a probability measure having a density f with respect to the Lebesgue measure on R, then ν * 3
•ρ admits a density with respect to the Lebesgue measure on R 3 . Suppose that, for some p ∈ ]1, 2],
Then, for n large enough, ν •n,ρ has a density g n with respect to the Lebesgue measure on R 3 such that, for any compact subset K of A I• , when n goes to +∞, uniformly over (x, y, z) ∈ K,
Proof. Let Φ be a measurable positive function on R 3 . We have
Let us make the change of variables given by
The function ϕ is C 1 on R 3 . We compute its Jacobian : for any (x, y, z) ∈ R 3 , we have
We introduce the set
It is the union of four hyperplanes on which the Jacobian of ϕ vanishes. We define next
The six open sets O 1 , . . . , O 6 are a partition of R 3 \H. On each of these open sets, the Jacobian of ϕ does not vanish. The set H is negligible with respect to the Lebesgue measure on R 3 , thus Since x, y and z are exchangeable in the expression of ϕ, we also have that
Thus I 1 < +∞ as soon as p < 5/4, since the function u −→ |u| 4(1−p) is then integrable on [−1, 1]. We show similarly that I 2 < +∞ as soon as p < 5/4. Hence
|(x + y + z)(x − y)(y − z)(z − x)| p dx dy dz < +∞ .
b) Proof of theorem 1
We prove in fact a more general fluctuation theorem than theorem 1.
Let ρ be a symmetric probability measure on R and let H be a real-valued function defined on Θ * such that, for any n ≥ 1,
dρ(x i ) < +∞ .
We consider (X k n ) 1≤k≤n an infinite triangular array of real-valued random variables such that, for all n ≥ 1, (X 1 n , . . . , X n n ) has the law µ H,n,ρ , which is the distribution with density 1 Z H,n exp H x 1 + · · · + x n , x with respect to ρ ⊗n . We denote
We have the following general fluctuation theorem :
Theorem 13. Let ρ be a symmetric probability measure on R whose support contains at least five points and such that ∃w 0 > 0 R e w0z 4 dρ(z) < +∞ .
We denote by σ 2 the variance of ρ, by µ 4 its the fourth moment, by µ 6 its sixth moment and by µ 8 its eighth moment. We assume that Suppose that H satisfies the hypothesis 6 and that ρ and H fulfill either the hypothesis 9 or the hypothesis 10. Then, under µ H,n,ρ , (S n /n, T n /n, U n /n) converges in probability towards (0, σ 2 , µ 4 ).
Moreover, if ρ has a density f with respect to the Lebesgue measure on R such that, for some p ∈ ]1, 2], dρ(x i ) .
We denote S n = X n 1 + · · · + X n n for any n ≥ 1. By using arguments as in the last sections, we could prove the following :
Unfortunately the proof of such a result does not seem to be possible with the techniques we employed in this paper, for several reasons :
⋆ In order to obtain the expansion of G n,k , in the case k = 2 or 3, we made very long and tedious computations. Of course we could repeat these computations for k = 4, then k = 5, ... But it would be very complicated and this is not reasonable if we do not find a simple way to determine the variable A k for any k ≥ 4. Moreover we have not understood why, for k = 2, 3, the terms « we do not want » in the expansion of G n,k vanish.
⋆ For k = 3, there are probability measures such that A k is negative. In the same way, there may exist k 0 ≥ 4 such that A k0 < 0 for any probability measure. In this case, G n,k0 could not admit a minimum at (0, σ 2 , µ 4 , . . . , µ 2k−2 ) and we should find new criteria on H k0 to solve this problem.
⋆ With the « natural » interacting function in the case k = 3, we have not managed to prove that G n,3 has a unique minimum at (0, σ 2 , µ 4 ) (while our simulations tend to conjecture this is true). We had to force the interacting function to have the desired behaviour by finding some suitable criteria. Moreover the candidate we propose for H is rather complicated. We also failed to make convincing computer simulations with our modified model (although it is amenable to mathematical analysis) : the convergence is too slow because 
