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Abstract
With the continuous advancements in microscopy techniques such as improved image quality,
faster acquisition and reduced photo-toxicity, the amount of data recorded in the life sciences
is rapidly growing. Clearly, the size of the data renders manual analysis intractable, calling
for automated cell tracking methods. Cell tracking – in contrast to other tracking scenarios
– exhibits several difficulties: low signal to noise ratio in the images, high cell density and
sometimes cell clusters, radical morphology changes, but most importantly cells divide – which
is often the focus of the experiment. These peculiarities have been targeted by tracking-by-
assignment methods that first extract a set of detection hypotheses and then track those over
time. Improving the general quality of these cell tracking methods is difficult, because every cell
type, surrounding medium, and microscopy setting leads to recordings with specific properties
and problems. This unfortunately implies that automated approaches will not become perfect
any time soon but manual proof reading by experts will remain necessary for the time being.
In this thesis we focus on two different aspects, firstly on scaling previous and developing new
solvers to deal with longer videos and more cells, and secondly on developing a specialized
pipeline for detecting and tracking tuberculosis bacteria.
The most powerful tracking-by-assignment methods are formulated as probabilistic graphi-
cal models and solved as integer linear programs. Because those integer linear programs are in
general NP-hard, increasing the problem size will lead to an explosion of computational cost.
We begin by reformulating one of these models in terms of a constrained network flow, and
show that it can be solved more efficiently. Building on the successful application of network
flow algorithms in the pedestrian tracking literature, we develop a heuristic to integrate con-
straints – here for divisions – into such a network flow method. This allows us to obtain high
quality approximations to the tracking solution while providing a polynomial runtime guarantee.
Our experiments confirm this much better scaling behavior to larger problems. However, this
approach is single threaded and does not utilize available resources of multi-core machines yet.
To parallelize the tracking problem we present a simple yet effective way of splitting long videos
into intervals that can be tracked independently, followed by a sparse global stitching step that
resolves disagreements at the cuts. Going one step further, we propose a microservices based
software design for ilastik that allows to distribute all required computation for segmentation,
object feature extraction, object classification and tracking across the nodes of a cluster or in the
cloud.
Finally, we discuss the use case of detecting and tracking tuberculosis bacteria in more
detail, because no satisfying automated method to this important problem existed before. One
peculiarity of these elongated cells is that they build dense clusters in which it is hard to outline
v
individuals. To cope with that we employ a tracking-by-assignment model that allows competing
detection hypotheses and selects the best set of detections while considering the temporal context
during tracking. To obtain these hypotheses, we develop a novel algorithm that finds diverse M -
best solutions of tree-shaped graphical models by dynamic programming. First experiments
with the pipeline indicate that it can greatly reduce the required amount of human intervention
for analyzing tuberculosis treatment.
vi
Zusammenfassung
Kontinuierliche Fortschritte in der Mikroskopie wie z.B. verbesserte Bildqualita¨t, ho¨here Auf-
nahmegeschwindigkeit und weniger fototoxische biologische Marker, lassen die Menge an aufge-
zeichneten Videos in den Biowissenschaften rapide wachsen. Aufgrund der Gro¨ße der Daten
wa¨re eine manuelle Analyse schwer zu bewa¨ltigen, weshalb automatisierte Verfahren vonno¨ten
sind. Im Gegensatz zu anderen Tracking-Szenarien hat das Zell-Tracking einige verkomplizieren-
de Besonderheiten: ein schlechtes Signal-zu-Rauschen Verha¨ltnis in den Bildern, eine hohe
Dichte von Zellen bis hin zu Zellhaufen, starke Vera¨nderungen der Form. Aber am allerwichtig-
sten ist, dass Zellen sich teilen ko¨nnen – was oft das Hauptaugenmerk der biologischen Studie
ist. Diese Besonderheiten wurden in vorangegangenen Arbeiten mit so genannten Tracking-by-
Assignment-Methoden angegangen, bei denen zuerst Detektionshypothesen extrahiert werden,
welche dann im Tracking u¨ber die Zeit hinweg miteinander verbunden werden. Es wa¨re schwie-
rig, die Qualita¨t dieser Zell-Tracking Methoden im Grundsatz zu verbessern, da jeder Zelltyp,
jedes die Zellen umgebende Medium und jede Mikroskopeinstellung zu Aufnahmen fu¨hren, die
ihre ganz speziellen Eigenschaften und Probleme haben. Dies bedeutet leider auch, dass Track-
ing Methoden in absehbarer Zukunft nicht perfekt werden, sondern dass ein Korrekturlesen der
Ergebnisse von Experten vorerst no¨tig bleiben wird. In dieser Forschungsarbeit widmen wir uns
deshalb zwei anderen Aspekten: zum einen der Skalierung von bekannten und der Entwicklung
neuer Lo¨sungsmethoden fu¨r etablierte Trackingmodelle und zum anderen der Konstruktion einer
speziellen Pipeline um Tuberkulosebakterien zu detektieren und zu verfolgen.
Die leistungsfa¨higsten Tracking-by-Assignment Methoden sind als Probabilistische Graphi-
sche Modelle formuliert und werden als Integer Lineare Programme gelo¨st. Weil diese Inte-
ger Linearen Programme aber im Allgemeinen NP-schwer sind, fu¨hrt eine Vergro¨ßerung des zu
lo¨senden Problems zu einer Explosion des beno¨tigten Rechenaufwands. Zu Beginn dieser Arbeit
formulieren wir eines dieser Modelle im Stil eines Netzwerk-Fluss Problems mit Nebenbedin-
gungen um und zeigen, dass es dadurch effizienter zu lo¨sen wird. Da Netzwerk-Fluss Algorith-
men sehr erfolgreich im Personen-Tracking eingesetzt werden, entwickeln wir eine Heuristik
um zusa¨tzliche Bedingungen – hier fu¨r Zellteilungen – in solch einer Methode zu behandeln.
Das erlaubt uns qualitativ hochwertige Anna¨herungen an die Trackinglo¨sung zu finden und gle-
ichzeitig eine polynomielle Laufzeitschranke anzugeben. In unseren Experimenten besta¨tigt sich
die geringere Komplexita¨t dadurch, dass unsere Methode deutlich besser zu gro¨ßeren Problemen
skaliert. Nichtsdestotrotz ist der Ansatz single-threaded und nutzt die verfu¨gbaren Ressourcen
von Mehrprozessormaschinen noch nicht aus. Damit das Tracking parallelisiert werden kann,
stellen wir eine effektive Methode vor um lange Videos in einzelne Intervalle zu zerlegen und
diese unabha¨ngig voneinander zu lo¨sen. Durch die anschließende Optimierung eines simplen
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globalen Problems werden die Teillo¨sungen so zusammengesetzt, dass an den Schnittstellen
keine Unstimmigkeiten entstehen. Um noch einen Schritt weiter in diese Richtung zu gehen,
schlagen wir ein Softwaredesign fu¨r ilastik vor, das auf Microservices aufbaut und das es er-
laubt, die Berechnungsschritte fu¨r die Segmentierung, die Extraktion von Objekteigenschaften,
das Klassifizieren von Objekten und dem Tracking auf mehrere Maschinen in einem Cluster
oder der Cloud zu verteilen.
Letztendlich betrachten wir den Anwendungsfall des Erkennens und Trackings von Tuberku-
losebakterien genauer, da es fu¨r dieses wichtige Problem bisher keine zufriedenstellende au-
tomatische Methode gab. Eine Besonderheit dieser la¨nglichen Zellen ist, dass sie sich so nahe
kommen, dass man die Individuen kaum voneinander abgrenzen kann. Wir verwenden daher ein
Tracking-by-Assignment Modell, das beim Tracking aus einer großen Menge von teils konkur-
rierenden Detektionshypothesen diejenigen auswa¨hlt, die im gesamten zeitlichen Kontext am
plausibelsten sind. Um diese Hypothesen zu erlangen, entwickeln wir einen neuen Algorithmus
der dieM besten diversen Lo¨sungen von baumfo¨rmigen graphischen Modellen mittels dynamis-
chem Programmieren finden kann. Erste Versuche mit dieser Pipeline deuten darauf hin, dass
wir damit Tuberkulosebakterien zuverla¨ssig tracken ko¨nnen.
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Chapter 1
Introduction
Ongoing advancements in microscopy and automated high-throughput pipelines [Wu et al.,
2010, Ho¨ckendorf et al., 2012, Krzic et al., 2012, Jemielita et al., 2013, Keller, 2013, Santi
et al., 2013, Berthet and Maizel, 2016, Sadanandan et al., 2016] allow biologists to record liv-
ing stem cells and bacteria with ever increasing temporal and spatial resolution, while limiting
the amount of photo-toxicity induced on the target. This drives several research areas forward,
such as drug development [McKinney, 2000, Zimmer et al., 2002, Chen et al., 2006] or un-
derstanding embryogenesis. The goal of embryogenesis is to analyze the development of em-
bryos from stem cells, asking questions like which forces play important roles [Amat and Keller,
2013] and at which point along the lineage tree cells specialize for their later task [Keller et al.,
2008, Ho¨ckendorf et al., 2012, Amat et al., 2014]. To the biologists’ dismay, the amount of
data is growing faster than humans can analyze it, thus automated methods are required – a phe-
nomenon that is common in today’s uprise of Big Data. The analysis of time series microscopy
scans often not only requires tracking the position and movement of individual cells or bacteria,
but also the reconstruction of their full lineage [Amat and Keller, 2013]. Hence automatic tools
need to detect when and where cells undergo mitosis, and which cells are the offspring of a
division.
Even though tracking individual cells is deemed crucial for a lot of studies [Schroeder,
2011, Elowitz et al., 2002, Wakamoto et al., 2013], the available tools for automatic cell track-
ing are unfortunately not very reliable or do not scale to the actual problem size. Hence a lot of
experiments are only analyzed on cell colony scale or involve time consuming manual annota-
tion [Coutu and Schroeder, 2013]. In this work we address several aspects like scalability and
applicability of single-cell tracking models as outlined in Figure 1.1, and provide easy to use
software packages.
1.1 Algorithmic Challenges of Cell Tracking
Before we dive in, let us briefly look at the difficulties of cell tracking and available methods.
From a Computer Vision perspective, tracking cells is a challenging task due to several reasons:
• Despite all the progress in microscopy techniques, the recorded time-lapse videos are
subject to a low signal to noise ratio, making it hard to locate individual cells and to tell
them apart. Furthermore the temporal sampling rate is often low compared to the speed
1
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(a) (b)
time
(c)
Figure 1.1: Tracking result on the datasets used in the course of this thesis. (a) 2D recording of Pancreatic
rat stem cells (PSC), (b) 2D slice from a 3D scan of a developing Drosophila fruit fly embryo (DRO),
and (c) mycobacteria responsible for tuberculosis. In (a) and (b), cell detections are enclosed by a circle,
and their previous and future center positions of the next 10 frames are shown as a line of the same color.
Offspring of a division take on the color of their parent track, hence cells with the same color are relatives
in this video. Purple circles denote unused detections, green arrows indicate some visible divisions. In
(c), bacteria detections are shown as centerlines where red dots depict possible end points. We represent
tracks by colors again, but because these videos start from a single cell we assign new random colors to
the children of every division. All results were obtained by the methods presented in this work.
2
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at which cells move between frames, rendering the assignment of cell identities over time
difficult.
• Cells and bacteria do not exhibit appearance features that would allow for re-identification
of a cell when considering a large neighborhood – even worse, stem cells are subject to
constant texture and morphology changes while advancing in the mitotic phase cycle.
• Divisions need to be detected with high accuracy: Mistakes in the lineage trees invalidate
the results of all progenitors along the tree. Approaches for pedestrian tracking – a much
more common task in Computer Vision – do not model division events, and hence cannot
be transferred to this problem without adaptations.
• The recorded samples commonly contain a high number and density of cells with unpre-
dictable motion patterns. The motion could e.g. change due to medication, and is not even
fully understood for embryogenesis. Thus prior knowledge cannot be included in motion
models. On the contrary, it is often exactly the change of motility that is the subject of a
medication study.
Several families of tracking methods were applied or developed to deal with these challenges.
We mention a few here, see [Masˇka et al., 2014] for an overview and comparison.
• If the temporal resolution of the recordings was high enough, the 2D+t or 3D+t volume
could be segmented such that every pixel in every frame is either background or belongs
to the lineage of exactly one ancestor, which is then represented as one connected branch-
ing tube-like structure in space-time. Unfortunately this does not work well in practice
due to insufficient recording quality. Yet, first attempts have been made by applying mul-
ticuts [Jug et al., 2016].
• Tracking-by-model-evolution methods assign a state to every tracked object and follow
them from frame to frame, updating their states. A state could be just the position and ve-
locity in a basic Kalman filter, a simple shape model like a Gaussian [Amat et al., 2014],
or even represent the contour of the object which is then evolved over time [Dufour et al.,
2011, Masˇka et al., 2013]. A big advantage of that setup is that targets are detected based
on their state in the previous frame while tracking. These methods can deal with larger
displacement when modeling target motion, and have a nice mathematical foundation, but
they struggle when targets are densely packed or have unpredictable motion because they
cannot consider a larger temporal context when making local decisions. Unfortunately di-
visions cannot be expressed well in that framework unless one adds heuristics as in [Amat
et al., 2014].
• Tracking-by-assignment methods assume that an over-complete set of detection hypothe-
ses has been previously extracted, and then construct a graphical model with possible
assignments of hypotheses between frames that describe the paths of all tracked tar-
gets [Bise et al., 2011, Padfield et al., 2011, Kausler et al., 2012, Magnusson and Jalde´n,
2012, Schiegg et al., 2013, Jug et al., 2014, Schiegg et al., 2014, Turetken et al., 2016].
Then these methods strive to find the most likely configuration of the model, using varying
optimization strategies.
Of these methods, tracking-by-assignment approaches offer the most modeling power, e.g. for
incorporating natural constraints, and exhibit a lot of possibilities to incorporate learning from
3
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examples specified by an expert, either for detection probabilities [Kausler et al., 2012, Mag-
nusson and Jalde´n, 2012, Schiegg et al., 2013], or fully [Lou and Hamprecht, 2011]. Yet, their
biggest drawback is that obtaining a good set of detection hypotheses to build a model of possi-
ble assignments is not trivial. When tracking objects in natural images, specialized detectors for
e.g.persons or cars are often employed to generate the set of detection hypotheses [Andriluka
et al., 2008, Zhang et al., 2008, Lenz et al., 2015, Pishchulin et al., 2016]. This is a valid ap-
proach for biological settings as well. A detector could e.g. be specialized for a certain kind
of cell and can even include prior knowledge about size, shape, etc., such that only plausible
hypotheses are chosen. However, the objects tracked in biology exhibit a wide variety of shapes
and appearances, and are recorded in various settings from different microscopes (see e.g.the
datasets used in [Masˇka et al., 2014]). Hence a different detector would have to be constructed
for each of these scenarios, which is time consuming. A more general and more common ap-
proach is to segment the objects to track from the background. Unfortunately the image quality
often does not allow for a perfect segmentation – which would be to extract exactly one detec-
tion hypotheses per object in every frame and then use Hungarian matching [Kuhn, 1955] to
find the best assignments – hence there are two main methods to deal with non-optimal sets of
detections:
One approach is to start from a binary segmentation of the input frames, assuming that no
foreground object is missed, but allowing for unresolved clusters of objects. When multiple ob-
jects are falsely contained in a single segment this is called undersegmentation. Such a binary
segmentation can for instance be obtained by thresholding the raw pixel intensities, or by training
a classifier that predicts the probability of every pixel to be a foreground object, and then thresh-
olding these probabilities, as in [Sommer et al., 2011]. To cope with the undersegmentation, the
tracking model must allow to assign more than one object to a detection, as in [Magnusson and
Jalde´n, 2012, Schiegg et al., 2013, Magnusson et al., 2014]. Clusters of objects can be resolved
in a post processing step.
Alternatively, one can extract an over-complete set of possibly competing detection hypothe-
ses, and assume that for every possible cluster there are hypotheses that split it into the correct
number of objects. The detections – no matter how they are extracted – could be competing in
the sense that multiple hypotheses try to explain the same object or pixel in the image. The task
of the tracking-by-detection method is then to pick the best globally consistent assignment of a
subset of these hypotheses, such that every pixel or object is explained by at most one track. A
difficulty of this methodology is that having a large amount of hypotheses can make the model
overly complex and hard to solve. [Jug et al., 2014, Schiegg et al., 2014, Turetken et al., 2016]
refer to tracking models that pick the best instances from a set of competing detection hypothe-
ses as Joint Segmentation and Tracking. The set of segmentation hypotheses is however fixed
after the initial detection step, which is why in this work we call those models Joint Hypotheses
Selection and Tracking.
1.2 Focus and Structure of this Thesis
In this work we focus on tracking-by-assignment models and build on the prior work of [Schiegg
et al., 2013] and [Schiegg et al., 2014, Turetken et al., 2016]. Our goal is to make this family of
algorithms scale better to large videos, and to improve usability by making them more flexible
and easier to apply.
• In Chapter 2 we outline and reformulate the Conservation Tracking model by [Schiegg
4
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et al., 2013] in terms of a constrained network flow graph, and show that this model can
be solved more efficiently than the original model using existing solvers.
• We develop an approximate solver for tracking-by-assignment models with clusters in
Chapter 3, which is a generalization of successive shortest paths network flow solvers,
and show its favorable resource usage and scaling behavior.
• In Chapter 4 we first present a heuristic to solve subproblems of the global tracking ob-
jective in parallel and combine their results to a consistent solution. Then we propose a
software architecture based on the concept of microservices that allows to parallelize and
distribute the computational steps of segmenting and tracking to the cloud.
• We introduce a dynamic programming based-approach for finding theM best solutions of
tree-shaped graphical models subject to some diversity constraint in Chapter 5, and show
that it can be useful in many Computer Vision applications.
• For elongated tuberculosis bacteria, we develop the first automated joint hypotheses se-
lection and tracking pipeline that uses the method from Chapter 5 to extract competing
detection hypotheses in Chapter 6. We apply structured learning to reduce the amount of
hyper-parameters, and preliminary experiments indicate that the resulting tracking quality
is reasonable.
• We close with a brief discussion of the results, limitations, and developed software module
in Chapter 7.
5
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Chapter 2
Tracking Reformulation as Constrained
Network Flow Model
In this chapter we briefly review the Conservation Tracking model [Schiegg et al., 2013], which
we use as the foundation for Chapters 2 through 4. This model is also implemented in ilastik
[Sommer et al., 2011, Haubold et al., 2016b], and was amongst the top three performers in the
2015 edition of the Cell Tracking Challenge [Masˇka et al., 2014]1. After presenting the model,
whose pipeline is sketched in Figure 2.1, we will show that its linear programming local polytope
relaxation is rather loose, and hence present a reformulation as constrained network flow model
that is much tighter and hence easier to solve.
2.1 Conservation Tracking Factor Graph Model and its Energy
Tracking-by-assignment problems are commonly depicted by a graph of detection and linking
hypotheses. This is a trellis graph for the complete video time span, where all detections in
all time steps are represented by nodes, and arcs depict possible assignments of objects across
timeframes. The equivalent models presented by [Magnusson and Jalde´n, 2012, Magnusson
et al., 2014] and [Schiegg et al., 2013] follow that scheme. They additionally assume that detec-
tions are given by a binary segmentation of every input image. Hence there are no conflicting
detection hypotheses. Because this assumption implies that there is at most one detection ex-
plaining any foreground pixel, situations arise where the segmentation is wrong and a cluster
of objects is falsely represented by a single segment. We refer to these undersegmented detec-
tions as mergers. Both approaches cope with mergers by allowing every detection to be used by
multiple tracks. Thus, tracks can merge and split – preserving the number of tracks –, appear
and disappear, and additionally divide, which increases the number of objects in flight. Because
events as merging, splitting and divisions could all be trivially modeled in terms of appearing
and disappearing tracks, local evidence must be considered together with global context to ob-
tain a probable configuration. Hence [Magnusson and Jalde´n, 2012] and [Schiegg et al., 2013]
set up this graph for the full video and solve it globally. Yet only Schiegg – who coined the term
Conservation Tracking model – solves it to optimality, as we will target below in more detail.
Once a solution to this model is found, mergers can be resolved in a post-processing step e.g.by
1HD-Hau-GE at http://www.codesolorzano.com/Challenges/CTC/Latest_Results.html.
Accessed April 13th, 2017.
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Figure 2.1: Overview of the tracking pipeline available in ilastik using Conservation Tracking [Schiegg
et al., 2013]. Top: Generating a segmentation using ilastik. Middle: Given raw data and segmentation,
two classifiers are trained to locate segmentation problems and divisions. A graphical model is built for
all possible detections and their assignments, using the classifier predictions as potentials. We then find
the MAP solution of the model and resolve merged detections (not shown). Bottom: The user can export
the tracking results in several formats.
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2.1. CONSERVATION TRACKING FACTOR GRAPH MODEL AND ITS ENERGY
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Figure 2.2: Illustrative example of the tracking model omitting possible appearances and disappearances.
Cells can divide, merge and split, and detections can be ignored, as the solution in d) shows. The factor
graph b) contains three kinds of variables: purple detection hypotheses, blue division hypotheses, and
gray possible assignments between consecutive frames, all with their own unary that represents the prob-
ability for the variable to represent a certain number of cells. Black squares represent constraints that
forbid invalid configurations. In the factor graph solution c) the globally consistent configuration is given
by numbers of cells inside the nodes, and induced tracks are highlighted in red.
fitting a Gaussian Mixture Model with the appropriate number of clusters. See Figure 2.2 for a
visualization of these cases in practice.
Let us briefly restate the model in factor graph notation as presented in [Schiegg et al., 2013].
Factor graphs [Kschischang et al., 2001] are a notation of probabilistic graphical models which
do not only show conditional independences, but also make the factorization explicit. Circular
nodes represent random variables, non-black boxes depict factors that depend on the connected
random variables, and filled black boxes represent hard constraints. The factors are commonly
called unary or pairwise for the cases of one or two connected variables, respectively. Each ran-
dom variable can take a state or label out of a discrete label space, and hence factors can be seen
as lookup tables of combinatorial size that represent the probability per variable configuration.
The Figures 2.1 and 2.2 contain factor graphs that convey the general idea of the tracking model
used here. Yet, for clarity they do not faithfully represent all details of [Schiegg et al., 2013].
The omitted detail is the way appearances and disappearances are modeled, namely by split-
ting the (purple) detection node into a disappearance and appearance node, and connecting them
via a pairwise factor as shown in Figure 2.3 that replaces the detection unary but also ensures
consistency by having zero probability for invalid states2.
More formally, there are four types of nodes, whose states {0, . . . ,m} indicate how many
cells up to a maximum cluster size of m are participating in the respective events:
• Appearance nodes Ai ∈ A represent the number of tracks that will be continued from
detection i on.
• Disappearance nodes Vi ∈ V on the other hand sum the number of tracks that arrive at
2Section 2.3 introduces an alternative for handling appearance and disappearance
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Figure 2.3: Detailed view of how in [Schiegg et al., 2013] a detection node i is separated into a disappear-
ance (or vanishing) node Vi and an appearance variable Ai, while the purple pairwise factor in between
handles both, appearance, disappearance and detection cost as well as forbidding that the number of
objects changes within a merger.
this detection. If the the disappearance and appearance node agree in the number of tracks,
then this is the number of tracks passing through the detection.
• Transition nodes Ti,j ∈ T model how many objects move from the source detection (its
disappearance node Vi) to the target detection (its appearance node Aj).
• Division nodes Di ∈ D are always coupled to a specific detection Xi and allow that
detection to divide if and only if the detection contains one object, hence their label space
is {0, 1}.
Following [Schiegg et al., 2013], to incorporate local evidence from the images, we train Ran-
dom Forest classifiers on a few annotated detections and divisions and apply them to the full
video. Transition probabilities are modeled based on center of mass distance. Appearance and
disappearance probabilities are fixed constants within the video, but decrease linearly in a margin
to the boundaries of the field of view.
Instead of finding the most probable solution, we apply the negative logarithm to obtain an
energy minimization problem. This problem is an integer linear program (ILP). Despite them
being NP-hard in general, they can be approached with commercial general purpose solvers
(CPLEX, Gurobi3) for reasonably sized problems. Let Y be the set of all possible configurations
of all variables V ∪ A ∪ T ∪ D in the factor graph. We denote by yi the state of variable i in a
configuration y ∈ Y . Then the minimal energy configuration can be found by solving:
y∗ = argmin
y∈Y
E(y) = argmin
y∈Y
∑
V ∈V
∑
A∈A
EX(yV ,yA) +
∑
T∈T
ET (yT ) +
∑
D∈D
ED(yD) (2.1)
subject to hard constraints that ensure consistency4:
• The number of objects in a detection match the number of active incoming and outgoing
transitions unless appearance and disappearance events account for the change. This is
often referred to as flow conservation, hence the name Conservation Tracking.
• Only detections containing one cell and having exactly two distinct active descendants can
divide.
3http://www-03.ibm.com/software/products/en/ibmilogcpleoptistud and http://
www.gurobi.com
4See [Schiegg et al., 2013] for details.
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possible integral solution
LP solution
optimal integral solution
Figure 2.4: Linear programming relaxation problems on a 2D toy example. Blue lines depict constraint
hyperplanes, the red arrow visualizes the direction in which the objective function decreases. The optimal
LP solution lies on a vertex of the polytope defined through the hyperplanes. When trying to decode an
integral solution from the LP solution, any of the solutions on the (gray) integer grid in the vicinity of the
LP solution could be found. This becomes much more complicated in higher dimensions.
• Mergers cannot partially (dis-)appear.
Note that because y must be from the set of possible configurations Y all variables have to take
an integral state.
2.2 LP Relaxation
Before we look at the problems of the Conservation Tracking ILP formulation in more detail,
let us briefly restate what linear programming relaxation is. Linear programming (LP) denotes a
family of mathematical optimization problems, minimizing (or maximizing) an objective func-
tion that linearly depends on the n variables x ∈ Rn in question, in the form:
minx c · x, (2.2)
s.t. Ax ≤ b.
The constants c define the direction in the solution space in which the value of the objective
function increases. A is called a constraint matrix, and the constraints define hyperplanes with
offsets b from the origin that disallow the solution to lie on the back side of any hyperplane,
see Figure 2.4. Solutions that obey all constraints are called feasible. The space containing
all feasible solutions – bounded by the constraint hyperplanes – is called polytope. It can be
shown that the optimal solution lies on a vertex of that polytope. LPs can be solved optimally
in polynomial time using e.g. the network simplex algorithm that walks along vertices of this
polytope.
Integer linear programs such as (2.1) are linear programs with additional constraints that
ensure that every variable only takes on integral values. This seemingly simple change makes
the problem NP hard in general. Solvers approach ILPs using branch-and-bound techniques,
branching on the different states of a variable, bounding the energy by the best found objective
function value, and then recurse along the most promising path.
A common approach to solve ILPs is to ignore the integrality constraints and to solve this
relaxed LP. From the found vertex of the polytope defined by the remaining constraints, one
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tries to decode the optimal integral solution, e.g. by rounding. If the optimal vertex of the LP is
integral – and hence coincides with the optimal ILP solution – the relaxation is said to be tight
around the optimum. In that situation, in Figure 2.4 the red circle would coincide with an integer
grid point.
The experiments in Table 2.2 at the end of this chapter show that the LP relaxation of (2.1)
is not tight. Only around 35% of the variables have integral values. This might be due to
the pairwise term between the vanishing and appearance node, which obfuscates the required
consistency between number of incoming and outgoing objects. In the next section we will
therefore present a model that removes the decoupling of detection nodes and show that this
reformulation has a much tighter LP relaxation, which makes the problem easier to solve.
2.3 Network Flow Formulation
The tracking problem is very related to a well studied family of graph algorithms called network
flow [Bertsekas, 1998]. Roughly speaking, for these algorithms edges in the graph need an addi-
tional property that is a capacity. If one imagines the graph as a network of pipes, where nodes
are junctions, and designates a source and a sink node, max-flow algorithms can for instance
determine the maximum amount of flow that can be pushed through the network from source to
sink. If the edges incur a cost when flow traverses them, min-cost flow algorithms find the min-
imal cost routing strategy to send a given amount of flow through the graph in polynomial time.
Because of the flow-based nature of these methods, they inherently obey the flow-conservation
constraints that we mentioned above. Another important property is that as long as the capac-
ities of all edges are integral, the optimal solution will be to send an integral amount of flow
along every edge. This corresponds to the case when an ILP has a totally unimodular (TUM)
constraint matrix. It can be shown that then the result of the LP relaxation is always integral,
hence the relaxation is always tight [Bertsekas, 1998].
Network flow algorithms have been extensively applied to tracking without divisions [Zhang
et al., 2008, Pirsiavash et al., 2011, Lenz et al., 2015]. Then, appearances and disappearances
are modeled by direct connections to source or sink respectively, as shown in Figure 2.55. Such
network flow models have been applied to cell tracking in [Padfield et al., 2011, Turetken et al.,
2016]. But to handle divisions in a network flow, additional constraints need to be integrated
which destroy the TUM property of the constraint matrix, and hence we lose guarantee of inte-
gral solutions of the LP relaxation. Hence prior methods either round the fractional solution or
solve the problem as ILP. The tightness of the LP relaxation of such models has not been studied
yet. We will now state a network flow reformulation of the Conservation Tracking ILP (2.1),
and compare them in the following Section 2.4.
Let V := X ∪ T ∪ D be the set of all detection nodes X , transition arcs T and division
indicators D in the graph. Every random variable V ∈ V can take a discrete state or label
k ∈ L(V ) := {0, . . . ,m} indicating the number of contained targets, where m is the upper
bound on the number of targets allowed to be merged into one detection. We introduce division
random variables D ∈ D to indicate whether the corresponding detection X(D) is dividing. 6
By Source and Sink we denote the source and sink node. Let y ∈ Y be a valid labeling, that is,
5For this formulation the factor graphs in Figures 2.1 and 2.2 are only missing transitions from a virtual source
node for appearances and divisions, and to a sink for disappearances.
6We slightly abuse the notation here and indicate the parent detection X of a division D as X(D) and vice versa
D(X).
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Th,i Ti,j
Figure 2.5: In the constrained network flow graph, the detection nodeXi is only a single node with unary
factor, and appearances as well as disappearances are modeled as transitions Tapp,i from an auxiliary
source (green S) or Ti,dis to an auxiliary sink (green T ) respectively.
a vector assigning one state yV ∈ L(V ) to every variable V , where L(V ) is the label space of
V .
We introduce a unary potential θV (k) for every random variable V ∈ V . We set this po-
tential to the negative log of the probability that the respective random variable V takes state
k. This probability could for instance be estimated by a classifier, given the local observations.
This choice of potentials ensures that the minimal energy configuration equals the maximum-a-
posteriori (MAP) solution. The energy minimization problem can be stated as
y∗ = argmin
y∈Y
E(y) = argmin
y∈Y
∑
X∈X
EX(yX) +
∑
T∈T
ET (yT ) +
∑
D∈D
ED(yD) (2.3)
= argmin
y∈Y
∑
X∈X
∑
k∈L(X)
θX(k)1[yX = k] +
∑
T∈T
∑
k∈L(T )
θT (k)1[yT = k]
+
∑
D∈D
∑
k∈L(D)
θD(k)1[yD = k] (2.4)
subject to:
Flow conservation: (2.5)
∀X∈X∪{Sink} : yX =
∑
I∈I(X)
yI , ∀X∈X∪{Source} : yX + yD(X) =
∑
O∈O(X)
yO
Division: (2.6)
∀D∈D : yD − yX(D) ≤ 0,
Merger (2.7)
∀X∈X∀ I∈I(X)
I 6=App(X)
: 1[yI = 0] + 1[yApp(X) = 0] ≥ 1
∀X∈X∀ O∈O(X)
O 6=Dis(X)
: 1[yO = 0] + 1[yDis(X) = 0] ≥ 1
where I(X) denotes all incoming transition variables of detection X , and O(X) its outgoing
transitions respectively. The outgoing transitions of the source O(Source) include all appear-
ances and divisions, while the incoming transitions at the sink I(Sink) consist of all disappear-
ances.
The objective (2.4) is a linear combination of configuration y and unary potentials θ, where
1 is the indicator function. The constraints ensure equality of the number of incoming and
outgoing targets at a detection, including appearances and disappearances. Only in the presence
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of a division the number of outgoing targets can and must be greater than the number of incoming
(2.5). Furthermore, a detection cannot divide more often than it contains targets (2.6). Lastly,
the clusters represented by mergers are not allowed to grow or shrink by cells appearing or
disappearing (2.7). The division constraint (2.6) is the key difference to a standard min-cost
flow problem 7. As mentioned before, the full constraint matrix is not totally unimodular and
standard flow solvers cannot be applied directly to find a feasible integral solution. Yet, as we
will see in the next section, the LP relaxation of this model is much tighter, nearly all indicator
variables are taking on integral states. Additionally, this leads to shorter ILP solver runtimes, up
to factors of 2.
2.4 Runtime and Tightness Comparison
We evaluate the proposed reformulation on two challenging datasets from developmental biol-
ogy, a 3D+t drosophila scan [Schiegg et al., 2014] and 2D+t pancreatic rat stem cells (PSC)
presented in [Rapoport et al., 2011], both publicly available with ground-truth. Both can be seen
in Figure 1.1. The former is a time series of a developing embryo where exact cell lineages over
long time spans are desired, and the latter presents stem cells in a dish which can overlap and
often change their shape. As in [Schiegg et al., 2013] and [Magnusson et al., 2014], we assign to
each detection the probability for containing a certain number of cells Pdet(k) ∀k ∈ [0,m] 8 , as
well as a probability for division Pdiv. These probabilities are predicted by Random Forest clas-
sifiers which were trained on the same subset of the data as described in [Schiegg et al., 2014].
Transition arcs are inserted for nodes that satisfy a forward-backward nearest neighbor check
between consecutive frames, and the transition probability is given by the inverted exponential
of the Euclidean distance. Energies are derived from those probabilities by taking the negative
logarithm. We use the open source implementation of [Schiegg et al., 2013] included in ilastik
[Sommer et al., 2011] to generate segmentations, predict probabilities with their classifiers and
to construct the trellis graph. The resulting network flow graph for the Drosophila dataset then
consists of around 45k nodes and 110k arcs, of which ∼10k are division arcs. For the much
bigger PSC dataset the graph has roughly 260k nodes and 770k arcs including 126k division
arcs.
We compare the tracking performance for two solutions by checking for the agreement of
move, merge, and division events per pair of consecutive frames. A merge event in this case
means that a detection contains more than one cell in the ground truth, and is only found correctly
by a contestant if the number of contained tracks matches. Firstly, we evaluated the quality of
all models with respect to the groundtruth of both datasets. Table 2.1 indicates that all models
produce similar results, subject to minimal variations which can be due to the allowed relative
optimality gap9 of 0.05 for Drosophila and 0.01 for PSC, as well as the fact that the optimum
must not be unique and here we compare based on the resulting configuration.
We omitted before that the network flow optimality guarantees only hold as long as the
energies are convex with respect to the state of a node. We achieve this property by finding a
convex upper envelope θ¯i to each potential θi independently. To verify that this does not corrupt
the model, we compare the original Conservation Tracking ILP (abbreviated by CT) with the
7The merger constraint violates the TUM property as well, but the division constraint is what makes cell tracking
hard, clusters could be handled differently.
8m = 4 for the Drosophila dataset, m = 3 for PSC.
9ILP solvers usually apply a branch-and-cut algorithm and keep track of the best integral y and fractional y˜
solutions they find. The relative optimality gap is then y−y˜
y
.
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Dataset CT Flow cF
DRO 93.40 93.67 93.70
PSC 91.20 90.80 91.00
Table 2.1: F-measure of the different models with respect to a manually curated groundtruth. Note that
subtle differences can occur due to the allowed optimality gap of 0.05 for the ILP solvers. The results
obtained by the different models and after convexifying the energies are extremely similar.
Dataset CT Flow cF
DRO 31.58 93.02 99.21
PSC 37.10 96.70 98.50
Table 2.2: Percentage of integral variables in the solution of the LP relaxation
reformulation as constrained network flow (Flow), and the reformulated model with convex
energies (cF). The last column of Table 2.1 shows that the cost convexification does not impact
the quality of the final tracking results when applied to the energies of either datasets used.
The runtime of the different formulations and solvers is presented in Figure 2.6. All timings
were performed on a machine with 2× Intel Xeon E5-2650 with 10 cores at 2.3Ghz and 256GB
RAM. We ran the experiments 5 times and present the median. The deviation between the runs
was very little in most cases (σ ≤ 0.5s for Drosophila and σ ≤ 6s for PSC). However, the
runtimes of the CT model’s LP relaxation had a standard deviation of ≈ 300s for both datasets,
which is why the mean would have been misleading. The experiments show that by switching
from the CT model to the constrained network flow ILP the problems can already be solved
faster and especially the LP relaxations become easier to optimize. But when the energies are
replaced by a convex upper envelope, the ILP and LP solving times drastically improve, as seen
in the last four rows of Figure 2.6. This trend also shows in the fraction of integral variables in
the solutions of the LP relaxations in Table 2.2. Unfortunately, even though nearly all variables
obtain an integral value when using convex costs, the solutions cannot be used directly. When
rounding the remaining fractional variables the solutions are valid solutions to the ILP but violate
constraints. Still, we evaluated the percentage of agreement with the ILP solution by comparing
the states of individual nodes, see Table 2.3.
It would be desirable to make use of the fact that the LP solution is so close to the ILP
solution. There are several ways how this could be achieved, for instance by developing a
constraint-aware rounding scheme, by softening the constraints by Lagrangian relaxation and
only gradually enforcing them [Butt and Collins, 2013], by adding constraints in a cutting
planes fashion [Jug et al., 2016], or by developing a heuristic solver as e.g. [Magnusson and
Jalde´n, 2012]. In the next section we will present a network flow-based approximate solver that
generalizes that of [Magnusson and Jalde´n, 2012]. This choice comes with the additional benefit
that no costly license for CPLEX or Gurobi is required, reducing the hurdle to make automatic
tracking methods easily available to all biologists.
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Drosophila
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Figure 2.6: Runtimes of the Conservation Tracking (CT) and flow-based (Flow) ILP formulations and
their LP-relaxations. For CT only CPLEX times are available, all other experiments denote by suffix C
or G, and colors blue and red, whether they use CPLEX or Gurobi. The rows labeled cF show results for
the flow-based model with convex energies
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2.4. RUNTIME AND TIGHTNESS COMPARISON
Dataset Flow cF
DRO 93.77 99.21
PSC 97.12 98.93
Table 2.3: F-measure of the rounded solution of the LP relaxation with respect to the ILP solution.
The constrained network flow model with convex energies yields LP relaxations whose rounded solution
agrees with the best ILP configuration at 99% of the nodes in the factor graph. The table shows that by
using convex energies, the agreement between the rounded LP and ILP solutions can be increased sig-
nificantly. Note however, that due to the rounding step these solutions violate constraints of the tracking
model and can hence not be used to extract full cell lineages.
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Chapter 3
Conditioned Residual Capacity
Successive Shortest Paths Solver
Tracking-by-detection methods are prevailing in many tracking scenarios. One attractive prop-
erty is that in the absence of additional constraints they can be solved optimally in polynomial
time, e.g. by min-cost flow solvers. But when potentially dividing targets need to be tracked –
as is the case for biological tasks like cell tracking introduced in the previous chapters – finding
the solution to a global tracking-by-detection model is NP-hard. In this Chapter1, we present
a flow-based approximate solution to the cell tracking model presented in Chapter 2. We build
on the successive shortest path min-cost flow algorithm but alter the residual graph such that
the flow through the graph obeys division constraints and always represents a feasible tracking
solution. By conditioning the residual arc capacities on the flow along logically associated arcs
we obtain a polynomial time heuristic that achieves close-to-optimal tracking results while ex-
hibiting a good anytime performance. We also show that our method is a generalization of an
approximate dynamic programming cell tracking solver by Magnusson et al. that stood out in
the ISBI Cell Tracking Challenges.
3.1 Introduction
Tracking proliferating cells is a task that arises e.g. in developmental biology and high-through-
put screening for drug development. Tracking-by-detection methods are often the tool of choice
because they allow for fine tuned detection algorithms, give room for a lot of modeling decisions,
and do not require that the number of targets is known beforehand. One common ingredient in
all tracking models for divisible targets is the constraint that a division can only occur in the
presence of a parent. These constraints require the formulation of the objective as an integer
linear program (ILP) [Bise et al., 2011, Schiegg et al., 2013, Masˇka et al., 2014]. Such ILPs can
be solved to optimality up to a certain size, in spite of their NP-hardness; but they do not scale
to the huge coupled problems that arise from long video.
Recently, min-cost flow solvers have become a popular choice to tracking multiple targets
like pedestrians, cars, and other non-dividing objects [Zhang et al., 2008, Pirsiavash et al., 2011,
Lenz et al., 2015, Berclaz et al., 2011]. These methods provide a polynomial runtime guarantee
and are very efficient in practice, while solving the problem to global optimality. Unfortunately,
1This Chapter is an extended version of [Haubold et al., 2016a].
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Figure 3.1: Case study: A minimal example excerpt of a trellis graph i) and a few iterations of the
proposed constraint-aware flow algorithm. a) shows how residual arc capacities cr(u, v) are derived
from the flow f . In general for forward arcs this is cr(u, v) = c(u, v) − f(u, v) and for reverse arcs
cr(v, u) = f(u, v). To realize the coupling between parent and division flow, we change how their
residual capacity is derived (red). b) The graph with zero flow f := 0 and resulting initial residual arc
capacities. Note the red border indicating that the division arc capacity is zero because of the coupling.
Edge annotations are f(u, v)/cr(u, v). c) A shortest path (in orange) is found in the residual graph, and
one unit of flow is pushed along that path. d) Deriving the new residual arc capacities, changes denoted in
red. Because the parent detection a now contains flow, the coupled division arc residual capacity becomes
one, making the division available for the next shortest path. e-f) The next shortest path and new residual
arc capacities. The capacity of the reverse arc of the parent cell is set to zero because the division arc
contains flow. g) A negative cost cycle is found, pushing flow along the reverse arcs. This is the same as
canceling out a formerly found track. h) Flow along the division was removed again, leaving a residual
graph with proper arc capacities such that the division could still be used in a later path. j) Failure case of
our algorithm: arcs are now labeled with their costs, where the arc of the parent detection is so expensive
that crcSSP will never get to the point where the rewarding division arc becomes available because it
will not send flow along (ai, ao). The optimal solution would be to send flow along both parent and
division.
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min-cost flow solvers are not directly applicable to tracking problems with additional constraints
such as the division constraint. Such additional constraints lead to a coupling of the flow along
different arcs, destroying the total unimodularity (TUM) property of the constraint matrix –
which is a necessary requirement for the linear programming relaxation solution to be integral,
and hence optimal. Some attempts have been made to apply min-cost flow solvers to network
flow problems with side constraints nevertheless [Padfield et al., 2011, Butt and Collins, 2013],
but they mostly resort to rounding to finally obtain an integral solution.
In this chapter, we present an approximate primal feasible flow-based solver for tracking
dividing targets. To achieve this, we modify the successive shortest paths (SSP) algorithm to
handle the division constraints by conditioning certain residual arc capacities on the flow along
logically associated arcs as shown in Fig. 3.1. This leads to a polynomial time algorithm that
empirically exhibits attractive anytime performance and gives close to optimal results.
3.2 Related Work
Many tracking-by-detection models link the detections of a previously acquired per-frame seg-
mentation between pairs of frames [Kuhn, 1955] or create short chains of detections and stitch
them [Xing et al., 2009, Castanon and Finn, 2011, Jaqaman et al., 2008]. Others build a
model spanning the entire time sequence to find a globally optimal configuration [Zhang et al.,
2008, Pirsiavash et al., 2011, Lenz et al., 2015, Andriyenko et al., 2012, Brendel et al., 2011].
Standard tracking-by-detection expects all targets to be detected individually, which is not nec-
essarily the case. [Wang et al., 2014] introduces a contains relationship employing prior knowl-
edge that e.g. a person entered a car and track both objects at once. In the cell tracking domain
such knowledge is usually not applicable: merging of targets occurs due to poor image quality or
occlusion, leading to errors in the segmentation, apparent especially in densely populated areas.
Furthermore, if cells are merged together into one segment, it is visually barely distinguishable
whether this segment is splitting up or dividing, which is why dedicated methods [Bise et al.,
2011, Schiegg et al., 2013, Padfield et al., 2011, Magnusson et al., 2014] model those events
explicitly. Most cell tracking models are solved as ILP because the division constraint prevents
the application of optimal and efficient min-cost flow solvers.
Optimization problems that can be formulated as min-cost flow with convex cost and without
additional constraints can be solved optimally in polynomial time. A variety of efficient solvers
have been proposed: push-relabel, capacity scaling, network simplex, successive shortest paths
(SSP), etc. [Bertsekas, 1998, Ahuja et al., 1988, Cormen, 2009]. Multi-target tracking can be
solved using such a min-cost flow setup as shown in the seminal work by Zhang and Nevatia
[Zhang et al., 2008]. They model detections as a pair of nodes, with a connecting arc whose
capacity limits the number of tracks through each detection to one and whose cost represents
the detection cost. They allow negative arc costs so that they do not need to send a predefined
amount of flow, but rather solve a series of min-cost flow problems with varying number of tracks
to find the globally optimal configuration. Instead of solving a full min-cost flow problem for
each number of tracks, [Pirsiavash et al., 2011] propose to use the SSP algorithm and add tracks
as long as they lead to a lower cost solution. Berclaz et al. [Berclaz et al., 2011] improve on
the runtime by using K-shortest paths instead of a single shortest path in each iteration. Lenz et
al. [Lenz et al., 2015] also present several ways to speed up the successive shortest paths search
by updating only nodes for which the shortest path has changed due to flow augmentations along
the previous shortest path. They transform their costs to be nonnegative, and can thus employ
Dijkstra’s algorithm to find the shortest paths efficiently. Lastly they develop an optimal and a
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heuristic but memory limited online tracker with very good runtimes.
For tracking proliferating targets, division constraints are needed. There has been some work
on integrating side constraints into min-cost flow trackers, but they all relax the problem and then
round the result to get a feasible solution. Butt et al. [Butt and Collins, 2013] build a tracklet
linking model which is stated as a min-cost flow problem with additional exclusion constraints.
They build the Lagrangian relaxation to get to a standard min-cost flow problem as subproblem,
and then optimize the dual by stochastic gradient descent. As this need not converge to a primal
feasible solution, they employ a greedy path selection scheme to resolve exclusion constraint
violations. In contrast to this approach, we propose a heuristic that stays in the primal feasible
domain and which does not need to solve the full min-cost flow in each iteration.
When tracking dividing targets, one needs to obey the constraint that a division cannot occur
if there was no parent object in the first place. To handle this constraint in a flow network, there
must be a means to spawn another unit of flow at a division, but this option should only be
allowed when the parent detection holds some flow. Unfortunately these constraints violate the
necessary criteria for the applicability of min-cost flow solvers. Despite that, Padfield [Padfield
et al., 2011] introduced coupled flow to handle divisions in a flow network for cell tracking, but
they have to resort to a linear programming solution.
Magnusson et al. [Magnusson and Jalde´n, 2012, Magnusson et al., 2014] – who showed
outstanding performance at the 2013 and 2014 ISBI Cell Tracking Challenges [Masˇka et al.,
2014] in both segmentation and tracking – set up a similar problem as we do here. They for-
malize their track linking heuristic as application of the Viterbi algorithm to find the shortest
path in an acyclic graph where all arcs are directed forward in time. Instead of resorting to an
ILP solver to cope with division constraints, they handle them by hiding arcs that could lead to
invalid configurations from the shortest path search in each iteration. We borrow from this idea
when developing our approximate min-cost flow based SSP solver and will later reason that our
algorithm generalizes that of [Magnusson et al., 2014].
One additional complication is that in microscopy data, it is often not obvious from a single
image how many objects are in a cluster. The study [Rapoport et al., 2011] revealed that under-
segmentations are the prevailing segmentation error in cell tracking pipelines, and so here we
follow the tracking-by-detection model presented in Chapter 2 that allows for merged detections.
Allowing detections to be shared by several tracks means that arc capacities in the network flow
graph will be greater than 1. If this arc cost function is non-convex, solving the min-cost flow
problem becomes NP-hard even in the absence of additional constraints [Bertsekas, 1998].
3.3 Tracking Model
We use the model of [Schiegg et al., 2013] as shown in Section 2.3, but for the sake of brevity in
our discussion we disregard the constraint which disallows the appearance/vanishing of merged
detections(2.7)2.
For all ILP results presented in the evaluation section of this work, we build the model as
stated in (2.4), add equivalent constraints to those in [Schiegg et al., 2013], and solve it with the
ILP solver Gurobi.
2Our implementation accounts for these constraints nevertheless, as they can be modeled by conditioning residual
arc capacities on other arc flows similar to the division constraint, as we will explain in section 3.4.
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Figure 3.2: a) Trellis graph representing exemplary detection and transition candidates. b) Corresponding
network flow graph. Detection nodes are split into two and the cost of the connecting arc accounts for the
detection probability. Transition and division probabilities are represented by the other arc costs. This is
the base graph without disabling any arcs due to division constraints (2.6). Exemplary costs are written
alongside the arcs.
3.3.1 Network Flow Graph
Let us now present a transformation of the ILP – first without division constraints (2.6) – into an
equivalent network flow graph G = (V,E), as outlined in Fig. 3.2 b). We are going to iteratively
push one unit of flow through this network, where each additional path corresponds to the track
of one object. We use the function w(u, v, k) ∈ R to denote the cost (which must be convex
w.r.t. k) for a directed arc from u to v with current flow k := f(u, v), and c(u, v) ∈ N+ to
represent the arc capacity.
• Each detection X ∈ X is represented as a pair of in- and out-nodes xi and xo connected
by a link with capacity c(xi, xo) := |L(X)| − 1 and a weight depending on the detec-
tion probability for containing k targets, akin to [Zhang et al., 2008]. The cost for the
connecting arc is then w(xi, xo, k) := θX(k + 1)− θX(k).
• Transitions T ∈ T , including appearances and disappearances, are represented as arcs
which can leave from some out-node vo or the Source, and arrive at a detection’s in-
node xi or the Sink . Let src(T ) and dest(T ) denote functions that return the source
and the destination node of transition T . Costs w are then assigned to arcs with capacity
c(src(T ), dest(T )) := |L(T )| − 1 as w(src(T ), dest(T ), k) := θT (k + 1)− θT (k).
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• Possibly dividing detections X get a special division in-arc from the source to xo with
cost w(Source, xo, k) := θD(k + 1) − θD(k). Their capacity is defined in terms of the
flow inside the parent detection, as we will see in the next section.
Thus we can state the full graph as
G =(V,E),V = {xi, xo|X ∈ X} ∪ S,
E ={(src(T ), dest(T ))|T ∈ T } ∪ {(xi, xo)|X ∈ X} ∪ {(Source, xo(D))|D ∈ D}.
In the next section we will see that shortest paths in G are found, and flow is pushed through
the network along these paths. The path of each unit of flow through the network corresponds
to the track of one target. To make sure that the tracking solutions induced by the ILP and the
network flow graph are equivalent, the accumulated cost w(P) = ∑u,v∈P w(u, v, k) of each
path P must be equal to the change in energy if one adds one target to the ILP solution y along
that track to get yˆ, 3 which can be given as E(yˆ)−E(y) = ∑V ∈V θV (yˆV )− θV (yV ). To show
the equality we decompose path P into the arcs that correspond to the sets of random variables
X , T , and D.
w(P) =
∑
T∈ P
w(src(T ), dest(T ),yT ) +
∑
X∈ P
w(xi, xo,yX) +
∑
D∈ P
w(Source, xo(D),yD)
=
∑
T∈ P
θT (yT + 1)− θT (yT ) +
∑
X∈P
θX(yX + 1)− θX(yX) +
∑
D∈P
θD(yD + 1)− θD(yD)
=
∑
V ∈P
θV (yV + 1)− θV (yV ) = E(yˆ)− E(y)
3.4 Approximate Min-Cost Flow: Conditioned Residual Capacities
In the preceding section we blithely ignored the division constraint (2.6). This section shows
how to account for that constraint in a min-cost flow setup. Recent work [Pirsiavash et al.,
2011, Lenz et al., 2015, Berclaz et al., 2011] on solving the multi-target tracking problem as
min-cost flow employed the successive shortest paths algorithm [Ahuja et al., 1988, p. 104].
We give a brief summary of SSP and generalize the algorithm to handle division constraints by
conditioning the capacities of some arcs in the residual graph on the flow of logically associated
arcs in the original graph. As the residual graph costs can be negative, not all shortest path
solvers can be used for SSP. We argue why transforming the arc costs to be all positive in order
to use Dijkstra’s efficient algorithm is too expensive in the given scenario, so we use Bellman-
Ford with performance improvements instead.
3.4.1 Successive Shortest Paths
The SSP algorithm finds a global optimal solution to a min-cost flow problem by iteratively
finding a path P with the lowest cost in the residual graph Gr(f) and then sending maximum
feasible flow along this path [Ahuja et al., 1988, p. 104].
Let f(u, v) denote the amount of flow traversing an arc (u, v) with capacity c(u, v) in the
original graph G. The residual graph Gr(f) is then defined as a graph with the same nodes as
G, forward arcs (u, v) with residual capacity cr(u, v) = c(u, v) − f(u, v) and cost wr(u, v) =
w(u, v), and backwards arcs with residual capacity cr(u, v) = f(u, v) with cost wr(v, u) =
−w(u, v). By adding reverse arcs with capacity corresponding to the flow along the forward arc
in the original graph, flow can be redirected in the residual graph.
3which increases only the states of variables along the path V ∈ P
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Algorithm 1 Successive Shortest Paths with Conditioned Residual Capacities
1: procedure CRCSSP(G, S, T )
2: f ← 0, P ← ∅, Gr(f)← G
3: repeat
4: f ← AUGMENTFLOW(f,P)
5: Gr(f)← UPDATERESIDUALGRAPH(Gr(f), f )
6: Gˆr(f)← UPDATECONDITIONEDRESIDUALCAPACITIES(Gr(f), f )
7: P ←FINDSHORTESTPATHORCYCLE(Gˆr(f), S, T )
8: until w(P) ≥ 0
9: return f
10: end procedure
3.4.2 Successive Shortest Paths with Conditioned Residual Capacities
In section 3.3.1 we mentioned that the presented network flow setup does not support the division
constraints yet. The obvious effect is that flow could be sent along a division arc even though
no flow passes through the parent detection, yielding an invalid configuration. Rephrasing the
division constraint to “the flow along a division arc is bounded by the amount of flow through
the parent detection” directly leads to our main idea: we adjust the residual arc capacity in each
iteration of SSP depending on the flow along other arcs in the original graph. In the general SSP
algorithm, residual arc capacities cr(u, v) and cr(v, u) are derived only from the flow f(u, v)
along the corresponding arc in G. Our extension to the SSP algorithm adds rules for deducing
residual arc capacities depending on the flow of other arcs.
Let us formally state how we derive the conditioned residual arc capacities for the division
constraint. According to the rephrased division constraint we define the residual arc capacity
as cr(Source, xo) := f(xi, xo) for each possible division of detection X (see Figure 3.1). This
only covers one half of the division constraint in the residual graph Gr(f), as sending flow along
the reverse residual parent arc could lead to f(xi, xo) < f(Source, xo). To prevent that we also
condition cr(xo, xi) := f(xi, xo) − f(Source, xo) on the division arc flow. These adjustments
are handled by line 6 in Algorithm 1. Figure 3.1 walks through an example of using crcSSP.
This extension to the SSP algorithm allows us to handle division constraints in a way that
maintains a feasible flow-induced tracking solution throughout all iterations of crcSSP. How-
ever, this comes at the cost of losing the global optimality guarantees and, moreover, introduces
a dependency on the order in which paths are found. See Figure 3.1 j) for an example where
the arc costs suggest that using parent detection and division arc together reduces the overall
cost, yet our algorithm would use neither because sending flow only along the parent is costly
and the division arc is not available yet. Nevertheless, when we apply Algorithm 1 to a dataset
with no divisions, then line 6 has no effect and Algorithm 1 executes as the original SSP algo-
rithm [Ahuja et al., 1988, p. 104], thus finds a global optimal solution.
3.4.3 Shortest Path Search: Bellman-Ford
The cyclic nature of the residual graph and the negative arc costs restrict the choice of shortest
path algorithms applicable in SSP. One algorithm that can cope with negative cost cycles is
Bellman-Ford (BF), which has a runtime complexity of O(|V| ∗ |E|).
However, in the absence of negative cost cycles, one could once transform the arc costs to be
non-negative, and then use the more efficient (O(|V|log|V| + |E|)) Dijkstra algorithm to find
the shortest path based on these reduced costs w>0 [Bertsekas, 1998, p. 97], which is used by
[Lenz et al., 2015]. For this transformation, one needs to solve an auxiliary problem where an
additional source node is added along with zero cost arcs to all nodes in the graph. Using BF
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one can now determine the shortest distance d(v) to every node v in the original graph. Reduced
costs are then given as w>0(u, v) := w(u, v) − d(u) + d(v). Note that w>0 is zero for all arcs
on shortest paths. This means that when arc costs are linear, the corresponding reverse oriented
residual graph arcs also have zero reduced cost. So one can continue to use Dijkstra to search for
SSP without the need to run the transformation again. Unfortunately, this does not hold in our
situation for two reasons. First, we have non-linear cost, so after flow augmentation the costs of
arcs change which in turn invalidates the distances d(V ) and, second, line 6 in our adjusted SSP
Algorithm 1 can change the availability of other arcs in the residual graph, which also invalidates
d(V ) if these arcs happen to have negative cost. This means that we would have to recompute
at least part of the distances d after each iteration, where new cycles with negative weight might
have been introduced.
Due to the structure of our tracking residual graph, which is a multipartite graph with node
partitions indexed by time coordinate, and because of the necessity to have paths from source
to sink with overall negative cost, the graph contains long chains of negative accumulated cost.
This renders the solution of the auxiliary problem for the transformation very challenging. Our
experiments verified that the combined runtime of the transformation plus Dijkstra exceeds the
runtime of BF on the residual graph, which is why we chose to employ the latter solution.
Performance Improvements
The BF algorithm runs in iterations, where each iteration performs |E| arc relaxations – which
means it checks for each arc whether the current distance to the arc’s destination node can be
reduced by going along this arc. In the worst case, the number of these iterations is |V|, which
BF needs to run to prove the existence of a negative cost cycle [Cormen, 2009]. We base our
BF implementation on the LEMON Library [Ju¨ttner et al., ], which uses an early termination
criterion: if nothing changes between two iterations, BF has computed the shortest paths to all
nodes in the graph. Another included performance improvement is that only those nodes whose
predecessors have changed in the previous iteration are processed in the next iteration.
We add two more stopping criteria to deal with negative cost cycles. Firstly, considering
that in our model we perform a single source, single destination shortest path search, it is easy
to see that if the shortest distance to the Source node – which is initially zero – gets updated in
any iteration of BF, then we definitely found a negative cost cycle. Secondly, we know that our
tracking graph has only a fixed number of time frames, so we can check how many iterations it
takes in general to find a path. If a negative cost cycle is present in the residual graph, it could be
discovered at each BF-iteration using a check which takes O(|V|2). This is costly, but we still
know that a cycle can be found much earlier than in iteration |V|, so we check for cycles every
α iterations of BF. In our experiments we use α equal to three times the number of time steps.
These cycle detection checks are crucial to the practicability of our algorithm, as a considerable
amount of negative cost cycles needs to be found. Without the checks this takes up to the order
of minutes when a cycle is present.
Furthermore, the BF algorithm needs the least number of arc-relaxation iterations when the
arcs are processed in the order of the shortest paths. If there are no arcs pointing backwards
in time, BF can terminate after only one iteration by processing arcs in a time-wise order. Our
experiments show that this arc ordering yields a significant runtime improvement even in the
presence of arcs that are directed backwards in time. We call this crcSSP-o in the evaluation.
Lenz [Lenz et al., 2015] improves Dijkstra’s runtime when solving the SSP problem as
follows. They observe that after augmenting flow along paths P , only the distances to those
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nodes need to be updated, for which the shortest path to the node was modified by this flow
augmentation. They achieve this by initializing Dijkstra’s priority queue of unprocessed nodes
with exactly those nodes that were influenced by the last path. We apply the same idea when
running BF, and initialize as follows: We invalidate the predecessor and shortest path to every
node on the path P and perform a dynamic programming sweep starting with the outgoing arcs
which belonged to shortest paths. Next, we construct the set of nodes to be processed with all
those nodes in the graph that have an outgoing arc to one of the now invalidated nodes. We
only employ this when there was no negative weight cycle. Otherwise we perform the default
initialization. We denote the application of improved initialization by crcSSP-i.
3.4.4 Runtime Complexity
The residual graph has N nodes representing the source, sink and split detections, as well as
additional division nodesN = 2+2∗|X |. The number of arcsM is composed of the transitions,
divisions, detections, appearances, and disappearances, so M = |T | + |D| + 3 ∗ |X |. BF has
runtime O(N ∗ M), and it is invoked once for each augmenting path. Let P be the set of
paths comprising the final solution and P = |P|, then our overall runtime is O(N ∗M ∗ P ).
In the worst case we have a complete graph where M = N2, and as many paths as there are
detections |P| ≈ N2 . Hence, the worst case complexity isO(N4). Let L be the average number
of possible outgoing transitions from each detection (in practice L < 10, for us L ≈ 3). Hence,
we can estimate M = |X |(3 + L), where we have |X | ∗ L transitions, plus one appearance,
disappearance, and one connecting arc between the split detection nodes. Also, P is usually
much smaller than |X |, more in the order of thousands in our experiments. The overall runtime
is then O(P ∗N ∗ |X |(3 + L)) = O(P ∗N2).
3.4.5 First-order Residual Graph Approximation
Magnusson et al. [Magnusson et al., 2014] proposed to perform track linking by iteratively
augmenting the set of tracks by the highest scoring track in a trellis graph that only has arcs
directed forward in time – which can be found in linear time by dynamic programming [Cormen,
2009, p. 592]. They also adjust the arc costs and availability in each iteration according to the
current tracking solution and constraints.
Even though [Magnusson et al., 2014] did not draw the link from their work to network flow
solvers, one could interpret their approach as removing backward arcs from the residual graph
and finding the shortest path there. Let t(x) denote the time frame of node x4, and Gr(fi) =
(V,Eri ) be the residual graph at iteration i. Then the set of arcs directed forward in time is
given as E˜ri = {(k, l)|(k, l) ∈ Eri , t(k) < t(l)}. A shortest path P˜ between two nodes found
in the restricted residual graph G˜r(fi) = (V, E˜ri ) is always also a valid path in Gr(fi), but it is
obvious that the cost w(P˜) is always greater than or equal to the cost w(P) of the shortest path
(SP) in Gr(fi) because the shortest path in the full residual graph can travel along negative cost
arcs directed backwards. Using this restricted graph for the SP search in Algorithm 1 trades an
improvement of the runtime of line 7 fromO(|V|∗|Eri |) toO(|V|+ |E˜ri |) for a larger optimality
gap, which can be seen in the results section.
To allow the algorithm to escape from local minima, [Magnusson et al., 2014] introduce
swap arcs, which we will now restate using residual graph terminology. On top of E˜ri they
instantiate every possible 3-arc sub-path of the residual graph {(k, l), (l,m), (m,n)} ∈ (Eri )3
4where t(xo) = t(xi) + 1
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– where the middle arc is oriented backwards in time – as swap arc (k, n) with cost w(k, n) =
w(k, l)−w(l,m)+w(m,n).5 As all swap arcs are also directed forward in time, the shortest path
in the graph can still be found by dynamic programming. Once such a swap arc is used, the flow
in the original graph is augmented by pushing 1,−1, 1 units of flow along the 3 arcs respectively,
which represents a short flow redirection. If we interpret G˜r(fi) as a first order approximation
of the full residual graph, then including swap arcs leads to a second order approximation.
Because finding the shortest paths in acyclic approximations of the residual graph has linear
time complexity, the approach by [Magnusson et al., 2014] should run much faster than BF. In
our experiments we thus do not only compare against the results by Magnusson et al., but we
also try a two-stage approach, where we first run [Magnusson et al., 2014] and then use crcSSP
to find negative weight cycles and reduce the total energy even further.
3.5 Experiments
In this section we evaluate the performance of the presented algorithm in terms of tracking qual-
ity and resource usage, show the impact of the proposed runtime improvements, and show the
scaling behavior with problem size. We again use the Drosophila and PSC datasets as presented
in Section 2.4, and use the convex upper envelope fitted to the original unaries as energies. As
briefly indicated before, the tracking model presented in Section 3.3 is a slight simplification of
the model in [Schiegg et al., 2013] and Section 2.3. For the experiments we use the full model
where we handle additional constraints similar to the division constraint.
We use two different machines for the experiments. One of them is a laptop with a 2.8GHz
Intel Core i7 and 8GB RAM, and the other is a powerful workstation with two 2.3Ghz Intel
Xeon E5-2650 CPUs and 256GB RAM. To make the comparison fair, we force CPLEX and
Gurobi to use only one thread, hence all experiments run single threaded.
Table 3.1 shows the results – using the same tracking quality measure by counting agree-
ment on frame-by-frame assignments as in Section 2.4 – for the first and second order residual
approximation as presented in [Magnusson et al., 2014], our proposed new method using the full
residual graph, and the ILP solution found with Gurobi. In Figure 3.3 we compare the anytime
performance of the same solvers on the laptop but also include CPLEX. The anytime perfor-
mance refers to the energy of a solution obtained after any time point during the optimization.
There one can also see the impact of the different BF performance improvements we added, as
well as the performance of warmstarting crcSSP from the solution of Magnusson’s approach.
To see the scaling behavior we artificially replicate the bigger PSC model 2, 4 and 8 times and
compare the ILP solver runtimes with that of crcSSP-i-o on the workstation in Figure 3.4.
And because there were significant runtime deviations between the laptop and the workstation,
Figure 3.5 provides those runtimes of the three best performing solvers on both datasets. We
implemented all methods and models ourselves in C++, used the Lemon graph library [Ju¨ttner
et al., ] as base for our improved BF, and OpenGM to interface Gurobi and CPLEX.6
5Actually they ignore arc-triplets which contain a division arc, and thus never allow flow to be redirected along
divisions.
6http://github.com/opengm/opengm, http://www.gurobi.com and http://www-03.ibm.
com/software/products/en/ibmilogcpleoptistud.
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Figure 3.3: Anytime performance of the optimal ILP solver, the residual graph approximations by [Mag-
nusson et al., 2014], and our proposed crcSSP solvers on two datasets. The crcSSP performance
improvements of ordering nodes (-o) and initializing BF to update only part of the nodes (-i) turn out
to have a strong impact on the runtime. Refining the solutions found by [Magnusson et al., 2014] by
crcSSP cannot compete with running crcSSP-o-i throughout. Run on the laptop.
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Figure 3.4: When replicating the bigger PSC model several times, the polynomial scaling of crcSSP
pays off compared to CPLEX and Gurobi. Run on the workstation.
3.6 Discussion
Figure 3.3 shows that the proposed crcSSP-o-i algorithm yields a favorable trade-off be-
tween runtime and solution quality. While Magnusson’s dynamic programming shortest path
search [Magnusson et al., 2014] leads to a fast energy reduction in the beginning, which is espe-
cially apparent for the PSC dataset, crcSSP-o-i is able to find paths with high contribution
throughout because it can redirect flow and handle negative weight cycles in each iteration.
As all crcSSP variants are greedy and we use different node ordering and initialization
strategies it must not always be that the same heuristic achieves the lowest overall energy. Nev-
ertheless, they all reach an energy close to the optimum. The benefit of applying the different
BF performance improvements is huge, ordering the nodes alone yields a speed-up of factor
2 and 3 on the different datasets respectively. Restricting BF to only recompute the shortest
paths to those nodes whose minimal distance could have changed brings another significant
improvement, and judging from the runtime, it reduces the need for node ordering. With all
improvements enabled, on the laptop our algorithm outperforms Gurobi in terms of runtime on
both datasets. For the larger PSC dataset, our algorithm finishes in about only half the runtime
of Gurobi, and the runtime complexity dictates that this gap grows with graph size, making
crcSSP-o-i an attractive choice for large scale problems. We verify this by artificially repli-
cating the PSC model and solving it on the workstation, as seen in Figure 3.4, where Gurobi
takes nearly twice as long for a model eight times as big. While CPLEX is much faster than
crcSSP and Gurobi for the small models on the laptop in Figure 3.3, it also suffers from the
NP-hardness of the ILP in the scaling experiment on the workstation in Figure 3.4. In any case,
both ILP solvers perform surprisingly good for these large problems.
One striking observation was that there is a large deviation of runtimes between laptop and
workstation for Gurobi and CPLEX, as seen in Figure 3.5. The workstation has more RAM
and also a much bigger CPU cache, but a slower clock speed than the laptop. Because the
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Figure 3.5: Runtimes depending on the used machine. Because CPLEX and Gurobi are closed source
libraries, it is hard to tell whether the runtime differences are due to the different CPU cache sizes or
clock speeds. Our crcSSP behaves quite similar on both machines.
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RAM usage was rather low (bottom of Table 3.1), this is unlikely to be the limiting factor.
For crcSSP-o-i it seems that the larger cache of the workstation can make up for the lower
clock speed, yielding similar performance. Gurobi on the other hand seems to strongly benefit
from the larger cache, whereas CPLEX is much slower on the workstation for the Drosophila
model. Unfortunately CPLEX and Gurobi are closed source, so we cannot investigate further
what makes the runtimes differ that much.
As one would expect, Figure 3.3 also shows that the first and second order residual graph
approximations are fast, but cannot find a very low overall energy. Feeding the solutions found
with [Magnusson et al., 2014] as initialization into crcSSP allows to improve the energy fur-
ther, but because then the graph is quite saturated with flow, crcSSP finds negative cost cycles
in nearly all iterations. The BF runtime is much higher when a negative cost cycle is present,
which is why the anytime performance suffers. The tracking accuracy evaluation in Table 3.1
reveals that our proposed solver does not only exhibit an attractive anytime performance, but
that it also produces very accurate tracking results, which are on par with the optimal ILP solu-
tion for the PSC dataset, and still significantly better than the residual graph approximations for
merger and move events in the Drosophila dataset.
3.7 Conclusion
In this chapter we proposed a way to integrate division constraint handling into the succes-
sive shortest paths min-cost flow algorithm by conditioning residual arc capacities on the flow
along other arcs. While these conditioned residual capacities render our approach greedy, the
evaluation shows that it gets close to the optimal energy and yields high quality tracking re-
sults for proliferating cells with attractive anytime performance and scaling behavior. The core
idea is well suited to be adapted to other types of constraints. We have made our code for the
ILP model (github.com/chaubold/multiHypothesesTracking) and the presented
solver publicly available (github.com/chaubold/dpct). Both solvers are integrated into
ilastik, hence a robust automated tracking method is now available to everyone even without a
Gurobi or CPLEX license.
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Chapter 4
Scaling up in the Cloud
The tracking methods that we have presented in the previous chapters required that the prob-
lem description fully fits into the host machine’s RAM. This is not necessarily true. Also, the
tracking runtimes grow quadratically with the number of nodes in the graph even if we apply
the flow-based solver from Chapter 3, for ILP solvers the complexity increase is even worse.
In Section 4.1 we will thus present a way to track parts of the video independently, and how to
combine the results such that no discrepancies occur at the split points.
On top of that, we have taken for granted in Chapters 2 and 3 that we need to obtain a pixel-
wise segmentation of every frame, and compute features of all connected components so that for
each segment we can predict probabilities whether it divides or is a cluster. Depending on the
resolution of the video, and especially if every frame is a 3D scan, performing these operations
based on image data requires much more resources in terms of memory and processing time than
tracking. ilastik provides these operations and goes to great lengths to parallelize1 these steps on
all CPUs of a single machine, but its architecture is not designed to scale to multiple machines
in a cluster or the cloud. A recent trend to distribute workload amongst multiple workers – but
also to decompose a monolithic application – is to use microservices [Richardson, 2015, Daya
et al., 2016]. By applying these ideas to the processing steps performed by ilastik we propose a
microservices-inspired architecture in Section 4.2 and show that even a prototype has attractive
scaling behavior.
4.1 Tracking in Parallel by Graph Decomposition
Kalman filtering or sliding window based tracking methods have the advantage over globally
optimal models that they scale linearly with the length of the video because they always consider
a fixed number of frames as context. Hence they can also be applied in an online setting. We
on the other hand approach cell tracking in an offline setting and would like to scale to longer
videos by parallelization. Recall that the runtime complexity of the flow-based solver presented
in Chapter 3 is quadratic in the number of nodes. Assume that nodes were uniformly distributed
over the frames. If we were able to split the video into N windows, we could hence reduce the
complexity of every window by N2, giving us a total simplification by a factor of N . In this
section we present a combination of a graph contraction idea from [Beier et al., 2015] and the
sliding window tracking idea in [Lenz et al., 2015] to a heuristic tracking method that analyses
1Using the request framework lazyflow: https://github.com/ilastik/lazyflow.
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time windows in parallel and then combines local tracks to a global solution in a sparse graph
covering the full video.
4.1.1 Related Work
Tracking methods consider different amounts of temporal context for linking. Hungarian match-
ing [Kuhn, 1955] does that frame by frame only. State space (Kalman filtering) methods [Li
et al., 2010, Amat et al., 2014] keep a state of every object representing its history, but cannot
change prior assignments. Sliding window trackers (e.g. [Lenz et al., 2015]) perform tracking
in batches of multiple time frames, but still keep the solution to everything that happened before
the current window fixed. [Lenz et al., 2015] presented multiple ways to perform tracking using
successive shortest paths, we lean on their memory bounded sliding window tracking approach
in that we also contract tracks into single nodes and use the accumulated energy of the track for
the node. We use the term tracklet for such a node that represents part of a track. [Castanon and
Finn, 2011] grow tracklets to keep the size of the tracking problem manageable, but they have
several limitations like no mergers and no false detections, and no focus on combining several
windows. Contracted graphs were also used in [Beier et al., 2015]. There, subproblems yield
different approximate solutions to the full graph, and are optimally fused into one globally con-
sistent solution in a final step. By deferring only the decisions at locations where subproblem
solutions disagree to the the final master problem, even the optimal fusion step remains tractable
while considering global context. We combine these ideas by splitting the full video into sub-
problems, solving those time windows independently, then contract the simple tracks – without
merge, split or division events – into tracklet nodes, and stitch tracklets from all subproblems
together in a global master problem. This way we perform the easy decisions within the sub-
problems and defer more complicated assignments to the master problem where the solver can
consider global context.
4.1.2 Algorithm
We here describe how to decompose a given tracking graph into N windows which can be
tracked in parallel, and how to combine their results to a consistent global solution, as outlined
in Figure 4.1. To the best of our knowledge this is the first such approach that can cope with
merge, split and division events. For didactic purposes we structure our description as if we were
given a full graph at the beginning, but in practice one would also parallelize the graph creation
over the windows.
Let us define S as theN+2 temporally ordered split boundaries including first and last frame
of the timespan to track. These splits could be equidistant, such that every window contains
approximately the same number of nodes and edges, or such that the split position has low
probabilities for merges, splits and divisions. The following steps can then be performed in
parallel for each window:
1. Extract the subgraph for each window Ti with i ∈ {0, 1, . . . , N + 1} such that Ti ranges
from Si to Si+1, without overlap. We define the appearance and disappearance costs to
zero at the intermediate split points because we do not want to penalize tracks beginning
or ending there.
2. Track each window independently.
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a)
b)
d)
c)
Figure 4.1: Illustrative example of graph decomposition and stitching. The full graph in a) gets decom-
posed at the two red lines. b) Each of the 3 subgraphs is solved individually. Unused arcs and nodes are
indicated in light gray. Chains of linked nodes in the solution get contracted into tracklet nodes, shown
as red elongated boxes. c) The master tracking problem links the contracted nodes from all subgraphs
but also re-solves all links where different tracks coincide at clusters or divisions. Note that this way it
does not matter whether the lower left node of the right subgraph (blue border in c)) had two outgoing
links because of a merger or a division. The master problem will solve this linking again while having
the global context available for consideration. d) The global decoded solution.
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Figure 4.2: Accumulated tracking solver runtime of all intervals when splitting the dataset into windows
of timeframes. The runtime for the final master problem is included. The different lines show the perfor-
mance when solving the ILP formulation from Chapter 2 with CPLEX and Gurobi, and the flow-based
crcSSP solver proposed in Chapter 3.
3. Prune all unused arcs from the subgraphs of all windows. Also remove arcs where there
is more than one active incoming or outgoing arc incident at a node. This includes arcs of
merging or splitting clusters and those that connect the two children of a division to their
mother cell. Then only simple tracks remain.
4. Find connected components and contract each component into a tracklet node. Sum the
contracted costs into the unary of the new node. See the red elongated boxes in Figure 4.1.
5. Re-insert the used arcs that connect the tracklets in the solution. This creates a much
sparser graph representing the same solution.
Finally we concatenate these sparse graphs, adding links at the split points using the same
criteria as when setting up a graph normally. This provides a suitable number of possibilities for
combining the solutions of the separate windows, but also allows tracks to begin or end at the
boundary between windows. We then solve this sparse graph covering the full video time span.
4.1.3 Results and Discussion
We evaluate the performance of the proposed decomposition scheme on the same Drosophila
and PSC datasets as in Chapters 2 and 3, and run experiments on the big workstation2. However,
in contrast to the models in the previous chapters, here we do not replace singly-linked chains
of detections by one node, which explains the runtime deviations to those in Section 2.4 when
tracking only a single interval spanning the whole video. In all experiments, we initialize by
equidistant splits but shift the split points by a few frames if we find a pair of adjacent frames
with a lower probability for clusters and divisions, hence reducing the sources for discrepancies
of the solutions that might occur at the split.
By splitting the videos of the Drosophila and PSC dataset into N ∈ 1 . . . 20 intervals of
a similar number of timeframes, we can evaluate how the runtime and quality change with
respect to tracking the full video at once. The scaling behavior of the flow-based crcSSP
solver is as expected, but the ILP solvers apparently have difficulties finding the optimum for
small subgraphs in the complicated Drosophila dataset, as shown in Figure 4.2. In Figure 4.3 we
2See Sections 2.4 and 3.5 for details
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Figure 4.3: Quality of the solution after decomposing and stitching compared to the original ILP solution
in terms of the f-measure of detection, transition and division agreement.
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Figure 4.4: Wall clock runtime including input loading, graph decomposition, tracking, tracklet contrac-
tion and stitching. For the given problem sizes, using too many cores incurs too much decomposition and
stitching overhead.
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evaluate the quality of the resulting solution after splitting, tracking, contracting, and stitching.
While the flow-based solver’s runtime scales much better to small splits, it also yields worse
results than the ILP solvers for Drosophila. On the PSC dataset all solvers behave similarly, but
crcSSP has an edge in terms of runtime. The quality for 1 interval is not always 100% because
we solve tracking twice there, once fully, then we build the tracklets, and then these tracklets get
linked in a global stitching problem again. For the flow-based solver this represents the deviation
from the optimal solution, while for the ILP solvers the minimal difference could be due to the
allowed relative optimality gap3 of 0.05 for DRO and 0.01 for PCS, or because the optimum is
not unique.
Note that in practice the actual time to finish tracking decreases even further with the number
of windows because these can be processed in parallel4. In the evaluation above we neglected
the time required for graph decomposition and tracklet contraction to highlight the speedup that
we gain solely by handing smaller graphs to the solvers. Figure 4.4 shows the total wall clock
time of running our unoptimized Python implementation of loading the problem, decomposing
the graph, tracking and contracting the results in parallel, and solving the master problem. The
decomposition and contraction overhead could probably be made negligible with a C++ imple-
mentation. However, the performance gained by splitting and parallelizing the problem is visible
much stronger than in Figure 4.2.
As seen in the results, this decomposition scheme exhibits an attractive trade-off between
performance and quality. However, allowing for parallelization by tracking time windows inde-
pendently and only stitching results together in a final master tracking problem does not provide
all needed context to the solver in the subproblems, and especially for crcSSP no flow redi-
rections can occur across the boundaries of the time windows. Another limitation is that if
merges, splits and divisions are abundant in the subproblem solutions, the contraction does not
reduce the size of the problem sufficiently. In the worst case the master problem remains as hard
as the original problem and the decomposition into subproblems actually increases the overall
complexity of the problem.
4.2 ilastik Microservices Architecture
In the previous Chapters we have simply assumed that we were given a segmentation, as well
as the probabilities for every segment to be a cluster or part of a division. Obtaining this infor-
mation can be a rather complex process, and thus we employed ilastik to perform these steps.
However, in practice, these often account for even more processing time as the tracking step
itself. Fortunately, most of these preprocessing tasks offer some trivial parallelization. ilastik
already uses a request framework to parallelize the workload – which is decomposed into sepa-
rate operators with input and output slots in a data flow graph – across multiple CPUs. But with
the growing availability of clusters and cloud computing, more and more users are interested in
using ilastik’s features in a distributed environment, or as a service within a bigger image pro-
cessing platform. Also, developers of other bio-image processing tools like ImageJ [Schindelin
et al., 2012] and Cell Profiler [Carpenter et al., 2006] expressed their interest in connecting to
ilastik by means of interprocess communication instead of linking the tools through file export
and import. ilastik already has a modular approach, the source code is split into a viewer, a
3See Section 2.4 for details.
4On a different tracking dataset of 20 flies over 30.000 frames, with many mergers but no divisions, we have seen
a speed increase from 17 hours to 2.5 hours of flow-based solver runtime while achieving 99 percent accuracy of
using 100 splits with respect to tracking the full graph.
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Figure 4.5: Scale cube taken from [Richardson, 2015]. The concept of microservices firstly focuses on
functional decomposition (Y axis), but once it is implemented and appropriate methods for communica-
tion are employed, running multiple instances of the same service to distribute workload processing (X
axis) becomes trivial. Data partitioning (Z axis) can naturally be done in spatial and temporal domain in
videos, which ilastik is doing already.
request framework to parallelize the workload, and the GUI front end with different workflows
that glue the building blocks together. Yet, these modules have been used in conjunction almost
exclusively, which led to an entanglement by accessing members deep inside other modules
because no clear module API was enforced. Also, the current architecture was never meant to
distribute tasks across multiple machines, which is even harder to achieve now that it has grown
into a monolith. Hence in this section we propose an architecture prototype that allows ilastik to
scale to multiple machines.
Microservices are a recent trend [Villamizar et al., 2015, Richardson, 2015, Daya et al.,
2016] in software design that focuses on decomposing functionality into small services that
perform one task as good as possible. An application is then composed of several microservices
which communicate in an appropriate way as specified by the developer. One might argue that
this is a special case or a simplification of the service oriented architecture (SOA) pattern that
concentrates more on providing a framework where services are not closely tied together. To
ease the communication with other tools or behave like a monolith when deployed as standalone
application, a microservices-based application commonly provides a gateway that distributes –
and possibly load balances – requests to the responsible services.
The microservices decomposition pattern can solve many of the aforementioned problems:
services make their interface explicit in terms of messaging protocols or REST APIs which
can also be used for interoperability with other tools; scaling to multiple machines in a cluster
or the cloud becomes natural, developers need not navigate the whole project to incorporate a
change but usually touch only a small number of services, and services can even be developed in
different programming languages if this is required. Microservices would allow ilastik to scale
along the X axis of the scale cube (Figure 4.5) and make the functional decomposition (in Y)
more explicit, while it is handling the data partitioning along the Z axis of the cube quite well
already.
Unfortunately this comes at a price. On the one hand developers need to learn how to pro-
vide and connect to APIs using interprocess communication channels. To deploy or test, instead
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of shipping and running one monolithic application, now a group of services needs to be config-
ured and started. And for memory intensive tasks such as image processing, transferring large
amounts of data between different machines can come up as a bottleneck. However, minimizing
the amount of data sent across the network, which is often approached by considering data lo-
cality in a load balancing scheduler, is a research topic on its own that we do not want to address
here.
4.2.1 Design Prototype
In order to distribute the processing steps of ilastik across multiple services, several changes
need to be made to its design. We will here present and evaluate a microservices prototype for
classifying pixels and finding connected components of foreground pixels after thresholding the
probabilities, which gives us a segmentation of the input image. Many of the concepts presented
here can also be applied to the tracking workflow, as we discuss below.
The main processing steps involved in ilastik’s segmentation method are (a) computing fea-
tures, (b) predicting the probability for each pixel – here with a Random Forest [Breiman, 2001]
– (c) smoothing and thresholding the probability map, and (d) extracting connected components
of foreground pixels. Not all of these operations can be parallelized equally well. To decompose
the work as good as possible while respecting data locality we group the steps into a pixel clas-
sification service performing (a) and (b), and a thresholding service with steps (c) and (d), as
shown in Figure 4.6(a). The microservices architecture and gateway we build here are tailored to
perform pixel classification and thresholding only, for tracking one would set up an independent
set of microservices and connect them appropriately, e.g. as in Figure 4.6(b).
The pixel classification service parallelizes its work over blocks in a predefined grid over the
full video. For every block, the raw data – including a little margin around the block extents –
is loaded from the data provider service. The data provider service is the processing pipeline’s
point of access to the data source, which could be a file or some kind of volumetric database
(e.g. dvid5), and would generally provided by the user. From the raw data blocks, the pixel
classification service computes features6 (a). The margin is required because the features are
computed on different scales by smoothing the image. To compute the value of a smoothing filter
at the boundary of some region, the pixel values beyond that boundary need to be considered to
yield correct results. Lastly, a previously trained Random Forest then classifies each pixel in the
block based on its features. The service then returns the probabilities for each pixel to belong to
the different classes.
The thresholding service on the other hand works on full frames instead of individual blocks,
for two reasons; Firstly, (c) also includes a smoothing step of the probabilities, hence adjacent
blocks need to be considered. Secondly and more importantly, connected components (d) can
only be extracted properly when processing the full image, because objects reaching over block
boundaries need to be merged at some point.
As seen in Figure 4.6(a), we additionally use a central cache that is filled with the results
of all freshly computed per-block predictions and per-frame segmentations, and frees up space
according to a least recently used (LRU) strategy. We use an in-memory instance of a redis7 key-
value storage for that8. There are multiple reasons why we use a cache to collect the processed
5https://github.com/janelia-flyem/dvid
6We use Gaussian smoothing, gradient magnitude, Laplacian of Gaussian, structure tensor eigenvalues, and Hes-
sian eigenvalues.
7https://redis.io/
8For production settings one could configure redis to be a distributed cache or even extend the available memory
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(a) Pixel Classification and Thresholding
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Figure 4.6: Possible decomposition of ilastik’s processing steps into services. (a) presents the imple-
mented design prototype for pixel classification and thresholding, and (b) shows a possible architecture
that could be used for tracking when the segmentation is already present and available from the data
provider service.
results. Firstly, users could be displaying the predictions and while scrolling through the data
with some viewer parallel or sequential requests for predictions could be spatially overlapping.
by saving cached blocks to disk.
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Then caching helps for much faster response times. Secondly, the parameters used for threshold-
ing could be changed by a controller or the user. Then cached predictions can be reused. Lastly,
ilastik’s most famous use case is to train classifiers interactively. To implement that the cache
additionally holds the computed features, and cached predictions would be invalidated whenever
the classifier is updated.
The crucial change when decomposing a monolith into microservices is how internal and
external communication are managed. We chose to make all external access, as well as internal
configuration calls synchronous via a REST API. The data provider is also accessed via REST.
But for the internal distribution of tasks, we employ an asynchronous communication model
using task queues and a publish/subscribe pattern for notification about finished tasks, which is
sent as soon as results are stored in the central cache. A detailed sequence diagram of how an
external request to the gateway fills the pixel classification task queue and collects the proba-
bilities is depicted in Figure 4.7. Because the gateway could receive requests that require the
same blocks, but which are not processed yet, we design the communication such that no block
is processed twice. Every incoming request first determines which blocks are required. Then
it starts a block collector thread that listens on the ”block finished” queue for matching blocks.
Only then it checks which required blocks are available in the cache and holds on to them. All
other blocks are enqueued in the task queue. To prevent the same block to be enqueued multiple
times, the first request to schedule a block for processing inserts a placeholder block into the
cache that is taken by other requests as indicator that this block is already enqueued. Only as
soon as the block collector thread has found all required blocks is the request served to the client.
This very scheme is also employed when the thresholding service is asked to process a frame,
which then requests and waits for all blocks that belong to the frame. With these steps it is
trivial to process multiple tasks in parallel by an unlimited number of workers. For thresholding
and object classification requests one can use similar task queue communication, but then tasks
represent full frames, not blocks.
Another important part of the configuration of microservices is service discovery. Every
available machine could – depending on its size – run multiple services at once. Still these
services need to talk to each other and hence need to know their respective IP addresses and
ports. Professional solutions to this problem are e.g. etcd9 or Consul10, but for our prototype
we only employ a key-value storage that serves as central registry that every service knows and
where it registers its own IP (not shown in Figure 4.6). We also use this redis key-value registry
server’s list datatype and publisher/subscriber pattern to implement all message queues.
4.2.2 Experiments
To test the proposed architecture, we process a 384× 384× 192 volume using 64× 64× 64
blocks (108 in total) and evaluate the scaling behavior with the number of machines when using
30 features per pixel. Figure 4.8 shows the total runtime from requesting the thresholding output
for the full image until the result is transferred. The pure processing time is very well distributed
over the machines, but some overhead remains. As this is only one volume without multiple
time steps, thresholding behaves like a global synchronization step. We chose this setup to limit
the scaling effects to only one level, because as soon as multiple time frames are requested at the
same time, blocks from different frames are competing for pixel classification workers, making
it harder to evaluate.
9https://github.com/coreos/etcd
10https://www.consul.io/
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Figure 4.7: Sequence diagram for the communication between gateway and pixel classification service
such that blocks of data can be processed in parallel by multiple workers that are all subscribed tn the
same task queue.
The resulting scaling behavior is nearly perfect, which is even more impressive consider-
ing that the total runtime includes the single-threaded thresholding step. This means that our
architecture is very well suited to distribute the workload across multiple machines, and that
the overhead incurred by data transfer is not affecting the performance much, but even more
importantly is nearly constant no matter how many machines are used.
All experiments were run on Amazon Web Services’s Elastic Compute Cloud (AWS EC2),
using free tier t2.micro instances with 1 virtual CPU and 1GB RAM, only thresholding was run
on a machine with 8GB RAM because even just storing all predictions of the volume requires
2.6GB of memory – which also means this amount of data transfer must have happened between
pixel classification workers, cache, and thresholding service. The data provider service was also
run on AWS, because data transfers within their network are faster and incur less charges than
outbound traffic.
In terms of pure processing runtime, ilastik performs a lot better (≈ 180s without threshold-
ing also on a t2.micro AWS EC2 machine). But a lot of this speed difference can be allotted to
a presmoothing step which reduces the feature computation runtime roughly by a factor of two
to three. If this was also implemented in our pixel classification service prototype, the runtimes
would be even better. Another reason could be that our choice of block size incurs much more
redundant feature computations in the margins than that of ilastik (1143). Nevertheless, this has
no effect on the near perfect scaling behavior of our architecture with the number of machines.
4.2.3 Outlook
Our experiments have shown that employing a microservices architecture for segmentation is not
only feasible, but scales extremely well. Once this prototype has matured and the API becomes
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Figure 4.8: Scaling of our microservices architecture for pixel classification and thresholding with the
number of machines. The wall clock time represents the time it takes to deliver the result to the user,
including all data transfers. The accumulated processing time was required to perform the actual feature
computation and prediction, with little fluctuations due to non-exclusive CPU access on AWS. For 1
machine we see that there is around 25s overhead, of which≈ 8s account for thresholding and extracting
connected components, which is not parallelized. If we divide the total observed pixel classification
processing time for 1 worker by the number of workers we would obtain runtimes as shown by the perfect
scaling line. Comparing this to the observed wall clock times shows that the overhead of thresholding
and data transfer remains constant, which means our task decomposition and messaging schemes do not
suffer from competing access to resources.
stable, we can also use these interfaces to communicate with other bio-image analysis tools
directly.
If we wanted to build a similar architecture for tracking, as sketched in Figure 4.6(b), then
we would want to parallelize the object feature extraction and classification over multiple ma-
chines, as this can be done independently per frame. Employing the graph decomposition from
Section 4.1 for tracking, multiple tracking workers could process segments of the video, while
global synchronization is only required as the very last step when stitching the subgraph solu-
tions to one final tracking result.
However, the most prominent use case for ilastik is interactive pixel classification, providing
immediate visual feedback to the user after every change to the training annotations for the
classifier. To support that, we would have to cache blocks of features instead of just predictions,
because the features remain valid even when the classifier is changed. The predictions need to
be recomputed whenever a new classifier has been trained. Hence, a training method must be
added to the pixel classification service that takes a set of annotations as input and invalidates
all cached predictions on completion. It remains to see whether the data transfer times stay
acceptable in that use case, as interactivity is key. Using a smaller block size could help to
increase responsiveness.
Independent of the chosen architecture, there are several things to be aware of when split-
ting ilastik into multiple services. The most severe downside is that debugging failures becomes
much more complicated as several services and their communication need to be monitored. Ad-
ditionally the system must be tolerant to failures and crashes of individual services and machines.
To find problems early in the development cycle, continuous integration is indispensable. We
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could for instance let Docker11 containers be built and tested automatically12 on every commit.
A whole profession called DevOps has evolved around that and provides many tools to support
developers. Another problem is that if we want to use the same microservices architecture run-
ning on Docker but with a GUI front end deployed as end-user software on a single machine, we
should be aware that Docker for Mac and Docker for Windows provide only around 70% of the
performance of the host machine due to the virtualized Linux in which the containers run.
11https://www.docker.com/
12https://circleci.com/integrations/docker/
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Chapter 5
Obtaining Diverse-M -Best Hypotheses
Through Dynamic Programming
Many computer vision pipelines involve dynamic programming primitives such as finding a
shortest path or the minimum energy solution in a tree-shaped probabilistic graphical model. In
such cases, extracting not merely the best, but the set of M -best solutions is useful to generate a
rich collection of candidate proposals that can be used in downstream processing. In this chapter,
we show how M -best solutions of tree-shaped graphical models can be obtained by dynamic
programming on a special graph with M layers. The proposed multi-layer concept is optimal
for searching M -best solutions, and so flexible that it can also approximate M -best diverse
solutions. We illustrate the usefulness with applications to object detection, panorama stitching
and depth estimation1. In Chapter 6 we use this approach to obtain dectection hypotheses for
tracking tuberculosis bacteria.
5.1 Introduction
A large number of problems in image analysis and computer vision involve the search for the
shortest path (e.g., finding seams and contours) or for the maximum-a-posteriori (MAP) con-
figuration in a tree structured graphical model, as in hierarchies of segmentation hypotheses or
deformable part models. To compute the solution to those problems, one relies on efficient
and optimal methods from dynamic programming [Bellman, 1952] such as Dijkstra’s algo-
rithm [Dijkstra, 1959]. In many of these scenarios, it is of interest to find not merely the single
lowest energy (i.e., MAP) solution, but the M solutions of lowest energy (M -best) [Lawler,
1972, Seroussi and Golmard, 1994, Nilsson, 1998, Rollon et al., 2011, Batra, 2012]. This can
e.g. be useful for learning [Lampert, 2011], tracking-by-detection methods that allow competing
hypotheses [Milan et al., 2013, Jug et al., 2014, Schiegg et al., 2014], or for re-ranking [Yadollah-
pour et al., 2013] solutions based on higher order features which would be prohibitively complex
for the original optimization problem. If these solutions are to differ in more than one label, the
problem is referred to as diverse M -best [Batra et al., 2012, Kirillov et al., 2015, Prasad et al.,
2014].
1The content of this chapter is under review at the German Conference for Pattern Recognition (GCPR) 2017.
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Contributions: In this work, we show how the optimal second best (M = 2) solution of a
tree-shaped graphical model can be found through dynamic programming in a multi-layer graph
by using a replica of the original graph as second layer and connecting both layers through
edges with special jump potentials (Section 5.3). Using these building blocks, we extend our
approach to exactly find the M > 2 best solutions sequentially by constructing M -layer graphs
(Section 5.4). While the above can be seen as a special case of [Yanover and Weiss, 2004], our
multi-layer approach is an intuitive interpretation that allows flexible modeling of the desired
result. We thus develop two heuristics using multiple layers to find the approximate diverse
M -best solutions for tree-shaped graphical models (Section 5.5). Lastly, we experimentally
compare the different diversity approximations to prior work, and show results for a variety of
applications, namely: i) panorama stitching, ii) nested segmentation hypotheses selection, and
iii) stereo depth estimation (Section 5.6).
5.2 Related Work
M-best MAP: An algorithm for sequentially finding the M most probable configurations of
general combinatorial problems was first presented in [Lawler, 1972]. To find the next best so-
lution, they solve as many optimization problems as there are variables in the model. This is
because they branch on the state of every single variable, resolve, and finally choose the best of
all resulting configurations. While this works for any optimization method and model, it is in
practice prohibitively expensive. Several works have extended this to junction trees [Seroussi
and Golmard, 1994, Nilsson, 1998] that work inO(|V|(L2+M+M log(|V|M))), while [Rollon
et al., 2011, Flerova et al., 2012] developed a similar bucket elimination scheme (O(M |V|L|V|)).
All of these methods consider the M best configurations for every clique or bucket, which are
then combined to jointly yieldM consistent global solutions. A similar idea was applied in [Epp-
stein, 1998] to find the M shortest paths jointly by building an auxiliary graph with a heap at
every node that contains the M -best paths to reach that node. For situations where the opti-
mal or approximative max-marginals can be computed, [Yanover and Weiss, 2004] derived an
improvement on [Nilsson, 1998] such that the max-marginals have to be computed only 2M
times, yielding the same runtime complexity (O(M |V|L2)) as the method we present here. A
method that finds the M best solutions on trees in only O(L2V + log(L)|V|(M − 1)) by an al-
gebraic formulation that is similar to sending messages containing M best values as in [Flerova
et al., 2012] was presented by [Schlesinger and Hlava´c, 2013, Chapter 8]. However, in contrast
to [Yanover and Weiss, 2004, Schlesinger and Hlava´c, 2013], our approach provides a lot of
modeling flexibility, allowing it to be used to approximate diverse M best solutions as well.
A polyhedral optimization view of the sequential M -best MAP problem is given in [Fromer
and Globerson, 2009]. There, a linear programming (LP) relaxation of theM -best MAP problem
is constructed by characterizing the assignment-excluding local polytope through spanning-tree-
inequalities, which separate the previous best solutions from the marginal polytope such that all
its vertices remain integral. This LP relaxation is tight for trees for M = 2, but not for higher M
or loopy graphs as the assignment-excluding inequalities could together cut away other integral
vertices of the polytope. An efficient message passing algorithm for the same LP relaxation was
designed by [Batra, 2012] by exploiting the structure of the polytope.
Diverse M -Best: For general graphical models, the first formulation of the diverse M -best
problem of successively finding MAP solutions that obey a diversity constraint with respect
to all previous solutions can be found in [Batra et al., 2012]. Even though their Lagrangian
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relaxation of the diversity constraint can work with any choice of metric, it is not even tight
for Hamming distances of k > 1 between solutions. Different diversity metrics are explored
in [Prasad et al., 2014], where a greedy method to find good instances from the (exponentially
big) set of possible solutions is designed by setting up a factor graph with higher order poten-
tials, assuming that the diversity metric is submodular. In [Kirillov et al., 2015], the authors
construct a factor graph that jointly finds the diverse M -best solutions by replicating the original
model M times and inserting factors for the diversity penalty depending on the structure of the
chosen distance. It is shown that maximizing the diversity of the M -best solutions jointly, not
only sequentially as in [Batra et al., 2012], can yield better results. They propose a reformulation
that preserves solvability with α-β-swap-like methods. Still, when applied to trees, the factors
introduced for diversity unfortunately turn the problem into a loopy graph and prevent the ap-
plication of dynamic programming. While the aforementioned approaches allow to insert the
desired diversity metric (e.g., one of those presented by [Prasad et al., 2014]) into the original
optimization problem by Lagrangian relaxation, our model includes the diversity constraints in
the graph construction. Hence, we do not need to optimize additional parameters such as the
Lagrangian multiplier via subgradient ascent. Instead, we obtain the next best solution in a sin-
gle shot. Yet, similar to the methods above, our model can only handle diversity measures that
decompose over nodes and edges in a graphical model.
On the other hand, [Chen et al., 2013] and [Chen et al., 2014] developed a scheme to find
the M -best modes in chain and tree-shaped graphical models, respectively. For the latter, they
build a junction tree of the same structure as the original graph, where auxiliary nodes represent
the subgraph contained in a Hamming ball around the respective node of the original graph.
For a given scale of this Hamming ball, they find the M -best solutions of the junction tree
using [Nilsson, 1998], yielding the optimal M modes. While this approach can provide detailed
insights into the probability distribution, its computational complexity renders it intractable for
large graphs.
5.3 Optimal Second-Best Tree Solutions
We now present how the second best solution of a tree-shaped graphical model can be obtained
using dynamic programming on a special graph construction. By second best, we mean a solu-
tion that differs from the best configuration in at least one node, i.e., that has a Hamming distance
of k ≥ 1 to the best solution. We begin with an informal motivation based on the search for the
second best shortest path.
Motivation: Second Shortest Paths: The Dual Dijkstra method from [Fujita et al., 2003]
allows finding not only the best, but a collection of M shortest paths from a source σ to a target
τ in a graph. To do so, two shortest path trees are constructed, one starting at the source and
one at the target. Thus, for every node v, the shortest path from the source Pσ,v and to the target
Pv,τ is known. Summing the distances to source and target gives the length of the shortest path
from σ to τ via v. An important property is that, for all vertices along the shortest path from σ
to τ , this sum is equal to the length of the shortest path.
Now imagine these shortest path trees as two copies of the initial graph stacked as two layers,
as seen in Figure 5.1 (a). The lower layer indicates the lowest cost to reach every vertex v from
σ, and the upper layer the cost of the shortest path to reach τ from v. By selecting any vertex v
and connecting the paths at v in the lower and upper layer, one can again find the shortest path
from σ to τ via v, this time by introducing an auxiliary jump edge between the two layers.
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(a) (b)
Figure 5.1: A schematic two-layer grid-graph construction to find the second best shortest path from the
source σ in the lower, to the target τ in the upper layer. A valid path is hence required to jump between
layers, which is allowed everywhere for the best path. (a) Shown in blue is the best solution, which could
have jumped to the upper layer at every node along the path with the same cost. (b) To find the second
best path, layer jumps are forbidden at the nodes used by the best solution. Thus the second path diverges
to the jump location leading to the next minimal cost path.
The benefit of this two layer setup is that to find the second best solution, we simply need
to search for the vertex that does not lie on the best path, at which jumping between the layers
leads to the minimal cost path.
Dynamic Programming: Let us briefly review the dynamic programming (DP) paradigm on
an undirected tree-shaped graph G¯ = (V, E¯). We denote the state of a node v ∈ V as xv, and
the full state vector as x = {xv : v ∈ V}. The potentials of node v (unary potential) and of the
edge connecting nodes u and v (pairwise potential) are represented by θv(xv) and θuv(xu,xv),
respectively. From this, we define the inference problem as an energy minimization task [Koller
and Friedman, 2009] with objective
min
x
∑
v∈V
θv(xv) +
∑
(u,v)∈E¯
θuv(xu,xv). (5.1)
When applying dynamic programming, one successively computes the energy E of optimal
solutions of subproblems of increasing size. One node of the graph G¯ is arbitrarily selected as
the root node r. This results in a directed graph G = (V, E) where edges point towards the
root. Let
←−
N (v) denote the neighboring nodes along incoming edges of v in G. Using the tree-
imposed ordering of edges, one starts processing at the leaves and sends messages embodying
the respective subproblem solutions towards the root. Whenever a node v has received a message
from all incoming edges, it can – disregarding its successors in G – compute the lowest energies
Ev(xv) of the subtree rooted at v for every state xv, and send a message to its parent [Pearl,
1988]. Because leaves have no incoming edges, their energy is equal to their unary potentials.
All subsequent nodes combine the incoming messages with their unary potentials to obtain the
energy of the subtree rooted at them by
Ev(xv) := θv(xv) +
∑
u∈←−N (v)
min
xu
[θuv(xu,xv) + Eu(xu)] . (5.2)
While sending these messages, each node v stores which state (argminxu) of the previous
node (u ∈ ←−N (v), v) along each incoming edge led to the minimal energy of every state xv.
When the root has been processed, the state that led to the minimal energy is selected and, by
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backtracking all the recorded argmin, the best global configuration x? can be found. Figure 5.2
shows a minimal tree example.
Regarding DP runtime complexity, consider that (5.2) needs to be evaluated for every state
of every node exactly once. In addition, in (5.2), we consider all states of every incoming edge,
of which there are |E| = |V| − 1 in a tree. If L denotes the maximum number of states, one
obtains O(|V|L2).
Two-layer Model: Once the optimal solution is found, we might be interested in the second
best solution x, which assigns a different state to at least one node ∃v ∈ V : xv 6= x?v. Because
messages in DP only convey the optimal subtree energies, we cannot immediately extract this
second best solution. Hence we are looking for a way to enforce that a different state is attained
at least once, but we do not know at which node(s) this should happen to yield the optimal energy.
Fortunately, we can apply the same idea as in the second shortest path example: We duplicate the
graph to get a second layer and insert edges connecting the two layers such that jumping is only
permitted at states not used in the optimal solution x?. After propagating messages through both
layers, the second best solution can be obtained by backtracking from the minimum energy state
of the root in the second layer to leaves in the first layer. This means that messages must have
jumped to the second layer at least once at some node v with a state different to x?v, fulfilling our
requirement for the second best solution.
To create the two layers, we duplicate graph G (Figure 5.2a) such that we get a layer 1, and
a layer 2 replica. We address the instances of every node v ∈ V by v1 and v2 for layer 1 and
layer 2, respectively. When duplicating the graph, the unary and pairwise potentials of nodes
and edges are copied to layer 2. At every node v ∈ V , we insert a layer-jump-edge from v1 to
v2 (blue edges in Figure 5.2c) with a pairwise potential θv1v2 that is only zero if both variables
take the same state xv1 = xv2 different from v’s state in x?, and infinity (forbidden) otherwise.
This way, finite valued messages in layer two represent configurations that did differ from x? at
least once. These jump edges would suffice for a chain graph, but the branching points in a tree
need special consideration. When a layer 2 branching point is not reached by a layer jump, the
current construction only allows considering incoming messages from layer 2. However, since
we only require one variable to take a new state, only one branch is necessary to reach layer 2
on a path with finite cost. To cope with this situation, we insert layer-crossing edges from u1 to
v2 for all edges (u, v) ∈ E (dashed purple edges in Figure 5.2c) with the same pairwise potential
as in the original graph θu1v2 = θuv.
More formally, we construct the auxiliary directed graph G˜ = (V˜, E˜) composed of two
instances of the original directed graph G = (V, E) stacked up vertically. We address the lower
layer with index 1, and the upper one with index 2. The new set of nodes and edges is given by
V˜ := {1, 2} × V,
E˜ := E1in ∪ E2in ∪ Ejump ∪ Ecross,
where
E1in := {(u1, v1)|(u, v) ∈ E} (5.3)
E2in := {(u2, v2)|(u, v) ∈ E} (5.4)
Ejump := {(v1, v2)|v ∈ V} (5.5)
Ecross := {(u1, v2)|(u, v) ∈ E}. (5.6)
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Thus, edges are duplicated for each layer (5.3), (5.4), and we introduce layer-jump-edges (5.5)
that directly go from any node v1 in layer 1 to its duplicate v2 in layer 2, as well as edge du-
plicates that originate in layer 1 and cross to layer 2 for message passing at branching points
(5.6).
We can then alter the DP update equation for nodes in layer 2 to
Ev2(xv2) := min
(
θv1v2(xv1 ,xv2) + Ev1(xv1), (5.7)
θv2(xv2) + min
L2⊆←−N (v)
|L2|≥1
∑
u∈L2
min
xu2
[θu2v2(xu2 ,xv2) + Eu2(xu2)]
+
∑
u∈←−N (v)\L2
min
xu1
[θu1v2(xu1 ,xv2) + Eu1(xu1)]
)
. (5.8)
Compared to (5.2), we now have two options instead of one at every node v in layer 2. Firstly,
we can reach v2 by a layer jump. Note that, in case of a jump (5.7), we do not account for the
unary θv2(xv2) as Ev1(xv1) contains the same term already. Alternatively, at least one of the
incoming messages must come from a nonenpty set L2 of predecessors in layer 2 (5.8), while
the remaining messages could cross layers. These options are visualized in Figure 5.2c.
Optimality and Runtime: By duplicating the directed graph and inserting two sets of new
edges which are oriented towards the root in layer two, the topology of the graph remains a di-
rected acyclic graph, and DP hence yields the optimal configuration. As long as the solution has
finite energy, no forbidden layer-jump-edge is used, giving us the second best solution. In terms
of runtime complexity, we have duplicated the number of vertices and have four times as many
edges, which are small constant factors that disappear in O(|V|L2). For optimal performance,
one can reuse the messages in layer 1 because these do not change.
5.4 OptimalM -Best Tree Solutions
The two-layer setup can easily be extended to multiple layers, which allows us to search for the
M -best solutions with a Hamming distance of k ≥ 1. We use one additional layer per previous
best configuration; that is, M layers. Each layer is responsible for one of the previous solutions,
hence its layer-jump-edges are restricted according to the respective solution. Solutions must
be ordered by increasing cost; such that the first layer constrains jumps with respect to the best
configuration, the second layer for the second best, and so on. The new update rules from
in Section 5.3 can then be applied to every consecutive pair of layers. Figure 5.2d shows an
example.
Optimality and Runtime: When considering more than one previous solution using the multi-
layer setup, the jump restrictions encoded in the layer-jump-edge potentials are independent at
each layer. For any given node and state in a layer, the cost and path to reach it are optimal with
respect to all layers below. This straightforwardly holds for the one and two layer cases, and
is the reason why layers must be ordered by increasing cost of the represented previous solu-
tions. For the sake of argument, layers could be flattened as they are getting processed, bringing
back the problem to a series of M − 1 optimal two-layer cases, which yields a computational
complexity of O(M |V|L2).
54
5.5. APPROXIMATE DIVERSE M -BEST SOLUTIONS
3
5
8
2
7
3
14
12
v1
v2
v3
v1
v2
v3
v11
v21
v31
v12
v22
v32
1
21
1
1 2
2
1
4
56
6
9
10
4
3
(a)
(b)
(c)
v11
v21
v31
v12
v22
v32
v13
v22
v33
(d)
Figure 5.2: (a) Minimal tree structured graph of nodes v1, v2, and v3, with two states each, visualized as
stacked boxes. v3 is arbitrarily designated as the root, or target. Unary and pairwise costs are shown as
numbers in boxes and along edges, respectively. Its optimal solution is highlighted in red in (b). Green
edges correspond to the argmin incoming configurations for each state, and green numbers depict the
accumulated min-sum messages. (c) Two-layer tree used to find the second best solution. Blue arcs
represent layer-jump-edges with finite potential, which are available at states not occupied by the best
solution. Purple dashed edges need to be considered if, at a branching point (such as v23), not all incoming
messages are coming from the upper layer. The second best solution is represented in green. (d) Searching
for the 3rd-best solution (purple) with a Hamming distance of k = 1 to the best (red) and second best
solution. The new solution must jump twice to reach the upper layer, by taking a state that was not used
in the configuration represented by layers 1 and 2.
5.5 Approximate DiverseM -Best Solutions
In the classical diverse-M -best setting [Batra et al., 2012], additional solutions are required
to have e.g. a Hamming distance of k > 1. Here, we look at the straightforward multi-layer
extension of Section 5.3 to handle k > 1. We argue that this approach is suboptimal, and present
a two-layer approximation that trades quality for efficiency. Lastly, we discuss how this could
be used to find M diverse solutions.
5.5.1 Multi-layer Model
To ensure that the next solution differs by at least k from the best one, we can construct a k+ 1-
layer graph using the same jumping criteria between all layers. To reach the top layer, a solution
must hence jump k times. This raises two challenges: (a) A solution should never jump more
than once at a single node, otherwise it will not have the desired diversity. (b) A branching
point at layer N can be reached by a combination of edges from different layers such that the
predecessors in total account for a Hamming distance of N . Both can be achieved by adjusting
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the DP update equation to consider a set of admissible incoming edge combinations. We thus
generalize the update equation as follows:
EvN (xvN ) := min
(
θ˜vN−1vN (xvN−1 ,xvN ) + EvN−1(xvN−1)
+∞ · δ[PredvN−1(xvN−1) == (vN−2,xvN−2)],
θ˜vN (xvN ) + minA∈A
vN
min
xa
∑
a∈A
θ˜avN (xa,xvN ) + Ea(xa)
)
(5.9)
AnN =
{(
ul11 , u
l2
2 , ..., u
l|←−N (v)|
|←−N (v)|
) ∣∣∣∣ulii ∈ ←−N (v),
li ∈ {1, ..., N},
|←−N (v)|∑
i=1
(li − 1) ≥ N − 1
}
(5.10)
To prevent two successive jumps (a), we include a dependence on the previous step. Hence, we
denote by Predv(xv) the predecessor node of v and its state on the best path to reach v’s state
xv. To model that at each junction on layer N > 1 the cumulative number of jumps to reach
layer N must be N − 1 (b), (5.10) defines A as the set of admissible combinations of selecting
incoming nodes ui ∈ ←−N (v) from layers li. Some admissible sets are visualized in Figure 5.3a.
Limitations To forbid two jumps in a row, equation (5.9) makes jumps available conditioned
on a previously made decision. This introduces long range dependencies that invalidate the sub-
problem optimality criterion for DP to yield the correct result. It is thus possible that DP does
not reach the root on layer k (or only with infinite cost), as we show with a counterexample in
Figure 5.3b. And, due to the same problem, even if a valid solution is found, it is not neces-
sarily optimal. Also note that the set A of admissible combinations of incoming edges grows
combinatorially, making this approach unsuited for large k.
5.5.2 Diversity Accumulation
Instead of using k layers, one can also formulate a heuristic on a two-layer graph that ensures
that any found solution contains the desired amount of diversity. To do so, we reformulate the
Hamming distance constraint (that the new solution must differ from the previous one at k nodes)
as a constraint on accumulated diversity, i.e., that
∑
v∈V αv(xv) > T , where α is a measure of
diversity per node and state, and T a threshold.
We can formalize diversity accumulation in the dynamic programming setting as
min
x
∑
v∈V
θv(xv) +
∑
(u,v)∈E
θuv(xu,xv) (5.11)
s. t.
∑
v∈V
αv(xv) +
∑
(u,v)∈E
αuv(xu,xv) > T. (5.12)
We change the DP update rules as follows: First, while propagating messages from the leaves
of the tree to the root in layer 1, one must also propagate the amount of diversity accumulated
by the corresponding configuration of the subtree. Let us denote nodes and edges of the subtree
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Figure 5.3: (a) Visualization of different ways of obtaining a Hamming distance of 2, where the red states
show the previous solution. To reach v35 , one can jump two times at different nodes (green) and arrive in
layer 3, jump once before to layer 2 and then to 3 at v5 (orange), or to combine two incoming branches
from layer 2 to get to layer 3 (blue). (b) Counterexample for k = 2. If Ej2 < Ej1 , the minimization will
pick the predecessors shown in blue, which prevents the algorithm from jumping to layer 3 and finding a
valid solution.
rooted at node v in layer 1 by
←−Vv1 and
←−Ev1 respectively. The accumulated diversityA is given by
Av1(xv1) :=
∑
v∈←−−Vv1
αv(xv) +
∑
(u,v)∈←−Ev1
αuv(xu,xv). (5.13)
Then, we can set the layer jump potential θ˜v1v2(xv1 ,xv2) to infinity as long as the accumulated
diversity is below the desired threshold Av1(xv1) < k.
The limitation of this heuristic is that at each node and state we find the optimal subtree
configuration by minimizing the energy without considering diversity. This can prevent us from
finding solutions with large diversity, and this approach also suffers from the same problems
as the k-layer setup. Yet it has an attractive runtime because it only requires 2 layers to find a
solution with any Hamming distance k.
5.5.3 Extension toM Diverse Solutions
Finding M solutions with a Hamming distance of k could be achieved by stacking M × (k+ 1)
layers, but then the long range dependency problems depicted above are even more prominent.
This setup would enforce a too high number of layer jumps than necessary for M solutions with
desired Hamming distance k, because within each k + 1 layer stack for a certain solution we
forbid successive jumps, but to be diverse with respect to different solutions this is allowed.
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For example, if the third solution with distance k = 2 would diverge from the two previous
configurations at two nodes, it would still just be able to pass through the k+ 1 layers of the first
solution. With diversity accumulation on the other hand, M diverse solutions can be obtained
heuristically by using one diversity map α and one accumulator A per previous solution. The
jump criterion must then ensure that enough diversity has been accumulated with respect to each
previous solution. Yet, this approach also limited by the fact that diversity is only considered
when enabling jumps, not while finding optimal subproblem configurations in the lower layer.
5.6 Applications and Experiments
We now evaluate the performance of our heuristics to obtain diverse solutions with prior work,
and demonstrate the applicability to several problems in Computer Vision.
Comparison with Existing Works: [Batra et al., 2012, Yadollahpour et al., 2013, Kirillov
et al., 2015] search for the diverse-M -best solutions by incorporating the diversity constraint via
Lagrangian relaxation. Our heuristics follow a different approach and turn the constraint into
a lower bound instead of relaxing it. The resulting advantage is that we guarantee the set of
solutions to be as diverse as required, at the possible expense of a higher cost or the inability
to find a solution at all. On 50 random trees, with 100 nodes each, all nodes having 3 states
with unary and pairwise potentials drawn uniformly from the range [0, 1], we evaluate different
Hamming distances in Figure 5.4. We let the method of [Batra et al., 2012] run for 100 iterations,
with a step size of 1/n in iteration n. In terms of runtime, diversity accumulation stands out
because it constantly requires only two layers. Because the distance to the best configuration is
not enforced by hard constraints, the solutions found by [Batra et al., 2012] often offer too little
diversity, yielding a too low mean Hamming distance. Diversity accumulation gives solutions
with more diversity than required, and hence also deviates more from the optimal energy. In
terms of returned diversity and energy, the multi-layer dynamic programming solution yields
favorable results compared to the other two methods, but is unfortunately slower – it suffers
from the combinatorial explosion of admissible edge sets to consider – and fails to find a valid
solution on quite a lot of trees due to the limitations described in Section 5.5.
Medial Axis Identification in Biological Objects: Identifying the medial axis of biological
objects is a common problem in bio-image analysis, as it serves as a basis for length or growth es-
timation and tracking-by-assignment. Simple dynamic programming can achieve this task given
the end points, although, as biological images tend to get noisy or crowded, designing a robust
cost function is difficult. In Figure 5.5, we illustrate the usefulness of searching for a collection
of possible best solutions instead of only one shortest path in phase-contrast microscopy images
of Mycobacteria – as we will see in the following Chapter 6 – and in brightfield microscopy
images of C. elegans nematodes.
Selection of Segmentation Hypotheses: In datasets with cell clumps, it is often hard to select
the correct detections from a set of segmentation hypotheses. We illustrate this problem in
images from the Mitocheck project dataset2 [Held et al., 2010] using the tree model proposed
in [Arteta et al., 2013]. There, the task is to assign a class label to each element of a set of
nested maximally stable extremal regions. The labels indicate the number of objects that each
2http://www.mitocheck.org/
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particular region represents. In the tree, nodes correspond to regions, and edges between parent
and child node model the nestedness properties. In Figure 5.6, we show the results obtained
when constraining dynamic programming with our M -best approach. Both of the above are
useful to generate segmentation or pose candidates as needed by joint segmentation and tracking
procedures, e.g. [Jug et al., 2014, Schiegg et al., 2014].
Panorama Stitching: In our motivation in Section 5.3 we mentioned that the proposed multi-
layer setup can also be used for shortest paths. Here, we apply that in the context of boundary
seam computation for panorama stitching [Summa et al., 2012]. We stitch images taken during
the Apollo 11 moon landing (Apollo-Armstrong: 2 images of 2349× 2366, courtesy of NASA).
As observed in Figure 5.7, the second diverse shortest path also corresponds to a visually correct
stitching, although the resulting path significantly differs from the globally optimal one.
Disparity Map Estimation from Stereo Images To generate different disparity maps from
stereo images, we build a minimal spanning tree of the pixel grid graph using the intensity
gradient as edge weight as in [Veksler, 2005]. Neighboring pixels are connected whenever
they have similar intensities. Those that are not similar are not connected and hence are not
penalized when generating depth discontinuities. We allow disparities of up to 40 pixels in
either direction while computing matching costs on patches of 11 × 5 pixels, and use a (non-
truncated) quadratic attractive potential on the edges. While this setup is far from state-of-the-art
in stereo, it demonstrates that our approach scales to large trees with many labels. We used the
proposed diversity accumulation method where one unit of diversity is collected at every state
that is at least a distance of 5 away from the previous solution in label space, and requested a
large amount of diversity to obtain visually different depth maps.
5.7 Conclusion
We have presented a multi-layer graph construction that allows formulating the M -best prob-
lem for tree-shaped graphical models efficiently through dynamic programming. This flexible
framework can be used to find M -best solutions for a Hamming distance of k = 1 optimally.
For k > 1, we present two heuristics, one using a multi-layer graph, and one using two-layers
where each new configuration must accumulate diversity before it can reach the upper layer. We
evaluate both heuristics against diverse-M -best [Batra et al., 2012], revealing that both perform
favorably with certain strengths over the baseline. We demonstrated for several practical appli-
cations that the presented methods can reveal interesting alternative solutions, and will use it in
the next Chapter to extract alternative bacteria detection hypotheses.
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(a) (b)
(c) (d)
Figure 5.4: We compare the k+1-layer dp and diversity accumulation heuristic for obtaining diverse
solutions from Section 5.5 against divmbest [Batra et al., 2012]. All results show mean, minimum and
maximum over the valid solutions obtained for every setting on 50 random trees, where (d) shows the
number of experiments that did not find a valid solution. (a) Energy ratio between the optimal uncon-
strained solution and the one with Hamming distance k. (b) Runtime. (c) Hamming distance of the
resulting solution. Lower is better in all plots but (c), where the returned Hamming distance should be
close to, or preferably above the drawn diagonal.
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(a) (b) (c)
(d) (e) (f)
Figure 5.5: Diverse shortest path finding in bio-images featuring objects in close contact. (a) Raw phase-
contrast microscope images of Mycobacteria, (b) first best path between two auto-detected end points,
and (c) 6th best solution using diversity accumulation and k = 6. (d) Raw brightfield microscope images
of C. elegans, (e) first best path, and (f) 5th best path between auto-selected end points using k = 50.
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Figure 5.6: Finding the M -best configurations of a tree (a) of MSER segmentation hypotheses as
in [Arteta et al., 2013]. The best (b), second (c) and third best configuration (d) found by blocking the
previous solutions in the respective layer-jump-edge potentials. The selected label at each node denotes
the predicted object count of the first nonzero ancestor in the tree.
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(a) (b)
Figure 5.7: Finding diverse best paths (seams) for panorama stitching. Once the best solution (a) has
been found, layer-jump-edges were blocked in a large corridor around it to obtain the diverse second best
solution (b).
(a) (b) (c)
Figure 5.8: Exploring diverse solutions for disparity map estimation, on an image from the Middlebury
benchmark [Scharstein et al., 2014] resized to 741 × 500. (a) Left view of the motorbike image pair,
and corresponding (b) best solution found by [Veksler, 2005] which struggles inside the front wheel. (c)
Enforcing a large Hamming distance (here 13000) reveals that the area around the front wheel could have
been matched differently, exposing ambiguities in the estimation process.
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Chapter 6
Joint Selection of Hypotheses and
Tracking of Mycobacteria
In Chapters 2 and 3 we have worked with a tracking model that assumes detections are coming
from a simple segmentation of every input frame – and hence are not competing – and where
the offset of the center of an object was a good indicator for its movement between frames.
There are many tracking scenarios in which these assumptions do not hold. In this Chapter
we present a pipeline for such a scenario, develop a specialized mycobacteria detector, enrich
the set of detection hypotheses by the approach from Chapter 5, and formulate an optimization
problem that jointly selects the most plausible detection hypotheses and tracks them over time.
We provide results of an initial evaluation and provide an outlook on the next steps that are
required to make this useful in practice.
6.1 Introduction
Mycobacteria are the pathogenic agent responsible for tuberculosis, one of the top killing dis-
eases, especially in third-world countries [Raviglione and Sulis, 2016]. Curing infections caused
by mycobacteria requires long-term antibiotic treatments in order to completely eradicate bac-
terial colonies. On top of that, the presence of mutant strains necessitates alternating treat-
ments with different antibiotic compounds, further complexifying the curing process [McKin-
ney, 2000]. Studying the behavior of mycobacteria is the essential initial step both for under-
standing the mechanisms of resistance and for investigating potential drug candidates. Basic
parameters of interest include e.g. growth rate, interdivision time, length at division, a quantifi-
cation of the expression of specific proteins, etc.. For long, such analyses were performed on the
cell colony level. It is however now known that cell populations are not normally distributed,
neither at the genetic nor at the phenotypic level [Elowitz et al., 2002]. Significant individual
cell-to-cell variations are in fact observed between bacteria from a same colony, even derived
from a single ancestor [Wakamoto et al., 2013]. It is thus required to perform analysis at the
single-cell level in order to be able to identify small subpopulations of mutants.
Automating the tracking of mycobacteria poses two main challenges. Firstly, the nature of
these flexible cells prohibits applying a shape prior and the colonies they form are so densely
packed that boundaries are not always visible, see Figure 6.1. This causes local ambiguities
which make it necessary to consider a bigger context in time around a given frame to provide a
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Figure 6.1: Sample phase-contrast image illustrating the two main challenges encountered with my-
cobacteria, namely poorly defined cell boundaries and high variety of shapes in term of length and bend-
ing.
solution in which we do not propagate errors. Secondly, divisions of mycobacteria happen in a
non-standard way. The division occurs much earlier than cell body separation. As can be seen
in the top of Figure 6.3, we cannot simply rely on the phase contrast channel in order to segment
the cells, but have to consider a fluorescence signal from a protein located at the cells’ poles,
called Wag31 [Santi et al., 2013].
Many approaches and tools are available for tracking worms or bacteria like E. Coli or
B. subtilis, the most famous being MicrobeTracker [Sliusarenko et al., 2011] and Schnitz-
cells [Young et al., 2012]. But the cell populations they are designed for usually have decent
contrast between bacteria or very well defined elliptical shapes. In addition, all these tools ex-
pect the cells to physically seperate right after a division. Our mycobacteria have none of those
properties, hence those methods cannot be directly applied. One other solution for mycobacteria
exists [Mekterovic´ et al., 2014], but it requires users to annotate the divisions manually, defying
the purpose of automated tracking.
In this chapter, we present an automated pipeline to analyze time-lapse microscopy images
of mycobacteria. We propose to use a joint hypotheses selection and tracking approach as fol-
lows. In a preprocessing step, we process each frame of a given image sequence to extract a
collection of candidate bacteria, or detection hypotheses. Then, we link detections from succes-
sive frames to model cell migration and division, building a graph. In this probabilistic graphical
model, nodes represent random variables with features describing the probability – or quality –
of each detection, transition or division event. The solution to this joint hypotheses selection
and tracking problem is found as the most probable configuration of the graph. If the video was
processed sequentially, one would have to take decisions based on locally ambiguous frames and
hence impose an order in the assignment of individual tracks. The graphical model formulation
on the other hand allows for solving the problem globally, thus we incorporate many more de-
tection and linking possibilities in the graph than needed, and then rule out incorrect hypotheses
by considering the sequence as a whole. Such approaches have already demonstrated successful
results in other applications [Jug et al., 2014, Schiegg et al., 2014, Turetken et al., 2016]. This
is, to the best of our knowledge, the first fully automated approach applicable to mycobacteria.
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The data used in this chapter comes from the McKinney lab at EPFL. They feature M. smeg-
matis, the classic model for mycobacteria studies. The sequences are generally composed of 100
frames of 512× 512 pixels of images with 16 bits per pixel.
6.2 Pipeline
The pipeline that we propose for automatically tracking mycobacteria can be roughly decom-
posed into three main steps:
1. Generating detection hypotheses by identifying bacteria candidates
2. Building a graphical model by linking spatially neighboring detection hypotheses of con-
secutive frames through transition and division hypotheses. We also extract features of all
hypotheses and combine them in a per-hypotheses classifier response, which reduces the
dimensionality and allows us to prune implausible hypotheses.
3. Finding the globally most probable configuration by solving an Integer Linear Program
(ILP).
We will now describe these three steps of the pipeline, assuming we are given trained classi-
fiers and tuned weights. In the next section we present how these classifiers and weights can be
trained.
6.2.1 Hypotheses Generation
In order to extract detection hypotheses, we have two sources of information per timeframe:
the Wag31 channel shows fluorescent blobs corresponding to the cell extremities, and the phase
contrast channel where we can identify cell contours, as seen at the top of Figure 6.3. Ideally
we would like to use this information to obtain a full segmentation yielding the contour of every
cell. To simplify the problem, we instead search for the medial axis of the bacteria, which
we refer to as a trace (see Figure 6.2). The rationale behind this design choice is twofold.
First, it makes it easier to handle information from both channels as the bacteria identification
problem is reduced to finding a meaningful path in the phase channel between two coordinates
corresponding to strong signal in the dots channel. Second, the trace provides an easy way for
obtaining a complete segmentation of the cell body. Mycobacteria grow mostly at the extremities
and have a rather conserved cell width, a good estimate of the cell contour can thus be obtained
by searching for areas of strong gradient around the trace and extrapolating this to areas where
borders are not visible.
As a preprocessing step, we use ilastik [Sommer et al., 2011] to train a Pixel Classification
workflow on one dataset to predict the foreground (body) of the mycobacteria in all datasets.
This gives us a probability map for every frame in every video that indicates how probable
each pixel is to belong to a bacterium. Additionally we train a two-stage auto-context pixel
classification ilastik workflow on one dataset to predict the endpoints of the mycobacteria in all
datasets. These give us two probability maps for every frame in every video.
Then, for each frame, our approach is as follows:
1. We first identify cell extremity candidates by combining detections from two sources. We
perform a Laplacian of Gaussian filtering on the Wag31 channel and consider the proba-
bility map for endpoint locations from ilastik. Relying on these two sources increases the
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(a) (b) (c)
Figure 6.2: Traces generation pipeline: (a) The selected dot locations are used as seed points for dynamic
programming on the foreground probability image. (b) A spline snake is fitted on the resulting path and
optimized in order to obtain a smoother and more precise trace. (c)The procedure is repeated for all pairs
of dots in the frame.
robustness of the algorithm, as the Wag31 channel can robustly identify divisions of cells
that have not yet physically separated, and the probability map – for which ilastik com-
puted features from both input channels – prevents us from losing extremities when the
fluorescence of old end points decays over time. We then threshold these two processed
images to identify locations of strong pixel intensity. We merge the detections from the
two sources and apply non-maxima suppression.
2. For each pair of points detected in the previous step, we run dynamic programming to find
the shortest path between the two points, using the foreground probability map obtained
with ilastik as costs. To increase the likelihood for finding the medial axis, we search
for a collection of M -diverse shortest paths per point-pair as presented in the previous
Chapter 5. The actual number of shortest paths M is not fixed a priori. Instead, we
iteratively compute the next-best path subject to diversity constraints and stop as soon as
the cost of the newly found path differs too much from the cost of the previous path. In
practice, we continue the search as long as the shortest path cost does not increase by more
than 10%.
3. Lastly we fit an open Hermite spline-snake [Uhlmann et al., 2014] with loose ends to
each shortest path. Using Hermite splines instead of other bases has the advantage that
boundary conditions are handled gracefully. We optimize the snake allowing only the
endpoints to move towards areas with highest tip probability in order to fine-tune cell
extremity localization. This corrects for little endpoint hypotheses offsets that could have
been introduced by thresholding and non-maximum suppresion in step 1. Then we extract
several informative features of the trace such as e.g. curvature.
6.2.2 Building the Model
Based on the detections extracted as above, we can now construct a factor graph similar to that
in Chapter 2. This graph covers all time frames of the input video. It is set up as a trellis graph,
where each column contains nodes representing the detections of a specific time frame. Consec-
utive columns thus model subsequent time frames. We insert linking and division hypotheses
between the columns as separate nodes connected to two or three detection nodes respectively.
These linking and division hypotheses outgoing from any detection i at time t are determined
by considering the 20 detections j in the following frame t + 1 that are closest in terms of the
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minimal Euclidean distance of all points on the two traces. This is visualized in Figure 6.4,
where circular nodes represent random variables for detections, links and divisions, colored
boxes depict factors that depend on the connected random variables, and boxes represent hard
constraints or factors. Hard constraints allow to model requirements for a consistent solution.
We use the black boxes to model flow conservation, and orange for mutual exclusion of detec-
tion hypotheses in the same frame based on whether they cross and overlap. Factors on the other
hand encode local probabilities and are commonly called unary if they are only connected to
one variable. Each random variable can take a state or label out of a discrete label space, and
hence factors can be seen as lookup tables of combinatorial size that represent the probability
per variable configuration. For this very model, the label space of each variable is binary 0, 1,
simply indicating whether a hypothesis is used in the final tracking result or not. Each unary
factor attached to a detection, link, or division node thus encodes the probability for using (state
1) or not using (state 0) this hypothesis.
We obtain these probabilities by first computing an extensive set of features for each hy-
pothesis and then let a Random Forest classifier predict the probability for states used and not
used based on those features. Applying such a classifier has the additional benefit that it allows
us to non-linearly combine features of varying dynamic ranges into a single value. Because
our initial sets of hypotheses are large to ensure that we do not miss a possibility, we also use
those predicted probabilities to filter out implausible hypotheses. We apply very conservative
thresholds and discard detections with less than 1% probability and links and divisions with less
than 0.01% probability for being used. The whole process of extracting detections and pruning
features is visualized in Figure 6.3.
6.2.3 Finding the Optimal Solution
To be able to formulate the optimization problem of finding the most probable configuration, let
us first define the factor graph more precisely. We represent all detection, linking, and division
hypotheses by nodes, where each division is connected by edges to one detection at time t and
two detections at time t+1, and every transition connects one detection at time t to one detection
at time t + 1. Each detection can appear or disappear, which is modeled by special transition
nodes which have one endpoint unconnected – or which could be connected to virtual source or
sink. Hence in the equations below, we slightly abuse the notation and include appearances and
disappearances in the transitions.
We encode configurations of the graph in the form of a state vector x, composed of as many
binary components as there are nodes in the graph. The binary components of x correspond
to the state of each detection, transition, and division node in the graph. We use sub- and
superscripts to address the state of individual variables in x such as xdett,i for the state of detection
hypotheses i in frame t. A segmentation and tracking solution is then given by the subset of
active nodes in the state vector.
All detection nodes i in each frame t have a unary factor θdett,i attached, which contains the
energy of using (xdett,i = 1) or not using (x
det
t,i = 0) this very detection. Link and division nodes
are modeled accordingly, but use 2 or 3 detection node indices respectively for unique address-
ing. We transform the probabilities predicted by the Random Forest classifiers into energies by
applying the negative logarithm, which turns the product over all factors constituting the joint
probability into a sum over energies. Thus unary factors all take the form
θdett,i (x
det
t,i ) := − log
(
P det(xdett,i = 1)
)
· wdet,
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Figure 6.3: Extracting detection, linking and division hypotheses. (a) Phase contrast channel of the
input data. (b) The fluorescence channel shows the stained end points of the bacteria. Notice the dot in
the upper middle, indicating that a division has happened here even though it is not visible in the phase
contrast image yet. (c) Extracted dots. (d) Shortest path refined by a Hermite snake fit between adjacent
dots. (e) Pruning of hypotheses based on their probability of being used. (f) Detecting overlapping and
crossing hypotheses for mutual exclusion during tracking. (g) Division hypotheses generation by pairing
one detection in the current with two close detection hypotheses in the next frame. (h) Link hypotheses
generation by pairing detections in the current with close detection hypotheses in the next frame. These
hypotheses are also pruned if their probability is too low.
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t t+1
detection
exclusion
link
division
Figure 6.4: Schematic view of the graphical model, where blue detection hypotheses can be competing
in each frame, and hence orange exclusion constraints ensure that only one of them can be active. Greeen
link and purple division nodes connect detections between time frames.
only appearance and disappearance transitions have constant penalty if they are used such as
θappt,i (x
app
t,i ) := w
app · δ(xappt,i = 1) using the δ function which takes value 1 only if the argument
is true, otherwise 0. We set the appearance penalty in the first, and the disappearance penalty
in the last frame to zero to encourage tracks to start and end there. If we denote the set of all
detections per frame by Xt, we can the formulate the global objective function as
min
x
T∑
t=0
∑
i∈Xt
θdett,i (x
det
t,i ) +
T−1∑
t=0
∑
i∈Xt
∑
j∈Xt+1
θlinkt,i,j(x
link
t,i,j)
+
T−1∑
t=0
∑
i∈Xt
∑
j∈Xt+1
∑
k∈Xt+1
k 6=j
θdivt,i,j,k(x
div
t,i,j,k) (6.1)
s.t.:
Flow conservation:
∀t ∀i ∈ Xt : xdett,i −
∑
j∈Xt+1
xlinkt,i,j −
∑
j∈Xt+1
∑
k∈Xt+1
k 6=j
xdivt,i,j,k = 0 (6.2)
∀t ∀i ∈ Xt : xdett,i −
∑
j∈Xt−1
xlinkt−1,j,i −
∑
j∈Xt−1
∑
k∈Xt−1
k 6=j
xdivt−1,j,i,j = 0 (6.3)
Exclusion constraints:
∀t ∀i, j ∈ Ct : xdett,i + xdett,j ≤ 1. (6.4)
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To conserve flow, and to ensure that there is at most one division per parent, we enforce that the
sum of active outgoing links and divisions is equal to the detection value (6.2). Analogously,
the sum of active incoming hypotheses needs to equal the detection value of this detection (6.3).
These are visualized as black boxes in Figure 6.4. If we let Ct be the set of mutually exclusive
pairs of detections in frame t – which we find by determining whether two hypotheses overlap
or cross – then the exclusion constraints can be defined as in (6.4).
Each unary θi(xi) can be written in terms of indicator variables – here implicitly done
through the δ function – as
θi(xi) := −w · (log(Pi(xi = 1)) · δ(xi = 1) + log(Pi(xi = 0)) · δ(xi = 0)) .
This reveals that equation (6.1) is an instance of an integer linear program (ILP). These ILPs can
be solved for problems of reasonable size by commercial solvers like Gurobi and CPLEX, we
use CPLEX for our experiments. Once we have obtained the optimal configuration x, we can
decode the tracking solution in terms of selected detection, linking and division hypotheses.
6.3 Training the Pipeline
In the previous Section we have assumed that the Random Forests as well as the weighting terms
wdet, wlink, wdiv, wapp, and wdis for the different types of hypotheses are given. To make the
proposed pipeline useful in practice, these ingredients must be chosen as good as possible. In this
section we present how classifiers and weights can be trained from annotated data. To be able
to train and evaluate the pipeline, we curated a ground truth (GT) by manually annotating every
mycobacterium in every frame as a line of pixels and then assigning them to their successors in
the next frame, and did so for multiple datasets.
Per-Pixel Probability Maps: Before we can even extract detection hypotheses, we have to
generate the tip probability and bacteria probability for every pixel in every frame of all images.
We obtain both by interactively training per-pixel Random Forest classifiers in ilastik on one
dataset. Firstly, for the tip probability, we use the 2-stage auto-context [Tu, 2008] workflow
where the first stage is trained to separate pixels that belong to mycobacteria body, mycobacteria
tips, background, or mycobacteria boundary. The second stage then performs a binary classifi-
cation to separate tips from background. To predict the foreground (body) of the mycobacteria
in all datasets, we use the pixel classification workflow and again train a Random Forest, but this
time only a single stage with the classes mycobacteria, boundary and background.
Training the Random Forests: To train Random Forests that can predict whether a detection,
linking, or division hypothesis looks plausible, we need to provide positive and negative training
examples. Hence, we build the factor graph and compute features of all hypotheses as explained
in the previous section. Then – disregarding flow and exclusion constraints – we match the
detections from the pixel-wise ground truth into the space of our hypotheses. For every annotated
bacterium, we compute its distance to all hypotheses in this frame. We use the area spanned by
the two curves as distance measure. Then we find a Hungarian [Kuhn, 1955] matching from GT
bacteria to hypotheses. This greedily determines the links and divisions in the naı¨vely mapped
ground truth. For training, we use samples from the full training datasets, because on the one
hand the density of cells changes a lot over the course of the videos, and on the other hand the
classifier should be robust to some inter-dataset variability.
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Finding optimal weights through Structured Learning: We propose to seek the optimal
weights by training a structured support vector machine [Tsochantaridis et al., 2004] (SSVM)
with maximal margin, similar to e.g. [Yadollahpour et al., 2013, Funke et al., 2015]. Briefly, a
SSVM optimizes a compatibility function f(c) such that, based on observation c, a structured
output y = f(c) is predicted that is as close to the desired solution y∗ as possible. By structured
we mean that y is more than just a number or label, it is in our case a full tracking solution. We
choose this compatibility function as f(c) := argmaxy < w,Φ(c)y > to return the configu-
ration that maximizes the dot product of the weights w and some joint feature matrix Φ(c)y.
Then, given a training example y∗ and the corresponding features Φ(c∗), one can optimize for
w by the SSVM objective
w∗ = argmin
w
λ
2 ||w2||+ maxy
(
< w,Φ(c∗)y∗ − Φ(c∗)y > +∆(y,y∗)), (6.5)
where λ modulates the influence of the quadratic regularizer on w, and ∆(y,y∗) represents an
application specific loss or distance between the two solutions. Roughly speaking this means we
seek to find the minimal length weight vector that maximizes the margin by which the optimal
solution y∗ gets scored higher than any other solution y, where the margin is additionally scaled
by how different the solutions are. Note that the manually annotated ground truth must not
necessarily be part of the set of hypotheses we extract, and hence the GT cannot be perfectly
represented in our model. As a surrogate, we use the solution that our model can represent which
is as close to the GT as possible, and call this the best effort solution as in [Funke et al., 2015].
We now first show how we obtain the best effort solution, and then formulate the SSVM training
tailored to our tracking problem.
To find the best matching consistent solution x˜ that our model can represent, we build an
auxiliary tracking model with one node per possible match of each detection hypotheses i with
the three closest GT bacteria GT (t, i) in the same frame t. For every matching hypothesis, we
replace the detection potential θdet by a distance d between our detection hypothesis and the
selected GT bacterium g ∈ GT (t, i) as θ˜dett,i,g(xdett,i,g) := wdet · d(t, i, g). To insert transition
and division hypotheses, we proceed exactly as before, but now we replicate those hypotheses
for every GT matching possibility of all involved detections. Additional exclusion constraints
ensure that at most one of the replicas of each detection is used, and that every GT bacterium
is matched at most once. We use empirically chosen weights wdet = 30,wlink = wdiv =
1,wapp = wdis = 100 for the costs. With the new detection-matching potentials and replicated
θlink and θdiv, the optimization for the best effort solution x˜ becomes
min
x˜
T∑
t=0
∑
i∈Xt
∑
g∈GT (t,i)
θ˜dett,i,g(x˜
det
t,i,g) +
T−1∑
t=0
∑
i∈Xt
∑
g∈GT (t,i)
∑
j∈Xt+1
∑
g′∈GT (t+1,j)
θlinkt,i,g,j,g′(x˜
link
t,i,g,j,g′)
(6.6)
+
T−1∑
t=0
∑
i∈Xt
∑
g∈GT (t,i)
∑
j∈Xt+1
∑
g′∈GT (t+1,j)
∑
k∈Xt+1
k 6=j
∑
g′′∈GT (t+1,k)
θdivt,i,g,j,g′,k,g′′(x˜
div
t,i,g,j,g′,k,g′′),
(6.7)
subject to the same constraints as in (6.1) plus that every GT object and every detection is
matched at most once.
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Based on the best effort solution x˜, we can find the optimal weighting of the different en-
ergies predicted by random forest classifiers by solving the structured learning objective from
above. For a given annotated tracking dataset, the joint feature matrix Φ(c) contains the entries
of all unary factors without the weights. If we replace our tracking solution x by an indicator
vector y two times the length of x – where for every variable i’s state xi, y contains two values
δ(xi = 0) and δ(xi = 1) – it becomes clear that we can write our original ILP optimization
problem from (6.1) as miny < w,Φ(c)y >. If we additionally choose a loss function ∆(x˜,x)
that decomposes over all detections, divisions and transitions, then the inner maximization of
(6.5) can be performed by solving a loss-augmented version of our original ILP. Hence we use
the Hamming distance as loss. We use the OpenGM1 implementation of the max-margin SSVM
objective based on the bundle method by [Teo et al., 2010].
6.4 Experiments
We applied the pipeline to seven datasets of 100 time frames each. All datasets start with a
single bacterium in the first frame, but due to many divisions they reach around 30 to 40 bacteria
at the end of the video. We have a pixel-wise ground truth for all datasets. We trained the
pixel classification and auto-context ilastik workflows for extremity location and for foreground
probabilities on the first dataset (No3).
To assess the quality that our pipeline can reach, we trained and predicted on every dataset
individually. For detections, links and divisions, we used all samples from the naı¨vely mapped
ground truth of each dataset to train the respective Random Forests. We run structured learning
based on the best effort solution up to frame 70. Up to frame 70 there are still only 8 to 10
bacteria in the dataset. Due to the exponential growth, the last 30 frames account for around
60% of all cell detections in the ground truth. Table 6.1 shows the agreement of our solution with
the naı¨vely mapped ground truth for the different datasets, in terms of f-measure of consistent
detections, links and divisions.
Because the pipeline should eventually reduce the amount of input from the experts, we tried
to randomly sample a small number of positive and negative examples across all datasets and
train Random Forests from that. This did not work yield satisfying results, probably because the
samples should cover the slight deviations across datasets and the strong change in cell densities
between the beginning and the end of the videos. Next we trained Random Forests globally,
using all samples of all datasets. Predicting with this classifier on all datasets has a comparable
performance to training the Random Forests per dataset individually, as seen in Table 6.1.
The numbers indicate that our pipeline is able to produce results which are not very far from
the naı¨vely mapped ground truth. But this mapping can also contain errors. Hence we compare
the results to the pixel-wise ground truth by performing a per-frame Hungarian matching of
ground truth bacteria to detections which are closer than an empirically chosen threshold on the
integrated area spanned between the two traces. Then we again map the links and divisions onto
those matched detections. The tracking solutions turn out to be indeed very sensible. In Table 6.2
we show the quality of one representative solution. The matching numbers of false negatives and
false positives for detections and divisions indicate that the tracking solution chose a different
path for a few cells, probably because our pipeline missed a detection hypotheses which would
have been required to faithfully represent the ground truth tracks, or because a division was
detected a frame too early or too late. See Figure 6.5 for an example. Another result, taken from
1https://github.com/opengm/opengm
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Dataset Local RF Global RF
No3 91.20 91.06
No4 90.14 84.36
No6 91.25 92.42
No10 99.49 99.68
No12 92.23 92.53
No13 83.68 91.73
No16 96.80 96.16
Table 6.1: F-measure agreement in percent with respect to the naı¨vely mapped ground truth of each
dataset, when either training the Random Forests locally per dataset or globally across all datasets.
Type Number
missed detections 14
false positive detections 14
total GT detections 722
wrong links 21
total GT links 669
missed divisions 2
false positive divisions 2
total GT divisions 26
Table 6.2: Comparing the quality of the tracking result (using the local Random Forest) of Dataset No16
with the pixel-wise ground truth.
dataset No10 is shown in Figure 1.1. The weights w learned through structured learning are
similar across the datasets. This indicates that they can probably be learned once and transferred
to other datasets, but we would have to validate this in additional experiments.
6.5 Conclusion and Outlook
In this section we have presented a pipeline for detecting and tracking the bacteria responsible
for tuberculosis. We developed a special detection procedure that copes with the peculiarity that
the extremal points of the cells can be made visible through staining even though the cells are
not physically separated. We applied the method from Chapter 5 to obtain diverse hypotheses
for the centerlines of the bacteria when pairing the detected extremal points. From that we built
a graphical model for joint hypotheses selection and tracking and presented how the classifiers
and their relative importance can be trained. Lastly we stated the results of first experiments,
showing that the pipeline is indeed capable of finding very reasonable results. However, further
experiments are required to evaluate the generalization capabilities of the involved machine
learning methods. This requires finding a meaningful sub-sampling of the training data for
the Random Forests, which should reduce the amount of overfitting while being closer to the
desired usage scenario where only little annotation is provided by the expert. On the other hand,
the weights could be learned by solving the SSVM objective on a combination of model excerpts
from all datasets. By performing cross validation over the available datasets we would be able
to judge our pipeline’s generalization capabilities to unseen videos. Based on the promising
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(a) Our result (b) Ground truth
Figure 6.5: Our result using the globally trained Random Forest and the manually annotated ground truth
of Frame 85 of dataset No6. The extremal points that we detected are highlighted in red, the differently
colored lines represent the tracked detection hypotheses. While our approach misses an end point, the
pipeline manages to let the pink trace take a little detour to be mostly consistent with the optimal solution.
However, we also miss two bacteria completely, which is part of why we only achieve ≈ 92% accuracy
on this dataset.
preliminary results, we hope the presented pipeline can make the analysis of high throughput
screening of tuberculosis bacteria tractable.
74
Chapter 7
Discussion
We now first summarize the contributions presented throughout this thesis, then briefly describe
the most important resulting software modules, and conclude with an overview of limitations of
the used models and algorithms, as well as relevant future research directions.
7.1 Summary of Contributions
The abundance of tracking-by-assignment methods formulated as graphical models in the liter-
ature for multiple target tracking in general, but also when including additional constraints like
divisions, speaks for their relevance and flexibility. In this thesis we have considerably acceler-
ated tracking-by-assignment methods for dividing targets and lowered the hurdles for applying
them in practice by providing the following:
• We investigated the tightness of the LP relaxation of a commonly used tracking model in
Chapter 2. As it turned out to be rather loose, we reformulated the ILP as a constrained
network flow model and show that while having the same expressive power, this formu-
lation has a much tighter relaxation and can thus be solved faster by commercial general
purpose ILP solvers. Lastly we show that replacing the unary factors by a convex upper
envelope yields solutions of equivalent tracking quality while giving another speedup by
a factor of roughly two. This total speedup of around 3 that we gained on two challenging
real world tracking problems boosts the practicability of automated cell tracking methods.
• In Chapter 3 we developed a novel heuristic solver for tracking-by-assignment problems
for dividing targets based on the successive shortest paths network flow algorithm. The
method of incorporating constraints is not tied to divisions but fits any kind of network
flow problem with constraints that can be expressed in terms of conditioned residual arc
capacities. We compare this heuristic to solutions of the original ILP, revealing that it
finds high-quality tracking solutions while having a competitive anytime performance and
a much lower RAM usage. We show that the algorithm’s runtime complexity is quadratic
in the number of nodes, and our experiments confirm that it scales better with problem
size than commercial solvers applied to this NP-hard objective. This brings two benefits:
Firstly, it allows larger problems to be approached on smaller machines. On the other
hand end users of high quality automated tracking pipelines no longer need a license for
commercial solvers which are expensive for non-academic institutions.
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• In Chapter 4 we first developed a graph decomposition to parallelize tracking that can
deal with divisions and undersegmentations, and showed its potential to make analysis
of huge videos possible. Then we proposed a prototypical microservices architecture for
ilastik’s computational back end that would allow to compute segmentations through pixel
classification, find connected components, extract object features, and track large amounts
of data distributed on a cluster or in the cloud. Our prototype for pixel classification
and thresholding performed very well, showing that this architecture can offer the much
needed scaling across multiple machines, which paves the road for analysis of much larger
data.
• We introduced a dynamic programming based method to generate diverse solutions for
tree shaped graphical models, and presented its applicability to a wide range of computer
vision problems such as object detection, panorama stitching and depth estimation.
• We developed a tracking pipeline for elongated mycobacteria using the aforementioned
diverse detection hypotheses. There we employ a model that includes conflicting hypothe-
ses and hence enforces the mutual exclusions by additional constraints. We showed that
the results of this pipeline can reach a high accuracy with respect to the ground truth pro-
vided by experts. Further experiments are required to evaluate the generalization to new
datasets, but the preliminary results indicate that this pipeline can significantly reduce the
amount of manual effort needed to analyze tuberculosis medication studies.
• All source code is publicly available, we briefly describe the main modules in the next
section.
We hope that these contributions foster the use of automated tracking methods in the life
sciences and beyond.
7.1.1 Software Contributions
Several software modules were developed in order to produce the results found throughout this
work. All modules are released as open source. The main module is the multiple hypotheses
tracking toolbox hytra1, that provides the means to build the tracking model from segmented
images, and also to export the tracking result into various formats. It is also used as track-
ing back end in ilastik, for which we additionally implemented an exporter to MaMuT [Wolff
et al., 2017]2, which allows proof reading and correcting the tracking results. hytra defines a
human readable JavaScript Object Notation (JSON)3 format for the graph description and re-
sults. This makes it easy to use different solvers which consume models and export the results
in this unified format. Two solvers have been developed through the course of this thesis, one
for the constrained network flow ILP model presented in Section 2.34 – which can also perform
structured learning [Joachims et al., 2009] – and another for the conditioned residual capacity
successive shortest path heuristic5 from Chapter 3. The JSON format, as well as both solvers,
were designed to additionally handle exclusion constraints and could thus also be applied to the
1https://github.com/chaubold/hytra
2http://imagej.net/MaMuT
3http://json.org/
4https://github.com/chaubold/multiHypothesesTracking
5https://github.com/chaubold/dpct
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problem in Chapter 6. Lastly, in Section 4.2 we proposed a microservices prototype to distribute
the computations for pixel classification and thresholding across multiple machines6.
7.2 Limitations and Outlook
The work presented in this thesis has focused on improving the runtime of the Conservation
Tracking model for merging and dividing cells, as well as on developing a joint hypotheses
selection and tracking pipeline with a method to obtain multiple detection hypotheses through
dynamic programming. However, we left the expressivity of the underlying tracking model
untouched. Hence there remain several open questions for future research on the model, and
other ideas arise from the findings presented above.
• Even though our focus was to develop methods that are general enough to be applied to
large variety of problems, biological datasets often have unique features and hence require
specialized detection (as in Chapter 6) or evaluation strategies. One point we have not
touched in this thesis is the resolution of clusters in the model presented in Chapters 2
and 3. Currently we fit a Gaussian mixture model to each cluster with the number of
objects determined by the tracking result, as in [Schiegg et al., 2013]. But by far not all
cells, let alone other tracked targets like animals, have an elliptical shape. For optimal
performance this step should always be specialized to the scenario at hand.
• The models presented in Chapters 2, 3 and 6 can only model transitions as pairwise links
between a source and a target node. This first order motion model does not allow for in-
corporation of velocity or acceleration and is applicable when the cells undergo Brownian
motion, but that is not always the case. Some cells, especially bacteria, can self-propel and
hence migrate along a certain path. In such cases velocity and acceleration are features
that we humans use excessively to re-identify cells in consecutive frames. Integrating such
a second or third order motion model would be desirable, but this introduces higher or-
der factors in the graph – ranging over e.g. two transitions and the shared detection node
for velocity – which make solving the ILP much harder. One possibility for integrating
velocity without adding higher order factors is the model constructed by [Butt and Collins,
2013], which contracts two successive detections plus their transition into one node, hence
assignments between those pairings consider velocity. It would be an interesting extension
to their model if divisions could also be expressed in a similar way.
• In Chapter 6 we have used a classifier for transitions, but the Conservation Tracking model
from the preceding chapters only used a distance based transition probability. We have
performed some experiments with a transition classifier in the Conservation Tracking
model as well. For most transitions the classifier score on validation sets was much higher
than that of distance-based decisions, because it can also consider size, shape, and color
changes. But as the Conservation Tracking model allows clusters of objects, transitions
involving the merging or splitting of cell detections look completely different than single
object transitions – and hence irritate the classifier. It would be beneficial to develop
a more expressive model for transitions than just using distance-based probabilities that
supports a varying numbers of objects in source and target detection.
6https://github.com/chaubold/ilastik-backend
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• We showed in Chapter 2 that the LP relaxation of the network flow formulation of Con-
servation Tracking is very tight. Even more so, we know that without division and merger
constraints the LP relaxation will yield the optimal integral solution. By initially solv-
ing the problem without those additional constraints, and then iteratively adding only the
violated constraints in a cutting planes fashion, one might reach the globally optimal
solution even faster.
• A lot of tracking mistakes occur when there are segmentation errors, especially missed
detections. The common way to deal with missing detection hypotheses is to insert tran-
sitions over multiple time steps. Unfortunately, their probability can be hard to tune such
that the tracking solution does not prematurely skip available detections. And if the im-
portance of these links over multiple frames should be learned by structured learning as in
Chapter 6, some instances must be annotated as training examples. But as one strives to
find a segmentation with as few mistakes as possible, these can be hard to locate, making
annotation impractical. Kalman filtering based approaches on the other hand propagate
the state of an object into the next frame, allowing it to continue even if the local evidence
is not strong. This can bridge the gap if an object becomes e.g. occluded or hard to find
due to noise for a short time. By performing a simple Kalman filtering based tracking
approach as preprocessing, one could enrich the set of available detections at locations
where the segmentation is mistaken.
• Instead of relying on a segmentation to obtain detection hypotheses, we have seen in
Section 6 that a specific model of the target can be required. With the revolutionary per-
formance improvements over the last years in object classification and detection using
convolutional neural networks (CNNs) [Krizhevsky et al., 2012, Redmon et al., 2016],
real-world object tracking approaches can build on much better sets of detections. While
first attempts have been made to use this for cell detection [Xie et al., 2015], there should
be a lot of improvement possible through CNNs. In the tracking domain, it would be espe-
cially interesting to apply approaches that direct their attention in subsequent frames to a
local neighborhood around the previously known position of the target [Ren et al., 2015].
• While the per-frame segmentation can be improved by CNNs [Ronneberger et al., 2015]
and state-of-the-art recurrent neural network-based object detectors can be applied to mi-
croscopy data followed by tracking-by-detection methods as those presented in this work,
completely new tracking methodologies are evolving based on neural networks as
well [Alahi et al., 2016, Wang et al., 2015, Nam and Han, 2016]. It is to expect that
by a clever application of neural network building blocks combined with a suitable loss
function, tracking multiple dividing targets can be approached as well.
• Lastly, evaluating the quality of cell tracking solutions is a difficult task, as metrics
do not necessarily capture all aspects of a solution. The Cell Tracking Challenge [Masˇka
et al., 2014] used two scores, one for the segmentation quality (average Jaccard score), and
one for the edit distance between two tracking graphs consisting of the selected assign-
ments. In Chapter 2 and 3 we applied a similar metric for the tracking results, assuming a
fixed segmentation. For Chapter 6 we additionally provide a distance measure of selected
hypotheses to the ones present in the ground truth. Nevertheless none of these measures
gracefully handles complex types of errors, like a division being detected a frame too early
or too late. This is an error that requires changing several links and detections and hence
has a big impact on the edit distance, but in terms of biological quality this is far better
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than missing the division completely. [Schiegg et al., 2014] used an evaluation tolerant
to that, but still they had to report two numbers, one for the segmentation and one for
the tracking quality. It would be desirable to design a measure that represents the overall
tracking quality, maybe similar to a Jaccard score of 3D+t volumes.
To conclude, in this work we have considerably improved the scaling behavior of automated
tracking methods for dividing targets. We developed a polynomial-time heuristic network flow
based solver and a decomposition scheme to parallelize tracking, and distributed the prepro-
cessing workload across multiple machines in a cluster. This, the availability of proof reading
tools, and the fact that our heuristic solver is available in ilastik – which frees biologists from
the burden of obtaining a license for a commercial ILP solver – enable more biologists around
the world to to analyze the ever growing amount of data of proliferating cells in embryogenesis
and drug development. While neural network based methods are revamping the world of Com-
puter Vision and already began to improve automated tracking, they still require large amounts
of training data and dedicated hardware to run efficiently. Furthermore, the images obtained
by different microscopy and staining techniques, as well as of varying cell types are so diverse
that it seems intractable to obtain good results with pre-trained neural networks across the broad
range of recording scenarios. Yet, for only very few of the data there is enough annotated ground
truth to train a neural network. As long as this is the case, more general methods will prevail,
and hence the approaches developed in this thesis will remain an important contribution.
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