Given bins of size B, non-negative values d and ∆, and a list L of items, each item e ∈ L with size s e and class c e , we define a shelf as a subset of items packed inside a bin with total items size at most ∆ such that all items in this shelf have the same class. Two subsequent shelves must be separated by a shelf divisor of size d. The size of a shelf is the total size of its items plus the size of the shelf divisor. The Class Constrained Shelf Bin Packing Problem (CCSBP) consists to pack the items of L into the minimum number of bins, such that, the items are divided into shelves and the total size of the shelves in a bin is at most B. We present an asymptotic approximation scheme for the CCSBP problem where the number of different classes is bounded by a constant C. To our knowledge, this is the first approximation result where shelves of non-null size are used in packing problems.
Introduction
In this paper we present an approximation scheme for a 1-D bin packing problem where items are divided by shelves. We first define this problem formally. An instance I = (L, s, c, d, ∆, B) for the CCSBP problem is a list of items L, where s e for each item e ∈ S, is the size of the item, c e is the class of the item, d is the size of the shelf divisor, ∆ is the maximum size of a shelf and B is the size of the bins. We denote by n = |I| = |L| the number of items. Without loss of generality we consider s e ≤ ∆ for each e ∈ L. Given a set of items L ′ ⊆ L we denote by s(L ′ ) = e∈L ′ s e . We denote by [n] the set 1, . . . , n.
A shelf packing P of an instance I for the CCSBP problem is a set of bins P = {P 1 , . . . , P k }, where the items packed in a bin P i ∈ P are partitioned into shelves {N i 1 , . . . , N i q i } such that for each shelf N i j we have that s(N i j ) ≤ ∆, all items in N i j are of the same class and
We denote by |P| the number of bins used in this packing and ns(P i ) the number of shelves used in a bin P i of P.
The Class Constrained Shelf Bin Packing Problem (CCSBP) consists to find a shelf packing of the items of L into the minimum number of bins. This problem is N P -hard * University of Campinas, 13081-970 Campinas, SP. Research supported in part by CNPq -Conselho Nacional de Desenvolvimento Científico e Tecnológico, MCT/CNPq under PRONEX program (Proc. 664107/97-4) and CNPq (Proc. 470608/01-3, 464114/00-4, 478818/03-3, 300301/98-7).
since it is a generalization of the bin packing problem. We note that the term shelf is used under another context in the literature for the 2-D Strip packing problem. In this case, packings are two staged packings divided into levels.
There are many practical applications for the CCSBP problem even when there is only one class of items. For example, when the items to be packed must be separated by non-null shelf divisors (inside a bin) and each shelf have a limited capacity. The CCSBP problem is also adequate when some items cannot be stored in a same shelf (like foods and chemical products). In most of the cases, the sizes of the shelf divisions have non-negligible width. Although these problems are very common in practice, to our knowledge this paper is the first to present approximation results for them.
An interesting application for the CCSBP problem was introduced by Ferreira et al. [3] in the iron and steel industry, where a raw material roll must be cut into final rolls grouped by certain properties after two cutting phases.
Given an algorithm A ε , for some ε > 0, and an instance I for some problem P we denote by A ε (I) the value of the solution returned by algorithm A ε when executed on instance I and by OPT(I) the value of an optimal solution for this instance. We say that A ε , for ε > 0, is an asymptotic polynomial time approximation scheme (APTAS) for the problem CCSBP if there exists constants t and K such that for any instance I we have A ε (I) ≤ (1 + tε)OPT(I) + K. Results: In this paper we present an asymptotic approximation scheme for the problem CCSBP when the number of different classes is bounded by a constant C. To our knowledge, this is the first approximation result where shelves of non-null width are used in packing problems. Related Work: The bin packing is a well studied problem. Fernandez de la Vega and Lueker [2] presented an asymptotic PTAS for the bin packing problem. In [1] Dawande et al. presented approximation schemes for a class constrained version of the bin packing where bins can have different sizes and each bin can pack items of at most K different classes. In [4] , Schachnai and Tamir presented a dual polynomial time approximation scheme for the class-constrained bin-packing (CCBP) problem. In the CCBP problem, the set of items must be packed into the minimum number of bins with capacity 1, each bin containing items of at most K classes. All these previous works also consider that the number of different classes is bounded by a constant.
An APTAS for the Class Constrained Shelf Bin Packing Problem
In this section we introduce an asymptotic approximation scheme for the CCSBP problem when the number of different classes is bounded by a constant C.
Without loss of generality, we assume that all bins have capacity 1 and each class belongs to the set [C] . The algorithm is presented in Figure 1 and is denoted by ASBP ε . It consider two cases: When ε ≥ d + ∆, for which it uses an algorithm denoted by ASBP ′ ε and the opposite case, when an algorithm denoted by ASBP ′′ ε is used. Note that the algorithm ASBP ′′ ε rescale the instance so that its shelf capacity is 1.
List of items L, each item e ∈ L with size s e and class c e , maximum capacity of a shelf ∆, shelf divisors of size d, bins of capacity B = 1.
Output: Shelf packing P of L. Subroutines: Algorithms ASBP ′ ε and ASBP
Scale the sizes d, ∆, B and s e , for each e ∈ L, proportionally so that ∆ = 1.
5.
// The condition to enter in this case is now equivalent to We first present the algorithm ASBP ′ ε and show that it is an APTAS for its corresponding case. In the next section, we show the same result for the algorithm ASBP ′′ ε . The algorithm ASBP ′ ε uses two subroutines. One subroutine is an APTAS for the one dimensional bin packing problem presented by Fernandez de la Vega and Lueker [2] . Vazirani [5] presented a version of this algorithm, which we denote by FL ε where the following theorem is valid. 
is the minimum number of bins of capacity ∆ to pack L.
Another algorithm for the one-dimensional bin packing problem used as subroutine is the algorithm First-Fit (FF). This algorithm can be described as follows: Given a list of items L to be packed into bins, it packs the items in the order given by L. It tries to pack each new item into one of the existing bins, considering the order they were generated. If it is not possible to pack an item in any of the existing bins, the algorithm packs it into a new bin.
The algorithm ASBP ′ ε is presented in Figure 2 and consists in: Given an instance I, the algorithm ASBP ′ ε first packs all items of the instance into bins of size ∆ using the algorithm FL ε . The algorithm ASBP ′ ε considers each one of these bins of size ∆ as a shelf, where the size of a shelf is its total items size plus the size d of a shelf divisor. The algorithm ASBP ′ ε packs these shelves into bins of size 1 using the algorithm FF.
The following lemma is valid for the algorithm ASBP ′ ε .
Lemma 3.2 The algorithm ASBP
′ ε , is an APTAS for the CCSBP problem when the given instance I is such that B = 1 and
List of items L, each item e ∈ L with size s e and class c e , maximum capacity of a shelf ∆, shelf divisors of size d, bins of capacity B = 1 and ε ≥ d + ∆.
Output: Shelf packing P of L. Subroutines: Algorithms FL ε and FF.
1. Let L c be the items of class c in L.
2. For each class c ∈ [C] let P c ∆ be the packing of L c obtained by the algorithm FL ε using bins of capacity ∆.
3. Let P ∆ be the union of the packings P c ∆ , for each c ∈ [C]. 4. Consider each bin D ∈ P ∆ as a shelf with size e∈D s e + d. 5. Let S be the set of shelves obtained from P ∆ . 6. Let P be the packing of the shelves in S into unit bins using the algorithm FF. 7. Return P. Proof. In step 2, the algorithm obtains a packing P c ∆ of items of class c in L (items in L c ) into bins of capacity ∆ using the algorithm FL ε . By Theorem 3.1, we have
The algorithm then considers each bin in P ∆ as a shelf and obtains a shelf packing P using the algorithm FF to pack these shelves into unit bins. Since ε ≥ d + ∆, all bins of P, except perhaps the last, must be filled by at least 1 − ε. So,
where inequality (2) is valid since
Also notice that d < 1. Therefore, for any 0 < ε < 1/3 we have
Now, suppose the algorithm ASBP ε obtains a shelf packing with the algorithm ASBP ′′ ε . Throughout this section, we consider that s e , d, ∆ and B is the rescaled instance, with ∆ = 1. Note that, the equivalent condition to enter in this case is
Notice that the maximum number of shelves completely filled packed in a bin is at most B d+∆ which from (3) is at most 1 ε + 1. Observe that if there is any bin with more shelves than 2 ε + 2 of a same class, it has at least two shelves of this class with total size at most ∆. In this case, these two shelves can be combined into only one shelf. Without loss of generality we consider that each bin, in a solution for the CCSBP problem, contains at most Proof. The number of items in a shelf is bounded by p = 1/ε 2 . Given a class, the number of different shelves for it is bounded by r ′ = p+t+1 p and so, the number of different shelves is bounded by r = Cr ′ . Since the number of shelves in a bin is bounded by q = C( 2 ε + 2), the number of different bins with is bounded by u = q+r q . All the values p, q, r and u depends only on ε and C.
Therefore, the number of all feasible packings is bounded by n+u n , which is polynomial in n.
Algorithm A LR : Another subroutine used by ASBP ′′ ε is an algorithm that we denote by A LR . This algorithm uses the linear rounding technique, presented by Fernandez de la Vega and Lueker [2] , and consider only items with size at least ε 2 . The algorithm A LR returns a pair (P 1 , P), where P 1 is a packing for a list of very big items and P is a set of packings for the remaining items. For any instance X, denote by X the instance with precisely |X| items with size equal to the size of the smallest item in X. Clearly, X X.
Algorithm SFF: The packing P 1 is obtained by an algorithm denoted by SFF (Shelf First Fit). This algorithm is an adaptation of the algorithm FF for the problem CCSBP. It packs the items in the order of the input list L. The algorithm SFF packs the next item e ∈ L in the first shelf of class c e (in the order they where created) of a bin that have sufficient space to accommodate it. If there is no such shelf, the algorithm packs the item in a new shelf. This new shelf is packed into the first possible bin. If necessary, it packs the shelf into a new bin.
The algorithm A LR is presented in Figure 3 . It consists in the following: Let G 1 , . . . , G C the partition of the input list G into classes 1, . . . , C and let n c = |G c | for each class c. The algorithm A LR partition each list G c into groups
The algorithm generates a packing P 1 of G 1 using O(ε)OPT(L) + 1 bins and a set P with polynomial number of packings for the items in G \ G 1 . The packing P 1 is generated by the algorithm SFF and the set of packings P is generated using the algorithms A ALL and A R .
The following lemma is valid for the packing P 1 .
Lemma 4.3
The packing P 1 for the items in G 1 is such that
Proof. First, consider the total items size packed in a bin T of some shelf packing. If s T is the total items size of T then s T is at most ⌈B/(d + ∆)⌉ ∆. Therefore, any optimum solution must satisfy
Notice that C c=1 n c = n. The algorithm SFF packs at least ⌊B/(d + ∆)⌋ shelves in each bin, each shelf with at least one item. This means that each bin has at least ⌊B/(d + ∆)⌋ items, except perhaps the last, each item with size at least ε 2 and at most 1. Since the
).
5.
Let P be the set of packings obtained with the algorithm A R over each pair
, where Q ∈ Q. 6. Return (P 1 , P). group G 1 has at most nε 3 items, the number of bins in the shelf packing P 1 can be bounded as follows.
where the inequality (5) is valid from (4).
Algorithm SMALL: The algorithm ASBP ′′ ε also uses another subroutine denoted by SMALL to pack small items (size less than ε 2 ) into a given packing. Let P = {P 1 , . . . , P k } be a shelf packing of a list of items L and suppose we have to pack a set S of small items, with size at most ε 2 , into P. The packing of the small items is obtained from a solution of a linear program. Let N ic 1 , . . . , N ic n ic be the shelves of class c in the bin P i of the packing P. For each shelf N ic j , define a non-negative variable x ic j . The variable x ic j indicates the total size of small items of class c that is to be packed in the shelf N ic j . Consider the following linear program denoted by LPS:
where S c is the set of small items of class c in S.
The constraint (1) guarantees that the amount of space used in each shelf is at most ∆ and constraint (2) guarantees that the amount of space used in each bin is at most B. The constraint (3) guarantees that variables x ic j is not greater than the total size of small items. Given a packing P, and a set S of small items, the algorithm SMALL first solves the linear program LPS, and then packs small items in the following way: For each variable x ic j it packs, while possible, the small items of class c into the shelf N ic j , so that the total size of the packed small items is at most x ic j . The possible remaining small items are grouped by classes and packed using the algorithm SFF into new bins.
The following lemma is valid for the algorithm SMALL.
Lemma 4.4 Let P be a shelf packing of a list of items L, where each bin of P have at most 2 ε + 2 shelves of a same class, G the set of items in L with size at least ε 2 and S the set L \ G. Let G ′ be a list of items with G ′ G andP a packing of the items G ′ ∪ S obtained from P as follows:
1. Let P 1 the packing obtained from P removing the items of S.
2. Let P 2 the packing of G ′ using the algorithm A R over the pair (P 1 , G ′ ).
3. LetP the packing obtained applying the algorithm SMALL over the pair (P 2 , S).
Then, we have |P| ≤ (1 + 8Cε)|P| + C + 1.
Proof. Notice that |P 2 | = |P| and for each shelf N j in a bin of P, its corresponding shelf
If |P| = |P| then the lemma follows. So suppose the algorithm SMALL uses additional bins to pack the items of S.
Given a bin E, denote by ns(E) the number of shelves in E, ns c (E) the number of shelves of class c in E, ss(E) the total size of small items in E and ss c (E) the total size of small items of class c in E.
Consider the linear program LPS. An optimum solution for LPS leads to an optimal fractional packing P * of the small items such that |P * | = |P|. Consider a bin P * i of P * and P i the corresponding bin inP. We first prove that the following inequality is valid,
To prove (6), notice that ns c (P * i ) = ns c (P i ) for each class c. Given a shelf N ic j and the corresponding variable x ic j , the algorithm SMALL packs a set of items T ic j in N ic j such that x ic j − s(T ic j ) ≤ ε 2 since a small item has size at most ε 2 . Since each bin in P * has at most 2 ε + 2 shelves of a same class we have for each class c ∈ [C]
Since the above inequalities are valid for each class we can conclude the proof of (6). From (6), we know that the total size of small items packed in additional bins by SMALL with the algorithm SFF, is at most 4Cε|P * | = 4Cε|P|. Denote byQ the set of additional bins. The number of shelves with total items size at least ∆−ε 2 inQ is at most
Since each additional bin has at least one shelf with items size at least ∆−ε 2 , except perhaps in C bins, the number of bins inQ is at most 8Cε|P| + C + 1. Therefore, the number of bins inP is at most (1 + 8Cε)|P| + C + 1.
In Figure 4 we present the algorithm ASBP ′′ ε . The algorithm first obtain a pair (P 1 , P) where P 1 ∪ P ′ is a packing of the items with size at least ε 2 , for any P ′ ∈ P. For each packing P 1 ∪ P ′ , P ′ ∈ P, the algorithm ASBP ′′ ε uses the algorithm SMALL to pack the items with size less than ε 2 into the packing P ′ . The algorithm returns a packing with the smallest number of bins. Output: Shelf packing P of L. Subroutines: Algorithms A LR and SMALL. 1. Let G the items e ∈ L with size s e ≥ ε 2 and S the set L \ G.
2. Let (P 1 , P) be a pair obtained from the algorithm A LR applied over the list G. 3. For each Q ∈ P do 4. letQ the packing obtained using the algorithm SMALL to pack S into Q. 5. Let P be a packing P 1 ∪Q where Q ∈ P and |Q| is minimum. 6. Return P. 
The packing of the items in G 2 1 . . . G 
Since the algorithm ASBP ′′ ε obtains a packing P that uses at most the number of bins in P 1 ∪ Q, the theorem follows from the inequalities (7) and (8).
From lemmas 3.2 and 4.5, the following theorem is valid. Theorem 4.6 The algorithm ASBP ε is an APTAS for the CCSBP problem.
