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Abstract. We propose simultaneous mean-variance regression for the linear es-
timation and approximation of conditional mean functions. In the presence of
heteroskedasticity of unknown form, our method accounts for varying dispersion
in the regression outcome across the support of conditioning variables by using
weights that are jointly determined with the mean regression parameters. Simul-
taneity generates outcome predictions that are guaranteed to improve over ordinary
least-squares prediction error, with corresponding parameter standard errors that
are automatically valid. Under shape misspecification of the conditional mean and
variance functions, we establish existence and uniqueness of the resulting approx-
imations and characterize their formal interpretation and robustness properties.
In particular, we show that the corresponding mean-variance regression location-
scale model weakly dominates the ordinary least-squares location model under a
Kullback-Leibler measure of divergence, with strict improvement in the presence of
heteroskedasticity. The simultaneous mean-variance regression loss function is glob-
ally convex and the corresponding estimator is easy to implement. We establish its
consistency and asymptotic normality under misspecification, provide robust infer-
ence methods, and present numerical simulations that show large improvements
over ordinary and weighted least-squares in terms of estimation and inference in
finite samples. We further illustrate our method with two empirical applications to
the estimation of the relationship between economic prosperity in 1500 and today,
and demand for gasoline in the United States.
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1. Introduction
Ordinary least-squares (OLS) is the method of choice for the linear estimation and
approximation of the conditional mean function (CMF). However, in the presence
of heteroskedasticity the standard errors of OLS are inconsistent, and subsequent
inference is therefore unreliable. As a way of achieving valid inference, practitioners
instead often use the heteroskedasticity-corrected standard errors of Eicker (1963,
1967), Huber (1967) and White (1980a). Although valid asymptotically, numerous
limitations of this approach have been highlighted in the literature such as bias and
sensitivity to outliers, incorrect size and low power of robust tests in finite samples
(MacKinnon and White, 1985; Chesher and Jewitt, 1987; Chesher, 1989; Chesher and
Austin, 1991). These findings in turn generated a large number of proposals in order
to reconcile the large-sample validity of the approach and its observed finite-sample
limitations, surveyed in MacKinnon (2013).
The finite-sample limitations of OLS-based inference essentially originate from the
fact that OLS assigns a constant weight to each observation in fitting the best lin-
ear predictor for the regression outcome. Hence the least-squares criterion does not
account for the varying accuracy of the information available about the outcome
across the covariate space. This yields point estimates and linear approximations
that are sensitive to high-leverage points and outliers, which in turn generate bi-
ased estimates of the residuals’ second moments used in the calculation of the robust
variance-covariance matrix of OLS parameters. In finite samples, uniform weighting
not only compromises the validity of OLS-based statistical inference in the presence
of heteroskedasticity, but also the reliability of OLS point estimates.
In this paper, we propose simultaneous mean-variance regression (MVR) as an al-
ternative to OLS for the linear estimation and approximation of CMFs. MVR char-
acterizes the conditional mean and variance functions jointly, thereby providing a
solution to the problems of estimation, approximation and inference in the presence
of heteroskedasticity of unknown form with five main features. First, it incorpo-
rates information from the second conditional moment in the determination of the
first conditional moment parameters. Second, simultaneity generates approximations
with improved robustness properties relative to OLS. Third, the resulting approxi-
mations have a formal interpretation under shape misspecification of the conditional
mean and variance functions. Fourth, MVR solutions are well-defined, i.e., exist and
are unique. Fifth, standard errors of the corresponding estimator are automatically
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valid in the presence of heteroskedasticity of unknown form, and reduce to those of
OLS under homoskedasticity.
The MVR criterion can be interpreted as a penalized weighted least-squares (WLS)
loss function. The presence and the form of the penalty ensure global convexity of
the objective function, so that MVR conditional mean and variance approximations
are jointly well-defined. This differs from the usual WLS approach where a sequential
procedure is followed, obtaining the weights first, and then implementing a weighted
regression to determine the parameters of the linear specification. Our simultane-
ous approach allows us to give theoretical guarantees on the relative approximation
properties of MVR and OLS. We use MVR to construct and estimate a new class
of approximations of the conditional mean and variance functions, with improved
robustness and precision in finite samples. We establish the interpretation of MVR
approximations, we derive the asymptotic properties of the corresponding MVR esti-
mator, and we give tools for robust inference. We also illustrate the practical benefits
of the MVR estimator with extensive numerical simulations, and find very large finite-
sample improvements over both OLS and WLS in terms of estimation performance
and heteroskedasticity-robust inference.
This paper generalizes the results of Spady and Stouli (2018) for the primal problem
of the dual regression estimator of linear location-scale models. We provide a unified
theory allowing for a large class of scale functions. This paper is also related to the
interpretation of OLS under misspecification of the shape of the CMF. OLS gives
the minimum mean squared error linear approximation to the CMF, an important
motivation for its use in empirical work (White, 1980b; Chamberlain, 1984; Angrist
and Krueger, 1999; Angrist and Pischke, 2008). MVR introduces a class of WLS
approximations accounting for potential variation in the outcome across the support
of conditioning variables, and with weights that have a clear interpretation under
misspecification. Our approach thus complements the textbook WLS proposal of
Cameron and Trivedi (2005) and Wooldridge (2010, 2012) (see also Romano and
Wolf, 2017), who advocate the reweighting of OLS with generalized least-squares
(GLS) weights and further correcting the standard errors for heteroskedasticity.
This paper makes three main contributions. First, we show existence and uniqueness
of MVR solutions under general misspecification, thereby introducing a new class of
location-scale models corresponding to MVR approximations. The results in Spady
and Stouli (2018) did not cover the case of misspecified conditional mean and variance
functions. Second, we establish favorable approximation and robustness properties of
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MVR relative to OLS. We show that MVR is a minimum WLS linear approximation
to the CMF, with weights determined such that the MVR approximation improves
over OLS in the presence of heteroskedasticity under the MVR loss. For our main
specifications of the scale function, we further show that OLS root mean squared
prediction error is an upper bound for the MVR weighted mean squared prediction
error. We then extend this result to show that under a Kullback-Leibler informa-
tion criterion (KLIC) the proposed MVR location-scale models weakly dominate the
OLS location model, with strict improvement in the presence of heteroskedasticity.
These results provide theoretical guarantees motivating the use of MVR over OLS,
and are not shared by alternative WLS proposals. Third, we derive the asymptotic
distribution of the MVR estimator under misspecification and provide robust infer-
ence methods. In particular we propose a robust one-step heteroskedasticity test that
complements existing OLS-based tests (e.g., Breusch and Pagan, 1979; White, 1980a;
Koenker, 1981).
The rest of the paper is organized as follows. Section 2 introduces MVR under cor-
rect specification of conditional mean and variance functions. Section 3 establishes the
main approximation properties of MVR under misspecification, including existence
and uniqueness. Section 4 gives asymptotic theory. Section 5 reports the results of an
empirical application to the relationship between economic prosperity in 1500 and to-
day, and illustrates the finite-sample performance of MVR with numerical simulations.
All proofs of the main results are given in the Appendix. The online Appendix Spady
and Stouli (2018) contains supplemental material, including an additional empirical
application to demand for gasoline in the United States.
2. Simultaneous Mean-Variance Regression
2.1. The Mean-Variance Regression Problem. Given a scalar random variable
Y and a random k × 1 vector X that includes an intercept, i.e., has first compo-
nent 1, denote the mean and standard deviation functions of Y conditional on X by
µ(X) := E[Y | X] and σ(X) := E[(Y − E[Y | X])2 | X]1/2, respectively. We start
with a simplified setting where the conditional mean and variance functions take the
parametric forms
(2.1) µ(X) = X ′β0, σ(X)2 = s(X ′γ0)2,
for some positive scale function t 7→ s(t), and where the parameters β0 and γ0 belong
to the parameter space Θ = Rk×Θγ, with Θγ = {γ ∈ Rk : Pr[s(X ′γ) > 0] = 1}. Two
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leading examples for the scale function are the linear and exponential specifications
s(t) = t and s(t) = exp(t), with domains (0,∞) and R, respectively.
The parameter vector θ0 := (β0, γ0)′ is uniquely determined as the solution to the
globally convex MVR population problem
(2.2) min
θ∈Θ
E
1
2

(
Y −X ′β
s(X ′γ)
)2
+ 1
 s(X ′γ)
 .
When the functions x 7→ µ(x) and x 7→ σ(x)2 satisfy model (2.1), they are simul-
taneously characterized by problem (2.2). As a consequence, MVR incorporates in-
formation on the dispersion of Y across the support of X in the determination of
the mean parameter β. We show below that problem (2.2) is formally equivalent to
an infeasible sequential least-squares estimator of the conditional mean and variance
functions for model (2.1). Problem (2.2) is a generalization of the dual regression
primal problem introduced in Spady and Stouli (2018), for which the scale function
is linear. Considering scale functions with domain the real line, such as the exponen-
tial function, allows the transformation of the dual regression primal problem into an
unconstrained convex problem over Θ = R2×k.
Inspection of the first-order conditions confirms that θ0 is indeed a valid solution to
problem (2.2). Denoting the derivative of the scale function by s1(t) := ∂s(t)/∂t and
letting e (Y,X, θ) := (Y −X ′β)/s(X ′γ), the first-order conditions of (2.2) are
E [Xe (Y,X, θ)] = 0(2.3)
E
[
Xs1(X ′γ){e (Y,X, θ)2 − 1}
]
= 0.(2.4)
These conditions are satisfied by θ0 since specification (2.1) is equivalent to the
location-scale model
(2.5) Y = X ′β0 + s(X ′γ0)ε, E[ε | X] = 0, E[ε2 | X] = 1.
Therefore, the parameter vector θ0 also satisfies the relations
E [e(Y,X, θ0) | X] = E [ε | X] = 0
E
[
e(Y,X, θ0)2 − 1 | X
]
= E
[
ε2 − 1 | X
]
= 0,
which imply that E[h(X)e(Y,X, θ0)] = 0 and E[h(X){e(Y,X, θ0)2 − 1}] = 0 hold for
any measurable function x 7→ h(x), and in particular for h(X) = X and h(X) =
Xs1(X ′γ).
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2.2. Formal Framework. Let X denote the support of X, and for a vector u =
(u1, . . . , uk)′ ∈ Rk, let || · || denote the Euclidean norm, i.e., ||u|| = (u21 + . . .+ u2k)1/2;
we define a compact subset Θc ⊂ Θ as
Θc :=
{
θ ∈ Θ : ||θ|| ≤ Cθ and inf
x∈X
s(x′γ) ≥ Cs
}
,
for some finite constant Cθ and some constant Cs > 0, with interior set denoted
int(Θc). The second and third derivatives of the scale function t 7→ s(t) are denoted
by sj(t) := ∂js(t)/∂tj, j = 2, 3. We also denote the MVR objective function in (2.2)
by Q(θ) := E[{e (Y,X, θ)2 + 1}s(X ′γ)/2].
Our first assumption specifies the class of scale functions we consider.
Assumption 1. For a = 0 or −∞, the scale function s : (a,∞)→ (0,∞) is a three
times differentiable strictly increasing convex function that satisfies limt→a s(t) = 0
and limt→∞ s(t) =∞.
Assumption 1 encompasses several types of scale functions such as polynomial speci-
fications s(x′γ) = (x′γ)α with a = 0 and Pr[X ′γ > 0] = 1, or exponential-polynomial
specifications s(x′γ) = exp(x′γ)α with a = −∞, for some α > 0. For α = 1, we
recover the linear and exponential scale leading cases.
The next assumptions complete our formal framework.
Assumption 2. The conditional variance function x 7→ σ(x)2 is bounded away from
0 uniformly in X .
Assumption 3. We have (i) E[Y 4] <∞ and E||X||4 <∞, and, (ii) for all γ ∈ Θγ,
E[‖X‖4 s2(X ′γ)2] <∞, E[‖X‖6 s3(X ′γ)2] <∞ and E[‖X‖6 s1(X ′γ)2s2(X ′γ)2] <∞.
Assumption 4. For all γ ∈ Θγ, E[XX ′/s(X ′γ)] is nonsingular.
Assumptions 1-4 are sufficient conditions for global convexity of the MVR criterion
over the parameter space Θ, and therefore for problem (2.2) to have a unique solution.
Theorem 1. If Assumptions 1-4 hold, and the conditional mean and variance func-
tions of Y given X satisfy model (2.1) a.s. with θ0 ∈ int(Θc), then θ0 is the unique
minimizer of Q(θ) over Θ.
Theorem 1 applies when the conditional mean and variance functions are well-specified,
and thus provides primitive conditions for identification of θ0 in the location-scale
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model (2.5). This extends the uniqueness result in Spady and Stouli (2018) for ob-
jective (2.2) with a linear scale function to the class of scale functions defined in
Assumption 1.
Remark 1. In the linear scale case, s1(t) = 1 and sj(t) = 0, j = 2, 3, so that Assump-
tion 3 reduces to Assumption 3(i). In the exponential scale case, sj(t) = exp(t), j =
1, 2, 3, so that Assumption 3(ii) reduces to the requirement that E[‖X‖6 exp(X ′γ)4]
be finite. This is satisfied for instance if X is bounded. 
2.3. Simultaneous Mean-Variance Regression Interpretation. Problem (2.2)
is equivalent to an infeasible sequential least-squares estimator of conditional mean
and variance functions. The first-order conditions of (2.2) can also be written as
E
[
X
s(X ′γ) (Y −X
′β)
]
= 0(2.6)
E
[
X
s1(X ′γ)
s(X ′γ)2
{
(Y −X ′β)2 − s(X ′γ)2
}]
= 0.(2.7)
Given knowledge of γ0, WLS regression of Y on X with weights 1/s(X ′γ0) has first-
order conditions (2.6), with solution β0. Moreover, given knowledge of β0, nonlinear
WLS regression of (Y − X ′β0)2 on X with weights 1/s(X ′γ0)3 and quadratic link
function has first-order conditions (2.7), and therefore solution γ0.
Proposition 1. If Assumptions 1-4 hold, and (i) E[Y 4] < ∞, E[‖X‖4] < ∞ and
E[s(X ′γ)4] <∞ for all γ ∈ Θγ, and (ii) the conditional mean and variance functions
of Y given X satisfy model (2.1) a.s., then the MVR population problem (2.2) is
equivalent to the infeasible sequential estimator with first step
(2.8) β0 = arg min
β∈Θβ
E
[
1
σ(X)(Y −X
′β)2
]
,
and second step
(2.9) γ0 = arg min
γ∈Θγ
E
[
1
σ(X)3
{
(Y −X ′β0)2 − s(X ′γ)2
}2]
.
An immediate implication of the Law of Iterated Expectations and Proposition 1 is
that MVR implements simultaneous weighted linear regression of µ(X) on X and
weighted nonlinear regression of σ(X)2 on X by solving for β and γ such that the
weighted residuals (µ(X)−X ′β)/s(X ′γ) and {σ(X)2−s(X ′γ)2}/s(X ′γ)2 are simulta-
neously orthogonal to X and Xs1(X ′γ), respectively. Proposition 1 thus establishes
the simultaneous mean and variance regression interpretation of problem (2.2).
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3. Approximation Properties of MVR under Misspecification
Under misspecification, OLS provides the minimum mean squared error linear approx-
imation to the CMF. For the proposed MVR criterion, existence of an approximating
solution and the nature of the approximation are nontrivial when the shapes of the
conditional mean and variance functions are misspecified. In this section, we first
establish existence and uniqueness of a solution to the MVR problem under misspeci-
fication, and then characterize the interpretation and properties of the corresponding
MVR approximations.
3.1. Existence and Uniqueness of an MVR Solution. Assumptions 1-4 are suf-
ficient for characterizing the smoothness properties, shape, and behaviour on the
boundaries of the parameter space of the MVR criterion Q(θ). Under these assump-
tions θ 7→ Q(θ) is continuous and its level sets are compact. Compactness of the level
sets is a sufficient condition for existence of a minimizer in Θ, and is a consequence of
the explosive behaviour of the objective function at the boundaries of the parameter
space. The objective Q(θ) is a coercive function over the open set Θ, i.e., it satisfies
lim
||θ||→∞
Q(θ) =∞, lim
θ→∂Θ
Q(θ) =∞,
where ∂Θ is the boundary set of Θ. Thus the MVR criterion is infinity at infinity,
and for any sequence of parameter values in Θ approaching the boundary set ∂Θ, the
value of the objective is also driven towards infinity. Therefore, the level sets of the
objective function have no limit point on their boundary, ruling out existence of a
boundary solution, and continuity of θ 7→ Q(θ) is then sufficient to conclude that it
admits a minimizer. Continuity and coercivity of the objective function are the two
properties that guarantee existence of at least one minimizer in Θ.1 Assumptions 1-4
are also sufficient for θ 7→ Q(θ) to be strictly convex, and therefore further ensure
that Q(θ) admits at most one minimizer in Θ.
Theorem 2. If Assumptions 1-4 hold, then there exists a unique solution θ∗ ∈ Θ to
the MVR population problem (2.2).
Theorem 2 is the second main result of the paper. It establishes that the MVR
problem (2.2) has a well-defined solution, and an immediate corollary is the existence
1The boundary set of Θ may be empty, for instance for the exponential scale specification. In that
case the coercivity property reduces to lim||θ||→∞Q(θ) =∞.
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and uniqueness of the MVR location-scale representation
Y = X ′β∗ + s(X ′γ∗)e, E[Xe] = 0, E[Xs1(X ′γ∗)(e2 − 1)] = 0.
This result clarifies further how MVR generalizes OLS by establishing the existence
and the form of the MVR location-scale model when no shape restrictions are im-
posed on the conditional mean and variance functions. The OLS location model is a
particular case with the scale function restricted to be a constant function.
Although a unique MVR approximation exists irrespective of the nature of the
misspecification, the interpretation of the MVR approximating functions x 7→
(x′β∗, s(x′γ∗)2) depends on which of the conditional moment functions is misspec-
ified. We distinguish two types of shape misspecification:
(1) Mean misspecification: the CMF x 7→ µ(x) is misspecified.
(2) Variance misspecification: only the conditional variance function x 7→ σ(x)2
is misspecified.
The case when both the conditional mean and variance functions are misspecified is
a particular case of mean misspecification.
3.2. Interpretation Under Mean Misspecification. The location-scale represen-
tation
(3.1) Y = µ(X) + σ(X)ε, E[ε | X] = 0, E[ε2 | X] = 1,
provides a general expression for Y in terms of its conditional mean and standard de-
viation functions, and is always valid, as long as first and second conditional moments
exist. Substituting expression (3.1) for Y into the MVR objective function Q(θ) gives
rise to a criterion for the joint approximation of x 7→ (µ(x), σ(x)2).
The criterion Q(θ) can also be appropriately restricted in order to define the cor-
responding OLS approximations. Letting Θγ,LS = {γ ∈ R : s(γ) > 0}, define
ΘLS = Rk ×Θγ,LS. Upon setting s(X ′γ) = s(γ) in the MVR problem (2.2),
(βLS, γLS) := arg min
(β,γ)∈ΘLS
E
1
2

(
Y −X ′β
s(γ)
)2
+ 1
 s(γ)

is a particular case of MVR. Since the OLS solution θLS := (βLS, γLS, 0k−1)′ belongs
to the parameter space Θ, uniqueness of θ∗ implies that the OLS approximation of
the conditional moment functions x 7→ (µ(x), σ(x)2) cannot improve upon the MVR
approximation, according to the MVR loss.
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Theorem 3. If Assumptions 1-4 hold, then the MVR population problem (2.2) has
the following properties.
(i) Problem (2.2) is equivalent to the infeasible problem
min
θ∈Θ
1
2E

(
µ(X)−X ′β
s(X ′γ)
)2
+ 1
 s(X ′γ)
+ 12E
[
σ(X)2
s(X ′γ)
]
,(3.2)
with first-order conditions
E
[
X
(
µ(X)−X ′β
s(X ′γ)
)]
= 0(3.3)
E
Xs1(X ′γ)

(
µ(X)−X ′β
s(X ′γ)
)2
+
(
σ(X)2
s(X ′γ)2 − 1
)
 = 0.(3.4)
(ii) The optimal value of problem (2.2) satisfies Q(θ∗) ≤ Q(θLS), with equality if and
only if θ∗ = θLS.
Theorem 3(i) shows that under misspecification the function x 7→ x′β∗ is an infeasible
MVR approximation of the true CMF penalized by the mean ratio of the true variance
over its standard deviation approximation. An equivalent formulation is
(3.5) min
θ∈Θ
1
2E
[
1
s(X ′γ)(µ(X)−X
′β)2
]
+ 12E
[{
σ(X)2
s(X ′γ)2 + 1
}
s(X ′γ)
]
,
the penalized WLS interpretation of the MVR problem (3.2).
The penalty term in (3.5) is a functional of a weighted mean variance ratio of the
true variance over its approximation. The first-order conditions (3.3)-(3.4) shed addi-
tional light on how the weights are determined as well as on the form of the penalty,
by characterizing the optimality properties of MVR approximations. Because X in-
cludes an intercept, when both functions x 7→ µ(x) and x 7→ σ(x)2 are misspecified,
β∗ and γ∗ are chosen such that the sum of the weighted mean squared error for the
conditional mean and the mean variance ratio error is zero, balancing the two ap-
proximation errors. When the scale function is linear the two types of approximation
error are equalized. For the exponential specification, the two types of approximation
error weighted by exp(X ′γ) are equalized. The MVR solution is thus determined by
minimizing the weighted mean squared error for the conditional mean, while simul-
taneously setting the weighted mean variance ratio as close as possible to one.
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Theorem 3(ii) formalizes the approximation guarantee of MVR in terms of the MVR
criterion. For the linear and exponential scale function specifications, the improve-
ment of the MVR solution relative to the OLS solution in MVR loss further guar-
antees that optimal weights are selected such that the weighted mean squared MVR
prediction error for Y is not larger than the root mean squared OLS prediction error.
Corollary 1. If the scale function t 7→ s(t) is specified as s(t) = t or s(t) = exp(t),
then
E
[
1
s(X ′γ∗)(Y −X
′β∗)2
]
≤ E
[
(Y −X ′βLS)2
] 1
2 ,
with equality if and only if θ∗ = θLS.
Compared to OLS, improvement in MVR loss is also related to a key robustness
property of MVR under a Kullback-Leibler measure of divergence. Define the scaled
Gaussian density function
(3.6) fθ (Y,X) :=
1
s(X ′γ)φ
(
Y −X ′β
s(X ′γ)
)
,
where φ(z) = (2pi)−1/2 exp(−z2/2). The OLS solution maximizes a restricted version,
E[log fθ (Y,X)]|γ−1=0, of the expected log-likelihood E[log fθ (Y,X)] over ΘLS, where
the components of γ except the first are set to zero. The corresponding expected
log-likelihood value E[log fθLS (Y,X)] is no greater than the value of the expected
log-likelihood at the MVR solution:
(3.7) E [log fθLS (Y,X)] ≤ E [log fθ∗ (Y,X)] .
The MVR solution θ∗ formally corresponds to an improvement of the expected log-
likelihood value over OLS, and therefore corresponds to a probability distribution
that is KLIC closer to the true data probability distribution fY |X(Y | X).
Define the quantity  := E [log (σ2LS/s(X ′γ∗)2)], which is positive as shown in Appen-
dix B.6. Our next result summarises the key implication of (3.7).
Theorem 4. Suppose that E[| log fY |X(Y | X)|] <∞, E [e(Y,X, θ∗)2] ≤ 1+, and the
scale function t 7→ s(t) is specified as s(t) = t or s(t) = exp(t). Then the probability
distribution fθ∗ corresponding to θ
∗ satisfies
(3.8) E
[
log
(
fY |X(Y | X)
fθ∗(Y,X)
)]
≤ E
[
log
(
fY |X(Y | X)
fθLS(Y,X)
)]
,
with equality if and only if θ∗ = θLS.
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For the linear scale specification, the MVR first-order conditions include the con-
straint E [e(Y,X, θ∗)2 − 1] = 0 so that the bound on E [e(Y,X, θ∗)2] is satisfied
by construction. For the exponential specification, the corresponding constraint is
E [exp(X ′γ∗) {e(Y,X, θ∗)2 − 1}] = 0 which can result in a value for E [e(Y,X, θ∗)2]
that differs from one under misspecification. The bound then characterizes the devi-
ations from unit variance that preserve the validity of (3.8).2
The approximation guarantee (3.8) is a general result that holds under misspecifica-
tion of the conditional mean and/or variance functions. When the mean is misspec-
ified, it formally establishes that the MVR approximation for the mean corresponds
to a better model than the OLS location model according to the classical KLIC for
model selection (e.g., Akaike, 1973; Sawa, 1978). Similarly to the classical argument
motivating the use of maximum likelihood (ML) under misspecification, Theorem 4
thus provides an information-theoretic justification for the use of MVR and a formal
characterization of the robustness to misspecification of MVR relative to OLS.
3.3. Interpretation Under Variance Misspecification. If the CMF is linear,
Theorem 3 has important additional implications for the robustness and optimality
properties of MVR solutions. The k orthogonality conditions (3.4) are then suffi-
cient to determine the scale parameter γ∗ since condition (3.3) is uniquely satisfied
by β = β0. Thus in the classical particular case of the linear conditional mean model,
the MVR solution for β is fully robust to misspecification of the scale function. Con-
sequently, when the CMF is correctly specified the OLS and MVR solutions for β
coincide. In the special case of linear scale specification, Xs1(X ′γ) reduces to X.
Because X includes an intercept, the scale parameter γ∗ is then chosen such that
the MVR conditional variance approximation also satisfies the remarkable property
of zero mean variance ratio error.
Corollary 2. If Assumptions 1-4 hold and µ(X) = X ′β0 a.s., then β∗ = β0 and γ∗
is solely determined by the k orthogonality conditions
(3.9) E
[
Xs1(X ′γ)
{
σ(X)2
s(X ′γ)2 − 1
}]
= 0.
In particular, for the linear specification s(t) = t, the conditional variance approximat-
ing function x 7→ (x′γ∗)2 satisfies the optimality property E[{σ(X)2/(X ′γ∗)2}−1] = 0.
2For the numerical simulations in Section 5.2 the typical sample mean of an estimate e(Y,X, θˆ)2 we
observe is smaller than or equal to one, when the scale function is specified as s(t) = exp(t). It is
an open question whether the bound E
[
e(Y,X, θ∗)2
] ≤ 1 +  can be binding.
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When the CMF is correctly specified an optimal characterization of β0 that will lead
to an efficient estimator can be formulated by GLS. Define
f †β (Y,X) :=
1
σ(X)φ
(
Y −X ′β
σ(X)
)
.
In the population, GLS maximizes the expected log-likelihood E[log f †β (Y,X)] with
respect to β, with solution β0. Then we further have
(3.10) E [log fθ∗ (Y,X)] ≤ E
[
log f †β0 (Y,X)
]
,
and inequalities (3.7) and (3.10) together imply that, compared to OLS, the MVR
solution θ∗ formally corresponds to a probability distribution that is KLIC closer to
the reference probability distribution f †β0 (Y,X) associated to the GLS model.
Theorem 5. Suppose that E[| log fY |X(Y | X)|] < ∞, E [e(Y,X, θ∗)2] ≤ 1 + , and
the scale function t 7→ s(t) is specified as s(t) = t or s(t) = exp(t). If Assumptions
1-4 hold and µ(X) = X ′β0 a.s., then fθ∗ also satisfies
(3.11) E
log
f †β0(Y,X)
fθ∗(Y,X)
 ≤ E
log
 f †β0(Y,X)
fθLS(Y,X)
 ,
with equality if and only if θ∗ = θLS.
When the mean is correctly specified, all of the likelihood improvement comes from
selecting a better approximation for the standard deviation function than OLS. Rel-
ative to the efficient GLS model for the mean, inequality (3.11) formally establishes
that the OLS location model is rejected against the MVR location-scale model accord-
ing to a likelihood ratio criterion (e.g., Vuong, 1989; Schennach and Wilhelm, 2017).
If the true conditional variance is not constant then the improvement in (3.11) is
strict and the MVR model is closer to the efficient GLS model than the OLS location
model.
In the presence of heteroskedasticity, MVR optimality and approximation properties
(3.9) and (3.11) under correct mean specification provide a theoretical justification
for the largely improved MVR-based inference relative to OLS-based inference in the
numerical simulations of Section 5 and the Supplementary Material. In view of its
interpretation and since it always admits a well-defined minimizer, the MVR criterion
thus offers a natural generalization of OLS for the estimation of linear models.
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3.4. Connection with Gaussian Maximum Likelihood. MVR provides one cri-
terion for the simultaneous approximation of conditional mean and variance functions.
A related criterion is the KLIC of the scaled Gaussian density fθ (Y,X) defined in
(3.6) from the true conditional density function fY |X(Y | X), which is minimized at
a ML pseudo-true value (White, 1982). Define for θ ∈ Θ,
(3.12) L (θ) := −E [log fθ (Y,X)] = 12 log (2pi) + E
[
log s(X ′γ) + 12e (Y,X, θ)
2
]
,
with first-order conditions
(3.13) E
[
X
s(X ′γ)e (Y,X, θ)
]
= 0, E
[
X
s1(X ′γ)
s(X ′γ)
{
e (Y,X, θ)2 − 1
}]
= 0.
In general the MVR solution θ∗ need not satisfy equations (3.13), and therefore cannot
be interpreted as a ML pseudo-true value. Compared with the MVR criterion, an
important limitation of criterion (3.12) is its lack of convexity. The second-order
derivative of L (θ) with respect to the first component γ1 of γ, i.e., for fixed β, γ−1, is
∂2L (θ)
∂γ21
= E
[
1
s(X ′γ)2
{
3e(Y,X, θ)2 − 1
}]
,
which is strictly negative for all θ ∈ Θ such that e (Y,X, θ)2 ≤ 1/3 a.s. The non
convexity of (3.12) in γ1 implies that L (θ) is not jointly convex3, and that a ML
pseudo-true value might not exist; even if there exists one, it need not be unique. In
the latter case, some solutions may only be local minima of (3.12), not endowed with
a KLIC-closest interpretation and thus no longer guaranteed to improve over OLS
and MVR in a meaningful way.
These observations together with Theorems 4 and 5 clarify the relationship between
ML, OLS and MVR approximating properties. The ML pseudo-true value is the
parameter value associated with the distribution which is KLIC closest to the true
data generating process, but is not well-defined due to the objective’s lack of convexity.
The OLS pseudo-true value is well-defined, but it maximizes a restricted version of the
Gaussian expected log-likelihood resulting in a relatively lower likelihood. The MVR
loss function strikes a compromise by providing a well-defined convex alternative to
Gaussian ML, and relative to OLS by selecting a pseudo-true value that corresponds
to a distribution which is KLIC closer to the true data generating process, and KLIC
closer to the efficient GLS model under correct mean specification.
3Owen (2007) also noted the lack of joint convexity of the negative Gaussian log-likelihood when the
scale function is specified to a constant, i.e., for the case s(X ′γ) = σ ∈ (0,∞) in (3.12).
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4. Estimation and Inference
We use the sample analog of the MVR population problem (2.2) for estimation of its
solution θ∗ in finite samples. We establish existence, uniqueness and consistency of
the MVR estimator. We also derive its asymptotic distribution allowing for misspeci-
fication of the shapes of the conditional mean and variance functions, and discuss the
robustness properties of its influence function. Finally, we provide corresponding tools
for robust inference and introduce a one-step MVR-based test for heteroskedasticity.
We assume that we observe a sample of n independent and identically distributed
realizations {(yi, xi)}ni=1 of the random vector (Y,X). We denote the n × k matrix
of explanatory variables values by Xn. We define Θn = Rk × Θγ,n, with Θγ,n =
{γ ∈ Rk : s(x′iγ) > 0, i = 1, . . . , n}, the sample analog of the parameter space Θ.
For γ ∈ Θγ,n, we let Ωn(γ) = diag(s(x′iγ)), an n × n diagonal matrix with diagonal
elements s(x′1γ), . . . , s(x′nγ). We also define the MVR moment functions
m1(yi, xi, θ) := xie(yi, xi, θ), m2(yi, xi, θ) :=
1
2xis1(x
′
iγ){e(yi, xi, θ)2 − 1},
and the corresponding vector m(yi, xi, θ) := (m1(yi, xi, θ),m2(yi, xi, θ))′.
4.1. The MVR Estimator. The solution to the finite-sample analog of problem
(2.2) is the MVR estimator
(4.1) θˆ := arg min
θ∈Θn
1
n
n∑
i=1
1
2

(
yi − x′iβ
s(x′iγ)
)2
+ 1
 s(x′iγ).
For a = 0 in Assumption 1, the sample objective in (4.1) is minimized subject to the
n inequality constraints s(x′iγ) > 0, i = 1, . . . , n. For a = −∞, the parameter space
simplifies to Θn = R2×k and problem (4.1) is unconstrained. In terms of implemen-
tation, this constitutes an attractive feature of the exponential scale specification.
We derive the asymptotic properties of θˆ under the following assumptions stated for
a scale function in the class defined by Assumption 1.
Assumption 5. (i) {(yi, xi)}ni=1 are identically and independently distributed, and
(ii) for all γ ∈ Θγ,n, the matrix X ′nΩ−1n (γ)Xn is finite and positive definite.
Assumption 6. E[Y 6] <∞, E[||X||6] <∞, and for all γ ∈ Θγ, E[‖X‖6 s2(X ′γ)6] <
∞.
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Assumption 5(i) can be replaced with the condition that {(yi, xi)}ni=1 is stationary
and ergodic (Newey and Mc Fadden, 1994). Assumption 6 is needed for asymptotic
normality of estimates of θ∗. When the scale function t 7→ s(t) is specified to be linear,
this assumption simplifies to the requirement that E[Y 6] and E[‖X‖6] be finite.
Letting e = e(Y,X, θ∗), the variance-covariance matrix of the MVR estimator θˆ is
G−1SG−1/n, where
G :=
 G11 G12
G21 G22
 := E
 XX′s(X′γ∗) XX′s(X′γ∗)s1(X ′γ∗)e
XX′
s(X′γ∗)s1(X
′γ∗)e XX ′
{
(s1(X′γ∗)e)2
s(X′γ∗) − 12s2(X ′γ∗)(e2 − 1)
} 
and
S :=
 S11 S12
S21 S22
 := E
 XX ′e2 12XX ′s1(X ′γ∗)e(e2 − 1)
1
2XX
′s1(X ′γ∗)e(e2 − 1) 14XX ′{s1(X ′γ∗)(e2 − 1)}2
 .
The exact form of each component of matrices G and S depends on the specification
of the conditional mean and variance functions, and simplifications of the variance-
covariance matrix occur according to the type of misspecification. Under mean mis-
specification, the form of the variance-covariance matrix of the MVR estimator is not
affected by the specification of the conditional variance function.
Define estimates of G and S by Gˆ := n−1∑ni=1 ∂m(yi, xi, θˆ)/∂θ and Sˆ :=
n−1
∑n
i=1m(yi, xi, θˆ)m(yi, xi, θˆ)′, respectively. The next theorem states the asymp-
totic properties of the MVR estimator.
Theorem 6. If Assumptions 1-6 hold, then (i) there exists θˆ in Θ with probability
approaching one; (ii) θˆ →p θ∗; and (iii)
(4.2) n1/2(θˆ − θ∗)→d N (0, G−1SG−1).
If µ(X) = X ′β∗ a.s., then the following simplifications occur
(4.3) G12 = G21 = 0k×k, S12 = S21 =
1
2E[XX
′s1(X ′γ∗)e3].
If µ(X) = X ′β∗ a.s. and σ(X)2 = s(X ′γ∗)2 a.s., then the following additional sim-
plifications occur
(4.4)
G22 = E
[
XX ′
s(X ′γ∗)s1(X
′γ∗)
]
, S11 = E[XX ′], S22 =
1
4E[XX
′s1(X ′γ∗)2(e4 − 1)].
Moreover, Gˆ−1SˆGˆ−1 →p G−1SG−1.
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Theorem 6 allows the construction of confidence intervals and the implementation of
hypothesis tests for θ under each type of model specification using standard errors
constructed from the corresponding variance-covariance matrix. The various forms
of the variance-covariance matrix in Theorem 6 provide a basis for the construction
of a range of specification tests, similarly to the information matrix equality test in
ML theory (White, 1982; Chesher and Spady, 1991). Inference using the general
asymptotic variance formula in (4.2) will automatically be robust to all forms of
misspecification, and therefore to the presence of heteroskedasticity of unknown form.
For the linear homoskedastic model Y = X ′β0 + U with E[U | X] = 0 and Var(U |
X) = σ20, the MVR and OLS variance-covariance matrices coincide asymptotically,
and MVR is efficient. Our numerical simulations in Section 5 and the Supplemen-
tary Material illustrate that there is close to no finite-sample loss in estimating
linear homoskedastic models using MVR instead of OLS. If both the conditional
mean and variance functions are correctly specified, then GLS with weights 1/σ2(x)
is an efficient estimator for β0. Letting Yˇ := Y/s(X ′γ∗), Xˇ := X/s(X ′γ∗) and
sˇ(X ′γ) := s(X ′γ)/s(X ′γ∗), define the weighted MVR objective
QWMVR(θ) := E
1
2

(
Yˇ − Xˇ ′β
sˇ(X ′γ)
)2
+ 1
 sˇ(X ′γ)
 = E [12
{
e (Y,X, θ)2 + 1
} s(X ′γ)
s(X ′γ∗)
]
.
If σ2(X) = s(X ′γ0)2, then γ∗ = γ0 and QWMVR(θ) has first-order conditions for β
∂QWMVR(θ)
∂β
= −E
[
X
s(X ′γ0)
e (Y,X, θ)
]
= 0,
which are satisfied by θ = θ0 and coincide with the GLS (and ML) first-order condi-
tions for β at a solution. In general, the functional form of the conditional variance
function is unknown, and the MVR and weighted MVR solutions will differ.
An important implication of Theorem 6 is that the influence function of the MVR
estimator for β is proportional to both moment functions m1 and m2:
IFβ(y, x, θ) = −(G11 −G12G−122 G21)−1[m1(y, x, θ)−G12G−122 m2(y, x, θ)].
The quadratic term m2 dominates and an influential observation is defined as having
(yi−x′iβ)2 large enough for e(yi, xi, θ)2 to be large. Observations that are influential for
β are influential relative to the dispersion of Y , accounting for mean misspecification.
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When the CMF is well-specified, the variance-covariance matrix takes the form
G−1SG−1 =
 G−111 S11G−111 G−111 S12G−122
G−122 S21G
−1
11 G
−1
22 S22G
−1
22
 .
The influence function of β is then proportional to m1 only, and the influence function
of γ is proportional tom2 only, since the off-diagonal blocks ofG are then 0k×k. For the
mean parameter β, an observation (yi, xi) with large influence will be such that yi is
large enough for the standardized residual e(yi, xi, θ) to be large. Because βˆ and γˆ are
determined simultaneously, the influence of outliers on the mean parameter is limited
by the restriction that the sample second moment of e(yi, xi, θ) must remain close to
one, and be exactly one if the scale is linear. In sharp contrast with OLS, the scale
parameter will simultaneously compensate an increase in Y dispersion so as to keep
the variance of e(yi, xi, θ) constant. The MVR influence function although unbounded
for a fixed value of γ thus robustifies OLS through the simultaneous reweighting of
the residuals, downweighting regions in the covariate space where the information on
Y is imprecise, as measured by s(x′γ), in the calculation of the regression fit.
In summary, the MVR estimator does not robustify OLS through the bounding of
the influence function (Koenker, 2005), but by incorporating information about the
dispersion of Y across the covariate space in the definition of an influential outlier.
Remark 2. (Implementation.) Under our assumptions, the MVR objective is globally
convex in θ, and therefore in β for any γ ∈ Θγ,n. This implies that for any γ ∈ Θγ,n
there exists a unique corresponding minimizer βˆ(γ). This observation forms the basis
of our implementation, and letting y = (y1, . . . , yn)′, we first obtain γˆ by solving
min
γ∈Rk
1
n
n∑
i=1
1
2

yi − x′iβˆ(γ)
s(x′iγ)
2 + 1
 s(x′iγ), βˆ(γ) := [X ′nΩ−1n (γ)Xn]−1X ′nΩ−1n (γ)y,
s.t. s(x′iγ) > 0, i = 1, . . . , n, if s(t) ≤ 0 for some t ∈ R.
Concentrating out β for each γ provides a convenient implementation of the MVR
estimator γˆ, with the final estimate for β defined as βˆ := βˆ(γˆ). 
4.2. Inference. Given the MVR estimator θˆ = (βˆ, γˆ)′, inference is performed based
on the estimated asymptotic variance-covariance matrix Vˆ := Gˆ−1SˆGˆ−1, which can
be partitioned into 4 blocks
Vˆ =
 Vˆ11 Vˆ12
Vˆ21 Vˆ22
 .
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The specific form of Vˆ depends on the specification assumptions made on the condi-
tional mean and variance functions. For βˆj and γˆj the jth components of βˆ and γˆ,
respectively, MVR standard errors are obtained as
s.e.(βˆj) :=
( 1
n
[
Vˆ11
]
j,j
) 1
2
, s.e.(γˆj) :=
( 1
n
[
Vˆ22
]
j,j
) 1
2
,
with resulting two-sided confidence intervals with nominal level 1− α,
βˆj ± Φ−1(1− α/2)× s.e.(βˆj), γˆj ± Φ−1(1− α/2)× s.e.(γˆj),
where Φ−1(1 − α/2) denotes the 1 − α/2 quantile of the Gaussian distribution. A
significance test of the null βj = 0 and γj = 0 can then be performed using the test
statistics βˆj/s.e.(βˆj) and γˆj/s.e.(γˆj).
Simultaneous significance testing or hypothesis tests on linear combination of multiple
parameters can be implemented by a Wald test. For h ≤ 2 × k, letting R be an
h× (2× k) matrix of constants of full rank h and r be an h× 1 vector of constants,
define
H0 : Rθ∗ − r = 0, H1 : Rθ∗ − r 6= 0,
the null and alternative hypotheses for a two-sided tests of linear restrictions on the
location-scale model Y = X ′β∗ + s(X ′γ∗)e. It follows from asymptotic normality of
θˆ in (4.2) that the corresponding MVR Wald statistic WMVR satisfies
WMVR := (Rθˆ − r)′[R(Vˆ /n)R′]−1(Rθˆ − r) ∼ χ2(h),
under the null H0.
The Wald statistic WMVR can be specialized to formulate a one-step robust MVR-
based test for heteroskedasticity. Letting
h = k − 1, R =
[
0k−1,k+1 Ik−1
]
, r = 0k−1,
the statistic WMVR gives a robust test of the null hypothesis H0 : γ∗2 = . . . = γ∗k = 0.
Remark 3. When the CMF is linear, robust MVR inference on βˆ uses the closed-form
variance formula
V̂ar(βˆ) = n−1(X ′nΩ−1n (γˆ)Xn)−1(X ′nΨˆeXn)(X ′nΩ−1n (γˆ)Xn)−1,
where Ψˆe = diag(eˆ2i ). 
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5. Numerical Illustrations
All computational procedures can be implemented in the software R (R Development
Core Team, 2017) using open source software packages for nonlinear optimization
such as Nlopt, and its R interface Nloptr (Ypma, Borchers and Eddelbuettel (2018)).
5.1. Empirical Application: Reversal of Fortune. We apply our methods to
the study of the effect of European colonialism on today’s relative wealth of former
colonies, as in Acemoglu, Johnson and Robinson (2002). They show that former
colonies that were relatively rich in 1500 are now relatively poor, and provide ample
empirical evidence of this reversal of fortune. In particular, they study the relationship
between urbanization in 1500 and GDP per capita in 1995 (PPP basis), using OLS
regression analysis. The sample size ranges from 17 to 41 former colonies, allowing
the illustration of MVR properties in small samples.
We take the outcome Y to be log GDP per capita in 1995 and in the baseline spec-
ification X includes an intercept and a measure of urbanization in 1500, a proxy
for economic development. We implement MVR with both linear (`-MVR) and
exponential (e-MVR) scale functions, and report estimated standard errors robust
to mean misspecification according to (4.2). We also report OLS estimates, with
heteroskedasticity-robust standard errors. In the Supplementary Material we also
provide results including standard errors with finite-sample adjustments suggested by
MacKinnon and White (1985), and we also report MVR standard errors calculated
under correct mean misspecification. Our findings are robust to these modifications.
Table 1 reports our results for urbanization in the baseline specification across 5
different sets of countries, and for 4 additional specifications4 including continent
dummies, and controlling for latitude, colonial origin and religion5. A striking feature
of the results is the robustness to scale specification of MVR point estimates and
standard errors. They are nearly identical across all specifications, except for Panel
(3). Compared to OLS, MVR point estimates are all smaller in magnitude, suggesting
a negative bias of OLS away from zero while standard errors are of similar magnitude,
making it more likely to find a significant relationship with OLS estimates in this
empirical application. The urbanization coefficient loses significance with MVR in 4
specifications, mainly as a result of the change in point estimates.
4We exclude two specifications of Table III in Acemoglu, Johnson and Robinson (2002) for which
not all types of OLS and MVR standard errors are well-defined.
5See Acemoglu, Johnson and Robinson (2002) for a detailed description of the data.
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Specifically, we find that MVR provides supporting evidence of a significant statis-
tical relationship between urbanization in 1500 and GDP per capita in 1995 in the
whole sample, but also dropping North Africa, including continent dummies, and
controlling for latitude and for colonial origin. However, the relationship between
urbanization in 1500 and GDP per capita in 1995 is not statistically significant in
the four remaining specifications. When the Americas are dropped (Panel (3)), when
only former colonies from the Americas are considered (Panel (4)), and when control-
ling for religion (Panel (9)), the urbanization coefficient is no longer significant with
MVR. These results are robust to implementing finite-sample adjustments. Specifi-
cation (6) drops observations for neo-Europes (United States, Canada, New Zealand,
and Australia), and only the e-MVR estimate is significant at the 10 percent level
when no finite-sample adjustments are implemented, and loses significance otherwise.
MVR results provide renewed empirical support for a subset of the specifications, but
overall show that the mean relationship in this empirical application is weaker and
less robust than first suggested by the OLS-based analysis6. These findings illustrate
that MVR can substantially alter the conclusions obtained using OLS in practice.
5.2. Numerical Simulations. We investigate the properties of MVR in small sam-
ples and compare its performance with OLS and WLS by implementing numerical
simulations based on the experimental setup in MacKinnon (2013). In the Supple-
mentary Material, we provide additional results for models featuring a nonlinear CMF
and report simulation results from an experiment calibrated to a second empirical ex-
ample. We find that using MVR approximations does not result in a loss in the
quality of approximation of nonlinear CMFs compared to OLS, and MVR estimation
and inference finite-sample properties compare favorably to both OLS and WLS.
5.2.1. Design of Experiments. The data generating process is
Y = β0 +X1β1 +X2β2 +X3β3 +X4β4 + σε, ε ∼ N (0, 1)
σ = z(α) (γ0 +X1γ1 +X2γ2 +X3γ3 +X4γ4)α , α ∈ {0, 0.5, 1, 1.5, 2},
where all regressors are drawn from the standard log-normal distribution, and z(α) is
chosen such that the expected variance of σε is equal to 1. The log-normal regressors
6We also implemented WLS and found that the magnitude of most WLS coefficients is smaller than
MVR point estimates. In addition to specifications (3), (4), (6) and (9), specification (5) is also
found to be not statistically significant. We report the results in Section 3 of the Supplementary
Material.
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ensure that many samples will include high-leverage points with a few observations
taking extreme values. This feature of the design distorts the distribution of test
statistics based on heteroskedasticity-robust estimators of OLS standard errors. The
parameter coefficient values are set to βj = γj = 1 for j = 0, . . . , 4.7 The index α
measures the degree of heteroskedasticity in the model, with α = 0 corresponding to
homoskedasticity, and α = 2 corresponding to high heteroskedasticity. The numerical
simulations are implemented for sample sizes n = 20, 40, 80, 160, 320, 640 and 1280.
For each α and sample size, we generate 10000 samples, and implement OLS, WLS
and MVR. We implement MVR with both linear (`-MVR) and exponential (e-MVR)
scale functions. For WLS we follow the implementations proposed by Romano and
Wolf (2017, cf. equation (3.4) and (3.5), p. 4). Denote the OLS estimator by βˆLS and
let x˜i = (x1i, x2i, x3i, x4i)′. We form the OLS residuals uˆi := yi − x′iβˆLS, i = 1, . . . , n,
and perform the OLS regressions
log(max(δ2, uˆ2i )) = ν + pi′|x˜i|+ ηi,
for WLS with linear scale (`-WLS)8, and
log(max(δ2, uˆ2i )) = ν + pi′ log(|x˜i|) + ηi,
for WLS with exponential scale (e-WLS), where δ = 0.1 as in the implementation of
Romano and Wolf (2017), and with estimates (νˆ, pˆi). The WLS weights are formed
as wˆ`i := νˆ + pˆi′|x˜i| and wˆei := exp(νˆ + pˆi′ log(|x˜i|)), and the WLS estimators are
βˆmWLS := [X ′n(Wmn )−1Xn]−1X ′n(Wmn )−1y, Wmn := diag(wˆmi ), m = `, e,
where y = (y1, . . . , yn)′, Xn is the n × 5 matrix of explanatory variables values, and
diag(wˆ`i ) and diag(wˆei ) denote the n × n diagonal matrices with diagonal elements
wˆ`1, . . . , wˆ
`
n and wˆ
e
1, . . . , wˆ
e
n, respectively.
In all experiments the results for β1 to β4 are similar and we thus only report the
results for β4 for brevity. Also, throughout the relative performance of MVR and
WLS is assessed by comparing `-MVR to `-WLS, and e-MVR to e-WLS.
5.2.2. Estimation results. Tables 2 and 3 report the ratio of MVR root mean squared
errors (RMSE) across simulations over the OLS and WLS RMSEs for the coefficient
7This departs slightly from the original MacKinnon (2013) design where β4 = γ4 = 0. We are
grateful to James MacKinnon for suggesting this modification that preserves heteroskedasticity in
X4.
8This regression is performed imposing the n constraints ν + pi|x˜i| ≥ δ, i = 1, . . . , n, using the lsei
R package (Wang, Lawson and Hanson, 2017).
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parameter β4, each sample size and value of heteroskedasticity parameter α, in per-
centage terms. Denoting an estimator β˜
(s)
4 of β4 for the sth simulation, the RMSE is
computed as { 1
S
∑S
s=1(β˜
(s)
4 − β4)2}1/2, for S = 10000.
Table 2 shows that the performance of both MVR estimators relative to OLS improves
as n and α increase. As expected, for the homoskedastic case α = 0 the performance
of MVR and OLS estimators is very similar, and the ratios converge to 100 from
above, reflecting the efficiency of the OLS estimator in that case. The performance of
MVR then becomes markedly superior as n and α increase, with ratios that reach 31.7
for `-MVR and 22.9 for e-MVR. The estimator `-MVR dominates e-MVR slightly
for n = 20. The performance of the estimator e-MVR then becomes superior as the
degree of heteroskedasticity and sample size increase, showing higher robustness of
the exponential scale specification in more extreme designs in these simulations.
In Table 3, we find that the relative performance of both MVR estimators relative
to WLS also improves as n increases and as α increases from 0.5 to 2. For the
homoskedastic case α = 0, an interesting feature of the simulation results is that
the relative performance of MVR and WLS estimators now converges to 100 from
below. This reflects the fact that for homoskedastic designs MVR weights are better
able to mitigate the cost of reweighting in small samples compared to WLS weights.
For other designs with α > 0, the relative performance of both MVR estimators
dominates the performance of WLS with ratios that reach 76.2 for `-MVR and 43.5
for e-MVR. For α = 1, WLS with linear scale is efficient and dominates slightly
`-MVR as n increases. Compared to OLS and the results of Table 2, these results
show that in this experiment WLS also improves over OLS, that `-MVR improves
over WLS as n increases and α deviates from 1, with little loss for α ≤ 1, and e-MVR
yields substantial additional gains over WLS as both n and α increase.
5.2.3. Inference. In order to study the finite-sample performance of MVR inference
relative to heteroskedasticity-robust OLS and WLS inference, we first compare the
rejection probabilities of asymptotic t tests of the null hypothesis β4 = 1 based on
the standard normal distribution9. We then compare the lengths of the confidence
intervals constructed for the coefficient parameter β4. MVR standard errors are calcu-
lated under mean misspecification according to (4.2). OLS and WLS standard errors
used in the construction of confidence intervals and tests statistics are the asymptotic
9We also performed simulations with and tested for β4 = 0, and calculated rejection probabilities
using a tn−k distribution. The relative performance of the methods remains similar.
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`-MVR e-MVR
α 0 0.5 1 1.5 2 0 0.5 1 1.5 2
n = 20 105.5 104.1 98.9 91.9 84.9 106.7 105.2 99.7 92.4 84.4
n = 40 103.7 100.1 90.9 79.6 69.2 103.4 100.0 91.1 79.5 67.2
n = 80 102.3 96.7 84.0 69.7 58.5 102.1 96.9 84.3 69.1 54.6
n = 160 101.7 94.0 77.4 60.5 49.5 101.5 94.2 77.4 58.9 43.2
n = 320 101.1 91.3 71.5 53.0 42.6 100.9 91.4 70.7 50.2 34.6
n = 640 100.7 89.5 66.8 47.1 37.3 100.6 89.6 66.1 44.1 28.7
n = 1280 100.5 86.6 61.1 40.8 31.7 100.4 86.6 60.1 37.3 22.9
Table 2. Ratio (×100) of MVR RMSE for β4 over corresponding OLS
counterpart.
`-MVR e-MVR
α 0 0.5 1 1.5 2 0 0.5 1 1.5 2
n = 20 98.7 99.0 99.2 98.7 97.1 97.3 98.4 99.4 99.6 97.8
n = 40 97.1 97.8 98.6 97.4 93.1 94.9 96.2 97.4 96.5 90.2
n = 80 96.5 98.1 99.7 96.2 89.6 97.2 98.0 97.8 93.6 82.5
n = 160 96.7 99.2 101.7 94.4 86.7 97.9 96.9 93.1 85.0 70.1
n = 320 96.9 100.3 102.1 92.4 85.2 99.0 96.0 89.0 77.8 59.8
n = 640 97.4 101.3 103.4 91.0 80.4 99.8 95.8 85.7 71.0 50.8
n = 1280 98.1 102.3 104.1 88.8 76.2 99.8 94.2 81.6 64.7 43.5
Table 3. Ratio (×100) of MVR RMSE for β4 over corresponding WLS
counterpart.
heteroskedasticity-robust standard errors. For completeness, in the Supplementary
Material we also compare rejection probabilities and confidence intervals based on
standard errors with finite-sample adjustments suggested by MacKinnon and White
(1985), and we also replicate all experiments using MVR standard errors calculated
under correct mean misspecification with the simplifications in (4.3).
Figure 5.1 displays rejection probability curves of asymptotic t tests of the null hy-
pothesis β4 = 1 for each sample size and value of the heteroskedasticity parameter α.
The nominal size of the tests is set to 5%. Figures 5.1(a)-(d) show that MVR addresses
overrejection of the OLS- and WLS-based tests in the presence of heteroskedasticity
(α > 0). A striking feature of MVR rejection probability curves is that they flatten
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very quickly across α as n increases, a feature somewhat more pronounced for `-MVR
curves. This is in sharp contrast with OLS and e-WLS rejection probability curves
that are increasing with the degree of heteroskedasticity α. For `-WLS the rejection
curves are distorted around α = 1, for which it is efficient, and overall the rejection
probabilities are much larger than for `-MVR. The curves for `-MVR and `-WLS co-
incide only for the case where `-MVR is efficient (α = 1) at moderate sample size and
above (n ≥ 320). The `-MVR rejection probability curve for n = 20 (black curve)
is not placed above the other curves although it is above the nominal level for all
values of α. This feature disappears when finite-sample corrections are implemented
(Figures 2.1-2.3 in the Supplementary Material).
In order to further investigate the relative performance of MVR-based inference, Ta-
bles 4 and 5 report the ratio of average MVR confidence interval lengths across sim-
ulations over the average OLS and WLS confidence interval lengths for β4 for each
sample size and value of heteroskedasticity index α, in percentage terms. We find
that in the presence of heteroskedasticity, the length of MVR confidence intervals is
shorter for all designs compared to both OLS and WLS confidence intervals for some
n large enough. The only exception is relative to `-WLS for α = 0.5, 1, as expected
for α = 1 from `-WLS being efficient in that case. The relatively larger average length
of the confidence intervals for `-MVR when n = 20 in Tables 4 and 5 is very much
reduced with finite-sample corrections (Tables 1-4 in the Supplementary Material).
Overall these simulation results demonstrate that MVR achieves large improvements
in terms of estimation and inference compared to OLS in the presence of heteroskedas-
ticity, and compared to WLS when the conditional variance function is misspecified.
Our numerical simulations confirm MVR robustness to the specification of the scale
function, and both `-MVR and e-MVR perform very well in finite samples. In the
presence of heteroskedasticity rejection probabilities for MVR are much closer to nom-
inal level than those for OLS and for WLS with misspecified weights. MVR achieves
these improvements while simultaneously displaying tighter confidence intervals in all
designs for sample sizes large enough. They are also shorter than their WLS counter-
part with misspecified weights for sample sizes large enough. The precision of MVR
estimates measured in RMSE is also largely superior to OLS under heteroskedasticity
and to WLS with misspecified weights, with lower losses than WLS relative to OLS
under homoskedasticity. These results and the simulations in the Supplementary Ma-
terial illustrate the higher precision, improved finite-sample inference, and favorable
approximation properties of MVR compared to classical least-squares methods.
26
0.0 0.5 1.0 1.5 2.0
0.0
0.1
0.2
0.3
0.4
α
(a) `-MVR vs OLS.
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(c) `-MVR vs `-WLS.
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(d) e-MVR vs e-WLS.
Figure 5.1. Rejection frequencies for asymptotic t tests calculated
with asymptotic standard errors: `-MVR and e-MVR (solid lines), and
OLS and WLS (dashed lines). Sample sizes: 20 (black), 40 (red), 80
(green), 160 (blue), 320 (cyan), 640 (magenta), 1280 (grey).
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`-MVR e-MVR
α 0 0.5 1 1.5 2 0 0.5 1 1.5 2
n = 20 204.1 193.8 179.9 167.2 158.7 114.7 121.8 123.2 123.4 121.9
n = 40 121.0 117.5 109.8 100.0 91.0 104.2 109.8 108.8 103.1 94.1
n = 80 106.7 105.9 97.7 85.5 75.0 101.6 106.0 100.7 89.1 74.3
n = 160 102.9 101.8 90.1 74.8 64.0 100.9 103.3 92.9 76.4 59.1
n = 320 101.4 98.5 83.1 65.6 55.3 100.6 100.0 84.8 65.1 47.3
n = 640 100.6 95.2 76.2 57.5 47.8 100.2 96.3 77.0 55.6 38.2
n = 1280 100.4 92.1 70.1 50.5 41.3 100.2 93.0 70.3 47.9 31.1
Table 4. Ratio (×100) of MVR average confidence interval lengths
for β4 over corresponding OLS counterpart. Confidence intervals con-
structed with asymptotic standard errors.
`-MVR e-MVR
α 0 0.5 1 1.5 2 0 0.5 1 1.5 2
n = 20 245.2 226.0 210.7 201.3 197.4 136.1 143.3 149.8 158.7 165.9
n = 40 140.4 128.8 123.4 120.1 117.0 113.0 118.8 126.1 132.7 133.8
n = 80 120.5 111.5 109.8 107.5 103.2 105.7 110.7 116.1 119.4 113.5
n = 160 112.7 105.7 106.3 101.9 96.7 102.8 106.8 108.6 107.2 96.1
n = 320 108.7 103.4 105.4 98.3 92.7 101.4 103.9 102.0 96.5 81.8
n = 640 105.5 102.7 105.1 95.3 89.0 100.7 101.2 95.8 87.0 70.1
n = 1280 103.4 102.7 104.9 93.0 85.4 100.4 98.9 90.5 79.4 60.9
Table 5. Ratio (×100) of MVR average confidence interval lengths
for β4 over corresponding WLS counterpart. Confidence intervals con-
structed with asymptotic standard errors.
6. Conclusion
We introduce a new loss function for the linear estimation and approximation of
CMFs. The proposed alternative generalises OLS, resulting in more robust approxi-
mations under misspecification and large improvements in finite samples. Given the
importance of the least-squares loss in econometrics and statistics, and the common
occurence of heteroskedasticity in empirical practice, the range of applications for
simultaneous mean-variance regression will be vast. Examples of natural avenues
for future research include the method of instrumental variables, GARCH models,
and flexible specification of the conditional variance function for efficient estimation.
These extensions will be considered in subsequent work.
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Appendix A. Theory for the MVR Criterion
A.1. Notation and Definitions. We define
L(X, Y, θ) := 12

(
Y −X ′β
s(X ′γ)
)2
+ 1
 s(X ′γ),
and
L˜(X, θ) := 12
{
E[(Y −X ′β)2 | X]
s(X ′γ) + s(X
′γ)
}
.
so that by iterated expectations the objective function can be expressed as
Q(θ) = E[L(X, Y, θ)] = E[L˜(X, θ)], θ ∈ Θ.
We denote the level sets of Q(θ) by Bc = {θ ∈ Θ : Q(θ) ≤ c}, c ∈ R, with boundary
set ∂Bc. We also define the compact set B = Bβ × Bγ ⊆ Θ, where Bβ and Bγ are
compact subsets of Rk and Θγ, respectively, and the boundary set of Θ
∂Θ = Rk × ∂Θγ, ∂Θγ =
{
γ ∈ Rk : Pr[s(X ′γ) = 0] > 0
}
.
For any two real numbers a and b, a ∨ b = max(a, b). For two random variables U
and V , U denotes the support of U , defined as the set of values of U such that the
density fU(u) of U is bounded away from 0, and Uv is the conditional support of U
given V = v, v ∈ V . Throughout, C is a generic constant whose value may change
from place to place.
A.2. Preliminary Results. This section gathers two preliminary results used in
establishing the properties of Q(θ).
Lemma 1. Let V be a random k vector such that E[V V ′] exists and is nonsingular.
Then, for every sequence (γn) in Rk such that ||γn|| → ∞, there exists v∗ ∈ V such
that lim||γn||→∞ |γ′nv∗| =∞ a.s.
Proof. Consider a sequence (γn) in Rk such that ||γn|| → ∞, and define δn = γn||γn|| .
The sequence (δn) is bounded, and by application of the Bolzano-Weierstrass theorem
there exists a convergent subsequence δnl , nl → ∞ as l → ∞, with limit δo. More-
over, E[V V ′] nonsingular implies that it is positive definite, so that E[(V ′δo)2] =
δ′oE[V V ′]δo > 0. It follows that V ′δo 6= 0 on a set of positive probability, and
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there exists a value v∗ ∈ V such that δ′ov∗ 6= 0 a.s. Therefore, δnl = γnl||γnl || satis-
fies δ′nlv
∗ → δ′ov∗ 6= 0 as l→∞, which implies that liml→∞ |γ′nlv∗| → ∞:
lim
l→∞
|γ′nlv∗| = liml→∞
∣∣∣(δ′nlv∗)||γnl ||∣∣∣ =
∣∣∣∣(δ′ov∗) lim
l→∞
||γnl ||
∣∣∣∣ =∞.
The stated result follows. 
Lemma 2. Suppose that Assumptions 1, 2 and 4 hold. Then the matrix
Ψ(θ) = E
 XX′s(X′γ) XX′s(X′γ)s1(X ′γ)e(Y,X, θ)
XX′
s(X′γ)s1(X
′γ)e(Y,X, θ) XX>
s(γ·X){s1(X ′γ)e(Y,X, θ)}2
 ,
defined for all θ ∈ B, is positive definite.
Proof. The proof builds on the proofs of Lemma S3 in Spady and Stouli (2018) and
Theorem 1 in Newey and Stouli (2018). Positive definiteness of E[XX ′/s(X ′γ)] for
γ ∈ Bγ under Assumption 4 implies that Ψ(θ) is positive definite for all θ ∈ B if and
only if the Schur complement of E[XX ′/s(X ′γ)] in Ψ(θ) is positive definite (Boyd
and Vandenberghe, 2004, Appendix A.5.5) for all θ ∈ B, i.e., if and only if
Υ (θ) := E
[
XX ′
s(X ′γ){s1(X
′γ)e(Y,X, θ)}2
]
− E
[
XX ′
s(X ′γ)s1(X
′γ)e(Y,X, θ)
]
E
[
XX ′
s(X ′γ)
]−1
E
[
XX ′
s(X ′γ)s1(X
′γ)e(Y,X, θ)
]
satisfies det{Υ (θ)} > 0, for all θ ∈ B.
Letting
Ξ(θ) := E
[
XX ′
s(X ′γ)s1(X
′γ)e(Y,X, θ)
]
E
[
XX ′
s(X ′γ)
]−1
,
for all θ ∈ B, Υ (θ) is equal to
E
{Xs1(X ′γ)e(Y,X, θ)
s(X ′γ)1/2 − Ξ(θ)
X
s(X ′γ)1/2
}{
Xs1(X ′γ)e(Y,X, θ)
s(X ′γ)1/2 − Ξ(θ)
X
s(X ′γ)1/2
}′ ,
a finite positive definite matrix, if and only if for all λ 6= 0 and all θ ∈ B there is no
d such that
(A.1) Pr
[{
λ′X
s(X ′γ)1/2
}
s1(X ′γ)e(Y,X, θ) = d′
{
Ξ(θ) X
s(X ′γ)1/2
}]
> 0;
this is an application of the Cauchy-Schwarz inequality for matrices stated in Tripathi
(1999).
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Positive definiteness of E [XX ′/s(X ′γ)] for γ ∈ Bγ under Assumption 4 implies that
E [{λ′X}2/s(X ′γ)] > 0 for all λ 6= 0, which implies that Pr[λ′X/s(X ′γ)1/2 6= 0] > 0
for all λ 6= 0. Also, by Assumptions 1-2, we have Pr[s1(X ′γ) > 0] = 1 and
Pr [Var(s1(X ′γ)e(Y,X, θ) | X) > 0] = Pr
(s1(X ′γ)
s(X ′γ)
)2
Var(Y | X) > 0
 = 1.
Thus for all λ 6= 0, by Ξ(θ) being a constant matrix for all θ ∈ B, there is no d such
that (A.1) holds, and the result follows. 
A.3. Main Properties of Q(θ).
Lemma 3. [Continuity] Suppose that Assumptions 1 and 3 hold. Then θ 7→ Q(θ) is
continuous over B.
Proof. We first show that E[supθ∈B |L(X, Y, θ)|] < ∞ for all θ ∈ B. By the Triangle
Inequality,
(A.2) 2 |L(X, Y, θ)| ≤ |e(Y,X, θ)2s(X ′γ)|+ |s(X ′γ)|.
Compactness of Bγ implies that there exists a constant C such that supγ∈Bγ 1/s(X ′γ) ≤
C <∞ a.s. Thus for θ ∈ B, the bound
(A.3) |e(Y,X, θ)2s(X ′γ)| ≤ C[2Y 2 + 2(X ′β)2] ≤ 2C[Y 2 + sup
β∈Bβ
||β||2||X||2],
and supβ∈Bβ ||β|| <∞ together imply that E[supβ∈B |e(Y,X, θ)2s(X ′γ)|] <∞ requires
E[Y 2] <∞ and E||X||2 <∞, which hold under Assumption 3(i).
It remains to show that E[supγ∈Bγ |s(X ′γ)|] < ∞. For γ ∈ Bγ, some 0 ≤ κ ∈ (a,∞)
and some intermediate values γ¯, a mean-value expansion about (κ, 0k−1)′ yields
|s(X ′γ)| = |s(κ) + s1(X ′γ¯)(X ′γ − κ)| ≤ s(κ) + sup
γ∈Bγ
||γ|| ||X||s1(X ′γ¯).
With s(κ), supγ∈Bγ ||γ|| <∞, E[supγ∈Bγ |s(X ′γ)|] <∞ requires E[||X||s1(X ′γ¯)] <∞,
which holds under Assumption 3(ii).
Bound (A.2) now implies that E[supθ∈B |L(X, Y, θ)|] < ∞, and continuity of Q(θ)
then follows from continuity of θ 7→ L(X, Y, θ) and dominated convergence. 
Lemma 4. [Continuous Differentiability] If Assumptions 1 and 3 hold, then, for all
θ ∈ B, Q(θ) is continuously differentiable and ∂E[L(X, Y, θ)]/∂θ = E[∂L(X, Y, θ)/∂θ].
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Proof. We first show that E[supθ∈B ||∂L(X, Y, θ)/∂θ||] <∞. Computing
∂L(X, Y, θ)/∂β = −Xe(Y,X, θ), ∂L(X, Y, θ)/∂γ = −12Xs1(X
′γ){e(Y,X, θ)2 − 1}.
Compactness of Bγ implies that there exists a constant C such that
supγ∈Bγ 1/s(X ′γ) ≤ C <∞ a.s. Thus for θ ∈ B, the bound
||Xe(Y,X, θ)|| ≤ C||X|| |Y −X ′β| ≤ C[|Y | ||X||+ sup
β∈Bβ
||β|| ||X||2],
and supβ∈Bβ ||β|| < ∞, imply that E[supθ∈B ||∂L(X, Y, θ)/∂β||] < ∞ requires
E[|Y | ||X||] <∞ and E||X||2 <∞, which hold under Assumptions 3(i).
We now show that E[supθ∈B ||∂L(X, Y, θ)/∂γ||] <∞. Since −1 ≤ e(Y,X, θ)2− 1 a.s.,
for θ ∈ B,∥∥∥Xs1(X ′γ){e(Y,X, θ)2 − 1}∥∥∥ ≤ ||X|| s1(X ′γ) |e(Y,X, θ)2 − 1|
≤ ||X|| s1(X ′γ) [1 ∨ 2C(Y 2 + sup
β∈Bβ
||β||2||X||2)].(A.4)
For γ ∈ Bγ, some 0 ≤ κ ∈ (a,∞) and some intermediate values γ¯, a mean-value
expansion about (κ, 0k−1)′ yields
(A.5) |s1(X ′γ)| = |s1(κ) + s2(X ′γ¯)(X ′γ − κ)| ≤ s1(κ) + sup
γ∈Bγ
||γ|| ||X||s2(X ′γ¯).
This bound and (A.4) together imply∥∥∥Xs1(X ′γ){e(Y,X, θ)2 − 1}∥∥∥ ≤ ||X|| [s1(κ) + sup
γ∈Bγ
||γ|| ||X||s2(X ′γ¯)]
×[1 ∨ 2C(Y 2 + sup
β∈Bβ
||β||2||X||2)].(A.6)
Since B is compact and 0 < s1(κ) < ∞, E[supθ∈B ||∇γL(X, Y, θ)||] < ∞ requires
E||X||3 < ∞, E[Y 2 ||X||] < ∞ and, for all γ ∈ Bγ, E[‖X‖4 s2(X ′γ)] < ∞ and
E[Y 2||X||2s2(X ′γ)] <∞, which hold under Assumption 3.
We have shown that E[supθ∈B ||∂L(X, Y, θ)/∂θ||] <∞ and it now follows by Lemma
3.6 in Newey and Mc Fadden (1994) that Q(θ) is continuously differentiable over B,
and that the order of differentiation and integration can be interchanged. 
Lemma 5. [Convexity] Suppose that Assumptions 1, 3 and 4 hold. Then θ 7→ Q(θ)
is strictly convex over B.
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Proof. Q(θ) is differentiable for all θ ∈ B and the order of integration and differen-
tiation can be interchanged by Lemma 4. In order to show that ∂Q(θ)/∂θ is dif-
ferentiable for θ ∈ B, we show that E[supθ∈B ||∂2L(X, Y, θ)/∂θ∂θ||] < ∞. Direct
calculations yield
∂2L(X, Y, θ)
∂θ∂θ
=
 XX′s(X′γ) XX′s(X′γ)s1(X ′γ)e(Y,X, θ)
XX′
s(X′γ)s1(X
′γ)e(Y,X, θ) XX′
s(X′γ){s1(X ′γ)e(Y,X, θ)}2

+
 0k×k 0k×k
0k×k −12XX ′s2(X ′γ){e(Y,X, θ)2 − 1}

=: h1(X, Y, θ) + h2(X, Y, θ).
We first consider E[supθ∈B ||∂2h1(X, Y, θ)/∂θ∂θ||]. Steps similar to
those leading to (A.3) imply that E[supθ∈B ||∂2h1(X, Y, θ)/∂β∂β||] <
∞ is satisfied since E||X||2 < ∞ and B is compact. Moreover,
E[supθ∈B ||∂2h1(X, Y, θ)/∂β∂γ||] < ∞ and E[supθ∈B ||∂2h1(X, Y, θ)/∂γ∂β||] < ∞ are
implied by E[supθ∈B ||∂2h1(X, Y, θ)/∂γ∂γ||] <∞.
Steps similar to those leading to (A.6) yield, for θ ∈ B,∥∥∥∥∥ XX ′s(X ′γ){s1(X ′γ)e(Y,X, θ)}2
∥∥∥∥∥ ≤ C||X||2s1(X ′γ)2[Y 2 + supβ∈Bβ ||β||2||X||2].
This bound and expansion (A.5) together imply, for some 0 ≤ κ ∈ (a,∞) and some
intermediate value γ¯,∥∥∥∥∥ XX ′s(X ′γ){s1(X ′γ)e(Y,X, θ)}2
∥∥∥∥∥ ≤ C||X||2 [s1(κ)2 + 2 supγ∈Bγ ||γ|| ||X||s1(X ′γ¯)s2(X ′γ¯)]
× [Y 2 + sup
β∈Bβ
||β||2||X||2].
Since B is compact and 0 < s1(κ) < ∞, E[supθ∈B ||∂2h1(X, Y, θ)/∂γ∂γ||] < ∞ re-
quires E||X||4 <∞, E[Y 2 ||X||2] <∞ and, for all γ ∈ Bγ, E[‖X‖5 s1(X ′γ)s2(X ′γ)] <
∞ and E [Y 2||X||3s1(X ′γ)s2(X ′γ)] <∞, which hold under Assumption 3.
We now show that E[supθ∈B ||∂2h2(X, Y, θ)/∂θ∂θ||] < ∞. It suffices to show that
E[supθ∈B ||∂2h2(X, Y, θ)/∂γ∂γ||] <∞. Steps similar to those leading to (A.6), yield,
for θ ∈ B,
∥∥∥XX ′s2(X ′γ){e(Y,X, θ)2 − 1}∥∥∥ ≤ ||X||2s2(X ′γ)[1 ∨ 2C(Y 2 + sup
β∈Bβ
||β||2||X||2)]].
(A.7)
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For γ ∈ Bγ a mean-value expansion about (κ, 0k−1)′ yields
|s2(X ′γ)| = |s2(κ) + s3(X ′γ¯)(X ′γ − κ)| ≤ s2(κ) + sup
γ∈Bγ
||γ|| ||X||s3(X ′γ¯)
This bound and (A.7) together imply∥∥∥XX ′s2(X ′γ){e(Y,X, θ)2 − 1}∥∥∥ ≤ ||X||2 [s2(κ) + sup
γ∈Bγ
||γ|| ||X||s3(X ′γ¯)]
×[1 ∨ 2C(Y 2 + sup
β∈Bβ
||β||2||X||2)].
Since B is compact and 0 ≤ s2(κ) < ∞, E[supθ∈B ||∂2h2(X, Y, θ)/∂γ∂γ||] < ∞ re-
quires E||X||4 <∞, E[Y 2 ||X||2] <∞ and, for all γ ∈ Bγ, E[‖X‖5 s3(X ′γ)] <∞ and
E[Y 2||X||3s3(X ′γ)] <∞, which hold under Assumption 3.
We have shown that E[supθ∈B ||∂2L(X, Y, θ)/∂θ∂θ||] < ∞ and it follows by Lemma
3.6 in Newey and Mc Fadden (1994) that ∂Q(θ)/∂θ is continuously differentiable over
B, and that the order of differentiation and integration can be interchanged.
Letting H1(θ) := E[h1(X, Y, θ)] and H2(θ) := E[h2(X, Y, θ)], for all θ ∈ B, the
Hessian matrix of Q(θ) is H(θ) := H1(θ) + H2(θ), which is positive semidefinite if
H1(θ) and H2(θ) are positive semidefinite (Horn and Johnson, 2012, p.398, 7.1.3.
observation). And if either one of H1(θ) and H2(θ) is positive definite (while the
other is positive semidefinite), then H(θ) is positive definite. All principal minors
of H2(θ) have determinant 0 for all θ ∈ B, and H2(θ) is thus positive semidefinite.
Applying Lemma 2 with Ψ(θ) = H1(θ), we have that H1(θ) is positive definite for
all θ ∈ B. We conclude that H(θ) is positive definite for all θ ∈ B, and the result
follows. 
Lemma 6. [Level Sets Compactness] If Assumptions 1, 3 and 4 hold then the level
sets of θ 7→ Q(θ) are compact.
Proof. We show that the level sets Bc, c ∈ R, of θ 7→ Q(θ) are closed and bounded.
The result then follows by the Heine-Borel theorem.
Step 1. [Bc is bounded]. We show that every sequence in Bc is bounded. Suppose the
contrary. Then there exists an unbounded sequence (θn) in Bc, and a subsequence
(θnl), nl →∞ as l→∞, such that either ||βnl || → ∞ or ||γnl || → ∞.
Step 1.1. If ||γnl || → ∞, then E[XX ′] nonsingular implies that there exists a value
x∗ ∈ X such that |γ′nlx∗| → ∞ as l→∞, a.s., by Lemma 1, which implies s(γ′nlx∗)→
0 or ∞ by definition of t 7→ s(t) in Assumption 1.
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Moreover, for x∗ ∈ X such that |γ′nlx∗| → ∞ as l→∞, we have that E[(Y −X ′β)2 |
X = x∗] <∞ for all β ∈ Rk under Assumption 3(i). It follows that for all β ∈ Rk,
(A.8) lim
l→∞
L˜(x∗, β, γnl) =
1
2 liml→∞
E[(Y −X ′β)2 | X = x∗]
s(γ′nlx∗)
+ 12 liml→∞ s(γ
′
nl
x∗) =∞.
Since L˜(X, θ) is positive a.s. for all θ ∈ Θ and the density fX(x) is bounded away from
0 for all x ∈ X by definition of X , (A.8) implies that E[liml→∞ L˜(X, β, γnl)] = ∞.
Since E[L˜(X, θ)] = Q(θ), Fatou’s lemma then implies that liml→∞Q(β, γnl) =∞, for
all β ∈ Rk. Therefore γ is bounded.
Step 1.2. If ||βnl || → ∞, then E[XX ′] nonsingular implies that there exists a value
x∗∗ ∈ X such that |β′nlx∗∗| → ∞ a.s., by a second application of Lemma 1. Thus
(Y − β′nlx∗∗)2 →∞ as l→∞ a.s.
Moreover, for x∗∗ ∈ X such that |β′nlx∗∗| → ∞ as l→∞, we have that E[liml→∞(Y −
X ′βnl)2 | X = x∗∗] =∞, and Fatou’s lemma then implies that liml→∞E[(Y−X ′βnl)2 |
X = x∗∗] = ∞. Also, s(γ′x∗∗) is finite and positive for any γ ∈ Θγ. It follows that
for all γ ∈ Θγ,
lim
l→∞
L˜(x∗∗, βnl , γ) ≥
1
2 liml→∞
E[(Y −X ′βnl)2 | X = x∗∗]
s(γ′x∗∗) =∞.(A.9)
Since L˜(X, θ) is positive a.s. for all θ ∈ Θ and the density fX(x) is bounded away from
0 for all x ∈ X by definition of X , (A.9) implies that E[liml→∞ L˜(X, βnl , γ)] = ∞.
Fatou’s lemma then implies that liml→∞E[L˜(X, βnl , γ)] = liml→∞Q(βnl , γ) = ∞ for
all γ ∈ Θγ. Therefore β is bounded.
Step 2. [Bc is closed]. We examine the behaviour of θ 7→ Q(θ) on the boundary set
∂Θ in order to determine whether Bc is closed. We show that for every sequence in
Bc converging to a boundary point in ∂Θ, θ 7→ Q(θ) is unbounded. Continuity of
θ 7→ Q(θ) established in Lemma 3 then implies that Bc is closed.
Consider a sequence θn in Bc such that θn → to ∈ ∂Θ as n → ∞. Then, there
exists x∗ ∈ X such that γ′nx∗ → 0 as n → ∞ a.s., by definition of ∂Θ. Moreover,
E[(Y −X ′β)2|X] > 0 a.s. for all β ∈ Rk under Assumption 2. Thus
(A.10) lim
n→∞ L˜(x
∗, θn) =
1
2 limn→∞
E[(Y −X ′βn)2 | X = x∗]
γ′nx∗
=∞.
Since L˜(X, θ) is positive a.s. for all θ ∈ Θ and the density fX(x) is bounded away
from 0 for all x ∈ X by definition of X , (A.10) implies that E[limn→∞ L˜(X, θn)] =∞.
Fatou’s lemma then implies that limn→∞E[L˜(X, θn)] = limn→∞Q(θn) = ∞. This
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yields a contradiction since Q(θn) ≤ c for θn ∈ Bc. Moreover, continuity of θ 7→ Q(θ)
implies Q(to) = limn→∞Q(θn) ≤ c. Therefore, to ∈ Bc and Bc is closed. 
Appendix B. Proofs for Sections 2 and 3
B.1. Proof of Theorem 1. Under Assumptions 1-4, the order of integration and
differentiation for the MVR population problem (2.2) can be interchanged by Lemma
4. Therefore the first-order conditions of problem (2.2) are (2.3)-(2.4), which are
satisfied by θ0. Uniqueness follows from strict convexity of Q(θ) over compact subsets
of Θ established in Lemma 5, and compactness of the level sets of the objective
function Q(θ) established in Lemma 6. 
B.2. Proof of Proposition 1. The first-order conditions (2.3)-(2.4) of the MVR
population problem (2.2) can be written as
E
[
X
s(X ′γ)(Y −X
′β)
]
= 0(B.1)
E
[
X
s1(X ′γ)
s(X ′γ)2
{
(Y −X ′β)2 − s(X ′γ)2
}]
= 0,(B.2)
with unique solutions β0 and γ0, by Theorem 1.
Under the stated assumptions, the first-order conditions of problem (2.8)-(2.9) are
E
[
X
σ(X)(Y −X
′β)
]
= 0(B.3)
−4E
[
X
s(X ′γ)s1(X ′γ)
σ(X)3
{
(Y −X ′β0)2 − s(X ′γ)2
}]
= 0.(B.4)
By assumption the variance of Y conditional on X is correctly specified and σ(X)2 =
s(X ′γ0)2 a.s. Conditions (B.3)-(B.4) are therefore satisfied for (β, γ) = (β0, γ0), and
are then equivalent to the MVR first-order conditions (B.1)-(B.2) evaluated at the
solution (β, γ) = (β0, γ0). 
B.3. Proof of Theorem 2. Step 1: Existence. Pick c ∈ R such that the level set
Bc = {θ ∈ Θ : Q(θ) ≤ c} is nonempty. By Lemma 6, Bc is compact. Continuity of
θ 7→ Q(θ) over compact subsets of Θ established in Lemma 3 then implies that there
exists at least one minimizer to Q(θ) in Bc by the Weierstrass extreme value theorem.
Minimizing Q(θ) over Θ is equivalent to minimizing Q(θ) over any of its nonempty
level sets, which establishes existence of a minimizer θ∗ ∈ Θ.
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Step 2: Uniqueness. By Lemma 5, we have that θ 7→ Q(θ) is strictly convex over
compact subsets of Θ, and thus over Bc, so that Q(θ) admits at most one minimizer
in Bc. This establishes uniqueness of a minimizer θ∗ ∈ Θ. 
B.4. Proof of Theorem 3. Proof of part (i). For θ ∈ Θ, define the function
Q˜(θ) := 12
ˆ 
(
µ(x)− x′β
s(x′γ)
)2
+ σ(x)
2
s(x′γ)2 + 1
 s(x′γ)dFX(x).
We show that Q˜(θ) is equal to Q(θ) for all θ ∈ Θ.
The location-scale representation (3.1) for Y | X implies that, for θ ∈ Θ,(
Y −X ′β
s(X ′γ)
)2
=
(
[µ(X)−X ′β] + σ(X)ε
s(X ′γ)
)2
=
(
µ(X)−X ′β
s(X ′γ)
)2
+ 2
(
µ(X)−X ′β
s(X ′γ)
)
σ(X)
s(X ′γ)ε+
σ(X)2
s(X ′γ)2 ε
2,(B.5)
and the change of variable formula
(B.6) fY |X(Y | X) = fε|X
(
Y − µ(X)
σ(X) | X
)(
1
σ(X)
)
,
hold a.s.
The definition of Q(θ) and expressions (B.5)-(B.6) together imply, for θ ∈ Θ,
Q(θ) = 12
ˆ 
(
y − x′β
s(x′γ)
)2
+ 1
 s(x′γ)fY |X(y | x)dydFX(x)
= 12
ˆ 
(
y − x′β
s(x′γ)
)2
+ 1
 s(x′γ)fε|X
(
y − µ(x)
σ(x) | x
)(
1
σ(x)
)
dydFX(x)
= 12
ˆ 
(
µ(x)− x′β
s(x′γ)
)2
+ 2
(
µ(x)− x′β
s(x′γ)
)
σ(x)
s(x′γ)e+
σ(x)2
s(x′γ)2 e
2 + 1

×s(x′γ)fε|X (e | x) dedFX(x)
= 12
ˆ 
(
µ(x)− x′β
s(x′γ)
)2
+ σ(x)
2
s(x′γ)2 + 1
 s(x′γ)dFX(x) = Q˜(θ),
where the final step uses the law of iterated expectations and the mean zero and unit
variance property of ε conditional on X. Since θ∗ is the unique minimizer of Q(θ) in
Θ, it is also the unique minimizer of Q˜(θ) in Θ. 
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Proof of part (ii). Since ΘLS ⊂ Θ, and θ∗ and θLS are the unique minimizers of Q(θ)
over Θ and ΘLS, respectively, it follows that Q(θ∗) ≤ Q(θLS). 
B.5. Proof of Corollary 1. For the linear scale specification s(t) = t, conditions
(2.4) imply E[(X ′γ∗)e(Y,X, θ∗)2] = E[X ′γ∗]. For the exponential scale specifica-
tion s(t) = exp(t), because X includes an intercept, conditions (2.4) imply that
E[exp(X ′γ∗)e(Y,X, θ∗)2] = E[exp(X ′γ∗)]. It follows that for the linear and exponen-
tial scale specifications, E[s(X ′γ∗)e(Y,X, θ∗)2] = E[s(X ′γ∗)], and
Q(θ∗) = 12E[{e(Y,X, θ
∗)2 + 1}s(X ′γ∗)] = E[s(X ′γ∗)].
We have shown that for the linear and exponential scale specifications, Q(θ∗) =
E[e(Y,X, θ∗)2s(X ′γ∗)]. For OLS, conditions (2.4) simplify to E[e(Y,X, θLS)2−1] = 0,
which implies that s(γLS) = E[(Y −X ′βLS)2]1/2, and
Q(θLS) =
1
2E[{e(Y,X, θLS)
2 + 1}s(γLS)] = s(γLS).
We have shown that for the constant scale specification Q(θLS) = E[(Y −X ′βLS)2]1/2.
The result then follows by Theorem 3(ii). 
B.6. Proof of Theorem 4. By Theorem 3(ii) we have that E [s(X ′γ∗)] = Q(θ∗) ≤
Q(θLS) = σLS. This and Jensen’s inequality for concave functions imply that
(B.7) E [log s(X ′γ∗)] ≤ logE [s(X ′γ∗)] ≤ log (σLS) ,
by monotonicity of the logarithmic function. Thus
 = 2 {log (σLS)− E [log s(X ′γ∗)]} ≥ 0.
By definition (3.6) of the Gaussian density, inequality (B.7), and E[e (Y,X, θLS)2] = 1,
the bound E [e(Y,X, θ∗)2] ≤ 1 + , implies
−E [log fθ∗(Y,X)] = 12 log (2pi) + E
[
log s(X ′γ∗) + 12e(Y,X, θ
∗)2
]
≤ 12 [log (2pi) + 1] + log (σLS)
= −E [log fθLS(Y,X)] .(B.8)
Therefore, upon adding E[log fY |X(Y | X)] to each side of the inequality, we obtain
inequality (3.8). 
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B.7. Proof of Corollary 2. By assumption µ(X) = X ′β0 a.s., and by definition θ∗
satisfies conditions (3.3)-(3.4). Then the first-order conditions (3.3) are satisfied by
β∗ = β0, and γ∗ must satisfy
(B.9) E
[
Xs1(X ′γ∗)
{
σ(X)2
s(X ′γ∗)2 − 1
}]
= 0.
If there exists a pair (β, γ) ∈ Θ satisfying all 2 × k conditions (3.3)-(3.4) simultane-
ously, then this pair is unique, by strict convexity of θ 7→ Q(θ). It follows from the
existence proof of Theorem 2 that the restriction q(γ) := Q(θ)|β=β0 has a minimizer in
Θγ, i.e., there exists γ∗ such that (B.9) holds. Since γ 7→ q(γ) is also strictly convex,
q(γ) admits a unique minimizer γ∗(β0) in Θγ. Therefore, the pair (β0, γ∗(β0)) is the
unique minimizer of Q(θ) when µ(X) = X ′β0 a.s. 
B.8. Proof of Theorem 5. Letting L1(X ) = {ψ : ´ |ψ(x)| fX(x)dx < ∞}, define
the set of admissible conditional standard deviation functions as
S =
{
ψ ∈ L1(X ) : Pr[ψ(X) > 0] = 1
}
.
We first show that σ(X) is a minimizer of the MVR criterion
Q0(ψ) := E
1
2

(
Y −X ′β0
ψ(X)
)2
+ 1
ψ(X)
 , ψ ∈ S.
Assuming that the order of differentiation and integration can be interchanged, as in
Lemma 4, and setting ψα(X) := σ(X) + αψ(X) and eα(Y,X) := (Y −X ′β0)/ψα(X),
we have
∂Q0(ψα)
∂α
∣∣∣∣∣
α=0
= 12 E
[
2eα(Y,X)
∂eα(Y,X)
∂α
ψα(X) +
∂ψα(X)
∂α
eα(Y,X)2 +
∂ψα(X)
∂α
]∣∣∣∣∣
α=0
= 12 E
[
−∂ψα(X)
∂α
{
eα(Y,X)2 − 1
}]∣∣∣∣∣
α=0
,
upon using that ∂eα(Y,X)/∂α = −eα(Y,X){∂ψα(X)/∂α}{ψα(X)}−1. Therefore
∂Q0(ψα)
∂α
∣∣∣∣∣
α=0
= 12E
[
−ψ(X){e(Y,X)2 − 1}
]
= 0, e(Y,X) := Y −X
′β0
σ(X) ,
for each ψ ∈ S since E [e(Y,X)2 | X] = 1 implies that E [h(X) {e(Y,X)2 − 1}] = 0
for any measurable function of X, and in particular each ψ ∈ S.
We next show that Q0(ψ) is strictly convex and thus admits at most one minimizer.
Assuming that the order of differentiation and integration can be interchanged, as in
39
Lemma 5, we have
∂2Q0(ψα)
∂α2
∣∣∣∣∣
α=0
= 12 E
[
−2ψ(X)eα(Y,X)∂eα(Y,X)
∂α
]∣∣∣∣∣
α=0
= E
[
ψ(X)2
ψα(X)
eα(Y,X)2
]∣∣∣∣∣
α=0
= E
[
ψ(X)2
σ(X) e(Y,X)
2
]
= E
[
ψ(X)2
σ(X)
]
> 0,
for each ψ ∈ S. Therefore σ(X) is the unique minimizer of Q0(ψ) in S.
Under correct specification of the CMF, we have that β∗ = β0, by Corollary 2. By
s(X ′γ∗) ∈ S and σ(X) being the unique minimizer of Q0(ψ) in S we have that
Q0(σ) ≤ Q(θ∗). By Q0(σ) = E [σ(X)] and Q(θ∗) = E [s(X ′γ∗)], we have shown that
E [σ(X)] ≤ E [s(X ′γ∗)]. This and Jensen’s inequality for concave functions imply
(B.10) E [log σ(X)] ≤ logE [σ(X)] ≤ logE [s(X ′γ∗)] ,
by monotonicity of the logarithmic function.
By iterated expectations and using that z 7→ z− 1− log z is a positive-valued strictly
convex function for z ≥ 0 gives the bound
(B.11)
E
[
e(Y,X, θ∗)2
]
= E
( σ(X)
s(X ′γ∗)
)2 ≥ 1 + 2 {E [log σ(X)]− E [log s(X ′γ∗)]} .
By definition of the Gaussian density, inequality (B.10), and E[e (Y,X)2] = 1, bound
(B.11) implies
−E [log fθ∗(Y,X)] = 12 log (2pi) + E
[
log s(X ′γ∗) + 12e(Y,X, θ
∗)2
]
≥ 12 [log (2pi) + 1] + E [log σ(X)]
= −E
[
log f †β0(Y,X)
]
.(B.12)
Upon combining (B.8) and (B.12) we obtain inequality (3.11). 
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Appendix C. Asymptotic Theory
Lemma 7. Suppose that Assumptions 1, 3 and 5 holds. Then Qn(θ) is strictly convex
over B.
Proof. For ei = e(yi, xi, θ), the Hessian matrix Hn(θ) of Qn(θ),
Hn(θ) =
1
n
n∑
i=1
 xix′is(x′iγ) xix′is(x′iγ)s1(x′iγ)ei
xix
′
i
s(x′iγ)
s1(x′iγ)ei
xix
′
i
s(x′iγ)
{s1(x′iγ)ei}2

+ 1
n
n∑
i=1
 0k×k 0k×k
0k×k −12xix′is2(x′iγ)(e2i − 1)
 := H1n(θ) +H2n(θ),
defined for θ ∈ B, is positive definite. Steps similar to the proof of Lemma 2 show
that H1n(θ) is positive definite for all θ ∈ B. Moreover, all principal minors of H2n(θ)
have determinant 0 for all θ ∈ B, and H2n(θ) is thus positive semidefinite. Since
Hn(θ) = H1n(θ)+H2n(θ), we conclude that Hn is positive definite for all θ ∈ B (Horn
and Johnson, 2012, p.398, 7.1.3. observation), and the result follows. 
C.1. Proof of Theorem 6. Proof of part (i)-(ii). By Theorem 2, θ∗ ∈ Θ is the
unique minimizer of Q(θ), and the identification condition (i) in Theorem 2.7 in
Newey and Mc Fadden (1994) is thus verified. Since Θ is convex and open, existence
of θ∗ ∈ Θ established in Theorem 2, as well as strict convexity of Qn(θ) established
in Lemma 7 imply that their condition (ii) is satisfied. Finally, since the sample
is i.i.d. by Assumption 5, pointwise convergence of Qn(θ) to Q0(θ) follows from
Q0(θ) bounded (established in the proof of Lemma 3) and application of Khinchine’s
law of large numbers. Hence, all conditions of Newey and McFadden’s Theorem 2.7
are satisfied. Therefore, there exists θˆ ∈ Θ with probability approaching one, and
θˆ →p θ∗. 
Proof of part (iii). The sample MVR solution θˆ can be equivalently formulated as the
Method-of-Moments estimator
θˆ = arg min
θ∈Θ
[
1
n
n∑
i=1
m(yi, xi, θ)
]′ [ 1
n
n∑
i=1
m(yi, xi, θ)
]
,
The asymptotic normality result n1/2(θˆ− θ∗) d→ N(0, G−1S(G−1)′) then follows from
this characterization upon verifying the assumptions of Theorem 3.4 in Newey and Mc
Fadden (1994), for instance. Block symmetry of G then implies that V = G−1SG−1.
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By Theorem 2, θ∗ is in the interior of Θ so that their Condition (i) is satisfied. The
mapping θ 7→ m(Y,X, θ) is continuously differentiable, by inspection, so that their
Condition (ii) is satisfied. By definition, θ∗ satisfies E[m(Y,X, θ∗)] = 0, hence the
first part of their condition (iii) is satisfied. Moreover, bound (A.6) in the proof of
Lemma 4 and the steps below show that E[||m(Y,X, θ∗)||2] is finite under Assumption
6, verifying their Condition (iii). Finally, under our assumptions, from the proof of
Lemma 5, E[supθ∈Θ ||∂m(Y,X, θ)/∂θ||] = E[supθ∈Θ ||∂2L(X, Y, θ)/∂θ∂θ||] is finite and
G = E[∂m(Y,X, θ∗)/∂θ] is nonsingular. Their Conditions (iv) and (v) are satisfied.
If µ(X) = X ′β∗ a.s., then E[(Y − X ′β∗)/s(X ′γ∗) | X] = 0. Therefore, by iterated
expectations, the off-diagonal blocks of G and S simplify to (4.3). If µ(X) = X ′β∗
a.s. and σ2(X) = s(X ′γ∗)2 a.s., then E[e2 − 1 | X] = 0. Therefore, repeated use of
iterated expectations imply
E
[
XX ′
s(X ′γ∗){s1(X
′γ∗)e}2
]
− E
[1
2XX
′s2(X ′γ∗)(e2 − 1)
]
= E
[
XX ′
s(X ′γ∗)s1(X
′γ∗)2
]
,
which yields G22 in (4.4), and S11 and S22 in (4.4).
Application of Theorem 4.5 in Newey and Mc Fadden (1994) implies that
Gˆ−1SˆGˆ−1 →p G−1SG−1. Under Assumption 6, steps similar to the proof of Lemma 4
show that for a neighborhood N of θ∗ we have E[supθ∈N ||m(Y,X, θ)||2] <∞: bound
(A.6) implies, for all θ ∈ N ,∥∥∥Xs1(X ′γ){e(Y,X, θ)2 − 1}∥∥∥2 ≤ {C[||X||+ ||X||s2(X ′γ¯)][Y 2 + ||X||2]}2
≤ 2C[||X||2 + ||X||2s2(X ′γ¯)2][Y 4 + ||X||4],
and E[supθ∈N ||m(Y,X, θ)||2] < ∞ requires E[Y 4||X||2] < ∞, E[||X||6] < ∞, and,
for all γ ∈ Θγ, E[Y 4||X||2s2(X ′γ)2] < ∞, and E[||X||6s2(X ′γ)2] < ∞. By Holder’s
inequality E[Y 4||X||2] <∞ and E[Y 4||X||2s2(X ′γ)2] <∞ if E[Y 6] <∞, E[||X||6] <
∞, and E[||X||6s2(X ′γ)6] < ∞, which hold under Assumption 6. Moreover, θ 7→
m(Y,X, θ) is continuous at θ∗ a.s. The result follows. 
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