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LARGE TIME BEHAVIOR IN CRITICAL Lp BESOV SPACES FOR
COMPRESSIBLE VISCOELASTIC FLOWS
QUNYI BIE, HUI FANG, QIRU WANG, AND ZHENG-AN YAO
Abstract. We consider the large time behavior of global strong solutions to the com-
pressible viscoelastic flows on the whole space RN (N ≥ 2), where the system describes
the elastic properties of the compressible fluid. Adding a suitable initial condition in-
volving only the low-frequency, we prove optimal time decay estimates for the global
solutions in the Lp critical regularity framework, which are similar to those of the com-
pressible Navier-Stokes equations. Our results rely on the pure energy argument, which
allows us to remove the usual smallness assumption of the data in the low-frequency.
1. Introduction and main results
The compressible viscoelastic flows in R+ × R
N reads as
(1.1)

∂tρ+ div(ρu) = 0,
∂t(ρu) + div(ρu⊗ u) +∇P (ρ) = div(2µD(u) + λdivu I) + αdiv(ρFF
T ),
∂tF+ u · ∇F = ∇uF,
(ρ,F,u)(0) = (ρ0,F0,u0),
where ρ = ρ(t, x) ∈ R+ and u = u(t, x) ∈ R
N (N ≥ 2) represent the density and velocity
field, respectively, and F ∈ RN×N is the deformation gradient. Here FT means the
transpose matrix of F, and I is the unit matrix. The pressure P depends only on the
density and the function will be taken suitably smooth. The notation D(u)
def
= 1
2
(Dxu+
(Dxu)
T ) stands for the deformation tensor. The Lame´ coefficients λ and µ (the bulk
and shear viscosities) are density-dependent functions, which are supposed to be smooth
functions of density and to satisfy µ > 0 and λ + 2µ > 0. Such a condition ensures
ellipticity for the operator div(2µD(u) + λdivu Id) and is satisfied in the physical cases.
Let us mention that we focus on solutions (ρ,F,u) that are close to some constant state
(1, I, 0), at spatial infinity.
The main purpose of this paper is to investigate the time decay rates of strong solutions
to system (1.1) in the critical Lp framework. Let us note that system (1.1) is scaling
invariant under the transformation: for any constant κ > 0,
ρ˜ = ρ(κ2t, κx), F˜ = F(κ2t, κx), u˜ = κu(κ2t, κx)
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up to changes of the pressure P˜ = κ2P . Here a functional space is called a critical space
if the associated norm is invariant under the scaling
(e˜, f˜ , g˜)(x) = (e(κx), f(κx), κg(κx)).
Let us first recall some local and global existence results for the compressible viscoelastic
flows. Lei and Zhou [23] proved the global existence of classical solutions for the 2D
model by the incompressible limit. Hu and Wang [18] obtained the local existence of
strong solutions. Hu and Wu [20] proved the global existence of strong solutions to (1.1)
as initial data are the small perturbation of (1, I, 0) in H2(R3). In addition, with the
extra L1(R3) assumption, the optimal convergence rates of the solutions in Lp-norm with
2 ≤ p ≤ 6 and optimal convergence rates of their spatial derivatives in L2-norm were
obtained. Hu and Wang [19] and Qian and Zhang [28] independently derived the global
existence with initial data near equilibrium in the critical L2 space. Very recently, Pan
and Xu [26] extended the works [19, 28] to the critical Lp Besov space and further obtained
the optimal time decay estimates of strong solutions in the general Lp critical framework.
As for the incompressible viscoelastic flows, one could refer to the works [6, 24, 22, 27, 33]
and the references therein.
In the case F ≡ 0, system (1.1) reduces to the classical compressible Navier-Stokes
equations. In the critical framework, for the compressible or incompressible Navier-Stokes
system, there have been a lot of results, see for example [4, 5, 9, 10, 12, 13, 14, 15, 17,
21, 25, 31, 32]. In particular, concerning the large time asymptotic behavior of strong
solutions for the compressible Navier-Stokes equations in the critical framework, Okita
[25] performed low and high frequency decompositions and proved the time decay rate
for strong solutions in the L2 critical framework and in dimension N ≥ 3. Danchin in
the survey paper [12] proposed another description of the time decay which enables to
proceed with dimension N ≥ 2 in the L2 critical framework. Recently, Danchin and Xu
[14] extended the method of [12] to derive optimal time decay rate in the general Lp type
critical spaces. Later on, depending on the refined time-weighted energy approach in the
Fourier semi-group framework, Xu [32] developed a general low-frequency condition for
optimal decay estimates, where the regularity index σ1 of B˙
−σ1
2,∞ belongs to a whole range
(1− N
2
, 2N
p
− N
2
]. Very recently, inspired by the ideas in [16, 30], Xin and Xu [31] developed
a new energy argument to remove the usual smallness condition of low frequencies studied
in [14].
In this paper, motivated by the works [16, 26, 30, 31], we are going to establish the
optimal decay for system (1.1) in the Lp type critical framework without the smallness
assumption of low frequencies. Now, let us first recall the global existence result of system
(1.1) in the critical Lp framework (see [26]).
Theorem 1.1. ([26]) Let N ≥ 2 and p satisfy
(1.2) 2 ≤ p ≤ min{4, 2N/(N − 2)} and, additionally, p 6= 4 if N = 2.
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Assume that P ′(1) > 0. There exists a small positive constant c = c(p,N, λ, µ, P ) and a
universal integer k0 ∈ Z such that if b0
def
= ρ0− 1 ∈ B˙
N
p
p,1, H0
def
= F0− I ∈ B˙
N
p
p,1, u0 ∈ B˙
N
p
−1
p,1
and if in addition (bℓ0,H
ℓ
0,u
ℓ
0) ∈ B˙
N
2
−1
2,1 ( with the notation z
ℓ def= S˙k0+1z and z
h = z − zℓ )
with
(1.3) Xp,0
def
= ‖(b0,H0,u0)‖
ℓ
B˙
N
2 −1
2,1
+ ‖(b0,H0)‖
h
B˙
N
p
p,1
+ ‖u0‖
h
B˙
N
p −1
p,1
≤ c,
then (1.1) has a unique global solution (ρ,F,u) with ρ = b + 1,F = H + I and (ρ,F,u)
in the space Xp defined by
bℓ ∈ C˜b(R+; B˙
N
2
−1
2,1 ) ∩ L
1(R+; B˙
N
2
+1
2,1 ), H
ℓ ∈ C˜b(R+; B˙
N
2
−1
2,1 ) ∩ L
1(R+; B˙
N
2
+1
2,1 ),
uℓ ∈ C˜b(R+; B˙
N
2
−1
2,1 ) ∩ L
1(R+; B˙
N
2
+1
2,1 ), b
h ∈ C˜b(R+; B˙
N
p
p,1) ∩ L
1(R+; B˙
N
p
p,1),
Hh ∈ C˜b(R+; B˙
N
p
p,1) ∩ L
1(R+; B˙
N
p
p,1), u
h ∈ C˜b(R+; B˙
N
p
−1
p,1 ) ∩ L
1(R+; B˙
N
p
+1
p,1 ).
Moreover, we have for some constant C = C(p,N, λ, µ, P ) and for any t > 0,
(1.4) Xp(t) ≤ CXp,0,
with
Xp(t)
def
= ‖(b,H,u)‖ℓ
L˜∞t (B˙
N
2 −1
2,1 )∩L
1
t (B˙
N
2 +1
2,1 )
+ ‖(b,H)‖h
L˜∞t (B˙
N
p
p,1)∩L
1
t (B˙
N
p
p,1)
+ ‖u‖h
L˜∞t (B˙
N
p −1
p,1 )∩L
1
t (B˙
N
p +1
p,1 )
.
(1.5)
To exhibit the large-time asymptotic description of the constructed solution in Theorem
(1.1), it is convenient to rewrite (1.1) as the nonlinear perturbation form of constant
equilibrium (1, I, 0), looking at the nonlinearities as source terms. For simplicity, we
assume that P ′(1) = 1. After changing the functions as
b = ρ− 1, H = F− I,
we see that system (1.1) becomes
(1.6)

∂tb+ divu = −div(bu),
∂tu
i −Aui + ∂ib− α∂kH
ik = −u · ∇ui − I(b)Aui −K(b)∂ib
+αHjk∂jH
ik +
1
1 + b
(
div
(
2µ˜(b)D(u) + λ˜(b)divu I
))i
,
∂tH−∇u = ∇uH − u · ∇H,
(b,H,u)|t=0 = (b0,H0,u0),
with
I(b)
def
=
b
1 + b
, K(b)
def
=
P ′(1 + b)
1 + b
− 1, µ˜(b)
def
= µ(1 + b)− µ(1), λ˜(b)
def
= λ(1 + b)− λ(1),
A
def
= µ¯∆+ (λ¯+ µ¯)∇div such that 2µ¯+ λ¯ = 1 and µ¯ > 0 (µ¯
def
= µ(1) and λ¯
def
= λ(1)).
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Let us emphasize that, in the higher order Sobolev spaces, Hu and Wang [20] inves-
tigated the optimal time decay rates of global solutions to system (1.1). While in the
critical Lp-type framework, Pan and Xu [26] also studied their large-time behavior. In
this paper, we will further studied the large-time behavior of global strong solutions to
(1.1) in the Lp-type critical Besov space, and our results could be seen as the complement
of the ones in [26] (see Remarks 1.1 and 1.2 below).
Now, we state the main results of this paper as follows.
Theorem 1.2. Let N ≥ 2 and p satisfy assumption (1.2). Let (ρ,F,u) be the global
solution addressed by Theorem 1.1. If in addition (b0,H0,u0)
ℓ ∈ B˙−σ12,∞ (1 −
N
2
< σ1 ≤
σ0
def
= 2N
p
− N
2
) such that ‖(b0,H0,u0)‖
ℓ
B˙
−σ1
2,∞
is bounded, then we have
(1.7) ‖(b,H,u)(t)‖B˙σp,1 . (1 + t)
−N
2
( 1
2
− 1
p
)−
σ+σ1
2
where −σ1 −
N
2
+ N
p
< σ ≤ N
p
− 1 for all t ≥ 0.
Denote Λsf
def
= F−1(|ξ|sFf) for s ∈ R. We would obtain the following B˙−σ12,∞ -L
r type
decay estimates by using improved Gagliardo-Nirenberg inequalities.
Corollary 1.1. Let those assumptions of Theorem 1.2 be fulfilled. Then the corresponding
solution (b,H,u) admits
‖Λl(b,H,u)‖Lr . (1 + t)
−N
2
( 1
2
− 1
r
)−
l+σ1
2 ,
where −σ1 −
N
2
+ N
p
< l + N
p
− N
r
≤ N
p
− 1 for p ≤ r ≤ ∞ and t ≥ 0.
We give some comments as follows.
Remark 1.1. The low-frequency assumption of initial data in [26] is at the endpoint σ0
and the corresponding norm needs to be small enough, i.e., there exists a positive constant
c = c(p,N, µ, λ, P ) such that ‖(b0,H0,u0)‖
ℓ
B˙
−σ0
2,∞
≤ c with σ0
def
= 2N
p
− N
2
. Here, the new
lower bound 1 − N
2
< σ1 ≤ σ0 enables us to enjoy larger freedom on the choice of σ1,
which allows to obtain more optimal decay estimates in the Lp framework. In addition,
the smallness of low frequencies is no longer needed in Theorem 1.2 and Corollary 1.1.
Remark 1.2. In [26], there is a little loss on decay rates due to the use of different
Sobolev embeddings at low (or high) frequencies. For example, when σ1 = σ0, the result
in [26] presents that the solution itself decays to equilibrium in Lp norm with the rate of
O(t−
N
p
+N
4 ), which is no faster than that of O(t−
N
2p ) derived from Corollary 1.1 above.
Remark 1.3. To illustrate the decay rates in Corollary 1.1 are optimal, we are now in a
position to exhibit the decay rates of the heat kernel
(1.8) E(t)U0
def
= e−t∆U0.
Taking the Fourier transform of (1.8) yields
F(E(t)U0)(ξ) = e
−t|ξ|2FU0(ξ).
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It follows from Hausdorff-Young and Ho¨lder inequalities that
‖E(t)U0‖Lp ≤ ‖F(E(t)U0)(ξ)‖Lp′ ≤ ‖e
−t|ξ|2‖Lr‖FU0(ξ)‖Lq′ ≤ ‖U0‖Lq t
−N
2r ,
where 1
p
+ 1
p′
= 1
q
+ 1
q′
= 1, 1
p′
= 1
q′
+ 1
r
, p ≥ 2 and 1 ≤ q ≤ 2. Therefore, we obtain r = p
if choosing q = p
2
, i.e., the heat kernel has the time-decay rate of O(t−
N
2p ) in Lp norm if
U0 ∈ L
p
2 . Note that the embedding L
p
2 →֒ B˙−σ02,∞ . One has the global solution of (1.6)
decays to the constant equilibrium with the same rate if taking the endpoint regularity
σ1 = σ0. Thus, those decay rates in Corollary 1.1 are optimal.
Remark 1.4. The condition (1.2) may allow us to consider the case p > N , so that the
regularity index N
p
−1 of u becomes negative when N = 2, 3. Our results are thus suitable
for large highly oscillating initial velocities (see [5, 9] for more details).
Remark 1.5. As pointed out in [31], the nonlinear estimates in the low frequencies play
a key role in proving Theorem 1.2. They employed different Sobolev embeddings and
interpolations to handle the nonlinear terms in the non oscillation case (2 ≤ p ≤ N)
and the oscillation case (p > N), respectively. Here, we develop a non-classical product
estimate in the low frequencies (see (2.4) below), which enables us to unify the estimates
in the non oscillation case and the oscillation one.
The rest of this paper is arranged as follows. In Section 2, we first review some basic
properties of homogeneous Besov spaces and give some classical and non-classical product
estimates in Besov spaces. Section 3 is devoted to estimating L2-type Besov norms at low
frequencies, which plays an important role in deriving the Lyapunov-type inequality for
energy norms. Section 4 presents the proofs of Theorem 1.2 and Corollary 1.1.
2. Preliminaries
Throughout the paper, C stands for a harmless “constant”, and we sometimes write
A . B as an equivalent to A ≤ CB. The notation A ≈ B means that A . B and
B . A. For any Banach space X and u, v ∈ X , we agree that ‖(u, v)‖X
def
= ‖u‖X +
‖v‖X . For p ∈ [1,+∞] and T > 0, the notation L
p(0, T ;X) or LpT (X) denotes the set
of measurable functions f : [0, T ] → X with t 7→ ‖f(t)‖X in L
p(0, T ), endowed with
the norm ‖f‖LpT (X)
def
=
∥∥‖f‖X∥∥Lp(0,T ). We denote by C([0, T ];X) the set of continuous
functions from [0, T ] to X .
We first recall the definition of homogeneous Besov spaces, which could be defined by
using a dyadic partition of unity in Fourier variables called homogeneous Littlewood-Paley
decomposition. Then the product estimates in homogeneous Besov spaces are presented.
2.1. Homogeneous Besov spaces. Choose a radial function ϕ ∈ S(RN) supported in
C = {ξ ∈ RN , 3
4
≤ |ξ| ≤ 8
3
} such that
∑
j∈Z ϕ(2
−jξ) = 1 if ξ 6= 0. The homogeneous
frequency localization operator ∆˙j and S˙j are defined by
∆˙ju = ϕ(2
−jD)u, S˙ju =
∑
k≤j−1
∆˙ku for j ∈ Z.
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From this expression, we could see that
(2.1) ∆˙j∆˙kf = 0 if |j − k| ≥ 2, and ∆˙j(S˙k−1∆˙kf) = 0 if |j − k| ≥ 5.
Let us denote the space Y ′(RN) by the quotient space of S ′(RN)/P with the polynomials
space P. The formal equality u =
∑
k∈Z ∆˙ku holds true for u ∈ Y
′(RN ) and is called the
homogeneous Littlewood-Paley decomposition.
We then define the homogeneous Besov space as
B˙sp,r =
{
f ∈ Y ′(RN) : ‖f‖B˙sp,r < +∞
}
,
for s ∈ R, 1 ≤ p, r ≤ +∞, where
‖f‖B˙sp,r
def
= ‖2ks‖∆˙kf‖Lp‖ℓr .
Next, we introduce the so-called Chemin-Lerner space L˜ρT (B˙
s
p,r) (see [7]):
L˜ρT (B˙
s
p,r) =
{
f ∈ (0,+∞)× Y ′(RN) : ‖f‖L˜ρT (B˙sp,r)
< +∞
}
,
where
‖f‖L˜ρT (B˙sp,r)
def
=
∥∥2ks‖∆˙kf(t)‖Lρ(0,T ;Lp)∥∥ℓr .
The index T will be omitted if T = +∞. A direct application of Minkowski’s inequality
implies that
LρT (B˙
s
p,r) →֒ L˜
ρ
T (B˙
s
p,r) if r ≥ ρ, and L˜
ρ
T (B˙
s
p,r) →֒ L
ρ
T (B˙
s
p,r) if ρ ≥ r.
We shall denote by C˜b([0, T ]; B˙
s
p,r) the subset of functions of L˜
∞
T (B˙
s
p,r) which are also
continuous from [0, T ] to B˙sp,r. Also, for a tempered distribution f and a universal integer
k0, we denote
f ℓ
def
=
∑
k≤k0
∆˙kf, f
h def= f − f ℓ.
We will repeatedly use the following Bernstein’s inequality throughout the paper:
Lemma 2.1. (see [8]) Let C be an annulus and B a ball, 1 ≤ p ≤ q ≤ +∞. Assume that
f ∈ Lp(RN ), then for any nonnegative integer k, there exists constant C independent of
f , k such that
suppfˆ ⊂ λB ⇒ ‖Dkf‖Lq(RN ) := sup
|α|=k
‖∂αf‖Lq(RN ) ≤ C
k+1λk+N(
1
p
− 1
q
)‖f‖Lp(RN ),
suppfˆ ⊂ λC ⇒ C−k−1λk‖f‖Lp(RN ) ≤ ‖D
kf‖Lp(RN ) ≤ C
k+1λk‖f‖Lp(RN ).
Let us now state some classical properties for the Besov spaces.
Proposition 2.1. The following properties hold true:
1) Derivation: There exists a universal constant C such that
C−1‖f‖B˙sp,r ≤ ‖∇f‖B˙s−1p,r ≤ C‖f‖B˙sp,r .
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2) Sobolev embedding: If 1 ≤ p1 ≤ p2 ≤ ∞ and 1 ≤ r1 ≤ r2 ≤ ∞, then B˙
s
p1,r1
→֒
B˙
s− N
p1
+ N
p2
p2,r2 .
3) Real interpolation: ‖f‖
B˙
θs1+(1−θ)s2
p,r
≤ ‖f‖θ
B˙
s1
p,r
‖f‖1−θ
B˙
s2
p,r
.
4) Algebraic properties: for s > 0, B˙sp,1 ∩ L
∞ is an algebra.
2.2. Product estimates. We recall a few nonlinear estimates in Besov spaces which may
be derived by using paradifferential calculus. Introduced by Bony in [3], the paraproduct
between f and g is defined by
Tfg =
∑
k∈Z
S˙k−1f∆˙kg,
and the remainder is given by
R(f, g) =
∑
k∈Z
∆˙kf
˜˙∆kg with ˜˙∆kg def= (∆˙k−1 + ∆˙k + ∆˙k+1)g.
One has the following so-called Bony’s decomposition:
(2.2) fg = Tgf + Tfg +R(f, g).
The paraproduct T and the remainder R operators satisfy the following continuous
properties (see e.g. [1]).
Proposition 2.2. Suppose that s ∈ R, σ > 0, and 1 ≤ p, p1, p2, r, r1, r2 ≤ ∞. Then we
have
1) The paraproduct T is a bilinear, continuous operator from L∞ × B˙sp,r to B˙
s
p,r, and
from B˙−σ∞,r1 × B˙
s
p,r2 to B˙
s−σ
p,r with
1
r
= min{1, 1
r1
+ 1
r2
}.
2) The remainder R is bilinear continuous from B˙s1p1,r1×B˙
s2
p2,r2
to B˙s1+s2p,r with s1+s2 > 0,
1
p
= 1
p1
+ 1
p2
≤ 1, and 1
r
= 1
r1
+ 1
r2
≤ 1.
The following non-classical product estimates enable us to establish the evolution of
Besov norms at low frequencies (see Lemma 3.1 below).
Proposition 2.3. ([2]) Assume that 1− N
2
< σ1 ≤
2N
p
− N
2
(N ≥ 2) and p satisfies (1.2).
Then the following estimates hold true:
(2.3) ‖fg‖
B˙
−σ1
2,∞
. ‖f‖
B˙
N
p
p,1
‖g‖
B˙
−σ1
2,∞
,
and
(2.4) ‖fg‖ℓ
B˙
−σ1
2,∞
. ‖f‖
B˙
N
p −1
p,1
(
‖g‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖g‖
B˙
−σ1+
2N
p −N+1
p,∞
)
.
From Bony’s decomposition (2.2) and Proposition 2.2, we could as well infer the fol-
lowing product estimates:
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Corollary 2.1. ([1], [11]) If u ∈ B˙s1p1,1 and v ∈ B˙
s2
p2,1
with 1 ≤ p1 ≤ p2 ≤ ∞, s1 ≤
N
p1
, s2 ≤
N
p2
and s1+ s2 > 0, then uv ∈ B˙
s1+s2−
N
p1
p2,1
and there exists a constant C, depending only on
N, s1, s2, p1 and p2, such that
‖uv‖
B˙
s1+s2−
N
p1
p2,1
≤ C‖u‖B˙s1p1,1
‖v‖B˙s2p2,1
.
Corollary 2.2. Assume that 1− N
2
< σ1 ≤
2N
p
− N
2
(N ≥ 2) and p fulfills (1.2), then we
have
‖fg‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
. ‖f‖
B˙
N
p
p,1
‖g‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
,
and
‖fg‖
B˙
−σ1+
2N
p −N+1
p,∞
. ‖f‖
B˙
N
p
p,1
‖g‖
B˙
−σ1+
2N
p −N+1
p,∞
.
We also need the following composition lemma (see [1, 10, 29]).
Proposition 2.4. Let F : R → R be smooth with F (0) = 0. For all 1 ≤ p, r ≤ ∞ and
s > 0, it holds that F (u) ∈ B˙sp,r ∩ L
∞ for u ∈ B˙sp,r ∩ L
∞, and
‖F (u)‖B˙sp,r ≤ C‖u‖B˙sp,r
with C depending only on ‖u‖L∞, F
′ (and higher derivatives), s, p and N .
At last, we present the optimal regularity estimates for the heat equation (see e.g. [1]).
Proposition 2.5. Let σ ∈ R, (p, r) ∈ [1,∞]2 and 1 ≤ ρ2 ≤ ρ1 ≤ ∞. Let u satisfy{
∂tu− µ∆u = f,
u|t=0 = u0.
Then for all T > 0, the following a prior estimate is satisfied:
µ
1
ρ1 ‖u‖
L˜
ρ1
T (B˙
σ+ 2ρ1
p,r )
. ‖u0‖B˙σp,r + µ
1
ρ2
−1
‖f‖
L˜
ρ2
T (B˙
σ−2+ 2ρ2
p,r )
.
3. Estimation of L2-type Besov norms at low frequencies
This section establishes L2-type Besov norms at low frequencies, which is the main
ingredient in proving Theorem 1.2. Firstly, we recall some properties of compressible
viscoelastic flows, which have been verified in [28].
Proposition 3.1. The density ρ and the deformation gradient F of system (1.1) fulfill
the following equalities:
(3.1) ∇ · (ρFT ) = 0 and F lk∂lF
ij − F lj∂lF
ik = 0,
if the initial data (ρ0,F0) satisfies
(3.2) ∇ · (ρ0F
T
0 ) = 0 and F
lk
0 ∂lF
ij
0 − F
lj
0 ∂lF
ik
0 = 0.
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From Proposition 3.1, the i-th component of the vector div(ρFFT ) may be written as
(3.3) ∂j(ρF
ikF jk) = ρF jk∂jF
ik + F ik∂j(ρF
jk) = ρF jk∂jF
ik,
where we used the first equality in (3.1).
Lemma 3.1. Let p satisfy (1.2) and σ1 ∈ (1 −
N
2
, 2N
p
− N
2
]. Then the solution (b,H,u)
to system (1.6) satisfies
‖(b,H,u)(t)‖ℓ
B˙
−σ1
2,∞
. ‖(b0,H0,u0)‖
ℓ
B˙
−σ1
2,∞
+
∫ t
0
A1(τ)‖(b,H,u)(τ)‖
ℓ
B˙
−σ1
2,∞
dτ +
∫ t
0
A2(τ)dτ,
(3.4)
where
A1(t)
def
= ‖(b,H,u)‖ℓ
B˙
N
2 +1
2,1
+ ‖(b,H)‖h
B˙
N
p
p,1
+ ‖u‖h
B˙
N
p +1
p,1
+ ‖b‖2
B˙
N
p
p,1
+ ‖b‖
B˙
N
p
p,1
‖u‖h
B˙
N
p +1
p,1
and
A2(t)
def
=
(
‖(b,H,u)‖h
B˙
N
p
p,1
)2
+ ‖b‖2
B˙
N
p
p,1
‖b‖h
B˙
N
p
p,1
+ ‖(b,H)‖h
B˙
N
p
p,1
‖u‖h
B˙
N
p +1
p,1
+
(
‖b‖
B˙
N
p
p,1
)2
‖u‖h
B˙
N
p +1
p,1
.
Proof. As in [28], we introduce
(3.5) ω = Λ−1divu and eij = Λ−1∂ju
i,
where Λsz
def
= F−1(|ξ|sFz), s ∈ R. Applying the second equality in (3.1), one gets
(3.6) Λ−1(∂j∂kH
ik) = −ΛH ij − Λ−1∂k(H
lj∂lH
ik −H lk∂lH
ij).
Then system (1.6) becomes
(3.7)

∂tb+ Λω = G1,
∂te
ij − µ¯∆eij − (λ¯+ µ¯)∂i∂jω + Λ
−1∂i∂jb+ ΛH
ij = Gij2 ,
∂tH
ij − Λeij = Gij3 ,
ω = −Λ−2∂i∂je
ij , ui = −Λ−1∂je
ij ,
(b,H, e)|t=0 = (b0,H0, e0),
where G1 = −b∇ · u− u · ∇b, G
ij
3 = ∂ku
iHkj − u · ∇H ij and
Gij2 = −Λ
−1∂j
(
u · ∇ui −H lk∂lH
ik + I(b)Aui +K(b)∂ib
)
− Λ−1∂k(H
lj∂lH
ik −H lk∂lH
ij) + Λ−1∂j
( 1
1 + b
div
(
2µ˜(b)D(u) + λ˜(b)divu I
))i
.
On the other hand, we need the following auxiliary equation in subsequent estimates:
(3.8) ∂iH
ij = −∂jb−G
j
0, G
j
0 = ∂i(bH
ij),
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which is deduced from the first equality in (3.1).
Utilizing the operator ∆˙k to (3.7) and denoting nk
def
= ∆˙kn, one has for all k ∈ Z that
(3.9)

∂tbk + Λωk = G1k,
∂te
ij
k − µ¯∆e
ij
k − (λ¯+ µ¯)∂i∂jωk + Λ
−1∂i∂jbk + ΛH
ij
k = G
ij
2k,
∂tH
ij
k − Λe
ij
k = G
ij
3k,
ωk = −Λ
−2∂i∂je
ij
k .
Taking L2 scalar product of (3.9)2 with e
ij
k and thanks to (3.9)4, we derive that
(3.10)
1
2
d
dt
‖ek‖
2
L2 + µ¯‖Λek‖
2
L2 + (µ¯+ λ¯)‖Λωk‖
2
L2 − (bk,Λωk) + (ΛHk, ek) = (G2k, ek).
Taking L2 inner product of (3.9)1 and (3.9)3 with bk and Hk, respectively, and then
adding the resulting equations to (3.10), we have
1
2
d
dt
(
‖bk‖
2
L2 + ‖Hk‖
2
L2 + ‖ek‖
2
L2
)
+ µ¯‖Λek‖
2
L2 + (µ¯+ λ¯)‖Λωk‖
2
L2
= (G1k, bk) + (G2k, ek) + (G3k,Hk).
(3.11)
To derive the dissipation arising from (b,H), we execute the operator Λ to (3.9)1 and
take the L2 inner product of the resulting equation with −ωk. Also, we take the L
2 inner
product of (3.9)2 with Λ
−1∂j∂jbk. Adding those resulting equations together yields
−
d
dt
(Λbk, ωk) + ‖Λbk‖
2
L2 − ‖Λωk‖
2
L2 − (Λ
2ωk,Λbk) + (H
ij
k , ∂i∂jbk)
= −(ΛG1k, ωk) + (G
ij
2k,Λ
−1∂i∂jbk).
(3.12)
In a similar manner, we apply Λ to (3.9)3 and then take the L
2 inner product of the
resulting equation with eijk and also take the L
2 inner product of (3.9)2 with ΛH
ij
k . Then
summing up them implies
d
dt
(ΛHk, ek) + ‖ΛHk‖
2
L2 − ‖Λek‖
2
L2 − (µ¯+ λ¯)(ΛH
ij
k , ∂i∂jωk)
+ µ¯(Λ2ek,ΛHk) + (∂i∂jbk, H
ij
k ) = (ΛG3k, ek) + (G2k,ΛHk).
(3.13)
Multiplying a small constant r > 0 which is determined later to (3.12) and (3.13),
respectively, and then adding them to (3.11), we infer
(3.14)
1
2
d
dt
(
‖bk‖
2
L2 + ‖Hk‖
2
L2 + ‖ek‖
2
L2 + 2r(ΛHk, ek)− 2r(Λbk, ωk)
)
+ (µ¯− r)‖Λek‖
2
L2 + (µ¯+ λ¯− r)‖Λωk‖
2
L2 + r‖Λbk‖
2
L2 + r‖ΛHk‖
2
L2
+ rµ¯(Λ2ek,ΛHk)− r(µ¯+ λ¯)(ΛH
ij
k , ∂i∂jωk)− r(Λ
2ωk,Λbk) + 2r(∂i∂jbk, H
ij
k )
= (G1k, bk) + (G2k, ek) + (G3k,Hk)− r(ΛG1k, ωk) + r(G
ij
2k,Λ
−1∂i∂jbk)
+ r(ΛG3k, ek) + r(G2k,ΛHk).
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It follows from (3.8) that
(3.15) (∂i∂jbk, H
ij
k ) = (bk, ∂i∂jH
ij
k ) = (bk,−∆bk − ∂jG
j
0k) = ‖Λbk‖
2
L2 − (bk, ∂jG
j
0k).
Putting (3.15) to (3.14), we achieve that
(3.16)
d
dt
g2ℓ,k + g˜
2
ℓ,k = (G1k, bk) + (G2k, ek) + (G3k,Hk)− r(ΛG1k, ωk)
+ r(Gij2k,Λ
−1∂i∂jbk) + r(ΛG3k, ek) + r(G2k,ΛHk) + 2r(bk, ∂jG
j
0k),
where
(3.17)
g2ℓ,k
def
= ‖bk‖
2
L2 + ‖Hk‖
2
L2 + ‖ek‖
2
L2 + 2r(ΛHk, ek)− 2r(Λbk, ωk),
g˜2ℓ,k
def
= (µ¯− r)‖Λek‖
2
L2 + (µ¯+ λ¯− r)‖Λωk‖
2
L2 + 3r‖Λbk‖
2
L2 + r‖ΛHk‖
2
L2
+rµ¯(Λ2ek,ΛHk)− r(µ¯+ λ¯)(ΛH
ij
k , ∂i∂jωk)− r(Λ
2ωk,Λbk).
For any fixed k0, we may choose r ≈ r(λ¯, µ¯, k0) sufficiently small such that for k ≤ k0,
(3.18)
g2ℓ,k ≈ ‖bk‖
2
L2 + ‖Hk‖
2
L2 + ‖ek‖
2
L2 ,
g˜2ℓ,k ≈ 2
2k
(
‖bk‖
2
L2 + ‖Hk‖
2
L2 + ‖ek‖
2
L2
)
.
Using Cauchy-Schwarz inequality to deal with terms in the right hand of (3.16), under
the condition that k ≤ k0, we could derive the following inequality:
(3.19)
d
dt
gℓ,k + 2
2kgℓ,k . ‖G0k‖L2 + ‖G1k‖L2 + ‖G2k‖L2 + ‖G3k‖L2.
Then, for any t > 0, integrating in time from 0 to t on both sides of (3.19), one derives
(3.20)
‖(bk,Hk, ek)‖L2
. ‖(b0k,H0k, e0k)‖L2 +
∫ t
0
(
‖G0k‖L2 + ‖G1k‖L2 + ‖G2k‖L2 + ‖G3k‖L2
)
ds.
Multiplying 2k(−σ1) in (3.20) and taking supremum in terms of k ≤ k0, we arrive at
(3.21) ‖(b,H, e)(t)‖ℓ
B˙
−σ1
2,∞
. ‖(b0,H0, e0)‖
ℓ
B˙
−σ1
2,∞
+
∫ t
0
‖(G0, G1,G2,G3)‖
ℓ
B˙
−σ1
2,∞
ds.
which combined with the relation ui = −Λ−1∂je
ij gives that
(3.22) ‖(b,H,u)(t)‖ℓ
B˙
−σ1
2,∞
. ‖(b0,H0,u0)‖
ℓ
B˙
−σ1
2,∞
+
∫ t
0
‖(G0, G1,G2,G3)‖
ℓ
B˙
−σ1
2,∞
ds.
In what follows, we focus on estimates of nonlinear norm ‖(G0, G1,G2,G3)‖
ℓ
B˙
−σ1
2,∞
.
Firstly, we estimate the term Gj0 = ∂i(bH
ij) = ∂ibH
ij + b∂iH
ij.
Estimate of ∂ibH
ij and b∂iH
ij. We only deal with the term ∂ibH
ij and the term b∂iH
ij
could be handled similarly. Decompose ∂ibH
ij as
∂ibH
ij = (∂ib)
ℓ(H ij)ℓ + (∂ib)
ℓ(H ij)h + (∂ib)
h(H ij)ℓ + (∂ib)
h(H ij)h.
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Due to (2.3), we infer that
(3.23) ‖(∂ib)
ℓ(H ij)ℓ‖
B˙
−σ1
2,∞
. ‖(∂ib)
ℓ‖
B˙
N
p
p,1
‖(H ij)ℓ‖
B˙
−σ1
2,∞
. ‖b‖ℓ
B˙
N
2 +1
2,1
‖H‖ℓ
B˙
−σ1
2,∞
,
and
(3.24) ‖(∂ib)
ℓ(H ij)h‖
B˙
−σ1
2,∞
. ‖(H ij)h‖
B˙
N
p
p,1
‖(∂ib)
ℓ‖
B˙
−σ1
2,∞
. ‖H‖h
B˙
N
p
p,1
‖b‖ℓ
B˙
−σ1
2,∞
.
By means of (2.4), one gets
‖(∂ib)
h(H ij)ℓ‖ℓ
B˙
−σ1
2,∞
. ‖(∂ib)
h‖
B˙
N
p −1
p,1
(
‖(H ij)ℓ‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖(H ij)ℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖b‖h
B˙
N
p
p,1
‖H‖ℓ
B˙
−σ1+
2N
p −N+1
p,∞
. ‖b‖h
B˙
N
p
p,1
‖H‖ℓ
B˙
−σ1
2,∞
,
(3.25)
where we used that −σ1 +
2N
p
−N + 1 ≤ −σ1 +
N
p
− N
2
+ 1 in the second inequality and
the embedding B˙−σ12,∞ →֒ B˙
−σ1+
2N
p
−N+1
p,∞ at the low frequency in the last inequality when
2 ≤ p ≤ 2N
N−2
. For the term (∂ib)
h(H ij)h, by (2.4) again, we have
‖(∂ib)
h(H ij)h‖ℓ
B˙
−σ1
2,∞
. ‖(∂ib)
h‖
B˙
N
p −1
p,1
(
‖(H ij)h‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖(H ij)h‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖b‖h
B˙
N
p
p,1
‖H‖h
B˙
−σ1+
N
p −
N
2 +1
p,∞
. ‖b‖h
B˙
N
p
p,1
‖H‖h
B˙
N
p
p,1
.
(3.26)
where we used that −σ1 +
2N
p
− N + 1 ≤ −σ1 +
N
p
− N
2
+ 1 in the second inequality
when p ≥ 2, and the embedding B˙
N
p
p,1 →֒ B˙
−σ1+
N
p
−N
2
+1
p,∞ at the high frequency in the last
inequality when σ1 > 1−
N
2
.
Next, we deal with G1 = −b divu − u · ∇b and G
ij
3 = ∂ku
iHkj − u · ∇H ij. We only
estimate G1, since the two terms in G
ij
3 could be treated similarly.
Estimate of b divu. We decompose
b divu = bℓdivu+ bhdivuℓ + bhdivuh.
Thanks to (2.3), we get
(3.27) ‖bℓdivu‖
B˙
−σ1
2,∞
. ‖divu‖
B˙
N
p
p,1
‖b‖ℓ
B˙
−σ1
2,∞
.
(
‖u‖ℓ
B˙
N
2 +1
2,1
+ ‖u‖h
B˙
N
p +1
p,1
)
‖b‖ℓ
B˙
−σ1
2,∞
and
(3.28) ‖bhdivuℓ‖
B˙
−σ1
2,∞
. ‖bh‖
B˙
N
p
p,1
‖divuℓ‖
B˙
−σ1
2,∞
. ‖b‖h
B˙
N
p
p,1
‖u‖ℓ
B˙
−σ1
2,∞
.
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In view of (2.4), one derives
‖bhdivuh‖ℓ
B˙
−σ1
2,∞
. ‖bh‖
B˙
N
p −1
p,1
(
‖divuh‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖divuh‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖b‖h
B˙
N
p
p,1
‖u‖h
B˙
N
p +1
p,1
,
(3.29)
where we used that −σ1 +
2N
p
−N +2 ≤ −σ1 +
N
p
− N
2
+2 < N
p
+1 since σ1 > 1−
N
2
and
p ≥ 2.
Estimate of u · ∇b. Decomposing u · ∇b = uℓ · ∇bℓ + uh · ∇bℓ + uℓ · ∇bh + uh · ∇bh, we
deduce from (2.3) that
(3.30) ‖uℓ∇bℓ‖
B˙
−σ1
2,∞
. ‖∇bℓ‖
B˙
N
p
p,1
‖uℓ‖
B˙
−σ1
2,∞
. ‖b‖ℓ
B˙
N
2 +1
2,1
‖u‖ℓ
B˙
−σ1
2,∞
,
and
(3.31) ‖uh∇bℓ‖
B˙
−σ1
2,∞
. ‖uh‖
B˙
N
p
p,1
‖∇bℓ‖
B˙
−σ1
2,∞
. ‖u‖h
B˙
N
p +1
p,1
‖b‖ℓ
B˙
−σ1
2,∞
.
Similar to (3.25), one arrives at
‖uℓ∇bh‖ℓ
B˙
−σ1
2,∞
. ‖∇bh‖
B˙
N
p −1
p,1
(
‖uℓ‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖uℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖bh‖
B˙
N
p
p,1
‖uℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
. ‖b‖h
B˙
N
p
p,1
‖u‖ℓ
B˙
−σ1
2,∞
.
(3.32)
For the term uh∇bh, by (2.4) again, one infers that
‖uh∇bh‖ℓ
B˙
−σ1
2,∞
. ‖∇bh‖
B˙
N
p −1
p,1
(
‖uh‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖uh‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖bh‖
B˙
N
p
p,1
‖uh‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
. ‖b‖h
B˙
N
p
p,1
‖u‖h
B˙
N
p +1
p,1
,
(3.33)
where we have applied the fact that −σ1+
2N
p
−N +1 ≤ −σ1+
N
p
− N
2
+1 ≤ N
p
+1, since
σ1 > 1−
N
2
and p ≥ 2.
In what follows, we handle the term G2 which is expressed as
Gij2 = −Λ
−1∂j
(
u · ∇ui −H lk∂lH
ik + I(b)Aui +K(b)∂ib
)
− Λ−1∂k(H
lj∂lH
ik −H lk∂lH
ij) + Λ−1∂j
( 1
1 + b
div
(
2µ˜(b)D(u) + λ˜(b)divu I
))i
.
Obviously, the operators Λ−1∂j and Λ
−1∂k are homogeneous of degree zero.
Estimate of u · ∇u. Decompose u · ∇u = uℓ · ∇uℓ + uℓ · ∇uh + uh · ∇uℓ + uh · ∇uh. It
holds from (2.3) that
(3.34) ‖uℓ · ∇uℓ‖
B˙
−σ1
2,∞
. ‖∇uℓ‖
B˙
N
p
p,1
‖uℓ‖
B˙
−σ1
2,∞
. ‖u‖ℓ
B˙
N
2 +1
2,1
‖u‖ℓ
B˙
−σ1
2,∞
,
and
(3.35) ‖uh · ∇uℓ‖
B˙
−σ1
2,∞
. ‖uh‖
B˙
N
p
p,1
‖∇uℓ‖
B˙
−σ1
2,∞
. ‖u‖h
B˙
N
p +1
p,1
‖u‖ℓ
B˙
−σ1
2,∞
.
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Using (2.4) yields
‖uℓ · ∇uh‖ℓ
B˙
−σ1
2,∞
. ‖∇uh‖
B˙
N
p −1
p,1
(
‖uℓ‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖uℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖uh‖
B˙
N
p
p,1
‖uℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
. ‖u‖h
B˙
N
p +1
p,1
‖u‖ℓ
B˙
−σ1
2,∞
,
(3.36)
and
‖uh · ∇uh‖ℓ
B˙
−σ1
2,∞
. ‖∇uh‖
B˙
N
p −1
p,1
(
‖uh‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖uh‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖uh‖
B˙
N
p
p,1
‖uh‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
. ‖u‖h
B˙
N
p
p,1
‖u‖h
B˙
N
p
p,1
.
(3.37)
Estimate of H lj∂lH
ik, H lk∂lH
ij and H lk∂lH
ik. These three terms could be handled
similar to the term ∂ibH
ij and here we omit the details for simplicity.
Estimate of I(b)Au. Keeping in mind that I(0) = 0, one may write
I(b) = I ′(0)b+ I¯(b)b
for some smooth function I¯ vanishing at 0. Thus, using (2.3) again, we have
(3.38) ‖bℓAuℓ‖
B˙
−σ1
2,∞
. ‖Auℓ‖
B˙
N
p
p,1
‖bℓ‖
B˙
−σ1
2,∞
. ‖u‖ℓ
B˙
N
2 +1
2,1
‖b‖ℓ
B˙
−σ1
2,∞
,
and
(3.39) ‖bhAuℓ‖
B˙
−σ1
2,∞
. ‖bh‖
B˙
N
p
p,1
‖Auℓ‖
B˙
−σ1
2,∞
. ‖b‖h
B˙
N
p
p,1
‖u‖ℓ
B˙
−σ1
2,∞
.
Arguing similarly as deriving (3.36) and (3.37), one has
‖bℓAuh‖ℓ
B˙
−σ1
2,∞
. ‖Auh‖
B˙
N
p −1
p,1
(
‖bℓ‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖bℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖u‖h
B˙
N
p +1
p,1
‖bℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
. ‖u‖h
B˙
N
p +1
p,1
‖b‖ℓ
B˙
−σ1
2,∞
,
(3.40)
and
‖bhAuh‖ℓ
B˙
−σ1
2,∞
. ‖Auh‖
B˙
N
p −1
p,1
(
‖bh‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖bh‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖uh‖
B˙
N
p +1
p,1
‖bh‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
. ‖u‖h
B˙
N
p +1
p,1
‖b‖h
B˙
N
p
p,1
.
(3.41)
On the other hand, from (2.3), (2.4), Proposition 2.4 and Corollaries 2.1 and 2.2, we have
(3.42) ‖I¯(b)bAuℓ‖
B˙
−σ1
2,∞
. ‖I¯(b)b‖
B˙
N
p
p,1
‖Auℓ‖
B˙
−σ1
2,∞
. ‖b‖2
B˙
N
p
p,1
‖u‖ℓ
B˙
−σ1
2,∞
,
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and
‖I¯(b)bAuh‖ℓ
B˙
−σ1
2,∞
. ‖Auh‖
B˙
N
p −1
p,1
(
‖I¯(b)b‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖I¯(b)b‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖uh‖
B˙
N
p +1
p,1
‖I¯(b)‖
B˙
N
p
p,1
(
‖b‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖b‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖u‖h
B˙
N
p +1
p,1
‖b‖
B˙
N
p
p,1
(
‖b‖h
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖b‖ℓ
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖u‖h
B˙
N
p +1
p,1
‖b‖
B˙
N
p
p,1
(
‖b‖h
B˙
N
p
p,1
+ ‖b‖ℓ
B˙
−σ1
2,∞
)
.
(3.43)
Estimate of K(b)∇b. In view of K(0) = 0, we may write K(b) = K ′(0)b+ K¯(b)b, here
K¯ is a smooth function fulfilling K¯(0) = 0. For the term b∇b, we achieve
(3.44) ‖bℓ∇bℓ‖
B˙
−σ1
2,∞
. ‖∇bℓ‖
B˙
N
p
p,1
‖bℓ‖
B˙
−σ1
2,∞
. ‖b‖ℓ
B˙
N
2 +1
2,1
‖b‖ℓ
B˙
−σ1
2,∞
,
and
(3.45) ‖bh∇bℓ‖
B˙
−σ1
2,∞
. ‖bh‖
B˙
N
p
p,1
‖∇bℓ‖
B˙
−σ1
2,∞
. ‖b‖h
B˙
N
p
p,1
‖b‖ℓ
B˙
−σ1
2,∞
.
Also, one has
‖bℓ∇bh‖ℓ
B˙
−σ1
2,∞
. ‖∇bh‖
B˙
N
p −1
p,1
(
‖bℓ‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖bℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖b‖h
B˙
N
p
p,1
‖aℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
. ‖b‖h
B˙
N
p
p,1
‖b‖ℓ
B˙
−σ1
2,∞
,
(3.46)
and
‖bh∇bh‖ℓ
B˙
−σ1
2,∞
. ‖∇bh‖
B˙
N
p −1
p,1
(
‖bh‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖bh‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖bh‖
B˙
N
p
p,1
‖bh‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
. ‖b‖h
B˙
N
p
p,1
‖b‖h
B˙
N
p
p,1
.
(3.47)
In regard the term K¯(b)b∇b, we use the decomposition K¯(b)b∇b = K¯(b)b∇bℓ+ K¯(b)b∇bh
and get from (2.3)-(2.4), Corollary 2.2 and Proposition 2.4 again that
‖K¯(b)b∇bℓ‖
B˙
−σ1
2,∞
. ‖K¯(b)b‖
B˙
N
p
p,1
‖∇b‖ℓ
B˙
−σ1
2,∞
. ‖b‖2
B˙
N
p
p,1
‖b‖ℓ
B˙
−σ1
2,∞
,(3.48)
and
‖K¯(b)b∇bh‖ℓ
B˙
−σ1
2,∞
. ‖∇bh‖
B˙
N
p −1
p,1
(
‖K¯(b)b‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖K¯(b)b‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖bh‖
B˙
N
p
p,1
‖K¯(b)‖
B˙
N
p
p,1
(
‖b‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖b‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖b‖2
B˙
N
p
p,1
(
‖b‖ℓ
B˙
−σ1
2,∞
+ ‖b‖h
B˙
N
p
p,1
)
.
(3.49)
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Estimate of 1
1+b
(2µ˜(b)divD(u) + λ˜(b)∇divu). The estimate of this term could be simi-
larly handled as the term I(b)Au and the details are omitted here.
Estimate of 1
1+b
(2µ˜′(b)D(u) · ∇b+ λ˜′(b)divu∇b). We only deal with the term 2µ˜
′(b)
1+b
D(u)·
∇b and the remainder term could be handled in a similar manner. Denote by J(b) the
smooth function fulfilling
(3.50) J ′(b) =
2µ˜′(b)
1 + b
and J(0) = 0, so that ∇J(b) =
2µ˜′(b)
1 + b
∇b.
Decomposing J(b) = J ′(0)b+ J¯(b)b implies ∇J(b) = J ′(0)∇b+∇(J¯(b)b). Then we have
from (2.3) and (2.4) that
(3.51) ‖∇bℓD(u)ℓ‖
B˙
−σ1
2,∞
. ‖∇bℓ‖
B˙
N
p
p,1
‖D(u)ℓ‖
B˙
−σ1
2,∞
. ‖b‖ℓ
B˙
N
2 +1
2,1
‖u‖ℓ
B˙
−σ1
2,∞
,
(3.52) ‖∇bℓD(u)h‖
B˙
−σ1
2,∞
. ‖D(u)h‖
B˙
N
p
p,1
‖∇bℓ‖
B˙
−σ1
2,∞
. ‖u‖h
B˙
N
p +1
p,1
‖b‖ℓ
B˙
−σ1
2,∞
,
and
‖∇bhD(u)‖ℓ
B˙
−σ1
2,∞
. ‖∇bh‖
B˙
N
p −1
p,1
(
‖D(u)‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖D(u)‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖bh‖
B˙
N
p
p,1
(
‖u‖h
B˙
−σ1+
N
p −
N
2 +2
p,∞
+ ‖u‖ℓ
B˙
−σ1+
2N
p −N+2
p,∞
)
. ‖b‖h
B˙
N
p
p,1
(
‖u‖h
B˙
N
p +1
p,1
+ ‖u‖ℓ
B˙
−σ1
2,∞
)
.
(3.53)
In addition, the remaining term with J¯(a)a may be estimated as
‖∇(J¯(b)b)D(u)‖ℓ
B˙
−σ1
2,∞
. ‖J¯(b)b‖
B˙
N
p
p,1
(
‖D(u)‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖D(u)‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖b‖2
B˙
N
p
p,1
(
‖u‖h
B˙
−σ1+
N
p −
N
2 +2
p,∞
+ ‖u‖ℓ
B˙
−σ1+
2N
p −N+2
p,∞
)
. ‖b‖2
B˙
N
p
p,1
(
‖u‖h
B˙
N
p +1
p,1
+ ‖u‖ℓ
B˙
−σ1
2,∞
)
.
(3.54)
Plugging all estimates above in (3.22), we end up with the proof of Lemma 3.1. 
By the definition of Xp(t) in Theorem 1.1, one has
‖(b,H,u)‖ℓ
L2t (B˙
N
p
p,1)
. ‖(b,H,u)‖ℓ
L2t (B˙
N
2
2,1)
.
(
‖(b,H,u)‖ℓ
L∞t (B˙
N
2 −1
2,1 )
) 1
2
(
‖(b,H,u)‖ℓ
L1t (B˙
N
2 +1
2,1 )
) 1
2
,
‖(b,H)‖h
L2t (B˙
N
p
p,1)
.
(
‖(b,H)‖h
L∞t (B˙
N
p
p,1)
) 1
2
(
‖(b,H)‖h
L1t (B˙
N
p
p,1)
) 1
2
,
and
‖u‖h
L2t (B˙
N
p
p,1)
.
(
‖u‖h
L∞t (B˙
N
p −1
p,1 )
) 1
2
(
‖u‖h
L1t (B˙
N
p +1
p,1 )
) 1
2
.
LARGE TIME BEHAVIOR FOR COMPRESSIBLE VISCOELASTIC FLOWS 17
On the other hand, it follows that
‖b‖
L∞t (B˙
N
p
p,1)
. ‖b‖ℓ
L∞t (B˙
N
p
p,1)
+ ‖b‖h
L∞t (B˙
N
p
p,1)
. ‖b‖ℓ
L∞t (B˙
N
2 −1
2,1 )
+ ‖b‖h
L∞t (B˙
N
p
p,1)
.
Then, we have
(3.55)
∫ t
0
(A1(τ) + A2(τ))dτ ≤ Xp + X
2
p + X
3
p ≤ CXp,0,
which yields from Gronwall’s inequality that
(3.56) ‖(b,H,u)‖ℓ
B˙
−σ1
2,∞
≤ C0
for all t ≥ 0, where C0 > 0 depends on ‖(b0,H0,u0)‖
ℓ
B˙
−σ1
2,∞
and Xp,0.
4. Proofs of main results
This section is devoted to proving Theorem 1.2 and Corollary 1.1.
4.1. Proof of Theorem 1.2. From Theorem 1.1, we have
‖(b,H,u)(t)‖ℓ
B˙
N
2 −1
2,1
+ ‖b(t)‖h
B˙
N
p
p,1
+ ‖H(t)‖h
B˙
N
p
p,1
+ ‖u(t)‖h
B˙
N
p −1
p,1
+
∫ t
0
(
‖(b,H,u)(τ)‖ℓ
B˙
N
2 +1
2,1
+ ‖b(τ)‖h
B˙
N
p
p,1
+ ‖H(τ)‖h
B˙
N
p
p,1
+ ‖u(τ)‖h
B˙
N
p +1
p,1
)
dτ . Xp,0.
(4.1)
In what follows, we will employ the following interpolation inequalities:
Proposition 4.1. ([31]) Suppose that m 6= ρ. Then it holds that
‖f‖ℓ
B˙jp,1
. (‖f‖ℓ
B˙mr,∞
)1−η(‖f‖ℓ
B˙ρr,∞
)η and ‖f‖h
B˙jp,1
. (‖f‖h
B˙mr,∞
)1−η(‖f‖h
B˙ρr,∞
)η,
where j +N(1
r
− 1
p
) = m(1− η) + ρη for 0 < η < 1 and 1 ≤ r ≤ p ≤ ∞.
Due to −σ1 <
N
2
− 1 ≤ N
p
< N
2
+ 1, it follows from Proposition 4.1 that
(4.2) ‖(b,H,u)‖ℓ
B˙
N
2 −1
2,1
≤ C
(
‖(b,H,u)‖ℓ
B˙
−σ1
2,∞
)η0(
‖(b,H,u)‖ℓ
B˙
N
2 +1
2,∞
)1−η0
,
where η0 =
2
N/2+1+σ1
∈ (0, 1). In view of (3.56), we have
‖(b,H,u)‖ℓ
B˙
N
2 +1
2,∞
≥ c0
(
‖(b,H,u)‖ℓ
B˙
N
2 −1
2,1
) 1
1−η0 ,
where c0 = C
− 1
1−η0C
−
η0
1−η0
0 .
Moreover, it follows from the fact ‖b‖h
B˙
N
p
p,1
+ ‖H‖h
B˙
N
p
p,1
+ ‖u‖h
B˙
N
p −1
p,1
≤ Xp(t) . Xp,0 ≪ 1 for
all t ≥ 0 that(
‖b‖h
B˙
N
p
p,1
) 1
1−η0 . ‖b‖h
B˙
N
p
p,1
,
(
‖H‖h
B˙
N
p
p,1
) 1
1−η0 . ‖H‖h
B˙
N
p
p,1
and
(
‖u‖h
B˙
N
p −1
p,1
) 1
1−η0 . ‖u‖h
B˙
N
p +1
p,1
.
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Thus, we have the following Lyapunov-type inequality:
‖(b,H,u)(t)‖ℓ
B˙
N
2 −1
2,1
+ ‖b(t)‖h
B˙
N
p
p,1
+ ‖H(t)‖h
B˙
N
p
p,1
+ ‖u(t)‖h
B˙
N
p −1
p,1
+
∫ t
0
(
‖(b,H,u)(t)‖ℓ
B˙
N
2 −1
2,1
+ ‖b(t)‖h
B˙
N
p
p,1
+ ‖H(t)‖h
B˙
N
p
p,1
+ ‖u(t)‖h
B˙
N
p −1
p,1
)1+ 2
N/2−1+σ1 dτ . Xp,0.
(4.3)
Solving (4.3) yields
‖(b,H,u)(t)‖ℓ
B˙
N
2 −1
2,1
+ ‖b(t)‖h
B˙
N
p
p,1
+ ‖H(t)‖h
B˙
N
p
p,1
+ ‖u(t)‖h
B˙
N
p −1
p,1
.
(
X
− 2
N/2−1+σ1
p,0 +
2t
N/2 − 1 + σ1
)−N/2−1+σ1
2
. (1 + t)−
N/2−1+σ1
2
(4.4)
for all t ≥ 0. Resorting to the embedding properties in Proposition 2.1, we arrive at
‖(b,H,u)(t)‖
B˙
N
p −1
p,1
. ‖(b,H,u)(t)‖ℓ
B˙
N
2 −1
2,1
+ ‖(b,H)‖h
B˙
N
p
p,1
+ ‖u(t)‖h
B˙
N
p −1
p,1
. (1 + t)−
N/2−1+σ1
2 .
(4.5)
In addition, employing Proposition 4.1 again yields for σ ∈ (−σ1 −
N
2
+ N
p
, N
p
− 1) that
‖(b,H,u)(t)‖ℓ
B˙σp,1
. ‖(b,H,u)(t)‖ℓ
B˙
σ+N( 12−
1
p )
2,1
.
(
‖(b,H,u)‖ℓ
B˙
−σ1
2,∞
)η1(
‖(b,H,u)‖ℓ
B˙
N
2 −1
2,∞
)1−η1
,
(4.6)
where
η1 =
N
p
− 1− σ
N
2
− 1 + σ1
∈ (0, 1).
Note that ‖(b,H,u)‖ℓ
B˙
−σ1
2,∞
≤ C0 for all t ≥ 0. From (4.4) and (4.6), we deduce that
‖(b,H,u)(t)‖ℓ
B˙σp,1
.
[
(1 + t)−
N/2−1+σ1
2
]1−η1
= (1 + t)−
N
2
( 1
2
− 1
p
)−
σ+σ1
2(4.7)
for all t ≥ 0, which leads to
‖(b,H,u)(t)‖B˙σp,1 . ‖(b,H,u)(t)‖
ℓ
B˙σp,1
+ ‖(b,H,u)(t)‖h
B˙σp,1
. (1 + t)−
N
2
( 1
2
− 1
p
)−
σ+σ1
2(4.8)
provided that σ ∈ (−σ1 −N(
1
2
− 1
p
), N
p
− 1). This together with (4.5) yields (1.7). So far,
the proof of Theorem 1.2 is completed.
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4.2. Proof of Corollary 1.1. In fact, Corollary 1.1 can be regarded as the direct con-
sequence of the following interpolation inequality:
Proposition 4.2. ([1]) The following interpolation inequality holds true:
‖Λlf‖Lr . ‖Λ
mf‖1−ηLq ‖Λ
kf‖ηLq ,
whenever 0 ≤ η ≤ 1, 1 ≤ q ≤ r ≤ ∞ and
l +N
(1
q
−
1
r
)
= m(1 − η) + kη.
With the aid of Proposition 4.2, we define η2 by the relation
m(1− η2) + kη2 = l +N
(1
p
−
1
r
)
,
where m = N
p
− 1 and k = −σ1 − N(
1
2
− 1
p
) + ε with ε > 0 small enough. When l ∈ R
satisfying −σ1 −
N
2
+ N
p
< l + N
p
− N
r
≤ N
p
− 1, it is easy to see that η2 ∈ [0, 1). As a
consequence, we conclude by B˙0p,1 →֒ L
p that
‖Λl(b,H,u)‖Lr . ‖Λ
m(b,H,u)‖1−η2Lp ‖Λ
k(b,H,u)‖η2Lp
.
[
(1 + t)−
N
2
( 1
2
− 1
p
)−
m+σ1
2
]1−η2 [
(1 + t)−
N
2
( 1
2
− 1
p
)−
k+σ1
2
]η2
= (1 + t)−
N
2
( 1
2
− 1
r
)−
l+σ1
2 .
Thus, we finish the proof of Corollary 1.1.
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