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Abstract 
Concepts for city logistics require the cooperation between several types of stakeholders. As different stakeholder types have 
different objectives and different decision spaces, we suggest a top-level qualitative approach (system thinking) to model the 
interdependencies of the different factors which are influenced by these stakeholder decisions. We also suggest using this 
qualitative system thinking model as a meta-structure for further quantitative sub-models (as e.g. system dynamics models). We 
present a methodological approach to create such a meta-structure (i.e. a system thinking model) and give an example on how this 
meta-structure can be expanded by quantitative sub-models. 
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1. Introduction 
Freight and service trips in urban areas are only subsets of larger operational concepts, which include operations 
(e.g. type & structure of used physical fleet1, offered delivery frequencies, add on services,), infrastructures (e.g. 
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distribution centers, automated parcel pickup stations), process models, ITC-technologies and, last but not least, 
business models. 
  
Nomenclature 
AU: Authority (SH)  CI: Citizen (SH)  CU: Customer (SH) 
FTL: Full Truck Load  LM: Law Maker (SH) LS: Logistics Service provider (SH) 
LTL: Less than full Truck Load OD: Origin-Destination PR: Producer (SH) RE: Reseller (SH) 
SD: Systems Dynamics  SH: Stakeholder  ST: Systems Thinking 
 
These freight and service logistics concepts are subject to many individual decisions taken by three different types 
of stakeholders: 
1. Hundreds of companies (in the roles of producers, vendors and logistics service providers2), 
2. Millions of individuals (in the role of customers and in the role of city-citizens), and 
3. Various administrative bodies (from local city authorities to national and European authorities). 
As each stakeholder pursues different particular goals with its decisions, these decisions are all but orchestrated. 
Nevertheless these partial decisions directly and indirectly have an impact on the concepts, and thus on the structure 
and volume of freight and service trips (see Fig. 1). 
 
 
Fig. 1. Multiple stakeholders involved in designing city logistics operations. 
1.1. Research Questions 
One general research objective in city logistics is to understand if and how freight and service traffic can be reduced 
within urban areas in order to minimize CO2-, particle- and noise- emissions and traffic related dangers & 
inconveniencies. At the same time, different stakeholders within a city logistics context pursue different commercial, 
 
 
1 Combustion or electric trucks, postman bikes, drones… 
2 In order to minimize overlaps of different roles on the one hand and in order to simplify our model on the other hand, we consider units of 
producers and resellers, which conduct transport logistics services as “in-house logistics service providers” which are included in the stakeholder 
group of “logistics service providers within our model. 
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political and private objectives. How can traffic reduction be achieved if different stakeholders pursue different 
objectives? 
We want to contribute to this general research question by suggesting a methodological approach to build models 
that help with the understanding of: 
x How do the decisions of different stakeholders mutually influence each other? (qualitative view) 
x Which of those decisions have a big impact on the overall design of city logistics operations, and which of these 
decisions have only a minor impact? (quantitative view) 
We also assume, that such a methodological approach may help to better understand the scopes (and limits) of 
existing models for goods transport. 
1.2. Research Context 
Freight and service trip patterns in urban environments are part of a complex, dynamic system of urban mobility. 
Dynamic systems include multiple structural conditions, fields of action, decision-making processes and stakeholders 
(Vester, 2012). These systems typically show non-linear feedback and often counter-intuitive impacts (Forrester, 
1969). In order to improve the performance of an overall system and ensure its sustainability, many-fold interactions 
will have to be taken into account. It is not sufficient to optimize single relationships in one specific sector, but it is 
necessary to set up a modelling platform for the system as a whole (Bertalannfy, 1971). The objective of such a model 
will be to gain a deeper understanding of the interrelationships within the system by exploring and explaining 
underlying feedback mechanisms as opposed to a descriptive modelling approach that would focus on observations 
and statistical analysis of selected relations (Bossel, 1992). 
Within the system modelling approaches we can generally distinguish between 
x Systems Thinking models as a qualitative approach, where an attempt is made at visualizing the interrelationships 
of elements within a system by causal-loops diagrams and at enabling the analysis of feedbacks within the system 
and the development of the dynamic system behavior over time (Vester, 2012), and  
x System Dynamics models as a more quantitative approach, where an attempt is made at clearly differentiating 
stock-variables as structural elements and flow-variables as process elements in order to represent the dynamic 
system behavior over time as an approximation of difference equations or differential equations based on the 
influence of framing parameters (Forrester, 1969; Sterman, 2000; Morecroft, 2007). 
Concerning the freight and service trip patterns, some selected issues have been studied using system modelling 
approaches. Abbas (1994) and Wang et al. (2008) use the system dynamics methodology in a transportation modelling 
context. A large-scale system model (SimTrans) has been set up in France on a national level (Salini & Karsky, 2001), 
but it has not been developed further on an operational level. Sambracos and Ramfou (2013) investigated the impact 
of travel time savings in freight trips on the economic performance of the logistics service provider. These impacts 
seem to strongly depend on the structure of the economic processes related to transport as well as on the related 
processes of decision-making. Recently Caglianoa et al. (2014) studied some technical solutions for optimizing urban 
freight and delivery problems. At the same time, more and more attention is given to attention for integrated solutions 
for more sustainable urban service and logistics, e.g. by planning experts (e.g. ARUP Lennon, 2011) and academia 
(the MIT Megacity Logistics Hub). 
Next to these system modelling approaches, other modelling approaches with varying modelling width and depth 
and varying model mechanisms have been applied3. 
 
 
3 A comparison of different modelling approaches for freight traffic based on their input and output data has recently been conducted by Kunze 
et al (2013). 
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2. Methodological approach & results 
We want to contribute to the two research questions above (and thus help generate a holistic understanding of the 
potentials to reduce freight and service traffic) by applying system thinking to the building of a qualitative conceptual 
model that represents the interdependencies of the different decision realms of the different stakeholders. In a 
subsequent step we also tried to partially expand this generic system thinking model to a partial system dynamics 
model in order to check if it is possible to later introduce a quantitative dimension to this framework. 
2.1. Systems Thinking 
Following the approach as established by (Vester, 2012) we conducted the following steps to design our systems 
thinking model for City-Logistics: 
 
1. System Description
facts, data, problems, 
goals, 
first system map
2. Set of Variables
collection of influence 
factors and indicators
3. Criteria Matrix
checking for system 
relevance
4. Influence Matrix
evaluation of the 
strength of influences
5. Systemic Roles
cybernetic roles of the 
variables in the system
6. Effect System
interlinking of the 
variables and feedback 
analysis
7. Partial Scenarios
visualizing detailed 
functions
8. Simulation
If-then-prognoses and 
policy-tests
9. System Evaluation
following the eight rules 
of biocybernetics
 
Fig. 2. Methodology - sensitivity model - see [Vester (2012), p192]4 
2.1.1. Step 1, 2 & 3 – System Description, Set of Variables and Criteria Matrix 
Based on the concept of different stakeholders (see Fig. 1) we held an initial workshop (in accordance with the 
methodology suggested by (Vester, 2012) during which we sketched an initial system description and identified the 
variables/sub-systems 5  listed below. Where possible, the variables/sub-systems were directly assigned to those 
 
 
4 Numbers 1.-10. added, spelling modified 
5 The name “variable” used by Vester needs discussion here. Variables as defined by [Vester 2012, p206f] are “… system’s nodal points … 
quantitative or qualitative in character”. But Vester also refers to the variables as “system components” (“The name of each variable is always 
simply the abbreviation of a system component.” [Vester 2012, p.207] or “… we know about and are familiar with the individual components of 
the system and the role they play in it“ [Vester 2012, p231]). Also [Vester 2012, p207] introduces “indicators for variables” as follows: “So an 
integral part of each variable is a description of the indicators by means of which it is more closely defined …”. Vester distinguishes between the 
variable/the sub-system and the indicators of the variable/sub-system. 
As on the one hand the meaning of the words “variable” and “system component” are not identical, and as the meaning of the words “variable” 
and “indicator” is quite similar on the other hand, we used the expression “variable/sub-system” for Vesters term “variable” in order to distinguish 
it clearly from the term “indicator” and to show that a variable in a system is more complex than e.g. a variable in an equation. 
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stakeholders who can directly influence them, and first indicators for these variables/sub-systems including top-level 
indicator scales6 were defined: 
1. Urban Freight Transport (LS7): This variable/sub-system represents the physical movement of goods as usually 
represented by origin-destination (OD)-matrices. The execution of freight transports generates part of the commercial 
traffic. If to be quantified by one indicator, only, this variable/sub-system could be measured e.g. by the number of 
goods movements. [too few movements vs. APPROPRIATE NUMBER OF MOVEMENTS vs. too many movements]. 
2. Urban Service Transport (LS): This is the physical movement of service personnel. The execution of service 
transports generates another part of the commercial traffic. This variable/sub-system could be measured e.g. by the 
number of service related person movements [too few movements vs. APPROPRIATE NUMBER OF MOVEMENTS vs. too 
many movements]. 
3. Urban Person Transport (CU, CI): This is the physical movement of people as usually represented by OD-
matrices. The execution of passenger transports generates individual traffic. This variable/sub-system could be 
measured e.g. by the number of person movements [too few movements vs. APPROPRIATE NUMBER OF MOVEMENTS 
vs. too many movements]. 
4. Logistics Operations (LS): This variable/sub-system represents the specific structures and processes which are 
used by logistics service providers to carry out urban freight transport. Even if this variable/sub-system cannot be 
scaled and measured easily, we suggest the complex dimension “efficiency of logistics operations” as indicator on a 
scale [inefficient vs. EFFICIENT] 
5. Economic Performance (RE): This variable/sub-system comprises all aspects of a business model such as e.g. 
revenues, costs, turnover and profit of the resellers. As these different aspects are all but linearly interrelated, we 
understand that a sub-model differentiating between these aspects will be necessary. Its complexity will depend on 
the detail level of the modelling. If economic performance is used as one sole variable/sub-system, only, we assume 
that “turnover” (not profit) could be used as the key indicator for representing economic performance as a whole in 
the context of City Logistics on the scale [small turnover vs. LARGE TURNOVER] 
6. Economic Performance (PR): In analogy to the variable/sub-system above, this variable/sub-system comprises 
all aspects of the business models of producers. [small turnover vs. LARGE TURNOVER] 
7. Economic Performance (LS): In analogy to the variable/sub-system above, this variable/sub-system comprises 
all aspects of the business models of logistics service providers. [small turnover vs. LARGE TURNOVER] 
8. Shopping Behavior (CU): This variable/sub-system shall represent the decision of customers to either physically 
shop themselves (e.g. in city centers by public transport or in peripheral shopping malls by car) or to virtually shop 
via the internet. This variable/sub-system might be measured by the indicator “level of home delivery” on the 
preference free scale. [low level of home delivery vs. high level of home delivery].  
9. Urban Population Structure (AU, CI): This variable/sub-system represents the geographical spread and the 
sociological composition of the population in different districts of a city. There is a significant chance that only a 
complete vector of population cells with their attributes will describe this variable/sub-system (subsystem) sufficiently. 
Still, if it is to be measured on a one-dimensional scale we suggest using the preference free combined scale that 
represents the diagonal of a two dimensional quadrant chart as depicted in Fig. 3a. [low diversity in clearly segregated 
clusters vs. high diversity in non-clustered areas].  
 
 
 
 
6 The scales suggested by Vester consist of a scale on the one hand and a rough optional indicator on “which part of the scale is a desirable 
value”. We used the following desirability category color code proposed by Vester: 
 red=“non-desirable”; yellow=“intermediate”, GREEN=“desirable” and blue =“preference free”  
to add the desirability aspect to our scales. In this text, desirable scale values are indicated by CAPITALIZED letters and preference free scale 
values by italic letters. 
7 The two-letter abbreviations in brackets refer to the stakeholders as introduced in Fig. 1 – here (LS) = Logistics Service Provider 
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Fig. 3. Combined two-dimensional scales  
  (a) for variable “9. Urban Population Structure”   (b) for variable “15. Transport Technology” 
10. Transport Network (AU): The transport network comprises all edges and nodes of different transport modes, 
such as e.g. streets & intersections, street-car and/or subway lines (including the relevant stations, interchange options 
and schedules). It is the basis for commercial and public transport and usually is designed by the local city authorities. 
It is unlikely that this variable/sub-system can be represented sufficiently by only one indicator. There is a significant 
chance that only a complete transport network model will describe this variable/sub-system sufficiently. Still, if it is 
to be measured on a one-dimensional scale we suggest using the scale: [low connectivity vs. HIGH CONNECTIVITY]. 
11. Logistics Locations (LS, RE, AU): The logistics locations are the nodes, which are serviced by city logistics. 
They comprise the different sales outlets as well as logistics facilities (such as warehouses or cross-docks). It is 
difficult to model this variable/sub-system by only one indicator with sufficient precision. Still, if to be measured on 
a one-dimensional scale we suggest using the following preference free scale: [few locations vs. many locations] 8. 
12. Traffic (./.9): Traffic is generated by the different flows of vehicles (trucks, cars, trains,) within the different 
transport networks. On a microscopic level it can be measured by the number of vehicles per network edge per 
daytime-slot. On a macroscopic level it can be measured by indicators as average speed or by total length of traffic 
jams per daytime. On a one dimensional scale, one could simply differentiate [LITTLE TRAFFIC vs. much traffic] 
13. Environment Quality (./.): The environment quality can be measured on a microscopic level by different local 
emission indicators e.g. for CO2, NOX, particles or noise. On a macroscopic level the environmental quality can be 
measured on a scale [low environmental quality (=high pollution) vs. HIGH ENVIRONMENTAL QUALITY (=LOW 
POLLUTION)] 
14. Legal Regulations (AU, LM): Legal regulations can be imposed by local authorities (as e.g. speed limits, non-
parking zones, road pricing) or by national and international legislative authorities (as e.g. national fuel taxes, minimal 
emission requirements). We are aware that one-dimensional indicators for this variable/sub-system are difficult to 
obtain. Still we suggest the following scale: [no regulations vs. APPROPRIATE REGULATIONS vs. overregulation] 
15. Transport Technology (./.): Transport Technology is a generic description of the available and used means of 
transport – recent changes in transport technology include the rise of electrical propulsion for cars and trucks and 
might include the use of drones in the future. Again, indicators for this variable/sub-system are difficult to obtain. If 
only one dimension for scaling an indicator for this variable/sub-system is to be used, we again suggest a combined 
scale of the two indicators “emissions” and “energy consumption” as depicted in Fig. 3b. [LOW EMISSIONS AND LOW 
ENERGY CONSUMPTION vs. high emissions and high energy consumption”].  
 
 
8 Even if the traffic induced by a network of logistics locations does not solely depend on the number of nodes in this network, we suggest this 
scale, as the amount of last mile traffic (i.e. the “private” traffic between these logistics nodes and the private customer premises) will grow with a 
decreasing number of logistics nodes, whereas the amount of “commercial” traffic between these nodes will grow with the number of nodes. 
9 “./.” means that this variable/sub-system cannot be assigned to any specific stakeholder in the model 
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16. IC Technology (./.): ICT as a variable/sub-system comprises the internet and the different access options (as 
PCs, smart phones etc.) as well as means for transport execution support and monitoring (telematics, ex-ante delivery 
notes, delay alerts). Indicators for this variable/sub-system may be found by analysis of costs, convenience and 
accessibility of use of these technologies. A very rough indicator scale could be: [old ICT-technology vs. NEW ICT-
TECHNOLOGY]  
17. Treibstoff-Costs (./., (LM)): We use the German word “Treibstoff”, because it comprises costs for gasoline as 
well as costs for other forms of propulsion energy (as e.g. electricity, gas, …) including taxes. For each type of used 
propulsion energy, these costs could be measured by Dollar per energy unit [$/kWh]. Due to taxation, energy 
production mix and speculations at the stock exchange, however, these costs are a context sensitive indicator. Still, 
we suggest the preference-free scale: [low energy costs vs. high energy costs] 
18. Citizens' Needs (CI): this variable/sub-system shall represent the desire of citizens to live in a safe, healthy and 
enjoyable environment (little noise, little traffic, good air quality) and to live a comfortable life (i.e. short distances to 
work, speed of home delivery services). For our purposes, we suggest to aggregate all these needs in one bundle and 
indicate whether these needs are respected (fulfilled) or not. This results in the scale: [citizens’ needs disregarded vs. 
CITIZENS’ NEEDS RESPECTED] 
The key problems when defining the above variables/sub-systems were of course completeness (i.e. not to miss a 
major variable/sub-system), granularity (i.e. to not mix too many different aspects within one variable/sub-system so 
that this variable/sub-system becomes too fuzzy), delimitation of variables/sub-systems (i.e. to have as few overlaps 
and white spaces between variables/sub-systems as possible) and scaling of the variables/sub-systems. 
Qualitative completeness check 
We used the criteria matrix suggested by (Vester, 2012) to find out, if the defined variables/sub-systems sufficiently 
cover all relevant criteria. The results of this check are depicted in Fig. 410. 
 
 
Fig. 4. Criteria matrix. 
 
 
10 Note: we used the software “Sensitivity Model Prof. Vester – v8.1” to compute this and the following figures 
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Discussion of granularity (systems within systems) 
This granularity problem – i.e. the problem to define the different variables/sub-systems in such a way that they 
are neither too detailed nor too global - generally applies to all the above variables/sub-systems. (Vester, 2012) 
discussed this granularity problem using the term “systems within systems”. 
It is difficult to solve this granularity problem by a concise uniform methodology. Therefore we discussed all the 
18 variables/sub-systems individually in order to check whether we need to break down a variable/sub-system into 
several individual variables/sub-systems (due to inhomogeneity of aspects within variable/sub-system) or whether we 
could merge variables/sub-systems (due to lack of differentiation of aspects within different variables/sub-systems).  
We especially discussed the following aspects: 
 ‘Urban transport’ encompasses people transports, goods transports and service transports (e.g. repairmen going to 
their service sites). These different transports are ruled by different principles and therefore usually are modelled 
differently, too. In addition to this, we also assume that a change in shopping behavior may result in a decrease of 
people transports and in an increase of goods transports (as more goods are purchased via the internet). Thus we 
decided to define three different variables/sub-systems. 
 ‘Economic performance’ encompasses quite different aspects like e.g. turnover, profit, return on investments or 
growth of market. If one wants to understand under which circumstances the use of electric vans in city logistics 
might be promoted, it will not suffice to just look at turnover figures alone. Regardless we decided to just define one 
variable/sub-system for all aspects in order to keep the model complexity at bay. 
 At the same time, the different stakeholders - resellers (RE), producers (PR), and logistics service providers (LS) 
each compete in different market segments and take decisions with respect to their own business model – which is 
why we decided to split the variable/sub-system ‘economic performance’ into three individual variables/sub-
systems. 
 ‘Technology’ 
 On the one hand innovations in ICT certainly play a role in how shopping behavior changes (shift from 
traditional shopping to e-commerce).  
 On the other hand we see innovations in transport technology as a variable/sub-system that influences traffic (e.g. 
pack stations, electric vans or maybe drones). 
Discussion of delimitation 
As the following two examples illustrate, the delimitation of variables/sub-systems called for design decisions. 
1. Urban population structure vs. people transport vs. transport network vs. traffic. 
The urban population structure is defined by where which people live. Model-wise, urban population structure 
can be implemented as a set of nodes. People transport can be interpreted as the movement of individuals from 
origins to destinations. Model wise this can be implemented as a set of vectors from origins to destinations. The 
transport network (including road infrastructure, subway- and or bus lanes with schedules etc.) is used to carry 
out people transport. Model wise it can be regarded as a network. People Traffic is the volume of movements of 
vehicles along all single edges of the transport network (generated by individual travelers). 
Due to the different natures of these four variables/sub-systems, we chose to delimit these four variables/sub-
systems as opposed to e.g. creating one variable/sub-system called people’s traffic. 
2. Logistics locations vs. goods transport vs. logistics operations vs. traffic 
Logistics locations consist of e.g. warehouses, shops or delivery points. Model wise one can understand urban 
population structure as a set of nodes. Goods transport can be interpreted as the movement of items from origins 
to destinations. Model wise it is a set of vectors from origins to destinations. Logistics operations (including 
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FTL11, LTL12 and groupage13 operations) are used to carry out goods transport. Model wise it can roughly be 
regarded as a network with schedules. Goods traffic is the volume of movements of vehicles along all single 
edges of the transport network (generated by logistics operations). 
 
The aspects completeness, granularity and delimitation have been discussed within our team for all other 
variables/sub-systems, too. Our chosen definitions, granularity levels and delimitations of the different variables/sub-
systems seems reasonable, but we assume, that further research will lead to further improvements in the structure of 
variables/sub-systems. 
2.1.2. Steps 4 & 5 – Matrix of Influence and Systemic Roles 
Vester (2012) suggests to determine cross variable/sub-system influences. We used the following metrics in order 
to describe such interdependencies: 0 - no connection (no impact); 1 - weak connection (small impact); 2 - medium 
strength connection (medium impact); 3 - disproportionally strong connection (strong impact). 
Once the authors had completed their individual subjective assessments, we discussed these different assessments 
during a workshop and reached a consensus for all interdependencies (i.e. we did not take averages or medians of the 
individual assessments, but instead discussed each pair of variable/sub-system interdependencies, until we reached 
consensus on all interdependency strengths). The results of this discussion are depicted in Fig. 514 and Fig. 6. 
Based on these interdependencies and the influence strength (see Fig. 7), the systemic roles of the variables/sub-
systems (see Fig. 8) can be computed15. The influence strength is measured by the sum of all outbound influences 
(active sum = horizontal summation of values in Fig. 5) and the sum of all inbound influences (passive sum = vertical 
summation of values in Fig. 5). 
Vester (2012) argues, that the active and passive sums do not sufficiently represent the roles of the variables within 
a system. He suggests computing the ratio of active and the passive sums (=Q-values reflecting activity vs. passivity 
of each variable/sub-system) and the product of both sums (=P-values reflecting the dimension of the role of the 
variable/sub-system within the system) for each variable/sub-system. 
The pairs of Q and P values for each variable/sub-system represent the role of each variable/sub-system within the 
system. Depending on the ratio of the P and Q values, (Vester, 2012) distinguishes between active, critical, passive 
and buffering variables/sub-systems.  
In our model for instance  “Traffic” (Q=1.125; P=648) is a critical variable/sub-system, whereas U “Urban 
Population Structure” is an active and S “Economic Performance of Logistics Service Provider” is a passive 
variable/sub-system. 
 
 
 
11 FTL. Full truck load 
12 LTL: Less than full truck load 
13 Groupage: depot based operations as modelled by the vehicle routing problem model. 
14 Note that not only direct impacts are represented in this matrix. Indirect impacts are modelled by a “chain” of direct impacts. E.g. the impact 
of the transport network (10) on urban freight transport (1) is included as an indirect impact via logistics operations (4). 
15 Again, we used the software “Sensitivity Model Prof. Vester – v8.1” for this purpose 
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Fig. 5. Matrix of influence (consensus matrix) [0: none; 3: strong]. 
1. Urban Freigt 
Transports 
(LS)
2. UrbanService 
Transport 
4. Logistics 
Operations 
(LS)
5. Economic 
Performance 
Reseller (RE)
6. Economic 
Performance 
Producer (PR)
7. Economic 
Performance 
Log.Serv.Pr.(LS)
8. Shopping 
Behavior 
(CU)
12. Traffic
10. Transport
Network 
(AU)
11. Logistics 
Locations
(LS,RE,AU)
13. Environ-
mental 
Quality
14. Legal 
Regulations
(AU)
15. Transport
Technology
16. IC-
Technology
18. Citizens‘ 
Needs
(CI)
9. Urban 
Population 
Struct. (AU,CI)
17. „Treibstoff“
Costs
3. Urban People 
Transport 
(CU,CI)
business actors administration actors
individual actors
 
Fig. 6. Visualization of matrix of influences  
(due to complexity, only the strong and medium cross influences are depicted in this figure) 
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Fig. 7. Influence strengths of variables/sub-systems 
 
 
Fig. 8. Roles of variables  
[Legend: c,d, …: ID of variable/sub-system; numbers on main diagonal (0,0) to (35,35) representing hyperboloids: P-values;  
counterclockwise numbers right and top representing rays emerging from (0,0): Q-values] 
2.1.3. Step 6 – Effect Structure 
As a next step (Vester, 2012) suggests building the effect structure, which “… should render the system’s chains 
of effect and feedback loops visible, reflecting present reality in its multi-dimensional interconnectedness” (Vester, 
2012). Following Vesters methodology we therefore generated a structure, with “…different and above all far fewer 
links … than is the case with the matrix of influence” (Vester, 2012). The resulting effect structure is depicted in Fig. 
9 and shows fewer and sometimes different links than the visualization of the effect matrix in Fig. 6.  
One reason for this smaller number of links are the “indirect influences”, which were not sufficiently transparent 
in the matrix of influence. For instance in the matrix of influence we stated a high impact of  traffic on  legal 
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regulations. In our effect structure we modelled this effect as an indirect effect ( Ö  Ö  Ö ), and omitted the 
direct link from  to . 
Another reason for different links is the different meaning of a link in the effect structure. For instance in the matrix 
of influence we stated a high impact of “citizens’ needs”  on “shopping behavior” j. In our effect structure we 
modelled this effect by an inverted arrow, which means that a high level of home delivery leads to a high level of 
respected citizens’ needs. 
Note, that the definition of the scale (see 2.1.1) for each variables/sub-system has an impact on the direction 
(positive or negative) of the effect. 
One of the most interesting insights to be derived from the effect structure is the presence of complex feedback 
loops as e.g. shown in Fig. 9. Let us assume we have a high volume of urban person transports e. This will lead to 
much traffic . This will reduce the environmental quality . A low environmental quality will disregard citizens’ 
needs . In democratic systems this should lead to a higher amount of suitable legal regulations (e.g. higher taxes on 
Treibstoff) . Higher Treibstoff-costs will then reduce the urban person transports e. This complex cycle constitutes 
a stabilizing self-regulating element within the system. 
On the other hand, there are de-stabilizing positive feedback loops as e.g. the loop “cfi”. If the urban freight 
transport volume is high c, the efficiency of logistics operations f will most likely grow (at least on a midterm basis). 
This will lead to a better economic performance (more turnover for the efficient players) i, and will result in the 
desire to generate even more turnover and thus more freight transport volume c. (Or in other words, if a service 
cannot be run efficiently it will die out, whereas if a service can be run efficiently, it will attract more volume). 
 
 
Fig. 9. Effect structure  
(arrows represent positive effect; dotted arrows represent negative effect) 
2.1.4. Steps 7,8,9  – Partial Scenarios, Simulation & System Evaluation 
As a next step Vester suggests the following “In order to subdivide the system model further, to open it up, so to 
speak, and get closer to the systems internal cybernetics, in the next stage of the sensitivity process particularly 
interesting parts of the effect structure are excerpted and built up as partial scenarios” (Vester, 2012). We followed 
this general idea to then focus on “particularly interesting parts of the effect structure”, but we did not formally conduct 
the steps 7,8 and 9 in accordance with the methodology suggested by Vester, as we saw the potential to use system 
dynamics methods from this point onward. 
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2.2. System Dynamics 
In the last step, we built a first partial prototype system dynamics model (partial scenario) focusing on the 
stabilizing feedback cycle related to the urban freight transport we already discussed in section 2.1.3. This prototype 
(see Fig. 10) was implemented in the general purpose simulation software Anylogic, Version 7.1. For stock respective 
state variables, we used appropriately defined indices that facilitate interpretation.  
The main stock variable represents urban freight transportation (c) fed by the mobility growth rate. The latter 
consists of an exogenous increase, an endogenous increase through customer shopping behavior (j represented by 
an “online shopping index”) and an endogenous decrease through legal regulation (  represented by a “regulation 
index16”). Freight Transportation (c) drives traffic through a convex function as widely used in traffic models. Traffic 
( ) influences environmental quality ( )17 which then influences the respect of citizen’s needs (  represented by a 
“satisfaction index”).  
Shopping behavior (j) is represented by an “online shopping index” (again normalized between zero and one) 
showing the diffusion of e-commerce and resulting in additional last-mile deliveries. Shopping behavior is influenced 
by traffic, i.e. the more traffic the more online shopping is desired. 
The partial scenario depicted in Fig. 10 shows a numerical example illustrating the transition to a new steady state 
caused by the regulations and aggregate customer online shopping rate. 
Based on this initial model, more accurate functional relationships still need to be set up and tested. 
 
 
Fig. 10. Partial system dynamics model 
3. Critical discussion 
We now want to briefly but critically discuss our results as well as our methodology. 
3.1. Discussion of Results 
With the suggested approach we were able to build a system thinking model for City Logistics that, on the one 
hand, helps to understand complex interdependencies of different variables/sub-systems. On the other hand however 
this model is neither the only possible model nor can we prove its completeness. Still, applying the methodological 
 
 
16 For the modelling of “legal regulations”  we use a “regulation index” [0,1], i.e. 0 refers to an unregulated legal environment and 1 to a 
highly regulated legal environment. 
17  Environmental quality ( ) in this simplified sub-model is negatively influenced by traffic through an exponential function 
݁݊ݒ݅ݎ݋݊݉݁݊ݐ݈ܽݍݑ݈ܽ݅ݐݕ ൌ ܽ ή ݁ି௕ή. 
705 Oliver Kunze et al. /  Transportation Research Procedia  12 ( 2016 )  692 – 706 
approach of Vester helped to reduce the risks of omitting relevant factors and increased the robustness and consistency 
of the model. 
The need to balance model complexity (in order to model as many important aspects as possible) against model 
simplicity was as much a challenge as the aim to have variables/sub-systems of “the same level of aggregation” (Vester, 
2012). As of today we think that at least those variables/sub-systems, for which we found it difficult to define a suitable 
unidimensional scales (i.e. the “business models” ghi, the “urban population structure” k and the “transport 
networks” l) most probably require further differentiation.  
Another critical point was the determination of impact strength in step 4. Although we reached a consensus in our 
interdisciplinary18 team for each and every one of the 18x18=324 impact strength parameters, even this consensus can 
be disputed for two reasons. First there is the problem of direct vs. indirect impacts – resulting in the problem on 
where exactly to key in higher or lower impact values in the matrix. And second the scaling [0-3] is quite rough. But 
it would be a complex challenge to accurately use a more detailed scale, and a more detailed scale without a robust 
methodology to come up with a more precise impact assessments related to this scale would only give an illusion of 
higher precision. Therefore we consider the rough scale suggested by Vester appropriate for the task. 
The scales of our variables/sub-systems themselves will require further discussion and refinement, as they 
determine direction and impact of cross influences within the model. 
Finally the results gained from our partial system dynamics model are just a first proof of concept, and they will 
require significant further research especially with respect to index definition and index scaling. 
3.2. Discussion of Methodology 
Vesters methodological approach proved to be very helpful, as it guided us through the relevant steps. Even if it is 
focused on qualitative analysis, it includes rough, but sufficiently suitable “ordinal” metrics (the different impact 
strengths [0-3] in step 4, and the scales [0-30] in step 6) which places the methodology between sheer qualitative 
methods and fully quantitative methods. 
Our own methodology (which included elements of Vesters system thinking as well as methods from the domain 
of system dynamics, plus the way we used both) also proved helpful as the first results show. Yet there are a number 
of shortcomings in our methodology, which we are aware of. Firstly we worked in a small interdisciplinary research 
team (the authors) – on the one hand this was a very efficient group size, but on the other hand we might have benefited 
from a larger number of experts in our team. Secondly it turned out that our approach to interpret the variables as 
sub-systems (in accordance with Vester!) generated downstream problems (especially when we tried to define scales 
for the sub-systems). But if we had not done this, the total number of variables would have grown significantly, and 
then the complexity of the system would have become just too big to handle19. We found that representing sub-systems 
by variables only makes it easier to apply Vesters methodology in step six “effect structure”, but this requires to define 
a rather large number of variables - probably more than can be handled in steps four (filling the impact matrix) and 
step six (generating the effect structure). On the other hand, interpreting sub-systems as real sub-systems leads to the 
problem of scaling the behavior of the sub-system on a one-dimensional scale (see section 2.1.1). 
4. Conclusion & needs for further research 
Applying the methodological system thinking approach of Vester during the process of model building helps to 
add quality to complex and multidimensional qualitative models. This method helps to “think outside of the box”, as 
well as forcing the model builders to explicitly check and assess interdependencies of variables/sub-systems within 
the model. 
 
 
18 “Interdisciplinary” includes the research domains of business administration, logistics and traffic engineering. 
19 At this point we slightly disagree with [Vester 2012, p206] who considers up to 40 variables to be „manageable“. Assume there were 40 
variables, then just the size of the impact matrix would grow to 40x40=1600 elements, each of which would require to be discussed one by one in 
order to result in a robust “matrix of consensus”  
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The systems thinking approach provides a robust framework for defining and assessing system boundaries for more 
detailed quantitative models. Although we only tested this potential on one prototypic system dynamics model 
example, we assume that this ability to define and assess system boundaries can also be used for other qualitative and 
quantitative models. 
Finally, although a number of critical aspects (see section 3) still need to be considered, we were able to build a 
first version of a holistic qualitative systems-thinking model for city logistics, which will need to undergo further steps 
of refinement. The key value of the model lies in its multi stakeholder perspective, as this perspective helps decision 
makers to better understand the complex consequences of their local decisions in a city-logistics context. 
 
Needs for further research with regard to our system thinking model have already been discussed in section 3. Our 
specific model will require further refinement (in accordance with the methodological feedback loops shown in Fig. 
2.)  But we also see the need for further research on a more general level. 
 
Firstly - how can newer concepts (like crowd logistics or drone logistics or future concepts to come) and their 
impact on city logistics, traffic and the environment be modelled in such a way, that the models are suitable for giving 
guidance especially for decision makers in the administrative sector? We assume that our approach as well as our 
model may be a preliminary step in this direction, but still significant research remains to be carried out.  
Secondly (assuming systems thinking combined with system dynamics is a suitable methodology for this endeavor) 
– even if variables/sub-systems and their relevant scales can be defined (and again – this issue is not closed from a 
research point of view, yet), can the required data for a quantitative system dynamics model be captured in sufficient 
width and quality, and if yes, how? 
And thirdly – how could other methods (like e.g. vehicle routing, facility location planning, traffic modelling and 
many more) be linked to the systems thinking and systems dynamics approaches, especially in order to provide a most 
robust data basis for the quantitative mechanisms in system dynamics. 
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