Abstract-The assumption of nodes in a cooperative communication relay network operating in synchronous fashion is often unrealistic. In the present paper we consider two different models of asynchronous operation in cooperativediversity networks experiencing slow fading and examine the corresponding diversity-multiplexing tradeoffs (DMT). For both models, we propose protocols and distributed space-time codes that asymptotically achieve the transmit diversity bound for all multiplexing gains and for number of relays N ≥ 2.
I. INTRODUCTION
In fading relay channels cooperative diversity has been introduced as a technique to provide spatial diversity to help combat fading. Cooperation creates a virtual transmit antenna array between the source and the destination that provides the needed spatial diversity. In order to fully reap the benefits of user cooperative diversity, it is necessary for the network to operate synchronously. However, in practical distributed wireless systems, this may be difficult to achieve. As a result, cooperative-diversity schemes that are designed assuming perfect timing synchronization, may not be able to fully exploit the benefits of cooperation in the absence of synchronization. This motivates the study of cooperation schemes that are robust to network timing errors.
A. Setting and Channel Model
We consider two-hop networks with N relays. We will use the diversity multiplexing tradeoff (DMT) proposed by Zheng and Tse [1] as a performance measure. We analyze two-hop networks without a direct link between source and sink. However these results can be extended to the network with a direct link with the additional assumption of relay isolation.
We follow the literature in making the assumptions listed below concerning the channel. Our descriptions are in terms of the equivalent complex-baseband, discrete-time channel.
1) All nodes have a single transmit and single receive antenna.
2) The nodes operate in a half-duplex fashion; i.e., at any instant a node can either transmit or receive but not do both. 3) All channels are assumed to be quasi-static and to experience Rayleigh fading and hence all fade coefficients are assumed to be i.i.d., circularly-symmetric, complex gaussian CN (0, 1) random variables. 4) The additive noise at each receiver is also modeled as possessing an i.i.d., circularly-symmetric, complex gaussian, CN (0, 1) distribution. 5) The destination (but none of the relays) is assumed to have perfect knowledge of all the channel gains. We denote the i th relay by R i . The channel gain from the source to the relay R i will be denoted by g i , the gain from the relay R i to the destination by h i and between the relays R i and R j by γ ij . All protocols considered in this work are slotted protocols. This means that the nodes operate according to a schedule which determines the time slots in which a node should listen and the time slots in which it should transmit. In its designated time slot, a node either receives or transmits a vector of length T channel uses which will be referred to as a packet.
B. Prior Work
We summarize some of the results in the recent literature that address timing errors in cooperative networks. In [2] and [3] , the authors analyze two-hop networks without a direct link and construct distributed space-time trellis codes that achieve full cooperative diversity under asynchronism. In [4] , an Alamouti-based strategy that facilitates single-symbol decodability is proposed for asynchronous relay networks, that achieves a diversity order of two for any number of relays. Codes with low decoding complexity achieving full diversity for any number of relays, in the presence of asynchronism were constructed in [5] . In [6] Damen and Hammons construct delay-tolerant distributed TAST block codes that achieve full diversity for the two-phase protocol in the presence of delays, under the decode and forward (DF) strategy. Wei considers the two-hop network with delays in [7] and analyzes the DMT of certain schemes. However, these schemes do not meet the cut-set bound on DMT for all values of multiplexing gain.
C. Results
We consider two different models of asynchronous operation in cooperative relay networks:
1) the propagation-delay model 2) the slot-offset model. For both these models we propose a variant of the Slotted Amplify and Forward (SAF) protocol proposed in [10] which asymptotically achieves the transmit diversity bound in the absence of a direct source-destination link, for number of relays N ≥ 2 and for an arbitrary delay profile. We also present DMT optimal codes for both cases considered above.
In all our proofs we look at the MIMO channel induced by the cooperative protocol and compute an upper bound for the probability of outage. This provides a lower bound for the achievable DMT of the protocol. The lower bound thus obtained is shown to be achievable by providing distributed space-time codes that are approximately universal for the resulting MIMO channel. Thus the distributed space-time codes serve as an essential ingredient in simplifying the proofs.
II. SLOTTED AMPLIFY AND FORWARD PROTOCOL FOR THE PROPAGATION-DELAY MODEL

A. Propagation Delay Model
Under this model we take into account the relative propagation delays between the various nodes. We assume that the delay is in units of one symbol duration (i.e., one channel use). We adopt the following notation: the pair (ν i , π i ) denotes the delay between source and relay R i and between relay R i and the destination respectively. The overall delay in the i th relay path will be denoted by τ i . Thus
We will make the simplifying assumption that the delay between any two relays is zero. It turns out that the lower bounds on DMT that we derive here, will only improve in the presence of inter-relay delays. All delays are assumed to be known at the destination. The relays are assumed to know the propagation delay from source to the respective relay to the extent that that the relay node knows when it is receiving its intended packet from the source.
Synchronous network operation implies in particular, packet-level synchronization. As a result, packets arriving at either a relay node or the destination, originating at either the source or a relay node, are aligned in time and thus it is meaningful to speak of interfering packets. This will no longer be the case if there exists relative propagation delays as there will now be relative time-shifts between packets arriving from various nodes, either at a relay node or at the destination.
B. DMT Analysis of the Quasi-Synchronous Network under the Naive SAF Protocol
We consider a particular AF protocol, known in the literature as the Slotted Amplify and Forward (SAF) protocol, and proposed by Yang and Belfiore [10] . We give a brief description of the protocol here as applied to the case when there is no direct link from source to destination. An N -relay M -slot SAF operates as follows:
• The protocol splits up the time axis into frames and slots. There are T channel uses per slot and (M + 1) slots per frame, where M = KN is a multiple of the number N of relays. The slots are indexed from 0 through M . If one ignores the first initialization slot (slot zero), then there are in effect M slots per frame. Under the SAF protocol, the M slots are divided into K cycles, each cycle being of time duration equal to NT channel uses (see Fig. 2 ).
• In the first, initialization slot, the source transmits x 0 and during the i th slot 1 ≤ i ≤ M − 1, the vector
• During the ith time slot, 1 ≤ i ≤ M , the jth relay, R j , where j, 1 ≤ j ≤ N , is such that j = i (mod N ), forwards the s i signal received by it during the immediately preceding, i.e., (i − 1)th slot. However, to simplify the description, we will write R i in place of R j . Thus for example, if N = 4, during the 7th time slot, we will speak of relay R 7 as forwarding the signal received by it during the 6th time slot, when we actually mean relay R 3 , since 7 = 3 (mod 4). Note that s i includes the additive noise present in the receiver of the ith relay. One round of transmissions by all the relays constitutes a cycle. Thus each frame is comprised of K cycles with each relay transmitting precisely once during each cycle. The source remains silent in the final, M th slot (see Fig. 3 ).
We now write down an expression for the signals received by relay and destination during the i th slot. The relay R i+1 receives
where s i−1 is the signal transmitted by R i . The signal received at the destination is given by
Here v i and w i denote white noise. Fig. 3 depicts the protocol operation for N = 3 and M = 6. The destination collects WeA3.5 the vector of received symbols and at the end of one frame the resulting channel model can be written as,
Here x = x 0 x 1 . . . x M −1 is the vector of transmitted symbols and H is a lower triangular matrix of size MT × MT . The main diagonal of H consists of entries of the form γ i = h i g i , each entry being repeated K times. G is a matrix consisting of channel gains. The resulting noise term Gv +w is not white in general. But it has been shown in [11] that for the class of AF protocols in general the resulting noise at the destination is white in the scale of interest. Hence from now on we will work with the model y = Hx + w with w being white. The DMT of the above matrix has been lower bounded in [11] as
which meets the transmit diversity bound as M tends to infinity.
1) Impact of Propagation Delays on the Protocol Operation:
We now analyze the impact of delays on the operation of the naive SAF protocol. Throughout this sub-section, we will assume quasi-synchronous operation of the network, by which we will mean that there is no propagation delay between the source and any of the relay nodes. Thus the value ν i , i = 1, 2, . . . , N of these delays from the source to the relays are all set equal to zero. In order to isolate different frames, the source extends the silence in the last slot to T +θ channel uses in place of T channel uses in naive SAF. The analysis of this simple network will serve to illustrate the performance degradation of naive SAF and will also provide insights on how to handle the general case when both ν i and π i are non zero. We now introduce some terminology. When the symbols in a packet are arranged chronologically, those appearing at the beginning will be called the head of the packet while the tail of the packet will correspond to symbols at the end.
Since each ν i = 0, the signals received at the relays are exactly the same as that in the case of perfect synchronization (see Fig. 4(a) ). As per the SAF protocol, while the relay R i+1 is listening to packet x i from the source in the i th slot, the relay R i will be transmitting packet s i−1 . Thus relay R i+1 will simultaneously receive transmissions from the source and relay node R i and these transmissions will moreover, be aligned in time. This however, is not the situation at the destination. Depending upon the value of the relative delays π i , the tail of the transmission from relay node R i could for instance, interfere with the head of the transmission from relay node R i+1 . This is depicted in Fig. 4(b) . The receptions at the destination will get modified as, Notice that in addition to the intended reception from relay R i there is interference from relays R i−1 and R i+1 . Here The signal received by the destination over the course of one frame can be expressed in the form
Here, unlike in the synchronous case, the resulting channel matrix H will no longer be lower-triangular. We illustrate with an example where N = 3, M = 3, T = 3. In the case of perfect synchronization, the channel matrix at the destination would look like,
where
However, in the presence of delays π 1 = 2, π 2 = 1 and π 3 = 0, the resulting channel model will take the form as in equation (3) with y t = [y 0 y 1 y 2 y 3 y 4 y 5 y 6 ] and
It is not easy, in general, to compute the DMT of channel matrices H having structure of the form of equation (5). The difficulty arises precisely from terms like γ i x i + γ i+1 x i that are heard at the destination due to simultaneous reception from two relays. One possible way to lower bound the DMT is to drop some symbols from the received vector such that the channel matrix between the remaining subset of input and output symbols is lower triangular. For if the matrix is lower triangular, we can use results from [11] to lower bound the DMT. For the channel in equation (5), it is clear that after dropping {y 2 , y 4 , y 6 } the resulting channel model will be ⎡
We now show through a sequence of mutual information inequalities that the DMT of the resulting channel, after dropping certain terms, is indeed a lower bound for the DMT of the original matrix. Let x A and y B be the vector of input and output symbols that we retain. Then
where H is the channel relating x A and y B , i.e.,
We now provide a systematic way in which we can drop symbols at the destination so that the resulting channel matrix is lower triangular. This is by identifying and removing unintended interference at the destination. We call the interference between the tail of a packet and the head of the next immediate packet at the destination as collision. It is clear that since collision is an event that does not happen in the synchronous case, we have to drop the symbols involved in collision in order to retain the channel structure. Now, say packet s i−2 collided with s i−1 but s i−1 did not collide with s i . From equation (1) it is clear that the symbols in s i−1 that were involved in collision would be present in the form of interference in s i . This interference is also unintended and hence these symbols have to be dropped when s i reaches the destination. We call such interference as corruption. It is different from collision since it happens at the relays. For if the relays were isolated there would be no corruption at all. It must be noted that collision is the cause of corruption. In a network where all the source to destination delays are equal but arbitrarily split between the source to relay and the relay to destination paths, the DMT of the SAF protocol remains unchanged.
Let us bound the number of symbols that need to be dropped from every packet due to collisions and corruptions. We may drop symbols from packet y i as a consequence of one or more of the following events:
• Collision at head with s i−2 .
• Collision at tail with s i .
• Corruption at tail due to s i−2 . The number of symbols involved in the collision at head is (π i−1 − π i ) + and similarly at tail it is (π i − π i+1 ) + . The number of corrupted symbols in the tail of s i−1 is again at most (π j −π j+1 ) + for some j. Hence the number of symbols that need to be dropped can be bounded by 2 max j (π j − π j+1 ) + . Since we are interested in designing protocols for a certain maximum delay θ we further bound this as 2θ. Thus if we drop 2θ symbols from each slot of the received vector, the resulting channel matrix will be lower triangular, the DMT of which can be bounded easily.
2) Lower Bound on DMT: At the end of a frame, after dropping some symbols, the destination would have received a vector of length M (T − 2θ). The channel model can be written as,
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is the vector of clean symbols, H is the M (T −2θ)×M (T − 2θ) channel matrix and w C M (T −2θ) is the noise vector. The channel matrix H is lower triangular. The structure of the lower triangular half of the matrix depends on the delay profile of the network. We have the following result.
Proposition 1: For the protocol described in section II-B the DMT is lower bounded by
which asymptotically approaches the transmit diversity bound for large M and T . In order to derive a lower bound on the DMT of the proposed protocol we make use of the following important result from [11] .
Theorem 2: ([11] -Theorem 2.12) Let H be a lower triangular matrix with random entries. Let H d be a diagonal matrix whose diagonal entries are the same as the main diagonal entries of H, and let H l be a matrix consisting of only the last sub diagonal of H and zeros else where. Let d H (r), d H d (r) and d H l (r) denote the DMT of these matrices respectively. Then 
= P r{log(
where |γ i | 2 = ρ −αi , i = 1, 2, . . . , N. Therefore we have,
By theorem 2, a lower bound on the DMT of the proposed protocol can be given by
which asymptotically approaches the transmit diversity bound for large M and T . As M tends to infinity we have
From equation (12), we see that there is a rate loss factor of T T −2θ . This factor reflects the loss in maximum multiplexing gain for a finite slot length but arbitrarily large number of cycles. This is actually the ratio of the length of one slot to the number of clean symbols per slot for the protocol. In the next sub-section we show how padding zeros at the source helps in increasing the number of clean symbols per slot, thereby increasing the resulting DMT.
C. SAF Protocol with Guard Time for the Network with Arbitrary Delay Profile
From the analysis in section II-B.1, it is clear that a simple way to ensure lower-triangular structure of the channel matrix is to include a guard time for each slot, thereby avoiding collisions at the destination. By guard time we mean a period of silence where the source transmits nothing, thereby slowing down its operation. The guard time ensures that the number of colliding symbols at the destination is reduced.
Let x be the length of the guard time per slot. Now the effective length of every slot is T = T + x. The strategy adopted by the relays is as follows: Every relay listens to the source for T channel uses and transmits in the next T immediate channel uses. As described in the previous sub-section the destination collects only the collision free symbols in every slot. Then it is easy to see that the number of clean symbols in every slot can be lower bounded by (T − 2θ + 2x). Thus adding x guard symbols provides a two-fold increase in the number of clean symbols. Following similar outage analysis as in section II-B.1, the DMT of the resulting SAF protocol with guard time can be lower bounded as,
In particular when x = θ we have
The lower bound in equation (14) is better than that in equation (13) for x ≤ θ. Thus a guard time of θ channel uses per slot is optimum and it completely eliminates collision. Increasing guard time beyond θ channel uses will only reduce the DMT as the number of clean symbols in every slot can at most be only T . Even for the more general case where there are delays from the source to the relays as well as in between relays, WeA3.5 it can be shown that a guard time of θ would be sufficient, the details of which are provided in the next section.
D. DMT Analysis of SAF Protocol with Guard Time
In this section we show that the SAF protocol with guard time asymptotically achieves the transmit diversity bound for any delay profile (ν i , π i ), i = 1, 2, . . . , N and in the presence of inter-relay delays. The description of the protocol is as follows:
• There are totally (M + 1) slots in a frame. The source operation is the same as that in naive SAF described in section II, except that in each of the first M slots the source flushes θ zeros after sending T information symbols. The total duration of one frame is (M (T + θ) + T ) channel uses.
• Each relay in its respective slot, listens for T channel uses and transmits in the next immediate T channel uses. The signal received by the relay R i+1 in the i th slot is given by,
where s i−1 is the signal transmitted by relay R i . Here D Δνi is again a shift-and-truncate operator which operates as follows. If Δ i is positive (negative) then D
Δνi shifts x to the right (left) by |Δν i | symbols and drops the last (first) |Δν i | symbols.
The signal transmitted by the relay R i arrives at the destination with a delay of π i . With a guard time of θ symbols we ensure that the receptions at destination from different relay nodes are made orthogonal, hence eliminating collisions. It is clear that the presence of delays between relays will not affect the orthogonality of receptions at destination but will only alter the interfering signal at the relays. Notice that the different relay transmissions will also now be orthogonal. There is a total delay of τ i in the i th path from the source to the destination. As the destination is assumed to know all the delays in the network it knows exactly when the transmission and the reception of a particular relay starts and ends and hence listens to the network only during these time instants. At the end of one frame the destination would have received a vector of length MT symbols consisting of the receptions from all the relays. The channel model is given by,
is the vector of transmitted symbols from the source, H is the MT × MT channel matrix and w C MT is the noise vector. The channel matrix H is lower triangular, which is a result of padding θ zeros to every slot. We then have the following theorem.
Theorem 3: For the protocol described in section II-D the DMT is lower bounded by
which asymptotically approaches the transmit diversity bound for large M and T . Proof: Consider the channel model given by (16). Let H d be the corresponding diagonal matrix associated with H. The diagonal entries of H d are the product fade coefficients h i g i each repeated KT times, where K = M N . Let us denote γ i = h i g i . Let r = (M (T + θ) + T )r. The DMT of the diagonal matrix H d can be easily calculated as follows:
. . , N. Therefore we have,
By theorem 2, a lower bound on the DMT of the proposed protocol is then given by,
which asymptotically approaches the transmit diversity bound for large M and T . As the number of slots M tends to ∞ we have
In the case of perfect synchronization the naive SAF protocol achieves the DMT of N (1−r) as M goes to infinity, where as in the presence of asynchronism the lower bound on the DMT of the modified SAF is N 1 − T +θ T r . Thus we see that the impairment due to asynchronism in a cooperative relay network can be combated by operating the protocol with longer slot lengths. From the expression for the lower bound on DMT, we see that the maximum multiplexing gain becomes T T +θ which approaches one for large T . The lower bound in Theorem 3 can be achieved by using an approximately universal Cyclic Division Algebra (CDA) based code of size MT × MT , where the coding takes place over MT frames. The details of the code construction are described in section IV.
III. SLOTTED AMPLIFY AND FORWARD PROTOCOL FOR THE SLOT-OFFSET MODEL A. Slot-Offset Model
We propose another model for asynchronous cooperative relay communication which we call the slot-offset model.
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In this model the relay makes an error in detecting the beginning of its intended listening epoch. For instance, in the SAF protocol the intended listening epochs are slots, and the timing offset at a relay will result in an offset in the beginning of the slot. This amounts to slot-level asynchronism. The timing offset is assumed to be in units of one symbol duration. We illustrate this model with an example.
Consider the two-hop network with a single source, single sink and three relays. Let there be no direct link from the source to the sink. We operate the SAF protocol with 3 slots, each of duration 3 channel uses, i.e., M = 3 and T = 3. Let the timing offset profile be [τ 1 τ 2 τ 3 ] = [1 0 1]. The source transmits the vector
As relay R 1 is offset by 1 channel use, it will listen to, and in turn relay the symbols [x 1 x 2 x 3 ] as opposed to relaying
. Thus it will miss the first symbol x 0 . Similarly relay R 3 will miss the first symbol in the third slot, namely x 6 and relay the symbols [x 7 x 8 0] as opposed to relaying [x 6 x 7 x 8 ]. Relay R 2 , being perfectly synchronized with the source, forwards the symbols that are assigned to it, namely [x 3 x 4 x 5 ]. Notice that the symbol x 3 is relayed by both R 1 and R 2 simultaneously, whereas x 0 is not forwarded by any relay.
As evident from the above example we make the following observations about the model:
• Some symbols may not be relayed by any relay node at all. For instance if the node which is supposed to relay the first packet has a non-zero offset, then the first few symbols will be lost.
• Some symbols may be listened and relayed by more than one relays. Then the resulting schedule of receptions will no longer be orthogonal as opposed to a possibly intended orthogonal schedule. Let τ i denote the timing offset at relay R i and let θ = max 1≤i≤N τ i . We assume that there are no relative propagation delays anywhere in the network. We further assume that the destination is synchronized with the source transmissions and it has perfect knowledge of timing offsets at all the relays. This can be accomplished by a simple training scheme.
B. DMT analysis of SAF protocol
First we consider the two hop network without the direct link and all the relays connected. We operate the naive SAF protocol on this network and analyze the impact of timing offsets on the DMT. The start of the relay R i is offset by τ i symbols as described earlier. The length of one frame is taken to be ((M + 1)T + θ) channel uses, i.e., the source flushes θ zeros after sending all the information symbols in order to isolate two consecutive frames. We now describe the reception and transmission time instants of the relays during the first cycle. This follows periodically in the subsequent cycles.
Relay R 1 listens through the time instants τ 1 + 1 to T + τ 1 and transmits the T length vector it heard in the next immediate T channel uses. In general relay R i listens through time instants (i − 1)T + τ N + 1 to iT + τ N and transmits through time instants iT + τ N +1 to (i +1)T + τ N .
The relay R i misses the first τ i symbols in its respective slot and receives the first τ i symbols in the subsequent slot corresponding to the relay R i+1 . As a consequence of these timing offsets the transmissions of different relays will not be orthogonal and the same symbol might be relayed by more than one relay. But it is easy to see that whenever the transmissions of two relays overlap, the relays will always be sending the same symbol simultaneously (probably with casual interference from the previous information symbols). By the nature of the protocol at the most only two relays can be transmitting simultaneously. Hence, in the presence of timing offsets we will have terms like (γ i + γ i+1 )x at the destination, where γ i 's are as defined before.
The destination knows all the timing offsets and collects the vector of received symbols. At the end of one frame the resulting channel model can be written as,
where x is the vector of symbols transmitted by the source, H is a lower triangular matrix of size MT × MT and w corresponds to white noise. For the example considered in section III-A, the resulting channel matrix at the end of one frame will be,
Theorem 4: For the protocol proposed in section III-B the DMT is lower bounded by
which tends to N (1 − r) for large M and T . Proof: First we make some observations regarding the entries of the matrix H in equation (23) and then go on to derive a lower bound on the DMT of the protocol.
The main diagonal of H consists of:
• terms like γ i = h i g i .
• terms like (γ i + γ i+1 ) which result due to the same symbol getting relayed by two relays simultaneously. The number of times (γ i + γ i+1 ) appears is given by the delay pair (τ i , τ i+1 ). See, for example, the matrix above.
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Let H d be the diagonal matrix corresponding to H. Then,
We further lower bound d H d (r) by dropping all the terms like (γ i + γ i+1 ) from the diagonal matrix since dropping terms only decreases the mutual information. The exact number of times for which these terms appear depends on the timing offsets τ i . Instead of going for an exact count of the number of individual terms γ i , we lower bound it as follows. The transmission of relay R i can interfere with either that of R i−1 or that of R i+1 . If T is the slot length, the number of times the term γ i appears in the main diagonal is given by,
which can be further lower bounded by K(T − θ). Therefore the corresponding DMT can be computed as follows:
where |γ i | 2 = ρ −αi , i = 1, 2, . . . , N and r = ((M + 1)T + θ)r. We then have,
which as M tends to infinity achieves N 1 − T T −θ r . The achievability of the above lower bound is again shown by using approximately universal codes from CDA.
IV. DMT OPTIMAL CODES
As we had mentioned earlier, the distributed space time codes for the above protocols are derived from Cyclic Division Algebras, see [12] , [8] . These codes are approximately universal, see [9] , [8] and achieve the DMT of channels with arbitrary fading distribution. The resulting channel model for the protocols we considered is given by, y = Hx + w where H is the induced channel matrix with random fading coefficients. If H is of size, say, L×MT the DMT of H can be achieved by an approximately universal CDA based code of size MT × MT . In the k th frame the source transmits the k th column of the codeword matrix.
V. CONCLUDING REMARKS
In this work, we analyzed cooperative relay networks under two different models of asynchronism. We showed that with slight changes, the SAF protocol is asymptotically optimal for both the models. We also presented distributed space-time codes that achieve the optimal DMT. It has been shown in [13] that for networks with direct link, the SAF protocol is asymptotically optimal under both models of asynchronism, with the additional assumption of relay isolation.
