Abstract. Let (M, g) be a closed Riemannian manifold of dimension n ≥ 3 and x 0 ∈ M be an isolated local minimum of the scalar curvature s g of g. For any positive integer k we prove that for ǫ > 0 small enough the subcritical Yamabe equation for an integer N > n and q = N +2 N −2 . The constant β depends on n and N , and can be easily computed numerically, being negative in all cases considered. This provides solutions to the Yamabe equation on Riemannian products (M × X, g + ǫ 2 h), where (X, h) is a Riemannian manifold with constant positive scalar curvature. We also prove that solutions with small energy only have one local maximum.
Introduction
Consider a closed Riemannian manifold (M, g) of dimension n ≥ 3. The Yamabe problem consists of finding metrics of constant scalar curvature in the conformal class of g, [g]. If we denote by s g the scalar curvature of g and call a n = 4(n−1) n−2 , p n = 2n n−2
(the critical Sobolev exponent) then for a positive function u : M → R the metric u pn−2 g ∈ [g] has constant scalar curvature λ ∈ R if and only if u is a solution to the Yamabe equation − a n ∆u + s g u = λu pn−1
(1) A fundamental result proved by H. Yamabe [25] , N. Trudinger [24] , T. Aubin [3] and R. Schoen [22] says that there is always one solution which minimizes energy (which means that the corresponding metric minimizes the total scalar curvature functional in its conformal class). But in general the solution is not unique and many interesting results have been proved about multiplicity of solutions (see for instance references [1] , [4] , [5] , [6] , [12] , [19] , [21] , [23] ).
Let (M n , g) be any closed Riemannian manifold and (X m , h) a Riemannian manifold of constant positive scalar curvature s h . Let N = n + m. We will be interested in positive solutions of the Yamabe equation for the product manifold (M × X, g + ǫ 2 h):
The conformal metric u p N −2 (g + ǫ 2 h) then has constant scalar curvature. This case of Riemannian products has recently been studied by several authors (see for instance [6] , [12] , [20] and the references in them).
We restrict our study to functions that depend only on the first factor, u : M → R. We normalize h so that s h = a N , and let c N = a 
We will find solutions to the Yamabe equation (2) by solving (3). These solutions actually give solutions of the Yamabe equation in more general situations, like the case when M is the base space of a harmonic Riemannian submersion treated in [4] , [5] , [17] .
It is important to point out that positive solutions of (3) are the critical points of the functional J ǫ : H 1 (M) → R, given by
where u + (x) = max{u(x), 0}. We will build solutions which have several peaks by using the Lyapunov-Schmidt reduction procedure which has been applied by several authors [7] , [8] , [9] , [14] , [15] . In particular in [7] E. N. Dancer, A. M. Micheletti, and A. Pistoia apply the procedure in a Riemannian n-manifold to build k-peaks solutions of the equation
for p < p n , with the peaks approaching an isolated local minimum of the scalar curvature of the metric. We will apply similar techniques to study equation (3) .
We will now briefly describe the construction. One first considers what will be called the limit equation in R n : recall that for 2 < p < 2n n−2
, n > 2, the equation
has a unique (up to translations) positive solution U ∈ H 1 (R n ) that vanishes at infinity. Such function is radial and exponentially decreasing at infinity, namely 
See reference [13] for details. We will denote this solution by U in the article, assuming that p and n are clear from the context. Note that for any ǫ > 0, the function U ǫ (x) = U(
, is a solution of
For any x ∈ M consider the exponential map exp x : T x M → M. Since M is closed we can fix r 0 > 0 such that exp x B(0,r 0 ) : B(0, r 0 ) → B g (x, r 0 ) is a diffeomorphism for any x ∈ M. Here B(0, r) is the ball in R n centered at 0 with radius r and B g (x, r) is the geodesic ball in M centered at x with radius r.
Let χ r be a smooth radial cut-off function such that χ r (z) = 1 if z ∈ B(0, r/2), χ r (z) = 0 if z ∈ R n \B(0, r).
Fix any positive r < r 0 . For a point ξ ∈ M and ǫ > 0 let us define the function W ǫ,ξ : M → R by
One considers W ǫ,ξ as an approximate solution to equation (3) which concentrates around ξ. As ǫ → 0 W ǫ,ξ will get more concentrated around ξ and will be closer to an exact solution. Summing up a finite number k of these functions concentrating on different points we have an approximate solution of equation (3) which has k-peaks: let k 0 ≥ 1 be a fixed integer and denote ξ = (ξ 1 , . . . ,
is our approximate solution with k 0 -peaks. We will find exact solutions by perturbing these approximate solutions. Let p = p N , c = c N , and
Note that the constant β depends only on n and m. We have not been able to find an analytical proof that β = 0 but at the end of the article we give the numerical computation of β for low values of m and n. In all cases β < 0.
Assuming that β < 0 we will show that for small ǫ and any isolated local minimum x 0 of s g there exists a solution of problem (3) which is close to V ǫ,ξ in the norm ǫ defined by:
with the points in ξ approaching x 0 : Theorem 1.1. Assume that β < 0. Let ξ 0 be an isolated local minimum of the scalar curvature s g . For each positive integer k 0 , there exists
and a solution u ǫ of problem (3) such that
It has been proved by A. M. Micheletti and A. Pistoia [16] that for a generic Riemannian metric the critical points of the scalar curvature are non-degenerate and in particular isolated. If β > 0 one can prove the same theorem replacing the isolated local minimum of the scalar curvature by an isolated local maximum.
As mentioned before, the theorem gives multiplicity results for the Yamabe equation on products (2) and certain Riemannian submersions. Most of the known multiplicity results in these situations use bifurcation theory and assume that s g is constant ( [4] , [5] , [6] , [17] , [20] ). The situation when s g is not constant, like in the theorem was treated by J. Petean in [19] , where it is proved that equation (3) has Cat(M) + 1 (Cat(M) is the Lusternik-Schnirelmann category of M) solutions with low energy. To describe this result consider the Nehari manifold N ǫ , associated to J ǫ ,
It is known (cf. in [19] , [2] ), that, for these settings,
Given ǫ > 0 and d > 0, we let,
The solutions in [19] are in Σ ǫ,mǫ+δ , for δ > 0 small. Our next theorem shows that those solutions have only one peak.
||U || p p +δ , then u ǫ has a unique maximum point.
In section 2 we will introduce notation and background and discuss a finite dimensional reduction of the problem. In sections 3 and 4 we will prove Theorem 1.1 assuming the technical Proposition 2.1, which is proved in section 6. In section 5 we will prove Theorem 1.2. We discuss the numerical calculation of the constant β in the final appendix. many helpful discussions on the subject. The second author was supported by program UNAM-DGAPA-PAPIIT IA106918.
Approximate solutions and the reduction of the equation
Positive solutions of (6) are the critical points of the functional E :
. S 0 (U) = 0 and the solution U is non-degenerate in the sense that Kernel(S ′ 0 (U)) is spanned by
with i = 1, . . . , n.
Note that for any ǫ > 0, the function U ǫ (x) = U(
and so it is a critical point of the functional
is spanned by the functions
Let us define on M the functions
Let H ǫ be the Hilbert space H 1 g (M) equipped with the inner product
which induces the norm
Similarly on R n we define the inner product for
It is important to note that f ǫ ǫ is independent of ǫ, where as before
be the orthogonal projections. In order to solve equation (3) we call
The idea is that the kernel of S ′ ǫ (V ǫ,ξ ) should be close to K ǫ,ξ and then the linear map φ → Π
Then the inverse function theorem would imply that there is a unique small φ = φ ǫ,ξ ∈ K ⊥ ǫ,ξ such that (this is the content of Proposition 2.1)
(17) And then we have to solve the finite dimensional problem
Consider the function J ǫ :
We will show in Proposition 3.1 that (18) is equivalent to finding critical points of J ǫ .
Let ξ 0 ∈ M be an isolated local minimum point of the scalar curvature. Let k 0 ≥ 1 be a fixed integer. Given ρ > 0, ǫ > 0 we consider the open set
Moreover for any δ > 0 we have
This follows from (7): if we had a > 0 and a sequence ǫ i → 0 such that
and applying (7) to ǫ −1 exp
giving a contradiction. We will prove:
which solves equation (17) and satisfies
The proof of the proposition is technical and follows the same lines used in previous works, see [7, 9, 15] . For completeness we will sketch the proof following the proof in [7] , but we pospone it to Section 6. In the next two sections we will prove Theorem 1.1 assuming this proposition.
On the Banach space L q g (M) consider the norm
it follows from the usual Sobolev inequalities that there exists a constant c independent of ǫ such that
(24) Moreover for the same constant c in (23) we have that
and we can rewrite problem (3) in the equivalent way
Note that a solution to (27) is a critical point of J ǫ and so it is a positive function. Now we will discuss some estimates related to the approximate solutions. The estimates are similar to ones obtained in [7, 15] and we refer the reader to these articles for details.
The next lemma gives an explicit sense in which W ǫ,ξ is an approximate solution of equation (3):
There exists a constant c and ǫ 0 > 0 such that for any ǫ ∈ (0, ǫ 0 ),
In [15, Lemma 3.3] it is proved that
and the lemma follows.
Since the function U is radial it follows that if i = j then < ψ
Let us call C =
Given ξ ∈ M and normal coordinates (x 1 , ..., x n ) around ξ it also follows that
and
The previous estimates deal with one peak approximations. For the multipeak ap-
Also since the points are appropriately separated by (20) and the exponential decay of U (7), (8) , it follows that if i = j,
3. The asymptotic expansion of J ǫ
given by Proposition 2.1 and define as in section 2,
. In this section we will prove the following: 
with |b ij | = 1 and
For a point ξ ∈ M we will identify a geodesic ball around it with a ball in R n by normal coordinates. We denote by g ij the expression of the metric g in these coordinates and consider the higher order terms in the Taylor expansions of the functions g ij . See references [11] and [8] for details. Let ∇ and R be the Riemannian connection and curvature operator of M. Let
We will need the following lemma which is proved for instance in [11] :
In a normal coordinates neighborhood of ξ 0 ∈ M, the Taylor's series of g around ξ 0 is given by
Furthermore, the volume element on normal coordinates has the following expansion
Lemma 3.3. For ξ ∈ M and ǫ > 0 small we have
Proof. By direct computation
We first estimate I. Let x = exp ξ (ǫz) with z ∈ B(0, r ǫ ). Then doing the change of variables we obtain the expression
By the exponential decay of U (7), we have
We consider the Taylor's expansions of g and s g around ξ. For instance
for some fixed r > 0, then
And using again the exponential decay of U we get
By Lemma 5.3 of [15] we have
Here we are using that U is a radial function, U(z) = u(|z|) for a function u : [0, +∞) → R, and we identify |∇U(z)| = |u ′ (|z|)|. Using polar coordinates to integrate
For any homogeneous polynomial p(x) of degree d using the divergence theorem one obtains (see Proposition 28 in [1] )
where V n−1 is the volume of S n−1 . Then we get
and using (39), (40) the lemma follows.
and it satisfies (17)
. By the mean value theorem we get for some
In the last inequality we use (23) and the last equality follows from Proposition 2.1 . This proves the lemma.
Here
where
Proof.
(48) By Lemma 3.3 we get
Let us estimate the second term I 2 in (48). We claim that I 2 = o(ǫ 2 ).
It is easy to see that the first term is o(ǫ 2
This proves the lemma.
Proof of Proposition 3.1. The last two lemmas prove (34). We are left to prove that if ξ ǫ = (ξ 1 , . . . , ξ k 0 ) is a critical point of J ǫ , then the function V ǫ,ξ ǫ + φ ǫ,ξ ǫ is a solution to problem (3). For α = 1, ..., k 0 and x α ∈ B(0, r) we let y α = exp ξα (x α ) and
We write
The first term on the right is of course 0 by the construction of φ ǫ,y(x) . We write the second term as
We have to prove that for each i, α (and
Since
, for any k and β we have that
where the last equality follows from Proposition 2.1 and (31). Now from (32)
It follows from (33) that
Then it follows from (30) that
And then it follows from (50) that C i,α ǫ (0) = 0.
Proof of Theorem 1.1
Proof of Theorem 1.1. We will prove that ifξ ǫ ∈ D
Then by Proposition 3.1 u ǫ = V ǫ,ξǫ + φ ǫ,ξǫ is a solution to problem (3) and u ǫ − V ǫ,ξǫ = φ ǫ,ξǫ = o(ǫ).
We first construct a particularη ǫ ∈ D
√ ǫ e i ), for i ∈ {1, 2, ..., k}, where e 1 , e 2 , ..., e k are distinct points in R n . Then, by direct computation,η ǫ verifies the following estimates:
We can then see thatJ(η ǫ ) = k 0 α + (1/2)βǫ
, by combining (c) and the expansion ofJ(η ǫ ) in Proposition 3.1. Note that (a) and (c) imply that, for a fixed ρ > 0 and ǫ small enough ,
) is a local minimum, for ǫ small we have an expansion for s g (η i ):
Then we have:
and we obtainJ
Now, sinceξ ǫ is a maximum ofJ ǫ in D
Applying Proposition 3.1 to the left side of (57), we get
that is,
Fix ρ, small enough so that ξ 0 is the only minimum of s g in B g (ξ 0 , ρ). With this choice of ρ we see that, in fact, each term in the left hand side of inequality (58) is non-negative and therefore bounded from above by o(ǫ 2 ).
that is, since β < 0,
It follows that lim ǫ→0 s g (ξ i ) = s g (ξ 0 ). And then, since ξ 0 is the only minimum point of s g in B g (ξ 0 , ξ i ), we have lim ǫ→0 ξ i = ξ 0 . Hence, ǫ small enough implies
Now, recall that γ ij := R n U p−1 (z)e b ij ,z dz, and that |b ij | = 1, for all i, j ≤ k. This implies that γ ij is bounded from below by a positive constant. We define
Then, by (58) and (59),
that is, for ǫ small enough,
Of course, (61) and (60) imply thatξ ǫ ∈ D k 0 ǫ,ρ .
Profile description of low energy solutions
Consider the Nehari manifold N ǫ , associated to J ǫ ,
It is well known that the critical points of J ǫ restricted to N ǫ are positive solutions of (3).
follows that J ǫ (u) restricted to N ǫ is bounded below. With this in mind we will set
A similar setting on R n is well known.
Consider the functional
and the Nehari manifold N(E), associated to E,
Of course, U is the minimizer of the functional E, restricted to the Nehari manifold N(E). We denote the minimum by m(E), note that
Remark It is also a known result (cf. in [19] , [2] ), that, for these settings,
With this in mind, we define the functional
and the Nehari manifold N(E ǫ ), associated to E ǫ ,
Of course, U ǫ is a minimizer of the functional E ǫ , restricted to the Nehari manifold
In order to describe the profile of low energy solutions u ǫ of equation (3), for ǫ small, we start with the observation that they all have at least one maximum at some point x ǫ ∈ M.
Lemma 5.1. Let u ǫ be a solution of (3) , such that u ǫ ∈ Σ ǫ,2m(E) . Then, for ǫ small enough, u ǫ is not constant.
Proof. This follows directly from computation. If u ǫ were constant, then we would have
Using standard regularity theory it can proved that if u ǫ is a non-negative solution of (3), such that u ǫ ∈ Σ ǫ,2m(E) , then u ǫ ∈ C 2 (M) (see for example Theorem 4.1 of [18] ).
Since M is compact, it follows that the low energy solutions u ǫ have at least one maximum on M. Hence, if x ǫ is a maximum point of a solution u ǫ of (3), then ǫ 2 ∆ g u(x ǫ ) ≤ 0, and then 0 ≥ (s g (x ǫ )cǫ 2 + 1) u(x ǫ ) − u(x ǫ ) p−1 . We thus have the following.
Lemma 5.2. Let x ǫ ∈ M be a maximum point of a solution u ǫ of (3), with
We now show that, locally, around a maximum point, low energy solutions u ǫ are essentially the radial solution U of equation (3) 
Proof. Let {u ǫ j } j∈N , be any sequnce of solutions of eq. (3), such that lim j→∞ ǫ j = 0 and such that u ǫ ∈ N ǫ and J ǫ (u ǫ ) < m(E) + δ. Let x 0 ∈ M be such that
, where r 0 is the injectivity radius of M. Consider also the exponential function, exp x 0 on this ball. For j big, x ǫ j ∈ B g (x 0 , r), and we define y j ∈ R n as y j = exp
, and the functionv j : B(0,
Note thatv j is well defined on B(0, r ǫ j ) ⊂ R n : recall that y j → 0 as ǫ j → 0, so that for j big enough, |y j + ǫ j z| < r 0 , since r < r 0 2 . We now extend the domain ofv j to all of R n . Let χ r (t) : R n → R be a smooth cut-off function such that χ r ≤ 1, χ r (t) = 1 for t ∈ [0, r/2), χ r (t) = 0 for t ∈ [r, ∞), and |χ ′ r (t)| ≤ 2/t, for t ∈ [r/2, r). We will write χ j (z) := χ r (|ǫ j z|), and then we define v j : R n → R as
for z ∈ B(0, r ǫ j ) ⊂ R n , and as v j (z) = 0, for z / ∈ B(0,
We next prove that v j → U, C 2 loc (R n ), where U is the positive, exponentially decreasing at infinity, solution of equation (63) on R n , and the conclusions of the lemma will follow.
First note that v j is bounded in H 1 (R n ), independently of j ∈ N, for j big:
we have
for j big enough. Now, using a change of variables, y = y j + ǫ j z, and recalling the definition ofv j (eq. (66)) we have
We now use coordinates on B g (x 0 , r) = exp x 0 (B(0, r)) to write,
for some c independent of j. Finally, by recalling that u ǫ j is in N ǫ j , we have
hence, since by hypothesis J ǫ (u ǫ ) < 2m(E), we get our bound:
Then there exists some function
, so that the Sobolev Embedding (Theorem 7.26 in [10] ) is continuous and compact). Now, since u ǫ j is a solution of equation (3), we have:
Given ϕ ∈ C ∞ 0 (R n ), take ǫ j small enough so that supp ϕ ⊂ B(0,
). Also, choose normal coordinates in B g (x 0 , r) = exp(B(0, r)), such that g il (0) = δ il .
We use these coordinates to rewrite eq. (68) on B(0,
(69) Multiplying (69) by ϕ and integrating on supp ϕ ⊂ B(0,
and taking into account the weak convergence v j → w, on H 1,2 (R n ), and strong in
, we have
Thus, w weakly solves −∆w + w = w p−1 on R n . We now use regularity theory to prove that, moreover, v j → w in C 2 loc (R n ). We use normal coordinates again. By equation (69), for z ∈ B(0, r ǫ j ):
GivenR > 0, for j big we have r 2ǫ j >R. We define on B(0,2R) ⊂ R n , for each j:
and the strictly elliptic operator, :
Note that for each j, v j = f j . By local elliptic regularity (see for example, Theorem 8.10 in [10] )
for j big such that r 2ǫ j >R. On the other hand, since we have strong convergence
). And then, we have a uniform bound,
In turn, by the Sobolev Embedding Theorem (see for example (Theorem 7.26 in [10] B(0,R) ). Since q ′ > q in this process, we can continue this bootstrap argument to prove that for any s large, f j is uniformly bounded in L s (B(0,R)) and then, also v j in H 2,s (B(0,R)). It follows, by the second part of the Sobolev Embedding Theorem (Theorem 7.26 in [10] ), v j is uniformly bounded in C 0,θ (B(0,R)), for 0 < θ < 1, and in consequence, f j is uniformly bounded as well.
Then we make use of local elliptic regularity again for v j = f j : by the Schauder estimates (see for example, Thm 6.2 in [10] ) v j ∈ C 2,θ (M) and:
And by Lemma 5.2, w(0) ≥ min s g cǫ j + 1, i.e. w = 0. Of course, this implies that w = U, the radial, positive solution of (63) on R n . Recall that, for z ∈ B(0,R) ⊂ B(0,
n We conclude that u ǫ j has only one maximum in B g (x ǫ j , ǫ jR ) since U has only one maximum and convergence of v j to U is C 2 in B(0,R). SinceR was arbitrary, the first conclusion of the Lemma follows.
We now prove the second part of the Lemma. Let η ∈ (0, 1). Then there is some R η > 0 such that
Since we have local C 2 convergence of v j to U, we have, as j → ∞,
Let s j = s g cǫ 2 j + 1 (note that s j → 1 as j → ∞). By construction, v j =v j χ j (eq. (67)). Moreover, recall that χ j (z) = χ r (ǫ j z) = 1 for ǫ j z ≤ r 2 i.e. for z ≤ r 2ǫ j . That is for j big enough, χ j (z) = 1 in B(0, R η ) and then
Using a change of variables, y = y j + ǫ j z, and recalling the definition ofv j (eq. (66)) we have
(exp x 0 (y)) dy.
(72) We make use again of normal coordinates in B g (x 0 , r) = exp x 0 (B(0, r)), such that g il (0) = δ il . By continuity, of g il , for each α > 0, there is some j 0 such that
That is, we may construct a sequence {α j } j∈⋉ , such that α j → 0 and
This last inequality, and (72) yield,
Recall that, by (71) and (74),
We conclude that for j big enough,
Using lemma 5.3, we prove Theorem 1.2
Proof. If the theorem were not true, there would exist a sequence ǫ j → 0 and corresponding solutions u ǫ j with at least two local maxima. We will denote them by x
For this η there is some R η and ǫ η , as in part (2) , R η ǫ j ), i = 1, 2, such that ǫ j < ǫ 0 . We will denote these balls by B 
we reach a contradiction to a hypothesis of Theorem 1.2.
Proof of Proposition 2.1
In this section we sketch a proof for the finite dimensional reduction, Proposition 2.1. A detailed proof in a similar situation can be found in [7, 15] .
Proof. Recall the operator
We may rewrite eq. (17) as
. with the first term being independent of φ:
the second term, the linear operator:
and the last term a remainder:
Hence, eq. (17) can be written as
And then, if L is invertible, we may turn eq. (17), into a fixed point problem, for the operator
We start by proving that L ǫ,ξ is in fact invertible, for appropriateξ and ǫ.
Lemma 6.1. There exists ǫ 0 > 0 and c > 0, such that for any
we have,
Proof. We will proceed by contradiction. Suppose that there are sequences {ǫ j } j∈N ,
That is, for each j, ψ j ∈ K ⊥ ǫ j ,ξ j and ζ j ∈ K ǫ j ,ξ j . Now, let u j := φ j − (ψ j + ζ j ). We will prove the following contradictory consequences of the existence of such series:
this will prove that such sequences {ξ j }, {φ j }, {ǫ j } cannot exist. We start by proving (77). First we note that:
. For any h ∈ {1, 2, . . . , n} , and l ∈ {1, 2, . . . , K} we multiply ψ j + ζ j (eq. (76)) by Z h ǫ j ,ξ l j , and we find
On the other hand, by (28), 
(81) Letφ lj (z) = φ l j (exp ξ l j (ǫ j z)χ r (ǫ j z)) if z ∈ B(0, r/ǫ j ) ; 0 otherwise,
Then we have that for some constantc, φ l j H 1 (R n ) ≤c φ l j ǫ j ≤c. Therefore, we can assume thatφ l j converges weakly to someφ in H 1 (R n ) and strongly in L q loc (R n ) for any q ∈ [2, p n ). Also note that, 
where c 1 is an upper bound for s g , c 2 for ||∇U|| L 2 (R n ) and c 3 for ||φ|| L 2 (R n ) . 
(84) From (84), we get that a hl j → 0 for any h = 1, · · · , n, and any l = 1, · · · , K and then (79) follows. We are ready to prove (77).
Recall that u j = φ j − (ψ j + ζ j ), since φ j ǫ j = 1, ψ j ǫ j → 0 and ζ j ǫ j → 0 then u j ǫ j → 1. On the other hand ||N ǫ,ξ (φ)|| ǫ ≤ c||φ|| ǫ , (107) for φ with ||φ|| ǫ small enough, since ||N ǫ,ξ (φ)|| ǫ ≤ c ||φ|| p−1 ǫ + ||φ|| 2 ǫ , by eq (3.35) in [7] .
Hence by Lemma 6.2, and inequality (107), Finally, to prove that the map ξ → φ ǫ,ξ is in fact a C 1 map, given ǫ, we use the Implicit Function Theorem applied to the function F (ξ, φ) = T ǫ,ξ (φ) − φ.
As stated above, eq. (106) guarantees that there is some φ ǫ,ξ , such that F (ξ, φ ǫ,ξ ) = 0. Also, T ǫ,ξ (φ) is differentiable, with differentiable inverse L ǫ,ξ (φ). The Implicit Function Theorem then implies that ξ → φ ǫ,ξ is a C 1 map.
Appendix
In this section we compute numerically β of section 3, for low dimensions. Namely
which plays an important role in the asymptotic expansion of the energy J ǫ . β is a dimensional constant that requires knowledge of the unique (up to translations) positive solution U ∈ H 1 (R n ) that vanishes at infinity of
with p = 2(m+n) m+n−2
. The solution is known to exist, and to be unique and radial, see [13] for details.
Hence, we consider the solution h = h α of h ′′ (t) + n − 1 t h ′ (t) − h(t) + h(t) Table 1 . Numerical values for β, for n + m ≤ 9.
with h(0) = α > 0, h ′ (0) = 0. By the aforementioned existence and uniqueness results, there exists only one value α = α 0 = α 0 (m, n) that gives a positive solution h α 0 that vanishes at infinity. Our approach is to find h α 0 numerically as the solution of (110) that vanishes at infinity, and then to integrate it numerically to find V n−1 c ∞ 0 u 2 r n−1 dr and V n−1 n(n+2) ∞ 0 u ′2 r n+1 dr, the two terms involved in (108). Of course u(r) = h α 0 (r).
In Table 1 we show the numerical results, where β is negative for m + n ≤ 9.
