We present a novel Cross-Class Relevance Learning approach for the task of temporal concept localization. Most localization architectures rely on feature extraction layers followed by a classification layer which outputs class probabilities for each segment. However, in many real-world applications classes can exhibit complex relationships that are difficult to model with this architecture. In contrast, we propose to incorporate target class and class-related features as input, and learn a pairwise binary model to predict general segment to class relevance. This facilitates learning of shared information between classes, and allows for arbitrary class-specific feature engineering. We apply this approach to the 3rd YouTube-8M Video Understanding Challenge together with other leading models, and achieve first place out of over 280 teams. In this paper we describe our approach and show some empirical results.
Introduction
The problem of video understanding has received increasing attention recently following the rapid advancement in computer vision image models. Temporal concept localization in particular is a challenging but fundamental problem in video understanding where the main goal is to identify video segments that contain a specific concept or action. Just as the rapid advancement in image understanding is aided by the large-scale and diverse ImageNet dataset [10] , the recently introduced YouTube-8M dataset [1] brings both scale and diversity to video data. The 3rd YouTube-8M Video Understanding Challenge 1 leverages this data to benchmark video understanding models in a standardized setting.
Video action localization is a closely related problem to concept localization. Action localization generally assumes that action classes are mutually exclusive, meaning that each segment can only contain one class. However, in the real world applications with many classes, a segment may contain multiple actions simultaneously. Moreover, in addition to actions there are also objects of interest that need to be accurately localized. This complexity is captured by the diverse set of classes in the YouTube-8M dataset that include both actions and objects, and where segments are labelled with multiple classes introducing new modelling challenges. At scale, the total number of segment-class pairs becomes prohibitively large. So in this data only a small subset is sampled and labelled. The labels are binary where 1 indicates that segment contains a given class, and 0 indicates that it doesn't contain it. The goal of the challenge is to build accurate segment models that, given a video, can identify all segments that contain each of the classes.
Existing approaches primarily apply recurrent [22] or codebook-based [31] models to extract video and segment features. Then a fully connected classification layer predicts class probabilities for each segment. The idea is to use a common feature extraction backbone, and learn classspecific weights in the last layer. This architecture makes it challenging to incorporate any class information such as hierarchy or class similarity into the model. Furthermore, when number of classes is large and/or few training examples are available per class, this model is prone to over-fitting as it learns a separate set of weights for every class. To deal with these problems we propose a pairwise segment-class model that in addition to segment also takes as input target class and class-related features, and predicts segment to class relevance. This facilitates learning of shared information between classes, and allows for arbitrary class-specific feature engineering.
To avoid running expensive inference for every segmentclass pair we further propose a candidate generation pipeline. Specifically, we apply video level model to significantly reduce number of candidate segments for each class while preserving high recall. To summarize, our contribution in this paper is two-fold. First, we propose a novel architecture for video concept localization that incorporates target class information as input into the model. We further develop class-specific features that improve localization performance. Second, we demonstrate practical and efficient application of the proposed architecture on the largest video dataset available to date as part of the 3rd YouTube-8M Video Understanding Challenge. Our approach achieves first place out of over 280 teams.
Related Work
The temporal concept localization task is closely related to video action classification and action localization. Video action classification task consists of predicting what actions appear in a given video, while action localization aims to find segments where each action appears. However, classes in the YouTube-8M dataset are more diverse than actions, and include everyday objects that exhibit hierarchy and relationships not found in traditional action classification and localization datsets [5, 16, 39] .
Feature extraction. Feature extraction is a common step in both tasks. Early works extract hand-crafted features by tracking pixels over time [38] . Recent works instead employ deep neural networks that use spatio-temporal convolutions such as I3D [6] , C3D [35] and two-stream approaches [11, 6] to capture visual and motion features. The YouTube-8M video and segment datasets [1] used in our experiments consist of both video and audio features extracted from publicly available Inception network [33] and VGG-inspired acoustic model [15] respectively. Action Classification. Recurrent models such as LSTMs [12] and GRUs [9] are natural candidates for video level action classification as they are well suited to extract temporal features across time. Applications of recurrent models on this task can be seen in [31] and [34] . Other popular approaches for action classification [18, 27] are based on Fisher Vectors (FV) [28] and Vector of Locally aggregated Descriptors (VLAD) [17] . These methods rely on maintaining a hand-crafted codebook. NetVLAD [3] and NetFV [22] are variations of VLAD and FV methods that learn the encoding end-to-end using deep networks. These methods achieve state-of-the-art performance on the YouTube-8M video classification task [22, 31, 34, 25] , and we also leverage them in our pipeline.
Action Localization. Action localization task can be partitioned into two groups: fully-supervised and weaklysupervised. In the fully supervised setting, models are trained using frame-level annotations indicating action boundaries. [7, 30] perform fully supervised action localization is a two stage manner, first predicting proposals and further classifying proposals into action classes. GTAN [20] learns a set of Gaussian kernels used to predict intervals of actions in a single-stage manner. The network is optimized end-to-end using classification loss and two regression losses to predict action boundaries.
On the other hand, weakly supervised action localization models predict action classes and boundaries only based on high level action category labels. This can be formulated as multi-instance multi-label learning problem [41] , where multiple instances describe an example having multiple labels. For example, W-TALC [26] extends the work of STPN [24] which introduces attention module to identify sparse subset of video frames associated with actions by having novel objective functions based on multiple-instance learning and activity similarity.
Datasets. Some notable datasets for action classification include Moments in Time [23] , Something-Something [13] , UCF101 [32] , Sports1M [19] . Thumos [16] , MultiThumos [39] and ActivityNet [5] are popular datasets used in recent work for action localization. Another category of datasets used for spatio-temporal localization include MSRActions [40] , AVA [14] and UCFSports [29] . Compared to these, Youtube-8M [1] is by far the largest multi-class dataset with over 3.8K classes that contain a very broad and diverse set of actions and objects.
Pairwise Relevance Learning. It is common in structured prediction tasks to design a pairwise compatibility function over input-output pairs [36] . This can be seen for example in [2] , where joint image-class model is trained to embed classes and measure compatibility between images and classes for zero-shot classification. Our approach follows similar intuition, and we aim to learn a general pairwise model to predict segment to class relevance.
Approach
Given a video v, we use x v i to denote the i'th frame in v. We follow [1] and represent video by a sequence of frames
where F v is the total number of frames in v. We assume that features have been extracted for each frame so
is a sub-sequence of consecutive frames from i to j with j > i. The temporal concept localization problem is formulated as predicting relevance of a given segment x v i:j to class c. The ground truth binary label for this task is denoted by y c v,i:j ∈ {0, 1}, where positive label 1 indicates that x v i:j is relevant to c and negative label 0 indicates that x v i:j is not relevant to c. For a large database of videos and classes, it's impractical to label all segmentclass pairs. Typically only a subset of pairs is sampled and labelled, so y c v,i:j is unknown for most segments x v i:j . In the following sections we outline our approach to this problem and show empirical results. 
Candidate Generation
At scale, the number of segments can become prohibitively large making model inference very expensive. To address this, we propose a candidate generation stage to significantly reduce the set of segments that need to be scored for each class. We use video level candidate generation and select videos that are likely to contain segments with a given class. The main motivation for this is that predicting whether video contains a class is significantly easier than localizing where exactly it appears. This is evidenced by the performance of video models from the previous edition of the YouTube-8M challenge that focused on video classification. Winning solutions were able to achieve nearly 0.9 in mean average precision on this task [31] even though there were over 3.8K classes. Moreover, labelling videos is significantly easier than labelling segments with precise start and end times. YouTube-8M dataset has video level labels for more than 6M videos but only 47K videos have segment labels. Using video models thus also allows us to leverage information from the much larger video dataset and transfer it to segment prediction.
Our candidate generation stage uses a video level model to predict class probabilities for every video in the corpus. Then, given a target class c, we sort videos according to probability for c and take top-K. All segments from the top-K videos are treated as candidates for c and are passed to the segment model. By leveraging leading approaches for video classification [31] we are able to reduce the number of candidate segments by over 20x while still achieving near perfect 99.7% average segment recall across classes.
Traditional Approach to Classification
Typical architecture for segment/video classification consists of feature extraction backbone followed by a classification layer where a separate set of weights is learned for each class. The main idea is that the backbone learns to ex- tract visual information generally useful for prediction, and classification layer learns to transform this information into class-specific predictions. Formally, given a segment x v i:j the model outputs a prediction vector:
whereŷ v,i:j = [ŷ 1 v,i:j ,ŷ 2 v,i:j , ...,ŷ C v,i:j ] contains predictions for all target classes. This architecture is illustrated in Figure 1a .
Despite its popularity, this architecture has several disadvantages. First, in many real-world applications classes often have close hierarchical relationships. An example of this is shown in Figure 2 . Here, we show t-SNE [21] visualization of the bag-of-words descriptions for a subset of classes in YouTube-8M. From the figure we can observe complex and hierarchical inter-class relationships common in these domains. For example, a number of classes are related to automobiles. These are sub-divided into economy, sports and luxury, and can be further partitioned by manufacturer etc. Incorporating this information or any other class related features is non-trivial in the traditional model. It typically requires loss modification and/or manual weight manipulation in the classification layer [2] . Second, class-specific weights are only updated when examples of that class are encountered during training. For classes with few training examples this can result in under/over-fitted models. Accurately labelling video segments is a difficult task and most datasets including YouTube-8M have highly sparse labels.
In the following section we propose a different architecture for segment classification that avoids most of these problems. 
Cross-Class Relevance Learning
To incorporate class information into the model and promote cross-class information sharing, we propose a pairwise architecture. Specifically, our architecture takes both segment and target class as input and predicts relevance probability. We train a single pairwise model that captures general notion of "relevance" between all segments and classes. This architecture is shown in Figure 1b . Using ω(c) to denote extracted features for class c, our model outputs relevance probability between segment x v i:j and c:
Pairwise architecture allows us to encode arbitrary class information into the model in a principled way. By training a single model for all classes we can automatically learn relationships between classes that are useful for the target task.
To further illustrate this point, consider an example where f is a decision tree model and ω(c) simply outputs class index c. The decision tree can use class index to group classes in each sub-tree and automatically learn an implicit hierarchy. This is not possible with traditional classification architectures. Another advantage is that a learned model can potentially generalize to new unseen classes during training as long as ω(c) can reasonably encode them. We train this model with a binary cross entropy objective using all labelled segments:
During inference, given a segment x v i:j we need to determine which classes are relevant for x v i:j . Naive approach requires C forward passes through the model, one for every class. This quickly becomes prohibitively expensive, especially for datasets such as YouTube-8M that have thousands of classes. However, we note that after candidate generation step we only need to consider a small subset of segments for each class. The two-stage approach makes inference in our model practical and scalable, and we run it without difficulties on the large scale YouTube-8M data. 
Model
Without CG With CG ConvNet [4] 0.7454 0.8036 LSTM [31] 0.7681 0.8023 Transformer [37] 0.6524 0.7955 NetVLAD [3] 0.7243 0.8023 NetFV [22] 0.7203 0.8028 CCRL 0.7711 0.8091 Ensemble -0.8329
Class Features
We conducted extensive investigation on the types of class features that can be encoded with ω(c). Here, we present one interesting feature that significantly improves performance. Given a segment x v i:j and target class c, our goal is to compare x v i:j to all labelled relevant and irrelevant segments for class c. The main idea is similar to clustering in that if x v i:j is relevant for c then it should be "close" to other relevant segments and "far" from irrelevant ones. We formalize this as follows:
where dist(x v i:j , x u k:l ) is a distance function between segments x v i:j and x u k:l . SIM pos and SIM neg compute total distances to relevant (positive) and irrelevant (negative) segments respectively. Any similarity function can be used for dist. Empirically, we found cosine of the angle between segment feature encodings (e.g. RNN hidden states) to work well. Adding these features significantly improved localization accuracy, and further demonstrates the flexibility of the proposed architecture that allows to explore virtually any class-related features.
Experiments
We conduct experiments on temporal localization task as part of the 3rd YouTube-8M Challenge. This challenge dataset is an extension of the original YouTube-8M dataset [1] , which contains 6.1M videos described by 2.6B audio-visual frame features. The videos are labelled across 3862 classes, and have an average of 3 labels per video. The extended dataset contains 237K human-verified segment class labels from 47K videos with approximately 5 segments per video. The videos in the extended dataset are labelled with 1000 classes which is a subset of the original 3862 classes. Challenge data is split into a publicly available labelled set and two held-out test sets (public and private leaderboards). For all experiments, we split the labelled set into 90% S train and 10% S val sets and tune hyperparameters using S val set. We use the chosen hyperparameters to the retrain on the full 100% labelled set. Results for the held-out set are reported by submitting our model predictions to the leaderboard through the Kaggle platform. We report results on the private leaderboard which corresponds to the larger held-out test set that was used to rank teams at the end of the competition.
The challenge task is to predict a ranked list of up to 100K segments for each class. This list is evaluated against the ground truth using mean average precision (mAP):
where Prec(i) is precision at rank i and rel(i) is 1 if segment at rank i is relevant and 0 otherwise; N c denotes the total number of relevant segments in class c. In addition to mAP, we use average class recall to evaluate the quality of the segment candidate generation model.
Implementation
We compare popular temporal localisation models against our proposed CCRL architecture. To make comparison fair all models share the same candidate segment generation pipeline.
Candidate Generation Models For segment candidate generation we consider logistic and LSTM models that were part of the winning solution for the YouTube-8M video classification challenge [31] . Logistic model described in [1] is a fully-connected architecture with a sigmoid activation to output class probability predictions. frame. LSTM model is a stack of bi-directional LSTM layers followed by a uni-directional LSTM layer with a cell size of 1024. A fully-connected layer is then used for classification from the final hidden state of the uni-directional LSTM layer. We also evaluate model ensemble obtained through knowledge distillation [31] . Segment Models For segment classification we consider latest neural network architectures for temporal learning. These include Convolutional Neural Networks (Con-vNet) [4] , LSTM [31] , Transformer [37] , NetVLAD [3] and NetFV [22] . In ConvNet model, two layers of width 2 convolutions are applied along the video frames. Frame representations from last layer are then combined via average or max pooling and passed to classification layer. Transformer model first compresses frames into segment representations using a convolutional layer, then three blocks of self-attention are applied followed by a fully connected classification layer. LSTM is initialised with pre-trained video LSTM model used for candidate generation. We then fine-tune it for localisation task using segment level binary cross entropy loss. NetVLAD [3] and NetFV models are based on [22] . We modify the original implementation by removing batch norm layers and switching from mixtureof-experts [1] to logistic regression. These modifications lead to more stable learning and better accuracy.
For CCRL, we use tree-based gradient boosting machines (GBMs) to learn non-smooth class relationships that are difficult to capture with deep learning. We use predictions from segment candidate generation models as additional input features for each segment. Class features include one-hot class encoding and various versions of similarity features outlined in Section 3.4. We use the XG- Table 1 summarizes results for segment candidate generation models. We focus on recall here since the primary aim for candidate generation is to capture as many relevant segments as possible. From the table we see that candidate generation is able to reduce total number of segments from around 2.2M to 100K and still achieve near perfect recall. The model ensemble in particular is able to achieve recall of 0.9969 which indicates that virtually all relevant segments are included in the candidate set. Table 2 compares leaderboard model performance for all segment models before and after applying candidate generation. We observe significant increase in performance with up to 20% gain in mAP after candidate generation. This indicates that candidate generation is able to successfully transfer information from the much larger video classification dataset and improve localization. Notably, models that perform worse on their own, such as transformer, benefit more from the candidate generation. We also see that CCRL is the best performing model both with and without candidate generation. Strong performance suggests that CCRL is a promising approach for concept localization and potentially other related tasks. Model ensemble further improves performance and gives our best accuracy of 0.8329. We experimented with various ensemble techniques but found that simple averaging worked best here. Figure 3 shows average precision performance for CCRL and LSTM models for a subset of classes clustered accord-ing to their bag-of-words descriptions. Here, we can see the benefits of cross-class learning. For example, LSTM performs significantly worse for classes "BMW 3 Series (E30)" and "Samsung Galaxy", while related classes have higher performance. However, CCRL is able to achieve more consistent accuracy across classes in a given cluster. One explanation for the more consistent scores can be attributed to better information sharing between classes. However, also observe that for some clusters such as the Xbox products, our model struggles to achieve consistent performance. Further architectural improvements or additional features can be beneficial here and we leave it for future work. Table 3 shows the final leaderboard scores for top-5 teams as well as individual models. Our team "Layer6 AI" achieved first place outperforming the second team by 0.67 points in mAP. We also see that individual models have strong performance and all place in the top-10 on the leaderboard. Our best single model places 5'th on the leaderboard and can be used on its own, particularly in production environments where model ensembles can be difficult to manage. Figure 4 shows a qualitative example comparing CCRL and LSTM predictions on one video. Each row represents one of five labelled segments for this video with class "skateboarding". To evaluate localization, we examine the top-3 predicted segments from each model. From the fiigure we see that LSTM makes a mistake on segment x 90:95 where frames resemble skateboarding but actually show a skateboarder falling. CCRL is able to correctly identify all relevant segments.
Results

Conclusion
We propose cross-class relevance learning approach for temporal concept localization. Our approach uses a pairwise model that takes both segment and target class as input and predicts relevance. This promotes information sharing between classes, and allows for extensive class feature engineering. We apply our approach to the YouTube-8M video understanding challenge together with other leading models and achieve first place. In the future, we aim to explore additional features to describe classes as well as pairwise architectures for joint prediction.
