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ABSTRACT
The context information such as product category plays a critical
role in sequential recommendation. Recent years have witnessed
a growing interest in context-aware sequential recommender sys-
tems. Existing studies often treat the contexts as auxiliary feature
vectors without considering the sequential dependency in contexts.
However, such a dependency provides valuable clues to predict the
user’s future behavior. For example, a user might buy electronic ac-
cessories after he/she buy an electronic product.
In this paper, we propose a novel seq2seq translation architec-
ture to highlight the importance of sequential dependency in con-
texts for sequential recommendation. Specifically,we first construct
a collateral context sequence in addition to the main interaction
sequence. We then generalize recent advancements in translation
model from sequences of words in two languages to sequences
of items and contexts in recommender systems. Taking the cate-
gory information as an item’s context, we develop a basic coupled
and an extended tripled seq2seq translation models to encode the
category-item and item-category-item relations between the item
and context sequences. We conduct extensive experiments on two
real world datasets. The results demonstrate the superior perfor-
mance of the proposed model compared with the state-of-the-art
baselines.
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1 INTRODUCTION
Recommendation system has become an inseparable part of our
daily lives in the era of information explosion. A good recommen-
dation system works like an information filter which can learn
users’ interests based on their profile or preferences and then make
proper predictions on their future behaviors. There are two main
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types of conventional recommendation systems, i.e., general rec-
ommenders and sequential recommenders. Researches on general
recommendation mainly focus on modeling users’ general static
preferences. Methods like matrix factorization [15] and BPR [23]
have shown impressive success towards this direction. However,
in real-world scenarios, users’ future behavior can be greatly in-
fluenced by their current actions. Hence more recent studies have
paid considerable interests on modeling such sequential behaviors.
The core of sequential recommendation lies in capturing the
latent transition dependencies in users’ historical records. Many
approaches [13, 28, 30, 33] try to model not only the interactions
between users and items but also the evolution of users’ dynamic
interests, and can get more accurate predictions comparedwith tra-
ditional methods. Markov Chains (MCs) are initially employed by
building a transition matrix for sequential recommendation [24].
Afterwards, with the prevalence of deep learning techniques, many
deep neural networks such as recurrent neural networks (RNN),
convolutional neural network (CNN), and attention mechanism
have also been incorporated into sequential recommender systems
[13, 28, 33]. However, all these methods only concentrate on the
item sequence itself without considering the rich context informa-
tion.
The context information can provide new perspectives to un-
derstand users’ intrinsic intentions, and it has been proved help-
ful in improving the performance of sequential recommendation.
Contexts can be viewed from both users’ and items’ perspective.
The user’s contexts mainly consist of user’s profile information
like age or profession and user’s actions like clicks [16, 32, 36]. It
is usually hard to access users’ contexts due to the privacy pro-
tection issues, thus researchers pay more attention to items’ con-
texts [2, 3, 7, 11, 12] such as category, brand, image, descriptions,
or the location of a venue.
Existing studies have made considerable progress in modeling
context information in sequential recommendation. However, most
of these studies aim at learning fine-grained user or item represen-
tations with the help of contexts. For example, a number of ap-
proaches extract contextual features before sending them to the
sequential recommendation module [2, 4, 32, 36], and some ap-
proaches employ context-specific matrices to capture the temporal
and spatial contexts in location prediction [19, 20]. The aforemen-
tioned methods are all built upon the single item sequence with-
out considering the latent transition patterns in contexts. In other
words, they concentrate on the sequential modeling of the items
and ignore the dynamics of additional contexts. It is worth men-
tioning that though STAR [22] apples two RNN sequences or two
matrices to model the sequences of item and context respectively,
the transition patterns in contexts are not explicitly exploited.More-
over, the context and item sequence are treated separately without
considering their relations in these two sequences.
In this paper, we argue that the sequential dependency in con-
texts provide valuable clues to predict the user’s future intentions.
We first present an example of category level and item level transi-
tion pattern in Figure 1. We choose the category as an items’ con-
text since the category information is easily accessible in most of
real world e-commerce web sites or online social networks. Also,
the category-level transition can be indicative in determining the
user’s decision process. For example, when a visitor arrives at a
new city, he/she is more likely to go to a hotel for a rest than to
shop in a mall. Hence a clever system should learn to recommend
a hotel list rather than a mall list based on the current context.
electronic accessorieselectronic product
pad
?
category-level transition pattern
item-level transition pattern
cellphone cellphone  case
Figure 1: The category- and item- level transition patterns.
Fig. 1 shows that a specific user once purchased a phone case af-
ter he/she bought a cellphone and there is an item-level transition
from cellphone to cellphone case. Such an item dependency might
be not very informative for future prediction when the user buys
a pad. However, the category level transition from electronic prod-
uct to electronic accessories will help the system to recommend pad
case to the user. While being aware of the importance of category-
level transition, themain challenge is how to capture the transition
patterns in item sequence and those in category sequence indepen-
dently, and to maintain the relationship between two sequences at
the same time.
To tackle these problems, we propose a novel seq2seq transla-
tion modeling for context-aware sequential recommendation in
this work. Our idea is inspired by the recent advancement in NMT
(neural machine translation). The target of NMT is to translate a
source sentence from one language to the target one in another
language. NMT not only models the sequential patterns but also
captures the semantic relations between two corpora.
Intuitively, we can treat the item and category sequences as two
sentences in different languages and model their relations in a trans-
lation way. However, there are still two big gaps between the sce-
narios in language and recommendation translation. On one hand,
a NMT model usually reads the source sentence as a whole then
outputs the target. In recommendation, we cannot foresee the fu-
ture information which means an information leakage and may
lead to overfitting. On the other hand, each word from the source
corpus is in parallel with one corresponding word in the target
corpus. While in our case, a category may contain a number of
items which indicates a subsidiary relationship. Hence we further
present a one-by-one strategy to match the source and target se-
quences one by one and design a variational auto-encoder as an in-
formation filter to model the subsidiary relationship between the
item and category.
To summarize, the major contributions of this work are as fol-
lows.
• Wehighlight the importance of exploring the category-level
transition patterns in sequential recommendation. To the
best of our knowledge, this has been not exploited in the
previous literature.
• We develop a basic coupled and an extended tripled seq2seq
translation models to capture item-level and category-level
transition patterns independently andmaintain the relations
between item and category sequences in a translation way.
• Extensive experiments over two different public datasets show
that the proposedmodel significantly outperforms the state-
of-the-art methods for the sequential recommendation task.
2 RELATED WORK
This section reviews the literature in sequential recommendation
and the related neural translation models.
2.1 Deep Learning based Sequential
Recommendation
The powerful modeling capacity of deep learning techniques has
opened up new opportunities for sequential recommendationwhose
core task is to predict users’ future actions based on previous in-
teractions.
There are a number of pioneer significant works using vari-
ous deep neural networks and they have shown the improvements
over the traditional methods. Recurrent neural network which is
originally designed for sequential data, has been widely applied
in the sequential recommendation problem. For instance, RNN is
employed in DREAM [33] to capture the global transition features
from users’ transaction baskets. Hidasi et al. [9] propose to apply
Gated Recurrent Unit, a variety of RNN, to the session-based rec-
ommendation. Despite RNN, convolutional neural network is also
adopted in CASER [28] to deal with union-level skip patterns. Re-
cently, self-attention technique [29] is shown to exhibit promising
performance in many fields such as computer vision and natural
language processing. As a result, several sequential recommenda-
tion approaches such as SASRec [13] and ATTRec [35] leverage
self-attention mechanism to identify relevant items from history.
Other kinds of DNNs like memory network [5] and gating mech-
anism [6] are also widely employed in the literature. Generally,
these deep learning based methods mainly concentrate on item se-
quence modeling without considering any context information.
2.2 Context-aware Sequential
Recommendation
In addition to mining the interaction sequences, researchers are
paying more attentions to additional context information to im-
prove the performance. Specifically, CA-RNN [19] builds two adap-
tive context matrices to capture the input (weather, category) and
transition (distance, time intervals) contexts respectively. Bai et
al. [2] employ an attention mechanism to exploit users’ evolving
appetite for items’ attributes. Zhou et al. [36] propose an attention-
based framework ATRank which models the users’ heterogeneous
behaviors. CSAN [12] is proposed based on ATRank to discrim-
inate the significance of individual user behaviors. AIR [4] col-
lectively exploits the rich heterogeneous user interaction actions
through the category information. The abovemethods are all in the
E-commerce scenario. In POI recommendation, LBPR [7], SREM
[32], and CAPE [3] take either the category or textual information
into consideration.
The aforementioned approaches are all based on the single in-
teraction sequence. Recently, a few multi-sequence based context-
aware methods have been proposed. Le et al. [16] develop three
twin network structures to capture the synergies between support
(e.g., clicks) and target (e.g., purchases) sequences through fully
or partial sharing parameters. STAR [22] makes use of stacked
RNNs to model item and context sequences, respectively. Over-
all, capturing transition patterns in context is attracting more at-
tention. However, none of existing methods models them in an
explicit way. Meanwhile, the relation between the interaction se-
quence and the context sequence has been not exploited in these
approaches. In contrast, we propose to model context sequential
patterns and maintain relations between category and item at the
same time.
2.3 Neural Machine Translation Methods
Ourmethod is mainly inspired by themachine translation problem
whose target is to translate large amounts of texts from the source
languages into ones in the target languages. Benefited from deep
neural networks, neural machine translation has achieved great
success based on seq2seq architecture [27] compared with tradi-
tional statistical approaches. Self-attention mechanism is also fully
utilized to boost the performance [1, 21].
There are mainly three components in a NMT model: an en-
coder for source sentence reading, a decoder for target sentence
generating, and a middle-ware for relation modeling. The encoder
and decoder are usually modeled with recurrent neural networks
and the middle-ware with an attention mechanism. It is clear that
NMT method not only models relations between two corpora but
also explores multi-sequential patterns independently which is in-
herently identical to our problem.
Variational Auto-Encoder. Variational auto-encoder is awidespread
generative model proposed by Kingma et al. [14]. Many studies
have applied VAE to other fields such as recommendation system
[18, 25] and neural machine translation [34]. The powerful gener-
ative capacity of VAE enables a method to go beyond the limited
modeling ability of linear factor models. Due to the sampling pro-
cess, incorporating variational auto-encoder can improve the ro-
bustness of previous deep neural network based model and boost
the performance. More recently, an extended version β-VAE [10]
is proposed by introducing a hyper-parameter β to emphasize the
regularization term. It is demonstrated that β-VAE can learn in-
terpretable factorized latent representations and outperform basic
VAEwith β ≥ 1. In our work, we also take advantage of variational
auto-encoder’s generative capacity to better capture the relation
between the item and category sequences.
Table 1: List of notations.
Notation Description
U a set of all users
I a set of all items
C a set of all categories
u the embedding of a user u
i the embedding of an item i
c the embedding of a category c
d the dimension of embeddings and the hidden states
h the hidden state vector
W the weight matrix learned during training
3 PROBLEM FORMULATION
In this section, we introduce the problem formulation and then
present the preliminary neural machine translation (NMT) Model.
3.1 Problem Formulation
Assume that we have a set of users and items denoted by U ={
u1,u2, ...,u |U |
}
and I =
{
i1, i2, ..., i |I |
}
where |U | and |I | are the
numbers of users and items, respectively. For each user u ∈ U , we
can obtain a sequence of his/her behaviors sorted by time sui ={
iu1 , i
u
2 , ..., i
u
t
}
, where iut denotes the item purchased or rated at
time step t by the user u .
In this study, we focus on the problem of context-aware sequen-
tial recommendation, where each item i that the user u interacts
with at time t may contain various types of additional context
information. In our paper, we are mainly interested in the cate-
gory information for the item and take it as the item’s context. Let
C =
{
c1, c2, ..., c |C |
}
as the category set, where |C | is the number
of categories and each item i always belongs to a specific category
c . Note that our architecture can be easily extended to model other
additional context information.
Given the item sequence sui =
{
iu1 , i
u
2 , ..., i
u
t
}
that the user u
interacts in the history, and the corresponding category sequence
suc =
{
cu1 , c
u
2 , ..., c
u
t
}
, the goal of context-aware sequential recom-
mendation is to predict the item iut+1 that the user u is most likely
to interact with at the next t +1 time step. For ease of presentation,
we list the notations in this paper in Table 1.
3.2 Preliminary: Neural Machine Translation
(NMT) Model
The main target of machine translation is to read a sentence like
“I like watchinдwar movies” and produce “Ich schaue дerne Filme”
as the output sentence using the English to Czech task as an exam-
ple which can also be considered as a seq2seq task. The overview
of a classic neural machine translation model is shown in Figure 2.
As shown in Fig. 2, the NMT framework can be briefly described
as an encoder-decoder architecture where the encoder reads the
whole source sentence and the decoder translates the outputs of
encoder to the target sentence. For encoder, previous works usu-
ally employ a bidirectional recurrent neural network that reads
the whole source sentence (x1,x2, ...,xTx ) in a context-aware way,
where xn is the embedding of word xn . It will output a sequence
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Figure 2: Neural Machine Translation (NMT) Model
of hidden states (h1,h2, ...,hTx ) where ht contains context infor-
mation around word xt and can be calculated as:
−→
ht =
−−−→
RNN(ht−1,xt ), (1)
←−
ht =
←−−−
RNN(ht+1,xt ), (2)
ht =
−→
ht ⊕
←−
ht , (3)
where ⊕ denotes vector concatenation.
There is an alignment module or so called attention module de-
ciding which part of the source sentence should be focused on. The
alignment module is based on the current decoding stage and will
derive a context vectorv :
v(t−1)j =
Tx∑
j=1
α(t−1)jhj, (4)
α(t−1)j =
exp(e(t−1)j )∑Tx
k=1
exp(e(t−1)k )
, (5)
where α is the weight parameter, and e(t−1)j measures how well
the decoding stage at position t-1 and the input hidden state at
position j match, and it can be formulated as:
e(t−1)j = p(st−1,hj), (6)
where st−1 is the hidden state in the decoder which will be defined
later, and p is the function that can be defined in many ways such
as a multi-layer perceptron.
After the alignment procedure, the decoder starts to generate
the targetword given the previous predictedwords (y1,y2, ...,yt−1)
and the current context vectorvt commonly through a directional
recurrent neural network. It will first calculate the hidden state st
of the decoding stage at the time t:
st = RNN(st−1,vt ,yt−1), (7)
where yt−1 is the vector for the (t-1)-th word yt−1.
Then the probability of choosing the next word yt is generally
defined as:
p(yt |y<t ; (x1, x2, . . ., xTx )) = f (st , vt , yt−1), (8)
where the function f aims to fuse information from three sources
including the current hidden statest , the current context vectorvt ,
and the previous word vector yt−1, and gives the final probability
score.
Overall, the basic NMT method can model two sequences in-
dependently and builds a bridge between them, showing that it
can capture the sequential patterns in the source and target sen-
tences as well as reflect the relation between two sentences. Based
on this observation, we introduce the seq2seq language model to
the sequential recommendation field.
4 THE PROPOSED MODEL
In this section, We elaborate the proposed architecture in detail.
We first present a basic coupled seq2seq translation model (CSTM),
and then extend it to a tripled seq2seq translation model (TSTM).
4.1 Coupled Seq2seq Translation Model
The key idea of our modeling is to treat the category and item
sequences as two sentences to be translated. Different from previ-
ous approaches, we aim to extract two types of transition patterns
from item and category sequences independently while keeping re-
lations between these two sequences. Taking the example in Fig. 1
for illustration, the item-level transition cellphone→ cellphonecase
and the category-level transition electronic product → electronic
accessories are two different but inherently associated patterns.
When the user later buys a pad in electronic product , it would be in-
dicative to first choose the correct category electronic accessories
and then recommend the right item pad case .
Inspired by theNMTmechanism, we propose tomodel the items
and categories as two sentences in two corpus, where the item-
level and category-level transition patterns are encoded in two
word sequences, and the relation between item and category se-
quence is captured by the translation process.
In this section, we first present a basic coupled seq2seq trans-
lation model (CSTM) which directly translates category sequence
into item sequence. CSTM aims to reflect the scenario where the
users first decide the item category and then choose the item. For
example, when a user wants to buy some fruits, he/she will browse
thewebpages containing various fruits like oranges and apples and
then make the selection. The architecture of CSTM is shown in Fig-
ure 3.
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Figure 3: Coupled Seq2seq Translation Model (CSTM)
Similar to the NMT method, there are two main components in
CSTM: the first layer and the second layer. Please note that we use
the f irst , second , and third layer instead of encoder and decoder
to refer to different parts in our model because we will introduce
multi-layers in the following section.
Different from the bidirectional RNN in NMT, we propose a one-
by-one strategy to translate each category into an item instead of
operating on whole sentence. The details are as follows. In the first
layer (encoder) in CSTM in Fig. 3, we apply a single forward RNN,
rather than the bi-directional RNN in NMT, to the input category
sequence. In the language translation scenario, the bi-directional
RNN are beneficial to the target sentence generation. By reading
the whole source sentence in a back and forward way, it increases
the awareness of the main intention. However, the nature of se-
quential recommendation task is quite different. When we are go-
ing to predict which item the user will interact at the next step,
we cannot be informed of the next category in advance. Hence we
should not model the category sequence with bi-directional RNN
which encodes the information of the whole source sentence.
In the second layer (decoder) in CSTM in Fig. 3, given the fact
that we know the first category c1 and its corresponding item i1,
our goal is to predict the next item i2. This is also different from
that in NMT which tries to find a word in the target corpus with
the same meaning, e.g., I to Ich, and movie to Filme , showing a
mapping from (s1, s2, s3, s4, s5) to (t1, t2, t3, t4, t5). In contrast, in our
case, we are going to translate the sequence (c1, c2, c3, c4, c5) into
(i2, i3, i4, i5, i6).
We now present the detail in adapting NMT to our next item
prediction problem. Specifically, in Fig. 3, the first layer takes a
sequence of category (c1,c2,...,ct ) as the input, where ci ∈ R
d×1
is the embedding of the i-th category ci and d is the dimension
size of embedding. The output is a hidden category state sequence
(hc 1,hc 2,...,hc t ) where each hct ∈ R
d×1 is calculated as:
hct = RNN(hct−1, ct ) (9)
We then input the hidden category states into the second layer
directly, without going through the commonly used alignment mod-
ule in NMT. As we have analyzed before, we should not get any ex-
plicit clues from future, whereas the output of the alignment mod-
ule will contain information about the whole input sentence, and
this may lead to information leakage and overfitting.
Another issue in the second layer is that we would like to take
the category information into account due to the correlation be-
tween the category and the item. From the category perspective,
hct is the category state mostly relevant to the next item it+1. Thus
we define the hidden item state hit ∈ R
d×1 in the second layer in
CSTM as follows:
hit = RNN(hit−1 , it ,hct ), (10)
where hit−1 ∈ R
d×1 is the (t-1)-th hidden item state, it ∈ R
d×1
is the embedding for the t-th item, hct ∈ R
d×1 is the t-th hidden
category state.
To train the model, we maximize the point-wise ranking loss
function at the step t which can be formulated as the log likelihood:
L = L1 + L2 (11)
L1 = log(p(it+1 |hit )), (12)
L2 = log(p(ct+1 |hct )), (13)
The loss L at step t consists of two terms: L1 for the next item
prediction andL2 for the next category prediction. The probability
p(it+1 |hit ) and p(ct+1 |hct ) in Eq. 12 and Eq. 13 can be calculated
by adding softmax layers over the hidden category and item state
hit and hct , respectively:
p(it+1 |hit ) = somax(W1hit ) (14)
p(ct+1 |hct ) = somax(W2hct ) (15)
where W1 ∈ R
|I |×d , W2 ∈ R
|C |×d are trainable parameters. It
is worth noting that there is only one loss function for target sen-
tence prediction in original NMTmodel. Our recommendation prob-
lem is muchmore difficult since the future information is unknown.
We add the category lossL2 in our case so as to make the proposed
method to have the ability to predict the category, which in turn
help predict the item.
4.2 Tripled Seq2seq Translation Model
In the previous section, we design a basic CSTM to directly utilize
the category-level transition pattern for the prediction of the next
item. However, the relation between the item-level and category-
level transition patterns is not fully explored due to the one-way
information passing from category to item. While treating cate-
gory as auxiliary information helps item prediction, the item can
also assist the category prediction in a reverse way. Inspired by the
concept of back-translation [26], we further propose an extended
tripled seq2seq translation model (TSTM).
The key idea of TSTM is to translate item sequence into cate-
gory sequence at the first stage and then translate it back to item
sequence at the second stage. We believe that item and category se-
quences can unite tightly and benefit from each other during the
generating process. In other words, item sequence can help predict
category more precisely and the generated high-quality category
sequence can improve the item prediction.
Intuitively, it would be easy to translate the item sequence into
the category sequence. However, due to the subsidiary relationship
between category and item, i.e., category is an abstract and high-
level description about the specific item, it is hard to translate item
sequence (i1, i2, i3, i4, i5) into category sequence (c2, c3, c4, c5, c6)
by directly applying the NMT model, where the source and the
target word are of the same semantic level. To address the problem,
we introduce a generative variational auto-encoder [14] (VAE) as an
information filter to model such a subsidiary relationship.
VAEs have been widely used in language modeling and recom-
mendation [18, 25, 34] owing to the power of learning a compressed
representation z of the input picture or input sequence. The con-
ventional loss function of the VAE [14] is formulated as:
L = −DKL(q(z |x)| |p(z)) + Eq(z |x )[log(p(x |z))], (16)
where x is the input observed data, z is the latent factor vari-
able, q(z |x) and p(x |z) are inference and generative model, and
DKL(q | |p) is the Kullback-Leibler divergence between two distri-
butions. In Eq. 4.2, the expectation part E can be viewed as recon-
struction loss while the KL part as regularization. Furthermore, β-
VAE introduces a hyper-parameter β to push the model to learn a
disentangled representation of the data:
L = −DKL(q(z |x)| |p(z)) + βEq(z |x )[log(p(x |z))] (17)
In order to model the subsidiary relationship between the cate-
gory and item, we employ a continuous latent variable z at each
step in item sequence, which will decide what category the next
item should be selected from. By introducing the variable z, we can
sample an itemwhich belongs to the same category of the previous
item at the next time step. This will help the category prediction
more robust. Based on the above assumption, we design our VAE
incorporated tripled seq2seq translation model. The architecture
of TSTM is shown in Figure 4.
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Figure 4: Tripled Seq2seq Translation Model (TSTM)
TSTMmainly consists of three layers in Figure 3. The first layer
reads the item sequence, then the second layer translates the item
into category, and finally the third layer back translates category
into item. Before the second layer and the final prediction, there
are two VAEs processing the output of the first layer and the third
layer, respectively.
Specifically, we feed the item embedding sequence (i1, i2, ..., it )
to the first layer and get the output of hidden item stateh1
it
∈ Rd×1
at step t:
h1it = RNN(h
1
it−1
, it ) (18)
h1
it
is then used for next item prediction in the first layer:
L1 = log(p(ii+1 |h
1
it
)), (19)
which is similar to the loss function in the coupled seq2seq trans-
lation model. Note that in this subsection we use the superscript
to denote the output of each layer.
Next, to model the aforementioned subsidiary relationship, we
introduce a VAE part between the first and second layers which is
different from the basic CSTM. It works as follows. We infer the
latent variable zt ∈ R
d/2×1 at each time step conditioned on pre-
vious actions of the sequence which follows the gaussian distribu-
tion:
q(zt |h
1
it
) = N(µ(h1it ), diag
{
σ2(h1it )
}
), (20)
where µ(h1
it
) and σ2(h1
it
) denote the parameters of a gaussian dis-
tribution generated from h1
it
, and can be simply defined as:
µ(h1it ) = h
1
it
[d/2 :] (21)
σ2(h1it ) = exp
h1
it
[:d/2]
(22)
Then a latent factor zt is sampled from the above posterior infer-
ence distribution using the widely used reparameterization trick
to avoid the non differential problem [14]:
zt = µ + σ ⊙ ϵ , (23)
where ϵ ∈ Rd/2×1 is a vector of standard Gaussian noise variables
and ⊙ denotes an element-wise product operation. In the generat-
ing process of the hidden category state h2ct ∈ R
d×1, zt is incorpo-
rated into the second layer:
h2ct = RNN(h
2
ct−1, ct ,Wzt ) (24)
whereW ∈ Rd×d/2 is a trainable parameter. Here we modify the
standard VAE loss function into:
L1vae = KLc + L2, (25)
where KLc = −DKL(q(zt |h
1
it
)| |p(zt )) is the regularization term
and L2 = log(p(ci+1 |h
2
ct )) is used for next category prediction
which is very close to Eq. (19). Note that p(zt ) is the prior over the
latent variable z and is commonly set to a Gaussian distribution.
As we can see, there are mainly two differences between our
version and the standard VAE in terms of the sequence recommen-
dation case. (1) The latent variable zt is inferred at each time step
conditioned on previous actions of the sequence. (2) We predict
the next category conditioned on the latent variable zt instead of
reconstructing the input item.
After obtaining the hidden category stateh2ct in the second layer,
we introduce the third layer for the purpose of back-translation
operation and feed h2ct back to the third layer for generating the
hidden item state h3
it
in a similar way:
h3it
= RNN(h3it−1 , it ,h
2
ct ) (26)
In sequential recommendation, users’ general long term prefer-
ence is also important for next item prediction in addition to se-
quential patterns. For example, people may choose to visit differ-
ent POIs even though they arrive at the same places due to their
personal interests. Therefore, we propose to incorporate users’ in-
dividual preference upon the third layer. For each user u ∈ U , we
will allocate a corresponding personal vector u ∈ Rd×1 reflecting
u’s static preference. After getting a user’s representation u and
the hidden item state h3
it
from the third layer, we produce a fusion
vector hpt ∈ R
d×1 which integrates the user’s dynamic and static
interests:
hpt =Wf (u ⊕ h
3
it
), (27)
whereW ∈ R2d×d is a trainable fusion matrix. Then, we employ
a VAE again to generate the final representation zpt ∈ R
d/2×1
for the item prediction due to the same reason as before. We also
find that VAE can enhance the robustness of our model for the
sample process by introducing noises. If we simply make use of
h3
it
, our model will gradually pay more attention to the personal
vector u yet ignoring the effect of seq2seq translation part. At last,
we similarly modify Eq. 4.2 into:
L2vae = KLi + L3, (28)
where KLi = −DKL(q(zpt |hpt )| |p(zpt )) is the K-L divergence be-
tween two distributions, and L3 = log(p(it+1 |zpt )) is introduced
for item recommendation considering user’s static interest. The ap-
proximate posterior q(zpt |hpt ) is formulated as:
q(zpt |hpt ) = N(µ(hpt ), diag
{
σ2(hpt )
}
) (29)
µ(hpt ) = hpt [d/2 :] (30)
σ2(hpt ) = exp
hpt [:d/2] (31)
Finally, to train our model, we define the sum loss function of
TSTM considering all factors before as:
Lsum = L1 + L
1
vae + L
2
vae=L1 + L2 + L3 + KLc + KLi (32)
Furthermore, we import a hyperparameter λ to balance the KL
term and the prediction term. Based on the observation of β-VAE [10],
a higher weight on the KL term helps the model to learn disentan-
gled representations of independent data factors and can improve
performance. Thus, we define the final loss objective as:
Lsum = L1 + L2 + L3 + λ(KLc + KLi ), (33)
where λ is a hyper-parameter and we will examine its effects in the
experiment part.
Our TSTM can also be extended to a stacked version S-TSTM by
translating item into category once more based on the top layer’s
outputs of a single TSTMand then back to item before the personal-
ized part. Through this way, the translation method can be further
enhanced and the relations between two sequences are captured
in a more comprehensive way.
5 EXPERIMENTS
In this section, we first give a detailed description of two public
datasets from different sources. We then describe the baselines. Fi-
nally, we present and analyze the empirical results.
5.1 Datasets
We conduct experiments on two datasets from different sources,
including MovieLens, Gowalla.
MovieLens is the widely used benchmark dataset for evaluat-
ing recommender systems. We use the MovieLens-1M version 1
which contains 1,000,209 ratings by 6,040 users on 3,900 movies
from 18 categories such as Action, Comedy, and Romance.
Gowalla is collected from a real-world location based social net-
work Gowalla. Each record consists of occurrence time, GPS loca-
tion, and corresponding user ID. The dataset is supplemented with
categories by Yang et al. [31]. We use this version in our experi-
ment.
Following the settings in previous studies [6, 13, 28], we pre-
process the above datasets by removing cold-start users and items.
For MovieLens, we first treat different types of behaviors equally
and convert the explicit actions to implicit feedback of 1. We then
remove the inactive users who visit less than n items and unpopu-
lar items checked by less than n users, where n is 5, 10 for Movie-
Lens and Gowallal, respectively. Furthermore, we retain users who
have more than 20 records on Gowalla to ensure the sequence
length [17]. For each user, the most recently visited item is con-
sidered as the test item while the second one is for validation, and
all other items are for training [13]. The statistics of two prepro-
cessed datasets are listed in Table 2.
1https://grouplens.org/datasets/movielens/1m/
Table 2: Statistics of the evaluation datasets.
Datasets #user #item #interaction #category sparsity
MovieLens 6,040 3,416 999,611 18 95.16%
Gowalla 13,989 22,239 896,506 354 99.71%
5.2 Evaluation Metrics
We adopt two widely used metrics Hit@n and NDCG@n to eval-
uate the performance of recommendation models [8, 13]. Given
a list of top N predicted items for the specific user, if the ground
truth item i is in the list then we have Hiti@n = 1, otherwise
Hiti@n = 0. We can compute the Hit@n by:
Hit@n =
1
|Dtest |
|Dtest |∑
i=1
Hiti@n, (34)
where |Dtest | is the number of totally test examples.
While Hit@n mainly cares about whether i is among the list,
NDCG@n focuses more on the ground truth items’ explicit rank-
ing. If an item i is ranked at the i-th position among the predicted
list, we can calculate NDCG@n by:
NDCG@n =
1
|Dtest |
|Dtest |∑
i=1
NDCGi@n, (35)
where NDCGi@n = loд2(ranki + 2).
When generating the predicted list, we follow the strategy em-
ployed in SASRec and NCF [8, 13], i.e., ranking the test item and
other N items randomly sampled from unvisited items by the spe-
cific user. In our paper, we set N = 500 for all recommendation
models.
5.3 Baseline Methods
We compare our model with the following state-of-art sequential
recommendation methods.
the state-of-art baselines without considering context information:
• Caser is a convolutional sequence embedding recommen-
dation model [28] which utilizes CNN to capture point- and
union-level personalized transition patterns for the Top-k
sequential recommendation.
• SASRec [13] is an application of self-attention mechanism
for sequential recommendation problem in order to identify
the relevant items from historical records and use them for
prediction.
• HGN (hierarchical gating network) [6] is a recent proposed
architecture for next item recommendation which consists
of three modules: feature gating, instant gating, and item-
item product. It is designed to capture users’ long and short-
term preferences.
the state-of-art context-aware baselines:
• STAR [22] evolved from CA-RNN [19] based on stacked
recurrent neural network. Note that this method considers
context information as a independent sequence.
• STAR-C The original STAR only utilizes the temporal con-
text for sequence modeling. We implement a category ver-
sion of STAR which exploits category context in the same
way for a fair comparison.
• ANAM employs a hierarchical attentive RNN to track the
users’ evolving appetite for items dynamically [2].
Table 3: Performance comparison on two datasets w.r.t. Hit@K and NDCG@K .
Dataset Method Hit@1 Hit@5 Hit@10 Hit@15 Hit@20 NDCG@1 NDCG@5 NDCG@10 NDCG@15 NDCG@20
MovieLens
Caser 0.1614 0.4205 0.5575 0.6293 0.6849 0.1614 0.2937 0.3382 0.3572 0.3703
SASRec 0.1599 0.4308 0.5748 0.6500 0.6980 0.1599 0.2992 0.3460 0.3660 0.3773
HGN 0.1535 0.3762 0.5055 0.5821 0.6321 0.1535 0.2675 0.3095 0.3298 0.3416
STAR 0.1483 0.3399 0.4502 0.5185 0.5667 0.1483 0.2471 0.2828 0.3009 0.3123
STAR-C 0.1611 0.3846 0.4950 0.5626 0.6066 0.1611 0.2760 0.3118 0.3296 0.3400
ANAM 0.0593 0.2018 0.3118 0.3949 0.4599 0.0593 0.1304 0.1658 0.1878 0.2032
CBS-SN 0.1960 0.4449 0.5644 0.6263 0.6674 0.1960 0.3253 0.3640 0.3803 0.3900
CBS-CFN 0.2012 0.4449 0.5674 0.6320 0.6714 0.2012 0.3272 0.3669 0.3840 0.3933
CBS-DFN 0.1594 0.3623 0.4742 0.5445 0.5954 0.1594 0.2630 0.2993 0.3180 0.3300
TSTM 0.2116 0.4672 0.5861 0.6550 0.7013 0.2116 0.3451 0.3836 0.4019 0.4129
S-TSTM 0.2147 0.4669 0.5879 0.6508 0.6955 0.2147 0.3455 0.3848 0.4015 0.4120
Gowalla
Caser 0.3081 0.6136 0.7505 0.8171 0.8530 0.3081 0.4680 0.5126 0.5302 0.5387
SASRec 0.4140 0.7002 0.8023 0.8510 0.8818 0.4140 0.5645 0.5978 0.6107 0.6180
HGN 0.3259 0.6069 0.7276 0.7924 0.8303 0.3257 0.4732 0.5123 0.5295 0.5385
STAR 0.2634 0.4867 0.5915 0.6525 0.6930 0.2634 0.3805 0.4144 0.4305 0.4401
STAR-C 0.2113 0.4249 0.5346 0.6045 0.6524 0.2113 0.3220 0.3575 0.3760 0.3874
ANAM 0.4588 0.6307 0.7165 0.7646 0.8006 0.4588 0.5482 0.5760 0.5887 0.5972
CBS-SN 0.3973 0.6334 0.7353 0.7898 0.8294 0.3973 0.5223 0.5553 0.5698 0.5791
CBS-CFN 0.4018 0.6401 0.7425 0.7950 0.8301 0.4018 0.5280 0.5614 0.5753 0.5836
CBS-DFN 0.3748 0.6080 0.7096 0.7660 0.8026 0.3748 0.4969 0.5298 0.5447 0.5534
TSTM 0.4747 0.7124 0.8086 0.8526 0.8820 0.4747 0.6003 0.6314 0.6431 0.6500
S-TSTM 0.4762 0.7160 0.8092 0.8540 0.8822 0.4762 0.6036 0.6339 0.6457 0.6524
• CBS models a pair of contemporaneous sequences with a
twin network [16]. It predicts the next item in the target se-
quence (e.g., purchases) with the assistance of a support se-
quence (e.g., clicks, bookmarks) by fully or partially sharing
parameters of two sequence networks. For a fair compari-
son, We build a support sequence with category and con-
duct experiments on three variant models including CBS-
SN (fully sharing), CBS-CFN (no sharing), and CBS-DFN
(partially sharing).
our proposed methods:
• TSTM is our proposed tripled seq2seq translation method
where item and category sequences are treated independently
and the relations are modeled by a translation way.
• S-TSTM is a stacked version of the tripled seq2seq transla-
tion model.
Among the baselines, Caser, SASRec, HGN concentrate on the
item transaction patterns only. STAR makes use of temporal infor-
mation as context, and CBS is designed for dealing with the user’s
additional information. We adapt both STAR and CBS to the cate-
gory as the item context. All other methods take the category in-
formation into consideration.
5.4 Experimental Settings
For a fair comparison, we set all methods’ hidden latent state and
embedding dimensions d to 50. We set other parameters and train-
ing settings in the baseline methods to be consistent with those
reported in the original papers. Note that the performance of se-
quential recommendation methods are highly influenced by the
maximum sequence lengthn. To balance the performance and com-
putational complexity, we set n to the length longer than 95% of
the users’ historical sequences in the dataset. More specifically, n
is 550, 200 for MovieLens, Gowalla respectively.
When training our model, we use a L sliding window over the
users’ history to generate the training sequences. Such a method
is also used in Caser [28] and HGN [6]. We set L to 5 and we in-
vestigate the effects of varying L. We set the batch size to 128 and
the learning rate to 0.001. To avoid overfitting, we add an extra
dropout layer over all embeddings and the dropout rate is set to 0.2.
The hyperparameter λ is set to 1 and 20 for MovieLens, Gowalla
respectively. Note that the optimal setting of λ is determined by
grid search strategy from {1, 5, 10, 15, 20} on the validation set.
5.5 Performance Comparison
Table 3 shows the overall performance comparison of all methods
on two different datasets. We highlight the best results in each col-
umn in boldface and underline the second best ones. From Table 3,
we have the following important observations.
Firstly, our model outperforms all baseline methods in in terms
of NDCG@n on two datasets, shown the superior ranking effec-
tiveness. The Hit@n scores of our model are also better than base-
lines in most of cases. For example, our model achieves an 5.0%
Hit@5 and 5.6%NDCG@5 improvement on MovieLens over the
best results from the baselines. On Gowalla, SASRec and ANAM
are the best baselines. However, they are both much worse than
our proposed models.
Secondly, our stacked version S-TSTM is proved to bemore valid
on Gowalla dataset compared with the original TSTM. This is con-
sistent with our assumption that the generated sequence of good
quality can further help the generating process. Note that there is
no distinguished difference between TSTM and S-TSTM onMovie-
Lens due to the much smaller number of categories on this dataset.
Among the baseline methods without considering any context
information, we find that SASRec is shown to be a very strong
benchmark. It is even better than the most recent work HGN. This
is owing to the powerful modeling capacity of self-attention mech-
anism in SASRec which can directly learn from historical bahav-
iors based on the current state. Also, the setting of input length in
our paper is more reasonable than that reported in HGNwhere the
length is always set to a small value of 50 [6].
The baseline methods using category information are generally
better than those without category information, indicating that
the context information helps improve the performance. However,
there are some exceptions. For instance, the performance of context-
aware method STAR is inferior since there is no carefully designed
sequential pattern capturing module [22].
It is also worth mentioning that the CBS framework, which also
models the additional context with a separate sequence, can pro-
duce the second best results in many cases. This strongly demon-
strates the effectiveness of capturing the dependency in contexts.
Moreover, the superior performance of our model over CBS proves
the importance ofmodeling the relation between the item sequence
and the category sequence.
5.6 Ablation Study
We conduct a set of ablation experiments to further prove the ef-
fectiveness of the proposed translation method.
5.6.1 Comparison on simple translationmethods. Wefirst intro-
duce three simple but intuitive methods as follows to see whether
the translation idea works or not.
• LSTM:A simple recurrent neural network for next item pre-
diction. It adopts the LSTM structure to model the item se-
quence.
• ci Translation (CSTM): The basic coupled seq2seq trans-
lation model aims to translate category into item.
• ici Translation:A simplified version of our tripled seq2seq
translation model (TSTM) without any VAE and personal-
ized functions. This variant is used to fairly compare the
two-layer architecture of CSTM and the three-layer archi-
tecture of TSTM.
To reduce computational complexity, we set the input history se-
quence length to 200 and 50 for MovieLens and Gowalla datasets.
The results are shown in Table 4. It is clear that the LSTM model
without any additional information always performs theworst. The
ci Translation can outperformLSTMwith the assistance of category-
level sequential patterns. Moreover, ici Translation achieves the
best results in almost all cases. This proves that the effectiveness
by highlighting the relations between item and category sequences
through a two-way translation.
5.6.2 The effects of variational auto-encoder. Though the results
in Table 4 have shown the effectiveness of translating item into
category and then back to item. The subsidiary relation between
category and item has not be fully explored without the VAE mod-
ule. To demonstrate the effectiveness of the VAE structure in our
model, we design three cateдory prediction variants. The compar-
ison results of these three variants are shown in Table 5.
• LSTM: A simple recurrent neural network which applies
LSTM to the category sequence for next category predic-
tion.
Table 4: The comparison results for simple translationmeth-
ods.
Dataset Method LSTM ci Translation ici Translation
MovieLens
Hit@5 0.4250 0.4313 0.4407
Hit@10 0.5374 0.5483 0.5522
Hit@20 0.6495 0.6596 0.6639
NDCG@5 0.3171 0.3190 0.3290
NDCG@10 0.3535 0.3570 0.3652
NDCG@20 0.3819 0.3852 0.3935
Gowalla
Hit@5 0.6181 0.6219 0.6257
Hit@10 0.7284 0.7244 0.7292
Hit@20 0.8189 0.8164 0.8214
NDCG@5 0.4971 0.5033 0.5057
NDCG@10 0.5328 0.5366 0.5392
NDCG@20 0.5557 0.5599 0.5626
• ic Translation: A basic coupled seq2seq translation model
which translates item into category. It is a inverse version
of the coupled seq2seq translation model (CSTM)).
• ivaec Translation: An advanced version of ic Translation
method. It imports a VAE structure between two layers.
Table 5: The comparison results for validating the effects of
variational auto-encoder.
Dataset Method LSTM ic Translation ivaec Translation
MovieLens
Hit@5 0.8209 0.8364 0.8331
Hit@10 0.9430 0.9485 0.9488
Hit@20 1.0000 1.0000 1.0000
NDCG@5 0.6095 0.6275 0.6296
NDCG@10 0.6493 0.6644 0.6674
NDCG@20 0.6641 0.6779 0.6808
Gowalla
Hit@5 0.3804 0.3687 0.3890
Hit@10 0.4878 0.4821 0.5055
Hit@20 0.6178 0.6218 0.6382
NDCG@5 0.2857 0.2731 0.2881
NDCG@10 0.3204 0.3097 0.3257
NDCG@20 0.3531 0.3449 0.3592
Comparing ic Translation with simple LSTM, we find that item
sequence can not always help predict the next category especially
on Gowalla dataset. It is most likely due to the subsidiary relation-
ship between category and item. Meanwhile, ivaec Translation ver-
sion gives the best category prediction results among these meth-
ods. We argue that it is difficult for the model to generate more ab-
stract object from the lower-level item representation without any
process of distillation. Hence, the introducing of the variational
auto-encoder is necessary to compress the information from item
level and furthermore assists in the category sequence modeling.
The results in Table 5 have proved that variational auto-encoder
can handle the subsidiary relation as we have expected.
5.7 Parameter Study
5.7.1 Effects of hyperparameter λ. We also study the effect of
hyperparameter λ and give a predetermination principle to approach
the best performance of our method. in Figure 5 and 6 , TheHit@5
and NDCG@5 scores of our methods on two datasets are shown
by varying λ from {1, 5, 10, 15, 20}. It’s obvious that our method
achieves the best performance with λ = 1 over MovieLens, while
λ = 20 over Gowalla dataset. Note that Gowalla has the largest
number of categories while MovieLens the smallest. According to
these observations, we infer that a dataset who has a larger num-
ber of categories requires a larger λ. This principle exactly makes
sense based on the intuition of β-VAE [10]. It has announced that a
disentangled representation can be learned with a larger λ during
training for effective generating. In our method, a larger λ means
a more strict constrain on the item information before being de-
livered to the upper category layer. In this way, the most helpful
category information could be abstracted from item sequence and
hence improves the final category prediction accuracy.
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Figure 5: The Hit@5 scores of λ varying experiments
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Figure 6: The NDCG@5 scores of λ varying experiments
5.7.2 Effects of hyperparameter L. We study the influence of
various slide window length L from {4, 5, 6, 7, 8} and show the re-
sults in Table 6. Apparently, setting L too large or too small will
both decrease the performance. Different from natural language
sentences which always contain a key intention no matter how
long the sentence is, we are not surewhether there is one or several
intentions within a in sequence. A larger L may introduce noises
and give rise to the worse performance. Meanwhile, a smaller L
seems to ensure a single one intention but might damage the com-
pleteness of sequential patterns. Overall, L = 5 is likely to be the
optimal setting based on the results in Table 6.
6 CONCLUSION
In this paper, we propose a novel translation based architecture
for context-aware sequential recommendation which captures the
item-level and category-level transition patterns independently while
Table 6: The effect of slide window length L.
Dataset L Hit@5 NDCG@5
MovieLens
L=4 0.4593 0.3414
L=5 0.4672 0.3451
L=6 0.4742 0.3550
L=7 0.4695 0.3496
L=8 0.4675 0.3441
Gowalla
L=4 0.6885 0.5849
L=5 0.7124 0.6003
L=6 0.7117 0.5997
L=7 0.6832 0.5771
L=8 0.6787 0.5751
maintaining the relations between these two sequences. To explore
the subsidiary relationship between category and item, we further
propose to adapt the variational auto-encoder to boosting the per-
formance. Extensive experiments have been conducted over two
datasets comparedwith several state-of-art methods. Results demon-
strate the effectiveness of our proposed method by the superior
performance over the state-of-the-art baselines.
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