In this short paper, we summarize the implementation and experiment of the available bandwidth measurement algorithm presented in [5] 
Introduction
Available bandwidth is an important network parameter for optimizing resource utilization in traffic engineering and for admission control in quality of service. Since available bandwidth is very dynamic, any practical measurement must keep overhead low because available bandwidth has to be measured more often. This is in contrast to bottleneck bandwidth in which results can serve for a relatively longer time and measurement times can be chosen.
In this short paper, we discuss the implementation and experiment of the available bandwidth measurement algorithm in [5] . Our experiment shows that, compared with other techniques, this algorithm can achieve better results and fast convergence with lower overhead. It can also self-adapt to any bandwidth and respond to resolution requirements, which are unique among all current measurement techniques. We also performed many experiments and will discuss the main conclusions and statistics. In particular, we compare the results with Cprobe [4] and show that this algorithm performs better with lower overhead.
Algorithm and Implementation
The available bandwidth measurement algorithm in [5] has the two main techniques of variable-speed active probing and zoom-in/zoom-out. In variable speed probing, a series of packets are emitted at variable speeds, generally from low to high. These packets, therefore, determine the range of bandwidths required to carry the probing traffic through without causing congestion. Moreover, these packets would impose increasingly higher bandwidth requirements due to the increase in speed. When the bandwidth requirement exceeds what is available, congestion occurs so that different RTTs can be observed. Based on this phenomenon, available bandwidth can be derived through the detection of the congestion point.
Zoom-in is used when measurement detects congestion but the result fails to meet the required resolution. In this case, additional rounds of probing will be initiated until a satisfactory result can be achieved. In addition, this algorithm will automatically determine when zoom-in is needed to improve the measurement result. Zoom-out is the opposite of zoomin and is used for the detection of congestion when the current probing fails to identify one. Zoom-out dynamically expands the measurement range to adapt the measurement to any bandwidth. In addition, this algorithm will automatically determine when zoom-out is needed to detect congestion.
The implementation is equally challenging. One challenge is to achieve accurate timing in sending and receiving probing packets. In the implementation, we overcome the difficulty by using Linux support for making dynamic changes to scheduling policies and process priorities. Another challenge is to detect congestion. In the implementation, we overcome this difficulty by relying on more probing sample points in the measurement and in the computation of the results.
Experiment
We conducted the experiment over the testbed illustrated in Fig. 1 to measure the available bandwidth of a dedicated link, i.e., the measured link. With this environment, we can control the traffic volume and type, conduct measurement and compare measurement results with the real available bandwidth to evaluate the performance and to carry out other experiments.
We conducted many experiments using different types of traffic. The following figure shows the traffic type that resembles a sine curve and the measurement results along the curve for the real available bandwidth results in which we used 30 packets with the size of 600 bytes per packet.
We performed the experiment aimed at finding the relationship between overhead in terms of number of probing rounds and measurement resolutions. The following figure shows the relationship for 10 packets and 20 packets, respectively. It also shows that more packets used in each probing round would reduce the number of rounds needed to achieve a desired resolution, a tradeoff between space and time.
Finally, we compared our algorithm with Cprobe [4] . The following figure demonstrates that our algorithm performs better than Cprobe with lower overhead. In terms of measurement results, three quartiles, i.e., 75%, of our measurement results are within 30% of the actual available bandwidth values vs. 64% for Cprobe. In terms of overhead, we injected 10K bytes data into the network vs. 24K for Cprobe during the measurement to complete the experiment, which is a significant reduction in the overhead incurred by the measurement. 
Conclusion
We discussed the implementation and experiment of an available bandwidth measurement algorithm in this paper. Experiment showed that the algorithm is superior over other measurement techniques in accuracy, overhead and ease of use. We are currently doing more experiment over a live network to gain more experience and to further validate and improve the measurement technique.
