proposed a targeted method used to construct variable importance measures coupled with respective statistical inference. This technique involves determining the importance of a variable in predicting an outcome. This method can be applied as inverse probability of treatment weighted (IPTW) or double robust inverse probability of treatment weighted (DR-IPTW) estimators. The variance and respective p-value of the estimate are calculated by estimating the influence curve. This article applies the Van der Laan (2005) variable importance measures and corresponding inference to HIV-1 sequence data. In this application, the method is targeted at every codon position. In this data application, protease and reverse transcriptase codon positions on the HIV-1 strand are assessed to determine their respective variable importance, with respect to an outcome of viral replication capacity. We estimate the DR-IPTW W-adjusted variable importance measure for a specified set of potential effect modifiers W. In addition, simulations were performed on two separate datasets to examine the DR-IPTW estimator.
Introduction
In many genomic applications, the prediction of a phenotypic outcome by genetic markers is of biological importance. In particular, variable importance measures can be calculated for individual genetic components when predicting an outcome. Variable importance measures can be used to determine the effect of each variable with respect to an outcome of interest. In this article, we will apply the variable importance measure methodology, proposed by , to an HIV-1 sequence dataset, in addition to simulated datasets.
Current literature on prediction provides measures of variable importance by fitting the regression of an outcome on the covariates, and then calculating measures based on this fit. Bootstrap aggregation (random forest, Breiman (1999) ) is a method for obtaining a high dimensional fit so that most variables are present in the fit. Contrary to the methods proposed in van der , all of these algorithms are not targeted at an estimate of the variable importance for a particular variable, but instead are targeted at constructing a predictor. For example, if the true regression is a linear combination of multi-way interactions, then every multi-way interaction not including the variable of interest does not affect our definition of variable importance. The van der proposed methods assume models for the wished type of variable importance, and then use general estimating function methodology (Robins and Rotnitzky, 1992) to determine the class of estimating functions, so that the corresponding estimators are fully targeted at the parameter of interest (i.e., the particular variable importance). van der Laan (2005) also note that current machine learning algorithms do not provide a p-value or confidence interval for a reported measure of variable importance (see e.g., random forest in Breiman (1999) ).
In the application presented in this article, the variable importance of each codon and respective significance are assessed with respect to their relationship to viral replication. We will also estimate the DR-IPTW Wadjusted variable importance measure for a specified set of potential effect modifiers W . In Section 5, we will present two simulations to examine the DR-IPTW estimator. These simulations will examine the performance of the estimator under different data generating distributions which corresponds with varying levels of information in the data.
Data Application

Biological Motivation
Sequencing a virus, such as HIV-1, could potentially give further insight into the genotype-phenotype associations of a virus. We focus on phenotype replication ability of the virus. In many cases, genetic mutations on the viral strand are associated with a change in the replication capacity of the virus. This in turn can change the virulence of the virus and/or cause resistance to previously effective antiretrovial drugs. The motivation behind this analysis in focused on determining the significant codons which are related to replication capacity. The data consists of codon positions which are coded as mutated or non-mutated. This is a biologically relevant question since antiretroviral medications are manufactured to target specific regions on the viral strand. Therefore determining the importance of specific regions or codons is vital when assessing the viral regions which must be targeted by antiretroviral medications.
Data Description
In this particular dataset, the key phenotype of interest is the replication capacity (RC) of HIV-1, as it reflects the severity of the disease. A measure of replication capacity may be obtained by monitoring viral replication in an ideal environment, with many cellular targets, no exogenous or endogenous inhibitors, and no immune system responses against the virus (Barbour et al., 2002; Segal et al., 2004) .
Genotypes of interest correspond to codons in the protease and reverse transcriptase regions of the viral strand. The protease (PR) enzyme affects the reproductive cycle of the virus by breaking protein peptide bonds during viral replication. The reverse transcriptase (RT) enzyme synthesizes double-stranded DNA from the virus' single-stranded RNA genome, thereby facilitating integration into the host's chromosome. Since the PR and RT regions are essential to viral replication, many antiretrovirals (protease inhibitors and reverse transcriptase inhibitors) have been developed to target these specific genomic locations. Studying PR and RT genotypic variation involves sequencing the corresponding HIV-1 genome regions and determining the amino acids encoded by each codon (i.e., each nucleotide triplet).
The HIV-1 sequence dataset consists of n = 317 records, linking viral replication capacity (RC) with protease (PR) and reverse transcriptase (RT) sequence data, from individuals participating in studies at the San Francisco General Hospital and Gladstone Institute of Virology (Segal et al., 2004) . Protease codon positions 4 to 99 (i.e., pr4 -pr99) and reverse transcriptase codon positions 38 to 223 (i.e., rt38 -rt223) of the viral strand are studied in this analysis. The outcome/phenotype of interest is the natural logarithm of a continuous measure of replication capacity, ranging from 0.261 to 151. The M covariates correspond to the M = 282 codon positions in the PR and RT regions, with the number of possible codons ranging from one to ten at any given location. A majority of patients typically exhibit one codon at each position. Codons are therefore recoded as binary covariates, with value of zero (or "wild-type") corresponding to the most common codon among the n = 317 patients and value of one (or "mutation") for all other codons. Previous biological research was used to confirm mutations and hence provide accurate PR and RT codon genotypes for each patient (hivdb.stanford.edu/cgibin/RTMut.cgi).
We will formally define the data as n i.i.d. observations of a random vector O = (W * , Y ) ∼ P 0 . In this case, Y is replication capacity, or the outcome of interest. W * represents a vector of input variables which are used to predict Y , such as baseline variables, or codons in this specific case. We will let A = A(W * ) refer to a part of W * for which we want to estimate the variable effect of A = a relative to A = 0. In our specific application, we will be estimating the individual variable effect of a mutation versus no mutation at each individual codon position. Therefore, we will let W * = (A, W ) equal a vector of input variables which can be used to predict Y . The marginal variable importance of the variable A can be defined as:
where P * = P * (P ) is the distribution of O which is a known function of P . Since A is binary, we will be dealing with the following W -adjusted variable importance:
The W -adjusted variable importance can be defined as:
We will define w as any value in the set w : P (A = 1|W = w)P (A = 0|W = w) > 0. If the data generating distribution, P , corresponds with sampling an individual from a population, then this states that the subpopulation defined by W = w should include subjects with A = 1 and subjects with A = 0. The specific case when Ψ(P )(1) = 0 corresponds with the codon having no association with the outcome, on average over all strata of W .
Methods
The methods presented in van der are applied to the HIV-1 and simulated data. Before beginning this analysis, several codons were removed from the analysis based on an inclusion criteria. The criteria includes firstly applying a multiple testing procedure to the set of test statistics built from the marginal association of each codon against the outcome of replication capacity. We used the False Discovery Rate (FDR) procedure which controls the expectation of the ratio of false positives to total rejections at a 0.05 level (Benjamini and Hochberg, 1995) . In total, 16 mutations were chosen with an FDR adjusted p-value less than 0.05. Of these 16 mutations, there are three codons which were predicted perfectly by pr29 (pr31, pr44, and pr52). Therefore, pr31, pr44, and pr52 are removed as codons that we are interested in assessing since their significance should be identical to that of pr29. In addition, the remaining codons (282−16) were assessed to determine the P (A i = 1), which corresponds to the probability that the codon A i is mutated. Only those codons with P (A i = 1) ≥0.1 were chosen to obtain variable importance measures. This resulted in 24 additional codons. In conclusion, (24 + 13) = 37 codon positions were assessed to determine the variable importance and respective significance measures.
In order to calculate the importance value, we must take into account potential confounders of the relationship between the codon and the outcome of replication capacity. The set W is defined as this set of confounders, and consists of 36 codons, described above (the set of 37 codons minus the codon of interest).
We would like to note that we have noticed that there is a violation of the experimental treatment assignment (ETA) assumption in this dataset. This causal inference assumption states that treatments are not deterministically assigned according to the observed covariate profile. In our specific case the treatment is analogous the the mutation status of the codon. We will define Π(A|W ) as the probability of each mutation conditional on the set of confounders W , where A is a single codon of interest. The ETA assumption requires 0 <Π(A|W ) < 1 and without this assumption the variable importance measure is not identifiable from data. If Π is close to 0 or 1 then this will make the estimation very difficult and subject the estimator to high levels of variability. In this dataset, we calculated the Π(A|W ) value for each codon and determined that many of the codon specific probabilities are close to 0 or 1. In this case we have decided to implement the DR-IPTW method, since it is more accurate in the case that the ETA assumption is violated.
DR-IPTW Method
Before describing the DR-IPTW estimator, we will outline the IPTW estimator since it has components which are utilized in the DR-IPTW estimator. The IPTW estimator is an estimator which assesses the difference in the mean replication capacity between the mutated and non-mutated individuals, weighting by the probability of each mutation conditional on the set of confounders W ,Π ( A|W ). We want to note that throughout the following sections, A will be defined as a single codon. In the cases in which we are determining the variable importance of one of the codons in the set W , we will condition on W omitting the particular codon of interest. Therefore, no codon has its estimate conditioned on its own value. In the IPTW case, we will initially define D(O i |Π n ) as:
The estimator Ψ n is defined in terms of D(O i |Π n ) and can be written as:
In this equation, Π n (A = 1|W i ) corresponds to the estimated probability obtained from fitting a logistic regression, which regresses the binary A values on the W values, or potential confounders. In the case of this analysis the logistic regression was estimated with the POLYCLASS function in R.
POLYCLASS is an exploratory, data-adaptive, or black box regression technique used to predict categorical or binary outcomes. This classification method, uses forward addition and backward deletion, searches through a series of models defined by main effects, splines and cross-products to create a logistic regression model. The procedure uses cross-validation to choose the complexity (number of basis functions) of the model. This method therefore attempts to balance the variance/bias of the classification error. This data-adaptive logistic regression technique combines stepwise (hierarchical) addition and deletion of variables and finds a linear combination of variables that provides a better predictor of the outcome event.
The double robust method (DR-IPTW) differs from the IPTW method in that it incorporates a regression of E(Y |A, W ), which is referred to as
This quantity is referred to as θ n (A = 1, W ) −θ n (A = 0, W ), which corresponds to the difference in effect of A = 1 and A = 0. In this case θ n is an estimator of the true regression function θ 0 (A, W ) = E 0 (Y |A, W ). In the DR-IPTW case, we will initially define D(O i |Π n ,θ n ) as:
The estimator Ψ n is defined in terms of D(O i |Π n ,θ n ) and can be written as:
When calculating the DR-IPTW estimator, θ(A, W ) is calculated in this HIV-1 example by using a 37-dimensional main effect model. This is similar to what will be illustrated in the simulation section. The linear regression method always selects all of the variables and therefore is a better method for the purpose of estimating the variable importance. One wants to adjust richly within each strata A when calculating θ(A, W ). It is also more important in the cases where we have ETA violations because we cannot rely on the Πf u n c t i o n . The advantage of the DR-IPTW method is that the estimator remains consistent if either Π n or θ n is modeled correctly.
Inference of Ψ n
Once the IPTW or DR-IPTW estimator is computed, one is often interested in the inference and therefore statistical significance of the respective variable importance measures. In order to determine the inference on the estimator the influence curve is calculated. The conservative influence curve IC 1 (O)≡ D(O|ψ 0 ,Π 0 ) is used, therefore yielding a corresponding conservative estimate of the asymptotic variance. We would like to note that the double robust influence curve is conservative in the setting where Π 0 is correctly specified, as shown in van der Laan and Robins (2003) . In these analyses, we use this for our our variance estimate because of its computational efficiency. However, to obtain a more accurate estimate one should use the bootstrap. Since our HIV-1 results were hardly significant, we did not repeat the analysis using the bootstrap. We will define the variance of the DR-IPTW estimator and note that the IPTW estimator is a special case in which θ n = 0. The asymptotic variance of √ n(Ψ n −Ψ) can be conservatively estimated with:
In both the IPTW and DR-IPTW cases, the test statistic for the estimator is compared to a N(0, 1) distribution and is defined as:
DR-IPTW Estimator of W-adjusted Variable Importance
We are also interested in determining the W-adjusted variable importance θ 0 (a, W ) −θ 0 (0, W ) which can be represented as E(D(θ, Π)|W ) for θ=θ 0 or Π = Π 0 . Therefore, we can estimate this W-adjusted variable importance by building regression models using POLYMARS to predict the outcome D(O i |θ n ,Π n ).
Results
As a result of the ETA violation, we have realized that the IPTW estimator is unreliable and therefore we only report the DR-IPTW measures and p-values. We also report the marginal test statistics and p-values, and the G-computational likelihood based estimator based on the representation
. This is illustrated in Table 1 and Table  2 . These estimates are the W -adjusted variable importance measure for a specified set of potential effect modifiers W . The W -adjusted variable importance measure can be interpreted as the difference in mean replication capacity, holding W constant, between those with a mutation at that specific codon versus those with no mutation at that specific codon. Therefore this variable importance measure is the average impact of the codon within strata of W . There are no significant importance measures in this case, and therefore after adjusting for the other codons, these codons were not significant.
Data Adaptive Estimation of the W-Adjusted Variable Importance Measure
Tables 3 and 4 display the models assessing the DR-IPTW variable importance measure for each codon. In order to provide an interpretation of these models we will choose for example, the first codon pr46, produces the following model: 3509(pr62) . In this case, the codons pr43 and pr62 best predict the variable importance measure pr46. Therefore, this fit states that the impact of pr46 is negative with regards to replication capacity among strata where there is a mutation in pr43. The effect is only positive among strata where there is a mutation at pr62 and no mutation at pr43. Another example, in terms of interpretation, is with regards to pr54. In this case the following model was obtained: 5196(pr43) . Therefore this fit states that the impact of pr54 is positive with regards to replication capacity among strata where pr43 is not mutated and negative when pr43 is mutated.
HIV-1 Results
The procedure identified the variable importance and respective p-values of several codon positions. As previously mentioned there was a violation of the ETA assumption and therefore we reported the DR-IPTW measures and p-values. An interpretation of the results would focus on the fact that after adjusting for the codons in set W there are no significant codons. The marginal association and significance of the individual codons is actually representative of a group of codons, therefore the respective confounders. This lack of significance of the specific codons can be interpreted as a situation where many of the other codons are contributing small amounts of information when we adjust for all the variables. Therefore when we adjust for the group of confounders, or codons, the codon of interest does not appear significant. Biologically, in the case of the HIV-1 virus, this could be of importance. Instead of one mutation greatly influencing the replication capacity of the virus, many mutations in combination could confound this effect and create an increase or decrease of replication potential and resistance. For example, many studies show that the addition of Mpr46I and Ipr47V improves the replication of Ipr50V mutant viruses (Prado et al., 2002) . In addition, the Gpr48V /Lpr90M double mutation has shown delayed viral replication, whereas Lpr90M alone had a higher replication capacity (Sune et al., 2004) . In regards to resistance, position pr90 has an impact on the substrate cleft of the virus and L90M causes resistance to Saquinavir when combined with various other mutations (Shafer et al., 1998) . Therefore the fact that the individual codon positions appear insignificant after adjusting for respective confounding codons could be biologically plausible in the case of HIV-1, as well as in other studies of viral genetics. Further investigation into these insignificant results could determine the confounders for each specific codon and therefore examine the groups of related codons. In addition, the models presented in Tables 3 and 4 present fitted models for the W -adjusted variable importance for all the listed codons. In some cases, the fits include as effect modifiers both protease and reverse transcriptase codons. The current HIV-1 literature does not mention interactions of this nature (protease and reverse transcriptase), so we cannot relate it to the known literature, but they might represent interesting findings. In addition, there are several interactions of only protease or reverse transcriptase, which are not popular mutations in the literature.
Among the codons that have lower p-values in Table 1 and Table 2 , pr71, pr90, rt184, rt211 are all codons with a p-value less than 0.3. We have decided to focus on these mutations when exploring the biological importance. Mutations in pr71 and pr90 have been found to have an impact on replication and resistance of the virus. An example of a protease mutation is position pr10, where Lpr10I/F/V/R, one of the most common mutations, is associated with resistance to all protease inhibitors when present with another mutation. Position pr90 has an impact on the substrate cleft of the virus and L90M causes resistance to specific drugs when combined with various other mutations (Shafer et al., 1998) . In addition, Mrt184V reduces replication capacity by reducing the ability of the reverse transcriptase to 13 process correctly. Viruses that contained the M184V mutation were not able to undergo compensatory mutagenesis and reestablish wild-type replication kinetics, viruses that did not contain M184V mutated extensively. We refer the reader to Birkner et al. (2005) and Segal et al. (2004) for additional biological information regarding the HIV-1 codon mutations.
Simulations
In addition to the HIV-1 data application, analyses on simulated datasets were also performed to investigate the DR-IPTW estimator under various underlying data generating distributions. In the following simulation cases, A denotes the variable of interest, and W is the set of 30 covariates, omitting A. The first simulated dataset refers to a situation in which there is a violation of the experimental treatment assignment (ETA) assumption as described previously. The second simulated dataset creates data in a slightly different manner and therefore does not result in violations to the ETA assumption.
Simulation I
We will define the first five covariates as X 1 , X 2 , X 3 , X 4 , X 5 . In this simulation the number of observations, n, is equal to 500. In order to produce twenty-five correlated variables, we were interested in producing groups of five variables correlated to each of the five initial variables, respectively. This will be described in terms of one of the original X values, though this can be repeated for each of the variables. We simulated X 1 as random U(0, 1) variables. We are interested in simulating X 6 , X 7 , X 8 , X 9 , X 10 as variables correlated with X 1 . We define X 6 , for example, as follows: X 6 = X 1 * c 1 , where c 1 ∼ U(0.7, 1.3). If these variables are greater than c 2 = 0.6 the variable specific individual is coded as '1' and otherwise as '0'. This same process occurs for X 7 , X 8 , X 9 , X 10 . Furthermore, we will simulate X 2 as a variable that is correlated with X 11 , X 12 , X 13 , X 14 , X 15 using the same process. In total, this results in 30 total variables. Finally, the outcome, Y , was calculated as follows: Y =β 0 +β 1 X 1 +β 2 X 2 +β 3 X 3 +β 4 X 4 +β 5 X 5 + , where ∼ N(0, 1) and β 0 ,β 1 , ..., β 5 ∼ U(1, 3).
We will fit Π with POLYCLASS and the function θis fit in two different ways, 1) apply POLYMARS to fit θ(1, W ) and θ(0, W ) separately using samples with A i = 1 and A i − 0 respectively, and 2) fit θ(A, W ) with linear regression with 30 main terms. In the first stratification method, due to the fact that POLYMARS focuses on prediction performance as any other prediction algorithm, it often occurs that the actual variable in the true regression correlated with A is not included since it adds little to the predictive power of the fit. On the other hand, the linear regression method always selects the appropriate variables and therefore is a better method for the purpose of estimating the variable importance, especially in the case of ETA violations since one cannot rely on the Π function.
Simulation without ETA violations
We will define the first five covariates as X 1 , X 2 , X 3 , X 4 , X 5 which are independent binary variables. In this simulation the number of observations, n, is equal to 500. In order to produce twenty-five correlated variables, we were again interested in producing groups of five variables correlated to each of the five initial variables, respectively. This will be described with one of the original X values, though this is repeated for each of the variables. We will choose a random Bernoulli variable (B(p * )) with probability equal to p * = (0.3, 0.6, 0.8). In each simulation we used a different probability from this set. In the case of X 1 for example, for j = 1, ..., n observations, if X 1 (j) = B(p * ) then X 6 (j) = X 1 (j) otherwise we changed X 6 (j) to the opposite value (therefore a '1' to a '0' or a '0' to a '1'). This was repeated for a different draw of the Bernoulli, with the same probability, for each of the variables X 6 , X 7 , X 8 , X 9 , X 10 . In addition, X 2 is correlated with X 11 , X 12 , X 13 , X 14 , X 15 using the same process. In total, this results in 30 total variables. Again, the outcome Y is generated identical to the previous simulation and the function Π and θare fit in the same manner as the previous simulation.
Results
The advantage of this variable importance measure is that we can obtain a targeted ranked list of variables and their respective significance. Table 5 displays the 30 variables and their respective DR-IPTW estimator and pvalue in a scenario in which we have ETA violations. Two methods were performed, which deal with the construction of the θ(A, W ) function. The importance measures are not accurate when θ(A, W ) is misspecified in combination with ETA violations (Table 5, 
Summary
This article is based on the technique proposed by . This method is a targeted method used to construct variable importance measures coupled with respective statistical inference. It involves determining the importance of a variable in predicting an outcome. This method can be applied as inverse probability of treatment weighted (IPTW) or double robust inverse probability of treatment weighted (DR-IPTW) estimators. The variance and respective p-value of the estimate are calculated by estimating the influence curve. The DR-IPTW method was applied to an HIV-1 dataset in which the variable importance and respective statistical significance is reported for each codon of interest. In addition, simulations were performed to examine the performance of the DR-IPTW estimator in both situations in which the experimental treatment assignment (ETA) is and is not violated. The simulations have illustrated the sensitivity of the variable importance estimate to the method used for estimating θ(A, W ) in the case when ETA is violated. Therefore, it is of interest to obtain a data adaptive method for estimating the nuisance parameters θand Π which takes into account that the variable importance is the parameter of interest. We plan to investigate this important issue in more detail in future research. 
