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Abstract
In recent years, the importance of multiple base stations in Wireless Sensor Networks (WSNs)
has increased in applications such as environmental, border zone control, etc. Due to the energy
constraints in individual sensor nodes, extending lifetime is an essential objective in WSNs. The
physical, medium access and network layers have been targeted by a number of researchers for
designing energy efficient protocols. While the proposed protocols were successful in energy savings for
individual sensor nodes, they fail to solve problems related to the topology of the network. An example
of such problem is that sensors nodes around the base station become bottlenecked and deplete their
energy faster than other nodes.
Sensor nodes have constraints such as low bandwidth, error-prone transmissions, processing and
storage capacities and the most critical limited energy. The node constraints combined with the
placement of a large number of sensors directly has direct impact on the network lifetime. This also
increases complexity to the design. Many routing, power management, and data distribution protocols
have been designed specifically for WSNs where limited energy is an important design issue. The
emphasis has been given to the routing protocols which, however, might differ depending on the
application and network architecture.
In this scheme the focus is on deployment of multiple base stations and sensors on a field. Also
to distribute the energy consumption of the network in such a way that the number of sensors used is
minimized under the limitation that connectivity of the network is maintained. The discrete event
simulation and mathematical models show that deployment of multiple base stations decrease the
number of sensors to be deployed. The technique used to distribute the sensors in the field increases the
lifetime of the network.
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Chapter 1: Introduction
1.1 WIRELESS SENSOR
A wireless sensor is a small disposable low-power device, outfitted with programmable
computing, able to sense parameters like temperature, sound, vibration, pressure and to measure
surrounding conditions to detect objects located or events happening around it etc. It is also equipped
with wireless communication capacity.
1.2 WIRELESS SENSOR NETWORK

Figure 1.1: Wireless Sensor Network.
Recent technological advances in wireless communications and embedded microprocessors have
enabled manufacturing of small and low cost sensors which are technically and economically feasible.
The sensor measures the surrounding conditions related to the environment and converts them into an
electric signal. Some properties about objects located and/or events happening in the vicinity of the
sensor are revealed when such signals are processed. Hundreds or thousands of these sensors can be
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placed in a network in several applications that require automated operations. These sensors have the
capability to communicate with each other and also directly to an external Base-Station (BS).
Wireless sensor network (WSN) [10] [11] is a new class of ad-hoc networks that enable reliable
monitoring and analysis of unknown and untested environments.
1.3 APPLICATIONS OF WIRELESS SENSOR NETWORKS:
Wireless Sensor Networks have various practical applications where there is a need to monitor
and analyze different environments.
Some examples are:
• On the battlefield.
• In border zone control.
• In environmental applications
• In fire prevention and detection.
• In object tracking.
• In healthcare applications.
• In traffic control.
• In nuclear engineering.
The research conducted in this project is intended to serve for border zone control application,
i.e., being able to measure ambient conditions and detect events of interest by deploying a large number
of sensors in the territory corresponding to the border between two countries. The objective of the
research is the placement of multiple base stations in a wireless sensor network in order to decrease the
number of sensors used and also increase the lifetime of the network.
1.4 CHALLENGES FOR WSNS:
Any single understanding of a WSN for such wide range of applications will hardly be possible
to handle. Certain common features appear, particularly with respect to the features and required
mechanisms of such systems. Understanding of these aspects with new mechanisms is the major
challenge of WSNs.

2

1.4.1

Characteristics requirements:
1. Type of service
2. Quality of service
3. Fault tolerance
4. Lifetime
5. Scalability
6. Wide range of densities
7. Programmability
8. Maintainability

Figure 1.2: Applications of WSNs [16].
1.4.2

Required mechanisms:
Creative mechanisms for a communication network have to be found, as well as new

architectures, and protocol concepts to understand these requirements. An essential challenge here is the
need to develop mechanisms that are application specific and support the quality of service, lifetime, and
maintainability requirements. These mechanisms also have to generalize to a wider range of
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applications. So, a complete, from-scratch development and implementation of a WSN becomes
necessary for every individual application. This would likely present WSNs as a technological concept.
The typical parts in the mechanism of WSNs are:
1.

Multi-hop wireless communication

2.

Energy-efficient operation

3.

Auto configuration

4.

Collaboration and in-network processing

5.

Data centric

6.

Locality

7.

Exploit trade-offs

1.5 WHY ARE WSNS DIFFERENT FROM MANETS?
Applications and equipment:
MANETs, to some extent, have diverse applications as well as diverse user device when
compared with WSNs:
In a MANET, the terminal is distinctly powerful with a large battery. This device is needed
because there is commonly a human intervention in MANET application. MANETs are used for voice
communication between two distant peers, or it is used for contact to a far-off framework like a web
server. Therefore, to support these applications, the device has to be fairly powerful.
Application Specific:
Many different application scenarios for WSNs have become possible, due to the large number
of possible combinations of sensing, computing, and communication technology. It is implausible that
there will be a “one-size-fits-all” answer for all these potentially very dissimilar possibilities. For
example, WSNs are coherent with very different network densities, from very minimal to very compact
deployments, which will require adaptive protocols. This variety is not quite as large as MANETs.
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Environment interaction:
The traffic properties of WSNs can be expected to be very different from MANETs, since WSNs
have to interact with the environment. For instance, WSNs probably display very low data rates over a
large timescale, but can have very high traffic when an event is triggered. Long periods of idleness can
alternate with short periods of very high action in the network, pushing its capacity to limits; whereas
MANETs on the other hand, are used to support more predictable applications with their comparably
well-understood traffic characteristics.
Scale:
WSNs potentially have to scale much large numbers of objects than present ad hoc networks,
requiring different scalable solutions. As a concrete case in point, endowing sensor nodes with a
distinctive identifier is costly and might be an overhead that could be avoided. Hence, protocols that
work without such identifiers might become important in WSNs, whereas it is fair to assume such
identifiers to exist in MANET nodes.
Energy:
WSNs have a tighter requirement on network lifetime, and recharging or changing WSN node
batteries is far less a choice when compared with MANETs. Due to this, the energy consideration on the
entire system architecture is more important than in MANETs.
Self-configurability:
As in case of ad hoc networks, WSNs are most likely required to self-configure into connected
networks, but the differences in traffic, energy trade-offs, etc., could require different solutions.
However, MANETs and WSNs are very similar in this respect.
Quality of service:
QoS are relatively different according to the requirements. In a MANET, individual nodes
should be reliable. In WSN an individual node is next to inapt. The QoS issues in a MANET are dictated
by conventional applications. For WSNs, new QoS concepts are required, which also take energy
explicitly into consideration.
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Mobility:
The mobility problem is caused by nodes moving around, changing multi-hop routes in the
network that have to be handled. In WSNs and MANETs, if the sensor nodes are mobile in the given
application, this problem can also exist.
In summary, there are similarities, but the point that WSNs need to support various applications,
they have to interact with the physical environment, and they have to carefully judge various trade-offs
validates the consideration of WSNs as a system distinct from MANETs.
1.6 LIFE TIME OF WSN:
In many scenarios, nodes depend on a limited supply of energy (batteries). Regularly changing
these energy sources in the field is not practicable, and at the same time, a WSN must function at least
for a given mission time or as long as possible. Hence, the lifetime of a WSN becomes very important
statistic. Clearly, an energy-efficient way to setup the WSN is necessary.
A limited power source (via power sources like solar cells, for example) might be viable
substitute to energy supplies on a sensor node. These sources are not powerful enough to ensure
uninterrupted process but can provide some recharging of batteries. In such ideal conditions, lifetime of
the network should be infinite.
The lifetime of a network is proportional to the quality of service and investing more energy can
increase the quality of service by decreasing the lifetime. Models to merge these tradeoffs are essential.
The meaning of lifetime depends on the application. One way is to use the time until the first
node fails or exhausts its energy as the network lifetime. Or, the time until the network breaks into more
than one partition, the time until some fixed ratio of the nodes have failed, or for the first time a point in
the experimental region is no longer covered by at least one node.
1.7 DESCRIPTION OF THE PROBLEM: CONSTRAINTS IN WSNS
According to the stated advantages, modern sensors are very sophisticated. They can measure
several parameters, and have embedded processing power to carry out initial data processing. However,
sensor nodes also have some constraints such as low bandwidth, error-prone transmissions, processing
and storage capacities, which makes routing in WSNs more challenging compared to MANETs and
6

cellular networks. Since the wireless sensors are not connected to any constant power supply, they can
only use the energy from its battery. This restriction on energy availability to the nodes has a direct
impact on the network lifetime. Since the nodes are used to collect data from environments without
human involvement after deployment to recharge or replace node batteries is not an option; it is
necessary to take full advantage of the lifetime of the network. If all the nodes die together then all the
nodes can be replaced at the same time or new nodes can be installed in the entire area.
Deployment of large numbers of sensors combined with sensor nodes constraints, the
complication to the design and administration of WSNs increases. Many routing, power management,
and data dissemination protocols have been designed for WSNs where energy awareness is an important
design factor. The aim has been given to the routing protocols which change relying on the application
and network architecture [23].
It is essential to place the sensors and set up routing protocols in such a way that connectivity is
preserved and the network lifetime is maximized when designing a WSN. In this research, different
techniques to deploy multiple base stations in a wireless sensor network in order to minimize the number
of sensor nodes used are found. Technique for deployment of sensors to increase the network lifetime of
the network was found.
1.8 ROUTING IN WIRELESS SENSOR NETWORKS:
The process of choosing paths in a network to send data is called routing. Routing is used for
various types of networks such as telephone networks, internet, and WSNs.
The routing is a process of forwarding the data based on routing tables which keep a record of
the routes to various network destinations. Therefore, building routing tables, contained by the router’s
memory, becomes very critical for routing.
1.8.1

Need For Routing In WSNs:


Route calculation must be distributed because centralized routing in a dynamic network is

impossible even for a small network.


Route calculation should not involve global state maintenance or major amount of volatile

non local state.
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Very few nodes must be involved in route calculation and state propagation, as this contains

monitoring and updating at least few states in the network.


Every host should have fast access to the routes on request.



Each node must not be involved in regular topology updates for the portions of the network

where there is no traffic.


To avoid broadcasts.



The routes must converge to best routes, if the topology stabilizes.



A backup when primary route has become stale.

IN WSNs the main challenge for routing protocols is that the nodes have to know at least the
reachability information of its neighbors to determine a packet route. The network topology changes
very regularly. As we have large number of nodes, the number of endpoints is also large. This requires
large and frequent exchange of data. Because of this the exchange of data (updates data) increases when
compared with the information data. Updates data also sent via air in WSNs need more bandwidth and
energy.
1.8.2

Metric in Routing Protocols
The numerical value used by routing algorithms to find if one route performs better than another

is called the routing metric or cost of a path. Metrics can cover information such as bandwidth, delay,
hop count, path cost, load, connectivity, and energy. All these factors, either independent or in
combination, can be used to construct the metric conditional to the requirement of each application. A
path is more likely to be chosen if it has a smaller metric.
1.8.3

Routing Protocols Classified by Strategy
Routing protocols can be divided in different ways [21]. They are grouped according to their

strategy as follows:
Fixed Routing:
In Fixed routing (also called static routing); a permanent route is configured for each sourcedestination pair of nodes in the network. The routes are fixed, they only change when there is a change
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in the topology of the network. Static routing is based on a metric that does not change over the time.
Thus, there is no need for routing update messages because the metric value will remain unchanged until
the end of the monitoring time.
At each point along a route, it is only necessary to know the identity of the next node, not the
entire route. The advantage of fixed routing is that it is simple, and is best suited in a reliable network
with a stable load. The main drawback is its lack of flexibility because it does not react to network
congestion or failures.
Flooding:
It requires no network information whatsoever. A packet is sent by a source node to every one of
its neighbors. At each node, an incoming packet is retransmitted on all outgoing links except for the link
on which it arrived. Finally, a number of copies of the packet will arrive at the destination. The packet
must have some unique identifier so that the destination node knows how to discard the duplicate copies.
The main drawback of flooding is the high traffic load that it generates, which is directly related to the
connectivity of the network.
Random Routing:
Random routing has robustness of flooding with far less traffic load. With random routing, a
node selects only one outgoing path for retransmission of an incoming packet. The outgoing link is
chosen at random, excluding the link on which the packet arrived. If all links are equally likely to be
chosen, then a node may simply utilize outgoing links in a round-robin fashion. Because the route taken
is random, the actual route will typically be neither the least-cost route nor the minimum-hop route.
Thus, the network must carry a higher than optimum traffic load, although not nearly as high as for
flooding.
Adaptive Routing:
Adaptive routing [21] is also termed as dynamic routing. In virtually all packet-switching
networks, some sort of adaptive routing technique is used. That is, the routing decisions that are made
change as conditions on the network change, i.e., dynamic routing makes decisions based on metrics that
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change with time, e.g., metrics considering energy or connectivity, which change after a while
depending on the current traffic, network topology and nodes placement. Thus, transmission of routing
update messages is necessary in order to report these changes to neighboring nodes and make optimal
routing decisions among the multiple paths.
The principal conditions that influence routing decisions are:


Failure: When a node or trunk fails, it can no longer be used as part of a route.



Congestion: When a particular portion of the network is heavily congested, it is desirable to
route packets around rather than through the area of congestion.

For adaptive routing to be possible, information about the state of the network must be
exchanged among the nodes. There are several drawbacks associated with the use of adaptive routing,
compared to the fixed routing:


The routing decision is more complex.



In most cases, adaptive strategies depend on status information that is collected at one placed
but used at another.



An adaptive strategy may react too quickly, causing congestion-producing oscillation, or too
slowly, being irrelevant.



Despite these real dangers, adaptive routing strategies are by far the most prevalent, for two
reasons:



An adaptive routing strategy can improve performance, as seen by the network user.



An adaptive routing strategy can aid in congestion control. Because an adaptive routing
strategy tends to balance loads, it can delay the onset of severe congestion.

1.8.4

Routing Protocols Classified by Mode of Operation
Routing protocols are classified regarding their operation mode or functionality and the type of

target applications. Accordingly, routing protocols are classified into three categories:
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Proactive routing protocols (Also known as table-driven or time-driven protocols):
In these types of protocols, all routes are computed before they are really needed, for example,
the nodes in these kinds of networks periodically switch on their sensors and transmitters, sense the
environment and send the data of interest. With this, they provide a snapshot of the relevant parameters
at regular intervals and are well suited for applications requiring periodic data monitoring.
Reactive routing protocols (Also known as event-driven or on-demand protocols):
In these protocols the routes are computed on demand, i.e., the nodes react immediately to
sudden changes in the value of a sensed attribute. These are well suited for time critical applications.
Hybrid routing protocols:
A hybrid protocol is a combination of proactive and reactive routing protocols.
1.8.5

Routing Protocols Classified by Network Structure
The network structure can play a significant role in the operation of the routing protocol in

WSNs. Routing protocols are classified according to their network structure as follows:
Flat-based Routing:
In multi-hop, flat routing protocols each node plays the same role and the sensors work together
to perform the sensing task. It is not feasible to assign a global identifier to each node because there are
a large number of sensors. So, data-centric routing is used frequently, where the central base station
sends queries to certain regions and waits for data from the sensors localized in the selected regions.
Hierarchical-based Routing (Also known as cluster-based routing):
Hierarchical routing [15] are techniques with advantages related to scalability and efficient
communications. In a hierarchical setting, higher energy nodes can be used to process and transmit the
information to the base station, while low energy nodes can be used for sensing close to the target. These
techniques are an efficient way to lower energy consumption at the clusters by performing data
aggregation and fusion in order to transmit fewer messages to the base station.
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Location-based Routing:
In this protocol, sensor nodes are identified by their locations. The distance between neighboring
nodes can be calculated based on incoming signal strengths. Relative coordinates of neighbor nodes can
be estimated by exchanging such information between neighbors. Some protocols propose to find the
location of nodes by equipping each sensor with a small low power Global Positioning System (GPS)
card and directly communicate with a satellite. However, this approach is extremely expensive with the
current technology.
1.9 CHARACTERISTICS OF THE SENSOR NODES
MICAz sensor motes from the Crossbow Technology family are considered and their
characteristics are cited next, according to [22]. See Fig. 1.3 and Fig. 1.4 for more details.


2.4 GHz IEEE 802.15.4, tiny wireless measurement system.



Designed specifically for deeply embedded sensor networks.



250 kbps, high data rate radio.



Wireless communications with every node as router capability.



Expansion connector for light, temperature, relative humidity (RH), barometric pressure,
acceleration/seismic, acoustic, magnetic and other Crossbow Sensor Boards.

Figure 1.3: MICAz Mote from Crossbow Technology.
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Figure 1.4: MICAz Mote Specifications.
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1.10

STRUCTURE OF THE THESIS
Chapter 1: Introduction to WSNs, including basic concepts of WSNs, applications of WSNs and

their dependence on current technologies, the advantages of WSNs over MANETs; the description of
the problem and a brief description of the proposed solution; characteristics of the sensors nodes and the
sensor network; the main design issues and routing challenges in WSNs; extended classification of
nodes deployment and routing protocols in WSNs, together with the concept of the routing metric, it is
required to include.
Chapter 2: Literature Review, which consists of an extensive background research of the most
relevant previous work in recent years, regarding sensor placement and routing protocols in WSNs.
In order to find new optimal techniques, it is important to examine what has been done by other
researchers and the existing constraints. These are going to help to confront the challenges when
deploying sensors over a field and setting up routing protocols for communications among sensors and
the central base stations. After the literature review, the scope of this research is defined and justified by
discrete event simulations.
Chapter 3: Methodology contains the analyses of the mathematical models. The first part of the
chapter includes the analysis of One-Dimension model followed by the analysis of Two-Dimension
model. The considerations are; sensor placement per region, detection of the signals and transmission
and retransmission of the signals and the base station placement.
Once the important considerations are mentioned, it is necessary to work on the formulation of
the problems. Then, several concepts are specified, and the required formulae were derived in order to
provide solutions for the problems. The analyses led to the general formulae of the sensor placement and
also base station placement.
In Chapter 4: Analysis of Results, the mathematical analyses from Chapter 3 are tried under
realistic approaches simulations are run and results verify that the sensor placement formulas led to the
maximization of the network lifetime and use of multiple base station results in usage of fewer sensors.
In Chapter 5: Conclusions and Future Work are presented.
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Chapter 2: Literature Review
2.1 PREVIOUS WORK ON WIRELESS SENSOR NETWORKS ON SENSOR PLACEMENT:
Sensor nodes, as mentioned above, are constrained in energy supply and bandwidth. Innovative
techniques that eliminate energy inefficiencies that would shorten the lifetime of the network are highly
needed. In the past years, an intensive research that includes the collaboration among sensors in data
gathering and processing and the coordination and management of the sensing activity was conducted.
2.2 PREVIOUS WORK:
Previous Work on Sensor Placement:
In [3], Y. Chen, C.N Chuch and Q.Zhao analyze the lifetime per unit cost defined as network
lifetime divided by the number of sensors deployed in the network of a linear wireless and find that
deploying either an extremely large or an extremely small network of sensors is inefficient in terms of
lifetime per unit cost.
The network lifetime is defined as the amount of time the sensors drained out of energy. To
measure the utilization efficiency of a sensor, they define lifetime per unit cost ‘ἠ’ as the network
lifetime divided by the number of sensors deployed ‘N’. They optimize the number of sensors to be
deployed and their placements for maximizing network lifetime per unit cost. They found that the last
sensor should be placed close to the base station so as to decrease the energy consumption during
reporting.
As the path loss exponent increases, the distances between adjacent sensors approach uniform.
They also conclude that optimal number of sensors increases with the event arrival rate and decreases
with the sensing power consumption.
The drawback to this work is that it is specifically applicable for deterministic deployment of
sensors. However, for border security application deterministic deployment placement is not feasible.
In [4], Ekta Jain and Qilian Liang present a bottom up approach to evaluating the lifetime
performance of network employing two basic sensor placements scheme:


Square grid



Hex grid
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In their study they assume the communication range rc to be equal to the sensing range ‘rs’ of the
sensor. Both the square grid and the hex grid have the same number of sensor nodes. However as stated
before, the sensor deployment is deterministic, since the distance between the neighboring nodes is
assumed to be equal.
In [5], Y.C Wang, C.C Hu and Y.C Tseng targeted towards planned deployment. Their solution
to the placement problem allows arbitrary shaped obstacles and an arbitrary relation between the
communication range and sensing range, thus relaxing the limitations of existing results. They propose
solutions for the dispatch which include a centralized one and a distributed one. The centralized one is
based on adopting the former placement results and converting the problem to the maximum
weight/maximum matching problem, with the objective of minimizing the total energy consumption to
more sensors, or maximizing the average remaining energy of sensors to determine their moving
directions in an autonomous manner.
Even though they ensure fewer sensors are required for the coverage of the entire field at the end,
they conclude that it is applicable for indoor environments.
In [6], P. Cheng, C.N Chuch and Xin Liu work on the sensor placement in wireless sensor
networks. They formulate a constrained multivariable nonlinear programming problem to determine
both the locations of the sensor node and data transmission path. In their work they try to minimize the
network lifetime and to minimize the application-specific total cost, given a fixed number of sensor
nodes in a region with certain coverage requirement.
During the analysis they consider the lifetime of the network as the period of time from the
network initialization to the point when the first node runs out of energy without any other sensor node
covering the same sensing area.
Their work is divided into two main objectives, to minimize the network lifetime and to
minimize the application-specific total cost. For the network lifetime they considered a homogenous
network composed of ‘n’ sensor nodes and impose an additional constraint that all nodes die at the same
time. For the application-specific total cost, they consider replacing individual nodes as possible,
whenever they run out of energy.
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In [7], F. Yong, Xiatong, D. Shilong and W. Dong propose a two phase placement strategy of
relaying nodes in order to implement an even energy consumption distribution among different nodes.
They consider two types of nodes in the network, sensing nodes and relaying nodes, which have
different tasks and characteristics. This heterogeneous deployment of sensors increases deployment
complexity. Another drawback is that all nodes can adjust their transmission power according to the
intended destination.
In [8], Y. Tsai, K. Yang and S. Yeh propose a non-uniform randomized node deployment
strategy for a large scale multi-hop routing scenario to address the coverage and network lifetime issues.
They consider the sensing area to be a rectangle with length ‘L’, width ‘W’, area ‘A’ and ‘N’
sensors deployed in the area ‘A’. The base station is assumed to be a line locating beside an edge of the
sensing area.
To find the energy consumption in the belt, they analyze the average origination information
density on a specific belt. To perform the analysis, they consider a moving reference indicator. To obtain
the optimal node distribution, they apply an iterative algorithm until the node density converges. In this
research only fixed nodes are considered for the environment sensing
In [9], C. Schurgers and M.B Srivastsava propose a practical guideline based on the energy
histogram and develop a spectrum of new techniques to enhance the routing in sensors networks. They
propose two options for localized algorithm to increase the sensor network lifetime to minimize the
energy consumption of transmissions and exploit the multi-hop aspect of network communications.
They define the network lifetime as the worst case time until a node breaks down, instead of the average
time over all scenarios. They propose Data Combining Entities (DCE) to combine observations from
different nodes to increase the resource efficiency without explicitly selecting a cluster head, because
centralized algorithm may result in a single point of failure. The downside in their work is the average
delay packet, since DCE’s have to buffer data for a while, the packet of combining stages applied.
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Previous Work on Base station Placement:
In [10], Yunyue Lin, QishiWu, Xiaoshan Cai, Xiaojiang Du, and Ki-Hyeon Kwon generalize and
solve the problem of deploying multiple base stations to maximize network lifetime in terms of two
different metrics under one-hop and multi-hop communication models.
In the one-hop communication model, the sensors far away from base stations always deplete
their energy much faster than others. They propose an optimal solution and a heuristic approach based
on the minimal enclosing circle algorithm to deploy a base station at the geometric center of each
cluster. In the multi-hop communication model, both base station location and data routing mechanism
need to be considered in maximizing network lifetime. They propose an iterative algorithm based on
rigorous mathematical derivations and use linear programming to compute the optimal routing paths for
data transmission.
They have increased the lifetime of the network by placing multiple base stations, but the
drawback is the deployment of sensors. They have considered a predefined number of sensors for a
given area. The deployment of the sensors is also deterministic which is not feasible in border security
application.
In [11], Maulin Patel, R. Chandrasekaran and S.Venkatesan address the problem of placing the
sensor nodes, relay nodes and base stations in the sensor field such that


Each point of interest in the sensor field is covered by a subset of sensors of desired
cardinality.



The resulting sensor network is connected.



The sensor network has sufficient bandwidth.

They propose several deployment strategies to determine optimal placements of sensor nodes,
relay nodes and base stations for guaranteed coverage, connectivity, bandwidth and robustness. They
study several different objectives such as minimizing the number of sensor nodes deployed, minimizing
the total cost, minimizing the energy consumption, maximizing the network lifetime and maximizing the
network utilization. The placement problems for reliable as well as unreliable/probabilistic detection
models are formulated as Integer Linear Programs (ILPs).
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The drawback of this technique of determining strategic placements of nodes are useful when a
modest number of nodes are to be deployed and reasonable terrain information is available. For
example, in many indoor applications where floor plans are available. Even though they ensure fewer
sensors are required for the coverage of the entire field at the end, they conclude that it is applicable for
indoor environments.
In [12], Shashidar Rao Gandham, Milind Dawande, Ravi Prakash and S. Venkatesan, proposed a
base station deployment method to prolong the network lifetime of the sensor network. They split the
lifetime of the sensor network into two equal periods of time known as rounds. Base stations are
relocated at the start of a round. They used integer linear programming to determine the new location of
the base station and flow based routing protocol to ensure energy efficient communication between each
round. They proposed four evaluation metrics and compared their results using these metrics. Their
simulation results show that deployment of multiple base stations increase the lifetime of the sensor
network.
The authors have shown that deployment of multiple base station increases the lifetime of the
network. However, they have placed the base stations at the border of the sensing area that requires
more number of sensors. In this research the concentration is on centralized base station placement and
decreasing the number of sensors to be deployed.
2.3 SCOPE OF THIS RESEARCH:
2.3.1

Setting up a WSN:

In general there are eight steps in order to set up a WSN, they are given as follows:


Sensors Deployment: the sensors can be deployed using many deployment techniques; in
general they are either deterministic or non-deterministic. The deployment technique directly
affects the routing protocol.



Neighbor identification: Each sensor recognizes its respective neighbors which are in its
communication range.



Routing table creation: Each sensor creates a routing table with its neighboring sensors
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Routing table exchange: Each sensor exchanges its routing table with other sensor, in order to
have a broader view of the network.



Multipath: Path to the base station is established according to the routing tables.



Cost (metric): A metric is assigned to each path in order to make decisions among the existing
alternatives.



Route selection: The best path possible is selected to transmit the data. This depends on the
routing technique being used.



Routing update messages: If the employed metric changes with time, as in the case of a
dynamic, transmissions of routing update messages takes place in order to report these changes
to neighboring nodes and make new routing decisions among the possible paths.

2.4 JUSTIFICATION OF RESEARCH:
After conducting the literature review concerning sensor deployment and base station placement
in recent years concerning a border zone control applications, it is found that there are several vital
needs and there is still room for improvement in several features.
There is no such study that completely justifies the characteristics of a border zone application,
for example: large scale number of sensors, multipath setting, randomized deployment, fixedhomogenous sensors, fixed messages length, constant channel speed, semi-static network, and central
base station. So, it is apparent that there is need for mathematical analyses that are to take into account
the mentioned characteristics to find optimal distribution of sensors and base stations, at the same time
maintain the network connectivity.
After explicitly outlining the scope of research and stating its explanation, it is essential to lay
importance to the implemented methodology, which is the result of numerous ideas and studies carried
out in this research.
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Chapter 3: Hypothesis
3.1 OBJECTIVE:
As mentioned in the above chapter, sensor nodes limitations combined with a deployment of
large numbers of sensors create many challenges to the management of WSNs. Therefore, innovative
techniques that reduce energy inefficiencies are required. When designing a WSN, it is important to
place the sensors in such a way as to maintain connectivity and maximize the network lifetime, which is
the main goals in this research. In this study, techniques that allow deployment of sensors on a field and
distribute the energy consumption of the network that maximizes the network lifetime under the
limitation that connectivity is preserved are developed.
Data transmission from a sensor node to a base station (BS) or a sink node consumes a
significant amount of energy and to a large degree determines the operation hours of the sensor; which
in turn affects the lifetime of the entire network. Typically in large-scale sensor networks, it is not
always sufficient to deploy one single BS for the entire network. The advantages of deploying multiple
base stations (BSs) are:


Cut short the distance between sensors and BSs to shorten the amount of energy consumption
on data transmission.



Expand network connectivity to improve communication coverage.



Increase data rate and decrease message delay of the network.



Provide backup routes and sinks for better fault tolerance.

However, determining the locations of these BSs is an extremely complex task because their
locations depend on a wide variety of factors including the network topology, communication model,
routing mechanism, and lifetime metric. In this research, the analyses are done for One-Dimensional
scenario and then extend it to Two-Dimension scenario (circular area).
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3.2 ONE-DIMENSIONAL ANALYSIS:
Consider an area or a region with ‘N’ sub-regions.

Figure 3.1: One-Dimensional Region with N Sub-Regions.
In this scenario, an assumption is that initially every sensor has same amount of energy and
requires same amount of energy to transmit a message. Each region requires the same amount of energy
say ‘K’ units for ‘environment-sensing’.
3.2.1

Single Antenna Scenario:

Deployment of sensors in a one dimensional case:
Initially, the tower was considered to be located at the extreme end of the region. A sensor in
region N cannot directly communicate with the base station, so it transmits its message to the sensor in
region N-1 which acts as a repeater for that message. Similarly, the sensor in region N-1 retransmits the
same message to the sensor in region N-2. The message takes multiple retransmissions and finally
reaches the base station. The sensors which are acting as repeaters consume more energy when
compared with the sensors which only produces the environment-sensing message. Therefore there is a
definite need for placing more numbers of sensors/repeaters close to the base station.

Figure 3.2: One-Dimensional Region for Base Station Placement.
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As mentioned above, each region requires the same amount of energy for environment-sensing say ‘K’
units.
Therefore,

RN  RN 1  RN 2  ..........  R3  R2  R1  Kunits
RN  RN 1  RN 2  ..........  R3  R2  R1  K  2K  3K  .........( N  2) K  ( N  1) K  NK
From the above equation,

Ri  N  i  1

(1)

Using equation (1), the amount of energy required for ‘ith’ region is,
N

N

i 1

i 1

Total Energy, TE (i)   Ri   ( N  i  1) K
N

N

i 1

i 1

  ( N  1) K   iK

(2)

N ( N  1) 
N
 i 
  Sum to N natural numbers
2
 i 1


N ( N  1)k
 N ( N  1) K 
2
KN ( N  1)
TE ( N ) 
2

(3)

Where K is energy in a single region and N is the number of sub regions.
If the energy in single sensor/repeater is SE, then the total number of sensors/repeater required
for the area with energy TE(N) is
KN ( N  1)
, where SE is the energy of a single sensor/repeater
(N ) 
2S E

(4)

Equation (4) gives the total number of sensors required for the complete area to be covered.
Since, the energy required for each region is known, the density of sensors/repeater in a region Ri
is given by

 ( Ri ) 

K
N  i  1
SE
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(5)

Figure 3.3: Sensor Density per Region.
To find the best location of the Base Station in one dimension scenario:
Consider region Ri is the best place to place the base station, such that minimum number of
sensor are required to monitor the area.

Figure 3.4: Best Position for the Base Station in One-Dimension
From equation (4), the number of sensors required for left hand side of the base station is,
K (i 2  i )
 ( Ri ) L 
2S E
Similarly the number of sensor required for the right hand side of the antenna/tower is,
2
K N  i   N  i 
 ( Ri ) R 
2S E





Therefore, the total number of sensors required for the complete area is,

 ( Ri )   ( Ri ) L   ( Ri ) R
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(6)

Ri is the region in which the base station is placed.
Now the best position for the base station, the derivative of equation (6) with respect to i is found
and equated to zero, i.e.
d
 ( Ri )  0
di
K
2i  N   0

SE
N
i
2

Solving for i

(7)

This equation (7) shows that center of the region is the best location for the base station.
3.2.2

Analysis for multiple base stations in One-Dimension:

Two scenarios are considered in this case;


Fixed area scenario



Fixed base station scenario

Fixed Area Scenario:
Here the area is equally divided and the tower needs to be placed in the respective areas. If the
complete area is N sq units it can be divided into equal area M1 and M2. Therefore,
M1+M2=N

Figure 3.5: Fixed Area Scenario.
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(8)

From equation (7), the best position for the base station in the region M1 is

M1
, for region M2 its
2

M2
.
2

So, if an area is divided into sub areas like M1, M2, M3…….., the base stations are placed at

M1
,
2

M2 M3
,
, etc. respectively.
2
2

Fixed base station scenario:
Consider an area if N sq units is divided into sub area M1, M2 where M1<M2, the area is
randomly divided and the base station fixed.

Figure 3.6: Fixed Base Station Scenario.
The tower in region M1 is at R1 and tower at M2 is at R2 respectively. Since the base stations are
fixed, the sensors between the base stations on the left hand side of R1 and the right hand side of R2 to be
deployed can be calculated by equation (4).

(N ) 

KN ( N  1)
2S E

Now consider the region between the towers R1 and R2
When routing is considered, the sensor/repeater transmits messages to the nearest tower or base
station which leads to sensors in region M2 sending messages to the tower in M1. Therefore the partition
between the two towers changes due to routing.
Now the analysis must be done for the correct partition of the area between the towers. The area
between the two towers is considered to be ‘S’.

26

Then using the same formula which was derived for placement of the base station can be used.
K 2
K
 ( Ri ) 
i  Ni 
N2  N
SE
2S E









Figure 3.7: Sensors Deployment between Two Base Stations.
Here N=S, therefore,

 ( Ri ) 







K 2
K 2
i  Si 
S S
SE
SE



(9)

To find the minimum number of sensors required, the derivative of equation (9) is found and
equated it to zero,

d
 ( Ri )  K 2i  S   0
di
SE
S
i
2

(10)

This means that the center of the two base stations is the best place for partition. Now the distribution for
this kind of setup is shown in the following Fig 3.8.
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Figure 3.8: Sensors Deployment for a Fixed Base Station Scenario.
3.3 TWO-DIMENSION SCENARIO:
3.3.1

Circular Area:
Consider a circular area with a radius ‘N’. A small portion of the circle which forms a sector

with an angle

is taken; in turn this sector is divided into smaller sectors with a unit distance between

them.

Figure 3.9: Analysis of a Circular Area.
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To calculate the energy required for an area, the energy required is related with the area of a
sector. The number of messages transmitted is directly proportional to the area. Energy required is
directly proportional to the number of messages transmitted.
Let’s assume an area A. The energy required E is proportional to the area A.

where, K is proportionality constant.
The area of the Nth Region is given by

Simplifying the above equation,
(11)
Similarly,
(12)

(13)
Now to find the energy required per region
(14)
Since the sensors in region N do not have to support sensors from other regions.

(15)
The energy required for region N-1 is calculated by the sum of the energies required the by the regions
N-1 and N

(16)
Similarly the energy required for the sector ‘1’ will be equal to
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Using the sum to n term of an arithmetic progression formula,
(17)
For a region ‘l’ the energy required can be given by the equation
[

]

(18)

Energy for the sector can be given by summing the total energy required per region.

[

]

(19)
Where N is the radius of the sector and

is the angle. K is the proportionality constant.

If SE is the total energy in a sensor, then the total number of sensors can be calculated by

∫

(20)

The derived equation above represents the total number of sensors required when the base station
is located at the center of the circle.
3.3.2

Circle with an Offset:
If the point of reference is not at the center of the circle, then the distance from the point of

reference is not constant throughout the circle. The distance varies with respect to the angle.
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Figure 3.10: Offset Circle.
The distance from the reference point to the end point can be given by the equation
√

(21)

R0 is distance of the reference point from the center of the circle. ‘a’ is the radius of the circle. Similar
analysis can be done to find the energy distribution or number of the sensor to be placed for an offset
circle.
(22)
Where
√

The base station is moved from one end of the diameter to the other end to find the best position,
such that minimum numbers of sensors are to be deployed. The results are shown in chapter 4.
3.3.3

Base station placement in Semi-Circle:
The semicircle can be divided into three regions, region-one is a triangle formed by the

perpendicular from the reference point onto the base of the semicircle and line from the reference point
to the end point of the base. Region-two is the part of an offset circle and region-three is again a triangle
similar to the region-one.
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Figure 3.11: Base Station Placement in a Semicircle.
The analysis for placement of the base station in a semicircle is as follows, let’s consider the
regions one and three, they are nothing but the replica to each other.

Figure: 3.12 Analysis of the Semicircular Area.
From triangle ABC,

and
The above equation can be rewritten as,
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(23)
Similarly,
(24)
Therefore,
(25)
To calculate the total number of sensors equation (20) is used. The integral limits for region one
will be from 0 to
with

with

, similarly the limits for region three we integrate from

. For region two, the offset circle equation is used

integrate that region from

to

√

to 2π
and

.

Now, the total number of sensors used is

∫ (

)

∫ (

∫ (
Where,
The values for

)

(26)

√

,
and

)

can be found by the following equation

Where ‘a’ is the radius of the semi-circle, and R0 is the reference point.
Once, the general formulae for the sensor placement and base station placement are derived. The
analysis regarding the location and distribution of the signals, which has been considered completely
unknown until now is taken into account.

33

Chapter 4: Results and Analysis
In the previous section, the solution for optimal placement of sensor and base station was
described under idealized conditions. In this section the practical effects affecting the sensor and its
deployment are dealt.
4.1 ONE-DIMENSIONAL ANALYSIS
As seen in the previous section, a straight line is considered and divided it into N sub-regions.
The density of sensors in each sensor is given by

 ( Ri ) 

K
N  i  1
SE

4.1.1 Best position for base station in 1-D scenario:

Figure 4.1: To find the Best Position for Base Station in 1-D Scenario.
The total number of sensor/repeaters required for a given area by
KN ( N  1)
(N ) 
2S E
The number of sensors required for left hand side of the base station is,
K (i 2  i)
 ( Ri ) L 
2S E
Similarly the numbers of sensors required for the right hand side of the base station is,
2
K N  i   N  i 
 ( Ri ) R 
2S E





Therefore, the total number of sensors required for the complete area is,

 ( Ri )   ( Ri ) L   ( Ri ) R
 ( Ri ) 







K 2
K
i  Ni 
N2  N
SE
2S E
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Now to find the best position for the base station, the derivative is found with respect to i and
d
equated to zero, i.e.,
 ( Ri )  0
di
N
Solving for i
i
2
The above result shows that the center of the given area or region is the best place to place an
antenna/tower in a single antenna scenario.
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Figure 4.2: Best Location for the Base Station; N=50, K=1, SE=1.
4.1.2 Reason for usage of multiple base stations:
An interesting outcome from the above equations is that, as the area increases the number
sensors required is increasing at a rapid rate. For example if the area increases by factor 2 then the
number of sensors are increase by a factor 4, if the area increases by a factor 3 then the number of
sensors increase by a factor 9.As the area keeps increasing there definitely will be a tradeoff between the
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cost of installation of a base station and the cost of deployment of the number of sensors. This can be
better explained using the figures below.

Figure 4.3: Number of Sensors versus Area; N=50, K=1, SE=1.

Figure 4.4: Number of Sensors versus Area; N=100, K=1, SE=1.
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From the Fig 4.3 and Fig 4.4 for N=50, the number sensors to be deployed is 650, as we double
the area the number of sensors increase to approx. 2600. This is four times more. Here is an analysis of
how many sensors are to be deployed if we use 2 base stations.
Consider an area with N=50 sub-regions, the area is divided into 2 region with each M1=M2=25
sub-regions.

Figure 4.5: One-Dimensional Scenario with Two Base Stations.
The total number of sensors to be deployed in a single region is shown below.
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Figure 4.6: Number of Sensors versus Area; M1=25; K=1; SE=1
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From Fig 4.6, the total sensor in region M1 is approx. 170. Since the total area is divided into 2
regions with each 25 sub-regions, the total number of sensors used will be 2*170=340. This is
considerably less compared to a region having 50 sub-regions with one base station. There is a linear
relationship of the area and the number of sensors.
4.2 SENSOR DEPLOYMENT:
For the simulations OPNET Modeler 16.0 is used. It includes a ZigBee model suite that satisfies
the IEEE 802.15.4 and ZigBee specifications (for more details see Appendix). It models all of the
important features of the standard:


Physical Layer Parameters: This layer consists of Data Rate, Packet Reception – Power
Threshold, Transmission Bands, and Transmission Power.



MAC Parameters: This layer consists of Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA) Parameters, ACK Mechanism, and Channel Sensing Duration.



Network Parameters: This layer consists of Beacon Enabled Network, Mesh Routing, and
Route Discovery Timeout.



Application Traffic Parameters: This layer consists of Destination, Packet Interarrival Time,
Packet Size, Start Time, and Stop Time.
The attributes of the base station and the sensor are shown in the figures below. Every sensor has

the same attributes. The acknowledgement is disabled, since acknowledgements are considered to be
part of control traffic but not data traffic. The Data Rate of 250,000 bps is defined in the MAC Layer as
well. The Transmit Power is set to 0.05 Watts. Each sensor has an outdoor range up to 100 meters. The
transmission power and reception power are considered the same.

Figure 4.7: Deployment of sensor in one-dimension scenario using OPNET MODELER
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In the Network Parameters, the Beacon Enabled Network is Disabled since this attribute is not
supported by the ZigBee model suite. Mesh Routing is Enabled, since it has better performance when
compared with the tree-based routing. The Route Discovery Timeout is 10. The Packet Size is 1024 bits.
In the application traffic attributes for base station the destination is set as No Traffic because the
base station only receives the data from the sensor. It will not send data to any of the sensors in the field.
The sensor destination is set as Base Station.

Figure 4.8: Base Station Attributes
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Figure 4.9: Sensor Attributes
4.2.1 Output Parameters
The statistics in modeler can be divided into three main categories.
1. Global Statistics: Global statistics are scoped to the simulation as a whole, in contrast to
local statistics, which are scoped to a particular queue or processor. In other words, multiple
processes, as well as pipeline stages, all at different locations in the model’s system, can
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contribute to the same shared statistic. This is done by referring to the statistic by name and
obtaining a statistic handle. Global statistics cannot be used as the sources of statistic wires.
2. Node Statistics: This operation promotes selected module statistics to the node level. When
the Original Name field is clicked, a pop-up menu displays all the statistics available for all
modules in the node model. By default, the Promotion Name for a statistic is the same as the
original name, but the Promotion Name can be edited to be shorter or more meaningful.
Customized comments can also be entered for this statistic. When the statistic appears in the
Probe Editor as an available statistic for a node, the Promotion Name and Comments you
specify here are presented.
3. Link Statistics: A link statistic probe specifies the collection of a predefined statistic at a
specific link. The “subnet”, “channel”, and “link” attributes are required to uniquely specify
the link in the network where statistic collection is enabled. Link statistic probes can be used
to collect vector or scalar data, or both. For more information on scalar and vector statistics
Though there are several statistics available to collect in Modeler, for the purpose of this study,
only the following statistics will be considered:


Global Data Traffic Received: It is the total traffic received by the MACs from the
physical layer in bits/sec.



Global Data Traffic Sent: It is the total traffic transmitted by all the MACs in the network
in bits/sec. While calculating the size of the packet transmitted for this statistic, the header
of the packet includes the physical layer and MAC headers. This statistic includes all the
traffic that is sent by the MAC through CSMA/CA.



Data Traffic Received per Node: Traffic received by the MAC from the physical layer in
bits/sec. This contains retransmissions also.



Data Traffic Sent per Node: Traffic transmitted by the MAC in bits/sec. While calculating
the size of the packet transmitted for this statistic, the header of the packet includes the
physical layer and MAC headers. This statistic includes all the traffic that is sent by the
MAC through CSMA/CA.
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Data Dropped per Node: Higher layer data traffic (in bits/sec) dropped by the 802.15.4
MAC due to consistently failing transmissions or retransmissions. This statistic reports the
number of the higher layer packets that are dropped because the MAC could not receive any
ACKs for the (re)transmissions of those packets or their fragments, and the packets' retry
counts reached the MAC's retry limit or failure to transmit a packet due to channel access
failure.

By the help of these statistics, it is possible to calculate the energy consumption in each sensor
node comprising the network. Every time the transmitter or receiver in a sensor sends or receives data
traffic, the sensor energy is being drained. It is essential to make clear that the measured energy
consumption refers only to the energy used to send and receive data. The energy consumed for processes
such as data processing and storage are not being considered in this study.

Figure 4.10: Simulation Statistics
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4.3 SIMULATION RESULTS FOR ONE-DIMENSION SCENARIO:
4.3.1 Uniform Distribution:
In this scenario the sensors are arranged in a uniform manner. Since ideal cases are considered,
the value for K=1, therefore each region will consist of a single sensor as shown in the figure below.

Figure 4.11: Scenario 1, Uniform Placement
The simulations are run for 1 hour and the data traffic sent per node is collected.

Figure 4.12: Data Traffic Sent Per Node for Uniform Distribution.
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From the above result, the nodes close to the base station transmit more amounts of data when
compared with the sensors which are far away from the base station. In conclusion, the sensors R0 and
R5 will be the first ones to deplete all its energy. If these sensors are no longer active then the network
also is no longer active because the sensors R1, R2, R3, R4, cannot transmit data to the base station
directly. Similarly sensors R6, R7, R8, R9, cannot transmit data directly to the base station.
4.3.2 Optimal Placement of Sensors:
In this application, random deployment is considered because for a border security, deterministic
deployment is not practical. The Fig 4.13 below shows the sensor placement in a one dimensional
scenario. The density of the sensor per region was found using the equation,
K
 ( Ri )  N  i  1
SE

Figure 4.13: Sensor Deployment in One-Dimensional Scenario
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The plot above shows the deployment of sensors for N=10 and the base station is located at the
left extreme. From the above analysis, center will be best location for the base station. The Fig 4.14
below shows the sensor deployment for N=10 with the base station at the center of region.

Figure 4.14: Scenario 2, Optimal Placement
The simulations are run for 1 hour and the data traffic sent per node is collected.

Figure 4.15: Data Traffic Sent Per Node for Optimal Distribution with Losses.
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The above result can be understood with a tabulated data, see Table 4.1 below
Table 4.1: Sensor Statistics for One-Dimension with Losses
Region

Sensor

Data Traffic Sent

Total Traffic Sent

Data Dropped

(bits/sec)

in the Region

(bits)

(bits/sec)
5

R28

1300

4

R25

1300

R24

2600

R20

3900

R19

5200

R18

1300

R13

4700

R12

2300

R11

1300

R10

2500

R4

1300

R3

5600

R2

2000

R1

1300

R0

2300

3

2

1300

0
0

3900

0
5200

10400
13000
102000
88000
10800
88000
0
255000
53000
72000

1
12500

36500
0
11750

From the above table, a lot of traffic congestion as we get close to the base station is observed.
This is because all the nodes are trying to communicate at the same time, which results in congestion
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and packet loss. In practicality, if there are more sensors than the required number in a region, on event
trigger more than one sensor sends the same data. This is one of the reasons for the congestion. Also, the
effective throughput for zigbee is 75 kbps. Once the Throughput is reached the network saturates and
starts dropping packets or bits.
Therefore to avoid data being dropped by the sensors, the Packet Interarrival Time of sensors is
altered in such a way that every sensor in a region will have the same Packet Interarrival Time. This
ensures that same amount of data bits are produced in a region. The Table 4.2 shows the Packet
Interarrival Time in a particular region.
Table 4.2: Sensor Statistics for Packet Interarrival Time
Region

Packet inter-

Number of

Number of

Total number of

arrival time

packets /sensor (1

sensors in the

packet in the

hour)

region

region

5

54.16

66.46

1

66.46

4

108.333

33.23

2

66.46

3

162.5

22.15

3

66.45

2

216.6667

16.61

4

66.44

1

270.8333

13.29

5

66.45

The simulation is run for 1 hour and the statistics are collected with the new interarrival times of
the sensors.
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Figure 4.16: Data Traffic Sent Per Node for Optimal Distribution without Losses.

Figure 4.17: Network Structure
48

Table 4.3: Sensor Statistics for One-Dimension without Losses
Region

Sensor

Data Traffic Sent

Total Traffic

Data Dropped

(bits/sec)

Sent in the

(bits)

Region (bits/sec)
5

R28

25

4

R25

13.33

3

2

1

25

0
0

50.83

R24

37.5

0

R20

56.94

R19

9.30

R18

9.30

0

R13

14.30

0

R12

66.81

R11

9.64

0

R10

9.64

0

R4

18.75

0

R3

12.22

0

R2

69.44

R1

12.22

0

R0

12.22

0

0
75.54

100.39

124.85

0

0

0

The Table 4.3 above shows that data is evenly distributed among the sensors and there is no data
loss in the sensors close to the base station.
The above table shows that the all the lifetime of regions are same. This can be explained as
follows. Assume that the sensor in region 5 has the lifetime for transmitting 20 Kbits. From the above
table sensor R28 transmits 1 bit in 1/25 seconds. There the time required for transmitting 20 Kbits will
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1/25 times 20 Kbits which is equal to 800 seconds. This concludes that the lifetime of the sensor in
region 5 is 800 seconds.
In region 4, 2 sensor nodes R25 and R24 are present. From the Fig 4.17, R24 is acting as a
repeater for R25. These sensor nodes transmit a single bit in 1/13.33 and 1/37.5 respectively. Clearly
node R24 dies quickly since it is transmitting more number of bits/sec. To calculate the time taken by
the node R24 to transmit 20 Kbits, multiply 1/37.5 with 20Kbits which gives approx. 540 sec. Therefore
it is evident that the node R24 lifetime end before R28. Now the routing changes and node R25 acts as a
repeater for node R28. To calculate the lifetime for the node R25, we must first calculate the number of
bits it has transmitted for 540 seconds. This can be calculated by multiplying 540 seconds by 13.33
bits/second giving approx.7.11 Kbits. Therefore it can still transmit 12.89 Kbits. However, now the data
rate of R25 increases to 50.83 bits/sec. To calculate the amount of time taken to transmit 12.89 Kbits at
the rate 50.83 bits/sec can be given by dividing 12.89 Kbits by 50.83 bits/sec. This gives a value of 260
seconds. Now when we add the lifetime of sensor node R24 with the lifetime of the sensor node R25
results in 800 seconds which was the lifetime of the sensor node R28 in region 5. This is shown in the
Fig 4.18.

Figure 4.18: Network Lifetime of Sensors in Region 5 and Region 4

50

Similar approach is conducted to find the lifetime of the sensors in region 3. In this region the
lifetime of the sensor node R20 is approx. 350 seconds. For sensor node R19 the lifetime is 500 seconds,
and finally for sensor node R18 the lifetime is 800 seconds. Similarly, the lifetime of the region 2 and
region 3 will also be 800 seconds. This gives the maximum lifetime of the network. The Table 4.4 below
shows the network lifetime all the regions.
Table 4.4: Network Lifetime of the Network

Region

5

4

Data Traffic Sent

Time taken to transmit

(bits/sec)

20 Kbits (secs)

R28

25

800

R25

13.33

800

R24

37.5

540

R20

56.94

350

R19

9.30

700

R18

9.30

800

R13

14.30

493

R12

66.81

300

R11

9.64

662

R10

9.64

799

R4

18.75

454

R3

12.22

598

R2

69.44

288

R1

12.22

711

R0

12.22

800

Sensor

3

2

1
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4.4 TWO-DIMENSIONAL SCENARIO:
4.4.1 To find the best location for the base station:
In this scenario a circular area is considered. The same concepts of One-Dimension are extended
to the Two-Dimension. The first challenge is to find the best position for the base station in the case of a
circle. Using the equation
∫

, where

√

R0 is distance of the reference point from the center of the circle. ‘a’ is the radius of the circle.
The base station location which requires the minimum number of sensors is the best location for
the base station. The following figure shows a graph between the locations of the base station versus the
number of sensors to be deployed.

Figure 4.19: Best Location for Base Station in a Circular Area.
The above graph shows that the center of the circle will be the best location for the base station.
Here ideal cases are considered therefore, the value for K=1.
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4.4.2 Deployment of Sensors in Circular area:
For the deployment of sensors in a circle we make use of the equation
[

]

The derivative of this equation is found with respect to θ from 0 to 2π. In this case K=1, SE=1 are
considered. These values in reality vary depending upon the application and the type of sensor used. The
figure below shows the deployment of sensors in a circle with a radius a=5 and base station at (0,0).

Figure 4.20: Sensor Deployment in a Circular Area with Radius; a=3.
The total number of sensors used in the above scenario is 219 (under ideal conditions). As seen
in the One-Dimension scenario, as the area increases the numbers of sensors increase at a very rapid
rate. In this scenario as the radius of the circle increases, the area increases resulting in the rapid increase
in the numbers of sensors. This is shown in the Fig 4.21 below. The total number of sensors to be
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deployed for that area is 1593. This is approximately around 8 times more when compared with half the
area.
Therefore, there is a need to partition the area. So that less number of sensors can be used and
also decrease the complexity of the network.

Figure 4.21: Sensor Deployment in a Circular Area with Radius; a=6.
4.4.3 Base Station placement in a Semicircle:
In this scenario the important task is to find the best position for the base station placement in a
semicircle. To calculate the total number of sensors we use equation (20), the integral limits for region
one will be from 0 to

with

, similarly the limits for region three we integrate from
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to

2π with

√

. For region two, the offset circle equation is used

and integrate that region from

to

.

Figure 4.22: Base Station Placement in a Semicircle.
Now, the total number of sensors used is

∫ (

)

∫ (
∫ (

Where,
The values for

,
and

)
)

√
can be found by the following equation

Where ‘a’ is the radius of the semi-circle, and R0 is the reference point.
A graph is plot which gives the number of sensor to be deployed as the base station is moved
from one end to the other of the diameter. This is shown in the Fig 4.23.
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Figure 4.23: Base Station Location for a Semicircle.
From the above graph, the best position for the base station placement in a semicircle can be
given by R0=0.44a. Where ‘a’ is the radius of the semicircle and R0 is the base station location.

56

Chapter 5: Conclusions and Future Work
This thesis proposed new techniques to deploy multiple base stations and sensors over a field.
The placement of sensors directly affects the performance of the network, and the technique for sensor
placement ensured that the connectivity of the network is maintained.
5.1 CONCLUSIONS FOR ONE-DIMENSIONAL CASE:
In the One-Dimensional scenario an area with N sub-regions was considered with each region
requiring same amount of environment sensing energy K units. For a single base station scenario, an
equation was derived for the density of sensors/repeaters to be deployed in a region. An equation which
gives the best location of the base station such that minimum numbers of sensors are deployed was
derived. However, increase in area by a factor ‘p’, increases the number of sensors to be deployed by the
factor ‘p2’. This in turn increases the traffic of the network resulting in traffic congestion among the
sensors close to the base station. Therefore there is a need to deploy more than one base station.
For multiple base station scenarios, two cases were considered. In case I, the complete area was
divided into equal area. Similar analysis was conducted to find the best location to place the tower in
each region. In case II, the area was unequally divided and the location for the base station in the
respective area was found. But when routing was considered the placement of sensors between the base
stations had to be altered. For this case the partition of the area between the base stations was changed
and accordingly the sensors were deployed. In conclusion, the use of multiple base station decreases the
number of sensor to be deployed and the technique used for deployment of sensors in a field increases
the lifetime of the network.
This work found a solution for traffic congestion in the network. The counter for traffic
congestion was to alter the traffic generation of the each sensor in the particular region such that the total
number of packet produced every region is same.
5.2 CONCLUSION FOR TWO-DIMENSIONAL CASE:
In two-dimensional scenario a circular area was considered. In this research the best location for
the base station in a circular area was found. For sensor placement random deployment was considered
because for a border security application if deterministic deployment is used, it is easy for the intruders
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to track the location of the sensors. In the case of random deployment each time there is a change in the
location of the sensor. This reduces the chances of locating the senor node by the intruders. In this
research, an equation to find total number of sensors to be deployed was found. However, increase in
radius of the circular area by a factor ‘p’, increases the number of sensors to be deployed by the factor
approx. equal to ‘p3’. Therefore there is a need to deploy more than one base station.
For deployment of multiple base stations the circle was divided into two equal partitions
resulting in two semicircular areas. The best location for base station in a semicircle was found in the
model presented. The best location of the base station is nothing but the center of mass or the center of
gravity of that particular area considered.
5.3 FUTURE WORK:
Before proceeding with the deployment of sensors in a two-dimensional scenario and discrete
event simulation of two-dimensional scenario, solution for traffic congestion must be found. This can be
done by enhancing the sensing algorithm of the sensor node. If more than required numbers of sensors
are placed in the region the work load must be distributed among them in such a way that same amount
of sensing data should be produced or transmitted in that particular region. For example, if there are two
sensors in a region, one sensor must only act as a sensor while the other acts as a repeater or the sensing
data must be distributed among them.
In this research only the energy consumed for transmitting the data are considered. In general the
sensors consume energy not only for transmitting the data but also for receiving the data and also for
data storage and processing. The sensors use CSMA/CA (Carrier Sense Multiple Access with Collision
Avoidance) for communication. In CSMA/CA, when two sensors are communicating with each other
the other sensors which are in the vicinity of the two sensors are acting as passive listeners. The
CSMS/CA must be quantified. These are the other factors which affects the network lifetime of the
network.
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Appendix A
OPNET MODELER AND ZIGBEE
The simulations are run employing OPNET Modeler Release 16.0. This software contains a
ZigBee model suite that complies with the accorded ZigBee specifications [17], [18].
Since 1986, OPNET Modeler is the industry’s leading environment for network modeling and
simulation, allowing users to design and study communication networks, devices, protocols, and
applications with unmatched flexibility and scalability [19].
Network simulations have the hierarchy shown below.

Figure A: Network Simulations Hierarchy
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OPNET Modeler accelerates network R&D, reduces time-to-market, and improves product
quality. Using simulation, network designers reduce research costs and ensure optimal product quality.
OPNET Modeler’s cutting-edge technology provides an environment for designing protocols and
technologies as well as testing and demonstrating designs in realistic scenarios prior to production.
OPNET Modeler is used by the world’s largest network equipment manufacturers to enhance the
design of network devices, technologies such as VoIP, TCP, OSPFv3, MPLS, IPv6, and much more [19].
The top most level is the network model is the Project Editor, which can consist of smaller sub
network models. Network and sub network models are made up of devices interconnected by physical or
wireless link models. These devices are comprised of servers, access points, routers, switches, hubs,
firewalls, workstations, sensor nodes, etc. They can be fixed, mobile or satellite nodes.
The devices in the Project Editor internally consist of a node model which can be modified in the
Node Editor. Every node model is composed of several interconnected modules which contain a process
model which can be modified in the Process Editor.
Processes can simulate each layer of the OSI model explicitly, or simple packet sources, packet
sinks or memory queues. Here, a finite state machine that graphically indicates the decision flowchart
simulates every process itself and the bottom level of the model hierarchy is the Open Model Source
Code in C/C++.
ZIGBEE SPECIFICATIONS
ZigBee is the name of a specification maintained by the ZigBee Alliance [18], for a set of high
level communication protocols using small, low-cost, low power digital radios based on the IEEE
802.15.4 standard [17], which is a wireless mesh networking standard. The low cost allows the
technology to be broadly used in wireless control and monitoring applications; the low power
consumption permits extended life with smaller batteries; and the high reliability and larger range is
provided by mesh networking.
ZigBee operates in the industrial, scientific and medical (ISM) radio bands; 868 MHz in Europe,
915 MHz in countries such as United States and Australia, and 2.4 GHz in most jurisdictions worldwide.
The current profiles derived from the ZigBee protocols support beacon and non-beacon enabled
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networks. In non-beacon enabled networks (those whose beacon order is 15), an un-slotted Carrier Sense
Multiple Access with Collision Avoidance (CSMA/CA) channel access mechanism is used. In this type
of network, ZigBee routers typically have their receivers continuously active, requiring a more robust
power supply. However, this allows for diverse networks in which some devices receive uninterruptedly,
while others only transmit when an external stimulus is detected.
ZigBee routers transmit periodic beacons, in beacon-enabled networks, to confirm their existence
to other network nodes. Nodes lower their duty cycle and thus extending their battery life by only being
active while a beacon is being transmitted and may sleep between beacons. The range of beacon
intervals is from 15.36 milliseconds to 15.36 ms*214 = 251.658 seconds at 250 kbit/s, from 24
milliseconds to 24 ms*214 = 393.216 seconds at 40 kbit/s and from 48 milliseconds to 48 ms*214 =
786.432 seconds at 20 kbit/s.
A non-beaconing network is considered because OPNET Modeler ZigBee model suite currently
does not supported Beacon-enabled mode. The radio uses Direct-Sequence Spread Spectrum (DSSS)
coding, which is managed by the digital stream into the modulator. Binary Phase-Shift Keying (BPSK)
is used in the 868 and 915 MHz bands, and Orthogonal Quadrature Phase-Shift Keying (QPSK) that
transmits two bits per symbol is used in the 2.4 GHz band. The raw, over-the-air data rate is 250 kbit/s
per channel in the 2.4 GHz band, 40 kbits/s per channel in the 915 MHz band, and 20 kbit/s in the 868
MHz band.
The basic channel access mode specified by IEEE 802.15.4 – 2003 is CSMA/CA. That is, the
nodes talk in the same way that people converse; they briefly check to see that no one is talking before
they start.
The routing protocol, Ad-hoc On-demand Distance Vector (AODV) based routing algorithm is
used by the network layer. It broadcasts out a Route Request (RREQ) to all of its neighbors in order to
find the destination device. The neighbors then broadcast the RREQ to their neighbors and so on, until
the destination is reached. Once the destination is reached, it sends its Route Reply (RREP) via unicast
transmission following the lowest cost path back to the source. Once the source receives the RREP, it
will update its routing table for the destination address with the next hop in the path and the path cost.
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SIMULATION INPUT PARAMETERS
As mentioned above, OPNET Modeler 16.0 includes a ZigBee model suite that satisfies the
IEEE 802.15.4–2003 and ZigBee specifications describing the ZigBee Physical Layer, ZigBee 802.15.4
MAC Layer, ZigBee Network Layer and ZigBee Application Layer. It models all of the important
features of the standard:


Physical Layer Parameters: Data Rate, Packet Reception – Power Threshold, Transmission
Bands, Transmission Power.



MAC Parameters: CSMA/CA Parameters, ACK Mechanism, Channel Sensing Duration.



Network Parameters: Beacon Enabled Network, Mesh Routing, Route Discovery Timeout.



Application Traffic Parameters: Destination, Packet Interarrival Time, Packet Size, Start
Time, Stop Time.

Figure B: Network Model
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It is necessary to select the network scale and the large size terrain where the sensors are going to
be deployed for a border zone control application. In the case of this study, border between the United
States and Mexico is considered. In Modeler, the network scale can be selected from World, Enterprise,
Campus, Office, Logical, or choose from different available maps.
To perform the deployment we can specify a more detailed area by zooming in. Thus, a map
containing the shown territory will be employed for simulation of different scenarios.
Once the network model is specified, the Process Editor is used to configure the process model.
In the process model for ZigBee 802.15.4 MAC Layer, a Data Rate of 250 kbps is specified, the Channel
Sensing Duration and Packet Reception – Power Threshold are left as Default Values, see Fig. C and
Fig. D. The Acknowledgement (ACK) Mechanism is set to Disabled, since the acknowledgments are
considered in the Control Traffic, not in the Data Traffic, which is the parameter implied in this study to
compare the use of different nodes.

Figure C: Process Model for Zigbee 802.16.4 MAC Layer
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Figure D: Model Attributes
In the ZigBee model suite, the process model for Network Layer and Application Layer are
predefined and cannot be directly modified by the end user, see Fig. E. The node model is the same for
all the devices containing the network, as stated before; a uniform deployment of sensors is considered.
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Figure E: Node Model
The next step is to configure the sensor nodes to be deployed. Though on the inside they count
with the same features, they are still divided in three types, subject to their role in the network: base
station (Coordinator), Routers and End Devices. Features of each one of them are mentioned next, see
Fig. F:


ZigBee Coordinator (ZC): The most proficient device, it is the source of the network

tree and also acts as the link to other networks. Every network should have at least one coordinator. It is
the device that starts the network discovery.


ZigBee Router (ZR): A router can act as an intermediate router, retransmitting data from

other devices as well as running an application function.


ZigBee End Device (ZED): Has adequate functionality to the parent node, either the

coordinator or a router. It cannot re-transmit data from other devices. This lets the node sleep a
substantial amount of the time, thereby, allowing extended battery life.
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Figure F: ZigBee Coordinator, ZigBee Router and ZigBee End Device.
The parameters that can be altered in the Base Station Attributes are shown in Fig. 4.12. Here,
the coordinates of the base station can be selected. In the MAC Parameters, the CSMA/CA Parameters
are set to Default Settings, i.e., the Minimum Backoff Exponent is 3 and the Maximum Number of
Backoffs is 4. In the Physical Layer Parameters, the 2450 MHz Band is set Enabled, corresponding to
the MICAz mote specifications [7] mentioned in the introduction of this paper, as well as the Data Rate
of 250 kbps defined in the ZigBee 802.15.4 MAC Layer. The Transmit Power is set to 0.05 Watts,
giving an outdoor range up to 100 meters. The transmission power and reception power are considered
the same.
In the Network Parameters, the Beacon Enabled Network is Disabled; this characteristic is not
supported by the ZigBee model suite. Mesh Routing is Enabled; which through several studies has
shown to perform better than tree-based routing. The Route Discovery Timeout is 10. The Packet Size is
1024 bits.
These settings are going to be the same for all the nodes deployed in the network, as mentioned
above, they have the same characteristics, thus, need to be configured in a similar way. In the border
zone control application, there are random events generated in every part of the network, thus, they need
to be detected, measured, and transmitted to the base station. In some cases as mentioned before, the
signals need to be retransmitted by intermediate nodes; therefore, ZigBee End Devices are not
considered in scenarios of this research, since they cannot relay data from other devices.
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