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Abstract
In thermodynamics, interacting systems are expected to achieve equilibrium
with one another over the course of time. However, there are exceptions to this
rule. When systems localize, or fail to reach equilibrium, information about the
initial state of the system is preserved and locally observable after long periods
of time. Many-body localization focuses on systems of interacting particles that
fail to thermalize. We have developed a simulation that models the behavior of a
many-body quantum system. The simulation is inspired by experiments conducted
by Liu, et al., in their recent publication “Time Dependence of Few Body Förster
Interactions Among Ultracold Rydberg Atoms” [1]. In these experiments, a sample
of atoms are trapped within a magneto-optical trap and excited to a Rydberg state.
The interactions between the atoms are then observed over the course of time.
Similarly, we simulate the time evolution of Rydberg atom samples trapped within
various spatial geometries. The resulting data is analyzed in order to determine the
degree of thermalization within the various systems.
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Chapter 1
Introduction
In thermodynamics, interacting systems are expected to achieve equilibrium with
one another over the course of time. The process of achieving this equilibrium is
broadly known as thermalization. In some cases, a system will fail to thermalize.
This process is referred to as localization. When systems localize, information about
the initial state of the system is preserved and locally observable after long periods
of time. Many-body localization focuses on systems of interacting particles that fail
to thermalize.
Why investigate many-body localization? In order to answer this question, we
must first take a look at quantum systems. Quantum systems consist of quantum
particles. To describe the behavior of a particle, we use a wave function. From
the wave function, we can determine the various eigenstates of the particle. The
eigenstates of various particles are then used to construct the Hamiltonian of a
quantum system, which can be used with the Schrödinger equation to calculate the
time evolution of the system.
As quantum particles interact with one another over time, they become entangled. During this process, the state of each particle becomes dependent on the state
of all the other particles in the system. Information about the initial state of a particles is spread throughout the whole system, and it is no longer locally observable.
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In this case, the system is said to be thermalized. The process of thermalization is
comparable to the process of reaching equilibrium.
Orioli ,et al., [4] studied the thermalization of a system of Rydberg atoms over
time. The atoms occupy pairs of Rydberg states that are analogous to having a
spin-up or spin-down. Using a microwave field, all the atoms are initialized to
the state analogous to the spin-up orientation. The system therefore has a “netmagnetization,” meaning that a majority of the atoms are oriented in the same
spin direction. The behavior of the system is observed over time. If the system
thermalizes over time, the atoms will randomly rearrange themselves in either spin
up or spin down orientations. The system will no longer have a net-magnetization.
This is in fact the case, and the system thermalizes.
What happens when a system does not thermalize? A lack of thermalization
is also described as localization. When a system is localized, information about
the initial state of the system is still locally observable even after long periods of
time. This was first discovered by Anderson [5]. In this work, Anderson provides
mathematical evidence for the single-body localization of spin transport. When an
electron is placed in a disordered lattice, it is confined to a small region of space.
More recently, Zhang ,et al., discusses evidence of many-body localization in the
time evolution of time crystals. For a good review of progress in thermalization and
localization research see [6] and [7].
In order to simulate quantum mechanical systems, we must either us super
computers or quantum analog computing. The Hamiltonian of a real quantum
system is too large to efficiently evaluate on a regular computer. It is better to
simulate the system using a quantum computer. In the case of quantum analog
computing, a real quantum system is used to model another quantum system that
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is much more difficult to observe.
For example, it is possible that particles within solids experience many-body
localization. However, solids are difficult to observe due to their opacity and tightknit lattices. Additionally, there are too many atoms within a solid to model using
a Hamiltonian matrix for the system. Instead, the system can be modeled using
Rydberg atoms such as those shown in Fig. 1.1.
Rydberg atoms behave very similarly to hydrogen atoms, and are very large
in size. They are easily influenced by electric and magnetic fields due to their
weakly bound valence electrons. Rydberg atoms also engage in strong long-range
interactions with one another. Using Rydberg atoms, we can simulate the quantum
system within a solid. Since Rydberg atoms can interact over larger distances,
they may be spaced further apart. This makes the system much easier to observe.
Therefore, the Rydberg atom system becomes a “quantum computer’ with which
we can model another quantum system.

Figure 1.1: Model of a Rydberg atom. Rydberg atoms are much larger than
regular atoms, and their valence electron is excited to a very high energy level.
This is shown by the large gap between the innermost and outermost energy
levels.

In order to use Rydberg atoms experimentally, we must first trap a sample
of atoms. This is usually done using a magneto-optical trap (MOT). The MOT
consists of three pairs of lasers along three different axes as shown in Fig. 1.2.
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Figure 1.2: A schematic of a magneto-optical trap. The arrows represent the
laser beams at frequencies denoted by σ. The dot at the center is a sample of
atoms. The rings are the magnetic field coils, with fields point in the direction of
the smaller arrows.

The lasers direct photons towards a sample of atoms. The photons collide with the
atoms, and prevent them from moving outside of a given region. This only happens
when the photon and atom are traveling in opposite directions [8].
If the collision happens when the photon and atom are traveling in the same
direction, the atom’s velocity will increase in that direction. To prevent this from
happening, a magnetic field is applied to the sample using magnetic field coils. The
field tunes the energy levels of the atoms such that they interact more strongly
with the laser that opposes their velocity. The result is an ultra-cold atom gas. The
sample is approximated as a gas due to the random positions of the atoms. The
atoms are also “frozen’ in place, and the sample is brought down to a temperature
of 200 µK.
Two additional lasers are used, one red and one infrared, to excite the atoms
to a Rydberg state. The excitation happens in three steps. The atoms are excited
from their ground state to an initial excited state, and then they are excited from
their initial excited state to a second excited state. Finally, the atoms are excited
from the second excited state to a Rydberg state [1].

Chapter 2
Thermalization and Localization
The difference between thermalization and localization defines the basis of manybody localization research. When systems fail to thermalize, there is a possibility
of preserving quantum memories [6]. This may be useful for advanced methods of
quantum computing, such as neutral atom quantum computation using multi-qubit
interactions [9]. As previously mentioned, research done by Orioli ,et al., shows
an example of the thermalization of a quantum system over time. This behavior
is predicted using statistical mechanics. However, the same statistical mechanics
are not applicable to localized systems [7]. A new mathematical approach must be
developed in order to accurately predict the behavior of localized systems [6]. Current research includes experiments with ultra-cold atoms and many-body electron
systems [10].

2.1

Thermalization

In thermodynamics, the process of thermalization refers to the process by which
multiple systems reach thermal equilibrium by interacting with one another. This
can involve the exchange of energy and particles, while the system as a whole works
to maximize its entropy [11]. For an isolated quantum mechanical system, the sys-
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tem must act as its own reservoir in order to thermalize. Localized systems are
systems that fail to thermalize, and localization is defined as the lack of thermalization.
As a system thermalizes, it’s observable parameters approach their expected
equilibrium values. Due to quantum entanglement, any information about the initial
state of the system is no longer locally observable at this point [6]. Instead, that
information is spread throughout the system. In other words, there is no longer a
way to experimentally measure the system in its final state and know the initial
values of any observable parameters.
In localized systems, information about the initial state of the system may be
recovered. In order to thermalize, a quantum system must act as its own reservoir.
In other words, the quantum system as a whole will exchange energy with a smaller
portion of itself (a subsystem). When it fails to do so, information about the
subsystem’s initial state does not spread throughout the rest of the system [12].
Finding systems that do not thermalize over long periods of time may allow for the
preservation and storage of quantum information due to this feature [7].
The diffusion of gas provides a simple example of thermalization. One can
consider two gases contained in a chamber and separated by a partition. One
gas has a higher pressure than the other. Once the partition is removed, the gases
diffuse throughout the chamber. The high pressure gas moves into the lower pressure
region. After some time, the gases are homogeneously distributed throughout the
chamber. The pressure is the same throughout the chamber. If one were to observe
the system at this point, there would be no way to distinguish which particles came
from the low pressure and high pressure gases. Almost all physical processes are
expected to work towards reaching equilibrium. Systems that fail to do so are
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exceptions to the rule, and are the basis of localization research.

2.2

Localization

Localization is best described as the lack of thermalization. For Anderson-localized
systems, this means the absence of diffusion of a particle’s wave function through a
disordered medium [5]. For a many-body system of interacting dipoles, this means
that the fraction of atoms occupying each state remains the same over the time
evolution of the system, despite the particles interacting and exchanging energy
with one another.
Anderson systems are an example of closed quantum systems that do not thermalize. This means that the long-time state of the system is determined by the
initial parameters of the system. Furthermore, in this case information about the
initial state of the system is “hidden” in the time-evolved Hamiltonian of the system.
When cream is poured into a cup of coffee, it diffuses in every direction. After the
two liquids mix with one another, the solution becomes completely homogeneous.
There is no way to look at the final state of the solution and tell the exact trajectory
of each molecule of creamer as it spread throughout the coffee. In this case, the
cream and coffee solution is similar to a thermalized system. Is it possible to
prevent the cream from completely diffusing throughout the coffee? In that case, is
it possible to look at the solution and work backwards to trace the exact trajectory
of each cream molecule? This possibility depicts the cream and coffee solution as
a localized system. If the solution is in fact a localized system, then information
about the initial state of the system is still locally observable even after some time
has passed.
Schreiber ,et al., study the time evolution of a system that depicts this type
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of behavior [13]. Atoms are placed within a lattice. The lattice sites are labelled
odd and even, and the system is initialized with all atoms placed on even sites.
The system is observed over the course of time with varied disorder (distances
between lattice sites are equal, then varied at random). At low disorder, the system
thermalizes and the atoms rearrange themselves randomly at odd and even sites.
At high disorder, the system has more atoms at even sites than at odd sites. This
indicates a lack of thermalization. One could observe the system after a period of
time and conclude the system was initialized with all atoms on even sites.

2.3

Anderson Localization

One of the first models for localized systems was published by P. W. Anderson
in 1958. The Anderson model focuses on spin diffusion and conduction in a lowdensity “impurity band” [5]. The quantum mechanical transport during both of
these processes does not occur by free transport, but rather by quantum jumps
between localized sites. The model works to prove that at low densities, the wave
functions for particles are localized in space. This theorem functions under the
condition that forces between particles must fall of faster than a factor of 1/r3 .
More specifically, this model represents spin diffusion throughout a lattice illustrated by Fig. 2.1. Electron spin transport can occur via multiple paths. The
electron starts at an initial site i, and can take various paths to reach any given final
site j. Consider a wave function describing the transport of spin along every possible path. As the distance between site i and site j increases, so does the number of
possible pathways the electron can take to get from one site to the other.
Similar to a double-slit experiment, the superposition of these wave functions can
result in either constructive or destructive interference. The various wave functions
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Figure 2.1: Each arrow represents a path by which spin transport can occur between various lattice sites. Consider a wave function for each possible pathway of
spin transport. Across the entire lattice, there is destructive interference between
the various wave functions. No spin transport occurs due to these cancellations.
The spin is therefore a localized state.

for spin transport interfere with one another destructively. The disorder within
the lattice causes the wave functions to accumulate random phases relative to each
other. The sum of these phase differences is zero. As a result, all the wave functions
cancel one another out, and there is no spin transport over the course of time.
Therefore, the spin is localized at a given site within the lattice.
The extent to which a particle is delocalized in this model can be summarized
by the equation

|φE (r)|2 ∝






1 −
De
ξE



1
ν

|r−r0 |
ξE

|r − r0 | >> ξE , localized
extended

(2.1)
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for a given energy E and strength of disorder [14]. The remaining variables are

D for the dimensionality of the system, ro for the localization center, ζE for the
localization radius, and ν for the volume. A mobility edge denotes the energy at
which the system transitions from a localized state to a thermalized state in a given
system (systems whose energy is less than that of the mobility edge are said to be
localized, while those that have greater energy are able to thermalize). The location
of the mobility edge depends on the strength of the disorder. When the density of
electrons is increased or the strength of disorder is decreased, the Fermi energy and
mobility edge approach the same value. When the Fermi energy surpasses the value
of the mobility edge, the system is considered a metal. This process is generally
known as the Anderson-transition, a unique type of metal-insulator transition.

Chapter 3
Dipole-Dipole Interactions
Rydberg atoms are an the ideal candidate for studying quantum dynamics due to
their large size and long lifetimes (referring to excited states). They experience
strong long range interactions with one another, which is useful for quantum computing. Rydberg atom systems can be used to simulate interacting spin systems
with a high level of experimental control [15]. Rydberg atoms are used both for
exploring the dynamics of thermalization and the possibilities of localization. Some
recent work explores the delocalized states of Rydberg atoms in a frozen gas [16],
and also the possibility of localization during the N -body interactions between Rydberg atoms in a frozen gas [1]. Both of these works explore the various many-body
dynamics of a quantum system.

3.1

Rydberg Atoms

To create a Rydberg atom, the outermost electron of an atom is excited a high
energy level. This electron will have a very high principal quantum number. The
outer electron will this have an equally large orbit, resulting in a larger atom size
shown in Fig.

3.1 [17]. In comparison to regular atoms, whose excited states

only last about a ten-millionth of a second, Rydberg atoms stay excited for about a
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thousandth of a second or longer. Since the outer electron is very weakly bound to
its orbit, Rydberg atoms are also strongly affected by external electric and magnetic
fields.
Due to the physical structure of Rydberg atoms, they share many of the same
physical properties as hydrogen atoms. The core electrons protect the valence electron from the electric field produced by the nucleus. The valence electron therefore
experiences a similar electric potential as the valence electron of a hydrogen atom.
Therefore, understanding the physics of a hydrogen atom is the first step to understanding the behavior of a Rydberg atom. According to Coulomb’s law, the
interaction between an electron and nucleus is similar to the gravitational interaction between planets. This means that the binding potential between the electron
and nucleus fall off ∝ 1/r. Additionally, quantum theory states that atoms can
only exist in distinct energy levels. By releasing or gaining energy in the form of
electromagnetic radiation, the atom can transition to a different energy level. Once
the atom is in its ground state, it can no longer lose additional energy.
The state of an electron is described by the variables n, l, ml , and ms . The
principal quantum number n can be any positive integer, and it describes orbital
size and energy level.The secondary quantum number l represents the angular momentum of the electron, and describes the shape of the orbital. This value can be
anywhere from zero to (n − 1). The magnetic quantum number ml describes the
orbital orientation and can be any integer between −l and +l. The spin quantum
number ms is either

1
2

or − 12 , which describes the direction of the electron spin.

Rydberg atoms have a single electron in a state that has a large principal quantum number. Experimentally, this usually means n ranging from 10 to 100. The
dramatic properties of the atoms can be expressed in terms of n. The radius of a
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Bohr orbit is ∝ n2 , which means the area of the orbit is ∝ n4 . The separation of
adjacent energy levels depends on 1/n3 . For a small range of energies, the number
of available energy levels increases at a rate of n5 [2].
One can prepare Rydberg atoms in the laboratory for experimental use through
various methods. This preparation usually relies on the use of tunable lasers [18].
The lasers are used to excite a large sample of atoms to a well defined Rydberg state
depending on the laser’s tuning. The properties of Rydberg atoms are observed
and manipulated by the application of an electric field [18]. Field-ionization is a
technique used to detect Rydberg atoms in a given sample. Since Rydberg atoms are
easily affected by external fields, an electric field on the order of a few hundred volts
per centimeter is sufficient enough to ionize them. This electric field is generated
by a voltage pulse across two parallel conducting plates that surround the given
sample of Rydberg atoms. The released ions then pass through one of the plates
and trigger an ion detector.
When an electric field is applied to the Rydberg atoms, their energy levels are
shifted slightly. This shift is known as the Stark effect (3.1). The magnitude of the
shift depends on the gaps between neighboring energy levels. These shifts behave
much differently when two energy levels are also degenerate. Degeneracy is when
two levels have the same energy despite having different quantum numbers. Energy
levels can be degenerate with respect to one or more of the four quantum numbers.
Stark shifts between degenerate states are larger than those between non-degenerate
states. These shifts also vary in proportion to the applied field.
Rydberg atoms have a high degree of degeneracy, and their Stark shifts may be
studied using the field ionization technique. The ionization is carried out at various
electric fields. The data from this type of experiment is plotted like the energy level
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diagram shown in Figure 3.1. This type of graph is also known as a Stark map [2].

Figure 3.1: Stark map for Lithium made by recording the field ionization signals
at increasing electric fields. The peaks represent ion signals generated when the
laser frequency matches the energy level of the atom. Each diagonal line created
by the peaks across diagram represents an energy level. This results in a fan-like
pattern [2]

In the case of Lithium, the Stark map shows a linear relationship between energy and electric field. This trend is also characteristic of an electric dipole [2].
Another notable feature of the Stark map is the absence of crossing between levels.
Regardless of how close two levels come to one another, they eventually repel. The
linear patterns of the Stark map point towards an underlying symmetry within the
system (the atom itself).
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Dipole-Dipole Interactions

Atoms involved in a dipole-dipole interaction transition will transition to different
energy states as they exchange energy with one another. This energy exchange
can occur over relatively large distances. During this transition, one atom will
usually transition to a lower state while another transitions to a higher state [3].
This conserves the overall energy of the interaction. The resonant dipole-dipole
interaction between Rydberg atoms specifically is referred to as Förster interaction,
shown in Figures 3.3 and 3.4. Research done by Liu, et al., explores the time
dependence of two-, three-, and four-body Förster interactions between rubidium
Rydberg atoms [?]. The interactions are

p + p → s + s0
p + p + p → s + s0 + p

(3.1)

p + p + p + p → s + s0 + p0 + p0 ,

for two-, three-, and four-bodies respectively, where p is the initial state of the
atoms, s is a lowest energy state, s0 is the highest energy state, and p0 is a slightly
lower energy state than p. The atoms are initially excited to the p state as shown
in Fig. 3.2. The two-body energy exchange is resonant at an electric field of 3.29
V/cm. At a higher field of 3.52 V/cm, there is an energy defect σ = Ep − Ep0 .
Introducing a third atom that also exchanges energy with the other two atoms can
account for this defect as shown in Fig. 3.3 (since the total energy of the exchange
as a whole must be conserved). At 3.80 V/cm, this defect is doubled as shown
in Fig. 3.4. A fourth atom is required for the resonant energy exchange. These
processes are depicted as a sequence of two-body energy exchanges, as shown in
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Figures 3.4 and 3.3. In reality, the transitions all happen simultaneously.
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Figure 3.2: a) Stark map showing the four energy levels as a function of the
electric field. The solid arrows represent the two-, three-, and four-body Förster
interactions in order from left to right. The atoms for these interactions are
initially excited to the p state. The dotted arrows are complementary resonances
for atoms that are initialized in the p0 state. b) Energy-level diagram of the fourbody interaction. c) The experimental s-state fraction as a function of electric
field. The solid line is for a system with atoms all starting in the p state, and the
dotted line is for a system starting out entirely in the p0 state [1]

Liu ,et al., use experimental data and a mathematical model in order to observe and analyze the effects of many-body interactions between rubidium Rydberg
atoms. For the experiment, rubidium atoms are cooled down and contained within
a MOT. The atoms are excited to Rydberg states using three diode lasers. Direct
field ionization is used to observe the energy levels of the atoms after the interaction.
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Figure 3.3: The three-body interaction shown as a sequence of two-body interactions. As one atom is excited to the s state, another atom releases energy to
transition to the s0 state. This results in an energy defect denoted δ. To compensate for this defect, the second atom is excited to the p0 state while a third
atom releases energy to reach the s0 state. This is the p + p + p → s + s0 + p
interaction [3]
(a) s

(b)

(c)

(d)

p
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2



Figure 3.4: The four-body interaction shown as a sequence of two-body interactions. The process is similar to that of the three-body interaction. The atoms
are shown to go from p + p + p + p → s + s0 + p0 + p0 [3]

A simple model is developed using a nearest-neighbor probability distribution. The
simulated results show the expected saturation values for the number of atoms in
each energy state over time. These results are then compared to the experimental
data.

3.3

Mathematical Model

In quantum mechanics, the behavior of a particle is modeled by a wave function. The
Hamiltonian operator is an energy operator used to determine the time evolution
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of quantum states [19]. The unitary operator,

Û (t) = e−iĤt/h̄ ,

(3.2)

is used as the time evolution operator for closed quantum systems. In order to
exponentiate the Hamiltonian matrix, one must first create matrices of both its
eigenvectors and eigenvalues. These will be Ŝ and Λ̂ respectively. The matrix Ŝ
is a matrix whose columns are normalized eigenvectors. The matrix Λ̂ is a matrix
whose columns are eigenvalues. With these components, the Hamiltonian can be
expressed alternatively as
Ĥ = Ŝ † Λ̂Ŝ.

(3.3)

Since Λ̂ is a diagonal matrix, the time evolution operator may now be written as

Û (t) = Ŝ † e−iΛ̂t/h̄ Ŝ.

(3.4)

When modeling many-body interactions, the time evolution operator operator is applied to an initial state vector in order to determine the time evolved state. Different
Hamiltonian matrices are generated to describe quantum systems of varying complexity, resulting in a unique unitary operators for each system’s time evolution. A
Hamiltonian describing a single quantum particle moving through an infinite lattice
may be described using

H=t

X
ij

(c†i cj + c†j ci ) +

X

Ui c†i ci ,

(3.5)

i

where c†i represent creation operators, and ci represent annihilation operators. The
U represents a random potential at any given site i [6]. The sum works to “create”
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a particle at site i if that site is empty, while “annihilating” a particle at site j if
that site is occupied. This represents the movement of the particle from one site
to the next. More complex Hamiltonian matrices are able to model the nearest
neighbor interactions between quantum particles in a closed systems, allowing for
mathematical simulations of many-body interactions.

3.4

Matrix Elements

In order to simulate many-body localization, we must first mathematically represent
our system with its own unique Hamiltonian matrix. Specifically, our focus is the
matrix elements for two-, three-, and four-body interactions within a system.
As mentioned in section 3, when a pair of dipoles interact there is an energy
exchange. For example, during the three-body interaction, the first step indicates
atom one going from the p state to the s state and atom two going from the p state
to the s0 state resulting in the energy defect δ as shown in Fig.

3.3. For each

transition between two energy states an atom will have a distinct dipole moment,
which in this case we can denote by µ and ν respectively. The product of the two
dipole moments indicates the strength of the interaction between the two atoms.
Symbolically, these interactions are denoted by hf |σ̂f i |ii, where |f i is the final
state, |ii is the initial state, and σ̂ is the operator that takes the atom from its
initial state to its final state. Atom one transitions from the initial p state to the
final s state. The expression representing this transition simply reduces to transition dipole moment represented by µ. Atom two transitions from the p state to the
s0 state, and the expression would reduce to ν. For each transition, the expression
reduces to the dipole moment associated with that transition.
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The matrix elements of the Hamiltonian the ss0 pp0 system are calculated by Liu

,et al., to be
ω2 =

ω3 =

hf |σ̂f i |ii
,
rf3 i

X hf |σ̂f j |jihj|σ̂ji |ii
j

ω4 =

3
δj rf3 j rji

, and

(3.6)

X hf |σ̂f j |jihj|σ̂jk |kihk|σ̂ki |ii
j

3 3
δj δk rf3 j rjk
rki

for the two-, three-, and four-body interactions respectively, where the r represents
the distance between the atoms indicated by the lower indices, δ represents the
detuning, and σ̂ is the operator that takes the atoms from one state to the next [1].
Intermediate states are represented by |ji and |ki [1].

3.5

Two Atom Case

We can illustrate the energy exchange dynamics using a simple two atom model.
This example will apply the concepts from the previous sections. As shown in Fig.
3.3, atom one interacts with atom two. As atom one gains energy and transitions
to a higher energy state, atom two loses energy and transitions to a lower energy
state. This interaction can also happen in reverse. For this example, atom one can
either be in a lower state s or higher state s0 . Atom two can either be in a lower
state s0 or an upper state s. Therefore, there are only three possible configurations
for the system as a whole. The system can be initialized in the pp state with both
atoms occupying the p state. If atom one goes “up” an energy state and atom
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two goes “down” an energy state, the system configuration is denoted by ss0 . In
the alternative case, the system configuration is denoted by s0 s. For our purposes,
we will assume the system starts in the ss0 configuration. We want to see the
probability of the system being in the ss0 configuration over the course of time.
The Hamiltonian for this interaction is





 0 ω2 ω2 


,
H=
ω
4
0
 2



ω2 0 4

(3.7)

where ω2 is a coupling constant that represents the strength of the twp-body interaction, and 4 represents the detuning. Using equations 3.2, 3.3, and 3.4 we can
calculate the time evolution of an initial state. The initial ss0 configuration of the
system is given by the vector {1, 0} (in which case the pp0 configuration is given
by {0, 1}). The calculation is performed repeatedly for each time step in a given
time interval. The probability of the system being in the ss0 configuration is then
graphed as a function of time.
The graph shows the probability as a function of time for a system with low coupling strength (blue line) and high coupling strength (orange line). The oscillations
go between one and zero. These oscillations are also known as Rabi oscillations. The
higher coupling strength shows higher frequency oscillations. The higher coupling
strength comes from atoms that are closer to one another. This increased interaction results in more frequent energy transitions resulting in the higher frequency
oscillations between the pp0 and ss0 states.
This graph is for one instance of the two-body interaction. Consider a sample
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Figure 3.5: The ss0 configuration probability for a two-body system as a function
of time. As the time-evolution of the system is calculated over the course of
time, the resulting probability fluctuates between one and zero. This shows that
the system is either configured in the s0 s state or the ss0 . This fluctuation is
also known as a Rabi oscillation. The blue line shows the time evolution of a
system with low coupling strength, and the orange line shows the time evolution
of a system with high coupling strength. Atoms that are closer to one another
experiencing stronger interactions, resulting in higher frequencies of oscillation
between the two configurations.

of atoms in which there are many pairs of interacting dipoles. In that case, we
must average the time-evolution of all the atom pairs in order to understand the
time-evolution of the system as a whole. As a result, the averaged probability
graph no longer oscillates. Instead, the graph increased somewhat linearly until it
saturates at a constant value. For this example, the saturation value is expected to
be 0.25. This is because there is a 50% that an atom pair is either in the ss0 or s0 s
configuration. Therefore, it is expected that half of the atom pairs within the given
sample will be in the ss0 configuration at any given time.

Chapter 4
Theory
We model the two-, three-, and four-body interactions between Rydberg atoms using
a coded simulation. The simulations are run on a supercomputer. This is necessary
in order to efficiently evaluate the large Hamiltonian of the Rydberg atom system.
The original model included four energy levels to which the atoms could transition
after an energy exchange. Due to the large Hamiltonian for such a system, we were
limited to a maximum of nine atoms within the system. In order to include more
atoms, we simplified the model to include only three energy levels. This in turn
simplified the Hamiltonian, allowing us to efficiently simulate interactions for up to
a maximum of fourteen atoms.

4.1

Four Level Model

The original four level model is the same as that described in Fig. 3.2. All the
atoms start in an initial p state. From there, they can either gain or lose energy
to move to the various other states. The transitions are shown as a sequence of
two-body interactions, and the overall energy of the interaction must be conserved.
In order to reach a certain configuration of atoms, occasionally there will be an
energy defect. In other words, sometimes an atom will temporarily move to a state
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Table 4.1: Hamiltonian matrix size for the x-body interactions with n atoms.

x=2
x=3
x=4

n=2 n=3 n=4 n=5 n=6 n=7 n=8
3
7
19
51
141 393 1107
4
13
31
76
211 589
5
21
61
141 309

n=9 n=10 n=11 n=12 n=13
n=14
3139 8953 25653 73789 212941 616227
1597 4351 12046 33496 93094 259351
757 2101 5941 16061 41757 108109

that has a lower energy than the lowest s0 state shown in figures 3.3 and 3.4. The
difference in energy is denoted by δ.
Although this model is a more accurate representation of what occurs during
a dipole-dipole energy exchange between the four atoms, it limits the number of
atoms we can include in our simulations. Simulations based on the four level model
are limited to include nine atoms within the many-body system. This is due to the
large size of the Hamiltonian representing the system. As more atoms are included
in the system, the Hamiltonian becomes too large to evaluate efficiently within a
reasonable period of time.

4.2

New Three Level Model

The new model reduces the dipole-dipole interaction to three energy levels. The
system is initialized so that all atoms start in the i state. Subsequently, the atoms
interact with one another and exchange energy. An atom can either gain energy to
transition to the fu state, or it can lose energy to transition to the fl state. The
transitions are again shown as a sequence of two-body interactions.
This model does not follow the rules of atomic transitions, since angular momentum is not conserved. While this model is not realistic, it is similar enough to
the four level model and can be used to explore the behavior of many-body interactions. Since this model is simpler and has a smaller Hamiltonian, it allows for
us to include more atoms in the simulations. The new simulations can include up
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(a)

f
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Figure 4.1: New model depicting simplified energy levels. a) Two-body interaction in the new model. The gaps between energy levels are the same. This means
that as one atom transitions to a higher energy level, only on atom needs to transition to the lower energy level to conserve energy. b) Three-body interaction in
the new model. The gap between fl and i is twice the size of the upper gap.
This means two atoms must transition to the upper energy level and one must
transition to the lower energy level in order to conserve energy. c) Four-body
interaction in the new model. The gap between fl and i is three times the size of
the upper gap. This means three atoms must transition to the upper energy level
and one must transition to the lower energy level in order to conserve energy.

to a maximum of thirteen atoms, in contrast to the previous ones that could only
include up to a maximum of nine.
Table 4.1 shows the Hamiltonian matrix sizes for two-, three-, and four-body
interactions in systems of various sizes. The number of atoms in the system are
indicated by n, and the type of interaction is indicated by x. As more atoms are
included in the system, the Hamiltonian has dimensions on the order of 105 × 105 .

4.3

Matrix Elements for New Model

In order to write the matrix elements for the new model, we must account for all
the possible transitions for the two, three, and four-body interaction. The system
is initialized with all the atoms in the i state. By the end of the interaction, all
the atoms must be in the fu state, except for the final atom which will be in the fl
state. This is the only configuration the system can transition to while conserving
energy. The matrix elements will be written using equations 4.9.
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For the two-body interaction, there is only one possible transition. The first

atom will gain energy and move to the fu state, and the second atom will lose
energy and move to the fl state. The dipole moment for the transition between i
and fu is denoted by µ, and for the transition between i and fl the dipole moment
is denoted by ν. Using bra-ket notation, the two-body interaction is written as

|i1 i2 i −→ |fu1 fl2 i,

(4.1)

where the lower indices differentiate between the different atoms in the interaction.
The first expression shows both atoms starting in the i state. The second expression
shows atom one in the fu state and atom two in the fl state. The matrix element
for this two-body interaction would be

ω2 = hfu1 fl2 |σ̂12 |i1 i2 i,

(4.2)

where σ̂12 is the operator representing the interaction between atom one and two.
This expression simplifies to
ω2 =

µν
,
3
r12

(4.3)

where µ and ν are the dipole moments for each atom’s transition and r12 is the
distance between the two atoms. For the three-body interaction, there are two
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possible transitions. The transitions are
|i1 i2 i3 i −→ |fu1 fl2 i3 i −→ |fu1 fu2 fl3 i, and
(4.4)
|i1 i2 i3 i −→ |fl1 fu2 i3 i −→ |fu1 fu2 fl3 i.

The first transition’s matrix element is fully expressed as

ω3,1 =

hfu1 fu2 fl3 |σ23 |fu1 fl2 i3 ihfu1 fl2 i3 |σ12 |i1 i2 i3 i
.
δ

(4.5)

The expressions for both matrix elements simplify to


ω3,1

1
=
δ



ω3,2

1
=
δ

γν
3
r23



µν
3
r12



νµ
3
r12



γν
3
r13



and

(4.6)
.

The final expression for three-body matrix element is the sum of the two interactions’ matrix elements. This reduces to

ω3 = ω3,1 + ω3,2

γµν 2
=
3
δr12



1
1
+ 3
3
r23 r13


.

(4.7)
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Finally, for the four-body interaction there are six possible transitions. The

transitions are
|i1 i2 i3 i4 i −→ |fu1 fl2 i3 i4 i −→ |fu1 fu2 fl3 i4 i −→ |fu1 fu2 fu3 fl4 i,
|i1 i2 i3 i4 i −→ |fl1 fu2 i3 i4 i −→ |fu1 fu2 fl3 i4 i −→ |fu1 fu2 fu3 fl4 i,
|i1 i2 i3 i4 i −→ |i1 fu2 fl3 i4 i −→ |fl1 fu2 fu3 i4 i −→ |fu1 fu2 fu3 fl4 i,
(4.8)
|i1 i2 i3 i4 i −→ |i1 fl2 fu3 i4 i −→ |fl1 fu2 fu3 i4 i −→ |fu1 fu2 fu3 fl4 i,
|i1 i2 i3 i4 i −→ |fl1 i2 fu3 i4 i −→ |fu1 fl2 fu3 i4 i −→ |fu1 fu2 fu3 fl4 i, and
|i1 i2 i3 i4 i −→ |fu1 i2 fl3 i4 i −→ |fu1 fl2 fu3 i4 i −→ |fu1 fu2 fu3 fl4 i.
Each transition’s matrix element reduces to the following equations


ω4,1

µγ 2 ν 3
=
δ2



ω4,3

µγ 2 ν 3
=
δ2



ω4,5

µγ 2 ν 3
=
δ2

1
1
1
· 3 · 3
3
r12 r23 r34



1
1
1
· 3 · 3
3
r23 r13 r14



1
1
1
· 3 · 3
3
r13 r12 r24





, ω4,2

µγ 2 ν 3
=
δ2



, ω4,4

µγ 2 ν 3
=
δ2

, and ω4,6

1
1
1
· 3 · 3
3
r12 r13 r14



1
1
1
· 3 · 3
3
r23 r12 r14



µγ 2 ν 3
=
δ2



,

,

1
1
1
· 3 · 3
3
r13 r23 r24

(4.9)


.

The final expression for the four-body matrix element is a sum of these six expressions. This is simply written as

ω4 =

6
X

ω4,i .

(4.10)

i=1

The most important distinction between the two-,three-, and four-body interactions is their varying r dependence. The two-body interaction depends on 1/r3 ,

4.3. MATRIX ELEMENTS FOR NEW MODEL

29

the three-body interaction depends on 1/r6 . and the four-body interaction depends
on 1/r9 . The r dependence is one of the ways we distinguish between the types of
interactions occuring within our system.

Chapter 5
Results and Analysis
The following results are from simulations that model a system similar to the experiments conducted by Lieu, et al., [1]. In these experiments, a sample of atoms
are contained within a MOT. Two tunable lasers, one red and one infrared, are used
to excite the atoms. The atoms are excited from their ground state to an excited
state, then from the first excited state to a second excited state, and then finally
from the second excited state to a Rydberg state. The simulations are meant to
model additional experiments that we would like to conduct in a laboratory setting.
Varying the configuration of the tunable lasers might allow us to manipulate
the geometry of the atoms within the sample that could be excited to a Rydberg
state. When the lasers are parallel to one another, a thin cylindrical region of
atoms are excited to the Rydberg state as shown in Fig. 5.1. When the lasers
are perpendicular to one another, an approximately spherical region of atoms are
excited to the Rydberg state as shown in Fig. 5.2. Our simulations model both the
spherical and cylindrical systems. We also model a linear array of Rydberg atoms.
We analyze the fraction of atoms in the fl state over a long period of time. The
fidelity, also known as the initial state survival probability, measures the extent to
which the initial state of the system is preserved during the time evolution of the
system. Therefore, we also analyze the fidelity of each system over a long period of
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Figure 5.1: Two tunable lasers aligned parallel to one another. The overlap
results in a thin, cylindrical region in which atoms are excited to a Rydberg
state.

Figure 5.2: Two tunable lasers aligned perpendicular to one another. The
overlap results in an approximately spherical region in which atoms are excited
to a Rydberg state.

time. Our systems range from four to eleven atoms, indicated by the colored lines.
The color scheme is described in Fig. 5.3, and the same scheme is used in Figures
5.4 and 5.5.

First, we’ll discuss the results for the spherical system. For the two-body interaction, the fl fraction appears to converge as more atoms are included in the
simulation as shown in Fig. 5.3.However, for the three-body interactions shown
in Fig. 5.4 and four-body interactions shown in Fig. 5.5, the fl fraction does not
appear to converge. The fl fraction is still increasing towards the end of time range.
This may indicate the need to include more atoms and observe the fl fraction over
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Figure 5.3: The fraction of atoms in the fl state for the two-body interaction
happening within a spherical system as a function of time. As the number of
atoms included in the simulation is increased, the fl fraction slowly converges.
This is shown by the decreasing gap between the different colored lines going up
along the vertical axis. The colors are ordered blue, mustard yellow, green, red,
purple, brown, teal, bright yellow. The colors are in order of lowest to highest
number of atoms in the system.

a longer period of time. Alternatively, we could increase the dipole moments of
the atoms or the density of the sample. Either of these options would allow us to
simulate stronger interactions between the atoms.
The fidelity for the two-, three-, and four-body interactions within the spherical
system is graphed as a function of time as shown in Fig. 5.6. The fidelity graphs
are generated using data from the simulations including the most atoms (eleven
atoms). For the two-body case, the system appears to thermalize very quickly.
This is indicated by the blue line which drops to zero within a short period of time.
For the three- and four-body cases, the fidelity stays well above zero during the
observed time range. This may indicate a lack of thermalization.
Research done by Tavora et al. [20] suggests using a power-law decay fit in order
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Figure 5.4: The fraction of atoms in the fl state for the three-body interaction
happening within a spherical system as a function of time. As the number of
atoms included within the simulation increases, the fl fraction does not converge.
For the highest atom case, the fl fraction continues to increase without leveling
at a given saturation value.

to measure the extent of thermalization within a given system. The fit is given by
the function y = At−γ . The power-law decay fit is applied to a logarithmic plot
of the fidelity at long times. The value of the decay exponent γ indicates whether
or not the system is thermalizing. When γ ≥ 2 the system thermalizes, and when
γ < 1 the system does not thermalize. Values for 1 < γ < 2 are not yet explained.
The power-law decay fit is applied to the logarithmic plots of the fidelity at long
times. For the three-body interaction, the resulting decay exponent is γ = 0.3 (5.7).
For the four-body interaction, the decay exponent is γ = 0.04 (5.8). For both fits,
the γ value is below one. This may indicate a lack of thermalization within the
system.
We repeat these steps for the analysis of the cylindrical system and the linear
array. For the two-body interaction in the cylindrical system, the fl fraction appears
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Figure 5.5: The fraction of atoms in the fl state for the four-body interaction
happening within a spherical system as a function of time. As the number of
atoms included within the simulation increases, the fl fraction does not converge.
For the highest atom case, the fl fraction continues to increase without leveling
at a given saturation value. This graph shows an unexpected trend. The eleven
atom case shows lower values for the fl fraction in comparison to the ten atom
case. We would normally expect the fl fraction to increase as the atom number
increases.

to converge as more atoms are included within the sample as shown in Fig. 5.9. For
the three-body interaction, the fl fractions continues to increase towards the end of
the time range as shown in Fig. 5.10. For the four-body interaction, the fl fraction
does not appear to converge as shown in Fig. 5.11. The fidelity is plotted as a
function of time for the two-, three-, and four-body interactions in the cylindrical
system. The three- and four-body interactions display the expected trends as shown
in Figures 5.14 and 5.15. The two-body interaction displays unexpectedly high
values for the fidelity over time as shown in Fig. 5.15. This could indicate a lack
of interaction between the atoms in the sample. There is no way to differentiate
between a lack of interaction versus a lack of thermalization. We will investigate
this simulation further in the future. The power-law decay fits for all three fidelity
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Figure 5.6: Fidelity as a function of time for the two, three, and four-body
interactions within the spherical system. For the two-body interaction, the system
appears to thermalize very quickly as the fidelity drops to zero. For the three
and four-body interactions, the fidelity stays well above zero for the given time
range. This may indicate a lack of thermalization.
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Figure 5.7: The power-law decay fit applied to the logarithmic plot of the fidelity
versus time. For the three-body interaction in the spherical system, the decay
exponent γ = 0.3. This may indicate a lack of thermalization.

graphs have decay exponents γ < 1. For the two-body interaction, γ = 0.4 (5.13).
For the three-body interaction, γ = 0.06 (5.14). For the four-body interaction,
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Figure 5.8: The power-law decay fit applied to the logarithmic plot of the
fidelity versus time. For the four-body interaction in the spherical system, the
decay exponent γ = 0.04. This may indicate a lack of thermalization.

γ = 0.01 (5.15). Although the two-body interaction requires further investigation,
the three and four-body interactions could indicate a lack of thermalization.

l

Figure 5.9: The fraction of atoms in the f l state for the two-body interaction
happening within a cylindrical system as a function of time. As the number of
atoms included in the simulation is increased, the f l fraction slowly converges.
This is shown by the decreasing gap between the different colored lines going up
along the vertical axis
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l

Figure 5.10: The fraction of atoms in the f l state for the three-body interaction
happening within a cylindrical system as a function of time. As the number of
atoms included in the simulation is increased, the difference between various
functions decreases. The function continues to increase towards the end of the
time range, and has not yet converged.
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Figure 5.11: The fraction of atoms in the f l state for the four-body interaction
happening within a cylindrical system as a function of time. The functions do
not appear to converge.
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Figure 5.12: Fidelity as a function of time for the two, three, and four-body
interactions within the cylindrical system. For the two-body interaction, the
fidelity remains well above zero for the given time range. This may indicate a
lack of interaction among the atoms within the sample. For the three and fourbody interactions, the fidelity continues to remain well above zero. This may
indicate a lack of thermalization

In addition to the spherical and cylindrical systems, we simulated a linear array
of atoms at varied disorder. For the two-body interaction, we included nine atoms
spaced 30 µm apart. For the three-body interaction, we included ten atoms spaced
10 µm apart. For the four-body interaction, we included eleven atoms spaced 5 µm
apart. The spaces are varied at random in order to introduce disorder. The disorder
parameter indicates the degree to which the lattice sites are varied at random and
is given by δ.
The fl fraction is plotted as a function of time at various levels of disorder for
the two-, three-, and four-body interactions. As disorder increases, the saturation
level of the fl fraction decreases as shown in Figures 5.16, 5.17, and 5.18. This may
indicate a lack of thermalization as increased disorder is introduced to the linear
array. The fidelity is graphed as a function of time for the two-, three-, and four-body

40

CHAPTER 5. RESULTS AND ANALYSIS
0.975
0.950

fidelity

0.925
0.900
0.875
0.850
0.825
1

5

10

50

time ( s)

Figure 5.13: The power-law decay fit applied to the logarithmic plot of the
fidelity versus time. For the two-body interaction in the cylindrical system, the
decay exponent γ = 0.4. This may indicate a lack of interaction among the atoms,
since we expect the two-body interaction to thermalize over long periods of time.
There is no way to distinguish lack of thermalization from a lack of interaction.
For this reason we will investigate the two-body interaction in a cylindrical system
further in the future.
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Figure 5.14: The power-law decay fit applied to the logarithmic plot of the
fidelity versus time. For the three-body interaction in the cylindrical system, the
decay exponent γ = 0.06. This may indicate a lack of thermalization.

41

0.99

fidelity

0.98

0.97

0.96
1

5

10

50

time ( s)

Figure 5.15: The power-law decay fit applied to the logarithmic plot of the
fidelity versus time. For the four-body interaction in the cylindrical system, the
decay exponent γ = 0.01. This may indicate a lack of thermalization.

interactions. For the two-body case, the fidelity quickly approaches zero regardless
of disorder as shown in Fig. 5.19. For the three- and four-body interactions, the
fidelity remains well above zero over the course of time as shown in Figures 5.22
and 5.23. This could indicate a lack of thermalization within the systems. The
fidelity is higher at increased disorder. The power-law decay fits for the three- and
four-body fidelity graphs result in γ values of 0.06 and 0.03 respectively. The values
are both well below one, and could indicate a lack of thermalization.
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Figure 5.16: The fl fraction as a function of time for the two-body interactions
in a linear array. As disorder increases, the fl fraction saturates at a lower value.
This may indicate a lack of thermalization.
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Figure 5.17: The fl fraction as a function of time for the three-body interactions
in a linear array. As disorder increases, the fl fraction saturates at a lower
value. This may indicate a lack of thermalization. The simulation with the
lowest disorder does not follow this trend, however.
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Figure 5.18: The fl fraction as a function of time for the four-body interactions
in a linear array. As disorder increases, the fl fraction saturates at a lower value.
This may indicate a lack of thermalization.
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Figure 5.19: Fidelity as a function of time for two-body interactions in a linear
array at varied disorder. The fidelity quickly approaches zero for every simulation,
indicating that the system thermalizes.
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Figure 5.20: Fidelity as a function of time for three-body interactions in a linear
array at varied disorder. The fidelity remains well above zero over the course of
time, possibly indicating a lack of thermalization within the system.
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Figure 5.21: Fidelity as a function of time for four-body interactions in a linear
array at varied disorder. The fidelity remains well above zero over the course of
time, possibly indicating a lack of thermalization within the system.
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Figure 5.22: The power-law decay fit applied to the logarithmic plot of the
fidelity versus time for the three-body interaction. For the three-body interaction,
the decay exponent γ = 0.06. This may indicate a lack of thermalization.
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Figure 5.23: The power-law decay fit applied to the logarithmic plot of the
fidelity versus time for the four-body interaction. For the three-body interaction,
the decay exponent γ = 0.03. This may indicate a lack of thermalization.

Chapter 6
Conclusion
Our data shows evidence indicating a lack of thermalization within the various systems for two-, three-, and four-body interactions among Rydberg atoms. Although
these results are not conclusive, they will lay the ground work for future investigations. As we improve our simulation code, we will include more atoms and run
the simulations at various densities. Furthermore, we will explore one-dimensional
lattices and arrays since these models are more comparable to recent publications
within the field of many-body localization research. We will also use new methods
to measure the thermalization of a system, one of which includes the entanglement
entropy of a system.
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