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Summary
The worthwhile problems are the ones you can
really solve or help solve, the ones you can
really contribute something to. No problem is
too small or too trivial if we can really do
something about it.
R. P. Feynman
The identity of dark energy presents one of the most challenging problems of modern physics. It is responsible
for the accelerated expansion of the Universe; however, its defining characteristics are still unknown. Since the
discovery of the accelerated expansion of the Universe, the science community is taking great strides, through
large collaborations, to shed light on the nature of this elusive form of energy. One of these collaborations is
the Dark Energy Survey (DES) (see Chapter 4) in which most of this work has been developed.
The main goal of this thesis is to face the dark energy problem through the study of the large-scale struc-
ture of the Universe and to propose new methodologies in order to get some answers about the nature of dark
energy, most of it whithin DES. In this thesis several new techniques are presented. These include estimating the
transition to homogeneity and fractality of the galaxy distribution in photometric redshift surveys, extracting
the scale of the baryon acoustic oscillations in the line-of-sight, extracting cosmological parameters from the
angular correlation function in photometric redshift surveys, and a method to estimate the correlation function
in a variable-depth survey.
The structure of this work is the following: in Chapter 1 we introduce the ΛCDM model which is the current
most widespread to describe the observable Universe. The next one, Chapter 2, gives an introduction to the
study of the large-scale structure of the Universe. Chapter 3 addresses the methods developed in this thesis and
their results on simulations. Chapter 4 describes the Dark Energy Survey, where most of this work has been
developed, and Chapter 5 shows the results of the cosmological measurements for the Science Verification data
from DES and the results of the correlation function in a variable-depth data selection. Finally, Chapter 6 gives
some concluding remarks about this work.
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Chapter 1
The Standard Model of Cosmology:
ΛCDM
Big Bang! This is the widely accepted cosmological model for the early development of the Universe. First
proposed by Georges Lemaˆıtre in 1927 [1], based on Friedmann’s equations1 and confirmed by Hubble’s law [2],
Big Bang Nucleosynthesis [3], Cosmic Microwave Background (CMB) observations by Penzias and Wilson [4] is
the central piece that constitutes the Standard Cosmological Model, namely ΛCDM. It relies on the Big Bang,
the inflationary paradigm, the General Theory of Relativity, the Cosmological Principle and the properties of
the different components existing in the Universe. This model is in good agreement with observations from very
different sources such as light element abundances, type Ia Supernovae brightness, Baryon Acoustic Oscillations
(BAO) and the aforementioned CMB.
In this chapter we will describe the ΛCDM model: first we will discuss the Cosmological Principle in sec-
tion 1.1, then we will focus on the basics of General Relativity in section 1.2. After that, we will describe
another ingredient in the standard model of cosmlogy, inflation, in section 1.3. In section 1.4 we will describe
the observational basis of the ΛCDM model. Finally, we will discuss the topic of distances in cosmology in
section 1.5.
1.1. The Cosmological Principle
Most of the modern cosmological theory is built upon the Cosmological Principle: the hypothesis that all
positions and directions in the Universe are essentially equivalent. This homogeneity of the Universe has to be
understood in the same sense as homogeneity in a gas: it does not apply to the Universe in detail, but only
to a smeared-out Universe averaged over large enough regions to include a representative sample of galaxies.
At these, and larger scales, the Universe is homogeneous and isotropic. The Cosmological Principle can be
formulated as a statement about the existence of equivalent coordinate systems. Suppose that we use the
cosmic standard coordinate system to carry out astronomical observations, determining the metric tensor gµν ,
the energy-momentum tensor Tµν , and all other cosmic fields, as functions of the cosmic standard coordinates x
µ.
A different set of space-time coordinates x′µ may be considered equivalent to the cosmic standard coordinates
[5], if the whole history of the Universe appears the same in the x′µ coordinate system as in the cosmic standard
coordinate system. That is, at any coordinate point we must have:
gµν(x) = g
′
µν(x
′) (1.1)
1Lemaˆıtre arrived to these equations independently
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Figure 1.1: Current picture of the evolution of the Universe according to the Standard Model of Cosmology.
Tµν(x) = T
′
µν(x
′) (1.2)
That is, the coordinate transformation x→ x′ must be an isometry and Tµν and so on, must be form-invariant
under this transformation. In particular, equation 1.2 will have to hold for the scalar S used to define the cosmic
standard time t. Since S is by definition a function only of t, and a scalar, the equation 1.2 reads
S(t′) = S′(x′) = S(x) = S(t) (1.3)
and so
t′ = t (1.4)
All coordinate systems that are equivalent to the cosmic standard system necessarily use cosmic standard time.
Thus, we can separate the metric into the spatial and temporal parts.
1.2. The General Theory of Relativity and the Friedmann-Lemaˆıtre-
Robertson-Walker (FLRW) metric
The General Theory of Relativity [6] appeared as a consequence of the incompatibility of Newton’s Grav-
itational theory, which assumes instantaneous action, and the Special Theory of Relativity [7]. This theory is
based on:
The Principle of covariance: Physical laws must have the same form in every coordinate system.
The Principle of equivalence: Special Relativity laws apply locally for every inertial observer.
The theory states that any presence of matter or energy affects the curvature of the space-time and the mass-
energy dynamics, that is:
Rµν − 1
2
Rgµν + Λgµν =
8piG
c4
Tµν (1.5)
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Where Rµν is the Ricci tensor, R the Ricci scalar, gµν the metric tensor, Tµν the energy-momentum tensor, G
is the gravitational constant and c the speed of light in vacuum. Given a perfect fluid the energy-momentum
tensor Tµν can be written as:
Tµν = (ρ+ p)uµuν + pgµν (1.6)
Where ρ is the energy density, p the pressure, and uµ the four-velocity. The most general metric that satisfies
the Cosmological Principle can be written as[8]:
ds2 = −dt2 + a2(t)γij(u)duiduj (1.7)
In spherical coordinates, assuming that the space is spherically-symmetric (isotropy of Cosmological Principle):
γijdu
iduj = e2β(r)dr2 + r2
(
dθ2 + sin2 θdφ2
)
(1.8)
being β(r) an arbitrary function. The spatial part of the Ricci tensor can be written as:
(3)Rji = 2kγij (1.9)
The superscript (3) indicates that we are referring to the spatial part only. γij is the maximally symmetric
metric of the three-dimensional space.
Using the definition of the Ricci tensor we can obtain:
(3)R11 =
2
r
∂1β(r) (1.10)
(3)R22 = e
−2β(r) (r∂1β(r)− 1) (1.11)
(3)R33 = sin
2 θ
[
e−2β(r) (r∂1β(r)− 1) + 1
]
(1.12)
Thus,
β =
−1
2
ln
(
1− kr2) (1.13)
ds2 = −dt2 + a2(t)
[
dr2
1− kr2 + r
2
(
dθ2 + sin2 θdφ2
)]
(1.14)
Equation 1.14 is the so called Friedmann-Lemaˆıtre-Robertson-Walker metric (FLRW) which is invariant under
k → k/ |k|, r → √|k|r and a → a/√|k|, so the relevant parameter becomes k/ |k|, usually written as k, with
values 1, 0 and -1 that describes a closed, flat and open Universe respectively.
This metric allows different normalizations given by the scale factor a(t). It is common to choose it equal to
1, i.e., a(t0) = 1, at the present time. The specific evolution of a(t) depends on the field equations and the
equation of state of each component. The Einstein Field Equations for this metric describe a Universe filled
with an ideal fluid:
a˙2
a2
+
k
a2
− Λ
3
=
8piG
3
ρ (1.15)
2
a¨
a
+
a˙2
a2
+
k
a2
− Λ = −8piGp (1.16)
Or equivalently,
a¨
a
= −4piG
3
(ρ+ 3p) (1.17)
The equations 1.15 and 1.17 are the so-called Friedmann equations. If we define the Hubble parameter H(a) ≡ a˙a
we have:
H2 =
8piG
3
ρ− k
a2
+
Λ
3
(1.18)
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Using 1.18 and the conservation of energy we can write:
ρ˙ = −3 a˙
a
(ρ+ p) (1.19)
If radiation, matter and energy are barotropic fluids we can define:
w ≡ p
ρ
(1.20)
with a different value for each component. The solution of equation 1.19 is given by:
ρ ∝ a−3(1+w) (1.21)
The value for w depends on the nature of the fluid:
For a pure non-relativistic matter fluid we have p = ρmC
2, and C =
√
RT the speed of the matter via
thermal scattering. As long as we consider non-relativistic cold matter, C  c so w ≈ 0 and ρm ∝ a−3.
For radiation, p = 1/3ρ thus, ρrad ∝ a−4.
For the Cosmological Constant, Λ, using equations 1.18 and 1.19 we see that p = −ρ, as long as Λ is
constant. Thus, ρΛ ∝ a0.
For Curvature: In the equation 1.18, the term −ka−2R−20 behaves like energy density therefore, ρk ∝ a−2.
We can also define the critical density ρc. The expression for the critical density is found by assuming Λ to be
zero and setting the normalised spatial curvature k equal to zero. Then, using 1.18 we find:
ρc ≡ 3H
2
0
8piG
(1.22)
Moreover, densities of different species are usually expressed using the so-called density parameter Ωi. It is
defined as the ratio of the observed density ρi to the critical density ρc for each one of the different species:
matter, radiation, curvature... We define, as well, the total density parameter Ω as the ratio of the total density
to the critical density Ω ≡ ρ/ρc. This parameter determines the overall geometry of the Universe. When Ω = 1
the Universe is flat (Euclidean). If Ω < 1 space sections of the Universe are open and if Ω > 1 space sections of
the Universe are closed. So we can rewrite the first Friedmann equation 1.18 as follows:
H(a)2 = H20
(
Ωm,0a
−3 + ΩΛ,0 + Ωrad,0a−4 + ΩK,0a−2
)
(1.23)
Where the subindex 0 denotes the value of each component at the present time. We will drop the use of this
subindex for the remainder of this work because, unless otherwise stated, we will refer to present values of each
one of these quantities in this thesis. These density parameters have been evolving with time.
The current accepted model of evolution is depicted in Figure 1.2. This scheme summarizes the influence
of each component in different epochs in the history of the Universe from the first fraction of a second to the
present day. However, it lacks the description of the very beginning of the Universe. Cosmic inflation does this
job.
1.3. The Inflationary paradigm
In physical cosmology, cosmic inflation, or just inflation, is the period of exponential expansion of the early
Universe [9] (see Figure 1.3). Inflation was proposed by Alexei Starobinski [10] (1979/80) in the Soviet Union,
and simultaneously by Alan Guth[11] (1980/81) in the United States. These are the old inflation models.
The modern version of the theory was developed by Andrei Linde [12], and by Andreas Albrecht and Paul
Steinhardt[13], which are dubbed as new inflation. Inflation is proposed as a solution to some caveats present in
the standard Big Bang cosmology which are the flatness problem, the horizon problem, the origin of large-scale
structure in the Universe and the monopole problem.
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Figure 1.2: Evolution of the radiation, matter and Λ density parameters with time. We can appreciate three
different eras: Radation dominated epoch, Matter dominated epoch and DE dominated, depending on the
dominant density.
Flatness problem
Present observations show that Ω is very close to 1 at the present time [15], which implies Ω to be unnaturally
close to 1 in the past. For example, we require |Ω− 1| < O(10−16) at the epoch of nucleosynthesis [16] and
|Ω− 1| < O(10−64) at the Planck epoch [17]. This is an extreme fine-tuning of initial conditions. Unless initial
conditions are chosen very accurately, the Universe soon collapses, or expands quickly before the structure can
be formed. This is the flatness problem.
Ω− 1 = k
a2H2
(1.24)
If Ω = 1 it remains the same. If Ω 6= 1, then Ω = Ω(t). In the matter-dominated epoch:
a ∝ t2/3, H ∝ t−1 ⇒ |1− Ω| ∝ t2/3 (1.25)
And, in the radiation-dominated era:
a ∝ t1/2, H ∝ t−1 ⇒ |1− Ω| ∝ t (1.26)
Thus, we need some mechanism to avoid this problem or to ensure this extreme fine-tuning.
Horizon problem
Let us define the particle horizon DH(t) where the light travels from the beginning of the Universe, t = t?,
DH(t) = a(t)dH(t), dH(t) =
∫ t
t?
dt
a(t)
(1.27)
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Figure 1.3: Scheme of the evolution of the Universe[14]. We can see the exponential expansion in its very early
times.
Where dH(t) is called comoving distance. Setting t?=0 we find dH(t) = 3t in the matter-dominant era. On the
other hand, we can observe photons in the CMB emitted at the time of decoupling. The particle horizon at
decoupling DH(tdec) corresponds to the region where photons could be causally connected at that time. But
we know that:
dH(tdec)
dH(t0)
=
(
t0
tdec
)1/3
≈ 10−2 (1.28)
This result implies that the causality regions of photons are restricted to be small. In fact the last scattering
surface2 only corresponds to the angle of order 1◦. However, we can observe that photons thermalize to the
same temperature in all regions of the Cosmic Microwave Background sky. Finding an explanantion for this
extreme isotropy is the horizon problem.
Inflation solves each and every of these problems based on the existence of a period with an exponential
expanding Universe. In the following subsection we are going to describe its physics.
1.3.1. Basics of inflation
Inflationary dynamics
Inflation is a period of exponential expansion that fulfills:
a¨ > 0⇒ ρ+ 3p < 0⇒ d
dt
(aH)
−1
< 0 (1.29)
Since we know that inflation ends at some point, the inflationary epoch must be controlled by a dynamic vacuum
energy different from Λ. Then, we need a scalar field called the inflaton field φ. The inflaton action is defined
2The last scattering surface corresponds to the source points of the photons we observe in the CMB.
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by:
S =
∫
d4x
√−g
[
1
2
R+ Lφ
]
(1.30)
Where the lagrangian Lφ is given by:
Lφ = −1
2
gµν [∂µφ∂νφ− V (φ)] (1.31)
For FLRW metric,
√−g = a3, applying Euler-Lagrange equations to the action we obtain:
φ¨+ 3Hφ˙− 1
a2
∇2φ+ V ′(φ) = 0 (1.32)
This exponential expansion of the space introduces the term 3Hφ˙ analogous to a classic friction term with
viscosity H.
Also, the energy-momentum tensor of the inflaton is:
Tµν =
2√−g
δ(
√−gLφ)
δgµν
= ∂µφ∂νφ+ gµνLφ (1.33)
From where we can extract:
ρ = T 00 =
1
2
φ˙2 + V +
1
2a2
(∇φ)2 (1.34)
p = T ii =
1
2
φ˙2 − V − 1
6a2
(∇φ)2 (1.35)
The inflaton φ is an homogeneous field, that implies:
∇φ
a
→ 0 (1.36)
This happens at the beginning of inflation. Then, we can write:
ρ =
1
2
φ˙2 + V (φ), p =
1
2
φ˙2 − V (φ). (1.37)
Where V (φ) is the potential of the inflaton. If we use equations 1.18 and 1.19 we obtain:
H2 =
8pi
3m2pl
[
1
2
φ˙2 + V (φ)
]
(1.38)
φ¨+ 3Hφ˙+ V ′(φ) = 0 (1.39)
where G = 1/m2pl and we have neglected the curvature term since conclusions are not affected and calculations
become simpler. During inflation:
wφ =
p
ρ
=
φ˙2/2− V
φ˙2/2 + V
(1.40)
Moreover, V  φ˙22 thus, wφ ∼ −1 that implies exponential expasion. φ˙ is maximum when:
∂V
∂φ
= V ′(φ) = −3Hφ˙ (1.41)
At this pont:
φ˙ = −V
′(φ)
3H
(1.42)
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Since H is very large during inflation compared to V ′ it implies that the value of φ˙ is small. This occurs as long
as the slow-roll approximation is valid:
φ˙2
2
 V → H2 ≈ 8pi
3m2pl
V (φ) (1.43)
φ¨ 3Hφ˙⇒ 3Hφ˙ ≈ −V ′(φ) (1.44)
Defining the slow-roll parameters as:
 ≡ m
2
pl
16pi
(
V ′
V
)2
, η ≡ m
2
pl
8pi
V ′′
V
(1.45)
The approximation in 1.43 is valid when:
 1, |η|  1 (1.46)
The inflationary phase ends when  and |η| grow up to order of unity. A useful quantity to describe the amount
of inflation is the number of e-foldings defined by:
N ≡ ln af
ai
=
∫ tf
ti
H(t)dt (1.47)
Where subscripts i and f denote values at the beginning and ant the end of inflation, respectively.
To solve the flatness problem it is required that |Ωf − 1| ≤ 10−6 and assuming H ≈ const during inflation
we have:
|Ωf − 1|
|Ωi − 1| ≈
(
ai
af
)2
= e−2N (1.48)
Then N ≥ 70 is required to solve the flatness problem and a similar value is required to solve the horizon problem.
These are the basic dynamics of inflation. The concrete behaviour depends on the model. Some examples
of potential of the inflaton are:
Chaotic inflation → V (φ) = 12m2φ2 or V (φ) = 14λφ4
Natural inflation → V (φ) = m4
[
1 + cos
(
φ
f
)]
Hybrid inflation → V (φ) = λ4
(
χ2 − M2λ
)2
+ 12g
2φ2χ2 + 12m
2φ2 where we have two fields φ and χ.
Solution to the horizon problem
Since the scale factor evolves exponentially during inflation, the physical wavelength, aλ grows faster than
the Hubble radius, H−1(∝ t). The physical wavelength is pushed outside the Hubble radius so the causality
region is stretched on scales much larger than the Hubble radius, thus solving the horizon problem. After
inflation, Hubble radius begins to grow faster than the physical wavelength. So it is required that the following
condition is satisfied: ∫ tdec
t?
dt
a(t)

∫ tdec
t0
dt
a(t)
(1.49)
This implies that the comoving distance that photons can travel before decoupling need to be much larger than
after decoupling. This solves the horizon problem.
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Models of inflation
Nowadays inflation has a very wide variety of models: R2, new, chaotic, extended, power-law, hybrid, natu-
ral, supernatural, extranatural, eternal, D-term, F-term, brane, oscillating, trace-anomaly driven... [9].
This zoo of models can be classified as follows:
Type I or large field models. These models have a large initial value of the inflaton field φ and it rolls
down toward the potential minimum at low values of the inflaton field.
Type II or small field models where inflaton field is initially small and then, it evolves toward the potential
minimum at larger values of the inflaton field.
Type III or hybrid/double inflation model. In these models inflation typically ends by phase transition
triggered by the presence of a second scalar field.
1.3.2. Reheating
After the end of inflation, the Universe enters in the so-called reheating stage. In this era, the energy of the
inflaton field is transferred to radiation and matter, and the Universe is thermalized. The reheating scenario
was originally described by the decay of the inflaton using perturbation theory [9]. Later, it was found that the
existence of nonperturbative stage called preheating can lead to explosive particle production in a very early
stage of reheating [18].
The reheating stage starts when the inflaton reaches the potential minimum and begins to oscillate. Reheating
consists of three stages:
1. A preheating stage where particles are produced in a non-perturbative way. The inflaton oscillates coher-
ently and these oscillations produce particles [9].
2. The amplitude of these oscillations decreases, not only due to the expansion of the Universe, but also
because of the energy transfer to particles created by the oscillating field. The interaction of the inflaton
with the particles produced at earlier stages produces more particles.
3. Thermalization of produced particles.
1.3.3. Consequences of Inflation
Inflation is a mechanism for realizing the cosmological principle. In addition, it accounts for the observed
flatness and uniformities. WMAP CMB analysis [19] and Planck CMB analysis [15] shows that the Universe is
flat to an accuracy of at least a few percent, and that it is isotropic to a part in 100,000.
In addition, inflation predicts that the structures which do exist in the Universe today formed through the
gravitational collapse of perturbations that were formed as quantum mechanical fluctuations in the inflationary
epoch. The detailed form of the spectrum of perturbations, a nearly-scale-invariant Gaussian random field, is
very specific and has only two free parameters, the amplitude of the spectrum and the spectral index, which
measures the slight deviation from scale invariance predicted by inflation. Inflation predicts that the observed
perturbations should be in thermal equilibrium with each other. This structure for the perturbations has been
confirmed by the WMAP spacecraft and other cosmic microwave background experiments [19] and galaxy sur-
veys [20]. These experiments have shown that the observed inhomogeneities have exactly the form predicted by
theory. Moreover, there is evidence for a slight deviation from scale invariance. The spectral index, ns is equal
to one for a scale-invariant spectrum. The simplest models of inflation predict that this quantity is between 0.92
and 0.98 [21, 22]. From the data taken by Planck, ns = 0.9667± 0.0040 [15] ruling out exact scale invariance at
over 5σ. These are considered important confirmations of the inflationary theory.
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Inflation also predicts the existence and value of the so-called B-modes of the polarization of the CMB. Mea-
surement of B-modes could provide evidence of the gravitational radiation produced by inflation, and could also
show whether the energy scale of inflation predicted by different models is correct. Although it is unclear if
the signal will be visible, or if contamination from foreground sources will interfere with these measurements.
Forthcoming measurements, such as those of 21 centimeter radiation (radiation emitted and absorbed from neu-
tral hydrogen before the first stars turned on), may measure the power spectrum with even greater resolution
than the cosmic microwave background and galaxy surveys, however it is not known if these measurements will
be possible or if interference with radio sources on earth and in the galaxy will be too high [23].
1.4. Observational basis of the Standard Model
The success of the ΛCDM model resides on being able to explain very different observables such as the
existence and structure of the Cosmic Microwave Background [15], the large-scale structure in the distribution
of galaxies, the light-elements abundances (H, He, Li), and the accelerating expansion of the Universe. In
addition, the model has made a number of successful predictions such as the existence of the Baryon Acoustic
Oscillation (BAO) feature3, the polarization of the CMB, and the statistics of the weak gravitational lensing.
1.4.1. CMB
The cosmic microwave background is the oldest light we can observe in the Universe. It was emitted when
the photons decoupled from baryons in the primordial baryon-photon plasma when the Universe was ∼ 380000
years old (zdec ∼ 1100), when the temperature of the Universe was about 3000 K, corresponding to about 0.25
eV. This energy does not correspond to the ionization energy of the hydrogen, 13.6 eV. This is due to the
fact that the number density of photons is much larger than the number density of baryons. When the energy
spectrum of photons is typically represented by a Blackbody, at 13.6 eV there are a lot of photons with energies
higher than 13.6 eV that can ionize the hydrogen atoms. However, in a Blackbody distribution with a peak at
0.25 eV, even the tail of the distribution would not reach sufficient energy values to ionize hydrogen.
Precise measurements of the CMB are critical to cosmology since small variations on the model could have
a great impact on the CMB. The CMB has a thermal black body spectrum at a temperature of 2.72548 ±
0.00057 K [15]. The temperature of the background radiation has evolved since the emission of the CMB as:
Tr = 2.72548(1 + z) (1.50)
The spectral distribution dEν/dν peaks at 160.2 GHz (see Figure 1.4) in the microwave range of frequencies.
The CMB shows a nearly uniform pattern in all directions (isotropy), but the tiny residual variations show a
very specific pattern. In particular, the spectral distribution at different angles of observation in the sky contains
small anisotropies, which vary with the size of the region examined. They have been measured in detail, and
match what would be expected if small thermal variations, generated by quantum fluctuations of matter in a
very tiny space, had expanded to the size of the observable Universe we see today. Although many different
models might produce the general form of a black body spectrum, no model other than the Standard Model
has yet explained the fluctuations.
The CMB was first predicted in 1948 by Alpher and Herman [25], and Gamow[26] to understand the pro-
duction of light elements. They were able to estimate the temperature of the CMB to be 5K. This prediction
was rediscovered by Zel’dovich in the early 1960s [27]. The first detection of the CMB was made by Penzias
3BAO will be explained in full detail later in this work, in section 2.2
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Figure 1.4: CMB spectrum from FIRAS instrument in COBE [24]. It peaks in the microwave range of frequencies
and correspond to a perfect black body radiation of 2.725 K. Note that error bars are mutiplied by 400 in order
to make them visible.
and Wilson [4]. Harrison, Peebles, Yu and Zel’dovich realized that the early Universe would have to have in-
homogeneities at the level of 10−4 or 10−5 [27][28][29]. The NASA COBE mission [24] confirmed the primary
anisotropy in 1992. After COBE measurements, many measurements of the CMB anisotropies have been per-
formed. Specifically, WMAP [19] and Planck [15] missions measured anisotropies with a much higher resolution
imposing strong constraints on the cosmological parameters.
Anisotropy of the CMB
The anisotropy of the CMB (see Figure 1.5) is divided into two types: primary anisotropies, due to effects
occuring at the last scattering surface and before; and secondary anisotropies, due to interactions of the CMB
with hot gas or gravitational potentials, which take place between the last scattering surface and the observer.
The structure of the primary anisotropies of the CMB (Figures 1.5 and 1.6) is principally determined by:
Baryon acoustic oscillations (see section 2.2 for more details): Before decoupling, the radiation pressure
of the photons tends to erase anisotropies, whereas the gravitational attraction of the baryons tend to
increase them. The competition of these two forces create acoustic oscillations. Depending on the density
of dark matter, dark energy, baryons, and spatial curvature of the Universe, these peaks have well known
positions. Thus, BAO encode a lot of cosmological information.
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Figure 1.5: CMB anisotropies as measured by COBE [24], WMAP [19] and Planck [15].
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Diffusion damping or Silk damping [30]: Before decoupling, baryons and photons move as a single fluid.
The imperfections or anisotropies in this fluid arise due to photon interactions. However, photons travel
some distance (their mean free path in the baryon-photon fluid) before interacting. Thus, anisotropies are
damped.
The present abundance of free charges in the intergalactic medium (IGM) is very low. If the IGM was ionized
at very early times when the Universe was still dense enough, CMB anisotropies would suffer the following
effects: small scale anisotropies are smeared-out and Thomson scattering induces polarization anisotropies on
large angular scales. This broad angle polarization is correlated with the broad angle temperature perturbation.
Two other effects induce secondary anisotropies: the Sunyaev-Zel’dovich effect, where clouds of high-energy
Figure 1.6: Best fit CMB power spectrum given by Planck mission [15].
electrons scatter the radiation [31], and the Sachs-Wolfe effect, which causes CMB photons to be redshifted due
to gravitational fields [32].
The explanation of the isotropy, homogeneity, and evolution of CMB and its anisotropies, is a major suc-
cess of ΛCDM.
1.4.2. Light element abundances
Another strong observational basis of the standard model is the light element abundances. ΛCDM makes a
prediction about the abundance of light elements created during the so-called Big Bang nucleosynthesis (BBN)
or primordial nucleosynthesis. This era began at temperatures of around 10 MeV and ended at 100 keV. The
temperature/time relation in this era is given by [33]:
tT 2 = 0.74(10.75/g?)
1/2 (1.51)
where t is the time in seconds, T the temperature in MeV, and g? the effective number of particle species, that
is 10.75 in the Standard Model. The key parameter necessary to calculate the BBN is the number of photons
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per baryon because photons and baryons participate in the generation of Deuterium D and 4He. The main
reactions in the BBN are depicted in Figure 1.7. It is very useful to define the quantity η10:
η10 = 10
10(nB/nγ) = 274ΩBh
2 (1.52)
Where nB is the number density of baryons, nγ the number density of photons, ΩB the density parameter of
baryons, and h the Hubble parameter. As it can be seen in Figure 1.8 light elements abundances are strongly
dependent on η10.
The current observations are in agreement with the theretical predictions as it can be seen in the Figure
1.8
Figure 1.7: Reaction chains occured during the BBN [33].
1.4.3. Accelerating Universe and Supernovae
In the local Universe there exists a linear relation between the distance to a galaxy and its recession velocity
due to the cosmos expansion as dictated by Hubble’s law [2]. This linear relation is not valid for higher redshifts,
and furthermore, in 1998, while measuring distances to type Ia supernova, it was discovered that the Universe
was undergoing accelerating expansion. One of the most recent measurements of the Hubble diagram using
supernovae is depicted in Figure 1.9. We can measure distances using luminosities of supernova explosions. It is
known that the luminosity of type Ia supernova explosions has a standarizable evolution. For this reason, they
are standard candles. This evolution can be used to measure distances and to infere cosmology. The supernovae
Ia Hubble diagram led to the discovery of dark energy, and gave basis for the formulation of ΛCDM, which,
obviously describes very well these measurements.
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Figure 1.8: Relative abundances of light elements depending on the value of ΩBh
2. Theoretical predictions are
the dark colored lines, light horizontal lines correspond to measurements and the light vertical line corresponds
to the ΩBh
2 value measured by Planck [15]. As it can be seen, the predictions are in good agreement with the
observed values.
1.4.4. Cosmological parameters
ΛCDM relies on six independent parameters: the physical baryon density Ωb, the physical dark matter den-
sity Ωcdm, the dark energy density ΩΛ, the scalar spectral index ns, the curvature fluctuation amplitude ∆
2
R,
and the reionization optical depth τ . The values of these parameters (depicted in Figure 1.10) are not predicted
by theory, although, most versions of cosmic inflation predict ns < 1. From these parameters, the other model
values, including the Hubble constant H0 and the age of the Universe t0 can be calculated. The current best-fit
values for these and other parameters can be found in table 1.1. Combination of SN from SNLS [34] and SDSS-II
[35], BAO from [36], [37], and [38] CMB from Planck 2013 data [39], and CMB polarization from WMAP [19]
are depicted in Figure 1.11. This combination results in a χ2/ndof = 684.1/738, or equivalently, p = 0.922 [20].
From these six parameters it is possible to derive other parameters such as Ωk or H0. There are exten-
sions to ΛCDM. For example, the wCDM model, where dark energy evolution is parametrized by the ratio
between pressure and density. In these models, w is parametrized as w(a) = w0 + (1 − a)wa. If w0 = −1 and
wa = 0 we recover the cosmological constant case. These parameters describe properties of dark matter and
dark energy in the Universe, two mysterious components that we are going to describe in the next sections.
16 CHAPTER 1. THE STANDARD MODEL OF COSMOLOGY: ΛCDM
Figure 1.9: Hubble diagram with the best-fit ΛCDM cosmology for a fixed H0 = 70 km s
−1 Mpc−1 is shown in
black. Figure from [20].
Parameter WMAP9+BAO+H0 Planck 2015
Ωbh
2 0.02266± 0.00043 0.02230± 0.00014
Ωch
2 0.1157± 0.0023 0.1188± 0.0010
ΩΛ 0.712± 0.010 0.6911± 0.0062
109∆2R 2.427
+0.078
−0.079 2.142± 0.049
ns 0.971± 0.010 0.9667± 0.0040
τ 0.088± 0.013 0.066± 0.012
Table 1.1: Best-fit values for cosmological parameters from WMAP [19] and Planck [15].
1.4.5. Dark matter
In the Standard Model of cosmology the so-called dark matter plays a major role. Most of the matter in
the Universe has this nature. The concept of dark matter originally arises to solve the problem of the rotation
velocity of galaxies among others (see Figure 1.12). Fritz Zwicky in 1933 [40] applied the virial theorem to the
Coma cluster and found that the total mass was 400 times bigger than the observable mass. However, it was
not until the 1980s, when it was well-established that galaxies were dark-matter dominated by observations of
Vera Rubin [41]. These observations were made in the late 1960s and early 1970s.
Galaxy and structure formation and CMB put constraints on the nature of dark matter. It should be composed
of non-relativistic particles, this is the so-called cold dark matter. The fundamental constituents of dark matter
are still unknown, but there are many candidates:
Massive compact halo objects (MACHOs): These are objects composed by baryonic matter which emit
little or no light such as unassociated planets, neutron stars and black holes. BBN and gravitational
lensing studies allow MACHOs to be only a small fraction of the total dark matter.
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Planck Collaboration: Cosmological parameters
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Fig. 6. Comparison of the base ⇤CDM model parameter constraints from Planck temperature and polarization data.
and HFI 353GHz maps as polarized synchrotron and dust tem-
plates, respectively. These cleaned maps form the polarization
part (“lowP’ ) of the low multipole Planck pixel-based likeli-
hood, as described in Planck Collaboration XI (2015). The tem-
perature part of this likelihood is provided by the Commander
component separation algorithm. The Planck low multipole like-
lihood retains 46% of the sky in polarization and is completely
independent of the WMAP polarization likelihood. In combina-
tion with the Planck high multipole TT likelihood, the Planck
low multipole likelihood gives ⌧ = 0.078 ± 0.019. This con-
straint is somewhat higher than the constraint ⌧ = 0.067 ± 0.022
derived from the Planck low multipole likelihood alone (see
Planck Collaboration XI 2015, and also Sect. 5.1.2).
Following the 2013 analysis, we have used the 2015 HFI
353GHz polarization maps as a dust template, together with the
WMAP K-band data as a template for polarized synchrotron
emission, to clean the low-resolution WMAP Ka, Q, and V
maps (see Planck Collaboration XI 2015, for further details). For
the purpose of cosmological parameter estimation, this dataset
is masked using the WMAP P06 mask that retains 73% of
the sky. The noise-weighted combination of the Planck 353-
cleaned WMAP polarization maps yields ⌧ = 0.071 ± 0.013
when combined with the Planck TT information in the range
2  ` <⇠ 2508, consistent with the value of ⌧ obtained from
the LFI 70GHz polarization maps. In fact, null tests described
in Planck Collaboration XI (2015) demonstrate that the LFI and
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Figure 1.10: Base ΛCDM parameter constraint contours for Planck [15].
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Figure 1.11: Cosmological parameter constraints combining WMAP CMB polarization, Planck CMB
anisotropies, SN and BAO from [20].
Figure 1.12: Measurements of NGC 3198 rotational speed of stars from [42] (left) and NGC 3198 galaxy (right).
Robust associations of massive baryonic objects (RAMBOs): These are clusters of white and brown dwarfs.
They only could be a small fraction of the total dark matter for the same reason as MACHOs [43].
New particles: There are many candidates from the particle physics point of view. The most plausible
candidates are WIMPs (Weakly Interactive Massive Particles) and axions.
There are many experiments to explore the nature of dark matter, that can be split into three categories:
1. Direct detection: These experiments are usually located at underground laboratories to minimize the
cosmic ray background. They try to detect interactions from dark matter particles (most of them use
WIMPs as candidates for modelling) with a particular nucleus. They use cryogenic (CDMS [44] among
others), or noble liquid detectors (for example ArDM [45]) as well as, NaI crystals (DAMA/LIBRA) or
CaF2 (CANDLES).
2. Indirect detection: These experiments look for products from dark matter annihilation or decay. These
processes could be detected indirectly through an excess of gamma rays, antiprotons or positrons emanating
from regions of high dark matter density. In this category we can find AMS [46], Fermi Gamma-Ray Space
Telescope [47], PAMELA [48], MAGIC, CTA, among others.
3. Production in laboratory: Some SUSY models predict dark matter particles that could be potentially
detected in the following years of operation of the LHC [49]. For example, in the case of WIMPs, since
they are weakly interacting and neutral, they are not expected to produce any discernible signal in LHC
detectors. However, their presence in an event would be inferred from an imbalance of the total momentum.
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Figure 1.13: Strong gravitational lensing observed by the Hubble Space Telescope (HST) in Abell 1689.
There is an international effort dedicated to the search of dark matter. It is expected that many of these
candidates will be found or excluded in the next 10 years.
1.4.6. Dark energy
The last ingredient to enter in the cosmological recipe and also the most mysterious is dark energy. Most of
Universe’s energy density is in the form of dark energy, i.e., it is the most abundant component. The nature of
dark energy is unknown. We only know that it behaves like a negative pressure being the ultimate responsible
of the accelerated expansion of the Universe. Its properties are compatible with being the vacuum energy, but
all of the predictions from particle physics theories fail to match their expected value with the observations by
tens of orders of magnitude. However, all current data are perfectly described by dark energy being the cosmo-
logical constant (w = −1), although sensitivity is still limited. There exist many other proposals to explain the
nature of the dark energy such as phantom dark energy (w < −1), quintessence (−1 < w < −1/3), where w
is the equation of state parameter and was defined in equation 1.20. Current experiments like DES and future
experiments such as LSST or Euclid will try to clarify its nature.
The dark energy equation of state is generally parametrized as:
w = w0 + wa(1− a) = w0 + wa z
1 + z
(1.53)
There are other possibilities to explain the nature of the dark energy. For example, there are alternative theories
that state that General Relativity is incomplete at large scales [50].
1.4.7. Probes of dark energy
There are two main approaches to test it: Using geometrical probes, these probes are based on distances
measurements; or using probes based on evolution, these probes are based on measuring the evolution of struc-
20 CHAPTER 1. THE STANDARD MODEL OF COSMOLOGY: ΛCDM
Figure 1.14: Effect of lensing in an image. The left picture corresponds to the unlensed im-
age and the right is the resulting lensed image. Credit: LSST, Smoot Lensing Subgroup
(http://aether.lbl.gov/Weak lensing/weak theory.html)
tures in the Universe.
It was back in 2006 when the Dark Energy Task Force (DETF) identified the four observational techniques
that dominate current and future dark energy experiments [51]. These techniques are:
1. Baryon Acoustic Oscillations (BAO): It constitutes a strong geometrical as a standard ruler. BAO can be
detected in the spatial distribution of galaxies. The BAO technique is sensitive to dark energy through
its evolution with redshift. The physics of BAO will be covered deeper later in this work (2.2).
2. Type Ia supernova observations: Supernova explosions constitute a major geometrical probe by relating
luminosity and distance. This is the most mature technique. Dark energy was discovered using it, and
since then, a large improvement on the precision has been achieved as it is depicted in the Figure 1.9.
3. Galaxy clusters: This method is both a geometrical probe and an evolution probe. The number of galaxy
clusters dNc/dz is sensitive to dark energy through [52]:
d2Nc(z)
dzdΩ
=
c
H(z)
d2A(1 + z)
2
∫ ∞
0
f(M, z)
dnc(z)
dM
dM (1.54)
Where dnc(z)/dM is the cluster density with mass M in comoving coordinates, H(z) is the Hubble
parameter, dA(z) the angular diameter distance (see 1.5) and f(M, z) is the probability of detection.
The main problem of this probe, from the theoretical point of view, is that dnc(z)/dM is not precisely
characterized from first principles and it is usually based on the Press-Schechter formalism [53]. From
the observational point of view, major difficulties are associated to mass calculations and cluster location
procedures.
4. Weak lensing: This is also a geometrical and evolution probe. Light trajectory is perturbed during its
travel towards the observer due to the pressence of mass, thus, galaxy images are altered in shape and in
apparent brightness. This effect is depicted in Figure 1.14. The statistical properties of galaxy shapes are
related to the mass field and to the cosmological parameters [52]. This is one of the most powerful probes
but requires a detailed analysis of data and it is also strongly affected by systematics.
1.5. Distances and redshift
Since most cosmological probes are related to distance measurements it is mandatory to know the relation
between the cosmological models and distances. Let us consider the extension to ΛCDM model wCDM. We can
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rewrite the Friedmann equation as follows:
H(z) = H0
[
Ωm(1 + z)
3 + Ωk(1 + z)
2 + Ωγ(1 + z)
4 + ΩΛ(1 + z)
3(1+w0+wa)e−3wa
z
1+z
]
(1.55)
Where H0 is the Hubble constant, which relates the recessional velocity of galaxies with the distance and it is
generally expressed as:
H0 = 100h Mpc
−1 kms−1 (1.56)
Where h is the adimensional Hubble constant and z is the redshift. Distances in cosmology are generally
measured from redshift. The redshift z of an object is the fractional change of frequency of its emitted light
resulting from the expansion of the Universe:
z ≡ νe
νo
− 1 = λo
λe
− 1 (1.57)
Related to H(z) is the comoving distance. The comoving distance is the distance measured in a comoving frame
of reference, in other words, it factors out the expansion of the Universe giving a distance that does not change
in time due to expansion. It is computed as follows:
dC(z) = χ(z) ≡ c
∫ z
0
dz′
H(z′)
(1.58)
In the case of a flat Universe. For different curvatures we can write:
dM =

dH
1√
Ωk
sinh
(√
ΩkdC/dH
)
Ωk > 0
dC Ωk = 0
dH
1√
|Ωk|
sin
(√|Ωk|dC/dH) Ωk < 0 (1.59)
Where dH is the Hubble distance
dH ≡ c
H0
(1.60)
The angular diameter distance dA is dened as the ratio of an object’s physical transverse size to its angular size.
Thus, an object with a physical transverse size s⊥ substends an angle ∆θ with the following relation:
∆θ =
s⊥
dA
(1.61)
We can also recover information about H(z) if we know the physical radial size of a given object s‖ and the
observed redshift difference ∆z,
H(z) =
c∆z
s‖
(1.62)
And we relate the angular diameter distance with the comoving distance through,
dA =
dM
1 + z
(1.63)
These are the basic ingredients to deal with the ΛCDM model. In the following sections we will explain in detail
some of the most usual tools to study the large-scale structure of the Universe.
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Chapter 2
Large-scale structure of the Universe
Most of the work in this thesis is focused on galaxy clustering, thus, it is necessary to introduce some basic
concepts about the way to characterize the matter distribution in the Universe, its evolution and features.
2.1. The matter distribution in the Universe
Inhomogeneities in the distribution of matter in the Universe give us information about its origin, evolution,
and the nature of its components. Inflationary models predict density perturbations which are generated by
Gaussian quantum fluctuations in a scalar field. Thus, density perturbations are a Gaussian random field [54],
[55] completely described by the power spectrum, P (k), which is defined as follows:
〈δˆ(~k)δˆ(~k′)〉 = (2pi)3δD(~k − ~k′)P (~k), (2.1)
where δD is the Dirac delta and δˆ(~k) is the density contrast defined as:
δˆ(~k) =
ρ(~k)
ρ¯
− 1 (2.2)
where ρ(~k) is the density in Fourier space. We can also write:
δˆ(~r) =
ρ(~r)
ρ¯
− 1 (2.3)
with ρ(~r) the density in real space, and ρ¯ the mean density. We also define the density contrast in real space
and in redshift space similarly. Originally, fluctuations are suppossed to be isotropic, that is, P (~k) only depends
on the modulus of ~k, |~k| = k. As already mentioned, inflation also predicts the functional form of P (k):
P (k) ∝ kns , with ns ∼ 1 (2.4)
This has been confirmed by observations. The most recent measurement, by Planck [15], is: ns = 0.9603±0.0073.
These density perturbations may be modified by amplification due to gravitational instability, pressure, and
dissipation.
There are two standard approaches to deal with density perturbations:
1. The particle free path is short and matter can be described as an ideal fluid.
2. The particles free path is very long (for example when we deal with stars or galaxies) and we assume the
particles moving in the potential φ of a smoothly varying particle density function, thus, we can apply
Vlasov equation [56].
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We will focus on the first case since this work is mainly focused to large scales, where this approximation is very
accurate. The equations for an ideal fluid are:(
∂ρ
∂t
)
~r
+∇~r · ρ~u = 0 (2.5)
ρ
[(
∂~u
∂t
)
~r
+ (~u · ∇~r) ~u
]
= −∇rp− ρ∇~rΦ (2.6)
∇2~rΦ = 4piGρ (2.7)
The ~r subscript indicates the spatial variable is the proper distance ~r and ~u is the proper velocity. So, if we
want to express these equations in terms of peculiar velocity ~v:
~u = a˙~x+ ~v(~x, t) = (a˙/a)~r + ~v (~r/a, t) (2.8)
Defining ~x = ~r/a we can write: (
∂
∂t
)
~r
ρ(~r/a, t) =
∂ρ
∂t
− a˙
a
~x · ∇ρ (2.9)
∇~r · ρ~u = 1
a
∇ · [ρ(~v + a˙~x)] (2.10)
Where ∇ = ∇~x. Decomposing the density as:
ρ(~x, t) = ρb(t)(1 + δ(~x, t)) (2.11)
we can obtain the equations for the non-homogeneous perturbation δ(~x, t) of the homogeneous background
ρb(~x, t). If we sum equations 2.9 and 2.10 we obtain:(
∂
∂t
− a˙
a
~x∇
)
ρb(1 + δ) +
1
a
∇ [ρb (1 + δ) (a˙~x+ ~v)] (2.12)
For the homogeneous part we have:
ρ˙b + 3
a˙
a
ρb = 0 (2.13)
and for the perturbation:
δ˙ +∇ [(1 + δ)~v] = 0 (2.14)
On the other hand, expressing 2.6 in terms of ~x and ~v we obtain:
a¨~x+
∂~v
∂t
+
1
a
(~v · ∇)~v + a˙
a
~v = − 1
ρa
∇p− 1
a
∇
(
φ− 1
2
aa¨x2
)
(2.15)
Where again, we can consider the homogeneous potential Φ and its perturbation, φ = Φ + 12aa¨x
2. Thus, we
obtain the fluid equations in expanding coordinates
∂~v
∂t
+
1
a
(~v · ∇)~v + a˙
a
~v = − 1
ρa
∇p− 1
a
∇φ (2.16)
δ˙ +
1
a
∇ · (1 + δ)~v = 0 (2.17)
∇2φ = 4piGρδ (2.18)
If we calculate the divergence of 2.16 and we take the derivative with respect time 2.17 and add them we get:
∂2δ
∂t2
+ 2
a˙
a
∂δ
∂t
=
∇2p
ρa2
+
1
a2
∇ · (1 + δ)∇φ+ 1
a2
∂2
∂xα∂xβ
[
(1 + δ) vαvβ
]
(2.19)
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2.1.1. Linear approximation
If we assume that the density field is slightly perturbed from the background, i.e.,
δ  1, (vt/d)2  δ (2.20)
where d is the coherence length for spatial variations of δ, v is the characteristic fluid velocity and t ∼ (Gρ)1/2.
The expansion of equations 2.16, 2.17 and 2.19 neglecting non-linear terms transform into
∂2δ
∂t2
+ 2
a˙
a
∂δ
∂t
=
∇2p
ρa2
+ 4piGρδ (2.21)
∂δ
∂t
+
1
a
∇ · ~v = 0 (2.22)
which are the equations that describe the behaviour of the density perturbations in an expanding Universe. The
solution of this equation can be written as:
δ(~x, t) = f1(~x)D1(t) + f2(~x)D2(t) (2.23)
Where D1f1 is the growing mode and D2f2 the decaying mode. We are interested in the growth of structure
so, we focus on the growing mode D1 ≡ D that can be written as [56]:
D(a) =
5
2
ΩMH
2
0H(a)
∫ a
0
da′
[a′H(a′)]3
(2.24)
This expression is normalized to D(a→ 0)→ a. The usual normalization is D(1) = 1. Thus,
D+(a) = D(a)/D(1) (2.25)
In linear theory, each Fourier mode evolves independently, δk(t) ∝ D+(t), and the shape of the power spectrum
is preserved, but its amplitude grows as D2+(t). Thus, we can write:
P (k, t) ∝ knsD2+(t) (2.26)
If we want to relate the power spectrum in this regime with the primordial power spectrum predicted by inflation
we should keep in mind that, at early stages, pressure inhibits the growth of structure on scales smaller than the
distance travelled by an acoustic wave during the free-fall collapse time of a perturbation. If there are collision-
less particles of hot dark matter, they can travel rapidly through the background and this free streaming can
damp away perturbations completely. Radiation and relativistic particles may also cause kinematic suppression
of growth. The coupling of photons and baryons can also cause dissipation of perturbations in the baryonic
component. The net effect of these processes, for the case of statistically homogeneous initial Gaussian fluctu-
ations, is to change the shape of the original power spectrum in a manner described by the transfer function
T (k). The power spectrum P (k, z) is then related to its primordial form P (k) via:
P (k, z) = P (k)T 2(k)D+(z) (2.27)
There are numerical expressions to obtain the transfer function [57], [58] taking all these effects into account.
In practice, the usage of codes such as CAMB [59] and CMBFAST [60] to evaluate this transfer function is the usual
way to work. The actual distribution of matter δM is not accessible, since we observe only the distribution of
galaxies δG. These quantities are related by:
δG = b(k, z)δM (2.28)
Where b(k, z) is known as the bias parameter. Thus, we can write the galaxy power spectrum as follows:
PG(k, z) = b
2(k, z)PM (k, z) (2.29)
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Figure 2.1: Example of power spectrum obtained with CAMB for different redshifts. These curves were computed
for a flat ΛCDM Universe with Planck cosmological parameters.
As aforementioned, the power spectrum gives a full description of a Gaussian random field in the Fourier space
but we are interested in real space. The Fourier transform of the power spectrum is the two point correlation
function ξ(~r).
P (~k, z) =
∫
d3~rξ(~r, z) exp (i~k · ~r) (2.30)
The two point correlation function ξ(~r) is the excess of probability of finding one galaxy pair at a distance ~r
compared to an uniform random field with the same mean density [56]. Thus, the expected number of galaxies
with one galaxy in dV1 and other in dV2 in a field with a mean number of galaxies per unit volume n¯ is:
〈npair〉 = n¯2 [1 + ξ(~r)] dV1dV2 (2.31)
This means that ξ(~r) measures the excess of clustering of galaxies at a separation ~r. If ξ(~r)=0, galaxies are
uncorrelated (randomly distributed). If ξ(~r) > 0, we have clustering, and if ξ(~r) < 0, we have anti-clustering.
The most usual way to normalize the amplitude of the matter perturbations is through the σ8 parameter, which
is defined as the variance of the linear matter density contrast in spheres with a radius R of 8 Mpc h−1 at
redshift 0. This can be calculated as:
σ2R ≡
1
2pi2
∫ ∞
0
k2 |W (kR)|2 P (k, z)dk, where W (kR) ≡ 3sin kR− kR cos kR
k3R3
(2.32)
2.1.2. Correlation function
The two point correlation function ξ(~r) is one of the most used and powerful tools in modern cosmology.
Under the assumption of isotropy, the correlation function can be written just as a function of the distance r,
but there are some effects that make it anisotropic. It is useful to define certain coordinate systems to describe
the correlation function. These coordinates are depicted in Figure 2.2. Given two space positions positions ~x1
and ~x2 of two points of the space the coordinates of the Figure 2.2 are defined as follows:
θ: the angle subtended by both lines of sight.
cos θ ≡ ~x1 · ~x2
x1x2
(2.33)
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Figure 2.2: Different coordinates to describe the 3D anisotropic correlation function.
r ≡ |~x1 − ~x2|: the relative distance between both points.
r ≡
√
x21 + x
2
2 − 2x1x2 cos θ (2.34)
µ: the angle of the separation vector with respect to the line of sight.
µ ≡ (~x1 − ~x2) · (~x1 + ~x2)|~x1 − ~x2| |~x1 + ~x2| =
|x21 − x22|√
x41 + x
4
2 + 2x
2
1x
2
2(1− 2 cos2 θ)
(2.35)
pi: the projection of the separation vector along the line of sight.
pi ≡ rµ ≡ |x
2
1 − x22|√
x21 + x
2
2 + 2x1x2 cos θ
(2.36)
σ: the projection of the separation vector on the plane transverse to the line of sight.
σ ≡ r
√
1− µ2 ≡ 2x1x2 sin θ√
x21 + x
2
2 + 2x1x2 cos θ
(2.37)
The most usual representations are ξ(r, µ) and ξ(σ, pi) but, these are not directly observable quantities.
One must assume an underlying cosmological model to compute them. It is possible to define a coordinate
system based on observable quantities only. We use the difference in redshift of the objects ∆z, and the
angle subtended by both lines of sight θ. It is possible to express the correlation function as a function of
these quantities as ξ(θ,∆z).
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It is also useful, mainly when using photometric redshifts1, to define the angular correlation function ω(θ),
which is just a projection of ξ(~r) onto the sphere:
ω(θ) ≡ 〈δ(nˆ1)δ(nˆ2)〉 =
∫ ∞
0
dz1φ(z1)
∫ ∞
0
dz2φ(z2)ξ(z1, z2, θ) (2.38)
Where φ(z) is the selection function that represents the true redshift distribution of the objects to be projected
on the plane where the correlation function is computed. In the case of having a photometric redshift bin
between zp1 and zp2 [61]:
φ(z) ∝ dN
dz
∫ zp2
zp1
dzp
dNp
dzp
P(zp|z) (2.39)
The angular correlation function is defined in the sphere S2 and thus, we can express it in terms of spherical
harmonics. Given δ(nˆ) a projection of the density fluctuations in the line of sight direction nˆ defined by:
δ(nˆ) =
∫
dzφ(z)δ(nˆ, z) (2.40)
It can be decomposed as:
δ(nˆ) =
∑
l≥0
l∑
m=−l
almYlm(nˆ) (2.41)
where Ylm are the spherical harmonics and the alm verify [62]:
〈almal′m′〉 = δKll′δKmm′Cl (2.42)
Thus,
Cl =
1
2l + 1
l∑
m=−l
a2lm (2.43)
and we can express the angular correlation function as a sum of Cl [62]:
ω(θ) =
∑
l≥0
(
2l + 1
4pi
)
Pl(cos θ)Cl (2.44)
where Pl are the Legendre polynomials of order l. Equivalently [62]:
Cl =
1
2pi2
∫
4pik2dkP (k)Φ2l (k) (2.45)
Where:
Φl(k) =
∫
dzφ(z)D(z)jl(kr(z)), (2.46)
and jl are the spherical Bessel functions of order l. The Cl play the role of the power spectrum for the projected
quantities. They are the angular power spectrum. The spherical harmonics formalism is very useful because,
under the assumption of Gaussian fluctuations, the alm coefficients follow a Gaussian distribution and the Cl
are uncorrelated [62], so,
Covll′ = Var(Cl)δ
K
ll′ = 2
C2l
2l + 1
(2.47)
1The photometric redshift is an estimation of the redshift using photometry instead of spectroscopy. It provides a faster redshift
estimation but with a higher uncertainty and thus, we lose some information along the line of sight, but on the other hand, we have
larger statistics. This technique is used in surveys such as DES.
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Figure 2.3: Schematic representation of effects due to Redshift Space Distortions (RSD) [64].
If we observe only a fraction of sky fsky the covariance of the correlation function will be given by [62]:
Covθθ′ =
2
fsky
∑
l≥0
2l + 1
(4pi)2
Pl(cos θ)Pl(cos θ
′)
(
Cl + δ
D(θ − θ′) 1
n¯
)2
(2.48)
Where n¯ is the number of objects per steradian and represents the Poisson noise contribution.
2.1.3. Redshift space distortions
In astronomy, distances to objects are determined using their luminical information, i.e., we cannot directly
measure distances to galaxies. The most usual technique to determine distances is the redshift measurement.
The redshift of one galaxy will be a combination of the redshift due to the cosmic recession and its redshift due
to the peculiar velocity. In redshift space we have:
~s(~r) = ~r − vr(r)~r
r
(2.49)
Where ~s is the position in redshift space of an object, ~r is the real space position of that object with the
observer at the origin, and vr is the radial component of the peculiar velocity of that object. Thus, two galaxies
at the same distance have different redshifts if they have different velocities. At low scales objects will appear
elongated. This effect is known as Finger of God (FOG) [63]. On the other hand, when we are dealing with
large scales, the galaxies appear to be closer to each other due to their coherent peculiar velocities induced by
gravitational collapse. This translates to a stretching of structures at large scales, this is known as the Kaiser
effect [63]. These effects can be seen in Figure 2.3 [64].
If we assume that the patch of the Universe where clustering is measured is sufficiently far away, that the
line-of-sight is approximately constant (Kaiser approximation), the effect can be modelled as [63]:
Ps(k) =
(
1 + βµ2k
)2
P (k), (2.50)
where the subscript s denotes redshift space, µk = cos θ in this space, and β is proportional to the velocity
growth factor, f , and to the galaxy bias:
β =
f(z)
b(z)
≡ 1
b(z)
d lnD+
d ln a
(2.51)
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Figure 2.4: Effect of RSD in the correlation function along the line-of-sight and the transverse directions as
measured for SDSS-III DR11 galaxies in [66].
f(z) is usually parametrized as f(z) ≈ Ωγm(z), where γ is the gravitational growth index. For the General
Relativity case γ = 0.55 [56].
A useful expansion is [65]:
(
1 + βµ2k
)2
=
[
1 +
2
3
β +
1
5
β2
]
P0(µk) +
[
4
3
β +
4
7
β2
]
P2(µk) + 8
35
β2P4(µk) (2.52)
where Pl are the Legendre polynomials of degree l. Moreover, we can write ξ(~r) in terms of (r, µ) and expand
the correlation function in terms of the Legendre polynomials as follows,
ξ(r, µ) =
∑
l
ξl(r)Pl(µ) (2.53)
ξl is defined as:
ξl(r) =
il
2pi2
∫
dkP (k)k2jl(kr), (2.54)
where jl(kr) is the spherical Bessel function of order l. Thus, the redsfhift space correlation function including
Redshift Space Distortions can be written as:
ξs(r, µ) = b(z)
2
{[
1 +
2
3
β +
1
5
β2
]
P0(µ)ξ0(r) +
[
4
3
β +
4
7
β2
]
P2(µ)ξ2(r) + 8
35
P4(µ)ξ4(r)
}
(2.55)
The effect in the correlation function consists in the stretching that can be seen in the Figure 2.4.
2.1.4. Non-linear clustering
New generation galaxy surveys give an unprecedented statistical power and allow us to reach very low scales.
At these low scales (∆l ≡ 4pik3P (k)l ≥ 1) we are entering the extremely nonlinear regime. The non-linear terms
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that we have neglected in the fluid equations, start to be sizeable. There are many different approaches to deal
with this. The standard perturbation theory expands the power spectrum:
P (k, z) = D2+(z)P0(k)T
2(k) + P1loop(k, z) + P2loop(k, z) + · · · (2.56)
Where P1loop and P2loop are higher order corrections. This expansion is valid at large scales where fluctuations
are small, but it breaks down when approaching this nonlinear regime if truncation is present. There exists
another approach called Renormalized Perturbation Theory (RPT) [67]. This approach is represented by Feyn-
man diagrams constructed in terms of the initial conditions, i.e., perturbation spectrum, the vertex describing
nonlinearities and the propagator describing the linear evolution. The corrections to the linear spectrum orga-
nize themselves into two classes of diagrams, one class corresponding to mode-coupling effects, and the other
one to a renormalization of the propagator. Unlike the standard perturbation theory, this approach has as an
advantage that each term in the remaining mode-coupling series dominates at some characteristic scale and is
subdominant otherwise. The power spectrum can be written as [67]:
P (k, z) = G2(k, z)Plinear(k) + PMC(k, z) (2.57)
where G(k, z) is known as the propagator and PMC is the mode coupling term. We can write:
G(k, z) =
〈δ(k, z)δ0(k′)〉
P0(k)
= D+(z)− f(k)D3+(z) + · · · (2.58)
f(k) is [67]:
f(k) =
∫
1
504k3q5
[
6k7q − 79k5q3 + 50q5k3 − 21kq7 + 3
4
(k2 − q2)3(2k2 + 7q2) ln |k − q|
2
|k + q|2
]
P0(q)d
3q (2.59)
In the low-k limit G(k, z) can be written as:
G(k, z) ≈ D+(z)
(
1− 61
210
k2σ2vD
2
+(z)
)
, (2.60)
with σv defined as:
σ2v ≡
1
3
∫
d3q
P0(q)
q2
(2.61)
In the large-k limit [67]:
G(k, z) ≈ D+(z) exp
(
−1
2
k2σ2v (D+(z)− 1)2
)
(2.62)
In this approach we can rewrite the correlation function as:
ξ(r, z) =
[
G2 ⊗ ξ0
]
(r, z) + ξMC(r, z) (2.63)
The term ξMC is computed using mode-coupling diagrams in perturbation theory as described in [67]. Since G
is approximately Gaussian in Fourier space, it induces an attenuation of any feature in the correlation function
and a displacement of the local maximum of the correlation function2. The mode coupling term also induces a
displacement of the maximum but is much lower [68] as it can be seen in Figure 2.6.
In practice, a common approach to deal with nonlinearities is to resort to HALOFIT [69]. This is a fitting for-
mula based on a suite of high-resolution N -body simulations and decomposes the dimensionless power-spectrum
∆2(k) = k3P (k)/(2pi2) as:
∆2(k) = ∆2Q(k) + ∆
2
H(k) (2.64)
2This maximum is due to the Baryon Acoustic Oscillations that will be introduced later in this chapter (see section 2.2
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Figure 2.5: Power spectrum (left) and correlation function (right) for dark matter in ΛCDM cosmology at
z = 0. Black line corresponds to the linear prediction, blue line is the non-linear including Mode Coupling
terms (green) and propagator terms (red).
Figure 2.6: Displacement of the local maximum for different redshifts due to nonlinearities. Red line is non
linear theory and blue dashed line corresponds to linear theory.
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The first term is called the two-halo term that dominates at large scales, whereas the second term is referred to
as the one-halo term that is important at small scales. The two-halo term ∆2Q(k) is given by [69]:
∆2Q(k) = ∆
2
L(k)
[(
1 + ∆2L(k)
)βn
1 + αn∆2L(k)
]
e−f(y) (2.65)
where the subscript L stands for linear,
f(y) =
y
4
+
y2
8
(2.66)
and y is the dimensionless wavenumber y = k/kσ. The nonlinear scale k
−1
σ is defined by
σ2(k−1σ ) = 1 with σ
2(R) =
∫
d ln k∆2L(k)e
−k2R2 (2.67)
The one halo term is [69],
∆2H(k)
∆′2H(k)
1 + µny−1 + νny−2
with ∆′2H(k) =
any
3f1(Ωm)
1 + bnyf2(Ωm) + [cnf3(Ωm)y]
3−γn (2.68)
The parameters an, bn, cn, γn, αn, βn, µn and νn are given by polynomials as functions of the effective spectral
index neff and the curvature C defined as
neff + 3 = − d lnσ
2(R)
d lnR
∣∣∣∣
σ=1
, C = − d
2 lnσ2(R)
d lnR2
∣∣∣∣
σ=1
(2.69)
The best fit parameters for these expressions can be found at [69].
2.2. Baryon Acoustic Oscillations
In the early Universe, before recombination and decoupling, the Universe consisted of a hot plasma of
photons and baryons which were tightly coupled. The competing forces of radiation pressure and gravity set up
oscillations in the baryon-photon fluid. These are the so-called Baryon Acoustic Oscillations (BAO). When the
plasma ionized, the mean free path for a photon was much smaller than the horizon of the Universe. Photons
behave just like a fluid coupled to charged particles and the photon perturbation Θ obeys Boltzmann’s equations.
In this situation the perturbation can be written as [65]:
Θ˙0 + kΘ1 = −Φ˙ (2.70)
Θ˙1 − kΘ0
3
=
kΨ
3
+ τ˙
[
Θ1 − ivb
3
]
(2.71)
Where Θ0 and Θ1 are the monopole and the dipole of the photon perturbations, τ the photon mean free path
and vb the velocity of baryons. Ψ is the perturbation to the Newtonian potential and Φ the perturbation to the
spatial curvature. We have also the velocity equation for baryons given by [65]:
vb = −3iΘ1 + R
τ˙
[
v˙b +
a˙
a
v −b +ikΨ
]
(2.72)
at which R = 3ρb/4ργ . This term can be approximated by:
vb ≈ −3iΘ1 + R
τ˙
[
−3iΘ˙1 − 3i a˙
a
Θ1 + ikΨ
]
(2.73)
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From these equations we obtain:
Θ˙1 +
a˙
a
R
1 +RΘ1 −
k
3(1 +R)Θ0 =
kΨ
3
(2.74)
differentiating equation 2.70 and inserting in the last expression we obtain:
Θ¨0 + k
[
kΨ
3
− a˙
a
R
1 +RΘ1 +
k
3(1 +R)Θ0
]
= −Φ¨ (2.75)
Finally using equation 2.70 we have:
Θ¨0 +
a˙
a
R
1 +R Θ˙0 + k
2c2sΘ0 = −
k2
3
Ψ− a˙
a
R
1 +R Φ˙− Φ¨ ≡ F (k, η) (2.76)
F (k, η) is the forcing function (function of k and the conformal time η) and cs is the sound speed given by:
cs = c
√
1
3(1 +R) (2.77)
In the case of a baryon-free relativistic fluid cs = c/
√
3. Hence, we have acoustic waves propagating within
the plasma until photons and baryons decouple. When the temperature of the Universe drops off to 3000 K,
baryonic matter starts recombination to create neutral atoms and radiation decouples from baryons. Moreover,
acoustic waves freeze at a distance given by the acoustic horizon. Baryon overdensity attracts dark matter also
by gravitational interaction but photons stream away freely, and thus, we will have an excess of probability of
finding objects at the sound horizon distance. This process is depicted in Figure 2.7. Given the sound speed of
the equation 2.77 we have that the acoustic horizon is given by:
rs(zdec) =
c√
3
∫ 1/(1+zdec)
0
da
a2H(a)
√
1 + (3Ωb/4Ωγ)a
Mpc h−1 (2.78)
at which zdec is the redshift at decoupling and is analitically described by [58]:
zdec = 1291
(Ωmh
2)0.251
1 + 0.659(Ωm)0.828
[
1 + b1
(
Ωbh
2
)b2]
(2.79)
b1 = 0.313
(
Ωmh
2
)−0.419 [
1 + 0.607
(
Ωmh
2
)0.674]
(2.80)
b2 = 0.238
(
Ωmh
2
)0.223
(2.81)
The BAO overdensity translates to a bump or peak in the correlation function at the sound horizon distance
rs ≈ 110 Mpc h−1 (See Figures 2.6, 2.4). As aforementioned, those oscillations froze out after recombination
and, hence, the BAO scale constitutes a standard ruler, since it is constant in comoving coordinates and we
can use it in order to test the geometry of the Universe. The BAO is a three-dimensional process, hence, it is
possible to measure the BAO scale in 3D, both in the angular and in the radial directions. If we are able to
measure angular and radial BAO scale for different epochs, we can also trace the evolution of the Universe (see
Figure 2.8). This bump in the correlation function translates into wiggles in the power spectrum (see Figure
2.1).
Status of the BAO measurement
The first significant detection of the BAO signal using the distribution of galaxies was made by Eisenstein
et al. in 2005 [70] using 46748 Luminous Red Galaxies (LRGs) from SDSS project. Since then, many other
measurements have been made [71], [72], [73]. The first measurement of BAO using photometric information
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Figure 2.7: Starting with a perturbation (top panel) baryons (left panels/blue in the plots at the right) and
photons (center panels/red in the plots at the right) are coupled and the pressure drives out the sound wave.
Photons and baryons travel together until decoupling (third panel). Then photons stream away freely (bottom
panel). Figure from Martin White.
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Figure 2.8: Status of the angular and radial BAO measurement and evolution of theses scales with redshift.
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was made by Padmanabhan et al. using SDSS DR3 [74] and there are also measurements of BAO from quasars
using the Lyman-α forest [75]. Today, a precise diagram of distance versus redshift has been built up to z ∼ 0.7
which can be seen at Figure 2.8. Future galaxy surveys will extend this until z ∼ 1.5. This is going to be one of
the main cosmological probes of the Dark Energy Survey (DES). Using quasars complementary measurements,
this diagram can be extended up to z ∼ 2. We have introduced the underlying theory to study the Large Scale
Structure (LSS) of the Universe and, in the following chapter, we will present and test to probe it.
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Chapter 3
LSS with Galaxy Surveys: Simulations
In this chapter the different methods developed to study the Large Scale Structure of the Universe are
presented as well as their implementation in galaxy surveys. First we show the study of a model independent
way to extract the radial and angular BAO. Afterwards, we present a method to test the Cosmological Principle
in photometric redshift galaxy surveys. We also present a study of the angular BAO, and finally, we introduce a
method to study ω(θ) and extract cosmological information oriented to DES. The latter study will be repeated
with real DES data in the next chapter.
3.1. Baryon Acoustic Oscillations: MICE
In the preceding chapters we have described the power and robustness of the Baryon Acoustic Oscillation
scale measurement. Since it is a fixed scale in comoving distance and consitutes a standard ruler, it is a powerful
tool for cosmology. However, the most usual approach to measure BAO is through the assumption of a fiducial
cosmology. This has the inconvenience of being model-dependent. In this context we developed a new tech-
nique to extract the BAO scale from galaxy surveys. We describe in this section, this novel technique for the
radial BAO and combine it with a similar, model-independent approach for the angular BAO. The combined
constraining power on cosmological parameters is compared with the standard method used in the literature.
3.1.1. Introduction
We have developed and tested a new, model independent method to recover the radial BAO scale [76] using a
large N-body simulation capable of reproducing the geometry (e.g. area, density and depth) and general features
of a large galaxy survey. The simulated data were kindly provided by the MICE project team, and consisted of
a distribution of dark matter particles (galaxies, from now on) with the cosmological parameters fixed to a flat
ΛCDM model with Ωm = 0.25, ΩΛ = 0.75, Ωb = 0.044, and, ns = 0.95. The redshift distribution of the galaxies
is shown in Figure 3.1. The simulation covers one octant of the full sky in the redshift range 0.1 < z < 1.5, and
contains 55 million galaxies in the lightcone. This simulation 1, has a comoving size Lbox = 3072 h
−1 Mpc and
more than 8× 109 particles (mp = 2.3× 1011h−1M). More details about this simulation can be found in [77],
[78] and [79]. The simulated catalog contains the effect of redshift space distortions, fundamental for the study
of the radial BAO scale. Data with similar characteristics are expected in future large galaxy surveys, such as
DESI [80] or EUCLID [81].
The main challenge for this radial BAO determination resides in the fact that this measurement needs a very
large survey volume. We tried to extract the radial BAO peak from catalogs with smaller areas (200, 500 and
1000 sq-deg), finding a very small significance, or no detection at all in most cases. This is due to the fact
1http://www.ice.cat/mice
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Figure 3.1: N(z) in the used MICE catalog. The simulation contains 55 million galaxies in the redshift range
0.1 < z < 1.5. The vertical dashed lines show the limits of the redshift bins used in the analysis.
that the statistical error related to the cosmic variance is specially large for the radial correlation function, and
therefore it can only be reduced by increasing the volume explored.
It is in this light that we divided the catalog in four different redshift bins. These bins are large enough to
enclose a big volume but, not too large in order to avoid a large projection effect [76]. We apply the method
described in [76] for each bin and obtain the correlation functions using the Landy-Szalay estimator [82]. We
count pairs of galaxies within certain radial separation, this radial separation it’s just the redshift difference of
two collinear galaxies in a given redshift bin. The corresponding results are shown in Figure 3.3. We have used
an angular pixel with a size of 0.25 square degrees, in order to retain enough number of galaxy pairs in the
collinear direction. The generation of the random catalog is made taking into account the N(z) distribution of
objects in the simulation. The reason behind this choice is that, if we don’t consider the N(z) distribution, we
are introducing a false structure (induced by the underlying distribution) that would bias the results. Then, we
fit these points to the sum of two exponentials and a Gaussian around the BAO peak:
ξ‖(∆z) = A+Be−C∆z +De−E∆z + Fe
− (∆z−∆zBAO)2
2σ2 (3.1)
Errors have been computed using two different approaches. The first one relies in the theoretical expression in
equation 3.2 [76]:
Cξ‖(pi1, pi2) ≡
1
pi2
∫ ∞
0
dk‖ ¯cos(k‖pi1) ¯cos(k‖pi2)
[
P‖(k‖,∆σ)
]2
, (3.2)
This equation is just a generalization of the Gaussian errors presented in chapter 2. This estimate relies on
the model used for the computation, but we expect little variation of the error with the cosmological model.
The other one, is using many realizations, dividing the total area in patches of different sizes and computing
the corresponding dispersions and covariance matrices. This method can be applied in real data and also,
keeps the analysis fully model independent. We have then obtained the error for the total area, scaling this
estimates to the full area of the measurement. Both determinations agree in the region of interest for the BAO
scale measurement, as shown in Figure 3.2. There is a disagreement for small scales, which is coming from
the incomplete description of the non-linearities in the theoretical calculation, where the mode-mode coupling
effects are neglected, and from boundary effects in the realizations. The statistical significance of the BAO
observation is computed by measuring how different is the F parameter of the fit from zero using its statistical
error. In the first bin it is very low (∼ 1.4σ) and it is consequently not considered in the cosmological analysis.
This is due to the combination of two factors: on the one hand, the large cosmic variance for lower redshifts
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Figure 3.2: Comparison of the different estimates of the error in the radial correlation function are shown. The
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the total error are shown. They come from Poisson shot noise (dotted line) and cosmic variance (dashed line).
The contribution of the Poisson shot noise is non-negligible.
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Figure 3.3: Radial correlation functions measured in the MICE simulation for the 4 redshift bins, for an angular
pixel of 0.25 sq-deg, compared with the proposed parametrization (solid line). The statistical significance of the
BAO detection in the first bin is very low, thus, it is not used in the cosmological analysis.
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Figure 3.4: Measured radial BAO scale as a function of the redshift in MICE. Dots are the nominal bins and
triangles correspond to displaced bins, and are measured only as a cross-check. All measurements are in good
agreement with the theoretical prediction (solid line).
and, on the other hand, the large projection effect. The measured values of the BAO scale as a function of
the redshift can be seen in Figure 3.4 as dots. The results for three alternative bins shifted with respect to the
nominal ones are also shown as triangles. These have not been used to obtain cosmology results, since they
are fully correlated with the red ones. They are only shown for illustration and verification purposes. We have
used in this analysis the center of the redshift bin to obtain the prediction of the model, although what is really
observed is the average within the bin. We have verified that they are very close if the N(z) distribution is
smooth, as it is in this case.
3.1.2. Systematic Errors
Systematic error estimation is one of the key elements for every analysis. We estimated those systematic
uncertainties that affect the determination of the radial BAO scale using this method. There is one specific
systematic effect associated to the method, which is coming from the size of the angular pixel which defines
what we call collinear galaxies. Other systematic errors are generic and will be present in any determination
of the BAO scale: the influence of the non-linearities, the starting and end point of the fit to the correlation
function and the possible influence of the galaxy bias in the measurement.
Size of the Angular Pixel
The specific systematic error associated to this method is the possible influence that the size of the angular pixel
has on the determination of the radial BAO scale, since it determines which galaxies are considered collinear
in the analysis. The effect of different pixel sizes on the radial correlation function can be seen in Figure 3.5.
The radial correlation function clearly changes on small scales, but this effect does not change the position of
the BAO peak (Figure 3.5). These small scale effect comes from the smoothing of the correlation function due
to the inclusion in the calculation of galaxy pairs which are not exactly collinear. For a larger angular pixel,
the effect is larger. However, the scale where this effect acts is fixed by the angular pixel size, which is very far
away from the BAO scale, that remains, therefore, unaffected, since the parametrization is able to absorb the
change in the slope of the function.
In order to quantify this influence on the determination of the BAO scale as a systematic error, we have repeated
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Figure 3.5: Effect of the angular pixel size on the radial correlation function. The finite size of the angular
pixel induces a change on the slope of the correlation function at small scales (top), but when a zoom around
the position of the BAO peak is done, it is clear that this effect does not change the position of the BAO peak
(bottom). The effect is shown for pixels of sizes 0.0309 (stars), 0.0625 (squares), 0.25 (crosses) and 1 (dots)
square degrees. The 0.25 sq-deg pixel has been used to obtain the cosmological parameters. The change in the
slope arises from the smoothing effect produced by the inclusion in the calculation of galaxy pairs which are
not exactly collinear. This effect does not affect the determination of the BAO scale.
the full analysis for different pixel sizes. The obtained results are shown in Figure 3.6. The radial BAO scale
is recovered with high precision for any angular pixel size, even for sizes as large as 1 square-degree, which
corresponds to a range of two orders of magnitude. The associated systematic error can be estimated to be
δ(∆zBAO) = 0.20%, much smaller than the statistical error for the nominal pixel size of 0.25 sq-deg, which is
shown as error bars.
Non-linearities
Another systematic effect is the error due to the uncertainty in the goodness of the parametrization for
different theoretical effects (non-linearities at the scale of the BAO peak). This value has been computed
obtaining a global error of 0.10%. This was estimated in a conservative way as the difference between the
∆zBAO measured using linear and non-linear ξ‖(∆z), for the same redshift bins of the analysis. Non-linearities
are computed using the RPT formalism [67], excluding mode-mode coupling, since it only affects small scales,
far enough from the BAO scale. The contribution of these uncertainties to the systematic error can be estimated
as δ(∆zBAO) = 0.10%.
Galaxy Bias
The galaxy bias can influence the determination of the BAO scale only through the changes in the goodness of
the parametrization of the correlation function for different biases. To estimate the contribution of the galaxy
bias, we have repeated the analysis with different values of the bias, to obtain the propagation of the uncertainty
in the galaxy bias for the selected galaxy population to the measured value of the radial BAO scale. The influence
on the peak position is small, and we can estimate the associated systematic error as δ(∆zBAO) = 0.15%.
Moreover, we have tested the effect of a scale dependent bias, introducing artificially the effect in the correlation
functions, using an approximate Q-model [83]. The bias variation with ∆z in the fitted region of ξ‖(∆z) ranges
from 1% to 6%, but the measurement of the BAO scale is insensitive to these changes. We estimate the
systematic error in the presence of a scale dependent bias as δ(∆zBAO) = 0.20%.
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Figure 3.6: Variation of the radial BAO scale determination as a function of the angular pixel size for different
redshifts. Results are stable, and the maximum variation is always of a few parts per mille, very well below 1%,
even if the range in pixel sizes covers two orders of magnitude. The error bars indicate the size of the statistical
error for the nominal pixel size of 0.25 sq-deg, including Poisson shot noise and cosmic variance, for the used
simulation, that covers 1/8 of the sky.
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Figure 3.7: ∆zBAO evolution as a function of the starting and end point of the fitted region. Results are stable,
confirming that the systematic error is small. The error bars indicate the size of the statistical error, including
Poisson shot noise and cosmic variance, for the used simulation, that covers 1/8 of the sky.
Starting and End Point of the Fit
To compute the systematic error associated to the parametrization method, we used theoretical radial correlation
functions with the same bin widths and central redshifts as those in the analysis of the MICE simulation. The
error associated to the method comes from the possible influence in the obtained ∆zBAO of the range of ∆z
used to perform the fit. To evaluate the error, we have varied this range for the 3 redshift bins where we have
a significant detection of the BAO scale, and performed the fit for each range.
We should choose a starting point at angles smaller than the BAO peak, where physics are determined by
non-linearities, and an end point after the peak, beyond the effects of cosmic variance may be relevant. By
varying these two points we can study how much the result varies with this decision. Results can be seen in
Figure 3.7, where the obtained ∆zBAO is shown for different starting points and end points of the fit, for the
3 redshift bins. In all cases, the uncertainty is of the order of 0.1%. We assign this value as the associated
systematic error. This uncertainty is much smaller than the statistical error, including Poisson shot noise and
cosmic variance, which is depicted as error bars.
Total Systematic Error
The different sources of the systematic errors are completely independent, and therefore, we can compute the
total systematic error by summing quadratically these contributions, resulting on a value of δSY S(∆zBAO) =
0.33%.
There are some other potential systematic errors, the gravitational lensing magnification, which introduces
a small correlation between redshift bins, or those mainly associated to the instrumental effects which could
affect the used galaxy sample. However, these effects are expected to be much smaller than the considered ones
and we have neglected them in this analysis.
3.1.3. Cosmological Constraints
The evolution of the measured radial BAO scale, including the systematic errors, with redshift is shown in
Figure 3.4. The cosmological model of the simulation is the solid line. The recovered BAO scale is perfectly
compatible with the true model, demonstrating that the method works.
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Figure 3.8: Contours at 1σ, 2σ and 3σ C. L. on the plane (w0, wa) (left) and on the plane (ΩM , w0) (right)
obtained from the analysis of the radial BAO scale. The dot shows the value of the parameters for the MICE
cosmology. No combination with any other cosmological probe is included. The other parameters have been
fixed to the values of the MICE cosmology.
When these measurements are translated into constraints on the cosmological parameters, we obtain the
results depicted in Figure 3.8, where the contours for 1σ, 2σ and 3σ C. L. in the (w0, wa) plane are shown at the
left panel. The right panel shows the same contours in the (ΩM , w0) plane. To obtain the constraints on the
cosmological parameters, we have performed a χ2 fit to the evolution of the measured radial BAO scale with
the redshift to the model,
∆zBAO = rS(ΩM , w0, wa...) H(z,ΩM , w0, wa...), (3.3)
where rS is the sound horizon scale at the baryon drag epoch and H(z,ΩM , w0, wa...) is the Hubble parameter.
We leave free those cosmological parameters which are shown in the Figures, while all other parameters have
been kept fixed to their values for the simulation. The cosmology of the simulation is recovered, and the plot
shows the sensitivity of the radial BAO scale alone, since no other cosmological probe is included in these
constraints.
3.1.4. Measurement of the angular BAO scale
We also measured the angular BAO scale in in this simulation in order to combine the angular and radial
scales to obtain the full power of this model independent BAO method. To do that we used the approach
present in [73] for 10 redshift bins of 0.1 binwidth, starting at redshift 0.2 up to redshift 1.2. We find statistically
significant results in 9 of them. Results are presented in Figure 3.10. An important point is that the redshifts for
this galaxy sample are spectroscopic, consequently, the systematic error associated to the photometric redshift
quoted in [73] does not affect these measurements.
3.1.5. Combination of radial and angular BAO scales
We have combined the results of this analysis with the radial BAO scale, using the same approach of the previous
section. For the angular analysis, the BAO scale is described as
θBAO =
rS(ΩM , w0, wa...)
(1 + z) dA(z,ΩM , w0, wa...)
, (3.4)
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Figure 3.9: Contours at 1σ, 2σ and 3σ C. L. on the plane (w0, wa) (left) and on the plane (ΩM , w0) (right) from
radial BAO (thin solid lines), angular BAO (thin dashed lines) and the combination of both (thick solid lines).
The dot shows the value of the parameters for the MICE cosmology. No other cosmological probe is included in
this result, showing the high sensitivity that the BAO standard ruler can achieve. The other parameters have
been fixed to their values in the MICE cosmology.
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Figure 3.10: Measured angular BAO scale as a function of the redshift in the MICE simulation using the method
described in [73]. Dots are the measured values of θBAO and the solid line is the prediction for the cosmology
of the simulation.
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where dA(z,ΩM , w0, wa...) is the angular diameter distance. The constraints on the (w0, wa) plane coming from
this determination of the angular BAO scale can be seen in Figure 3.9 (left) as thin dashed lines, and correspond
to the 1σ, 2σ and 3σ C. L. contours. The sensitivity of the angular BAO scale is complementary to that of
the radial BAO, shown as the thin solid lines. When combined, the contours represented by the thick solid
lines are found. The same constraints for the (ΩM , w0) plane are shown in the right panel of Figure 3.9. These
constraints are as precise as what is usually quoted for the BAO standard ruler, which is based on the use of
the monopole of the 3-D correlation function. It is important to remark that these constraints are obtained
only with the BAO standard ruler, independently of any other cosmological probe, which shows the real power
of the standard ruler method when the full information is used.
We provide also the combined result of BAO, both radial and angular, with the distance measurements from
CMB using the WMAP7 covariance matrix [84] and assuming the measurements correspond to the MICE
cosmology. The combination has been performed following the procedure as detailed in [85]. The corresponding
contours at 1σ, 2σ and 3σ C. L. are presented in Figure 3.11 both in the plane (w0, wa) (left) and in the plane
(ΩM , w0) (right) as thick solid lines, and compared with the result using only BAO (both radial and angular),
which is presented as the thin lines. As before, the other parameters have been kept fixed. There is an important
improvement in the precision of the determination of the corresponding parameters in both cases. It is larger
in the (ΩM , w0) plane, showing that a precise measurement can be achieved when all the information provided
by the BAO scale is included in the fit.
3.1.6. Comparison with Other Methods
In order to compare our results, obtained combining radial and angular BAO scale determinations, with
the standard approach of measuring the position of the sound horizon scale in the monopole of the two-point
correlation function, we performed on our mock catalog the same analysis that was carried out to obtain the
result by the BOSS collaboration [38]. We calculated the three-dimensional correlation function ξ(r) using the
Landy and Szalay estimator in the three wide redshift bins used for the analysis of the radial BAO (0.45 < z <
0.75, 0.75 < z < 1.10 and 1.10 < z). We chose these wide bins in order to maximize the number of pairs that
contribute to the measurement of the monopole, since this is one of the key advantages of the standard method.
In order to calculate ξ(r), redshifts must be translated into distances. We have used the true cosmology of the
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Figure 3.12: Values of the scaling parameter α measured from the three bins of the MICE mock catalog. The
input cosmology (α ≡ 1) is recovered well within errors.
MICE simulation to ensure that our results will not be biased by this choice.
The covariance matrix was calculated using the Gaussian approach [86]. This calculation was validated by
comparing it with the errors computed from subsamples of the total catalog, and both estimations were found
to be compatible within the range of scales needed for the analysis. As it is done in [38], we fit the model
ξfit(r) = B
2 ξth(α r) + a0 +
a1
r
+
a2
r2
, (3.5)
to the estimated correlation monopoles. Here, ξth(r) is a template theoretical correlation function corresponding
to the fiducial cosmological model used to translate redshifts into distances in the survey, in our case the MICE
cosmology. This template was calculated from the CAMB [59] linear power spectrum for the MICE cosmology,
and corrected for non-linearities via the RPT damping factor. We are mainly interested in the fitting parameter
α, which relates real and fiducial scales:
dV (z)
rs
= α
dfidV (z)
rfids
, (3.6)
where dV (z) ≡ ((1 + z)2 d2A(z) z/H(z))1/3 is the volume-averaged distance [70] and rs the sound horizon scale.
Since the true cosmology was used to translate redshifts into distances, the value of α must be compatible with
1. The statistical uncertainty in α was calculated following the same method used in [38].
We have not studied the different sources of systematic errors for this measurement, and no systematic contri-
bution has been added to the errors. On the one hand this provides a more conservative comparison with our
approach, since the results quoted in section 3.1.5 do contain systematics. On the other hand, there exist several
potential systematics that are specific for the standard method, such as the effect of the fiducial cosmology used
to obtain the three-dimensional positions of the galaxies, or the choice of template used to perform the fit.
Studying this effect would be extremely interesting, but we have postponed this analysis for a future work. As
we have seen before, the systematic errors that are common to both approaches (bias, RSDs, non-linearities,
fitting limits) are clearly subdominant compared to the statistical uncertainties.
The cosmological constraints drawn in the (ΩM, w0) and (w0, wa) planes from the values of α measured from
the correlation functions are shown in Figure 3.13. The Figure also shows the contours corresponding to the
combination of radial and angular information, described in the previous section, for comparison. Plots show
that the constraining power of both methods is very similar. There is a degenerate direction in the (ΩM, w0)
plane for the standard method, which coincides with the orientation of the contours for the angular BAO shown
in Figure 3.9 (right panel). This is a reasonable result: most of the information in the angle-averaged BAO
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while the dashed lines correspond to the results drawn from the standard analysis of the angle-averaged BAO.
The different correlation between parameters is due to the different treatment of the redshift space distortions.
signature comes from the angular part, since there are two transverse dimensions and only one longitudinal.
On the other hand, our combined approach seems to be able to obtain better constraints on the evolution of
the dark energy equation of state. This could be due to the fact that the radial BAO enables us to measure
the evolution of the expansion rate alone, which is a local quantity, unlike the angular diameter distance, which
is an integrated one depending on the expansion history. Although the degenerate directions are very similar
for both methods, they are not exactly the same. The reason is the different treatment of the redshift space
distortions, which are ignored, to first approximation, in the standard method when the angular average is
performed. However, they are fully taken into account in our proposal, where the angular and radial correlation
functions have very different shapes, mainly because of the redshift space distortions.
3.1.7. Conclusions
We developed and tested a new method to measure the BAO scale in the radial two-point correlation function.
This method is adapted to the observational characteristics of galaxy surveys, where only the angular position
on the sky and the redshift are measured for each galaxy. The sound horizon scale can be recovered from the
non-linear radial correlation functions to a very high precision, only limited by the volume of the considered
survey, since the systematic uncertainties associated to the determination of the BAO scale are very small,
around 0.3%. On the other hand, the method is fully cosmology independent, since it relies only on observable
quantities and, consequently, its results can be analyzed in any cosmological model.
The method has been tested with a mock catalog built upon a large N-body simulation provided by the MICE
collaboration, in the lightcone and including redshift space distortions. The true cosmology is recovered within
1-σ. An evaluation of the main systematic errors has been included in this study, and we find that the method
is very promising and very robust against systematic uncertainties. Note that this analysis over the MICE sim-
ulations is done on dark matter particles, instead of galaxies. This simplification is not an essential limitation
to the method presented here, as we have shown that both the modelling and the error analysis are quite generic.
We have compared the cosmological constraints obtained by combining radial and angular BAO information
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with those obtained by performing the standard analysis of the angle-averaged BAO signature on the same
dataset and with the same fitting technique. Both methods seem to yield comparable constraints, with the ad-
vantage that our method is entirely based on purely observable quantities (redshifts and angles) and is therefore
completely model-independent.
3.2. Observational validation of the Cosmological Principle
The measurement of the BAO is a strong cosmological tool since it gives a lot of information about the
cosmological parameters. However, it cannot give us information about other Standard Model aspects such as
the Cosmological Principle, which is assumed as an axiom for some cosmological analysis and needs to be tested
as well. Thus, we introduce and test here a novel technique to probe the Cosmological Principle in photometric
redshift galaxy surveys [112].
3.2.1. Introduction
As it was already mentioned in Chapter 1 the Standard Model of Cosmology is based on the Cosmologi-
cal Principle. Thus, the validity of the Cosmological Principle is of paramount relevance, and therefore it is
extremely important to verify it using unbiased observational probes. In this model, the homogeneous regime
is only reached asymptotically on large scales, and is evidently not realized on small scales, as it can be seen
in the form of the spectrum of matter perturbations and their evolution via gravitational collapse. Large-scale
homogeneity is usually assumed without proof when analyzing certain cosmological probes [87]. This is often
a reasonable approach, since it would not be possible to obtain many observational constraints without doing
so. However, in order to be able to rely on these constraints, we must verify the validity of the Cosmological
Principle independently in an unbiased way. This is not an easy task, since homogeneity must sometimes be
assumed in order to cope with certain observational effects. These issues will be further explained in section
3.2.2. At the end of the day, we must ensure that the method used is able to distinguish homogeneous from non-
homogeneous models to a reasonable level of precision. A robust and popular method to study the transition
to homogeneity in the matter density field at late times is to analyze the fractality of the galaxy distribution
in a redshift survey. Furthermore, fractal dimensions can be used to quantify clustering, since they depend on
the scaling of the different moments of galaxy counts in spheres, which in turn are related to the integrals of
n-point correlation functions.
As it has been said, the homogeneous regime is reached, within the standard ΛCDM model, at very large
scales, and therefore a large survey volume is necessary in order to safely claim a detection of this transition.
In this sense, photometric galaxy redshift surveys such as DES [51] provide a good framework for this study,
since they are able to observe large numbers of objects distributed across wide areas and to further redshifts
than their spectroscopic counterparts. The main caveat of these surveys is that, due to the lack of precision in
the redshift determination, a large part of the radial information is lost, and we are only able to study angular
clustering in different wide redshift slices. Hence, in order to study the fractality of the galaxy distribution with
a photometric survey, the methods and estimators used in previous analyses must be adapted to draw results
from angular information alone. This approach has as an advantage that, since angular positions are pure ob-
servables (unlike three-dimensional distances, which can only be calculated assuming a fiducial cosmology), the
results obtained are completely model independent. We propose an observable, the angular homogeneity index
H2(θ), which could be used by photometric surveys to study the fractal structure of the galaxy distribution.
In section 3.2.2 we describe one of the most popular observables used in the literature to study the fractality
of the galaxy distribution, the correlation dimension D2,and propose a way to adapt this quantity to the data
available in a photometric galaxy survey.
Here, the angular homogeneity index H2(θ) is presented and modelled in the ΛCDM cosmology. In section
3.2.3 we analyze the fractality of a set of ΛCDM mock galaxy surveys using the method described before and
study the different effects that may influence this measurement. The ability of our method to distinguish
52 CHAPTER 3. LSS WITH GALAXY SURVEYS: SIMULATIONS
different inhomogeneous models is studied in section 3.2.4 by using it on different simulated inhomogeneous
distributions. Finally, the main results of this work are discussed in section 3.2.5.
3.2.2. Fractality
There exist different statistical quantities that can be studied in order to quantify the fractality of a point
distribution, such as the box-counting dimension, the different Minkowski-Bouligand dimensions or the lacunar-
ity of the distribution (see [88] for a review of these). Here, we will focus on the Minkowski-Bouligand dimension
of order 2, also called the correlation dimension, for the three-dimensional case. A simple modification of this
observable will then allow us to study the fractality of the distribution from its angular projection.
The fractal dimension
For a given point distribution, let us define the correlation integral C2(r) as the average number of points
contained by spheres of radius r centerered on other points of the distribution. For an infinite random point
process in three dimensions, this quantity should grow like the volume
C2(r) ∝ r3, (3.7)
thus, we define the correlation dimension of the point process as
D2(r) ≡ d logC2
d log r
. (3.8)
Hence, if the galaxy distribution approaches homogeneity on large scales, D2 must tend to 3 for large r.
For the canonical ΛCDM model, departures from this value are due to two different reasons. First, since
the galaxy distribution is clustered due to the nature of gravitational collapse, there exists an excess probability
of finding other galaxies around those used as centers to calculate D2. Secondly, in practice, the point distri-
butions under study are finite in size, and this introduces an extra contribution due to shot-noise. These two
contributions have been modelled by [89] for the correlation integral:
C2(r) = N(r) + [∆C2(r)]cluster + [∆C2(r)]sn (3.9)
[∆C2(r)]cluster = N(r) ξ¯(r),
[∆C2(r)]sn = 1,
and the correlation dimension
D2(r) = 3 + [∆D2(r)]cluster + [∆D2(r)]sn (3.10)
[∆D2(r)]cluster = −3 ξ¯(r)− ξ(r)
1 + ξ¯(r)
,
[∆D2(r)]sn = − 3
N(r)
,
where ξ¯(r) is the volume-averaged two-point correlation function of the distribution
ξ¯(r) ≡ 3
r3
∫ r
0
s2ξ(s) ds (3.11)
and N(r) ≡ 4pin¯ r3/3 is the average number of objects inside spheres of radius r. Since the contribution due to
shot noise will always be present in any finite distribution, we will substract it by hand in this work, and focus
only on the clustering term.
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The angular homogeneity index
The observables described in the previous section can be adapted straightforwardly to point distributions
projected onto the 2-dimensional sphere. Instead of spheres of radius r, we will consider here spherical caps of
radius θ.
In analogy with the three-dimensional case, we can define the angular correlation integral G2(θ) as the av-
erage number of points inside spherical caps of radius θ centered on other points of the distribution. For a
homogeneous distribution, this quantity should grow like the solid angle inside these spherical caps. However,
since this volume V (θ) = 2pi (1−cos θ) does not grow as a simple power of θ, a logarithmic derivative of G2 with
respect to θ would not capture the approach to homogeneity in a simple manner, independent of the angular
radius. Therefore, we have preferred to define the homogeneity index H2(θ) as the logaritmic derivative with
respect to the volume:
H2(θ) =
d logG2(θ)
d log V (θ)
, (3.12)
which should tend to 1 if homogeneity is reached.
As in the three-dimensional case, these quantities can be modelled for a finite weakly clustered distribution:
G2(θ) = 1 +N(θ) [1 + w¯(θ)], (3.13)
H2(θ) = 1− w¯(θ)− w(θ)
1 + w¯(θ)
− 1
N(θ)
, (3.14)
N(θ) ≡ 2pi σ¯ (1− cos θ), (3.15)
where σ¯ is the mean angular number density of the distribution, w(θ) is the angular two-point correlation
function and w¯(θ) is defined in analogy to ξ¯(r):
w¯(θ) ≡ 1
1− cos θ
∫ θ
0
w(θ′) sin θ′ dθ′. (3.16)
We will be interested in the departure of H2 from its homogeneous value: ∆H2(θ) ≡ 1−H2(θ). This quantity
must not be mistaken with the statistical error on the determination of H2, which we label σH2 here.
Measuring the transition to homogeneity
When trying to measure the fractal dimension or the homogeneity index from a realistic galaxy survey,
different complications arise, mainly related with the artificial observational effects induced on the galaxy
distribution, which must be correctly disentangled from the clustering pattern and from a possible fractal-like
structure. For instance, unless a volume-limited sample is used, we will have to deal with a non-homogeneous
radial selection function. Furthermore, the angular distribution of the survey galaxies will always contain
imperfections, which may come, for example, from survey completeness, fiber collisions and star contamination
for a spectroscopic survey, or CCD saturation in photometric catalogs. Although it would be desirable to be able
to deal with these effects without making any extra assumptions about the true galaxy distribution, in order to
make sure that our method of analysis is not biased towards a homogeneous solution, this is often not possible.
The most popular method to circumvent these issues in the calculation of the two-point correlation function, is
to use random catalogs that incorporate the same artificial effects as the data, and a similar approach may be
used for our purposes. In this work we have considered three different estimators for D2, which are described
below.
For the i-th galaxy of the survey, let us define ndi (< r) as the number of galaxies in the survey inside a sphere
of radius r centered around i, and nri (< r) as the same quantity for an unclustered random distribution. For
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Nc galaxies used as sphere centers, we can define the scaled counts-in-spheres N (r) as
N (r) ≡ 1
Nc
Nc∑
i=1
ndi (< r)
fr nri (< r)
, (3.17)
where fr ≡ D/R is the ratio of the number of galaxies in the survey to the number of points in the random
catalog. Varying the prescription to estimate nri and to select galaxies as sphere centers, we can define three
different estimators:
1. E1. In the most conservative case, in order to avoid any assumptions about the galaxy distribution,
around each galaxy we may only use spheres that fit fully inside the surveyed volume. Thus, the number
of centers will be a function of r. Also, assuming that there are no other artificial effects in the galaxy
distribution, we may estimate nri (< r) theoretically as
nri (< r) = N(r) =
4pi
3
r3 n¯d, (3.18)
where n¯d is the survey’s mean number density and we have assumed fr = 1.
This estimator is very idealistic and problematic to use in a realistic scenario, in which observational
effects are not negligible.
2. E2. While still using only complete spheres, we may use a random catalog that incorporates the same
observational effects as the data to estimate nri (< r). This way we are able to study the fractality of
a survey that is not volume limited, as well as to incorporate small-scale observational effects, without
assuming anything about the galaxy distribution outside the survey.
3. E3. In order to maximize the use of the survey data, we may use all galaxies as sphere centers for all
radii. This implies using spheres that lie partly outside the surveyed region, a fact that is accounted for
by using a random catalog to estimate nri (< r) in those same spheres.
Once N (< r) is estimated, it can be directly related to the correlation integral through
C2(r) = N(r)N (< r)− 1, (3.19)
where we have explicitly substracted the shot-noise contribution. C2 can then be used to calculate the fractal
dimension through equation (3.8).
Two final points must be made regarding the use of random catalogs in order to deal with observational effects.
First, we must be very careful to incorporate in these only purely artificial effects in order to minimize a possible
bias of our estimator towards homogeneity. Even doing so, it is clear that the only way to avoid this bias is by
using the estimator E1 on a volume-limited survey using only regions that are 100% complete and free of any
observational issues, however this is too restrictive for any realistic galaxy survey. This approach is impractical
and, therefore, we have only considered the estimators E2 and E3 in the rest of this work. These estimators
contain an extra contribution due to the finiteness of the random catalogs used to estimate nri (< r) (i.e., they
are biased). This bias can only be suppressed by using many times more random objects than points in the data
(fr  1). Note that in the limit of infinite random objects, and in the absence of artificial inhomogeneities, E1
and E2 are equivalent.
As it is shown in section 3.2.4, we have tested that the use of the least conservative estimator E3 does not
introduce any significant bias towards homogeneity by using it on explicitly inhomogeneous data. Since this
estimator makes the most efficient use of the data, we have used it for most of the analysis presented in sections
3.2.3 and 3.2.4, and it will be assumed unless otherwise stated.
The estimators for H2(θ) from a finite projected distribution can be constructed in analogy with the ones
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Figure 3.14: ∆H2(θ) as a function of θ for varying redshift bin size (left panel) and photometric redshift
uncertainty (right panel). The use of thick redshift bins and photometric redshifts produces a more homogeneous
distribution when projected on the sphere, reducing the amplitude of the correlation.
presented above for three-dimensional distributions. In this case, they are based on calculating the scaled
counts-in-caps
N (< θ) ≡ 1
Nc
Nc∑
i=1
ndi (< θ)
fr nri (< θ)
, (3.20)
using different prescriptions for Nc and n
r
i (< θ).
Modelling H2(θ)
As we have seen, the angular homogeneity index is directly related, to first order, with the angular two-point
correlation function w(θ). Thus, in order to forecast the ability of a given galaxy survey to study the transition
to homogeneity, we need to be able to model w(θ) correctly. This modelling has been covered previously in
chapter 2. The effects of a non-zero photometric redshift error can be included in the selection function by
convolving the true-z φ(z) with the photo-z probability distribution function. For the Figures shown in this
section we used the flat ΛCDM parameters
(ΩM ,ΩΛ,Ωb, h, σ8, ns) = (0.3, 0.7, 0.049, 0.67, 0.8, 0.96) (3.21)
as a fiducial cosmology.
Projection effects and bias Different effects have an influence in the way the galaxy distribution approaches
homogeneity. In the case that concerns us, that of data projected on the sphere, this projection effectively ho-
mogenizes the distribution. This is easy to understand: consider a pair of galaxies subtending a small angle but
separated by a large radial distance. While they are far away, and therefore almost uncorrelated, they appear
close when projected. This effect is obviously larger for wider redshift bins, and therefore H2(θ) will approach
1 faster as we increase the binwidth. This effect is shown in the left panel of Figure 3.14. The effect of a large
photo-z error is similar: the photo-z shifts galaxies from adjacent redshift bins, effectively making the bin width
larger (see right panel of Figure 3.14).
On the other hand, galaxy bias modifies the homogeneity index in the opposite way. A positively biased
population (b > 1) is more strongly clustered and therefore will reach the homogeneous regime on larger scales.
This can be seen in Figure 3.15.
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Figure 3.15: ∆H2(θ) as a function of θ for varying galaxy bias. A biased galaxy population will be more tightly
clustered, and therefore will show a more evident departure from homogeneity.
Non-linearities As we said, homogeneity is reached in the standard cosmological model on relatively large
scales. Therefore one might think that the modelling of the small-scale non-linear effects should be irrelevant.
However, the angular homogeneity index (or the correlation dimension in 3D) depends on an integral quantity
(number counts inside spheres), and therefore contains information about those small scales which may propa-
gate to larger angles.
This is shown in Figure 3.16, where the angular homogeneity index for the bin z ∈ (0.5, 0.6) has been plot-
ted using different prescriptions to describe non-linearites. The solid red line shows the prediction using the
HALOFIT [69] fitting formula (which provides the best fit to the mock data in section 3.2.3). The dashed blue
line corresponds to the prediction in renormalized perturbation theory (RPT) [67] of the damping of the BAO
wiggles due to non-linear motions, given by
∆PNLwiggles(k) = ∆P
L
wiggles(k) exp(−σ2vk2/2), (3.22)
where ∆Pwiggles is the BAO contribution to the power spectrum and
σv =
1
6pi2
∫ ∞
0
PL(k) dk. (3.23)
As it can be seen, the extra clustering amplitude on small scales contributes as a visible offset in H2 up to scales
of O(1 deg ∼ 20 Mpc/h).
Dependence on cosmological parameters Since the evolution of the matter perturbations depends on the
background cosmological parameters, we can expect that some cosmological models will approach homogeneity
faster than others. We have studied this dependence using our model for H2(θ). Our aim is not to use the
form of H2(θ) to obtain precise cosmological constraints, since we do not think that this quantity contains
more information than the two-point correlation function w(θ), for which there exist many different methods
in the literature [73, 90]. However, we think that a qualitative characterization of the homogeneity index for
different types of models is instructive and may give us some hints about how model-independent our results area.
In Figure 3.17 we have plotted H2(θ) varying the values of the matter parameter ΩM (left panel) and the
dark energy equation of state w (right panel), from their fiducial values (eq. 3.21). As expected, larger values of
ΩM enhance the amplitude of inhomogeneities on small scales (i.e., make ∆H2 larger). Likewise, more negative
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Figure 3.16: ∆H2(θ) as a function of θ for two different non-linearities prescriptions. Since the H2(θ) depends
on an integral quantity, it contains information about small scales. Thus, it is important to describe non-linear
effects correctly. The solid red line corresponds to the prediction using the HALOFIT fitting formula, which
fits well our mock catalogs. The prediction including only the damping of the BAO wiggles (dashed blue line)
overpredicts H2(θ) on small scales, although this offset decreases for larger angles.
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Figure 3.17: ∆H2(θ) as a function of θ for varying Ωm (left panel) and dark energy equation of state w (right
panel).
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values of w accelerate the expansion and damp the growth of perturbations, shifting H2 closer to 1. In any
case we observe a mild dependence of H2 on the cosmological parameters, and hence we expect that the results
presented here should not vary qualitatively for any viable homogeneous cosmological model.
Defining homogeneity
As it has been discussed, even though the standard cosmological model postulates a homogeneous and
isotropic Universe, this homogeneous regime is only approached asymptotically on large scales or in early times.
Thus, there is no straightforward prescription to define the scale at which homogeneity is reached. Two different
definitions have been used in the literature:
One possibility is to define the scale of homogeneity as the scale at which the difference between our
measurement of D2 or H2 (or, in general, any observable characterizing fractality) and its homogeneous
value (D2 = 3, H2 = 1) is comparable with the uncertainty in this measurement. The caveat of this
definition is that this uncertainty will depend on the characteristics of the survey (area, depth, number
density, etc.), and therefore different surveys will measure a different scale of homogeneity.
Another approach is to define that homogeneity is reached when the measured fractal dimension is within
a given arbitrary fraction of its homogeneous value. For example, a value of 1%. The advantage of
this definition is that all surveys should measure the same scale of homogeneity, while its caveat is the
arbitrariness of the mentioned fraction. Furthermore, using this kind of prescription would not be viable
in our case, since, as we have seen, projection effects reduce the departure from homogeneity, and therefore
the same fixed fraction cannot be used for different bins.
For the data analyzed in the next section, we have chosen to follow the first prescription, defining the homogeneity
scale as the angle at which
∆H2(θ) ≤ q σH2(θ), (3.24)
where σH2 is the error on H2 and q is an O(1) number. Since the errors associated to the estimator E2 are
significantly larger than the errors for E3 (see section 3.2.3), we have used q = 1 for the former and q = 2 for
the latter. Note that the value of θH given by this definition should be interpreted as a lower bound on the scale
of homogeneity, and not as a scale beyond which all inhomogeneities disappear.
At the end of the day, the scale at which homogeneity is reached is not a well defined quantity, nor is it
of vital importance. Instead, the main aim of this kind of studies is to establish whether homogeneity is reached
or not, focusing on defining the limits of our ability to detect a departure from large-scale homogeneity.
3.2.3. Measuring the homogeneity index
In order to assess the performance of the different estimators for H2(θ) in a realistic scenario, we have used
them on a set of simulated galaxy surveys corresponding to a canonical ΛCDM model.
Lognormal mock catalogs
Lognormal fields were proposed by [91] as a possible way to describe the distribution of matter in the
Universe. More interestingly for our purposes, lognormal fields provide an easy and fast method to generate
realizations of the density field in order to produce large numbers of mock catalogs. This technique has been
used by different collaborations to estimate statistical uncertainties and study different systematic effects in
galaxy surveys, and has been proven to be a remarkably useful tool. The physics and mathematics of lognormal
realizations, as well as their limitations, have been widely covered in the literature [91, 92]. 100 lognormal
realizations were generated for the cosmological model of equation (3.21) inspired by the measurements by the
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Figure 3.18: Selection function as a function of redshift used for the lognormal catalogs, given by eq. (3.25).
Planck collaboration in 2013 [39]. Each catalog contains 1.2 × 108 galaxies distributed over one octant of the
sky (' 5000 deg2) in the redshift range 0 < z < 1.4 with a selection function
φtrue(z) ∝ z2 e−( z0.5 )
1.5
, (3.25)
shown in Figure 3.18. The density field was generated in a box of size Lbox = 3000 Mpc/h with a grid of
size Nside = 2048, yielding a spatial resolution of lgrid ' 1.5 Mpc/h. All the catalogs contain redshift space
distortions, and a Gaussian photometric redshift error was generated for each galaxy with σz = 0.03 (1 + z).
Since the effect of a linear galaxy bias factor is well understood and very easy to model in theory, all the catalogs
were generated with b = 1.
Results
The angular homogeneity scale θH(z) In order to better understand the approach to homogeneity of a
projected galaxy survey, we have computed H2(θ) from the 100 lognormal catalogs using the two estimators E2
and E3. Then, the lower limit on the angular homogeneity scale was estimated, as described in section 3.2.2,
as the angle for which the amplitude of the departure of H2 from homogeneity is smaller than q times the error
on H2 (with q = 1 for E2 and q = 2 for E3). These errors were calculated as the standard deviation of the 100
lognormal realizations (see section 3.2.3).
The comoving three-dimensional homogeneity scale is related to the angular scale θH through
rH(z) ≡ (1 + z) dA(z) θH(z), (3.26)
where dA(z) is the angular diameter distance to redshift z.
These results are summarized in table 3.1, and can be visualized in Figure 3.19. The numbers given in this
table for θH correspond to the mean value obtained from the 100 lognormal mocks, and the errors correspond
to the standard deviation. Two main observations must be made:
First, since the two estimators make a different use of the data, they have different variances, and therefore
each of them measures a different lower bound on the homogeneity scale. While all the galaxies in the
survey are used as centers for spherical caps of any angular aperture in the case of E3, only those caps
that fit fully inside the field of view are used for E2. Thus, in this case the variance will grow faster for
larger scales, and homogeneity is reached on smaller angles. This is explicitly illustrated in Figure 3.21.
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Figure 3.19: ∆H2(θ) as a function of θ calculated from the 100 lognormal realizations for the 9 redshift bins
given in table 3.1. The data contains Gaussian photometric errors with σz = 0.03 (1 + z). The blue dots with
error bars correspond to the mean and standard deviation of the 100 mocks for the estimator E2, while the
yellow dots correspond to estimator E3. The solid red line shows the theoretical model described in section
3.2.2.
E2 E3
Bin limits θH > rH > θH > rH >
0.2− 0.3 6.1 75 7.5 93
0.3− 0.4 5.6 94 7.8 131
0.4− 0.5 5.5 11 7.1 149
0.5− 0.6 5.0 126 6.3 158
0.6− 0.7 4.9 140 6.0 174
0.7− 0.8 4.7 151 5.6 182
0.8− 0.9 4.7 169 5.4 192
0.9− 1.0 4.8 185 5.3 206
1.0− 1.2 4.2 180 4.8 207
Table 3.1: Lower bound on the scale of homogeneity calculated for the nine redshift bins of the 100 lognormal
realizations. The angular scale of homogeneity θH is given in degrees, while the corresponding comoving distance
is given in Mpc/h.
3.2. OBSERVATIONAL VALIDATION OF THE COSMOLOGICAL PRINCIPLE 61
2 4 6 8 10
θi
2
4
6
8
10
θ j
0.0
0.5
1.0
2 4 6 8 10
θi
2
4
6
8
10
θ j
0.0
0.5
1.0
Figure 3.20: Correlation matrix ρi,j ≡ Ci,j/
√
Ci,iCj,j of H2 for E2 (left) and E3 (right). Note that the errors
are correlated over relatively wide ranges of scales, specially on large angles.
Secondly, the comoving scale corresponding to the angular homogeneity scale for each bin seems to increase
with redshift. This result is precisely the opposite of what intuition would predict: since the amplitude
of matter perturbations decreases with redshift, the matter distribution is more homogeneous at earlier
times, and should reach homogeneity on smaller scales at larger redshifts. This paradox is due to the fact
that the definition that we have used for the scale of homogeneity is based on statistical principles, and not
on the physical meaning of homogeneity. For this and other reasons we believe that producing a number
for θH or rH is not as relevant as setting a lower limit to the departure from large-scale homogeneity that
can be allowed given our observational capabilities.
Statistical uncertainties We have studied the full covariance matrix of the angular homogeneity index
H2(θ) for the different estimators. The covariance between the angular bins θi and θj is calculated from the
measurements of H2 in the 100 lognormal mock catalogs as
Ci,j =
1
Nm − 1
Nm∑
n=1
Hn2 (θi)H
n
2 (θj)−H2(θi)H2(θj), (3.27)
where Nm = 100, H
n
2 is the measurement on the n-th catalog and H2 is the arithmetic mean over all the
catalogs. Figure 3.21 shows the diagonal errors σi ≡
√
Ci,i for the bin z ∈ (0.5, 0.6) using the estimators E2
and E3. As it was noted before, the errors corresponding to E2 are significantly larger than those of E3 for
large scales, due to the smaller number of galaxies used as centers of spherical caps for those angles.
The correlation matrix ρi,j ≡ Ci,j/
√
Ci,iCj,j is shown, for the same two estimators and the same bin, in
Figure 3.20. As it is shown in the Figure, the measurements of H2 are statistically correlated over wider ranges
of scales as we go to larger angles, especially in the case of E2. Therefore, if any likelihood analysis is to be
done on H2, the full covariance matrix must be used.
Projection effects
As it has been said before, using wider redshift bins damps the amplitude of the correlation function and
makes the projected galaxy distribution more homogeneous (i.e., H2 gets closer to 1). However, the amplitude
of the error on the correlation function (or on H2) will also be damped, and it is therefore interesting to study
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Figure 3.21: Diagonal errors on H2(θ) as a function of θ for estimators E2 (red) and E3 (blue). Since with E3
all galaxies are used as centers of spherical caps for all θ, the errors are significantly smaller than in the case of
E2.
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Figure 3.22: Departure from homogeneity ∆H2 divided by the uncertainty on σH2 as a function of θ for a
redshift bin centered on z¯ = 0.55 with different binwidths. As it could be expected, projecting on wider bins
moves the scale of homogeneity towards smaller angles.
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Figure 3.23: The four survey cases considered in section 3.2.3, covering 5000 deg2 (red), 3000 deg2 (green),
1000 deg2 (blue) and 500 deg2 (black).
whether the two dampings compensate each other and to quantify the effect on the scale of homogeneity. This
has been done in Figure 3.22. The homogeneity index H2(θ) has been calculated at z¯ = 0.55 using different
redshift binwidths: ∆z = 0.05, 0.1, 0.2, and the ratio ∆H2/σH2 has been plotted for different values of θ.
According to our definition, the homogeneity scale is reached when this ratio becomes 1 for E2 (the same result
holds for E3). As it can be seen, the damping of ∆H2 due to projection effects is not compensated by the
corresponding damping on σH2 , and the homogeneous regime is reached on smaller scales for wider bins, as could
be intuitively expected. Since the use of photometric redshifts effectively increases the width of the redshift bin,
it produces a similar effect.
Fraction of the sky In order to study the effects related to the area covered by a given survey, we considered
a fiducial redshift bin 0.5 < z < 0.6 and restricted the data from our mock catalogs to regions of different areas.
Specifically, we have considered surveys covering ∼ 5000 deg2 (one octant of the sky) ∼ 3000 deg2, ∼ 1000 deg2
and ∼ 500 deg2. For simplicity we have used simply connected fields of view with the shapes shown in Figure
3.23. This is an ideal scenario, and therefore the results shown here would correspond to the most optimistic
ones any survey of the same area could obtain. The total area covered by a given survey affects the measurement
of H2(θ) in two ways.
First, the sample variance should be inversely proportional to
√
fsky [62], and therefore the uncertainty in
H2 will grow for smaller areas. This is illustrated in the left panel of Figure 3.24, which shows the magnitude of
the errors on H2 for the 4 different areas. Secondly, the survey size limits the maximum scale that we are able
to probe, and may prevent us from reaching the homogeneous regime. In order to illustrate this point, we have
performed the following exercise: inside each of the regions shown in Figure 3.23, we have randomly placed a
large number points. Then, for different values of θ, we have estimated the fraction of spherical caps of radius
θ centered on these points that lie fully inside the surveyed region. The result is shown in the right panel of
Figure 3.24. In view of this result we have established three different criteria to define the largest scale θmax
that can be probed in a survey:
1. θmax corresponds to the radius of the largest spherical cap that fits inside the surveyed region.
2. θmax is the angle for which the fraction shown in the right panel of Figure 3.24 is 10%.
3. The same as above for a fraction of 50%.
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Figure 3.24: Left panel: Errors on H2(θ) for the four surveys described in Figure 3.23 as a function of θ. Right
panel: Fraction of complete spheres of different radii in the same four surveys as a function of θ. The horizontal
dashed lines correspond to the last two criteria considered below to determine the maximum angular scale to
be used.
3.2.4. Robustness of the method
It has been argued [93] that fractal distributions may look homogeneous when projected onto the celestial
sphere, and therefore it is necessary to verify that we are indeed able to distinguish a 3D fractal from an
asymptotically homogeneous distribution using only angular information, and to what level so. In order to
address these questions, we have analyzed different inhomogeneous models which, we know, should not approach
homogeneity. Two different models were explored: 2-dimensional random walks on the sphere and the 3D β-
model.
Spherical Rayleigh-Levy flights
A random walk in 3 dimensions is an iterative point process in which the distance between one point and
the next one is drawn from a probability distribution independently of all previous jumps. In the particular
case of a heavy-tailed Pareto distribution
P (r > R) =
{
1 R < R0(
R
R0
)−α
R ≥ R0 , (3.28)
these walks are called Le´vy flights and exhibit a fractal behavior with D = α for α ≤ 2 [94].
We have generated random walks on the sphere by following a similar process. We first choose a starting
point on the sphere at random, and draw an angular distance θd from a probability distribution. The next point
is selected at this distance in an arbitrary direction from the first one, and the process is repeated. For our
walks we have chosen a distribution similar to the one given above in the three-dimensional case
P (θd < θ) =
{
1 θ < θ0(
1−cos θ
1−cos θ0
)−α
θ ≥ θ0 . (3.29)
It must be noted that with this procedure we are generating an inhomogeneous distribution directly in the
2-dimensional sphere, and not projecting a 3-dimensional set. However, we know for sure that this distribution
must asymptotically reach some H2(θ) 6= 1, and therefore we can use it to verify that the use of random catalogs
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Figure 3.25: Sky maps for the 2D Rayleigh-Levy flights (left) and the β-model catalogs at 0.5 < z < 0.6 (right).
The plots are ordered top-down from more to less inhomogeneous.
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Figure 3.26: Sky maps for the 2D Rayleigh-Levy flights (left) and the β-model catalogs at 0.5 < z < 0.6 (right).
The plots are ordered top-down from more to less inhomogeneous.
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Figure 3.27: ∆H2(θ) as a function of θ for three sets of 2D Rayleigh-Levy flights with α = 1.0 (green), α = 0.75
(blue) and α = 0.5 (red), together with the result from the lognormal catalogs for the bin 0.5 < z < 0.6 (purple).
We can distinguish these models from a ΛCDM model.
does not bias our results. To do so we have considered values of α = 0.5, 0.75 and 1, generating 20 random
walks containing 106 objects in all cases. Figure 3.25 (left column) shows the 2D distribution of some of these
walks for different values of α, showing that the degree of inhomogeneity increases with α. For α = 0.5 the
distribution is visually indistinguishable from a homogeneous one. We have calculated H2(θ) and its error
from these random walks using the E3 estimator. The results are shown in Figure 3.27 together with those
corresponding to the ΛCDM lognormal catalogs. In all cases the asymptotic value of H2 is different from 1
and can be clearly distinguished from the ΛCDM prediction, showing that, at least within the range of scales
explored, our method is not biased towards homogeneity.
β-model
The fractal β-model is a multiplicative cascading fractal model based on the following process: take a cubic
box of side L and perform Nside equal divisions per side. Then, give a probability p < 1 to each of the N
3
side sub-
cubes of surviving to the next iteration and randomly choose those which survive according to this probability.
In the next iteration you follow the same process on each of the surviving sub-cubes. In the n-th iteration, the
average number of surviving cells will be Nsurv = (N
3
side p)
n. Equating this to NnDside we obtain that this set has
a fractal dimension
D = 3 + logNside p. (3.30)
We explored different values for D ranging from 2.5 to 3, generating multiple realizations of this process for
each value. These catalogs were produced by running the process outlined above on a cubic box of the same
size as the one used for the lognormal catalogs, using Nside = 2. The catalog is then subsampled to the desired
number density and the three-dimensional distances to each object are translated into redshifts using our fiducial
cosmological parameters. This is, of course, not correct, since the distance-redshift relation for this model need
not be that of FRW, however it is not clear which relation should be used. In any case, our aim is to explore
whether a three-dimensional inhomogeneous model could be noticed when projected onto the sphere, and, for
this purpose, our choice of χ(z) is as good as any other. The redshift of each object is then perturbed with a
Gaussian photo-z error with σz = 0.03 (1 + z), and the point distribution is projected in different redshift bins.
The projected distributions of some of these catalogs for a redshift bin 0.5 < z < 0.6 are shown in Figure
3.25 (right panel). Figure 3.28 shows the value of H2(θ) and its error calculated from these catalogs for a
the same bin, together with the ΛCDM result from the lognormal catalogs. As is evident from this Figure,
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Figure 3.28: ∆H2(θ) as a function of θ for the β-model projected onto the redshift bin 0.5 < z < 0.6 for different
values of D2 from 2.5 (top) to 2.99 (bottom), together with the ΛCDM prediction obtained from the lognormal
mocks (black). In spite of the 2D projection, we are still able to distinguish the inhomogeneous nature of the
β-model from an asymptotically homogeneous model for D . 2.95.
when projected, these catalogs still retain their inhomogeneous nature, and can be clearly distinguished from
an asymptotically homogeneous ΛCDM model for values of D2 that are remarkably close to 3. For instance,
only with the results drawn from the bin 0.5 < z < 0.6 we would be able to set the limit D2 & 2.95.
LTB models
In general, there is no direct connection between the three dimensional fractal dimension D2 and the homo-
geneity index H2 of the projected data. An extreme example of this would be an inhomogeneous but spherically
symmetric distribution in which the observer sits exactly at the center of symmetry. Although the distribution
is inhomogeneous in three dimensions (D2 6= 3), the central observer will measure a homogeneous distribution
for the projected data (H2 = 1).
This is precisely the case of Lemaˆıtre-Tolman-Bondi (LTB) void models. A complete description of these models
can be found in [95]. In an LTB model the observer is placed very close to the center of a very large (O(1) Gpc)
spherical underdensity. With this setup it is possible to reproduce many of the observational effects that can
be adscribed to a Dark Energy component without introducing any exotic species or new physics in the model.
The price to pay for this is relatively high, since in order to match the observed high isotropy of the distribution
of CMB anisotropies, the observer is bound to be within a comparatively small distance (O(10) Mpc) from
the center of the void. LTB models have been tested against multiple cosmological observations [96] and are
basically ruled out. However, they provide an explicit example of an inhomogeneous model that can not be
distinguished from a homogeneous distribution with our method. This is shown in Figure 3.29, in which we
compare the homogeneity index H2(θ) measured from the ΛCDM mock catalogs with the values measured from
an N-body simulation of an LTB model. These simulations are described in [97], and the data shown in Figure
3.29 correspond to the best resolved simulation, labelled H in the aforementioned paper. The errors shown
for the LTB data points have been calculated by splitting the simulation into 8 octants of the sky and then
calculating the standard deviation from the mean of the angulat homogeneity index of the 8 octants.
3.2.5. Summary & Discussion
We have studied the possibility of measuring the transition to homogeneity using photometric redshift cata-
logs. The method presented here is an extension of the usual fractal studies that have previously been performed
using three-dimensional distances by several collaborations. Photometric redshift uncertainties erase much of
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Figure 3.29: ∆H2(θ) as a function of θ for an LTB void model (blue) compared to the ΛCDM value (red).
Since the LTB metric preserves spherical homogeneity around the central observer, the inhomogeneity of these
models can not be measured using the method described here.
the clustering information along the radial direction. Thus, our method is based on measuring the fractality of
the projected galaxy distribution, using angular distances only. This method is assumption-free, since it relies
only on observable quantites (as opposed to three-dimensional distances, which requires a fiducial cosmological
model), and in this sense provides a way to test the Cosmological Principle in a model-independent way. In
the era of precision cosmology, testing this fundamental assumption is extremely important, and the upcoming
galaxy surveys, covering large volumes of the Universe, will make this possible.
We have tested that our method is not biased by the use of random catalogs to correct for artificial effects
induced on the observed galaxy distribution. We have done so by using our method on different synthetic inho-
mogeneous catalogs. We have verified that, not only is our method unbiased in practice, but it is in fact capable
of discriminating some fractal models with relatively large fractal dimensions, in spite of the loss of information
due to the radial projection. Our method is unable to detect the large-scale inhomogeneity along the line of
sight, and therefore can not be used to constraint a particular type of inhomogeneous models preserving the
isotropy around a central observer.
We have modelled and studied how different effects would affect the measurement of the angular homogeneity
index H2(θ) in a ΛCDM cosmology. We have studied the influence of the redshift bin width, photometric
redshift errors, bias, non-linear clustering, and surveyed area. The level to which a given survey will be able to
constrain the transition to homogeneity will depend mainly on two factors:
The total surveyed area: this regulates the size of the statistical uncertainties.
The compactness of the surveyed region: this determines the largest angular scale that can be measured.
In particular, a DES-like survey should be able to easily discriminate certain fractal models with fractal di-
mensions as large as D2 = 2.95. We believe that this method will have relevant applications for present and
upcoming large photometric redshift surveys, such as DES or LSST.
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3.3. BAO and LSS in Photometric Surveys: BCC
3.3.1. Introduction
The final test for the methods presented before is to show that we can measure an unknown cosmology from
a given data set. This was the idea behind the Blind Cosmology Challenge (BCC), DES collaborators were
provided with different simulations with unknown underlying cosmological models. Each working group was
encouraged to test its analysis in a way as close as possible as in real DES data. We obtain the BAO scale from
the angular two point correlation function and then, we retrieve the cosmological parameters related to each
simulation.
3.3.2. BCC simulations
The analysis has been made for two simulations, called Aardvark and Buzzard2. Both are 10313 sq-deg
(quarter of sky) catalogs to full DES depth and include the DES footprint (5000 sq-deg). Both catalogs contain
galaxies that have a signal to noise greater than 5 in at least one DES band.
These are the characteristics of these simulations:
10313 sq. degrees, including mask to 5000 sq. degree footprint.
1.36 billion galaxies to the DES 5-sigma limit.
Shear at galaxy positions using algorithm appropriate for full sky; 6.2 arcsec ray tracing.
Galaxy magnitudes and shapes include impact of shear and magnification.
Magnitudes in DES, SDSS, 2MASS, DEEP, VHS, VIKING, VIDEO, CFHTLS, RCS, NDWFS, WISE,
HSC, BCS, LSST, WFIRST and Euclid bands.
Multiple photometric redshift catalogs included.
Star and quasar catalogs included.
The only difference between these two simulations is that Aardvark is a semiblind cosmology challenge, it is
based in a flat ΛCDM model whereas Buzzard is a completely blind cosmology.
3.3.3. Analysis
We perform a cosmological analysis based on the extraction of the position of the BAO peak as presented
in [73] and in the previous section 3.1. The idea of this analysis is to perform it as it will be done in DES
data. Thus, we require galaxies to be inside the provided footprint and impose a 10σ detection in i or z bands
(i.e. we require MAGERR I or MAGERR Z to be less than 0.1 where the MAGERR variables are just the errors in the
magnitudes provided in the simulations). In order to be as close as possible to the real data analysis, we use
the values of ArborZ photo-z provided for both simulations. After these cuts we have 3.0 ×108 galaxies in our
selection for Aardvark and 2.7 ×108 in Buzzard.
2http://www.slac.stanford.edu/~risa/des_bcc/
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Quality tests
We performed some basic quality tests: we checked the redshift distribution, N(z), the magnitude distribu-
tions N(mag), the distributions of magnitude versus its error (mag vs magerr), color-color distributions and
maps. Figure 3.30 shows the redshift distribution for ArborZ [98]. We have studied the magnitude histograms
(Figures 3.31 and 3.32) and magnitude error versus magnitude histograms (Figures 3.33 and 3.34). We also
analyzed the spatial distribution of objects in both simulations. This can be seen in the maps plotted in Figures
3.35 and 3.36 for Aardvark and Buzzard respectively.
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Figure 3.30: Normalized N(z) distribution of Aardvark (black) and Buzzard (red) simulations using ArborZ.
Even though we haven’t attempted any kind of color selection, we inspected the color-space distributions
to verify that they looked reasonable (Figure 3.37). All of them behave as expected and were ready for the
cosmological analysis.
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Figure 3.31: Magnitude distributions of Aarvark (top) and Buzzard (bottom) simulations in filters u, g and r.
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Figure 3.32: Magnitude distributions of Aarvark (top) and Buzzard (bottom) simulations in filters i, z and Y .
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Figure 3.33: Magnitude error vs magnitude for Aarvark (top) and Buzzard (bottom) simulations in filters g, r
and i. Limiting magnitudes are maglimg ≈ 24.9, maglimr ≈ 24.2 and maglimi ≈ 23.8.
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Figure 3.34: Magnitude error vs magnitude for Aarvark (top) and Buzzard (bottom) simulations in filters z and
Y . Limiting magnitudes are maglimz ≈ 23 and maglimY ≈ 21.3.
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0.2 < zphot < 0.4 0.4 < zphot < 0.55
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Figure 3.35: Maps of Aardvark simulation.
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Figure 3.36: Maps of Buzzard simulation.
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g − r, r − i Aardvark 0.5 < photo− z < 0.6 r − i, i− z Aardvark 0.5 < photo− z < 0.6
g − r, r − i Buzzard 0.5 < photo− z < 0.6 r − i, i− z Buzzard 0.5 < photo− z < 0.6
Figure 3.37: Example of color-color diagrams for Aardvark (top) and Buzzard (bottom).
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Figure 3.38: ArborZ true-z distributions.
Photo-z
An important issue is to choose the photo-z binning to calculate the angular correlation functions as demon-
strated in [73]. A good knowledge and understanding of the photo-z is one of the key aspects in photometric
surveys as DES. In particular, for our analysis we need a large volume and, in order to have stronger cosmolog-
ical constraints, as many redshift bins as possible.
To understand the provided photo-z we proceeded reproducing the situation of real data. We selected 120,000
galaxies randomly as our calibration sample where the true redshift is known, and then, we constructed the
true redshift distribution for 6 photo-z bins. The results in the Figure 3.38 show that it is not possible to divide
the data into many independent bins because of the width of the probability distribution function (PDF) of the
galaxies’ photo-z.
We want the binwidths to be larger than the variance in order to avoid a strong correlation, but not too
large because we want to minimize the projection effect. We concluded that for our analysis the optimal choice
of photo-z binning is: [0.2, 0.4], [0.4, 0.55], [0.55, 0.7], [0.7, 0.85], [0.85, 1], [1, 1.2], [1.2, 1.4] and [1.4, 1.6]. The
photo-z behaviour is similar in both simulations, consequently we use the same photo-z bins.
After choosing our redshift bins, we have used two different methods to estimate their true-redshift distributions.
First, we used the true-redshift information from the calibration sample to compute the distribution histograms
for each photo-z bin. We also developed a second procedure. For every galaxy, we use its photo-z PDF and
we assign to each redshift bin the full PDF weighted by its integral in the corresponding redshift bin. This
method allows us to use every (well measured) galaxy in our sample since we only use observed quantities. Both
procedures lead to similar results as it can be seen in Figure 3.39 which shows that the distributions are well
behaved and match the true-redshift information properly.
78 CHAPTER 3. LSS WITH GALAXY SURVEYS: SIMULATIONS
truez
0 0.5 1 1.5 2
N
(z)
0
5000
10000
15000
20000
25000
30000
truez
0 0.5 1 1.5 2
N
(z)
0
5000
10000
15000
20000
25000
truez
0 0.5 1 1.5 2
N
(z)
5000
10000
15000
20000
25000
truez
0 0.5 1 1.5 2
N
(z)
0
5000
10000
15000
20000
25000
30000
35000
0.20 < ztrue < 0.40 0.40 < ztrue < 0.55 0.55 < ztrue < 0.70 0.70 < ztrue < 0.85
truez
0 0.5 1 1.5 2
N
(z)
0
5000
10000
15000
20000
25000
30000
truez
0 0.5 1 1.5 2
N
(z)
0
5000
10000
15000
20000
truez
0 0.5 1 1.5 2
N
(z)
0
2000
4000
6000
8000
10000
12000
14000
truez
0 0.5 1 1.5 2
N
(z)
0
1000
2000
3000
4000
5000
6000
0.85 < ztrue < 1.00 1.00 < ztrue < 1.20 1.20 < ztrue < 1.40 1.40 < ztrue < 1.60
Figure 3.39: ArborZ true-z distributions weighting galaxies’ PDFs by their integrals (black) and using true-z to
select bins and accumulating PDFs (red).
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Computation of the angular two point correlation function
The correlation function was computed in our selected redshift bins using a very fast pair-counting GPU
code [99]. The code was modified to support logarithmic binning and pixel-based counting. Since data sample is
very large, we used a pixel-based approach. We made 1024 × 1024 pixels maps in spherical coordinates (ra and
cos(90◦ − dec)) covering 10000 deg2. Only those pixels within the footprint are considered for the correlation
function. Each galaxy contributes with a weight computed as the integral of its PDF in the corresponding
redshift bin. This way, we minimize the correlation between redshift bins and use all the information avalaible.
This number of pixels leads us to a resolution ∼ 0.09◦ in the correlation function which is more than enough
for our purposes.
The calculation of the errors in the correlation function is done as we did for data, using the expression 2.48.
The results are shown in Figure 3.40 for Aardvark and Figure 3.41 for Buzzard. Once we have computed the
correlation functions, the next step of our analysis is to extract the BAO peak.
BAO fit
The fitting procedure is described in [73]. We use a power law plus a Gaussian to fit the correlation function
around the BAO peak. This constitutes an empirical description of the correlation function which allows a
precise location of the BAO peak.
The fitting results are shown in Figure 3.40 for Aardvark and 3.41 for Buzzard. It can be seen that for the first
two redshift bins the statistical significance is too low to claim any detection and, consequently, we ommited
those bins in the extraction of cosmological constraints. The remaining redshift bins have a good significance
BAO detection. The peak position and significance of the detection is shown in Figure 3.42. The statistical
significance of the detection is given by the ratio D/σD where D is the amplitude of the Gaussian in the fitting
formula given by 3.31.
ωFIT (θ) = A+Bθ
−C +D exp− (θ − θFIT )
2
2σ2FIT
(3.31)
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Figure 3.40: Angular correlation functions for Aardvark simulation using ArborZ photoz.
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Figure 3.41: Angular correlation functions for Buzzard simulation using ArborZ photoz.
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Figure 3.42: Significance of the BAO signal in each photo-z bin
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Correction of the BAO peak position
The recovered position of the peak should be related to the position of the BAO peak at the mean redshift
of the corresponding bin. These two positions are not equal due to the projection effect. This effect arises as
a consequence of having wide redshift bins with non trivial distributions (Figure 3.39) due to the photometric
nature of DES and the finite resolution of the redshift measurement. We can relate the peak position to the
BAO using the calibration method explained in [73]. The calibration method depends only on the photo-z
distributions and bins and is cosmology independent. Therefore, we can use any theoretical correlation function
and compute the projection over a wide redshift bin. In our case these selection functions are the normalized
photo-z distributions in Figure 3.39. The used input cosmological parameters were h = 0.71, Ωm = 0.266,
Ωb = 0.449, ΩΛ = 0.734 but, the correction is cosmology independent.
After fitting these theoretical functions we compute the distortion due to the projection effect α:
θBAO = αθFIT (3.32)
where θBAO is the theoretical value of the BAO angular position given by:
θBAO =
rs
dA(z)
(3.33)
The results of the BAO measurement using the PLG method are shown in Figure 3.43. Systematic errors are
included in the measurement. The main source of systematic errors are the method (σθBAO ≤ 1%), the model
(σθBAO ≤ 1%), the correction (σθBAO ≤ 1%) and the photoz (σθBAO ≤ 5%) [73]. We find for these results a value
of σθBAO = 5% [73]. The recovered BAO scales for each one of the simulations are not clearly distinguishible,
neither distinguishible from a flat ΛCDM model with WMAP 7 parameters.
Covariance Matrix
As we have seen, the BAO measurements from the different redshift bins are not independent. The correlation
matrix between them is given by:
Cij = 〈ωOi (θ)ωOj (θ)〉 − 〈ωOi (θ)〉〈ωOj (θ)〉 =
Nbins∑
k=1
(
r2ikr
2
jk
) (NTk )4(
NOi
)2 (
NOj
)2 Cov(θ, θ′) (3.34)
where rij is the migration matrix, i.e., the probability of a galaxy originally in the bin i to be observed in bin j,
NTi is the true number of galaxies in the i-th bin, and N
O
j is the number of galaxies observed in the j-th bin.
The covariance matrices are shown in Figure 3.44.
Measuring cosmology from PLG (Power Law plus Gaussian)
Once we have measured the angular BAO scale and corrected the projection effect, we are ready to extract
cosmological information. In order to do that, we plug the angular BAO scale measurements and the covariance
matrix into the cosmoSIS MCMC code [100]. This code has been developed for DES and LSST collaborations. It
contains a module which computes the likelihood for the angular BAO scale. It uses different MCMC samplers
to estimate the likelihood and obtain the maximum likelihood values. Results are shown in 3.45.
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Figure 3.43: Recovered BAO position for Aardvark and Buzzard simulations using PLG method. Systematic
errors are included.
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Figure 3.44: Covariance matrices for Aardvark (left) and Buzzard simulations (right).
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Figure 3.45: Measured cosmology for Aardvark. We recover the input flat ΛCDM cosmology Ωm = 0.23,
h = 0.72, Ωb = 0.042.
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3.3.4. Conclusions
We performed a full cosmological analysis of the angular BAO in the same way as it will be done with DES
data. After performing some basic quality cuts on the simulated catalogs, we chose a set of photo-z bins as
a compromise between minimizing bin correlations and projection effects. We then computed the angular two
point correlation function for each bin and extracted the position of the BAO peak using the PLG method.
Finally, we used the recovered values of θBAO to constrain the values of the cosmological parameters using cos-
moSIS. The results show that the BAO position only has no sensitivity to distinguish both simulations. Thus,
the main difference in the cosmology of these simulations should be related to those parameters that are not
strongly related to the BAO peak position.
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Figure 3.46: Measured cosmology for Buzzard.
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3.3.5. Fit to the full-shape correlation function at low scales
The measurement of angular two point correlation function (2pcf) is one of the most powerful tools in modern
cosmology, and it allows us to extract very valuable information. The photometric nature of DES makes difficult
to measure redshift space distortions (RSD) or to make very narrow redshift bins. Besides, DES offers large
statistics and allows us measurements of the angular 2pcf with negligible Poisson noise even for restricted area.
Here we use the simulation to estimate the sensitivity to measure and analyze the constraining power of this
measurement for two of the cosmological parameters: Ωm and w.
Modelling the angular correlation function
In order to extract any information from the correlation function we will need a proper theoretical modelling.
This modelling is provided by equation 2.55 and it includes the effect of redshift space distortions. If we proceed
to compute the corresponding angular correlation function we have:
ω(θ) =
∫ ∞
0
dz1φ(z1)
∫ ∞
0
dz2φ(z2)ξs(z1, z2, θ)
=
∫ ∞
0
dz1φ(z1)
∫ ∞
0
dz2φ(z2)b
2(z1, z2)
{[
1 +
2
3
β(z1, z2) +
1
5
β(z1, z2)
2
]
P0(z1, z2, θ)ξ0(z1, z2, θ)
+
[
4
3
β(z1, z2) +
4
7
β(z1, z2)
2
]
P2(z1, z2, θ)ξ2(z1, z2, θ)
+
8
35
β(z1, z2)
2P4(z1, z2, θ)ξ4(z1, z2, θ)
}
Renaming Λ0 ≡ P0(µ)ξ0(r), Λ2 ≡ P2(µ)ξ2(r), and, Λ4 ≡ P4(µ)ξ4(r) and recalling that β(z) = f(z)/b(z) we can
rewrite:
ω(θ) =
∫ ∞
0
φ(z1)dz1
∫ ∞
0
φ(z2)dz2b
2(z1, z2) [Λ0(z1, z2, θ)]
+ b(z1, z2)f(z1, z2)
[
2
3
Λ0(z1, z2, θ) +
4
3
Λ2(z1, z2, θ)
]
+ f2(z1, z2)
[
1
5
Λ0(z1, z2, θ) +
4
7
Λ2(z1, z2, θ) +
8
35
Λ4(z1, z2, θ)
]
Now, we assume that the bias parameter varies slowly within the redshift bin, that is, b(z1, z2) ≈ b(z¯) thus, we
have:
ω(θ) = b2(z¯)
∫ ∞
0
φ(z1)dz1
∫ ∞
0
φ(z2)dz2 [Λ0(z1, z2, θ)]
+ b(z¯)
∫ ∞
0
φ(z1)dz1
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0
φ(z2)dz2f(z1, z2)
[
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3
Λ0(z1, z2, θ) +
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Λ2(z1, z2, θ)
]
+
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0
φ(z1)dz1
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φ(z2)dz2f
2(z1, z2)
[
1
5
Λ0(z1, z2, θ) +
4
7
Λ2(z1, z2, θ) +
8
35
Λ4(z1, z2, θ)
]
We use the power spectrum from HALOFIT to introduce the non-linearities and obtain the corresponding ξl(r).
When fitting to data we minimize a χ2 function varying only the bias parameter and fixing the other parameters
to their fiducial values:
χ2 =
∑
i,j
[ω(θi)
meas − ω(θi)th]C−1ij [ω(θj)meas − ω(θj)th] (3.35)
This constitutes the base of our analysis.
3.3. BAO AND LSS IN PHOTOMETRIC SURVEYS: BCC 89
Figure 3.47: Patch of the Aardvark simulation used for the correlation function analysis.
Data selection
We selected the patch of the sky depicted in Figure 3.47. It is the same area that will be analyzed in the
next chapter with DES SVA1 data (∼ 135 deg2).
Photo-z
In this case, we will use the Gaussian photo-z provided in the simulation for simplicity. The analysis
procedure is the same regardless of the photo-z algorithm used. We analyze 5 different redshift bins: [0.2, 0.4];
[0.4, 0.6]; [0.6, 0.8]; [0.8, 1.0] and [1.0, 1.2]. Since we have the true redshift information for all the galaxies in this
simulation, we will use it to compute φ(z) in these bins. We show dn(z)dz in Figure 3.48. Remember that φ(z) is
just dn(z)dz normalized to 1. The total number of objects in the sample is 13.3 million after selecting these bins
and area.
Mesuring correlations.
In order to estimate the angular two point correlation function we proceed as in previoius sections. We use
a modification of the GPU-based code presented in [99]. This allows us to reach very low angular scales (∼ 10−7
deg) and also fast calculations by using pixellization for large scales. We use the Landy & Szalay estimator [82]:
ω(θ) = 1 +
N2rnd
N2gal
DD(θ)
RR(θ)
− 2Nrnd
Ngal
DR(θ)
RR(θ)
(3.36)
We use random catalogs with 3 times more objects than data3. We used 17 angular bins between 5× 10−2 and
2 degrees.
3It is usual to use 10 times more randoms than objects but, in this case 3 times is more than enough due to the large statistics
of DES
90 CHAPTER 3. LSS WITH GALAXY SURVEYS: SIMULATIONS
Figure 3.48: Photo-z bins used for the correlation function analysis from BCC-Aardvark simulation in units of
hundreds of galaxies.
3.3.6. Covariance Estimation
One of the key parts of any cosmological analysis is the computation of the covariance matrices. In our case
we will rely in the theoretical Gaussian approximation given by the expression from [62] (equation 2.48).
Covθθ′ =
2
fsky
∑
l≥0
2l + 1
(4pi)2
Pl(cos θ)Pl(cos θ
′)
(
Cl + δ
D(θ − θ′) 1
n¯
)2
(3.37)
This theoretical estimation is consistent with the results from Jack-knife and random realizations [73].
3.3.7. Bias measurements
Following the aforementioned procedure, we computed the correlation function. We estimate the theoretical
predictions for each one of the different redshift bins by fixing the cosmological parameters to the Aardvark
values (Ωm = 0.23, Ωb = 0.042, h = 0.72, σ8 = 0.82, ΩΛ = 0.77). Once we have the theoretical predictions we
fit the linear bias parameter b(z). We obtain the values shown in table 3.2 and the plots from Figure 3.49 and
Figure 3.50 ,where the evolution of the bias with redshift is depicted. The fit is performed at the scales where
we are confident of the linear bias approximation for the different redshift bins. The non-linearities at higher
redshifts are propagated using the linear-growth. This makes that the scales where we are confident for the
bins 0.4-0.6 and 0.6-0.8 are higher than the bin 0.2-0.4. Regardless, non-linearities are important in these three
redshift bins at low scales.
3.3.8. Constraining w and Ωm using the angular correlation function
We can go a step further and not only minimize the χ2 fixing every parameter except the linear bias, but
also we can fit Ωm and w to obtain information about dark energy. The procedure is simple, we compute the
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z b ∆b χ2/ndof p-value
0.2 - 0.4 1.08 0.06 0.11 0.99
0.4 - 0.6 0.95 0.08 1.02 0.41
0.6 - 0.8 1.10 0.09 0.95 0.47
0.8 - 1.0 1.33 0.03 0.88 0.60
1.0 - 1.2 1.74 0.04 0.56 0.90
Table 3.2: Best-fit bias values for Aardavark simulation.
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Figure 3.49: Best-fit bias to the Aardvark angular two point correlation function. The theoretical predictions
are made using the non-linear power spectrum from HALOFIT [69].
theoretical angular correlation function for each set of cosmological parameters in the same way we did to fit
the bias. A power spectrum is obtained from CAMB [59] using non-linearities from HALOFIT [69] for each
set of parameters. Then we integrate for the wide redshift bins using the correspoding photo-z distributions
and obtain the functions ωth(θ). Once we have these theoretical predictions, we minimize a χ
2 in the desired
parameter space.
We restrict our analysis to just 2 parameters because the errors of the correlation function are still domi-
nated by the area (see equation 2.48). Then our constraining power is reduced and we are sensitive just to
certain combinations of them, in particular, the correlation function shape will be especially affected by Ωm,
and w. The overall amplitude will be affected by the bias parameter but, we will fix these values to the values
we obtained in the last section. We make this assumption because the bias could be measured independently
using methods like counts in cells4. Moreover, a small variation in cosmological parameters does not affect the
best-fit values of the bias and viceversa. Thus, we can choose safely these values. However, we should keep in
mind that this results will be optimistic since we are fixing the rest of cosmological parameters but, the corre-
lation between w and Ωm will remain the same and the uncertainties will be similar. The results are plotted in
Figure 3.51 and they show that we recover the correct input cosmology within 1σ C.L. The performance of this
4The value of the bias will depend on the election of σ8 so, the bias obtained by other methods should be normalized to the
same value of σ8 that is used in the theoretical predictions.
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Figure 3.50: Evolution of the best-fit bias parameter for the Aardvark simulation.
measurements will improve when we have larger areas but, we wanted to test this method in a realistic scenario
similar to the case of the DES Science Verification Data. In conclusion, we have used the angular two point
correlation function as a probe of the cosmological parameters in photometric redshift surveys and we will use
this technique with DES data in chapter 5.
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Figure 3.51: Results of the fits to Ωm and w for the Aardvark simulation fixing ns, bg(z), h0 and the ratio
Ωb/Ωm in a wCDM model.
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Chapter 4
The Dark Energy Survey (DES)
The Dark Energy Survey (DES) [101] is a stage III [51] generation galaxy survey that relies on four probes
to unveil the nature of dark energy. These probes are: the number of clusters as a function of redshift z (CL),
the weak lensing effect in the distribution of galaxies (WL), the BAO measurement and the Hubble diagram of
type Ia supernovae (SN). At the end of DES, 10000 clusters up to z ∼ 1.0, 200 million galaxy shapes for WL
measurements, 300 million galaxy positions up to z ∼ 1.4 for BAO measurements, and, in addition to this, 3000
type Ia supernovae up to z ∼ 1 will be measured. Combining the four probes it is expected to measure the dark
energy equation of state parameter w0 with a precision better than 0.05 and its evolution with time wa with a
precision around 0.3 (Figure 4.2).
DES is an international collaboration formed by more than 300 scientists participating from more than 20
institutions in the United States, Spain, the United Kingdom, Brazil, Germany, Switzerland and Australia. The
collaboration has built a very sensitive 570 Megapixel digital camera, DECam, mounted on the Blanco 4-meter
telescope at Cerro Tololo Inter-American Observatory (CTIO) high in the Chilean Andes. The initial data from
Science Verification were recorded from September 2012 to February 2013 and the Survey period started in
August 31st of 2013, countinuing for at least five years.
DES will observe 5000 deg2 of the southern sky with five different filters from visible g, r, i to near infrared z,
and Y up to magnitude i ∼ 24 at 10 sigma (zmax ∼ 1.5). Moreover, DES will have a large overlap (∼ 2500
deg2) with the South Pole Telescope (SPT) [102] in order to measure the Sunyaev-Zel’dovich effect [31]. All the
DES results presented in this thesis are based on the Science Verification data.
4.1. DECam
The Dark Energy Camera (DECam) [103] is the main instrument of DES (Figures 4.5, 4.6). The camera
has five major systems:
a 570 megapixel CCD imager,
a low-noise electronic readout system,
a wide-field optical corrector,
a combination shutter-filter system,
a hexapod adjustor to provide stability.
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Figure 4.1: Countries and Institutions participating in DES collaboration. Picture Credit: Dark Energy Survey
Collaboration.
Figure 4.2: Forecast for the sensitivity of DES at the end of the project combining the four different probes to
test the nature and evolution of dark energy [102].
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Figure 4.3: Cerro Tololo Inter-American Observatory. Picture Credit: Dark Energy Survey Collaboration.
In order to complete its science goals, DES uses CCDs that engineers at Lawrence Berkeley National Laboratory
(LBNL) specifically designed to observe red light from distant galaxies. For example, the sensitivity of detect-
ing long-wavelength light is increased when it travels through more silicon, so DES CCDs are about 10 times
thicker (250 microns) than conventional CCDs. The DECam focal plane consists of a science array of sixty-two
2048 × 4096 CCDs (15 microns of pixel side that results on 0.27”/pixel in the Blanco). Additionally there are
four 2048 × 2048 guider CCDs and eight 2048 × 2048 focus and alignment CCDs. The quantum efficiency of
these CCDs with their anti-reflective coating is red optimized to be > 90% at 900nm and over 60% in the
400-1000nm range (see Figure 4.4). The DES CCDs were fabricated by Dalsa with further processing done by
LBNL. They were packaged and tested by Fermilab.
DECam operates at 180 K in order to minimize noise and dark current with the cooling provided by liq-
uid nitrogen. To prevent condensation on the surface of the CCDs, DECam operates at an extremely low
vacuum pressure of 10−6 Torr.
The electronic system reads out and records an entire digital image (5 × 108 pixels) in 17 seconds, keeping an
extremely low readout noise at the same time. This allows the camera to be read out in the same amount
of time that it takes to the telescope to move to its next viewing position. The noise of the readout system
is so low that, while an image may produce a full-well specification of 130,000 electrons, there are less than
25 electrons of noise in each pixel. The electronic system records the data in the form of a multi-extension
fits (MEF) file and also provide real-time instrument health and quality checks. The electronic boards were
produced in Spain, by CIEMAT and IFAE. The design process was carried out by Fermilab, CIEMAT, and IFAE.
The optical corrector system is a Wynne-style five lens, two asphere design. It provides a 2.2 degree field
of view image at 0.27”/pixel while contributing less than 0.3” FWHM to the image quality. The biggest of these
lenses is 98 cm in diameter and weighs approximately 190 kilograms.
The cartridge-style filter changer holds up to eight filters, which, at 62 cm in diameter, were the largest produced
at the time of its manufacture. DES uses five filters, g, r, i, z, and Y (see Figure 4.7). Each one of these lets
through a relatively broad wavelength. By comparing the relative amount of light detected through each filter
for each object in an image, we can make a very good estimate of the redshift. The shutter is the largest of its
kind.
The hexapods provide a real-time focus and alignment system to maintain high image quality.
4.1.1. The Blanco telescope
DECam is mounted on the Victor M. Blanco Telescope located at the Cerro Tololo Inter-American Observa-
tory (CTIO) in the Chilean Andes at a height of 2200 meters. The observatory is 460 km north of Santiago and
80 km inland from the coastal city of La Serena. The telescope is operated by the Association of Universities
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Figure 4.4: Quantum efficiency of DECAM CCDs and scheme of the focal plane of DECam. Picture Credit:
Dark Energy Survey Collaboration.
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Figure 4.5: DECam scheme and picture at CTIO. Picture Credit: Dark Energy Survey Collaboration.
Figure 4.6: DECam and its components. Picture Credit: Dark Energy Survey Collaboration.
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Figure 4.7: Transmittance curves of DES filters as measured by Asahi. Credit CTIO/NOAO/AURA/NSF. DES
uses just g, r, i, z and Y.
for Research in Astronomy and funded by the U.S. National Science Foundation. This telescope hosted some
of the observations of type Ia supernovae that led to the discovery of the accelerated expansion of the Universe
by Riess, Perlmutter and Schmidt who earned the Nobel Prize by their discovery [104].
The Blanco is ideally suited to receive this new device because it was originally built to hold a heavy load
at this top end. When it was built, people rode in the prime focus cage and took astronomical pictures us-
ing heavy glass photographic plates. Now, DECam takes pictures of roughly the same size with electronic CCD’s.
In addition to its use for the Dark Energy Survey, DECam is a facility instrument on the Blanco telescope.
This means that it is available for general use by the astronomical community, providing an order of magnitude
increase in reach over the last Blanco imager, MOSAIC II (http://www.ctio.noao.edu/mosaic/). DES has
updated the Blanco telescope as well as the associated installations and will use this telescope around 30% of
its observation time (for 525 nights within 5 years). The rest of the time, DECam is avaible for the scientific
community.
4.2. Dark Energy Survey Data Management (DESDM)
Each DECam image is a gigabyte in size. The Dark Energy Survey takes about 400 of these large images per
night. This presents a very high data-collection rate for a cosmology experiment. The data are sent via a mi-
crowave link to La Serena. From there, an optical link forwards them to the National Center for Supercomputer
Applications (NCSA) in Illinois for storage and “reduction”. Reduction consists of standard image corrections
of the raw CCD information to remove instrumental signatures and artifacts and the joining of these images
into 0.5 square degree “combined images”. Then galaxies and stars in the images are identified, catalogd, and
finally their properties measured and stored in a database.
Data taken with DECam by astronomers during non-DES observing will be processed through the DECam
Community Pipeline at the National Optical Astronomy Observatory and made available for analysis.
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Figure 4.8: Image taken by DECam (left) and the moon superimposed over the same image to give a hint about
the actual size of DES images. Credit: Dark Energy Survey Collaboration.
4.3. Survey strategy
The Dark Energy Survey has 525 nights of observation in 5 years. The plan is to cover 5000 deg2 of the
southern sky in the five photometric bands. The current footprint is depicted in Figure 4.9. The colored areas
correspond to the patches of the sky covered during the first year of observations whereas the red line marks the
complete planned footprint. With this footprint it is pretended to have a large connected area for large-scale
structure studies, and also to have large areas to study Sunyaev-Zel’dovich effect and to cross-correlate with
SPT-CMB maps. Zones with high extinction are avoided.
At the end of the survey, these 5000 deg2 will be covered with 10 tilings. One tiling is one patch of the
sky in one of the filters. In year one (Y1), 2000 deg2 have been covered with 4 tilings and it is planned to cover
approximately 3000 deg2 with 3 more tilings during the next year of observations (Y2).
Nights with best seeing (fwhm ≤ 1.1”) are called photometric nights and for them, the observations are
focused on the main survey. If seeing is worse than that, then, DES observes the supernovae fields. If there are
7 consecutive photometric nights the observations will focus on supernovae fields for one night.
Each year, DES has 105 nights of observations, the rest of the nights, DECam is avaible for the scientific
community.
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Figure 4.9: Current footprint of DES. The black line marks the first year covered area, colors specify the
number of tilings in each filter. The red line marks the planned 5 year total area. Credit: Dark Energy Survey
Collaboration.
Chapter 5
Galaxy clustering measurements on
SVA-1
The Science Verification (SV) period (Nov. 12th, 2012 - Feb. 13th 2013) covered approximately 200 deg2
that correspond to the red areas in Figure 5.1. This area, namely SVA-1, includes the fields corresponding
to SPT-E, SPT-W, El Gordo Cluster, Bullet Cluster, COSMOS, VVDS(14h), SN-S, SN-X, SN-C, RXJ2248,
SN-E. These fields contain 45.3 million objects in total. The fields SN-X, SN-C, VVDS(14h) and COSMOS
have been used to search for type Ia Supernovae and to calibrate the photometric redshifts because they overlap
with spectroscopic redshift surveys [105]. In this chapter we will present the analysis performed on the DES
SVA1 data. It is organized as follows: First, we will describe the sample for our analysis. Next we will discuss
systematic uncertainties and how they are considered in the analysis. After that, we will proceed to describe the
method of analysis to compute the two point correlation function, the theoretical framework and the scientific
results.
5.1. SVA-1 SPTE Photometric sample
SVA-1 data were taken in order to verify DES capabilities for the nominal survey period. The main goal
was to test each one of the different channels of DES to measure Dark Energy, i.e., clusters, supernovae, weak
lensing and galaxy clustering. The quality of these data confirmed the expectations and SVA-1 data enabled
DES collaborators to make measurements such as weak lensing masses for galaxy clusters [106] as well as the
discovery of new supernovae [107] or the usage of new photometric redshift algorithms [105]. Since we are
interested in the Large-Scale Structure, for our analysis we will focus on SPT-E region since it is the largest
contiguous one. For the SVA-1 Gold catalog the footprint selection was made for coverage with at least 1 CCD
in g, r, i, z bands. The catalog includes magnitudes for the detected objects in the 5 DES filters g, r, i, z, Y with
different criteria: MAG AUTO, MAG MODEL, MAG DETMODEL, MAG APER4, etc. These magnitudes are computed
using SExtractor [108]. MAG AUTO is computed from the flux above the background in an automatically selected
aperture that depends on the shape of the object. MAG MODEL is measured by fitting the object with a given
model (by SDSS) and estimating the flux for this model. MAG DETMODEL is similar to MAG MODEL but first it
makes the model fitting on the detection image, and then, it fits the overall normalization of this model to each
single-band image separately. MAG DETMODEL thus has a consistent galaxy model for the same galaxy across all
filters, which is primarily useful for color measurements. Finally, MAG APER4 is measured computing the flux
above the background in a 2 arcseconds circular aperture.
The catalog includes positions and a photometric redshift estimation using DESDM code [105]. We remove bad
photometry regions, i.e, regions where it is very likely to have objects with colors not fulfilling −1 < g − r < 4
and −1 < i − z < 4 using MAG DETMODEL. We use it because this algorithm makes a very precise estimation of
the colors. In addition a cut was made at declination > −61 degrees to remove the Large Magellanic Cloud
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Figure 5.1: DES footprint in purple, the shadowed area corresponds to Y1 observations and the red area
correspond to the SVA1 fields. SPT-E is the red colored region located at the lower right (South East) part of
the map. Credit: Dark Energy Survey Collaboration.
(LMC) since in this area magnitudes cannot be accurately calibrated. This selection yields as a result a total
area of ∼ 150 deg2 and ∼ 24 million objects with redshifts spanning from 0.1 ≤ z ≤ 1.5. In order to minimize
the impact of systematic errors in this very first measurement of LSS in DES, additional cuts are required. The
resulting sample is called the Benchmark sample and is described in the next section.
5.1.1. LSS Benchmark sample
The LSS benchmark sample consists in a subsample of the SVA-1 SPT-E data. We performed the following
cuts:
18 < iAB < 22.5 (5.1)
Where iAB is MAG AUTO and
0 < g − r < 3
0 < r − i < 2
0 < i− z < 3
Using MAG MODEL magnitudes since they are the best calibrated (as well as MAG DETMODEL) to account for color
outliers whereas MAG AUTO gives a better overall estimation of the magnitude. These cuts were made in order
to remove objects with poor photometry. The sample will be split in redshift bins for two different purposes:
1. Trace as well as possible the evolution of structure with redshift.
2. Make systematic uncertainties analysis easier since, most of these systematic effects will depend on redshift.
The selected redshift bins are: [0.2 < z < 0.4], [0.4 < z < 0.6], [0.6 < z < 0.8], [0.8 < z < 1.0] and, [1.0 <
z < 1.2], where z is the photometric redshift estimate that we are about to describe.
5.1.2. Photometric redshift
One of the key aspects of DES is its photometric nature. The DES collaboration has developed a large set
of photometric redshfit algorithms. These algorithms are fully described in [105]. In particular, we will use the
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Figure 5.2: Photometric redshift probability distribution of the SPT-E objects for the Benchmark sample (red)
and the Gold sample (black) using the DESDM photo-z.
default DES algorithm, the DESDM photo-z. It consists in an artificial neural network algorithm, the same
that was used for SDSS DR6, detailed in [109]. This algorithm produces the N(z) distributions depicted in
Figure 5.2. The black line is for the whole DES SVA-1 SPTE sample whereas the red line corresponds to the
Benchmark N(z) distribution. In each one of the redshift bins objects are distributed as detailed in Figure 5.3.
These distributions are consistent with the DES expectations [105]. Maps and number of galaxies in each bin
can be found in Figure 5.10.
This code gives a very good performance and a good description of the N(z) as it can be seen at [105].
5.2. Angular Footprint and Limiting Depth Mask
DES is a large photometric survey. This technique has the advantage of fast data acquisition and very large
statistics, at the price of a smaller precision on the redshift measurement compared to the spectroscopic surveys
and also, a very complex geometry. Since DES takes exposures of the different patches of the sky at different
nights and, after 10 exposures, the images are co-added, some patches of the sky are observed deeper than oth-
ers. The survey strategy is made in such a way that depth differences are as small as possible but, in any case,
we have different depths because of different observing conditions during the survey. The mask is a tool made to
quantify these effects and it eliminates regions where the observations had artificial effects (airplane or satellite
trails, cosmic rays, etc) or where very bright stars appear. The depth variations are mapped using MANGLE
[110]. MANGLE takes into account properties of DECam CCDs and the observing conditions during each night
and gives an estimation of the depth for different regions. This depth is calculated for MAG APER4 magnitude
estimation. This mask has a very high resolution but the inconvenience of using MAG APER 4 which is not used
to measure galaxies and not very accurately calibrated. Thus, from the MANGLE mask, a new mask for every
magnitude algorithm has been built since, the different algorithms relate with MANGLE MAGLIM in a different,
non-linear, position-dependent way. These differences are depicted in Figure 5.4 for MAG AUTO. The procedure
to build this new mask is the following: first, a high resolution (Nside=32768⇒ 41.5 arcsec2) HEALPix version
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Figure 5.3: Probability distribution functions (PDFs) of each one of the considered redshift bins in our data
sample.
Figure 5.4: Differences between MANGLE mask and MAG AUTO I mask. Credit: Eli Rykoff
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Figure 5.5: Ratio of density and mean density of objects along the declination axis. In order to avoid contami-
nation from the LMC a cut in dec = -61◦ was made in the Benchmark sample.
of the MANGLE mask is made then for each one of the pixels is coarsed down to a 64 times lower resolution
(Nside=4096 ⇒ 0.75 arcmin2) and the fraction of pixels where the limiting magnitude is misestimated by 0.1
mag or greater with respect to MANGLE is computed as well as the fraction of pixels observed. Then, each big
pixel has the limiting magnitude of the average of the detected pixels and a second mask giving the fraction of
well-behavioured pixels (fracdet).
The angular mask we chose for the Benchmark sample includes two cuts: the aforementioned one in decli-
nation to avoid the LMC, and the other one in depth to ensure completeness. We analyzed this cut in terms of
density as depicted in Figure 5.5, and, as it is noticeable, density grows when we approximate to the -61 degrees
cut which is in the limit. Going below -61 deg introduces a large fraction of objects with bad photometry from
the LMC. We want to ensure completeness in our sample. To do that we analyze the density in terms of the
limiting magnitude as seen in Figure 5.6. First, we make limiting magnitude bins with 0.1 binwidth, i.e., we
select those patches where the limiting magnitude is mlimi ∈ [21.8, 21.9]; [21.9, 22.0]; ...; [23.4, 23.5]. Then we
compute density of objects with certain observed magnitude magi. From these plots we can see that selecting
objects brighter than 22.5 we have the same density value, within statistical fluctuations, for every limiting
magnitude larger than 22.5, thus, we add this new limiting magnitude cut mlimi > 22.5 using the MAG AUTO I
for consistency purposes. The resulting compact ∼135 deg2 area is depicted in Figure 5.7.
5.2.1. Star-Galaxy Separation and Stellar Contamination
The Benchmark sample includes a simple star/galaxy classifier called MODEST CLASS. This variable is just
a flag with the value 1 for galaxies, and 2 for stars. It also has different values for unidentified objects. The
classifier relies on the SPREAD MODEL and SPREAD MODEL ERR variables which are related to the shape of the
object, the PSF and the FWHM. The two different populations can be seen in Figure 5.8. Using the DESDM
code and the MODEST CLASS separator we obtain a distribution of stars (as defined by MODEST CLASS) as
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Figure 5.6: Density in function of magnitude for different limiting magnitude bins. It is shown that
MAG AUTO I=22.5 is the faintest we can go with high completeness.
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Figure 5.7: Benchmark sample angular footprint. The Figure shows a homogeneous random field distributed
along this footprint.
described in Table 5.1. Additionally, we are interested in estimating the fraction of misclassified stars in the
0.2 < zphot < 0.4 252399
0.4 < zphot < 0.6 182550
0.6 < zphot < 0.8 497031
0.8 < zphot < 1.0 65167
1.0 < zphot < 1.2 1120
Table 5.1: Number of stars per bin using the cuts corresponding to selection number 1.
Benchmark sample. To do that, let us now consider the following ratio:
αs =
〈δOgalδOstar〉
〈δOstarδOstar〉
(5.2)
Where the subscript star refers to stars and the subscript gal to galaxies, and we used the notation δ(θ) = δ.
The superscript O states for observed quantities. We will use the T superscript for true quantities. If we expand
these terms,
δOgal = fδ
T
gal + (1− f)δTstar (5.3)
δOstar = g〈δTgal + (1− g)δTstar (5.4)
f represents the fraction of galaxies contributing to the total observed galaxy-galaxy autocorrelation and g the
fraction of galaxies contributing to the total observed star-star autocorrelation. Using the expressions above we
can write,
〈δOgalδOstar〉 = fg〈δTgalδTgal〉+ (1− f)(1− g)〈δTstarδTstar〉+ [f(1− g) + g(1− f)] 〈δTgalδTstar〉 (5.5)
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Figure 5.8: Plot showing SPREAD MODEL vs SPREAD MODEL ERR, we can distinguish two different populations. We
trace a simple straight line to separe them and create MODEST CLASS star/galaxy separator.
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Figure 5.9: Estimation of the ratio of stars in each one of the considered redshift bins.
and
〈δOstarδOstar〉 = g2〈δTgalδTgal〉+ (1− g)(1− g)〈δTstarδTstar〉+ 2(1− g)g〈δTgalδTstar〉 (5.6)
Now, let us consider the following assumptions:
1. The galaxies that are confused with stars have the same clustering properties as the galaxies that are not
confused.
2. The cross-correlation between true galaxies and true stars is negligible, i.e., 〈δTgalδTstar〉 ≈ 0.
3. The fraction of galaxies classified as stars is very low, i.e., g ≈ 0.
Under these conditions the αs can be written as:
αs ≈ (1− f)(1− g)〈δ
T
starδ
T
star〉
(1− g)2〈δTstarδTstar〉
≈ 1− f = Nstar
Nstar +Ngal
(5.7)
Thus, we can obtain an estimate of the stellar contamination by just using this ratio. Plots showing this ratio
can be found at Figure 5.9 from which we can estimate a fraction of stars in between 2% and 4%. Then after
selecting galaxies with MODEST CLASS = 1 and making the cuts mentioned above we obtain the galaxies depicted
in Figure 5.10. These galaxies constitute the so-called Benchmark Sample.
5.2.2. Other Sources of Systematic Uncertainties: Map Projections.
There are other potential sources of systematic uncertainties related to the quality of the observations and,
that could be correlated with other systematic uncertainties such as uncertainty in photo-z or star/galaxy
separation. We will consider the following potential sources:
Airmass: The airmass is the ratio between the optical depth at a given zenith angle and the optical depth
at the zenith. The larger the airmass, the higher is the attenuation of the light. It is possible that a larger
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Figure 5.10: Maps and number of galaxies for the different redshift bins in the Benchmark sample using DESDM
photo-z.
airmass can affect the photometry and therefore, the photo-z determination. It can also affect to the
detection of fainter objects. This effect will be corrected using the cross-correlation between the galaxy
map and the systematic map.
Sky brightness: This gives us the brightness of a patch of the sky without direct light sources (no observed
stars, no moonlight, etc). Several sources can be identified as the source of the intrinsic brightness of the
sky, namely airglow, indirect scattering of sunlight, scattering of starlight, and artificial light pollution.
Large skybrightness can lead to bad photometric determination and to prevent the detection of very faint
objects. This effect will be corrected in a similar fashion as the airmass effect.
Extinction: The extinction is the measurement of the magnitude reddening due to the presence of galactic
dust. The reddening due to extinction affect mostly to photometry and photometric redshift determination.
It also affects the detection of fainter objects.
Seeing (FWHM): The seeing measures the atmospherical distortion of astronomical objects. A point source
in the sky when the light comes through Earth’s atmosphere suffers a distortion that we can measure and
characterize just estimating the Full-Width-Half-Maximum (FWHM) of this point source. Large values
of FWHM make objects to appear wider in the images so, some stars could be classified as galaxies and
thus, affect the clustering. Seeing can also make worse the photometric redshift estimation since it can
difficult the determination of magnitudes.
These systematics have negligible impact, except for the seeing that has a big impact depending on the redshift
bin and the scale and thus, it should be corrected.
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Figure 5.11: Spatial varying systematic uncertainties. These maps have been made avaible to the collaboration
by Boris Leidstedt.
Ωm ΩΛ Ωb
Model 1 0.31 0.68 0.044
Model 2 0.5 0.5 0.071
Model 3 1 0 0.142
Table 5.2: Cosmological parameters of the different models we used to fit the galaxy bias.
5.3. Angular Clustering
5.3.1. 2 Point Angular Correlation Functions
We already presented a similar analysis in chapter 3. The main goal is to use the power of the correlation
function to extract some cosmological information. The estimation of the two point correlation function is done
in the same fashion as aforementioned. We use the same GPU-based code [99] with the same upgrades, and the
Landy & Szalay estimator [82]:
ω(θ) = 1 +
N2rnd
N2gal
DD(θ)
RR(θ)
− 2Nrnd
Ngal
DR(θ)
RR(θ)
(5.8)
Once again, the random catalogs have 3 times the number of data objects. We use 10 angular bins between
5× 10−2 and 2 degrees.
5.3.2. Covariance Estimation
We proceed the same way as before and use the theoretical Gaussian approximation given by the expression
from [62] (equation 2.48).
5.3.3. Theoretical Predictions
We have computed the correlation function and extract the bias for three different cosmological ΛCDM
models described in the Table 5.2. We follow the procedure presented in chapter 3. In order to construct
the theoretical predictions we used the non-linear HALOFIT power-spectrum [69], we added redshift space
distortions using the Kaiser approximation [63]. We want to minimize a χ2 function varying only the bias
parameter and fixing the other parameters to each one of the models. If we remind this χ2 function is given by:
χ2 =
∑
i,j
[ω(θi)
meas − ω(θi)th]C−1ij [ω(θj)meas − ω(θj)th] (5.9)
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5.3.4. Systematic Errors
Correction of position dependent systematic effects
In general, the observed density contrast, δobs, will be a combination of the observed density contrast, δtrue,
plus the variation due to the systematic effects, δsys, thus [111]:
δobs = δtrue +
∑
i
αiδ
i
sys, (i = seeing, airmass, stars...) (5.10)
If we assume that the true galaxy fluctuations do not correlate with the fluctuations induced by the systematics
we have:
〈δobsδjsys〉 =
∑
i
αi〈δisysδjsys〉 (5.11)
If we define
ωcross,j ≡ 〈δobsδjsys〉 (5.12)
ωauto,ij ≡ 〈δisysδjsys〉 (5.13)
We can rewrite equation 5.11 as:
ωcross,j =
∑
i
αiωauto,ij (5.14)
Thus,
~α = ~ωcross · (ωauto)−1 (5.15)
Hence, if we have N systematic maps, we have to invert a N × N matrix for each θ bin. So, the correlation
function that we want to calculate is:
ω(θ)true = ω(θ)obs − ~α · ~ωcross (5.16)
Given a galaxy sample g, with a true density contrast δT and an observed one δO, we define ωTg,g = 〈δTg δTg 〉,
ωOg,g = 〈δOg δOg 〉. In the case of one systematic s with a density contrast δs and autocorrelation ωs,s, we can write:
ωTg,g = ω
O
g,g −
(ωOg,s)
2
ωs,s
(5.17)
Let us consider the case of two correlated systematics s1, and s2 and the galaxy sample g. We have the following
system of equations:
ωg,s1(θ) = α1ωs1,s1(θ) + α2ωs1,s2(θ) (5.18)
ωg,s2(θ) = α1ωs1,s2(θ) + α2ωs2,s2(θ) (5.19)
The solutions for this system are:
α1 =
ωg,s1ωs2,s2 − ωg,s1ωs1,s2
ωs1,s1ωs2,s2 − ω2s1,s2
(5.20)
α2 =
ωg,s2ωs1,s1 − ωg,s2ωs1,s2
ωs1,s1ωs2,s2 − ω2s1,s2
(5.21)
And the expression for the galaxy-galaxy autocorrelation yields:
ωTg = ω
O
g − α21ωs1,s1 − α22ωs2,s2 − 2α1α2ωs1,s2 (5.22)
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Figure 5.12: Fits to the PDFs using a sum of two Gaussians to evaluate the systematic error due to the photo-z.
Redshift bins are depicted in ascending order (0.2 < z < 0.4 top left, 1.0 < z < 1.2 bottom right).
Photometric redshift
The photometric redshift estimation is the most important source of systematic uncertainty. It has been
verified that the calibration sample is a good representation of the full sample. However, the size of the calibra-
tion sample is small and we need to propagate the statistical error in the determination of φ(z).
To evaluate this uncertainty, we fitted the redshift distribution within each redshift bin to the sum of two
Gaussians and we vary the width between the best-fit value and the best-fit value plus its error:
φ1(z) = Ae
− (z−z1)2
2(σ1+∆σ1)
2 +Be
− (z−z2)2
2σ22 (5.23)
φ2(z) = Ae
− (z−z1)2
2(σ1−∆σ1)2 +Be
− (z−z2)2
2σ22 (5.24)
Finally, we use these distributions to make a theoretical prediction using a ΛCDM model with Planck parameters.
The error is computed as the relative difference between these correlation functions, i.e,
ω1(θ) =
∫ ∞
0
dzaφ1(za)
∫ ∞
0
dzbφ1(zb)ξ(θ, za, zb) (5.25)
ω2(θ) =
∫ ∞
0
dzaφ2(za)
∫ ∞
0
dzbφ2(zb)ξ(θ, za, zb) (5.26)
σphot =
|ω1(θ)− ω2(θ)|
2ω1(θ)
(5.27)
We estimate this error to be σphoto−z < 4% and add these errors in quadrature to the statistical error.
Declination cut
The declination cut to avoid the LMC could be a source of systematic uncertain since it correlates with bad
photometry regions. The declination cut at dec = −61◦ shows stability in terms of clustering as it is noticeable
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Figure 5.13: Relative error of the correlation function due to the photo-z distortion. Redshift bins are depicted
in ascending order (0.2 < z < 0.4 top left, 1.0 < z < 1.2 bottom right).
zphot χ
2/ndof p b ∆b
0.2 - 0.4 0.158 0.992 1.09 0.14
0.4 - 0.6 0.286 0.985 1.05 0.06
0.6 - 0.8 0.763 0.659 0.93 0.06
0.8 - 1.0 0.633 0.786 1.29 0.05
1.0 - 1.2 0.659 0.747 1.86 0.05
Table 5.3: Results of the fit to Planck ΛCDM model leaving the galaxy bias b as a free parameter.
in Figure 5.14 where we analyzed the relative difference of the correlation function for the different declination
cuts in the selected redsfhit bins.
Stellar contamination
Stars are a source of systematic uncertainty in galaxy clustering measurements. They affect in two different
ways: On the one hand, stars and galaxies have different clustering properties so, if we unknowingly classify
stars as galaxies this will change the clustering signal. There is another effect called star obscuration. Bright
stars prevent us to detect faint objects around them. It is better to lose area and do a conservative masking
around those stars than to have the obscuration effect. Using the aforementioned classifier, we evaluate the
systematic uncertainty by cross-correlating stars with galaxies and the correction due to star contamination.
Results in Figure 5.15 show that this effect is very low (see Table 5.1) and we neglect the correction.
5.3.5. Results
In this section we present the results of the measurement of the Benchmark Sample angular two point
correlation function, and the measurement of the linear galaxy bias. Proceeding the same way as we did for
the simulations, and fixing the cosmological parameters to the Planck results, we obtain the results depicted
in Figure 5.17 and Figure 5.18, and described in Table 5.3. We also analyzed evolution with redshift of the
best-fit bias and compared it with the results we obtained in the simulation. In Figure 5.16 we can see that
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Figure 5.14: Relative variation of the correlation function due to the selection. Redshift bins are depicted in
ascending order (0.2 < z < 0.4 top left, 1.0 < z < 1.2 bottom right).
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Figure 5.15: Correction in the correlation function due to star contamination for each redshift bin.
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Figure 5.16: Evolution of the galaxy bias with redshift for the SVA-1 data (red points). We compare the
evolution with the BCC Aardvark simulation (blue triangles). It is noticeable that both measurements follow a
similar trend.
the simulation and the data have a similar behaviour and the values of the best-fit bias are close, even though
the simulation has different cosmological parameters to the ones we assume to the fits for data. The best fit
results for the remaining two models are depicted as well in Figure 5.19. Notice that, the number of points
we have used for the fits is not the same for every redshift bin. This is related to the aforementioned higher
photo-z uncertainty in the lowest and highest redshift bins. It is critical to have a good determination of the
selection function to make a robust theoretical prediction. At very low scales, the determination of φ(z) plays a
very important role. Small differences in φ(z) translate into noticeable differences in the theoretical prediction
at scales lower than 0.5 degrees. Also, in the lowest redshift bin, at large scales the variation of the correlation
function is very fast, then, the determination of φ(z) becomes critical. Besides, for the last redshift bin, since
SVA-1 does not map a very large area, we cannot reach very large scales so, the last points are not accounted
for the fit. These results show the high quality of the DES measurements and the constraining power of the
angular two point correlation function. Even on their own, and with this small fraction of the DES area, we are
capable to rule out the Einstein-de Sitter model which is very significant and promising for the upcoming DES
data.
5.4. Constraining w and Ωm
In order to extract some cosmological information from the correlation function we proceed as we did in
simulations in Chapter 3. We compare the value of the correlation function for different theoretical models and
minimize the χ2 function. We use the same covariance matrices and the same points that we used to extract the
bias. We use Planck [15] best-fit values for h0, ns, As, σ8 and we fix the ratio Ωb/Ωm as priors and make a grid
of 20 times 20 bins for w and Ωm. There is a correlation between the bias parameter and these two parameters,
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Figure 5.17: Results of fitting the angular correlation function to a ΛCDM model with Planck cosmological
parameters in log-log scale (top), in linear scale (center) and χ2 for different galaxy bias.
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Figure 5.18: Results of fitting the angular correlation function to a ΛCDM model with Planck cosmological
parameters in log-log scale (top), in linear scale (center) and χ2 for different galaxy bias.
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Figure 5.19: Comparison of the fits of the three models considered in table 5.2.
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Figure 5.20: Contours showing the fit results for the parameters Ωm and w fixing the rest of parameters to
Planck [15]. We recover the Planck values at 1σ. This gives the idea of robustness of the DES-SV data.
and, if we leave the bias as a free parameter, w and Ωm can have degenerate values with no physical meaning.
Thus, we adopt the best-fit bias of the previous section as the bias for each one of the redshift bins. This
assumption will make the results shown here to be optimistic. However, the systematic error due to assuming
these bias parameters is negligible if the true underlying cosmology is close to the assumed one. The results are
shown in Figure 5.20.
These results show that even though we are dealing with the Science Verification data we are able to in-
troduce a new methodology to measure cosmological parameters and we are able to recover a measurement that
is compatible and consistent with Planck at 1σ. Thus, this data and these measurements are a good start for
DES since its data show a high degree of robustness.
5.5. Pushing to the limit: Going fainter than 22.5
The results for the Benchmark sample are robust and consistent and constitute a very good first step for
DES clustering analysis. However, we can go further and be more ambitious pushing DES to its limit. We can
try to go beyond the 22.5 limit. Given the results in the Figure 5.6 we cannot go fainter without losing area if
we want to keep the analysis with the standard methodology, i.e., making a random catalog where every patch
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Figure 5.21: Comparison between uniform (left) and non uniform (right) randoms in the SPT-E area.
in the footprint has the same mean density. If we want to go further we must take into account the variations in
mean density given by the variations in depth. The simplest way to do this is using a weighted random catalog.
5.5.1. Generation of random catalogs
As long as depth differences appear (see Figure 5.6), they have to be taken into account for any cosmological
analysis. In the case of 2pcf or CiC, the easiest way to quantify this effect is using a depth-variable random
catalog a.k.a non-uniform randoms.
We have developed a technique to build random catalogs that match the differences in depth of the DES
SVA1 footprint. The key idea behind the random construction process is that more depth implies a larger mean
density The proposed technique works as follows:
1. Map the depth variation in your survey.
2. Make magnitude limit bins. On the one hand they should be large enough to cover regions where you can
avoid sample variance. On the other hand, you should do as many bins as possible in order to trace well
the density differences.
3. Compute density ρ(m) in function of magnitude in those bins (Figure 5.6).
4. Assign weights according to the integral of those ρ(m) histograms. In our case, if we do N bins we assign
the deepest bin a weight wN = 1 and the others follow:
wi =
∫mmax
mmin
dmρi(m)∫mmax
mmin
dmρN (m)
(5.28)
5.5.2. The Faint Selection
The Benchmark sample has as an advantage that it is possible to use the traditional random approach, you
can safely forget about depth variations across the footprint. The main disadvantage is that a fraction of area
is lost, total area is 135 deg2 instead 150 deg2 and we lose a non-negligible fraction of objects (see Figure 5.23).
We propose a new selection that we will call Faint Selection with the following cuts:
15 < magiauto < 26.
21 < magiauto,lim < 24.2.
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Figure 5.22: Maps and number of galaxies for objects located at regions where 24.2 > MAGLIM AUTO I > 21,
with 15 < magiauto < 26 and MODEST CLASS= 1.
MODEST CLASS = 1.
The corresponding maps for this selection are depicted in the Figure 5.22. The Faint Selection has more area
and more objects, specially for the deepest redshift bins but the determination of the photo-z is less precise.
The correlation function for these two samples should be different since, these selections have different photo-z
distributions and, most probably, different bias.
5.5.3. Angular 2 Point Correlation Function
We will proceed as we did for the Benchmark sample but for the Faint Selection we use our method to
build a non-uniform random (see Figure 5.21) and then, we compute the correlation function. The correlation
functions of the Benchmark Sample and the Faint Selection are depicted in Figure 5.24.
5.6. Conclusions
In this chapter it has been presented the analysis of the DES Science Verification data using the angular two
point correlation function. Since we are dealing with a new experiment, some particularities arise. In our case,
DES is a large photometric redshift survey and has a complicated masking scheme. Thus, we did a completeness
study, and we developed a technique to calculate the correlation function with variable depth footprints. From
this study we concluded that the best cut to ensure completeness and go as deep as possible was using patches
with MAG LIM AUTO I> 22.5 and objects that fulfill MAG AUTO I< 22.5. For the first time in cosmology, the
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Figure 5.23: Evolution of the area and number of objects available with different limiting magnitude selections.
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Figure 5.24: Comparison between the correlation functions obtained using the uniform and non-uniform randoms
for the two different samples. Since we are treating with different samples, the results are expected to be
different but results seem to be reasonable. Every redshift bin is depicted, from 0.2 < zphot < 0.4 (top left) to
1.2 < zphot < 1.4 (bottom right) in increasing order.
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correlation function is computed using a new weights based technique to account depth fluctuations due to
observational effects. In this chapter, we also present the first measurements of the galaxy-galaxy angular
correlation function in the redshift range 0.75 < z < 1.4. These measurements were used to recover the galaxy
bias by fixing three different ΛCDM models with different cosmological parameters and fitting the data. From
these fits, it is clear that, even with Science Verification data, DES is able to put cosmological constraints and
rule out Einstein-de Sitter models, or equivalently, it manifests the need for dark energy for the ΛCDM model.
Constraints over Ωm and w are obtained as well once we fix the other parameters. This is the first time that
this method is applied in a photometric redshift survey in these scales. The results obtained are compatible
with ΛCDM with Planck [15] cosmological parameters. These constraints are just an example of the power of
the measurements and data quality of DES.
Chapter 6
Conclusions
In this thesis two main results are presented: on the one hand, novel methods to study the large-scale
structure of the Universe and dark energy have been presented. On the other hand, the first measurement of
the large-scale structure of the Universe in the DES project has been performed. This work is the result of an
active participation in DES and PAU collaborations. The results and methods presented here will be used in
the future by DES and PAU publications. In particular, the results from chapter 5 will be part of the upcoming
DES galaxy clustering article. The work presented in this thesis resulted in three publications [76], [112], and
[113].
One of the most powerful dark energy probes is the Baryon Acoustic Oscillation (BAO) scale. A method
to measure the BAO scale in the direction of the line-of-sight has been developed and tested in simulations. The
strength of this method consists in the fact that it relies on observable quantities only. In combination with the
angular BAO method presented in [73] it yields to a precission similar to the standard method but with several
advantages. It is model independent, i.e. any model of dark energy can be tested if an observable BAO scale
is given, and moreover, it is unsensitive to most of the systematic uncertainties sources. This methodology is
feasible in spectroscopic surveys such as BOSS and DESI.
The study of the large-scale structure of the Universe is usually done with methods that rely in the Cosmo-
logical Principle. Thus, it is important to test this assumption. An unbiased method to test the homogeneity
in photometric catalogs has been introduced and tested. We can distinguish fractal models from non-fractal
models with a 1.5% precision with a DES-like survey and measure the degree of homogeneity in large-scales.
This method has been used in a recent work to measure the homogeneity in the 2MPZ survey [113].
After that, a test of the angular BAO method from [73] using a photometric catalog that provides a prob-
ability distribution function (PDF) for each galaxy is presented. To do this, we had to compute for the first
time the angular correlation function weighting the galaxies by its photo-z PDF. This technique will be used in
the upcoming DES data and it can be potentially used in large photometric surveys like LSST.
Two point statistics are one of the main probes in modern cosmology, in particular, for galaxy surveys the
two point correlation function is one of the most sensitive measurements to study dark energy and LSS. We
have performed the first measurement of ω(θ) from the Dark Energy Survey Science Verification data. The
results are compatible with the latest release of Planck data [15]. These results show the robustness of DES
Science Verification data. The errors in the correlation function are still dominated by the area. With a larger
area they will decrease and the constraining power will increase. The measurement reliability and sensitivity
have been verified in large simulations. This technique can be potentially used for the upcoming data releases of
DES where more area will be available. When this method, is combined with measurements from weak lensing,
clusters and supernovae it will provide the best constaints constraints on (w0, wa) of the dark energy. Of course,
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this methodology is directly applicable to other photometric redshift galaxy surveys.
In this work we have also introduced a new technique to measure the correlation function in photometric
redshift surveys with non-homogeneous depth. This technique will be of utmost importance for the upcoming
DES measurement campaigns.
The techniques introduced in this work are also applicable to other galaxy surveys such as PAU, eBOSS,
DESI, LSST, WFIRST or EUCLID but, also some of them can be easily extended to the case of 21-cm intensity
line measurements. DES and these experiments will shed light on the nature of the evasive dark energy.
Resumen
6.1. Introduccio´n
Averiguar la naturaleza de la energ´ıa oscura es uno de los ma´s intrigantes problemas de la f´ısica moderna. La
energa oscura es la responsable u´ltima de la expansio´n acelerada del Universo pero las predicciones del modelo
esta´ndar esta´n en desacuerdo con las observaciones por ∼ 50 o´rdenes de magnitud. Por este motivo, la comu-
nidad cient´ıfica esta´ realizando grandes esfuerzos, agrupa´ndose en inmensas colaboraciones para afrontar los
retos que plantea el problema de la energ´ıa oscura. En el marco de una de estas colaboraciones, Dark Energy
Survey (DES), se ha realizado este trabajo de tesis doctoral. El objetivo u´ltimo de esta tesis es el estudio de la
energ´ıa oscura a trave´s del ana´lisis de la estructura a gran escala del Universo. Para ello, se han desarrollado
nuevas te´cnicas de ana´lisis: se propone una te´cnica para la caracterizacio´n de la escala de oscilaciones acu´sti-
cas de bariones (BAO) en la l´ınea de visio´n. Asimismo, se propone una te´cnica no sesgada para la medida de
la fractalidad en cartografiados fotome´tricos de galaxias. Esta te´cnica permite probar el rango de validez del
Principio Cosmolo´gico, de vital importancia para muchas de las medidas cosmolo´gicas que se realizan en la
actualidad. Adema´s, se desarrolla un me´todo para medir la funcio´n de correlacio´n de galaxias usando distribu-
ciones de probabilidad fotome´tricas y, posteriormente, se extrae la escala angular de oscilaciones acu´sticas de
bariones. A partir de esta medida se obtiene informacio´n sobre los para´metros cosmolo´gicos. Posteriormente, se
presenta la medida del denominado bias gala´ctico y de los para´metros cosmolo´gicos, a partir del ajuste de la
funcio´n de correlacio´n angular a modelos teo´ricos. Tambie´n se presenta un me´todo para la medida de la funcio´n
de correlacio´n en cartografiados de profundidad variable. Finalmente, se exponen las conclusiones de este trabajo.
La Teor´ıa del Big Bang (o de la Gran Explosio´n) describe con precisio´n la evolucio´n del Universo y es la
pieza central del llamado Modelo Esta´ndar cosmolo´gico o modelo ΛCDM, basado en el Principio Cosmolo´gico,
la Teor´ıa de la Relatividad General y la inflacio´n co´smica. El e´xito de este modelo reside en que ha realizado
diversas predicciones que se han corroborado posteriormente mediante observaciones. En particular, ΛCDM
predice la existencia de las oscilaciones acu´sticas de bariones, la polarizacio´n del fondo co´smico de microondas
(CMB) y la existencia de lentes gravitacionales de´biles.
Las pruebas observacionales ma´s fuertes de este modelo son la existencia y propiedades del CMB y sus an-
isotrop´ıas; y la prediccio´n de la abundancia de elementos ligeros. Sin embargo, este modelo exige de dos compo-
nentes que no esta´n presentes en el modelo esta´ndar de f´ısica de part´ıculas: la materia oscura y la energ´ıa oscura.
La existencia de materia oscura se infiere de la velocidad de rotacio´n de las galaxias. La materia observada
no es suficiente para explicar las velocidades de rotacio´n que se med´ıan. Por tanto, se propuso la existencia de
materia que no emite radiacio´n (o que su radiacio´n es extraordinariamente de´bil) pero que tiene una gran masa
y sufre interaccio´n gravitatoria. Existen multitud de candidatos como materia oscura. Muchos de estos candi-
datos sera´n puestos a prueba en los numerosos experimentos dedicados a la investigacio´n de la materia oscura
como: CDMS, DAMA/LIBRA, CANDLES, PAMELA, MAGIC, CTA, ArDM, AMS o los experimentos del LHC.
Por otra parte, la necesidad de introducir en el modelo la energ´ıa oscura surge en el momento en el que se
observa la expansio´n acelerada del Universo a trave´s de experimentos que miden luminosidad en explosiones de
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supernovas tipo Ia en 1998 por los equipos de Riess, Perlmutter y Schmidt. La energ´ıa oscura se suele describir
y parametrizar como un fluido en el que se define el para´metro w como el cociente entre la presio´n, p, y la
densidad, ρ, del mismo:
w =
p
ρ
(6.1)
Dependiendo del valor de este para´metro la energ´ıa oscura tiene una naturaleza distinta. As´ı, si w = −1, la
energ´ıa oscura se corresponde con la constante cosmolo´gica, Λ. En el caso de w < −1 se tiene lo que se llama
energ´ıa oscura fantasma y en el caso en el que −1 < w < −1/3 se da la quintaesencia. Las observaciones actuales
son compatibles con el caso de constante cosmolo´gica, sin embargo, se requiere ma´s precisio´n para conocer la
evolucio´n de w a trave´s de la historia del Universo. Normalmente, w se parametriza como:
w = w0 + wa(1− a) = w0 + wa z
1 + z
(6.2)
donde a es el factor de escala y z el corrimiento al rojo cosmolo´gico.
El objetivo final de esta tesis es dar una medida de este para´metro w y uno de los objetivos finales de DES
es mejorar la precisio´n en la medida de w0 y wa. Una de las formas de conseguir este objetivo es a trave´s del
estudio de la estructura a gran escala del Universo que vamos a describir a continuacio´n.
Las no homogeneidades en la distribucio´n de materia en el Universo nos dan informacio´n sobre el origen,
evolucio´n y naturaleza de sus componentes. Segu´n los modelos inflacionarios, las perturbaciones de densidad de
materia esta´n generadas por fluctuaciones Gaussianas en un campo escalar. Por tanto, dichas fluctuaciones son
un campo Gaussiano aleatorio. Dicho campo queda completamente definido por el espectro de potencias P (k)
definido como:
〈δˆ(~k)δˆ(~k′)〉 = (2pi)3δD(~k − ~k′)P (~k) (6.3)
Donde δD es la delta de Dirac y δˆ(~k) es el llamado contraste de densidad. Dadas la densidad ρ(~k) y ρ¯ la densidad
media, se define como:
δˆ(~k) =
ρ(~k)
ρ¯
− 1 (6.4)
Es por esto que para el estudio de la estructura a gran escala del Universo se utiliza el espectro de potencias, o
de forma equivalente, su transformada de Fourier, que recibe el nombre de funcio´n de correlacio´n a dos puntos
ξ(~r):
P (~k, z) =
∫
d3~rξ(~r, z) exp (i~k · ~r) (6.5)
La funcio´n de correlacio´n se define como el exceso de probabilidad de encontrar un par de objetos a una distancia
~r respecto a una distribucio´n aleatoria y uniforme con la misma densidad media. Por tanto, el nu´mero esperado
de objetos dada una galaxia en dV1 y otra en dV2 en un campo cuyo nu´mero medio de objetos es n¯ es:
〈npair〉 = n¯2 [1 + ξ(~r)] dV1dV2 (6.6)
En nuestro caso, dado que gran parte de este trabajo se realiza en el contexto de cartografiados fotome´tricos,
vamos a estar interesados en la denominada funcio´n de correlacio´n angular ω(θ). Esta funcio´n de correlacio´n
angular no es ma´s que la proyeccio´n al plano de la funcio´n de correlacio´n ξ(~r).
ω(θ) ≡ 〈δ(nˆ1)δ(nˆ2)〉 =
∫ ∞
0
dz1φ(z1)
∫ ∞
0
dz2φ(z2)ξ(z1, z2, θ) (6.7)
Donde la separacio´n angular θ esta´ relacionada con la distancia r = |~r| a trave´s de:
r ≡
√
x21 + x
2
2 − 2x1x2 cos(θ) (6.8)
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Donde los xi son las distancias como´viles al corrimiento al rojo correspondiente zi y φ(zi) es la denominada
funcio´n de seleccio´n. Esta funcio´n de seleccio´n relaciona la distribucio´n de corrimiento al rojo fotome´trico en
una capa ancha con su distribucio´n espectrosco´pica.
φ(z) ∝ dN
dz
∫ zp2
zp1
dzp
dNp
dzp
P (zp|z) (6.9)
Esta informacio´n se suele obtener a partir de la muestra de calibracio´n de los algoritmos que calculan el corrimien-
to al rojo fotome´trico, ya que para esta muestra se dispone de medidas tanto fotome´tricas como espectrosco´picas.
En los cartografiados de galaxias no se tiene acceso directo a la distancia a las mismas. En su lugar, se mi-
de el corrimiento al rojo. Este corrimiento al rojo se ve distorsionado por los movimientos peculiares de las
galaxias, lo que produce anisotrop´ıas en la funcio´n de correlacio´n. Este efecto es conocido con el nombre de
distorsiones en el espacio del corrimiento al rojo o por sus siglas en ingle´s RSD. Adema´s, generalmente, estamos
interesados en la distribucio´n subyacente de materia que relacionamos con la distribucio´n de galaxias a trave´s
del llamado para´metro de bias gala´ctico, b(z). Dicho para´metro da cuenta de la relacio´n entre las acumulaciones
de materia luminosa y materia oscura y depende del tipo de poblacio´n de galaxias que se seleccione para la
medida. Teniendo en cuenta dichos efectos y, en aproximacio´n plano-paralela [63], podemos escribir la funcio´n
de correlacio´n observada en te´rminos de multipolos de la funcio´n de correlacio´n ξl de la distribucio´n de materia
subyacente.
ξ(r, µ) = b(z)2
{[
1 +
2
3
β +
1
5
β2
]
P0(µ)ξ0(r) +
[
4
3
β +
4
7
β2
]
P2(µ)ξ2(r) + 8
35
P4ξ4(r)
}
(6.10)
donde Pl son los polinomios de Legendre, µ es el coseno del a´ngulo que forman la l´ınea que une el par y la l´ınea
de visio´n y β esta´ definido por:
β =
1
b(z)
d lnD+
d ln a
(6.11)
Donde D+ es el factor de crecimiento lineal.
Adema´s del efecto de las RSD, existen otros efectos que modifican la forma del espectro de potencias. Es-
tos efectos son las no linealidades, que aparecen debido a que a partir de cierto momento, los te´rminos no
lineales que se desprecian en las ecuaciones de fluidos para poder calcular el espectro de potencias teo´rico,
empiezan a ser relevantes. Hay diversas aproximaciones para tratar este problema. Durante el desarrollo de este
trabajo usaremos el software HALOFIT [69] en el paquete CAMB para estimar el espectro de potencias no lineal.
Este software no es ma´s que un ajuste parame´trico a medidas del espectro de potencias en simulaciones de
N-cuerpos de alta resolucio´n.
Otro efecto importante que distorsiona la forma del espectro de potencias y que, adema´s, posee valiosa in-
formacio´n cosmolo´gica, son las oscilaciones acu´sticas de bariones, tambie´n conocidas por sus siglas en ingle´s
BAO. Las BAO no son ma´s que el resultado de la competicio´n de la presio´n de radiacio´n con la atraccio´n
gravitatoria en el plasma primordial. En etapas tempranas del Universo, cuando el plasma estaba ionizado, el
recorrido libre medio de un foto´n era mucho ma´s pequen˜o que el horizonte del Universo. Los fotones se com-
portaban como un fluido acoplado a las part´ıculas cargadas. La presio´n de radiacio´n tiende a separar el plasma
mientras que la atraccio´n gravitatoria tiende a colapsar el mismo. La accio´n de estas dos fuerzas provoca oscila-
ciones en el plasma de fotones y bariones. Una vez que la temperatura del Universo baja a 3000 K, los fotones
se desacoplan de los bariones. La sobredensidad de bariones debida a las oscilaciones, atrae gravitatoriamente a
la materia oscura y a otros bariones, y sigue creciendo. Esta escala se queda congelada a trave´s de la evolucio´n
del Universo y viene dada por:
rs(zdec) =
c√
3
∫ 1/(1+zdec)
0
da
a2H(a)
√
1 + (3Ωb/Ωγ)a
Mpc h−1 (6.12)
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Donde zdec es el corrimiento al rojo en el momento del desacoplo y tambie´n depende del valor de los para´metros
cosmolo´gicos (ver cap´ıtulo 2).
6.2. Medida de la escala radial de BAO
En esta tesis se desarrolla y prueba un me´todo de medida que usa u´nicamente cantidades observables para
la determinacio´n de la escala de oscilaciones acu´sticas de bariones en la l´ınea de visio´n. Esta escala viene dada
por:
∆zBAO = H(z)rs (6.13)
Donde H(z) es la constante de Hubble evaluada en el corrimiento al rojo para el que se efectu´a la medida.
Asimismo, esta medida se complementa con la medida de la escala angular de BAO que se expresa como:
θBAO =
rs
(1 + z)dA(z)
, (6.14)
siendo dA la distancia por dia´metro angular al corrimiento al rojo en el que medimos la sen˜al.
En primer lugar, para la determinacio´n de la escala radial se mide la funcio´n de correlacio´n de dos puntos
en la direccio´n radial. ξ‖(∆z). Para ello se usa el estimador de Landy & Szalay [82] en una muestra de galaxias.
Para este ana´lisis consideramos colineales todas aquellas galaxias que este´n en un p´ıxel cuadrado de 0.5 grados
de lado. El taman˜o de este p´ıxel puede variar en funcio´n de las condiciones del cartografiado.
En segundo lugar, una vez medida la funcio´n de correlacio´n, se procede a ajustar dicha funcio´n a la siguiente
expresio´n:
ξ‖(∆z) = A+Be−C∆z +De−E∆z + Fe
− (∆z−∆zBAO)2
2σ2 (6.15)
De esta expresio´n se obtiene directamente el valor de la escala radial de BAO, ∆zBAO.
Para demostrar la validez y capacidades del me´todo se presentan medidas en la simulacio´n MICE [77], [78],
[79] asimilada a un cartografiado espectrosco´pico (o fotome´trico que nos permita tener ∆z < 0,0025). Se divide
la muestra en cuatro capas anchas de corrimiento al rojo: (0.2, 0.45); (0.45, 0.75); (0.75,1.1); (1.1, 1.4); que
se pueden observar en la figura 6.1. Consideramos los casos de cartografiados con a´reas de 200, 500 y 1000
grados cuadrados pero la significancia estad´ıstica de las detecciones era en todos estos casos baja. Con lo cual,
el ana´lisis exige a´reas del orden de 5000 grados cuadrados. En dichas capas de corrimiento al rojo y conside-
rando como colineales todos aquellos objetos que este´n en el mismo p´ıxel de 0.5 grados de lado, se calcula la
funcio´n de correlacio´n usando el estimador de Landy & Szalay [82]. Posteriormente, procedemos al ajuste segu´n
la fo´rmula en la ecuacio´n 6.15 y se obtienen los resultados de la figura 6.2. Los resultados de la medida de
la escala de oscilaciones acu´sticas de bariones se muestran en la figura 6.3. Adema´s, se muestran las medidas
en capas de corrimiento al rojo ligeramente desplazadas (tria´ngulos azules) para validar las medidas. Para el
ana´lisis cosmolo´gico so´lo se utilizara´n los resultados dados en los puntos rojos, sin embargo se ve que todos los
puntos concuerdan con la prediccio´n teo´rica para la cosmolog´ıa subyacente en la simulacio´n.
La estimacio´n de los errores en la funcio´n de correlacio´n se realizo´ utilizando dos me´todos complementarios.
Por un lado, se midio´ la misma cantidad en diferentes regiones de la simulacio´n y se calculo´ la dispersio´n
de la medida para ellas. El segundo me´todo consiste en usar la expresio´n teo´rica que aparece en el cap´ıtulo
3 [112]. El error tiene dos contribuciones principales: por un lado, esta´ el error de Poisson y por otro lado, la
varianza co´smica. Los errores pueden verse en la figura 6.4 siendo la varianza co´smica la contribucin dominante.
En cuanto a los errores sistema´ticos, tenemos de dos tipos: los gene´ricos en las medidas de funcio´n de co-
rrelacio´n como son el modelado de las no linealidades, los rangos que se usan para el ajuste y el bias gala´ctico;
y el otro tipo de sistema´ticos son los inherentes a este me´todo. En este caso se trata del error que se comete
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Figura 6.1: N(z) del cata´logo MICE. La simulacio´n contiene 55 millones de galaxias en el rango de corrimiento
al rojo 0.1 < z < 1.5. Las l´ıneas verticales indican los l´ımites de las capas anchas utilizadas en este ana´lisis.
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Figura 6.2: Funciones de correlacio´n radial medidas en la simulacio´n MICE para las cuatro capas de corrimiento
al rojo usando un p´ıxel de 0.25 grados cuadrados. Se compara el resultado con la parametrizacio´n propuesta
(l´ınea negra). La significancia estad´ıstica de la medida en la primera capa es baja y, por tanto, no se utiliza en
el ana´lisis cosmolo´gico.
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Figura 6.3: Escala de BAO radial en funcio´n del corrimiento al rojo en MICE. Los puntos son las capas nomi-
nales y los tria´ngulos corresponden a capas ligeramente desplazadas y medidas u´nicamente con propo´sitos de
validacio´n. Todas las medidas esta´n en buen acuerdo con la prediccio´n teo´rica (l´ınea negra).
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Figura 6.4: Comparativa entre los distintos me´todos de estimacio´n para la funcio´n de correlacio´n. Los puntos co-
rresponden a estimaciones a trave´s de simulaciones y la l´ınea corresponde al ca´lculo teo´rico. Ambas estimaciones
concuerdan en la regio´n de intere´s para el ana´lisis del BAO. El desacuerdo a baja escala viene de la descripcio´n
incompleta de las no linealidades ya que no hemos tenido en cuenta el acoplo entre modos. Adema´s los efectos
de borde afectan a las medidas en las regiones del cielo. Estos efectos no afectan en las escalas que estamos
estudiando. Se muestran las distintas contribuciones al error: ruido de Poisson (l´ınea de puntos) y varianza
co´smica (l´ınea de guiones)
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Figura 6.5: Variacio´n de la escala BAO radial en funcio´n del taman˜o angular del p´ıxel para las diferentes capas
de corrimiento al rojo. Los resultados son estables y la variacio´n es siempre mucho menor del 1 %. Las barras
de error indican el taman˜o del error estad´ıstico para el taman˜o de p´ıxel nominal en la simulacio´n que cubre un
octante del cielo.
al considerar galaxias en un p´ıxel de taman˜o no infinitesimal como colineales. Este error sistema´tico ha sido
estudiado variando el taman˜o del p´ıxel y recalculando la funcio´n de correlacio´n. En la figura 6.5 se aprecia que,
efectivamente, el cambio en el taman˜o angular del p´ıxel modifica el comportamiento de la funcio´n de correlacio´n.
Espec´ıficamente, la funcio´n de correlacio´n se ve muy afectada para escalas bajas, sin embargo, a la escala BAO
las medidas son consistentes para los distintos taman˜os de p´ıxel escogidos que cubren un rango de escalas de
dos o´rdenes de magnitud diferentes. El error sistema´tico asociado se estima en δ(∆zBAO) = 0,20 % siendo dicho
error mucho ma´s pequen˜o que el estad´ıstico.
Pasando a los sistema´ticos gene´ricos, se ha analizado el sistema´tico del efecto de las no linealidades de manera
conservadora como la diferencia relativa entre las funciones de correlacio´n lineal y no lineal a las escalas de BAO
y se obtiene una incertidumbre δ(∆zBAO) = 0,10 %.
Del mismo modo, tambie´n se ha estudiado el efecto del bias gala´ctico. Dicho para´metro afectara´ u´nicamente a
la bondad de ajuste de la parametrizacio´n. Para conocer el impacto de este para´metro hemos repetido el ana´lisis
para distintos valores del bias obteniendo que a las escalas de intere´s la incertidumbre es δ(∆zBAO) = 0,15 %.
Adema´s, se ha analizado el comportamiento de la presencia de un bias dependiente de la escala y se asume
un modelo-Q para el mismo, dando lugar a variaciones en la funcio´n de correlacio´n entre el 1 % y el 6 %. Sin
embargo, la escala de BAO permanece pra´cticamente inalterada, estima´ndose el error en δ(∆zBAO) = 0,20 %.
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Figura 6.6: Evolucio´n de ∆zBAO en funcio´n de los puntos inicial y final del ajuste. los resultados son estables
y confirman que el error sistema´tico asociado es pequen˜o. Las barras de error representan al error estad´ıstico e
incluyen el ruido de Poisson y la varianza co´smica en la simulacio´n que cubre un octante del cielo.
Por u´ltimo, se estima la influencia del rango de ajuste en la determinacio´n de la escala BAO. Para ello se
han variado los puntos inicial y final del ajuste. En la figura 6.6 se puede observar que se tiene un comporta-
miento estable para los distintos valores inicial y final y que la variacio´n debido a este efecto es mucho menor
que la varianza co´smica que se representa con las barras de error.
Dado que las diferentes fuentes de error sistema´tico son independientes, el error sistema´tico total se calcula
como suma en cuadratura, obteniendo δ(∆zBAO)tot = 0,33 %. Existen otras fuentes potenciales de error sis-
tema´tico como la magnificacio´n co´smica, que pueden introducir una correlacio´n entre los distintos puntos y
capas de corrimiento al rojo, pero este efecto es muy pequen˜o y lo hemos despreciado a la hora de realizar el
ana´lisis.
Las medidas de la figura 6.3 demuestran que el me´todo funciona. Cuando estas medidas se traducen a esti-
maciones de los para´metros cosmolo´gicos se obtienen los resultados de la figura 6.7. Cuando estos resultados
se combinan con la medida de la escala BAO angular usando el me´todo que se presenta en [73] la sensibilidad
mejora. Si comparamos con el me´todo habitual [38] obtenemos lo descrito en la figura 6.8.
En conclusio´n, se ha desarrollado y probado en simulacio´n un me´todo basado u´nicamente en cantidades obser-
vables y robusto a errores sistema´ticos para extraer la escala radial de BAO. En combinacio´n con el me´todo
presentado en [73] da unas incertidumbres en los para´metros cosmolo´gicos similares al me´todo esta´ndar, con la
ventaja de que el me´todo presentado es completamente independiente del modelo.
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Figura 6.7: Contornos a 1σ, 2σ y 3σ de nivel de confianza en el plano (w0, wa) (izquierda) y en el plano (ΩM , w0)
(derecha) obtenidos del ana´lisis del BAO radial. El punto muestra el valor de los para´metros en la simulacio´n
MICE.
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Figura 6.8: Contornos a 1, 2, y 3σ de nivel de confianza en los planos (w0, wa) (izquierda) y (ΩM, w0) (derecha).
Los contornos con l´ınea continua corresponden a nuestra combinacio´n de la informacio´n radial y angular. Los
contornos con l´ınea discontinua son los resultados usando el me´todo esta´ndar. La diferente correlacio´n entre
para´metros se debe al distinto tratamiento de las RSD.
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6.3. Medida de la transicio´n hacia la homogeneidad
En este trabajo se presenta asimismo un nuevo me´todo para probar el Principio Cosmolo´gico en cartogra-
fiados fotome´tricos de galaxias. Como se sen˜ala en el cap´ıtulo 1, el Principio Cosmolo´gico es una de las bases
del modelo ΛCDM y afirma que el Universo, en escalas grandes, es homoge´neo e iso´tropo. Esto significa que
son necesarios cartografiados de gran volumen para poder testarlo en observaciones. Por esto, cartografiados
fotome´tricos como DES son ideales para este tipo de pruebas. El problema es que debido a su naturaleza fo-
tome´trica, se pierde precisio´n en la determinacio´n de la distancia en la l´ınea de visio´n. Por ello, aqu´ı se desarrolla
un estimador de homogeneidad para cartografiados fotome´tricos de galaxias. Este estimador es el ı´ndice de ho-
mogeneidad angular H2(θ).
H2(θ) se define en te´rminos de la integral de correlacio´n en dos dimensiones. La integral de correlacio´n en
dos dimensiones no es ma´s que el nu´mero medio de puntos dentro de un casquete esfe´rico de radio θ centrado
en otros puntos de la distribucio´n. Entonces H2(θ) se define como:
H2(θ) =
d logG2(θ)
d log V (θ)
(6.16)
Donde V es el volumen de un casquete esfe´rico. Estas cantidades se pueden modelar en te´rminos de la funcio´n
de correlacio´n y su media:
G2(θ) = 1 + N¯(θ) [1 + ωˆ(θ)] (6.17)
H2(θ) = 1− ωˆ(θ)− ω(θ)
1 + ωˆ(θ)
− 1
Nˆ(θ)
(6.18)
Nˆ(θ) = 2piσˆ(1− cos θ) (6.19)
Donde σˆ es la densidad angular media y ωˆ se define como
ωˆ(θ) =
1
1− cos θ
∫ θ
0
ω(θ′) sin θ′dθ′ (6.20)
Para estimar H2(θ) consideramos tres estimadores distintos que describimos ma´s adelante. En el caso tridi-
mensional, si para la i-e´sima galaxia del cartografiado definimos ndi (< r) como el nu´mero de galaxias en el
cartografiado dentro de una esfera de radio r alrededor de i y nri (< r), la misma cantidad, pero para una
distribucio´n aleatoria. Para Nc galaxias usadas como centros, se define el nu´mero de cuentas en esferas escalado
N (r) como
N (r) = 1
Nc
Nc∑
i=1
ndi (< r)
frnri (< r)
(6.21)
Con fr = D/R la proporcio´n de nu´mero de galaxias y nu´mero de objetos de la distribucio´n aleatoria. A partir
de estas magnitudes definimos los estimadores:
E1: Es el caso ma´s conservador, no realiza ningu´n tipo de asuncio´n sobre la distribucio´n de galaxias. So´lo
tiene en cuenta aquellas esferas cuyo volumen este´ competamente contenido en el cartografiado. En este
caso nri = Nˆ(r) =
4
3pir
3nˆd. Donde nˆd es la densidad media del cartografiado y hemos asumido fr = 1.
E2: Se siguen usando u´nicamente esferas completamente contenidas en el cartografiado pero adema´s se
usa un cata´logo de galaxias artificial aleatorio que incorpora los mismos efectos observacionales que los
datos para estimar nri (< r).
E3: Se usan todas las galaxies del cartografiado para todos los radios. Esto implica que se usan esferas
que tienen parte fuera del cartografiado, hecho que es compensado por el cata´logo aleatorio que sirve para
estimar nri (< r) para los mismos radios.
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Figura 6.9: ∆H2(θ) en funcio´n de θ para distintas anchuras de la capa de corrimiento al rojo (izquierda) y
distinta incertidumbre en el corrimiento al rojo fotome´trico (derecha). El uso de capas anchas de corrimiento
al rojo produce una distribucio´n ma´s homoge´nea cuando se proyecta en la esfera, reduciendo la amplitud de la
correlacio´n.
Por tanto, en analog´ıa con el caso tridimensional se estima H2(θ) usando el nu´mero de cuentas en casquetes
esfe´ricos escalado N (θ) definido como:
N (θ) = 1
Nc
Nc∑
i=1
ndi (< θ)
frnri (< θ)
(6.22)
Donde se usan las diferentes prescripciones para el ca´lculo de Nc y n
r
i (< θ).
Para el modelado teo´rico de H2(θ) simplemente se emplean las expresiones anteriores que lo relacionan con
ω(θ). Para obtener los valores teo´ricos de ω(θ) usamos co´digos nume´ricos como HALOFIT [69] para obtener el
espectro de potencias. Este mismo se integra y se obtiene la funcio´n de correlacio´n ξr y, finalmente, se proyecta
sobre una capa ancha de corrimiento al rojo para obtener ω(θ). La descripcio´n detallada se encuentra en el
cap´ıtulo 2. Existen distintos efectos que modifican H2(θ), entre otros, esta´n el efecto de proyeccio´n a capas
de corrimiento al rojo anchas, el efecto del bias gala´ctico y el efecto de las no linealidades del espectro de po-
tencias. Todos estos efectos se pueden incluir en las predicciones teo´ricas y han sido cuantificados en este trabajo.
El efecto de proyeccio´n en una capa ancha de corrimiento al rojo mezcla las distintas escalas e introduce
pares no correlacionados en los mismos casquetes esfe´ricos. Este efecto, provoca que cuanto ma´s ancha sea la
capa de corrimiento al rojo ma´s homoge´nea parezca la muestra, tal y como se aprecia en la figura 6.9.
El efecto del bias gala´ctico es el contrario, una muestra con un bias ma´s alto presenta mayores acumulaciones
y desviaciones ma´s altas de la homogeneidad. Por tanto, la escala de homogeneidad aumentara´ para muestras
con mayor bias tal y como se aprecia en la figura 6.10.
En cuanto al efecto de las no linealidades en el espectro de potencias, se tiene que H2(θ) es una cantidad
integral y, por tanto, se mezclan escalas grandes y pequen˜as. El efecto de las mismas se puede observar en la
figura 6.11.
H2(θ) tambie´n depende de los para´metros cosmolo´gicos, aunque esta dependencia es suave y, por tanto, la
medida cualitativa de homogeneidad sera´ va´lida para cualquier modelo que tienda a la homogeneidad.
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Figura 6.10: ∆H2(θ) en funcio´n de θ para distintos valores del bias. Una poblacio´n con valores de bias altos
formara´ mayores acumulaciones y mostrara´ desviaciones respecto a la homogeneidad ma´s evidentes.
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Figura 6.11: ∆H2(θ) en funcio´n de θ para dos prescripciones distintas de las no linealidades. Dado que H2(θ)
depende de una cantidad integral, contiene informacio´n sobre escalas pequen˜as. Por tanto es importante describir
los efectos no lineales de manera correcta. La l´ınea roja continua corresponde a la prediccio´n usando HALOFIT
y describe correctamente nuestras simulaciones. La prediccio´n usando u´nicamente el amortiguamiento de la
escala de BAO (l´ınea discontinua azul) da valores ma´s altos de homogeneidad a escalas pequen˜as aunque esta
desviacio´n se corrige a escalas angulares grandes.
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E2 E3
Bin limits θH > rH > θH > rH >
0,2− 0,3 6,1 75 7,5 93
0,3− 0,4 5,6 94 7,8 131
0,4− 0,5 5,5 11 7,1 149
0,5− 0,6 5,0 126 6,3 158
0,6− 0,7 4,9 140 6,0 174
0,7− 0,8 4,7 151 5,6 182
0,8− 0,9 4,7 169 5,4 192
0,9− 1,0 4,8 185 5,3 206
1,0− 1,2 4,2 180 4,8 207
Cuadro 6.1: L´ımite inferior en la escala de homogeneidad calculada para nueva capas de corrimiento al rojo en
cien realizacioes lognormal. La escala angular de homogeneidad se da en grados y la escala como´vil en Mpc/h.
Como se ha sen˜alado anteriormente, el Principio Cosmolo´gico sostiene que el Universo a grandes escalas es
homoge´neo. Sin embargo, no hay ningu´n tipo de prescripcio´n para saber cua´ndo se alcanza dicha homogenei-
dad. En esta tesis se proponen dos prescripciones:
1. Una posibilidad es definir la escala de homogeneidad como aquella escala en la que la diferencia entre la
medida de H2(θ) (o cualquier observable que caracterice el nivel de fractalidad de la muestra) y su valor
homoge´neo (H2(θ) = 1) sea menor que la incertidumbre de la medida. El problema es que la incertidumbre
de la medida va a depender de las caracter´ısticas concretas del cartografiado.
2. Otra posibilidad es definir la escala de homogeneidad como aquella en la que la dimensio´n fractal se
diferencia en cierto porcentaje, arbitrariamente asignado, del valor homoge´neo. Por ejemplo, un 1 %. La
ventaja de esta prescripcio´n es que es independiente del cartografiado, la desventaja, es la arbitrariedad
de dicho valor.
En este trabajo se ha seguido la primera prescripcio´n. Consideramos homogeneidad cuando:
∆H2(θ) ≤ qσH2(θ) (6.23)
donde hemos escogido q = 1 para el estimador E2 y q = 2 para el estimador E3, ya que el primero tiene errores
mucho ma´s grandes al considerar menos galaxias. Para probar el me´todo hemos utilizado simulaciones lognor-
mal con para´metros basados en las observaciones de Planck 2013 [39] y 1,2 × 108 galaxias distribuidas en un
octante del cielo. Se le an˜ade una distorsio´n Gaussiana en el corrimiento al rojo para simular un cartografiado
fotome´trico con σz = 0,03(1 + z).
A partir de los estimadores E2 y E3, usando 100 realizaciones lognormal, se estima el l´ımite inferior de la
escala de homogeneidad siguiendo la prescripcio´n citada anteriormente. El error se estima a partir de la des-
viacio´n esta´ndar de la medida de las 100 realizaciones. Posteriormente se estima la escala tridimensional de
homogeneidad rH como
rH(z) = (1 + z)dAθH(z) (6.24)
Siendo dA la distancia por dia´metro angular a corrimiento al rojo z. Los resultados para las distintas capas de
corrimiento al rojo se pueden encontrar en la tabla 6.1 y se pueden observar en la figura 6.12.
En este trabajo tambie´n estudiamos en las simulaciones el comportamiento de las matrices de covarianza,
en el que se observan mayores correlaciones para el estimador E2 que para el E3, y el efecto de proyeccio´n para
ambos estimadores en las simulaciones. Tambie´n se estudia la ma´xima escala angular a la que se puede estimar
H2(θ) para cartografiados de 500, 1000, 3000 y 5000 grados cuadrados.
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Figura 6.12: ∆H2(θ) en funcio´n de θ calculado para 100 realizaciones lognormal para las 9 capas de corrimiento
al rojo de la tabla 6.1. Los puntos azules con barras de error corresponden a la media y desviacio´n esta´ndar
de los 100 cata´logos para el estimador E2, mientras que los puntos amarillos corresponden al estimador E3. La
l´ınea roja muestra la prediccio´n teo´rica.
Por u´ltimo, se prueba la robustez del me´todo para verificar que es capaz de distinguir un modelo fractal
en 3 dimensiones de un modelo homoge´neo usando u´nicamente informacio´n angular. Para ello, se usa un mo-
delo de Rayleigh-Levy y un modelo β. Ambos esta´n descritos en el cap´ıtulo 3. Exploramos estos modelos para
diversos valores de α y de la dimensio´n fractal D. Los resultados de estas medidas se observan en las figuras
6.13 y 6.14. Observamos que los modelos de Rayleigh-Levy son fa´cilmente distinguibles de un modelo ΛCDM,
mientras que los modelos β so´lo son distinguibles para ciertos valores de D. En concreto, con un cartografiado
de 5000 grados cuadrados podemos distinguir modelos de hasta D = 2,95. Por encima de este umbral no los
distinguimos de un modelo ΛCDM homoge´neo.
Adema´s de estos modelos fractales, tambie´n realizamos una prueba en una simulacio´n de un modelo LTB.
Estos modelos ponen al observador en el centro de una infradensidad. La distribucio´n es no homoge´nea en
tres dimensiones pero su proyeccio´n aparece homoge´nea. Este es el principal motivo por el que no se puede
distinguir con el me´todo presentado de un modelo ΛCDM. En conclusio´n, se ha presentado un me´todo para
estudiar la transicio´n hacia la homogeneidad en cartografiados fotome´tricos. Esta te´cnica es una extensio´n de la
metodolog´ıa usual para realizar estudios de fractalidad. Este me´todo es no sesgado puesto que no asume ningu´n
6.3. MEDIDA DE LA TRANSICIO´N HACIA LA HOMOGENEIDAD 143
α= 0.50
α= 0.75
α= 1.00
3rd estimator, ΛCDM mocks
1-H
2(θ
)
10−5
10−4
10−3
10−2
10−1
θ (deg)
0 1 2 3 4 5 6 7 8 9 10
Figura 6.13: ∆H2(θ) en funcio´n de θ para tres conjuntos de vuelos 2D de Rayleigh-Levy con α = 1,0 (verde),
α = 0,75 (azul) y α = 0,5 (rojo), junto con el resultado de los cata´logos lognormal (morado). Podemos distinguir
estos modelos de un modelo ΛCDM.
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Figura 6.14: ∆H2(θ) en funcio´n de θ para un modelo β en la capa 0,5 < z < 0,6 para diferentes valores de D2
desde 2.5 (arriba) hasta 2.99 (abajo), junto con la prediccio´n para ΛCDM obtenida de los cata´logos lognormal
(negro). Podemos distinguir modelos no-fractales de homoge´neos para valores de D . 2,95.
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tipo de cosmolog´ıa fiducial. Adema´s permite su uso en la nueva generacio´n de experimentos fotome´tricos como
DES o LSST. En un cartografiado como DES, nos permite distinguir modelos con dimensio´n fractal D de hasta
2.95.
6.4. Medida de la escala de BAO angular
Como se ha mencionado anteriormente, la escala de BAO es una de las pruebas ma´s importantes para la
determinacio´n de la naturaleza de la energ´ıa oscura. Dentro del proyecto DES es una de las pruebas ma´s impor-
tantes. Para predecir la precisio´n de la medida en DES, la colaboracio´n fue provista de dos simulaciones cuyos
para´metros cosmolo´gicos eran desconocidos. Tras la medida de los mismos, los creadores de la simulacio´n los
har´ıan pu´blicos. En el contexto de este ejercicio, se presenta en este trabajo la medida de la escala angular BAO
en estas simulaciones utilizando el me´todo presentado en [73].
Las simulaciones consisten en 1.36 ×109 galaxias distribuidas en dos octantes del cielo y disponen de varios
estimadores de su corrimiento al rojo fotome´trico. En nuestro caso, escogimos el co´digo ArborZ ya que provee
de una distribucio´n de probabilidad (PDF) de corrimiento al rojo para cada galaxia. Despue´s de ciertas medidas
de la calidad de la simulacio´n, que incluyen histogramas de magnitud, color, corrimiento al rojo, mapas, etc.,
se procedio´ a cortar el cata´logo de forma similar a la que se realiza en los datos. Se exige una deteccio´n a 10σ
de nivel de confianza y se aplica la llamada ma´scara de DES. Esta ma´scara, en el caso de la simulacio´n, no es
ma´s que un mapa que sen˜ala las zonas del cielo observadas.
Una de las partes ma´s importantes para este tipo de ana´lisis es la seleccio´n de capas de corrimiento al ro-
jo. Para ello, lo que se hizo fue acumular las distintas PDFs de galaxias y ver la distribucio´n para distintos
anchos de dichas capas. Una vez observadas estas distribuciones se eligieron las capas o´ptimas, que resultaron
ser: [0.2, 0.4], [0.4, 0.55], [0.55, 0:7], [0.7, 0.85], [0.85, 1], [1, 1.2], [1.2, 1.4] y [1.4, 1.6]. Adema´s, dada la naturaleza
probabil´ıstica de estas medidas de corrimiento al rojo, hay diferentes maneras de acumular estas probabilidades:
la primera de ellas consiste en acumular la PDF completa de cada galaxia en la capa a la que corresponda el
ma´ximo de probabilidad. La segunda forma consiste en acumular la PDF de una galaxia en todas las capas pero,
que en cada capa, la PDF, este´ normalizada a la integral en dicha capa de su distribucio´n. Si las probabilidades
esta´n bien calculadas, los resultados sera´n consistentes. Este es el caso que nos ocupa tal y como se puede
apreciar en la figura 6.15.
Para la medida de la funcio´n de correlacio´n angular nos centraremos en estas capas de corrimiento al rojo.
Adema´s, usaremos el me´todo de pesado por la PDF para el ca´lculo de las mismas. Este procedimiento es no-
vedoso y adema´s tiene ciertas ventajas, como minimizar el error sistema´tico debido a la incertidumbre en el
corrimiento al rojo fotome´trico. Por otra parte, se utiliza un co´digo basado en unidades gra´ficas de ca´lculo o
tarjetas gra´ficas (GPU) para calcular las mismas [99]. La ventaja de este paradigma de computacio´n es el gran
nivel de paralelismo que, para este tipo de ca´lculo, resulta en aceleraciones del orden de un factor 60. Los errores
en la funcio´n de correlacio´n se estiman usando la expresio´n teo´rica de la ecuacio´n 2.48. A estas medidas de la
funcio´n de correlacio´n se les aplica el denominado me´todo PLG [73], que consiste en la parametrizacio´n de la
funcio´n de correlacio´n angular en una ley de potencias ma´s una Gaussiana. Los resultados de estas medidas se
pueden observar en la figura 6.16 y 6.17. La significancia de las medidas se representa en la figura 6.18.
Una vez que se realizan las medidas de θFIT , se procede a la correccio´n de las mismas debido al efecto de
proyeccio´n, tal y como se indica en [73], para obtener la escala de BAO angular representada en la figura 6.19.
Una vez obtenida dicha escala, se puede constren˜ir la cosmolog´ıa subyacente haciendo una minimizacio´n de
una funcio´n χ2 en el espacio multiparame´trico que se desee. En nuestro caso, optamos por usar una cadena
de Markov Montecarlo (MCMC) integrada en el software cosmoSIS. Este mismo se esta´ desarrollando en el
seno de las grandes colaboraciones cosmolo´gicas, como DES y LSST. En este programa, se calcula la posicio´n
teo´rica de la escala angular de oscilaciones acu´sticas de bariones para distintas combinaciones de valores de
los para´metros cosmolo´gicos y, posteriormente, se calcula la probabilidad de ajuste del mismo. Finalmente,
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Figura 6.15: Funciones de seleccio´n de ArborZ pesando las galaxias por la integral de su PDF (negro) o usando
su corrimiento al rojo real para acumular la PDF completa en dicha capa. Los resultados son equivalentes y
esto demuestra el buen comportamiento del co´digo.
mediante una MCMC se obtiene una muestra significativa del espacio de para´metros y el valor de ma´xima
probabilidad (se maximiza la funcio´n de verosimilitud). Los resultados de la marginalizacio´n sobre el espacio
multiparame´trico se muestran en la figura 6.20 para Aardvark y 6.21 para Buzzard. En el caso de Aardvark,
se desvelo´ posteriormente el valor de los para´metros cosmolo´gicos de entrada y se recuperan a 1σ de nivel de
confianza. Se trata de una cosmolog´ıa ΛCDM plana con valores Ωm = 0,23, ΩΛ = 0,77, h0 = 0,72, σ8 = 0,82,
Ωb = 0,042.
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Figura 6.16: Ajustes a la funcio´n de correlacio´n angular, usando el me´todo PLG, en la simulacio´n Aardvark
para 3× 108 galaxias en 5000 grados cuadrados pesando cada galaxia por su PDF de ArborZ.
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Figura 6.17: Ajustes a la funcio´n de correlacio´n angular, usando el me´todo PLG, en la simulacio´n Buzzard para
3× 108 galaxias en 5000 grados cuadrados pesando cada galaxia por su PDF de ArborZ.
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Figura 6.18: Significancia de la medida de la sen˜al de BAO angular en cada capa de corrimiento al rojo.
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Figura 6.19: Escala BAO medida en las simulaciones Aardvark y Buzzard usando el me´todo PLG.
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Figura 6.20: Medidas cosmolo´gicas para Aardvark. Se recupera la cosmolog´ıa plana ΛCDM con Ωm = 0,23,
h = 0,72, Ωb = 0,042.
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Figura 6.21: Cosmolog´ıa de la simulacio´n Buzzard. So´lo sabemos que responde a un modelo wCDM.
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Figura 6.22: Regio´n del cielo utilizada para la medida de la funcio´n de correlacio´n a baja escala en la simulacio´n
Aardvark.
6.5. Medida cosmolo´gica a partir de la funcio´n de correlacio´n a baja
escala
En este trabajo, se utiliza por primera vez un ajuste completo a la funcio´n de correlacio´n angular a partir de
su modelo teo´rico para un cartografiado fotome´trico. En primer lugar, probamos este me´todo en la simulacio´n
Aardvark en condiciones similares a las de los datos de verificacio´n de DES, es decir, se usan 135 grados cuadra-
dos con la geometr´ıa que se muestra en la figura 6.22. En esta regio´n, se mide la funcio´n de correlacio´n angular.
Para este caso, se usa una distribucio´n Gaussiana de corrimiento al rojo en cada capa, dividie´ndose la muestra
en 5 capas: [0.2, 0.4], [0.4,0.6], [0.6, 0.8], [0.8, 1.0], [1.0, 1.2]. En primer lugar, lo que se hace es la medida del bias
gala´ctico. Para ello, se fijan los para´metros cosmolo´gicos al valor fiducial en la simulacio´n. Posteriormente, se
calculan las predicciones teo´ricas de la funcio´n de correlacio´n en las capas de corrimiento al rojo anteriormente
mencionadas, y se usa un espectro de potencias no lineal a partir de HALOFIT. Finalmente, se var´ıa el para´metro
del bias usando RSD, y se obtienen los valores de mejor ajuste que se muestran en la tabla 6.2. Las medidas y
ajustes de la funcio´n de correlacio´n se muestran en la figura 6.23. La evolucio´n con el corrimiento al rojo que se
tiene en esta simulacio´n se muestra en la figura 6.24. Adema´s de extraer el bias, se puede obtener informacio´n
z b ∆b χ2/ndof p-value
0.2 - 0.4 1.08 0.06 0.11 0.99
0.4 - 0.6 0.95 0.08 1.02 0.41
0.6 - 0.8 1.10 0.09 0.95 0.47
0.8 - 1.0 1.33 0.03 0.88 0.60
1.0 - 1.2 1.74 0.04 0.56 0.90
Cuadro 6.2: Resultados de los ajustes de bias gala´ctico para la simulacio´n Aardvark.
de otros para´metros cosmolo´gicos. En nuestro caso, vamos a estar interesados en w y Ωm ya que son dos de los
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Figura 6.23: Valores de mejor ajuste de bias para Aardvark en la regio´n de verificacio´n de DES. Las predicciones
teo´ricas se han obtenido incluyendo RSD en aproximacio´n plano-paralela a partir de un espectro de potencias
no lineal de HALOFIT.
que ma´s afectan la forma de la funcio´n de correlacio´n angular. Para ello, fijamos el resto de para´metros a sus
valores fiduciales y el bias gala´ctico a los valores que hemos obtenido anteriormente. Efectivamente, esto puede
producir un sesgo de las medidas, sin embargo, los valores del bias no afectan tanto a la forma de la funcio´n de
correlacio´n como a su amplitud y, adema´s, esta´n referidos al valor de σ8 que hemos fijado para su obtencio´n.
Por otra parte, siempre que los para´metros cosmolo´gicos sean cercanos a la cosmolog´ıa que se va a medir, los
valores del bias no van a cambiar de manera abrupta y, por otra parte, existen me´todos para obtener el bias
de forma independiente. Por tanto, esta suposicio´n no es tan fuerte como en un principio puede parecer. Las
constricciones que encontremos con este me´todo sera´n en cualquier caso optimistas, puesto que se trata del caso
ma´s favorable de medida.
Una vez fijados todos los para´metros, hacemos un recorrido en una red bidimensional de valores de w y Ωm
y calculamos sus predicciones teo´ricas usando HALOFIT y calculamos el χ2 para cada una de las predicciones
como:
χ2 =
∑
i,j
(ω(θi)− ωTH(θi)C−1ij (ω(θj)− ωTH(θj)) (6.25)
Los valores que obtenemos para los para´metros cosmolo´gicos son los que se muestran en la figura 6.25. Se aprecia
que se recuperan los valores originales de los para´metros a 1-σ de nivel de confianza. Hemos probado por tanto,
la validez del me´todo y, si bien los resultados obtenidos son optimistas, nos dan la idea del poder de constriccio´n
de DES.
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Figura 6.24: Evolucio´n con el corrimiento al rojo del bias en la simulacio´n Aardvark.
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Figura 6.25: Resultados del ajuste a Ωm y w para la simulacio´n Aardvark fijando los valores de ns, bg(z), h0
y la fraccio´n Ωb/Ωm en un modelo wCDM. Se aprecia que se recuperan los valores iniciales de la simulacio´n
Ωm = 0,23 y w = −1 a 1-σ de nivel de confianza.
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6.6. Medida de para´metros cosmolo´gicos en DES
Hasta el momento se han introducido numerosos me´todos y te´cnicas para el estudio de la estructura a gran
escala del Universo. Dichos me´todos han sido probados en simulaciones. A continuacio´n, presentamos el uso de
uno de estos me´todos en los datos de verificacio´n del proyecto DES.
El instrumento principal del proyecto DES es la DECam, una ca´mara de 570 Mpx muy sensible a la radia-
cio´n infrarroja instalada en el Telescopio Vı´ctor M. Blanco de 4.2 m en Chile. El proyecto, que se encuentra
actualmente en su segunda campan˜a de medidas oficial, tiene como objetivo mejorar la caracterizacio´n de la
energ´ıa oscura mediante cuatro canales diferentes: lentes gravitacionales, cu´mulos de galaxias, supernovas y
BAO. En total se preve´ que, en los 5 an˜os de duracio´n del proyecto, se detecten fotome´tricamente unos 300
millones de objetos (con una significancia de 10σ) distribuidos en un octante del Cielo Sur. Estos objetos se
encuentran a distancias de hasta z = 2. El corrimiento al rojo se mide usando filtros anchos en las bandas
g, r, i, z, Y .
Los datos disponibles en la actualidad son los correspondientes al a´rea de verificacio´n de DES. Estos cubren
aproximadamente unos 200 grados cuadrados, y solapan con varios cartografiados espectrosco´picos que se usan
para calibrar los algoritmos que calculan el corrimiento al rojo. Adema´s, tambie´n solapa, en gran medida, con el
experimento SPT que mide la radiacio´n de fondo de microondas y el efecto Sunyaev-Zel’dovich. De estos datos
seleccionamos el a´rea contigua ma´s grande. Este campo se llama SPT-E. A dicho campo, se le aplican distintos
cortes para asegurar la completitud y pureza de la muestra. Se exige que los objetos cumplan magi <22.5
y se seleccionan aquellas zonas del campo cuya magnitud l´ımite sea mayor que 22.5. Este corte asegura que
la densidad media no va a variar debido a la diferencia de profundidad en la observacio´n. Tambie´n se elimi-
nan los objetos con fotometr´ıa dudosa y aquellas zonas cuyo calibrado es complicado debido a la alta densidad
estelar. En concreto, para nuestro estudio se eliminan todas las regiones cercanas a la Gran Nube de Magallanes.
Una vez hechos estos cortes, el a´rea resultante es de algo menos de 135 grados cuadrados. Lo que se hace
posteriormente es seleccionar objetos en 5 capas de corrimiento al rojo. La seleccio´n de estos objetos, se ha-
ce acorde al corrimiento al rojo calculado segu´n el algoritmo implementado en el tratamiento automa´tico de
datos de DES, llamado DESDM. Seleccionaremos objetos en los siguientes rangos de corrimiento al rojo: [0.2,
0.4], [0.4, 0.6], [0.6, 0.8], [0.8, 1.0], [1.0, 1.2]. A partir de los datos de calibracio´n, obtenemos las distribuciones
reales de corrimiento al rojo en cada capa de corrimiento al rojo fotome´trico. Estas distribuciones φ(z) sera´n
utilizadas para realizar las predicciones teo´ricas de las funciones de correlacio´n correspondientes. Un problema
comu´n en los cartografiados de galaxias es la confusio´n entre estrellas y galaxias. Generalmente, se usan varia-
bles de observacio´n asociadas a la forma del objeto para distinguir entre estrellas y galaxias. En este caso, para
los datos de verificacio´n de DES, se usa una variable llamada MODEST CLASS que se basa en las variables
SPREAD MODEL y SPREAD MODEL ERROR. Estas variables nos dan la idea de co´mo de extensa es la
fuente luminosa en un CCD, y tienen en cuenta la distorsio´n que causa el cielo y los diferentes instrumentos
o´pticos del experimento. Ba´sicamente, SPREAD MODEL usa informacio´n morfolo´gica a nivel de p´ıxel y com-
para el perfil de cada objeto con la PSF local y SPREAD MODEL ERROR es su error. En cualquier caso, no
existe ningu´n me´todo de separacio´n que asegure un 100 % de eficiencia. Se tiene cierta contaminacio´n estelar
que hemos estudiado en este trabajo y que se presentara´ ma´s adelante. En el cata´logo seleccionamos los objetos
que tienen MODEST CLASS=1.
Tras realizar todos estos cortes y seleccionar las capas de corrimiento al rojo anteriormente citadas, nos quedan
unos 3.5 millones de objetos. Es la denominada benchmark sample o muestra de referencia de DES.
En este trabajo se evalu´an los distintos efectos sistema´ticos que afectan la medida de la funcio´n de correla-
cio´n angular en DES. En primer lugar, evaluamos la fraccio´n de contaminacio´n estelar utilizando la correlacio´n
cruzada entre estrellas definidas por MODEST CLASS, y galaxias tambie´n definidas por este separador. El
resultado se situ´a entre el 2 y el 4 %. La contaminacio´n estelar puede inducir un exceso de potencia a escalas
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grandes. Este exceso se corrige usando el me´todo presentado en [111]. Tambie´n se corrigen los errores sistema´ti-
cos debidos a diversos efectos de observacio´n, como son la presencia de polvo (extincio´n), la cantidad de aire por
encima del horizonte, el brillo del cielo y la visibilidad de la noche de observacio´n. Esta u´ltima esta´ relacionada
con la magnitud de las turbulencias atmosfe´ricas de la noche en cuestio´n. La colaboracio´n DES dispone de dis-
tintos mapas que cuantifican estos efectos. Lo que se hace es calcular el grado de correlacio´n entre estos mapas
y los mapas de galaxias, y as´ı, corregir su contribucio´n usando la misma te´cnica que usamos para las estrellas
[111]. El sistema´tico que ma´s afecta a la medida, en nuestro caso, es la visibilidad ya que, debido al cambio en la
misma, es ma´s sencillo confundir estrellas con galaxias y tener una contaminacio´n de una poblacio´n desconocida
mayor.
No so´lo tenemos estos efectos sistema´ticos, tambie´n se debe tener en cuenta el error sistema´tico debido a la
incertidumbre en la funcio´n de seleccio´n φ(z). Este error proviene de que se dispone de una muestra de calibrado
finita. Dicho efecto lo evaluamos ajustando φ(z) a la suma de dos Gaussianas y variando las anchuras de estas
Gaussianas en los intervalos de confianza del ajuste. Una vez hemos variado las mismas, usamos estas distribu-
ciones para calcular las predicciones teo´ricas. La diferencia relativa entre las curvas teo´ricas nos da el error. El
resultado es que el sistema´tico es inferior al 4 %. Otro efecto sistema´tico que se evalu´a es el efecto de cortar la
Gran Nube de Magallanes. Para asegurarnos que este corte es robusto y la contaminacio´n estelar debida a la
misma es baja, realizamos otros cortes en declinacio´n. Una vez realizados estos cortes comparamos la medida
de la funcio´n de correlacio´n y calculamos su diferencia relativa. El resultado se muestra estable y la diferencia
relativa es inferior al 7 %, mucho menor que el error estad´ıstico. En cualquier caso, estos errores sistema´ticos se
an˜aden en cuadratura al error estad´ıstico para realizar una estimacio´n conservadora de los mismos.
Teniendo en cuenta estos efectos, medimos la funcio´n de correlacio´n angular de galaxias usando el mismo
co´digo basado en GPU que utilizamos para las simulaciones. Se calcula la misma entre 0.05 y 2 grados en 10
puntos. Las matrices de covarianza se estiman usando la aproximacio´n Gaussiana de la expresio´n 2.48. Una vez
hecha la medida, procedemos a la correccio´n de los diversos efectos sistema´ticos. Posteriormente, se calculan
las predicciones teo´ricas para 3 modelos distintos: un modelo ΛCDM con los para´metros de Planck 2013 [39],
un modelo con Ωm =0.5, ΩΛ =0.5 y un modelo de Einstein-de Sitter y se ajusta el bias. Se obtienen los resul-
tados que se muestran en la figura 6.26 Adema´s, en la figura 6.27 observamos la medida y evolucio´n del bias
para los para´metros basados en Planck. Es notable que la evolucio´n es bastante similar a la que tiene la simu-
lacio´n. Las pequen˜as diferencias residen en que los cortes en magnitud que se aplican son diferentes en cada caso.
Por otra parte, procedemos de la misma forma que lo hicimos en simulaciones. A partir de estas medidas
de la funcio´n de correlacio´n, obtenemos ciertos valores para los para´metros cosmolo´gicos. Se usa exactamente el
mismo me´todo que para la simulacio´n Aardvark y se fijan todos los para´metros, incluyendo el bias, a los valores
para Planck [15] y se dejan libres Ωm y w. Se calculan las predicciones teo´ricas para una red bidimensional en
dicho espacio de para´metros y se obtiene la probabilidad de cada valor de los mismos. Finalmente, los resultados
que se tienen son los de la figura 6.28. Vemos que los valores que medimos son compatibles con Planck [15] a
1σ. La sensibilidad a dichos para´metros no es muy elevada y adema´s la estimacio´n del error en los mismos es
optimista, sin embargo, hemos introducido un nuevo me´todo de medida y hemos comprobado la consistencia de
los datos de verificacio´n del experimento, viendo que tienen una gran calidad.
Por u´ltimo, en este trabajo, se introduce una nueva te´cnica para medir la funcio´n de correlacio´n de gala-
xias en cartografiados fotome´tricos con profundidad variable. Dependiendo de las condiciones de observacio´n,
algunos parches del cielo son observados durante un tiempo mayor que otros. Esto hace que aparezcan varia-
ciones de densidad en el cata´logo de galaxias que no son debidos a los procesos f´ısicos entre galaxias, sino a las
condiciones de observacio´n. Estos efectos se suelen solucionar realizando cortes en magnitud y magnitud l´ımite
para asegurar una muestra completa. El coste de esta aproximacio´n es que el a´rea y nu´mero de galaxias se ve
reducido, en algunos casos, muy considerablemente. La solucio´n para el co´mputo de la funcio´n de correlacio´n
consiste en crear un cata´logo aleatorio que tenga los mismos efectos observacionales. Es decir, que dependiendo
de la profundidad de observacio´n de dicha zona tenga una densidad media mayor o menor. Para ello, lo que se
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Figura 6.26: Comparativa de los ajustes para un modelo ΛCDM basado en Planck (azul), un modelo ΛCDM
con Ωm = ΩΛ =0.5 y un modelo de Einstein-de Sitter (EdS). Se puede ver que el modelo EdS no ajusta bien
para todo el rango de corrimiento al rojo y lo mismo pasa con el modelo de Ωm = ΩΛ =0.5. Esto nos da la idea
de la sensisbilidad de la funcio´n de correlacio´n como prueba cosmolo´gica.
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Figura 6.27: Evolucio´n del bias gala´ctico con el corrimiento al rojo en la muestra de referencia (puntos rojos).
Tambie´n se muestran los resultados de la simulacio´n Aardvark (tria´ngulos azules). Ambas medidas tienen una
evolucio´n similar.
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Figura 6.28: Contornos mostrando 1σ, 2σ y 3σ de nivel de confianza para los para´metros w y Ω en la muestra
de referencia de DES. Se han fijado previamente los valores de los dema´s para´metros a los valores arrojados por
Planck. El hecho de recuperar los valores de Planck a 1σ nos demuestra que la muestra es robusta.
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Figura 6.29: Comparativa de las funciones de correlacio´n considerando un campo aleatorio uniforme y no uni-
forme para las distintas muestras que se presentan en este trabajo. Como estamos tratando diferentes muestras
los resultados deben ser diferentes. Sin embargo, estos resultados parecen tener un comportamiento razonable.
Se muestran todas las capas de corrimiento al rojo en orden creciente desde 0,2 < z < 0,4 (arriba a la izquierda)
a 1,2 < z < 1,4 (abajo a la derecha).
hace es usar los histogramas de magnitud para capas anchas de magnitud l´ımite, es decir, agrupamos todas las
galaxias que se encuentran en una zona con cierto rango de magnitud l´ımite y construimos el histograma de
magnitudes. Una vez hecho esto, se normalizan todos los histogramas al a´rea de cielo que cubren los distintos par-
ches que lo componen. Finalmente, se refieren todos los histogramas al de mayor profundidad. Es decir, se le da
un peso a cada zona del cielo que es el cociente entre la integral de su histograma de magnitud y el ma´s profundo.
Este me´todo lo aplicamos a la muestra de verificacio´n de DES en el campo SPTE. El resultado es que se
tiene un nu´mero de objetos mucho mayor, unos 13 millones de objetos, y un a´rea ligeramente ma´s grande,
unos 150 grados cuadrados. En estas condiciones, medimos la funcio´n de correlacio´n angular obteniendo los
resultados de la figura 6.29. En esta figura comparamos los resultados de esta u´ltima muestra con los de la
muestra de referencia de DES. Como conclusio´n, hemos introducido un nuevo me´todo de medida de la funcio´n
de correlacio´n de galaxias usando un esquema de pesos para compensar efectos observacionales que sera´ de gran
utilidad en los cartografiados fotome´tricos venideros.
6.7. Conclusiones
En esta tesis hemos estudiado la energ´ıa oscura a trave´s de la estructura a gran escala del Universo. Hemos
desarrollado diversas te´cnicas como son la medida de la escala radial de BAO usando u´nicamente cantidades
observables, la medida de fractalidad en cartografiados fotome´tricos y la medida de los para´metros cosmolo´gicos
usando la funcio´n de correlacio´n angular de galaxias. Hemos probado estos me´todos en simulaciones y, final-
mente, hemos realizado la medida en la muestra de verificacio´n de DES. Estas medidas esta´n en acuerdo con
ΛCDM [15] y, adema´s, confirman la robustez y calidad de los datos de DES. Se ha desarrollado un me´todo para
medir la funcio´n de correlacio´n usando cartografiados de profundidad variable que sera´ vital para las campan˜as
de medida venideras en los distintos cartografiados fotome´tricos, y hemos puesto a prueba la sensibilidad de la
escala angular de BAO en un cartografiado de galaxias como DES.
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Este trabajo es fruto de la participacio´n activa en las colaboraciones DES y PAU. Adema´s, ha dado lugar
a tres publicaciones en revistas de reconocido prestigio internacional. Las te´cnicas presentadas en este trabajo
podra´n ser usadas en futuros cartografiados de galaxias como PAU, DESI, EUCLID, LSST, WFIRST o eBOSS
y son extensibles a otras pruebas como los mapas de intensidad de 21 cm. Estos experimentos junto con DES
arrojara´n luz sobre la esquiva naturaleza de la energ´ıa oscura.
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Fits to ΛCDM and EdS
zphot χ
2/ndof p b ∆b
0.2 - 0.4 0.591 0.764 1.27 0.18
0.4 - 0.6 1.560 0.112 1.03 0.08
0.6 - 0.8 2.664 0.003 0.86 0.07
0.8 - 1.0 5.200 1.13 × 10−7 1.14 0.06
1.0 - 1.2 0.659 0.747 1.86 0.05
Table 3: Results of the fit to EdS ΛCDM model leaving the galaxy bias b as a free parameter.
zphot χ
2/ndof p b ∆b
0.2 - 0.4 0.222 0.981 1.20 0.11
0.4 - 0.6 0.525 0.874 1.08 0.06
0.6 - 0.8 1.280 0.234 0.93 0.06
0.8 - 1.0 2.163 0.017 1.27 0.07
1.0 - 1.2 0.659 0.747 1.86 0.07
Table 4: Results of the fit to Ωm = 0.5 and ΩΛ = 0.5 ΛCDM model leaving the galaxy bias b as a free parameter.
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