ABSTRACT In traditional single image super-resolution (SR) methods based on dictionary model, a large number of image features are needed to train the SR dictionary. In general, these features are extracted by artificial rules, such as pixel gray, gradient, and texture structure. But, the dictionary model trained by these artificial features or their combinations has exhibited poor expression especially for the images with complex and rich structures. Therefore, how to improve the dictionary expression ability and make the dictionary have more accurate description of the image features is a problem worthy of further study. In this paper, based on the advantage of dictionary training and deep learning, a new method of single image SR based on deep learning features and dictionary model is proposed. The new algorithm contains three steps. First, the features of high-resolution and low-resolution training images are extracted by a Kernel deep learning network. Second, in the sparse representation of SR framework, the dictionary model is trained by these deep learning features. Finally, an LR image SR is completed. Theoretical analysis show that the dictionary trained by deep learning features can improve in the ability to express image complex structure and texture, and it has more advantage than traditional artificial features dictionary. The experimental results indicate that the proposed algorithm can produce good SR visual results than the comparison algorithm, such as Bicubic, sparse coding super-resolution, and super-resolution convolutional neural network. And the peak signal to noise ratio and structural similarity index measurement are improved, the Computation Time is also reasonable.
I. INTRODUCTION
Image super-resolution(SR) is a digital image reconstruction technology in second-generation, which consist a high-resolution(HR) image restoration process from a single frame(or multi-frame) and degraded low-resolution(LR) image [1] . The SR technology was proposed first by Harris [2] and Goodman [3] in the 1960's. It has presented two development axis: single-frame based method and multiframe based method. The single-frame technology development is earlier, but it has been restricted by insufficient prior information [4] , [5] for a long period. In 1984, after the multiframe technology with perfect theoretical and experimental results is proposed by Tsai and Huang [6] , the multi-frame technology achieved a large number of advanced results and became to be the main study stream. But, in some real applications, such as satellite remote sensing, military battlefield, and old photo restoration, multi-frame images are difficult to obtain. Furthermore, the multi-frame technology includes many other difficult image processing tasks, such as image registration, motion estimation, which had directly affected the quality of reconstruction image. There are also many barriers in the multi-frame based method. Under this research background and with the introduction of the new mathematical theories and the development of computer technology, many researchers have restarted the study of single-frame super-resolution technology [7] - [9] , recently. Presently, single-frame technology has become to be a new focus and effective method in image SR study.
From the point of view of data source, single-frame image SR can be divided into two classes, ''without external data'' and ''with external data'' [10] , [11] . The method ''without external data'' contains interpolation method, iterative back projection method (IBP), and projection on convex (POCS) [12] - [14] ect.. The method ''with external data'' mainly include example-based method, neighbourhood embedding method, dictionary model method, and deep learning method [15] - [18] . Among all of the algorithms mentioned above, the dictionary model SR technology is more popular. For example, Zhan and Fang [19] proposed a new algorithm to enhance the dictionary expression ability by extracting the first-order derivative and the second-order derivative of low-resolution images to achieve a good super-resolution effect. Dong et al. [20] classified the training images first and construct done sub-dictionary with feature for each class of training samples. The experiments show that the ability of the dictionary to express different structures is enhanced, and the computational complexity is reduced. Sun et al. [21] extracted the component features of the geometric structure and texture, then designed a multi-component dictionary that can maintain the image geometry and texture more effectively to improve the image super-resolution quality. Ma et al. [22] constructed two classification dictionaries using edge block gradient feature and texture block local two value model. Then, they used the two dictionaries to approximate the different types of image structures and improve the peak signalto-noise ratio (PSNR) of the reconstructed image.
In addition, the general principal component analysis dictionary [23] , multi-scale dictionary [24] , [25] , multi-level dictionary [26] , [27] , compressed sensing dictionary [28] , and multi-feature dictionary [29] are all proposed. The ability of the single-frame image super-resolution study has been improved to be a new level.
However, in existing study, the expression ability of the dictionary model based on artificial features, such as image grey level information, gradient or texture structure and other shallow features, is limited, especially for the complex images with rich features. Finding a new method to enhance the dictionary model ability of expressing image features is an on-going problem being investigated in the SR research. In our study, a sub-space deep learning network called KPCANet is introduced. Training image feature based on the KPCANet is more effect than artificial features, then the sparse dictionary model trained by these deep learning features can give more clear characteristics. Thus, our new algorithm has the advantages of both deep learning and sparse dictionary. The features extracted from training images are richer than those extracted from the general dictionary SR technology and has more interpretable than deep learning SR. Experiments show that our new approach is better than the comparison algorithm, such as bicubic interpolation, sparse coding super-resolution (ScSR) and super-resolution convolutional neural network (SRCNN), in both subjective visual and objective evaluation indexes.
II. RELATED WORK A. SPARSE REPUTATION DICTIONARY SUPER-RESOLUTION
In the existing SR algorithms based on sparse representation dictionary, the most classical algorithm is the ScSR (sparse coding super-resolution) proposed by Yang [30] . From the natural image database with HR and LR images, a dictionary pair comprising D h (high-resolution dictionary) and D l (low-resolution dictionary) were trained. Then, a lowresolution block image y was input, and its representation coefficient was calculated from the dictionary D l . Finally, the high-resolution characteristic block image was output by the association coefficient based on the HR dictionary. The basic principle of ScSR can be expressed by formula (1) .
D is the over-complete dictionary, F is the feature extraction operator, P is used to extract the overlap region from the HR image block and the reconstructed HR image block to reduce the block effect, w is the pixel value of the overlap region, β is used to measure the matching characteristics of the input LR and the overlapping area of HR, and λ denotes the Lagrangian multipliers. Therefore, the HR image is obtained by using the coefficientα and dictionary D h by formula (2) . Then, HR image can be estimated by the combination of the reconstructed HR image blocks.
The accuracy of the reconstructed HR image was related to the dictionary, especially to the accurate description of the image structure information [31] . In ScSR algorithm, the high-frequency image characteristic were extracted by first and second order derivatives and the gradient operator is shown as formula (3).
where f 1 , f 3 are the horizontal gradient features, and f 2 , f 4 are the vertical gradient features. The four gradient features were arranged in a vector and act as the features of artifacts. In ScSR algorithm, in training process, the larger gradient was often preferentially chosen to be as the candidate dictionary atom.
However, for some images with complex texture, the gradient of the texture is different from the gradient of the edge structure. If the candidate dictionary atoms were selected according to the abovementioned gradient feature, the image reconstruction will focus more on the edge structure and the texture structure will be ignored. The reconstructed image tends to be smooth and not be satisfactory. When the difference between the training and testing image is large, the candidate dictionary atoms selected from the texture or edge gradient will not be adaptive, the quality of the reconstructed image will be seriously affected. Therefore, the ScSR algorithm in general has some limitations, for its dictionaries constructed according to the characteristics of artificial rules. To mining more characteristics and improving the effectiveness of the ScSR algorithm, enhancing the expressing ability of the dictionary from training data is one of the key issues.
B. PRINCIPAL COMPONENT ANALYSIS NETWORK
PCANet [32] is one of the deep learning algorithm with a simple structure. It combines the theory of CNN(Convolution Neural Networks) and PCA(Principal Component Analysis). It comprises three stages: pre-processing, feature extracting, and output. As is shown in Li [31] , PCANet can extract deep learning features from the image database, which is quite different from artificial rules. Hence, in order to obtain richer information from training data, PCANet is a more suitable algorithm.
C. KERNEL PCANet
Generally speaking, feature is the raw material for dictionary training, and meanly affects the results of machine learning. If the features of training data are well expressed by dictionary, the satisfactory super-resolution result will be obtained certainly. In recent years, as the target of image reconstruction becomes increasingly complex, a lot of efficient feature dictionary [33] - [36] has been constructed. These improved dictionary can achieve a more accurate description for image edge, texture and structure. But, these dictionaries are trained by artificial features or their combinations, and have exhibited poor expression especially for the images with complex and rich structures.
As analysis in sections II.B, PCANet has the effect of extract deep learning features from image database, and it can break through the limitations of artificial rules [31] . Thus, if the features dictionary of super-resolution is constructed by deep learning features from PCANet, the SR results will be improved. However, in the published study [32] , PCANet was pointed out to be as the linear analysis method, and it will lose the effectiveness as extracting the nonlinear characteristics of training images. Kernel method performed in the nonlinear space can make up these short comings. It is more effective particularly in the high dimensional image feature space than liner method. Thus, if a kernel function is introduced to the PCANet filters, there will be more advantage in nonlinear image feature expressing.
In this paper, a new approach based on KPCANet is proposed. The new approach with an introducing kernel function can improve the feature expression ability of super-resolution dictionary. The framework of KPCANet is described in Fig.1 . The features extracted by KPCANet is called ''deep learning features'' in this study. Due to the deep learning network KPCANet, the ability of extracting nonlinear features from training database is greatly improved to the maximum extent.
III. PROPOSED METHOD
In this study, a new algorithm based on KPCANet for single image super-resolution is proposed. The framework of the new algorithm is shown in Fig.2 . In training stage, an assumption of sparse representation of HR and LR image dictionaries is proposed first. Second, the KPCA filters are used to capture the image nonlinear features from training image database and a pair of over-complete feature dictionary D h and D l is trained by these deep learning features. D h is the sparse representation of HR image features and D l is the sparse representation of LR image features. In the stage of reconstruction, the deep learning features of LR image are extracted by KPCANet first, and the sparse representation coefficient α, the dictionary D h and D l is introduced to reconstruct the HR image.
It can be seen easily that the new approach combines the comprehensive advantages of kernel function, deep learning network and ScSR sparse dictionary, we named it KPCANetSR. The theoretical advantages of the new algorithm are as follows, and the practical advantages will be given in experiments later.
A. IMAGE PREPROCESSING
In this section, a training database used to train the KPCANet model is assembled. First, all of the HR training images are sub-sampled. Then, these sub-sampled images are zoomed into the same size as the original HR image. The training pair contained HR images and the corresponding LR images are completely set up. The training pair is described as x h denotes the features of HR images, x l denotes the features of LR images, and K is the number of HR & LR image pairs. Second, each training image is divided into several blocks and is finally processed to be a matrix. Taking an HR image as an example, each image is processed by the k 1 * k 2 sliding window into m * n patches, where k 1 is the length of the sliding window, k 2 is the width of the sliding window, m is the patch quantity in the line and n is the patch quantity in the row. Then, the average of all HR patches is abandoned. Finally, the HR image features extraction is completed. We performed the abovementioned operations on all HR images and then a new data matrix is obtained. In the new matrix, there are K * m * n columns, where each column represented a patch that contained k 1 * k 2 elements. Thus, the ith HR image can be converted to be a matrix expressed as formula (4) , and all training HR images can be converted to be a matrix which is expressed as formula (5) . Similarly, all training LR images can also be converted to be a matrix which is expressed as formula (6) 
B. DEEP LEARNING FEATURES EXTRACTION
In the framework of our algorithm, the deep learning features extraction by KPCANet contains four stages. In this section, the detailed description of the process is presented.
1) THE FIRST STAGE
The first stage of deep learning features extraction is the construction process of the new training samples by kernel function, which is shown in the second part of the first yellow box in Fig.1 . The training set T R LS = {x h , x l } is mapped to a high dimensional space and formed a new training set
, which is the classical and robust kernel and has better anti-interference ability to the noise.
2) THE SECOND STAGE
The second stage of deep learning features extraction is the process of filtering and convolution by KPCA, which is shown in the third part of the first yellow box in Fig.1 . The number of filters required in the i th layer is assumed to be L 1 , and a series of standard orthogonal matrix to minimize the reconstruction error is calculated from formula (7). By extracting the feature vectors corresponding to the first L 1 maximum eigen values of the covariance matrix X h , the desired filters are formed, which can be calculated by formula (8) , where KW is the filter matrix.
Then, each column of the feature vector above is arranged as a patch and L 1 patches with the size of k 1 * k 2 are obtained. The main information for each training image can be preserved through the first KPCA filter and can be calculated by formula (9) .
3) THE THIRD STAGE
The third stage of deep learning features extraction is also a process of filtering and convolution by KPCA, which is shown in the second yellow box in Fig.1 . In this stage, the input is the output results of the first stage. The operation of this layer is the same with the first layer. The results can be calculated by formulas (10) and (11) .
With the same processing, the filters of the second layer are composed of feature vectors corresponding to the covariance matrix, which can be expressed by formula (12) .
From the above two stages, there are L 1 filters in the first layer and L 2 filters in the second layer. Hence, for each training image, the L 1 × L 2 characteristic matrix is used as output, which is expressed in formula (13) .
4) THE OUTPUT STAGE
To reduce the amount of calculation data, every output must to be processed by binarization in the output stage. The output results contain only 1 or 0. As shown in formula (14) , the hash coding is performed, where T denotes the intermediate feature extracting results by KPCANet, H ( .) is a step function that can increase the difference in each feature, 2 L −1 is the coefficient that changes each pixel value to a number between 0-255.
Finally, the result of formula (8) is encoded by histogram encoding. The deep learning feature extraction from one training HR image is completed, and the feature F hi can be described with formula (15) .
Similarly, the training LR image feature F li can be extracted and described with formula (16) .
In this study, the dictionary is trained by sparse coding under the framework of ScSR. The goal is to obtain a pair of dictionaries D h and D l , which can describe the complex characteristics of the training samples. The features F hi and F li have the same sparse representation by D h and D l , which can be expressed as formulas (17) and (18) .
{D l , α} = arg min
where α = {α i } K i=1 is the sparse matrix, and λ i is the balance coefficient. Furthermore, to make the deep learning features from HR and LR images sparse according to their respective dictionaries, we must make a combined training according formulas (17) and (18), and the training process can be expressed as formula (19) . (19) where N and M are the dimension of the vector, which is composed of the deep learning features from HR and LR. 1 N and 1 M are used to balance the price of both D h and D l in formulas (17) and (18). To facilitate the solution, the formula (19) is rewrite into (20) .
Then, the iterative method is used to solve formula (20) . First, the sparse representation coefficients of every training image F Ci under the given D C is computed, and the sparse representation matrix α = {α i } K i=1 is obtained. Finally, the dictionary D C is updated by α.
D. IMAGE RECONSTRUCTION
After the feature dictionary pair D h and D l is obtained, the reconstruction for each LR test image Y can be transformed into an optimization problem, which is expressed as formula (21) .α
F denotes the deep learning features by KPCANet; P is the overlapping region of the current HR image block and the reconstructed HR image block, which can remove the artificial textures; w is the number of elements in overlapping areas; β is the matching coefficient between the input LR feature blocks and HR overlapped regions; α is the representation coefficient of LR images. α can be obtained by formula (21) and X 0 can be obtained by X 0 = D h α. Finally, the optimization problem can be solved by formula (22) .
where H is the degraded factor (Generally, H represents the all processes of imaging processing, while in this study, H only indicates sub-sampling). The formula (22) will be solved by gradient descent optimization algorithms. Then, the SR image is finally obtained.
E. STEPS OF OUR METHODS
In our new approach, the deep learning features of training database are extracted by KPCANet and these features are used to train a deep learning features dictionary. Then, the SR image reconstruction is realized in the ScSR framework.
Our new SR reconstruction method of single image based on KPCANet deep learning features dictionary is given below in details.
IV. EXPERIMENTS
In this section, we first discuss the performance of the proposed feature dictionary based on KPCANet and perform experiments on three widely used benchmark datasets Set5 [37] , Set14 [38] and BSD500 [39] . All of the experiments are performed with a scale factor of 2× between LR and HR images. For fair comparison, all reported PSNR and structural similarity index measurement (SSIM) measures were calculated. SR images for the reference methods, including Bicubic, ScSR [30] and SRCNN [40] , were obtained from online material supplementary. 
A. DATASETS AND TRAINING DETAILS
The operating environment of our experiment is as follows: Ubuntu 14.04 operating system, Intel(R) Core(TM) i7-4790 3.6 GHz processor, 8GB DDR3 1600 RAM, NVIDIA GTX 1060 6 GB GPU and MATLAB R2015b. The training database of BSD300 contains people, plants, animals, landscapes and architecture. Some of them are shown in Fig.3 . We obtained the LR images by sub-sampling the HR images using bicubic with sub-sampling factor r = 2 (Fig.4) .
B. IMPACT OF THE PARAMETERS
For optimal result, we discuss the effect of parameters on reconstruction, such as K, L1, L2 and the dictionary size.
With the optimal parameters, our new approach will be more effective in processing the ill-posed super-resolution problem. Kernel function can improve the feature concentration ratio of PCA, and the performance will be significantly higher than that of PCA analysis. Different kernel functions produce different principal component effects. Each kind of kernel function has its own characteristics and can map to the different high dimension feature space. The common used kernel functions include linear kernel function, polynomial kernel function, Gaussian kernel function, multilayer perception kernel function etc. In this paper, we chose Gaussian kernel function to improving the feature extraction ability of PCA. Gaussian kernel function is the typical radial basis function, only the points in the operating range can affect the kernel function value. Thus, it has better interpolation ability, and more local feature information from training images will be extracted. Therefore, aimed at improving image resolution in our algorithm, the Gaussian kernel function is the best choice.
The impact of the number of filters used in our new network is studied here. The filter size of the networks is k 1 = k 2 = 5. We vary the number of filters in the first stage L1 from 10 to 50 for the first stage of networks. When considering the second stage, we set L1=30 and vary L2 from 2 to 12. The results are shown in Fig.5 . It can be observed that PCANet-1 provides the best performance for L1 ≥ 30 and PCANet-2 achieve the best results for all L1 being tested. So the parameters of the KPCANet are set to L1=30, L2=8.
In general, larger dictionaries have more expressive power and may reach accurate approximation. So we evaluate the effect of dictionary size on generic image super-resolution in our study. Three dictionaries of size 256, 512, 1024 are trained and applied to the same input LR image. Fig. 6 shows the reconstructed results for the Baby image using dictionaries of different sizes. We indeed observe that the artefacts in reconstructed image will be gradually diminished when using larger dictionaries. But long computational time is really need, when the big size dictionary is training. Therefore, in considering the computational time and the reconstruction effect, we fix the dictionary size as 512 in our new approach. Fig.7 shows some of the experiment results of Bicubic, ScSR, SRCNN, and KPCANetSR. Column 1 are the LR images in testing, Column 2 shows the SR results from the Bicubic, column 3 demonstrates the results after ScSR (a sparse dictionary based algorithm) and column 4 shows the SR image from SRCNN(a deep learning based method). Column 5 is the result of our new approach, which contains the advantage of both sparse dictionary and deep learning.
C. TESTING RESULTS
Comparing with these columns in Fig.7 , Bicubic and ScSR can generate image sharp edge, but the artefacts and blurs are still in reconstructed image. On the contrary, the SRCNN and KPCANetSR recover almost all the structures and textures in the zoomed image. Particularly, the introduction of kernel function improve the reconstructed image quality dramatically. For example, on the third row of Fig.7 , the first image on the left is the original Koala image. The second one is the bicubic interpolation and enlargement result with 2 times. Obviously, the textures on the body hair of the Koala is blurry. Therefore the disadvantage of interpolation algorithm in recovering the details of interpolation algorithm is exposed. The third image is the ScSR result, many sharp edges in the Koala's body hair is reconstructed, but the blurs on the Koala's body, trunks and leaves are still exist more or less.
In our KPCANetSR, the details and textures are enhanced effectively, especially on the feather texture of Koala's body hair. Consequently, our approach with kernel function produced image patterns with sharper boundaries and richer textures, which shows that the deep learning dictionary can reflect the complex features of HR and LR image pairs. Thus, the proposed single image super-resolution algorithm with deep learning dictionary can greatly improve the resolution of sub-sampling image. Table 2 shows the PSNR, SSIM and Computation Time among these comparing algorithms. The bicubic interpolation is significantly worse than the other three SR methods according to PSNR and SSIM, while the KPCANetSR is the most outstanding. When considering the Computation Time, KPCANetSR is slower than ScSR, but faster than SRCNN. In our opinion, the Computation Time of KPCANetSR is probably the best running time in practice for the two reasons below. The first reason is that the use of deep learning network in KPCANetSR may increase the running time inevitably than ScSR with no dictionary. The second reason is that the kernel deep learning dictionary with less atoms of KPCANetSR may reduce the size of the dictionary and decrease the speed of reconstruction time. Therefore, KPCANetSR reaches an outstanding reconstruction and a compromise running time, which is the particular advantage of the new approach.
V. CONCLUSION
In this paper, a deep learning features based single image SR approach is presented. The proposed deep learning features dictionary has considerable improvement in the ability to express complex structure and texture of training image database. KPCANetSR, the new approach, learns an end-toend mapping between LR and HR images. It is a new idea of single image super-resolution. Experimental results also demonstrate that the new algorithm in the form of deep learning feature dictionary can produce good SR visual results, and also can benefit in PSNR, SSIM and Computation Time. We conjecture that additional performance can be further gained by exploring more filters and different training strategies in other low-level vision problems. Also, the factors in deep networks influencing low-level and for high-level vision tasks is worth continuing to be explored. 
