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Mechanical spectroscopy, i.e. cyclic deformations at varying frequencies, is used theoretically and
numerically to measure dissipation in model glasses. From a normal mode analysis, we show that in
the high-frequency THz regime where dissipation is harmonic, the quality factor (or loss angle) can
be expressed analytically. This expression is validated through non-equilibrium molecular dynamics
simulations applied to a model of amorphous silica (SiO2). Dissipation is shown to arise from non-
affine relaxations triggered by the applied strain through the excitation of vibrational eigenmodes
that act as damped harmonic oscillators. We discuss an asymmetry vector field, which encodes the
information about the structural origin of dissipation measured by mechanical spectroscopy. In the
particular case of silica, we find that the motion of oxygen atoms, which induce a deformation of
Si-O-Si bonds is the main contributor to harmonic energy dissipation.
I. INTRODUCTION
Mechanical losses through energy dissipation is a lim-
iting factor central to the design of high-precision de-
vices, such as micro- and nanoelectromechanical systems
(MEMS/NEMS) [1–3] and even highly sensitive interfer-
ometers such as gravitational wave detectors, whose res-
olution is currently controlled by the energy dissipated in
the oxide glass coatings of the mirrors [4–6]. While the
source of energy dissipation in crystals can be traced back
to crystalline defects [7], dissipation in glasses can take
many forms and may involve diverse phenomena such as
thermally-activated relaxations [8–11], Zener thermoelas-
tic damping [12, 13], Akhiezer damping [14–16], Rayleigh
scattering [17–20] and more, depending on the frequency
range of interest.
At high frequencies (THz), dissipation in glasses arises
from the attenuation of collective vibrational excita-
tions [10, 21, 22]. The latter are most often stud-
ied through the dynamical structure factor, S(q, ω), the
space- and time-Fourier transform of the density-density
correlation function [23], which is measured both experi-
mentally using inelastic x-ray scattering (IXS) (see for in-
stance Refs. 20–22, 24–27), and numerically with molec-
ular dynamics (MD) (see for instance Refs. 19, 28–36).
At small wave vectors, typically below 1-3 nm−1 in
amorphous silica [19, 37, 38], the spectrum of S(q, ω)
shows a peak at a well-defined frequency, an evidence
that in this regime, glasses support propagating vibra-
tional modes, similar to crystalline phonons, but with
a damping related to the finite width of the excitation
peak. The latter is therefore naturally fitted as a damped
harmonic oscillator (DHO) to extract the excitation fre-
quency Ω(q) and attenuation (or linewidth), Γ(q). Dis-
sipation, as measured from the quality factor associated
with the loss angle, is then obtained as Q−1 = Γ/Ω, a re-
lation which holds at low damping for instance in Zener’s
standard linear solid [39].
However, for wave vectors larger than a few nm−1,
in the region leading to the boson peak (BP) [40–43],
glasses exhibit a strong damping with an attenuation in-
creasing rapidly with frequency. Γ ∝ Ωα, with α ∼ 4 in
3D, in both experiments [24, 38, 44, 45] and MD simu-
lations [19, 33, 34, 46–48] (a logarithmic correction was
identified very recently in Ref. 49). In this regime, damp-
ing is mainly of harmonic origin and is controlled by the
structural disorder in the glass [17, 30, 31, 48]. More
specifically, the acoustic vibrations undergo a Rayleigh
type of scattering by the elastic heterogeneities in the
glass that are correlated on the same nanometer scale as
the wavelength of the acoustic vibrations at the boson
peak [18, 34, 50–53]. As a result, the phonon mean free
path (∝ 1/Γ) decreases rapidly with frequency and be-
comes comparable to the wavelength, thus reaching the
Ioffe-Regel (IR) limit (Γ = Ω/π) [54], above which the
notion of phonon with a well-defined wave vector is in-
applicable [35, 55].
Above the IR limit, S(q, ω) shows a very broad peak,
which results from the convolution of several excitations
that cannot technically, nor should theoretically, be fit-
ted as a DHO, as recently mentioned in the conclusions of
Refs. 19, 20, 56. How can we then describe dissipation in
glasses above the Ioffe-Regel limit? This question is ad-
dressed theoretically in the present paper by measuring
dissipation directly using mechanical spectroscopy. With
this technique, the loss (or internal friction) angle φ is
measured between an imposed sinusoidal strain and the
resulting internal stress, yielding the energy dissipation
Q−1 = tanφ. This approach is widely used experimen-
tally in the Hz to kHz regime to study glasses [57, 58],
liquids and soft matter systems [59, 60], but has also
been used numerically at higher frequencies in MD simu-
lations [61–63]. Here we show that in the high-frequency
regime of harmonic dissipation, the quality factor Q−1
can be expressed analytically, allowing to analyze in de-
tails the features that control dissipation in a glass, both
below and above the IR limit.
In the present work, we study dissipation using a com-
bination of non-equilibrium MD simulations applied to
a model of amorphous silica (SiO2), and an analytical
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FIG. 1: Vibrational density of states of the SiO2 model, de-
composed on the rocking, stretching and bending motions of
the Si-O-Si bonds. The inset shows a sketch of a Si-O-Si bond
with the vectors used to decompose the bond deformation into
bending, stretching and rocking components.
expression obtained in the harmonic approximation. De-
tails of the simulations and the analytical calculations are
given in Sec. II. The results of the simulations are com-
pared to experimental data and the analytical expression
in Sec. III. Finally, in Sec. IV, we discuss the properties
of dissipation deduced from the analytical expression.
II. METHODOLOGY
A. Glass model
The glass model considered for this study is amor-
phous silica (SiO2), whose structure and properties are
well known[29, 64–69]. The MD simulations were per-
formed in 3D cubic cells, with a side L = 34.77 A˚, con-
taining 1,000 Si atoms and 2,000 O atoms (the corre-
sponding density is 2.4 g/cm3). Glassy structures were
obtained by quenching a liquid melt by MD at a constant
quench rate of 1010 K.s−1. Interactions between parti-
cles are described using a standard van Beest, Kramer,
and van Santen (BKS) pair potential [70], with the long-
range Coulomb interactions screened using a Wolf trun-
cation. We used the cut-off function proposed by Carre´ et
al. [71] and already employed in Refs. 69, 72 to model
SiO2 glasses. Periodic boundary conditions are applied
in all directions. An example of configuration is shown in
the inset of Fig. 2. The corresponding vibrational density
of states (VDOS) is represented in Fig. 1 along with the
partial VDOS for oxygen atoms projected on the rocking,
stretching and bending motions of the Si-O-Si bonds, as
done in Refs. 73–75.
B. Mechanical spectroscopy
Mechanical spectroscopy was simulated by imposing a
cyclic deformation to the simulation cell. In the follow-
ing, we mainly consider the case of isostatic deformations.
We also performed simple shear deformations, but they
resulted in qualitatively similar results and will not be
presented here.
For isostatic deformations, the simulation cell is sub-
jected in the X , Y and Z directions to a sinusoidal ap-
plied strain ǫ(t) = ǫ0 sin(ωt) with a frequency ω/2π vary-
ing from 0.1 to 50 THz and an amplitude ǫ0 = 0.007 cho-
sen such that the deformation remains elastic in the qua-
sistatic limit. The system is thermostated in order to dis-
sipate the heat produced during the deformation cycles
and maintain a constant temperature, which was varied
from 10 K to 700 K. We compared different thermostats
(Andersen, Nose-Hoover, Langevin) [76] with different
strengths but did not find any marked influence. In the
following, we will consider a Langevin thermostat, which
allows for analytical calculations developed in Sec. II D.
Atomic trajectories are integrated using SLLOD equa-
tions for isostatic tractions and compressions [76]:
r˙αi =
pαi
mi
+ ǫ˙rαi
p˙αi = F
α
i − ǫ˙pαi − γpαi + Fth, (1)
where rαi is the current position of atom i in direction α
in the deformed simulation cell, pαi its momentum and
Fαi the force coming from the interatomic potential. The
Langevin friction, γ, is related to the random force, Fth,
through the fluctuation-dissipation theorem. γ was var-
ied between 0.1 and 10 THz. Below 0.1 THz, the thermo-
stat is too weak to maintain a constant temperature and
above 10 THz, the forcing is too strong and affected the
dynamics of the glass (the influence of the friction param-
eter will be further discussed in Sec. III). The time step of
the simulations was 1 fs when the forcing frequency was
1 THz or below. Above 1 THz, the time step was set to
10−3/ω in order to maintain a constant strain increment
per simulation step.
We follow simultaneously the time-evolution of the
pressure P (t), which, in the stationary regime, is a
periodic function of same period as the applied strain
(T = 2π/ω) with cycle-dependent fluctuations illustrated
in Fig. 2. In the following, we consider the smooth peri-
odic part of the pressure averaged over multiple cycles:
〈P 〉(t) = lim
N→+∞
1
N
N∑
n=0
P (t+ nT ). (2)
The dissipation Q−1 is related to the loss angle φ be-
tween the pressure 〈P 〉(t) and the applied strain ǫ(t):
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FIG. 2: Evolution of the hydrostatic pressure during cycles of
isostatic applied strain. The dashed curves show the instan-
taneous pressure. The solid curve is the average computed
over 250 cycles.
Q−1(ω) = tan(φ)
=
1
ω
∫ T
0
〈P 〉(t)ǫ˙(t) dt∫ T
0 〈P 〉(t)ǫ(t) dt
(3)
The spectroscopic simulations were performed during
300 deformation cycles, the value of the energy dissipa-
tion usually converging after about 50 cycles, after which
the glass enters a stationary regime where all measure-
ments were carried out.
C. Harmonic approximation
In order to separate harmonic and anharmonic ef-
fects, mechanical spectroscopy was also applied to har-
monic systems, where the interaction between particles
was described using the dynamical matrix of the system,
D˜αβij =
1√
mimj
∂2E
∂rα
i
∂r
β
j
= 1√
mimj
Dαβij , where indices i and
j refer to atoms and α and β to Cartesian coordinates.
The potential energy, E, is computed using the Wolf-
truncated BKS potential, which is an analytical pair po-
tential and thus yields an analytical expression for the
dynamical matrix. The potential energy of the system
was then approximated as:
E = −1
4
∑
iαjβ
Dαβij (r
β
ij −Rβij)(rαij −Rαij) (4)
where rαij (resp. R
α
ij) is the separation between atoms
i and j in direction α in the deformed (resp. initial)
cell, using the minimum image convention to account for
the periodic boundary conditions. The corresponding ex-
pressions for the atomic forces and pressure are given in
Appendix A.
D. Analytic expression
The dissipation measured numerically in Eq. 3 can
be expressed analytically in the harmonic approximation
and linear response regime when a Langevin thermostat
is assumed. The calculations are detailed in Appendix A
in the case of isostatic deformations. Generalization to
arbitrary deformations (for instance shear) is straightfor-
ward.
Dissipation is calculated as the ratio of the imaginary
and real parts of the complex modulus, which relates the
Fourier transforms of the periodic applied strain ǫκξ to
the cycled-averaged internal stress 〈σαβ〉. For that, the
cycled-averaged stress in the harmonic approximation is
projected on the normal modes of the glass and expressed
as the sum of an affine and non-affine contribution:
〈σαβ〉(ω) = C∞αβκξǫκξ(ω)−
2
V0
∑
m
Cαβm 〈sm〉(ω), (5)
where ω/2π is the forcing frequency, sm the mass-scaled
amplitude of the mth normal mode and V0 the volume of
the reference undeformed cell. The first term in the RHS
of Eq. 5 is the affine Born contribution, with C∞αβκξ the
affine elastic modulus obtained when all atoms are forced
to follow the macroscopic applied uniform deformation
ǫκξ:
C∞αβκξ = −
1
2V0
∑
ij
[
Dακij R
β
ij +D
βκ
ij R
α
ij
]
Rξij . (6)
The second term in the RHS of Eq. 5 is the non-affine
contribution, which is expressed as a sum over the normal
modes of the system:
Cαβm =
1
2
∑
ijκ
[
Dακij R
β
ij +D
βκ
ij R
α
ij
]eκj (m)√
mj
. (7)
Here, eκj (m) is the component on atom j and direction
κ of the mth eigenvector of the mass-scaled dynamical
matrix D˜, with corresponding eigenfrequency ωm.
The temporal Fourier transform of the non-affine dis-
placement, 〈sm〉(ω), is expressed by projecting the lin-
earized SLLOD equations of motion in Eq. 1 on the nor-
mal modes of the system (see Appendix A for details):
〈sm〉(ω) = C
κξ
m
ω2m − ω2 + iγω
ǫκξ(ω) (8)
From Eq. 5, the resulting complex modulus is thus:
Cαβκξ(ω) = C
∞
αβκξ −
2
V0
∑
m
Cαβm C
κξ
m
ω2m − ω2 + iγω
, (9)
4which involves the response function of the normal
modes, 1/(ω2m − ω2 + iγω), broadened by the Langevin
thermostat through the iγω term. Building on the
decomposition of the elastic constants into affine and
non-affine contributions first proposed by Lutsko [77],
Lemaˆıtre and Maloney obtained an expression similar to
Eq. 9 to analyze the visco-elastic response of disordered
solids [78]. The static limit of this expression (ω = 0) was
used by these authors and Zaccone et al. [79] to study the
effect of non-affine relaxations on the elasticity of glasses.
In case of isostatic deformations of main interest here,
the above equations adopt a more compact form (see Ap-
pendix A for details), with the complex bulk modulus
relating the Fourier transform of the average pressure
〈P 〉(ω) to the applied strain ǫ(ω):
K(ω) = K∞ − 2
V0
∑
m
C2m
ω2m − ω2 + iγω
. (10)
The affine bulk modulus and mode-dependent non-affine
term are respectively:
K∞ = − 1
V0
∑
iαjβ
Dαβij R
β
ijR
α
ij ,
Cm =
∑
iαjβ
Dαβij R
α
ij
eβj (m)√
mj
.
(11)
Finally, we obtain the expression of the dissipation pro-
duced by isotropic deformations:
Q−1(ω) =
∑
m C
2
m
ωγ
(ω2m−ω2)2+(γω)2
V0
2 K
∞ −∑m C2m ω
2
m−ω2
(ω2m−ω2)2+(γω)2
(12)
In the next Section, we compare this analytic expres-
sion of the dissipation with numerical calculations and
discuss the physical insights gained from this expression
on the origin of dissipation in glasses below and above
the Ioffe-Regel limit.
III. SIMULATION RESULTS
A. Full non-linear calculations
The energy dissipation obtained by mechanical spec-
troscopy in the present amorphous SiO2 model is pre-
sented in Fig. 3 at three different temperatures, for a
range of frequencies, which broadly covers that of the vi-
brational density of states of the glass in Fig. 1. Dissipa-
tion is numerically zero below 0.1 THz, increases up to
about 1.2 at 12 THz and decreases back to zero above
27 THz. The three sets of data obtained at 10, 300
and 700 K are superimposed. This temperature inde-
pendence is a strong indication that, as expected from
previous works [30, 31, 67, 80], dissipation is harmonic in
the present range of high frequencies.
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FIG. 3: Energy dissipation as a function of frequency in amor-
phous SiO2 modeled with the full non-linear BKS potential
at three different temperatures. The friction of the Langevin
thermostat was set to 1 THz. The yellow circles are experi-
mental data obtained by fitting the excitation peak of x-ray
scattering spectra with the DHO model [38].
In Fig. 3, are also plotted the experimental attenuation
data Γ/ω of Baldi et al.[38], obtained using a DHO fit of
the dynamical structure factor of vitreous SiO2. The very
good agreement between the experimental and numerical
data below the Ioffe-Regel (IR) limit, Γ/ω = 1/π, con-
firms the strong connection between the quality Q−1 and
attenuation Γ/ω factors. However, we note that this link
is difficult to justify theoretically, even in the harmonic
approximation considered below [39].
We see in Fig. 3 that above the IR limit, the experi-
mental data overestimate the numerical dissipation. This
discrepancy might be expected for two reasons. First,
simple models like Zener’s standard linear solid [39], pre-
dict that the dissipation and attenuation factors match
only in the limit of low dissipation, while at large dissi-
pation, the attenuation factor overestimates the quality
factor. Second, above the IR limit, the dynamical struc-
ture factor contains several excitation peaks that cannot
be fitted by a simple DHO model [22, 81, 82].
B. Harmonic approximation
To confirm the harmonic origin of energy dissipation
in the present range of frequencies, we applied mechani-
cal spectroscopy to the same sample but with the inter-
actions between particles described using the dynamical
matrix of the equilibrium configuration, as explained in
Sec. II C. The resulting energy dissipation is compared
in Fig. 4 with the full non-linear BKS calculations. The
very good agreement between both calculations confirms
the harmonic origin of dissipation in this frequency range.
We note that at low frequencies, typically below 1 THz,
510-1 100 101
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FIG. 4: Energy dissipation as a function of frequency com-
puted with the non-linear BKS potential and the harmonic
approximation of Eq. 4. The same thermostat friction of 1
THz was used in all calculations.
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FIG. 5: Energy dissipation as a function of frequency com-
puted with the harmonic approximation compared to the an-
alytical expression of Eq. 12. The same thermostat friction of
1 THz is used in both cases.
the harmonic calculations find a dissipation systemati-
cally lower than the non-linear model, an indication that
anharmonic effects may play a role in this region. How-
ever, we will see below that dissipation measurements are
strongly affected by the thermostat in this low-frequency
regime.
Finally, we compare in Fig. 5 the harmonic simulations
to the analytical expression in Eq. 12. The perfect agree-
ment between both approaches, even in the regions where
the dissipation fluctuates rapidly (e.g. near 10 THz), con-
firms the validity of the analytic calculations of Sec. II D.
The expression of energy dissipation in Eq. 12 also shows
directly that dissipation in the harmonic regime is in-
dependent of the temperature and the strain amplitude
(ǫ0). Q
−1 however depends on the friction parameter γ
of the Langevin thermostat, a point detailed in the fol-
lowing Section, where we also address other properties of
dissipation deduced from the analytical expression.
IV. PROPERTIES OF HARMONIC
DISSIPATION
A. Physical interpretation
Focusing on the numerator of Eq. 12, which mostly
controls the shape of the dissipation spectrum, we see
that Q−1 is expressed as a sum of contributions coming
from the vibrational eigenmodes. Each contribution is
the product of the square of the non-affine coefficient
Cm (Eq. 11) with a Lorentzian centered on the mode
eigenfrequency ωm, with a width fixed by the Langevin
friction γ.
Physically, dissipation arises because the deformation
applied to the cell triggers non-affine relaxations (Eq. 5)
that are supported by the eigenmodes of the system
(Eq. 8). Since the latter are harmonic oscillators damped
by the thermostat, they induce a lag in the non-affine
stress contribution, which is maximum when the forc-
ing frequency equals the mode eigenfrequency. The
coupling coefficient, Cαβm , reflects the sensitivity of the
stress on the amplitude of mode m, since from Eq. 5,
Cαβm ∝ ∂σαβ/∂〈sm〉. The modes that dissipate most are
therefore those that produce large non-affine stress relax-
ations and resonate with the forcing frequency.
B. Influence of the Langevin friction parameter
The dissipation in Eq. 12 depends on the friction pa-
rameter γ of the Langevin thermostat, which might ap-
pear as an artifact since γ is a numerical parameter with
no physically defined value. However, we argue below
that except in the region ω < γ, the shape and main
features of the dissipation spectrum do not depend on γ.
The effect of a finite value of γ is to broaden the re-
sponse function of the eigenmode oscillators (Eq. 8). As
a result, the numerator of the dissipation in Eq. 12 is
expressed as a weighted average of the non-affine coeffi-
cients Cm over a frequency window of order γ. As will
be emphasized in Fig. 8, Cm varies rapidly from mode to
mode. Therefore, when γ is small, the non-affine param-
eter Cm is not averaged over a large enough window and
the dissipation shows rapid fluctuations, as seen in Fig. 5.
However, when γ increases and Cm is averaged over more
modes, the dissipation spectrum becomes smoother but
retains the same shape and features, as shown in Fig. 6,
even near the peak of dissipation at 10 THz. This is typi-
cally true as long as ω remains in the frequency spectrum
of the density of states and ω > γ. Indeed, in the limit
ω < min(γ, ωm), Eq. 12 predicts Q
−1 ∝ γω. This is
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FIG. 6: Energy dissipation as a function of frequency com-
puted using the analytical expression for three different ther-
mostat frictions: 0.3, 1 and 3 THZ. The inset shows a log-log
view of the low frequency region.
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FIG. 7: Energy dissipation as a function of frequency calcu-
lated using the analytic expression for 20 different SiO2 glasses
with a thermostat frequency γ = 1 THz.
visible in the inset of Fig. 6, where the dissipation be-
low typically 1 THz scales with the the frequency and
friction. In this region outside the VDOS, the slow de-
cay when ω → 0 is an artifact of the finite width of the
Lorentzian and therefore, of the finite-friction thermo-
stat. Equivalently, we can say that the fluctuations seen
in Fig. 5 are a finite size effect, due to the fact that in
the small systems considered here, there are not enough
modes to obtain a smooth average of Cm. Larger systems
with denser eigenfrequency spectra would show smoother
dissipations at fixed γ. However, considering larger sys-
tems is difficult since diagonalizing the dynamical matrix
becomes rapidly very computationally intensive.
Another way to limit the fluctuations is to average the
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FIG. 8: Square of the mode-dependent non-affine coefficient,
C2m, computed from Eq. 11, as a function of the modes eigen-
frequency.
dissipation spectrum over independent SiO2 glassy con-
figurations of same size, as done in Fig. 7. Fluctuations
between different configurations are obvious, but the gen-
eral shape remains the same and the average curve shows
the same features as seen in Figs. 3 and 6.
C. Properties of Cm
From Eqs. 5 and 8, every eigenmode m has an in-
fluence on the total stress, through a non-affine contri-
bution (departure of the mode from the affine macro-
scopic imposed displacement) whose amplitude is fixed
by the mode-dependent parameter Cαβm . Fig. 8 shows
C2m = (
∑
α C
αα
m /3)
2, the square of the coupling parame-
ter for isostatic deformations, as a function of the mode
frequency. We see that (1) the coupling parameter varies
rapidly from mode to mode, (2) C2m vanishes at low fre-
quencies for the long-wavelength modes, which approach
plane waves and (3) C2m falls abruptly down to zero above
about 27 THz. This frequency corresponds in the VDOS
of the present SiO2 model (Fig. 1) to the beginning of the
optic-like modes that compose the two high-frequency
bands between about 27 and 40 THz [53, 75, 82]. In-
between these two limits, in the so-called main band of
the VDOS, there are very rapid variations, with many
modes having very low C2m values, and a few modes hav-
ing very large values. Similar spectra are obtained with
other applied strains, such as shear.
Still focusing on the case of isostatic deformations, the
non-affine parameter Cm in Eq. 11 can be rewritten as:
Cm =
∑
iα
Ξαi
eαi (m)√
mi
, (13)
7with Ξαi introduced in Ref. 78 as
Ξαi =
Fαi
ǫ
= −
∑
jβ
Dαβij R
β
ij , (14)
where Fαi is the force on atom i in direction α induced by
an affine isostatic deformation ǫ applied to the initial con-
figuration. The atomic vector field Ξ can be interpreted
in two complementary ways. From the first equality in
Eq. 14, Ξ corresponds to the atomic forces resulting from
an elementary affine deformation applied to the simula-
tion cell. From the second equality, the vector
−→
Ξ i can be
interpreted as a measure of the lack of symmetry of the
atomic environment around atom i. This is particularly
clear with a pair potential as used here since
−→
Ξ i can be
re-written in this case as:
−→
Ξ i =
∑
j
φ′′(Rij)
−→
R ij (15)
with φ(r) the interatomic pair potential. If for instance,
the local environment of atom i is centro-symmetrical,
there is for each atom j at
−→
R ij , an atom j
′ at −−→R ij
with an opposite contribution to
−→
Ξ i, which is therefore
zero. This is true for other symmetrical environments,
such as the regular tetrahedra surrounding Si atoms in
SiO2, since from Eq. 15,
−→
Ξ i vanishes whenever atom i is
at the center of gravity of its neighbors weighted by the
bond strengths (measured by φ′′).
In the general case (Eq. 7), the vector field Ξαβ de-
pends on the orientation of the applied strain ǫαβ:
Ξκαβ,i = −
1
2
∑
j
(
Dκαij R
β
ij +D
κβ
ij R
α
ij
)
. (16)
This expression cannot be simplified as above, but it re-
tains the property of vanishing in symmetrical local en-
vironments [78], justifying to quality Ξ as an asymmetry
vector field. Since Cm is the projection of eigenvector
e(m) on the asymmetry field Ξ (Eq. 13) (we neglect here
the potential effect of varying masses, which can be in-
corporated if needed in the definition of Ξ), we conclude
that the modes that dissipate the most are those, which
best resemble Ξ. This field thus encodes the information
about the structural features that control harmonic dis-
sipation when measured with mechanical spectroscopy.
We finally note that the non-affine parameter can also
be re-written in a third alternative way:
Cm =
∑
i
∑
jα
ξαj→i(m)R
α
ij , (17)
with
ξαj→i = −
Fαj→i
sm
=
∑
β
Dαβij
eβj (m)√
mj
(18)
where Fαj→i is the force on atom i in direction α due to the
displacement of atom j when mode m has a mass-scaled
X
Y
FIG. 9: Asymmetry vector field Ξ in the case of isostatic de-
formations, represented in 2D projection for an 8 A˚ slab in a
SiO2 sample. Black arrows are for Si atoms, red arrows for
oxygen atoms. The scaled forces ξαj→i for the mode of maxi-
mum dissipation are shown in grey, with a width proportional
to their intensity. The inset shows the stereographic projec-
tion of the Ξ vectors (normalized to unity) of the O atoms
in the basis formed by the rocking, stretching and bending
vectors (VRock, VStre,VBend) of each Si-O-Si bond.
amplitude sm. Therefore, ξ
α
j→i measures the sensitivity
on the mode amplitude of the force on atom i due to atom
j. This alternative expression shows the strong connec-
tion between dissipation and the forces induced in the
glass by the eigenmodes. Such connection between force
distributions and vibrational properties has recently been
pointed out in the case of hard-sphere glasses [83]. In sil-
ica, the most important forces are supported by the Si-O
bonds and form force chains supported by the SiO2 skele-
ton. When non-affine atomic displacements are induced
by an eigenmode, the force chains adopt a specific re-
sponse, reflected by ξαj→i, which varies very rapidly from
mode to mode, like Cm.
D. Application to SiO2
We concluded from the above discussion that inspect-
ing the asymmetry field Ξ allows to identify the struc-
tural elements responsible for harmonic dissipation. To
this end, we plot in Fig. 9 the Ξ field for isostatic defor-
mations in a slab of SiO2.
The Ξ vectors on the Si atoms (in black) are very small
and hardly visible, as expected from their tetrahedral en-
vironment. Four-fold coordinated Si atoms therefore do
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FIG. 10: Asymmetry vector field Ξxy and its stereographic
projection for an applied shear strain ǫxy in the same 8 A˚
slab as in Fig. 9, projected on the xy plane of the slab. The
scale of the arrows is tripled compared to Fig. 9.
not participate in harmonic dissipation. On the other
hand, oxygen atoms are either two- or three-folded and
have asymmetrical environments, resulting in finite Ξ
vectors (in red). Moreover, O atoms form Si-O-Si bonds
and we can see in Fig. 9 that in most cases, the Ξ vec-
tors point towards the inside of the Si-O-Si bond, i.e. in
a direction which bends the bond. This is readily un-
derstood from Eq. 15, where the O atom in a Si-O-Si
bond has two Si neighbors at similar distances, resulting
in a Ξ vector close to the bisector vector of the Si-O-Si
angle. We checked this result numerically by comput-
ing in the inset of Fig. 9 the stereographic projection of
the Ξ vectors (normalized to unity) of the O atoms in
the basis formed by the rocking, bending and stretching
vectors (VRock, VBend and VStre) of each Si-O-Si bond
(see Fig. 1). Most Ξ vectors are oriented along the bend-
ing vector, which by construction, is the bisector vector
of the Si-O-Si angle. Therefore, in the case of isostatic
deformations, bending of the Si-O-Si bonds is the main
contributor to harmonic dissipation in amorphous SiO2.
For a general applied strain, the Ξαβ field will remain
small on the Si atoms and may take other orientations on
the O atoms. As an illustration, we show in Fig. 10 the
case of simple shear. Dissipation is smaller than with iso-
static deformations, as evidenced by the smaller length of
the Ξxy vectors (their scale was tripled compared to Fig.
9). Moreover, the difference between Si and O atoms is
also smaller, although O atoms still support on average
larger Ξxy vectors than Si atoms. Finally, the distribu-
tion of orientations of the Ξxy vectors on O atoms is more
spread, but the stereographic projection shows that they
are predominantly oriented along Vstre. In simple shear,
dissipation is therefore dominated by the stretching mo-
tion of the Si-O-Si bonds.
V. CONCLUSION
Mechanical spectroscopy was used to measure dissi-
pation at high frequencies in a model SiO2 glass. We
have shown that the loss angle can be expressed analyt-
ically in the harmonic regime, characteristic of the high
frequencies accessible to molecular dynamics simulations
and inelastic x-ray scattering experiments. This analyt-
ical expression, written as a sum of damped harmonic
oscillator dissipations, shows the role of the eigenmodes
as energy dissipaters. The sensitivity of the stress ten-
sor to the vibrational modes is central to understanding
high frequency dissipation. Up to now however, despite
its formal evidence, a more quantitative connection be-
tween eigenfrequencies and the contribution of the corre-
sponding eigenmodes to the global stress tensor is lacking
due to the complex shape of the vibrations in amorphous
solids.
We have shown that an asymmetry vector field, which
depends only on the equilibrium configuration of the
glass, can be used to characterize the structural features
that control harmonic energy dissipation. We recover
here that force asymmetries are at the origin of non-affine
displacements, as discussed in the works of Lemaˆıtre and
Maloney [78] and Zaccone et al. [79], and that the
non-affinity of the local fields in turn are responsible for
energy dissipation, as measured using mechanical spec-
troscopy.
In the particular case of SiO2, we have shown that
the deformation of the Si-O-Si bonds is the main con-
tributor to energy dissipation. However, we should insist
that since dissipation arises from the extended modes of
the main band of the VDOS, dissipation is not related
to the local vibration of a bond, but rather to the col-
lective vibration of many Si-O-Si bonds. With respect
to the ring structure of silica, we have seen in Fig. 9
that in the case of isostatic deformations, the Ξ arrows
point mostly towards the center of the rings, anticipat-
ing a potential connection between ring morphology and
dissipation. Also, it was shown that internal friction is
related to the forces induced in the SiO2 skeleton by the
eigenmodes, in connection with their effect on the stress
tensor. This sensitivity of the stress tensor to the vibra-
tion modes of the system not only confirms that the force
distribution affects vibrational properties, as pointed out
in Ref. [83], but shows also that the components of the
forces that are relevant for high-frequency internal fric-
tion are the non-trivial harmonic components induced by
the displacements along the eigenmodes of the samples.
Applications of Ξ as an asymmetry vector field go be-
yond the case of oxide glasses. For instance, we under-
9stand that in crystals, defects that break the local sym-
metry, such as dislocations or grain boundaries, will be
sources of harmonic dissipation. Likewise, we expect that
non-centrosymmetrical crystals, such as quartz, should
also exhibit high-frequency dissipation, even in absence
of defects.
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Appendix A: ANALYTIC EXPRESSION OF THE
DISSIPATION
We detail here the calculations leading to an analytic
expression of the dissipation in Eq. 12 in the harmonic
linear response regime, assuming a Langevin thermostat.
We consider here only the case of isostatic deformations.
The general expressions given in the main text are ob-
tained by a straightforward generalization of these calcu-
lations.
1. Frequency-dependent pressure
We note rαi the current position of atom i in direc-
tion α and Rαi , its equilibrium position in the reference
undeformed cell. At time t, the cell is compressed or
stretched isostatically along the X , Y and Z directions
by ǫ(t) = ǫ0 sin(ωt), such that:
rαi = (1 + ǫ)R
α
i + x
α
i , (A1)
where xαi is the non-affine displacement. In the harmonic
approximation, using the expression of the energy given
in Eq. 4 of the main text, the force on atom i and direc-
tion α is given by:
Fαi = −
∑
jβ
Dαβij (r
β
ij −Rβij) (A2)
where Rαij is the equilibrium separation between atoms
i and j in direction α in the underformed initial cell.
The dynamical matrix, {Dαβij }, has the following usual
symmetries Dαβij = D
βα
ji = D
αβ
ji = D
βα
ij and
∑
iD
αβ
ij = 0.
The pressure is expressed as:
P =
1
3V
∑
iαjβ
Dαβij (r
β
ij −Rβij)rαij , (A3)
where V = L3 is the current volume of the cell, with
L = L0(1 + ǫ). At the rather low temperatures consid-
ered here, we have checked that the kinetic pressure is
negligible and will not be included in the calculations.
The pressure can be re-written as a function of the ap-
plied strain ǫ and the non-affine displacements xαi using
Eq. A1:
P =
1
3V
∑
iαjβ
Dαβij
[
ǫRβij + x
β
ij
] [
(1 + ǫ)Rαij + x
α
ij
]
=
ǫ(1 + ǫ)
3V
∑
iαjβ
Dαβij R
β
ijR
α
ij +
1
3V
∑
iαjβ
Dαβij x
β
ijx
α
ij
+
(1 + 2ǫ)
3V
∑
iαjβ
Dαβij R
α
ijx
β
ij
(A4)
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In the linear response regime, only the first-order terms
in ǫ and xβij are kept. The second term of the above ex-
pression is therefore neglected and the current volume V
is replaced by the reference volume V0. The first term
corresponds to the pressure in case of affine atomic mo-
tion, with the affine bulk modulus:
K∞ = − 1
3V0
∑
iαjβ
Dαβij R
β
ijR
α
ij . (A5)
The last term of Eq. A4 is the non-affine contri-
bution, which can be re-arranged using the symme-
tries of D:
∑
iαjβ D
αβ
ij R
α
ijx
β
ij =
∑
iαjβ D
αβ
ij R
α
ijx
β
j −∑
iαjβ D
αβ
ij R
α
ijx
β
i = 2
∑
iαjβ D
αβ
ij R
α
ijx
β
j . The pressure is
thus expressed as:
P = −K∞ǫ+ 2
3V0
∑
iαjβ
Dαβij R
α
ijx
β
j . (A6)
We then project the non-affine displacements onto the
normal modes of the system. To this end, we introduce
mass-scaled displacements sβj and their projections sm on
the eigenmodes e(m) of the system, i.e. the eigenvectors
of the mass-scaled dynamical matrix D˜:
sβj =
√
mjx
β
j =
∑
m
sme
β
j (m). (A7)
Replacing xβj in Eq. A6, we form a mode-dependent
term:
Cm =
∑
iαjβ
Dαβij√
mj
Rαije
β
j (m) (A8)
and the final expression of the pressure is:
P = −K∞ǫ+ 2
3V0
∑
m
Cmsm. (A9)
Averaging this equation over multiple cycles and tak-
ing its Fourier transform, we obtain:
〈P 〉(ω) = −K∞ǫ(ω) + 2
3V0
∑
m
Cm〈sm〉(ω). (A10)
We see that Cm is proportional to ∂P/∂sm and there-
fore expresses the sensitivity of the pressure to the am-
plitude of the normal mode m. The properties of Cm will
be further explored below.
2. Complex bulk modulus
To express 〈sm〉(ω), we rewrite the SSLOD equations
of Eq. 1 in the main text as a second-order differential
equation:
mir¨
α
i = mir
α
i (ǫ˙
2+ǫ¨)−
∑
jβ
Dαβij (r
β
ij−Rβij)−miγ(r˙αi −rαi ǫ˙)+Fth,
(A11)
which is written in terms of non-affine displacements,
keeping only the first-order terms, as:
mix¨
α
i = −(
∑
jβ
Dαβij R
β
ij)ǫ −
∑
jβ
Dαβij x
β
j −miγx˙αi + Fth.
(A12)
Introducing the mass-scaled coordinates sαi :
s¨αi = −
(∑
jβ
Dαβij√
mi
Rβij
)
ǫ−
∑
jβ
D˜αβij s
β
j − γs˙αi +
Fth√
mi
,
(A13)
which yields after projection on the eigenmodes:
s¨m = Cmǫ− ω2msm − γs˙m + Fm. (A14)
Here, Fm is the random force on mode m and ω
2
m the
eigenfrequency of mode m, i.e. the eigenvalue of D˜ cor-
responding to the eigenmode e(m). We have also recog-
nized that
∑
iαjβ
D
αβ
ij√
mi
Rβije
α
i (m) = −Cm, in reference to
Eq. 11 where the minus sign comes from the exchange
between indices i and j. Averaging this equation over
multiple cycles, the random force term, of zero mean,
vanishes, and taking the Fourier transform, we obtain:
〈sm〉(ω) = Cm
ω2m − ω2 + iγω
ǫ(ω). (A15)
From Eq. A10, we have:
〈P 〉(ω) = −K∞ǫ(ω) + 2
3V0
∑
m
C2m
ω2m − ω2 + iγω
〈ǫ〉(ω),
(A16)
resulting in the complex bulk modulus reported in the
main text:
K(ω) = K∞ − 2
3V0
∑
m
C2m
ω2m − ω2 + iγω
. (A17)
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