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ON EXISTENCE OF SHIFT-TYPE INVARIANT
SUBSPACES FOR POLYNOMIALLY BOUNDED
OPERATORS
MARIA F. GAMAL’
Abstract. A particular case of results from [K2] is as follows. Let the
unitary asymptote of a contraction T contain the bilateral shift (of finite
or infinite multiplicity). Then there exists an invariant subspace M of
T such that T |M is similar to the unilateral shift of the same multi-
plicity. The proof is based on the Sz.-Nagy–Foias functional model for
contractions. In the present paper this result is generalized to polynomi-
ally bounded operators, but in the simplest case. Namely, it is proved
that if the unitary asymptote of a polynomially bounded operator T
contains the bilateral shift of multiplicity 1, then there exists an invari-
ant subspace M of T such that T |M is similar to the unilateral shift of
multiplicity 1. The proof is based on a result from [B].
1. Introduction
Let H be a (complex, separable) Hilbert space, and let L(H) be the
algebra of all (bounded, linear) operators acting on H. A (closed) subspace
M of H is called invariant for an operator T ∈ L(H), if TM ⊂ M. The
complete lattice of all invariant subspaces of T is denoted by LatT . For a
(closed) subspace M of a Hilbert space H, by PM and IM the orthogonal
projection from H onto M and the identity operator on M are denoted,
respectively.
For Hilbert spaces H and K, let L(H,K) denote the space of (bound-
ed, linear) transformations acting from H to K. Suppose that T ∈ L(H),
R ∈ L(K), X ∈ L(H,K), and X intertwines T and R, that is, XT = RX.
If X is unitary, then T and R are called unitarily equivalent, in notation:
T ∼= R. If X is invertible, that is, X−1 ∈ L(K,H), then T and R are called
similar, in notation: T ≈ R. If X is a quasiaffinity, that is, kerX = {0}
and closXH = K, then T is called a quasiaffine transform of R, in notation:
T ≺ R. If closXH = K, we write T d≺ R. If T ≺ R and R ≺ T , then T and
R are called quasisimilar, in notation: T ∼ R. Clearly, T ≺ R if and only if
R∗ ≺ T ∗.
An operator T is called power bounded, if supn≥0 ‖T n‖ <∞. An operator
T is called polynomially bounded, if there exists a constant C such that
‖p(T )‖ ≤ Cmax{|p(z)| : |z| ≤ 1} for every (analytic) polynomial p. The
smallest such constant is called the polynomial bound of T and is denoted
here by Cpol,T .
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Every polynomially bounded operator can be represented as a direct sum
of an operator similar to a singular unitary operator and of an absolutely
continuous (a.c.) polynomially bounded operator, that is, an operator which
admits an H∞-functional calculus, see [M] or [K3, Theorems 13, 17 and 23].
In the present paper, absolutely continuous polynomially bounded operators
are considered. (Although many results on polynomially bounded operators
that will be used in the present paper were originally proved by Mlak [M],
we will refer to [K3] for the convenience of references.)
An operator T is called a contraction, if ‖T‖ ≤ 1. Every contraction is
polynomially bounded with the constant 1 by the von Neumann inequality
(see, for example, [SFBK, Proposition I.8.3]). Clearly, every polynomially
bounded operator is power bounded. (It is well known that the converse
is not true, see [F] for the first example of a power bounded but not poly-
nomially bounded operator, and [P] for the first example of a polynomially
bounded operator which is not similar to a contraction.)
Let T ∈ L(H) be a power bounded operator. It is easy to see that the
space
HT,0 = {x ∈ H : ‖T nx‖ → 0}
is invariant for T (sf. [SFBK, Theorem II.5.4]). Classes Cab, a, b = 0, 1, ·, of
power bounded operators are defined as follows (see [SFBK, Sec. II.4] and
[K1]). If HT,0 = H, then T is of class C0·, while if HT,0 = {0}, then T is of
class C1·. Furthermore, T is of class C·a, if T
∗ is of class Ca·, and T is of
class Cab, if T is of classes Ca· and C·b, a, b = 0, 1.
Let T and R be power bounded operators, and let T ≺ R. It easily
follows from the definition that if R is of class C1· or of class C·0, then T
is of class C1· or of class C·0, too. Clearly, any isometry is of class C1·, a
unitary operator is of class C11, and the unilateral shift is of class C10.
The notions of isometric and unitary asymptotes will be used. Although
there exist further studies of these notions ([K3], [K4]), we restrict ourselves
to the case of power bounded operators. For a power bounded operator
T ∈ L(H) the isometric asymptote (X+, T (a)+ ) can be defined using a Banach
limit, see [K1]. Here T
(a)
+ is an isometry (on a Hilbert space), and X+ is
the canonical intertwining mapping : X+T = T
(a)
+ X+. Recall that kerX+ =
HT,0, and the range of X+ is dense. Thus, T
d≺ T (a)+ . In particular, if T is
cyclic, then T
(a)
+ is cyclic, too. A power bounded operator T is of class C11
if and only if T is quasisimilar to a unitary operator; then T
(a)
+ is unitary
and T ∼ T (a)+ (see [SFBK, Propositions II.3.4 and II.5.3]).
The unitary asymptote (X,T (a)) of a power bounded operator T ∈ L(H)
is a pair where T (a) ∈ L(H(a)) (here H(a) is a some Hilbert space) is the
minimal unitary extension of T
(a)
+ , and X is an extension of X+. Therefore,
(1.1)
∨
n≥0
(T (a))−nXH = H(a).
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In particular, if T is cyclic, then T (a) is cyclic, too. If T
(a)
+ is unitary, then,
of course, (X+, T
(a)
+ ) = (X,T
(a)). Note that T
(a)
+ and T
(a) are defined up to
unitarily equivalence.
Set T0· = T |HT,0 and T1· = PHT,0T |HT,0 . By [K1, Lemma 1], T0· and T1·
are of classes C0· and C1·, respectively. Thus, every power bounded operator
has the triangulations of the form(
C0· ∗
O C1·
)
and
(
C·1 ∗
O C·0
)
.
By [K1, Theorem 3], T (a) ∼= T (a)1· .
Let T be a power bounded operator, let U be a unitary operator, and let
T
d≺ U . By [K1, Theorem 2], T (a) contains U as an orthogonal summand,
that is, there exists a unitary operator V such that T (a) ∼= U ⊕ V . On the
other hand, it follows from (1.1) that T
d≺ T (a) (but this relation is not
realized by the canonical intertwining mapping in general).
A particular case of [K2] is the following (see also [SFBK, Sec. IX.3]
and references in [K2] and [SFBK] for the history of a question). Let T
be a contraction, and let T (a) contain the bilateral shift of finite or infinite
multiplicity as an orthogonal summand. Then there exists M ∈ LatT
such that T |M is similar to the unilateral shift of the same multiplicity.
The proof is based on the Sz.-Nagy–Foias functional model for contractions,
see [SFBK]. In the present paper this result is generalized to polynomially
bounded operators, but in the simplest case. Namely, it is proved that if T
is a polynomially bounded operator and T (a) contains the bilateral shift of
multiplicity 1, then there exists M∈ LatT such that T |M is similar to the
unilateral shift of multiplicity 1. The proof is based on a result from [B].
Before formulating the main result of the paper, we introduce some no-
tation. T and D denote the unit circle and the open unit disc, respectively.
S is the unilateral shift of multiplicity 1, that is, S is the operator of mul-
tiplication by the independent variable on the Hardy space H2 on T. The
normalized Lebesgue measure on T is denoted by m. For a measurable set
σ ⊂ T denote by Uσ the operator of multiplication by the independent vari-
able on L2(σ) := L2(σ,m). Clearly, UT is the bilateral shift of multiplicity
1. It is well known and easy to see that S and Uσ are a.c. contractions.
Theorem 1.1. Suppose that T is a cyclic a.c. polynomially bounded oper-
ator of class C1·, and T
(a) ∼= UT. Then there exists M ∈ LatT such that
T |M ≈ S.
Corollary 1.2. Suppose that T is a polynomially bounded operator such that
T
d≺ UT. Then for every c > 0 there exist M ∈ LatT and W ∈ L(H2,M)
such that W is invertible, WS = T |MW and
‖W‖‖W−1‖ ≤ (1 + c)(√2(K2 + 2)KCpol,T + 1)√K2C2pol,T + 1KC2pol,T .
Remark 1.3. Examples of polynomially bounded operators satisfying The-
orem 1.1 and not similar to contractions can be found in [G]. Moreover,
it follows from Theorem 1.1 and Corollary 1.2 that if T is a polynomially
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bounded operator such that T ∼ UT and the product of intertwining quasi-
affinities is an analytic function of UT, or if T ≺ S, then T is similar to an
operator constructed in [G, Proposition 2.7 or Corollary 2.3], respectively.
Remark 1.4. Let T satisfy the assumption of Corollary 1.2. By [K1, Theo-
rem 4], T ⊂ σ(T ). By [R], T either has a nontrivial hyperinvariant subspace
or is reflexive. Therefore, the result on existence of nontrivial invariant sub-
spaces of T is not new. The reflexivity of contractions satisfying the assump-
tions of Corollary 1.2 is proved in [T1] and [T2], see also [SFBK, Theorem
IX.3.8]. This proof can be generalized to polynomially bounded operators.
We expect to give a detailed proof later elsewhere.
Remark 1.5. Suppose that N ∈ N and T is a polynomially bounded oper-
ator such that T
d≺ ⊕Nn=1UT. It is possible to prove by induction that there
exists M ∈ LatT such that T |M ≈ ⊕Nn=1S. In the case of infinite sum the
question remains open.
The paper is organized as follows. In Sec. 2, Bourgain’s result [B] is cited,
and its corollaries which hold true for arbitrary a.c. polynomially bounded
operators are given. In Sec. 3 and 4, auxiliary results for some functions
and for operators intertwined with unitaries, respectively, are given. The
main part of the paper is Sec. 5, where Theorem 1.1 is proved. In Sec. 6
Corollary 1.2 is proved.
2. Bourgain’s result
A denotes the disc algebra. For a positive finite Borel measure µ on T
set P 2(µ) = closL2(µ) A, and denote by Sµ the operator of multiplication by
the independent variable on P 2(µ).
Theorem A ([B]). There exists a universal constant K with the following
property. Let H be a Hilbert space, and let W ∈ L(A,H) (that is, W is a
bounded linear transformation from A to H). Then there exists a positive
Borel measure µ on T such that µ(T) = 1 and
‖Wϕ‖ ≤ K‖W‖
(∫
T
|ϕ|2dµ
)1/2
for every ϕ ∈ A.
The following corollary is [BP, Lemma 2.1] emphasized for a.c. polyno-
mially bounded operators.
Corollary 2.1. Suppose that H is a Hilbert space, T ∈ L(H) is an a.c.
polynomially bounded operator, Cpol,T is the polynomial bound of T , and
x ∈ H. Then there exist ψ ∈ L2(T,m) such that ∫
T
|ψ|2dm ≤ 1 and
‖ϕ(T )x‖ ≤ KCpol,T‖x‖
(∫
T
|ϕ|2|ψ|2dm
)1/2
for every ϕ ∈ H∞
and W ∈ L(P 2(|ψ|2m),H) such that
WS|ψ|2m = TW, ‖W‖ ≤ KCpol,T ‖x‖
and Wϕ = ϕ(T )x for every ϕ ∈ H∞.
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Proof. Define W ∈ L(A,H) by the formula
Wϕ = ϕ(T )x, ϕ ∈ A.
Let µ be the measure from Theorem A. Then µ = |ψ|2m + µs, where ψ ∈
L2(T,m) and µs is a positive Borel measure on T singular with respect to
m. We have
P 2(µ) = P 2(|ψ|2m)⊕ L2(µs)
([C, Proposition III.12.3] or [N, Corollary A.2.2.1]), Sµs is a singular uni-
tary operator, and W has a continuous extension on P 2(µ) denoted by W .
Clearly, WSµ = TW . Therefore, W |L2(µs)Sµs = TW |L2(µs). Since T is a.c.,
W |L2(µs) = O ( [K3, Proposition 15] or [M]). Thus, µ can be replaced by
|ψ|2m.
Let ϕ ∈ H∞. Set ϕr(ζ) = ϕ(rζ), ζ ∈ closD, 0 < r < 1. Then ϕr ∈ A,
and ϕr → ϕ when r → 1 in the weak-∗ topology in H∞ and in the norm
in L2(|ψ|2m) simultaneously. The conclusion of the corollary follows from
these convergences. 
Remark 2.2. For contractions T , Cpol,T = 1, and Corollary 2.1 is proved in
[BT, Lemma 3] with K = 1. The proof is based on the existence of isometric
dilations for contractions, see [SFBK, Theorem I.4.1].
Remark 2.3. Let ψ ∈ L2(T). If ∫
T
log |ψ|dm = −∞, then P 2(|ψ|2m) =
L2(|ψ|2m). If ∫
T
log |ψ|dm > −∞, we accept that ψ is an outer function.
Then
P 2(|ψ|2m) = H
2
ψ
=
{h
ψ
, h ∈ H2
}
,
∥∥∥h
ψ
∥∥∥
P 2(|ψ|2m)
= ‖h‖H2 , h ∈ H2,
see [C, Ch. III.12, VII.10] or [N, Ch. A.4.1].
Lemma 2.4. Suppose that H is a Hilbert space, T ∈ L(H) is an a.c. polyno-
mially bounded operator, Cpol,T is the polynomial bound of T . Given N ∈ N
and {ϕn}Nn=1 ⊂ H∞, define
A ∈ L(H,⊕Nn=1H), Ax = ⊕Nn=1ϕn(T )x, x ∈ H.
Then
‖A‖ ≤ KCpol,T ess sup
ζ∈T
( N∑
n=1
|ϕn(ζ)|2
)1/2
.
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Proof. For x ∈ H, let ψx ∈ L2(T) be the function from Corollary 2.1 (applied
to T ). We have
‖Ax‖2 =
N∑
n=1
‖ϕn(T )x‖2
≤
N∑
n=1
K2C2pol,T ‖x‖2
∫
T
|ϕn|2|ψx|2dm
= K2C2pol,T ‖x‖2
∫
T
N∑
n=1
|ϕn|2|ψx|2dm
≤ K2C2pol,T ‖x‖2 ess sup
T
N∑
n=1
|ϕn|2
∫
T
|ψx|2dm
≤
(
K2C2pol,T ess sup
T
N∑
n=1
|ϕn|2
)
· ‖x‖2. 
Theorem 2.5. Suppose that H is a Hilbert space, T ∈ L(H) is an a.c.
polynomially bounded operator, Cpol,T is the polynomial bound of T . Then∥∥∥∑
n∈N
ϕn(T )xn
∥∥∥ ≤ KCpol,T ess sup
ζ∈T
(∑
n∈N
|ϕn(ζ)|2
)1/2(∑
n∈N
‖xn‖2
)1/2
for every {ϕn}n∈N ⊂ H∞ and every {xn}n∈N ⊂ H such that the right part
of the above inequality is finite.
Proof. Let {ϕn}n∈N ⊂ H∞ be such that
ess sup
ζ∈T
∑
n∈N
|ϕn(ζ)|2 := a <∞.
Let N ∈ N. Let A be the transformation from Lemma 2.4 applied to T ∗ and
{ϕ˜n}Nn=1, where ϕ˜(ζ) = ϕ(ζ) (ζ ∈ D, ϕ ∈ H∞). Taking into account that
‖A‖ = ‖A∗‖ and ϕ(T )∗ = ϕ˜(T ∗) ([K3, Proposition 24] or [M]), we obtain
that ∥∥∥ N∑
n=1
ϕn(T )xn
∥∥∥ = ‖A∗(⊕Nn=1xn)‖
≤ KCpol,T ess sup
ζ∈T
( N∑
n=1
|ϕn(ζ)|2
)1/2( N∑
n=1
‖xn‖2
)1/2
≤ KCpol,Ta1/2
( N∑
n=1
‖xn‖2
)1/2
.
Therefore, if
∑
n∈N ‖xn‖2 < ∞, then
∑
n∈N ϕn(T )xn converges, and the
theorem follows. 
Lemma 2.6. Suppose that H is a Hilbert space, T ∈ L(H) is an a.c. poly-
nomially bounded operator, x ∈ H, ψk ∈ L2(T,m), k = 1, 2, are such that
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T
log |ψk|dm > −∞, and
‖ϕ(T )x‖ ≤
(∫
T
|ϕ|2|ψk|2dm
)1/2
for every ϕ ∈ H∞, k = 1, 2.
Set |ψ(ζ)| = min(|ψ1(ζ)|, |ψ2(ζ)|), ζ ∈ T. Then for every 0 < ε < 1 there
exists an inner function ω ∈ H∞ such that
‖ω(T )ϕ(T )x‖ ≤ (2(1 + ε
2))1/2
1− ε
(∫
T
|ϕ|2|ψ|2dm
)1/2
for every ϕ ∈ H∞.
Proof. We have T = τ1 ∪ τ2, where τ1 ∩ τ2 = ∅ and |ψ| = |ψk| a.e. on τk,
k = 1, 2. There exist outer functions ηk ∈ H∞, k = 1, 2, such that
|η1| =
{
1 on τ1,
ε |ψ2||ψ1| on τ2,
and |η2| =
{
ε |ψ1||ψ2| on τ1,
1 on τ2.
Clearly,
1− ε ≤ |η1 + η2| ≤ 1 + ε a.e. on T.
Set ωη = η1+η2, where ω, η ∈ H∞, ω is inner, and η is outer. Let ϕ ∈ H∞.
We have
‖ω(T )ϕ(T )x‖2 =
∥∥∥ω(T )η(T )(ϕ
η
)
(T )x
∥∥∥2 = ∥∥∥(η1 + η2)(T )(ϕ
η
)
(T )x
∥∥∥2
≤ 2
(∥∥∥η1(T )(ϕ
η
)
(T )x
∥∥∥2 + ∥∥∥η2(T )(ϕ
η
)
(T )x
∥∥∥2)
≤ 2
(∫
T
|η1|2
∣∣∣ϕ
η
∣∣∣2|ψ1|2dm+ ∫
T
|η2|2
∣∣∣ϕ
η
∣∣∣2|ψ2|2dm)
≤ 2
(1− ε)2
(∫
T
|η1|2|ϕ|2|ψ1|2dm+
∫
T
|η2|2|ϕ|2|ψ2|2dm
)
=
2
(1− ε)2
(∫
τ1
|ϕ|2|ψ|2dm+ ε2
∫
τ2
|ϕ|2|ψ|2dm
+ ε2
∫
τ1
|ϕ|2|ψ|2dm+
∫
τ2
|ϕ|2|ψ|2dm
)
=
2(1 + ε2)
(1− ε)2
∫
T
|ϕ|2|ψ|2dm. 
Remark 2.7. Applying Theorem 2.5, it is possible to prove an analog
of Lemma 2.6 for a finite family {ψk}Nk=1 with a constant not depended
on N , and for a countable family {ψk}k∈N under additional assumption∫
T
log |ψ|dm > −∞, where |ψ(ζ)| = infk∈N |ψk(ζ)|, ζ ∈ T. We do not prove
these statements, because we will not apply them.
3. Preliminaries: function theory
Lemma 3.1. Suppose that ψ ∈ H2 is an outer function. For t > 0 let ψt
be an outer function such that |ψt| = max(|ψ|, t). Then∥∥∥ ψ
ψt
− 1
∥∥∥
H2
→ 0 when t→ 0.
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Proof. For 0 < t < 1 set σt = {ζ ∈ T : |ψ(ζ)| < t}. Since |ψ| 6= 0 a.e. on
T, m(σt)→ 0 when t→ 0. Therefore,
(3.1) 1 ≥
∥∥∥ ψ
ψt
∥∥∥2
H2
≥ m(T \ σt)→ 1 when t→ 0.
Furthermore,
0 ≤ (− log t)m(σt) ≤ −
∫
σt
log |ψ|dm→ 0 when t→ 0,
because m(σt)→ 0 and
∫
T
log |ψ|dm > −∞. Therefore,∫
σt
log
|ψ|
t
dm→ 0 when t→ 0.
Consequently,
(3.2)
ψ
ψt
(0) = exp
(∫
σt
log
|ψ|
t
dm
)
→ 1 when t→ 0.
By (3.1) and (3.2),
(3.3)
∥∥∥ ψ
ψt
− ψ
ψt
(0)
∥∥∥2
H2
=
∥∥∥ ψ
ψt
∥∥∥2
H2
−
∣∣∣ ψ
ψt
(0)
∣∣∣2 → 0 when t→ 0.
By (3.2) and (3.3),∥∥∥ ψ
ψt
− 1
∥∥∥
H2
≤
∥∥∥ ψ
ψt
− ψ
ψt
(0)
∥∥∥
H2
+
∣∣∣ ψ
ψt
(0)− 1
∣∣∣→ 0 when t→ 0. 
Proposition 3.2. Suppose that σ ⊂ T is a measurable set, {τn}n∈N is a
family of measurable sets such that σ = ∪n∈Nτn and τn ∩ τk = ∅, if n 6= k.
Suppose that C > 0 and {ξn}n∈N is a family of positive numbers such that∑
n∈N ξ
2
n < ∞. Suppose that {ηn}n∈N, {ϕn}n∈N, and {ψn}n∈N are families
of functions from L2(σ) such that
|ηn| ≤
{
1 on τn,
ξn on σ \ τn,
and |ϕn| ≤ C|ψn| a.e. on σ. For every t > 0 and n ∈ N let ψnt ∈ L2(σ) be
such that |ψn| ≤ |ψnt| a.e. on σ and∥∥∥ ψn
ψnt
− 1
∥∥∥
L2(σ)
→ 0 when t→ 0 for every n ∈ N.
Set
αt =
∑
n∈N
η2n
ϕn
ψnt
and α =
∑
n∈N
η2n
ϕn
ψn
.
Then supt>0 ‖αt‖L∞(σ) <∞ and ‖αt − α‖L2(σ) → 0 when t→ 0.
Proof. Clearly, | ψnψnt − 1| ≤ 2 a.e. on σ. Therefore,
|αt − α| ≤
∑
n∈N
|ηn|2
∣∣∣ϕn
ψn
∣∣∣∣∣∣ ψn
ψnt
− 1
∣∣∣ ≤ 2C(1 +∑
k 6=n
ξ2k
)
on τn.
Take ε > 0. There exists N ∈ N such that∑
n≥N+1
ξ2n < ε and m
( ⋃
n≥N+1
τn
)
< ε.
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We have ∫
⋃
n≥N+1 τn
|αt − α|2dm ≤ 4C2
(
1 +
∑
n∈N
ξ2n
)2
ε.
Let 1 ≤ n ≤ N . We have
|αt − α| ≤ C
(∣∣∣ ψn
ψnt
− 1
∣∣∣+ ∑
k 6=n,k≤N
ξ2k
∣∣∣ ψk
ψkt
− 1
∣∣∣+ 2 ∑
n≥N+1
ξ2n
)
on τn.
Therefore,
|αt − α|2 ≤ C2
(
2N
(∣∣∣ ψn
ψnt
− 1
∣∣∣2 + ∑
k 6=n,k≤N
ξ4k
∣∣∣ ψk
ψkt
− 1
∣∣∣2)+ 8ε2)
≤ 2NC2max(1, sup
k∈N
ξ4k
) N∑
k=1
∣∣∣ ψk
ψkt
− 1
∣∣∣2 + 8C2ε2 on N⋃
n=1
τn.
There exists tε > 0 such that∫
σ
∣∣∣ ψn
ψnt
− 1
∣∣∣2dm ≤ ε
2N2C2max(1, supk∈N ξ
4
k)
for every 0 < t < tε and n = 1, . . . , N. Therefore,∫
⋃N
n=1 τn
|αt − α|2dm ≤ ε+ 8C2ε2 for every 0 < t < tε. 
4. Preliminaries: operators intertwined with unitaries
Lemma 4.1. Suppose that T ∈ L(H) is an a.c. polynomially bounded op-
erator, Cpol,T is the polynomial bound of T , x ∈ H, and ψ ∈ L2(T) is
from Corollary 2.1. Furthermore, suppose that σ ⊂ T is a measurable set,
X ∈ L(H, L2(σ)), XT = UσX, and f = Xx. Then
|f | ≤ ‖X‖KCpol,T ‖x‖|ψ| a.e. on σ.
Proof. We have∫
σ
|ϕ|2|f |2dm = ‖ϕ(Uσ)Xx‖2 = ‖Xϕ(T )x‖2 ≤ ‖X‖2‖ϕ(T )x‖2
≤ ‖X‖2K2C2pol,T ‖x‖2
∫
T
|ϕ|2|ψ|2dm
for every ϕ ∈ H∞. It remains to apply standard reasons based on the fact
that for every measurable set τ ⊂ T and every a,b > 0 there exists ϕ ∈ H∞
such that |ϕ| = a a.e. on τ and |ϕ| = b a.e. on T \ τ . 
Lemma 4.2. Suppose that Lim is a Banach limit, H is a Hilbert space,
T ∈ L(H) is a power bounded operator, X is the canonical intertwining
mapping constructed using Lim. If M ∈ LatT is such that T |M is not of
class C0·, then ‖X|M‖ ≥ 1.
Proof. We do not recall the construction of the canonical intertwining map-
ping from [K1] here. We recall only that ‖Xx‖2 = Limn ‖T nx‖2 for every
x ∈ H. By assumption, there exists x ∈ M such that infn≥0 ‖T nx‖ > 0.
Therefore, ‖Xx‖ > 0. Since (T (a))nX = XT n and T (a) is unitary, we have
‖Xx‖ = ‖(T (a))nXx‖ = ‖XT nx‖ ≤ ‖X|M‖‖T nx‖ for every n ≥ 0.
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Consequently,
‖Xx‖2 ≤ ‖X|M‖2 Lim
n
‖T nx‖2 = ‖X|M‖2‖Xx‖2.
Since ‖Xx‖ > 0, the conclusion of the lemma follows. 
Lemma 4.3. Suppose that T ∈ L(H) is an a.c. polynomially bounded oper-
ator, Cpol,T is the polynomial bound of T , X∗ is the canonical intertwining
mapping for T ∗ constructed using a Banach limit. Let X be any transfor-
mation acting from H to some Hilbert space. For x ∈ H let ψ ∈ L2(T) be a
function from Corollary 2.1. If
∫
T
log |ψ|dm = −∞, then
‖Xx‖ ≤ KCpol,T ‖XX∗∗‖‖x‖.
Proof. Denote by H∗ the space on which (T ∗)(a) acts. Let W be from
Corollary 2.1. Since S|ψ|2m is unitary (see Remark 2.3), there exists B∗ ∈
L(H∗, P 2(|ψ|2m)) such that W ∗ = B∗X∗ and ‖B∗‖ ≤ ‖W ∗‖ (see [K1, The-
orem 2]). Set u = B∗∗1, where 1(ζ) = 1 (ζ ∈ T). We have
‖u‖ ≤ ‖B∗∗‖‖1‖P 2(|ψ|2m) ≤ ‖W‖(
∫
T
|ψ|2dm)1/2 ≤ KCpol,T ‖x‖,
because
∫
T
|ψ|2dm ≤ 1. Taking into account that
Xx = XW1 = XX∗∗B
∗
∗1 = XX
∗
∗u,
we conclude that ‖Xx‖ ≤ ‖XX∗∗‖‖u‖ ≤ ‖XX∗∗‖KCpol,T ‖x‖. 
Proposition 4.4. Suppose that T ∈ L(H) is an a.c. polynomially bounded
operator, σ ⊂ T is a measurable set, X ∈ L(H, L2(σ)), XT = UσX, x ∈ H
is such that ∨n≥0T nx = H, f = Xx, ψ0 ∈ L2(T), and
∫
T
|ψ0|2dm ≤ 1.
Furthermore, suppose that 0 < ε, δ < 1, τ ⊂ σ is a measurable set,
m(τ) > 0,
0 6= u ∈ H is such that Xu ∈ L2(τ) and ‖Xu‖ ≥ δ‖u‖.
Set
δ0 =
δ‖u‖ − ε‖X‖
‖u‖+ ε and γ0 =
(
1− ε
2‖X‖2
(‖u‖ − ε)2δ20
)1/2
(we assume that ε is so small that γ0,δ0 > 0). Let 0 < γ < γ0. By assump-
tion on x, there exists ϕ0 ∈ H∞ such that ‖ϕ0(T )x− u‖ ≤ ε. Then
τ 6⊂ {ζ ∈ σ : |ϕ0(ζ)f(ζ)| ≤ γδ0‖ϕ0(T )x‖|ψ0(ζ)|}.
Proof. We have ϕ0f = Xϕ0(T )x, and
(ϕ0f)|σ\τ = PL2(σ\τ)Xϕ0(T )x = PL2(σ\τ)X(ϕ0(T )x− u).
Therefore, ∫
σ\τ
|ϕ0f |2dm ≤ ‖X‖2‖ϕ0(T )x− u‖2 ≤ ε2‖X‖2.
Also,
‖Xϕ0(T )x‖ ≥ ‖Xu‖ − ε‖X‖ ≥ δ‖u‖ − ε‖X‖
and δ0‖ϕ0(T )x‖ ≤ (‖u‖ + ε)δ0.
Thus,
‖Xϕ0(T )x‖ ≥ δ0‖ϕ0(T )x‖.
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Let us assume that
τ ⊂ {ζ ∈ σ : |ϕ0(ζ)f(ζ)| ≤ γδ0‖ϕ0(T )x‖|ψ0(ζ)|}.
Then
δ20‖ϕ0(T )x‖2 ≤ ‖Xϕ0(T )x‖2 =
∫
σ
|ϕ0f |2dm
=
∫
σ\τ
|ϕ0f |2dm+
∫
τ
|ϕ0f |2dm
≤ ε2‖X‖2 +
∫
τ
γ2δ20‖ϕ0(T )x‖2|ψ0|2dm
≤ ε2‖X‖2 + γ2δ20‖ϕ0(T )x‖2
(because
∫
τ |ψ0|2dm ≤
∫
T
|ψ0|2dm ≤ 1). Thus,
1− γ2 ≤ ε
2‖X‖2
δ20‖ϕ0(T )x‖2
≤ ε
2‖X‖2
δ20(‖u‖ − ε)2
,
a contradiction with assumption on γ. 
Proposition 4.5. Suppose that T ∈ L(H) is an a.c. polynomially bounded
operator, σ ⊂ T is a measurable set, T (a) ∼= Uσ, and X is the canonical in-
tertwining mapping for T and Uσ constructed using a Banach limit. Suppose
that V ∈ L(K) is a unitary operator, Y ∈ L(K,H) is such that Y V = TY
and closXYK = L2(σ).
Furthermore, suppose that x ∈ H and {ϕn}n∈N ⊂ H∞ are such that
{ϕn(T )x}n∈N is dense in H. Set f = Xx. Suppose that {ψn}n∈N ⊂ L2(T)
are such that
∫
T
|ψn|2dm ≤ 1 for all n ∈ N. For n ∈ N and 0 < c < 1 set
σn,c = {ζ ∈ σ : |ϕn(ζ)f(ζ)| ≤ c‖ϕn(T )x‖|ψn(ζ)|}.
For 0 < ε0, δ0, γ0 < 1 set
Nε0,δ0 = {n ∈ N : ‖Xϕn(T )x‖ ≥ δ0‖ϕn(T )x‖
and 1− ε0 ≤ ‖ϕn(T )x‖ ≤ 1 + ε0}
and
τε0,δ0,γ0 =
⋂
n∈Nε0,δ0
σn,γ0δ0 .
Finally, let 0 < ε00, δ0, γ0 < 1 be given. Then there exists 0 < ε0 ≤ ε00
such that
m(τε0,δ0,γ0) = 0.
Proof. Set E = kerXY . Then E ∈ LatV and XY |K⊖E realizes the relation
(4.1) PK⊖EV |K⊖E ≺ Uσ.
Therefore, V ∗|K⊖E is of class C·1. Consequently, V ∗|K⊖E is unitary. Thus,
K ⊖ E ∈ LatV , and V |K⊖E ∼= Uσ by (4.1) and [SFBK, Proposition II.3.4].
Without loss of generality, K ⊖ E = L2(σ) and V |K⊖E = Uσ. We have
kerXY |L2(σ) = {0}. Therefore, there exists g ∈ L∞(σ) such that
(4.2) g 6= 0 a.e. on σ and XY h = gh for every h ∈ L2(σ).
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For 0 < ε0, δ < 1 set
δ1 =
δ − ε0‖X‖
1 + ε0
and γ1 =
(
1− ε
2
0‖X‖2
(1− ε0)2δ21
)1/2
.
Then γ1 → 1 and δ1 → 1 when δ → 1 and ε0 → 0. Choose 0 < ε0, δ < 1
such that 0 < ε0 ≤ ε00, γ0 < γ1 and δ0 ≤ δ1. We claim that m(τε0,δ0,γ0) = 0.
Set τ = τε0,δ0,γ0 . Let us assume that m(τ) > 0. Set M = clos Y L2(τ).
By (4.2), X|M 6≡ O. By Lemma 4.2, ‖X|M‖ ≥ 1. Therefore, there exists
u ∈ M such that ‖u‖ = 1 and ‖Xu‖ ≥ δ. We have
Xu ∈ closXM = closXY L2(τ) = L2(τ).
Since {ϕn(T )x}n∈N is dense in H, there exists n ∈ N such that
‖ϕn(T )x− u‖ ≤ ε0.
Therefore, n ∈ Nε0,δ0 . By Proposition 4.4 applied to x and ϕn with ε0 and
δ, taking into account that γ0 < γ1, we obtain τ 6⊂ σn,γ0δ1 . By the definition
of τ , we have τ ⊂ σn,γ0δ0 ⊂ σn,γ0δ1 , a contradiction. 
The following lemma is a version of [K1, Theorem 3].
Lemma 4.6. Suppose that Lim is a Banach limit, T is a power bounded
operator, M∈ LatT , X∗ and Z are canonical intertwining mappings for T ∗
and (T |M)∗ from their unitary asymptotes, respectively, constructed using
Lim. Set
L =
∨
n≥0
(
(T ∗)(a)
)−n
X∗M⊥.
Then there exists a transformation B such that
Z = BPL⊥X∗|M and ‖B‖ ≤
√
2‖X∗‖.
Proof. By the constructions of X∗ and Z,
‖Zx‖2 = Lim
n
‖((T |M)∗)nx‖2 = Lim
n
‖PM(T ∗)nx‖2 ≤ Lim
n
‖(T ∗)nx‖2=‖X∗x‖2
for every x ∈ M. Therefore, ‖Z‖ ≤ ‖X∗‖.
Following the proof of [K1, Theorem 3(b)] (applied to T ∗) we obtain a
transformation
(
B1 B2
O B
)
such that(
B1 B2
O B
)(
X∗|M⊥ PLX∗|M
O PL⊥X∗|M
)
=
(
X∗|M⊥ PLX∗|M
O Z
)
and
∥∥∥(B1 B2
O B
)∥∥∥ ≤ ∥∥∥(X∗|M⊥ PLX∗|M
O Z
)∥∥∥ ≤ √2‖X∗‖.
Therefore, BPL⊥X∗|M = Z and
‖B‖ ≤
∥∥∥(B1 B2
O B
)∥∥∥ ≤ √2‖X∗‖. 
Proposition 4.7. Set χ(ζ) = ζ and 1(ζ) = 1 (ζ ∈ T). Set
H2− = L
2(T)⊖H2 and S∗ = PH2−UT|H2− .
Suppose that N and K are Hilbert spaces, Lim is a Banach limit,
T0 ∈ L(N ) is power bounded,
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V0 ∈ L(K), Z0 ∈ L(N ,K), (Z0, V0) is the unitary asymptote of T ∗0 con-
structed using Lim, Y0 ∈ L(H2,N ), and Y0S = T0Y0. Set
T =
(
T0 (·, χ)Y01
O S∗
)
and X∗ =
Z0 OY ∗0 O
O IH2−
 .
Then
(4.3) (Y0 ⊕ IH2−)UT = T (Y0 ⊕ IH2−),
T is power bounded, and (X∗, V0 ⊕ U∗T) is the unitary asymptote of T ∗ con-
structed using Lim. Furthermore, if T0 is polynomially bounded, then T is
polynomially bounded, and if T0 is a.c., then T is a.c..
Moreover, let (X0, UT) be the unitary asymptote of T0 constructed using
some Banach limit. Since (X0Y0)S = UT(X0Y0), there exists g1 ∈ L∞(T)
such that X0Y0h = g1h for every h ∈ H2. Let
X ∈ L(N ⊕H2−, L2(T))
be defined by the formula
X(x⊕ h) = X0x+ g1h (x ∈ N , h ∈ H2−).
Then (X,UT) is the unitary asymptote of T constructed using the same
Banach limit as X0.
Proof. The equality (4.3) easy follows from the definition of T . Let p be an
(analytic) polynomial. It easy follows from (4.3) that
(4.4) PN p(T )|H2− = Y0PH2p(UT)|H2− .
The conclusions on power boundedness and polynomial boundedness of T
follow from (4.4). Since the right part of (4.4) is defined for every p ∈ H∞,
the conclusion on a.c. polynomial boundedness of T follows from (4.4) and
[K3, Theorem 23].
Let x1, x2 ∈ N , let h1, h2 ∈ H2−, and let n ∈ N. It follows from (4.4) that
((T ∗)n(x1 ⊕ h1), (T ∗)n(x2 ⊕ h2))
= (h1, h2) + (PH2−χ
nY ∗0 x1, PH2−χ
nY ∗0 x2) + ((T
∗
0 )
nx1, (T
∗
0 )
nx2).
We have
lim
n
(PH2−χ
nY ∗0 x1, PH2−χ
nY ∗0 x2) = (Y
∗
0 x1, Y
∗
0 x2).
By the construction of Z0,
(Z0x1, Z0x2) = Lim
n
((T ∗0 )
nx1, (T
∗
0 )
nx2),
and by the construction of X∗,
(X∗(x1 ⊕ h1),X∗(x2 ⊕ h2)) = Lim
n
((T ∗)n(x1 ⊕ h1), (T ∗)n(x2 ⊕ h2)).
Therefore,
(X∗(x1 ⊕ h1),X∗(x2 ⊕ h2)) = (h1, h2) + (Y ∗0 x1, Y ∗0 x2) + (Z0x1, Z0x2).
From the latest equality and [K1, Theorem 3] we obtain the conclusion on
the unitary asymptote of T ∗.
Suppose that (X0, UT) is the unitary asymptote of T0 constructed using
some Banach limit, and X is defined as above. Clearly, XT = UTX. Denote
14 M.F. GAMAL’
by XT the canonical intertwining mapping for T and T
(a) constructed using
the same Banach limit as X0. By [K1, Theorem 3], T
(a) ∼= (T0)(a) and
X0 = XT |N . Therefore, T (a) ∼= UT, and it is easy to see from the definitions
of T and X and the intertwining properties of X and XT that XT = X. 
5. Proof of Theorem 1.1
For convenience of applying Proposition 4.7, we denote the operator from
Theorem 1.1 by T0.
Suppose that N is a Hilbert space, T0 ∈ L(N ) is a power bounded oper-
ator of class C1·, and (T0)
(a) ∼= UT. Let
T0 =
(
T11 ∗
O T·0
)
be the triangulation of T0 of the form
(
C·1 ∗
O C·0
)
, see Introduction and [K1].
Since T0 is of class C1·, we have T11 is of class C11. By [K1, Theorem 3] and
[SFBK, Propositions II.3.4 and II.5.3], T11 ∼ (T11)(a), (T ∗0 )(a) ∼= ((T11)(a))∗,
and there exists a measurable set τ ⊂ T such that (T11)(a) ∼= Uτ .
Two cases are possible. First case: m(τ) = 1. Then T11 ∼ UT.
Suppose that T0 is polynomially bounded. We can consider T11 instead of
T0. The proof becomes simpler. Proposition 4.7 is not used, because we
need not to represent T11 as a restriction of some operator of class C·1 on
its invariant subspace N . Lemma 2.6 is not used, because we need not to
request that the needed shift-type invariant subspace is contained in the
given subspace N . The detailed proof can be deduced from the proof of
second case and is not given here.
Second case: m(τ) < 1.
Suppose that T0 is a cyclic a.c. polynomially bounded operator. By
Corollary 2.1, there exists a quasiaffinity Y0 ∈ L(H2,N ) such that Y0S =
T0Y0. Denote by X0 the canonical intertwining mapping for T0 and UT
constructed using a Banach limit. We have
(5.1) X0T0 = UTX0 and
∨
n≥0
U−n
T
X0N = L2(T).
Set H = N ⊕H2−. Let T ∈ L(H), X ∈ L(H, L2(T)), g1 ∈ L∞(T) be from
Proposition 4.7 applied to T0 and Y0. Since Y0 is a quasiaffinity, it follows
from the second equality in (5.1) that g1 6= 0 a.e. on T, and it follows from
(4.3) that T is of class C·1.
Let X∗ ∈ L(H, L2(τ)⊕L2(T)) be the canonical intertwining mapping for
T ∗ constructed in Proposition 4.7 with V0 = U
∗
τ . Then
(5.2) X∗∗ (L
2(τ)⊕H2) ⊂ N .
Furthermore, there exists g2 ∈ L∞(τ) such that
(XX∗∗ )(h2 ⊕ h1) = g2h2 + g1h1 for every h2 ∈ L2(τ) and h1 ∈ L2(T).
Set
θ1 =
g1
(|g1|2 + |g2|2)1/2
and θ2 =
g2
(|g1|2 + |g2|2)1/2
,
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and set
E0 = {θ1h⊕ (−θ2h) : h ∈ L2(τ)}.
Clearly, E0 = kerXX∗∗ and E0 is a reducing subspace for Uτ ⊕ UT, that is,
E0 ∈ Lat(Uτ ⊕ UT) and (L2(τ)⊕ L2(T))⊖ E0 ∈ Lat(Uτ ⊕ UT).
Define
J ∈ L(L2(T), (L2(τ)⊕ L2(T))⊖ E0)
by the formula
Jh = θ2h|τ ⊕ (θ1h|τ + h|T\τ ) (h ∈ L2(T)).
Set
(5.3) g =
{
(|g1|2 + |g2|2)1/2 on τ,
g1 on T \ τ.
Then g 6= 0 a.e. on T, J is unitary, JUT = (Uτ ⊕ UT)|(L2(τ)⊕L2(T))⊖E0J ,
(5.4)
XX∗∗Jh = gh for every h ∈ L2(T) and L2(τ)⊕ L2(T) = JL2(T)⊕ E0.
Take σ ⊂ T such that
(5.5) KCpol,T
√
2‖X∗‖ ess sup
σ
|g| < 1, ess inf
T\σ
|g| > 0 and m(τ ∪ σ) < 1.
Let h0 ∈ H2 be such that
(5.6) |h0| ≍ 1 a.e. on T.
There exists θ0 ∈ L∞(τ) such that |θ0| = 1 a.e. on τ and
(5.7) Re θ1θ2θ0 = 0 a.e. on τ.
Set
(5.8) h01 = (θ2θ0 + θ1)h0χτ + h0χT\τ and h02 = (−θ2 + θ1θ0)h0|τ .
By (5.7),
(5.9) |h01| = |h0| a.e. on T.
Set
(5.10)
Fτ,σ = θ2h01|τ∩σ + θ1h02,
FT,σ = θ1h01|τ∩σ + h01|σ\τ − θ2h02,
Fτ,T\σ = θ2h01|τ\σ,
FT,T\σ = θ1h01|τ\σ + h01|(T\τ)\σ .
Then
(5.11) Fτ,σ ⊕ FT,σ = Jh01|σ + θ1h02 ⊕ (−θ2h02), θ1h02 ⊕ (−θ2h02) ∈ E0,
(5.12) Fτ,T\σ ⊕ FT,T\σ = Jh01|T\σ ,
and
(5.13) Fτ,σ ⊕ FT,σ + Fτ,T\σ ⊕ FT,T\σ = θ0h0|τ ⊕ h0 ∈ L2(τ)⊕H2.
Put
(5.14) x0 = X
∗
∗ (Fτ,σ ⊕ FT,σ).
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It follows from (5.11) and (5.4) that
(5.15) Xx0 = gh01|σ.
Set
M0 =
∨
k≥0
T kx0 and K0 =
∨
k≥0
(Uτ ⊕ UT)k(Fτ,σ ⊕ FT,σ).
By (5.10), Fτ,σ ⊕ FT,σ ∈ L2(τ)⊕ L2(τ ∪ σ). It follows from third inequality
in (5.5) that (Uτ ⊕UT)|K0 is unitary. It follows from (5.6), (5.9), (5.15), and
the equality XT = UTX that
closXM0 = L2(σ).
By [K1, Theorem 3], (X|M0 , Uσ) is the unitary asymptote of T |M0 con-
structed using the same Banach limit as X.
Set
(5.16) L =
∨
n≥0
(U∗τ ⊕ U∗T)−nX∗M⊥0 .
Denote by Z the canonical intertwining mapping for (T |M0)∗ constructed
using the same Banach limit as X∗. Let B be the transformation from
Lemma 4.6 applied to T and M0. We have
X|M0Z∗ = XPM0X∗∗PL⊥B∗.
Therefore,
‖X|M0Z∗‖ ≤
√
2‖X∗‖‖XPM0X∗∗ |L⊥‖.
It follows from (5.16) that X∗∗L⊥ ⊂M0. Therefore,
(5.17) XPM0X
∗
∗ |L⊥ = XX∗∗ |L⊥ and XX∗∗L⊥ ⊂ L2(σ).
Let u ∈ L⊥. By (5.4), there exist h ∈ L2(T) and v ∈ E0 such that u = Jh+v.
By (5.4) and (5.17),
XX∗∗u = XX
∗
∗Jh = gh ∈ L2(σ).
Therefore, h|T\σ = 0 and
‖XX∗∗u‖ ≤ ess sup
σ
|g|‖h‖L2(σ) ≤ ess sup
σ
|g|(‖h‖2L2(T) + ‖v‖2)1/2
= ess sup
σ
|g|‖u‖
(because J is unitary). We obtain that
‖XX∗∗ |L⊥‖ ≤ ess sup
σ
|g|.
Consequently,
‖X|M0Z∗‖ ≤
√
2‖X∗‖ ess sup
σ
|g|.
By (5.5),
KCpol,T‖X|M0Z∗‖ < 1.
Take
KCpol,T‖X|M0Z∗‖ < δ0 < 1 and 0 < ε00, γ0 < 1.
Let {ϕn}n∈N ⊂ H∞ be such that {ϕn(T )x0}n∈N is dense in M0. Let ψn be
constructed by Corollary 2.1 applied to ϕn(T )x0 for every n ∈ N. Set
(5.18) f = Xx0.
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It is easy to see that T |M0 , X|M0 , (Uτ ⊕UT)|K0 , X∗∗ |K0 , x0, {ψn}n∈N satisfy
Proposition 4.5. Let 0 < ε0 ≤ ε00 be such that
m(τε0,δ0,γ0) = 0,
where τε0,δ0,γ0 is from Proposition 4.5.
For convenience, relabel {ϕn}n∈Nε0,δ0 as {ϕn}n∈N. Then
‖Xϕn(T )x0‖ ≥ δ0‖ϕn(T )x0‖ for every n ∈ N.
By Lemma 4.3 applied to T |M0 and the choice of δ0 we have
(5.19)
∫
T
log |ψn|dm > −∞ for every n ∈ N.
We accept that ψn are outer functions (and ψn ∈ H2), see Remark 2.3. Set
σn = σn,γ0δ0 , n ∈ N.
By (5.18) and Lemma 4.1 applied to ϕn(T )x0,
(5.20)
|ϕnf | ≤ ‖X‖KCpol,T ‖ϕn(T )x0‖|ψn|
≤ (1 + ε0)‖X‖KCpol,T |ψn| a.e. on σ for every n ∈ N.
By Proposition 4.5,
|ϕnf | > γ0δ0‖ϕn(T )x‖|ψn| ≥ (1− ε0)γ0δ0|ψn| a.e. on σ \ σn
for every n ∈ N and
m(
⋂
n∈N
σn) = 0.
Set
τ1 = σ \ σ1, τn = (σ \ σn) \ ∪n−1k=1τk, n ≥ 2.
Then ⋃
n∈N
τn = σ, τn ∩ τk = ∅, if n 6= k, n, k ≥ 1,
and
(5.21) |ϕnf | > (1− ε0)γ0δ0|ψn| a.e. on τn, n ∈ N.
By (5.14),
ϕ(T )ϕn(T )x0 = ϕ(T )ϕn(T )X
∗
∗ (Fτ,σ ⊕ FT,σ) = X∗∗ (ϕϕnFτ,σ ⊕ ϕϕnFT,σ).
Therefore,
‖ϕ(T )ϕn(T )x0‖2 ≤ ‖X∗∗‖2(‖ϕϕnFτ,σ‖2 + ‖ϕϕnFT,σ‖2)
= ‖X∗∗‖2
(∫
τ
|ϕϕnFτ,σ|2dm+
∫
T
|ϕϕnFT,σ |2dm
)
= ‖X∗∗‖2
∫
T
|ϕϕn|2(χτ |Fτ,σ |2 + |FT,σ |2)dm
≤ ‖X∗∗‖2 ess sup
T
(χτ |Fτ,σ|2 + |FT,σ|2)
∫
T
|ϕϕn|2dm.
Easy calculation show that
ess sup
T
(χτ |Fτ,σ|2 + |FT,σ |2) = max(2 ess sup
τ∩σ
|h0|2, ess sup
(τ\σ)∪(σ\τ)
|h0|2).
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Set
C1 =
‖X∗∗‖
(
max(2 ess supτ∩σ |h0|2, ess sup(τ\σ)∪(σ\τ) |h0|2)
)1/2
KCpol,T (1 + ε0)
.
Then
‖ϕ(T )ϕn(T )x0‖ ≤ KCpol,T (1 + ε0)
(∫
T
|ϕ|2C21 |ϕn|2dm
)1/2
for every ϕ ∈ H∞ and every n ∈ N.
Take 0 < c1 < 1. By Lemma 2.6, there exist inner functions ωn ∈ H∞,
n ∈ N, such that
‖ϕ(T )ωn(T )ϕn(T )x0‖
≤ KCpol,T (1 + ε0)(2(1 + c
2
1))
1/2
1− c1
(∫
T
|ϕ|2min(|ψn|, C1|ϕn|)2dm
)1/2
for every ϕ ∈ H∞ and every n ∈ N.
There exist outer functions ψ1n ∈ H2 such that
(5.22) |ψ1n| =
{
|ψn| on σ,
min(|ψn|, C1|ϕn|) on T \ σ.
Since min(|ψn|, C1|ϕn|) ≤ |ψ1n| a.e. on T, we have
(5.23)
‖ϕ(T )ωn(T )ϕn(T )x0‖ ≤KCpol,T (1 + ε0)(2(1 + c
2
1))
1/2
1− c1
(∫
T
|ϕ|2|ψ1n|2dm
)1/2
for every ϕ ∈ H∞ and every n ∈ N.
It follows from (5.22) that
(5.24)
∣∣∣ ϕn
ψ1n
∣∣∣ ≥ 1
C1
on T \ σ for every n ∈ N.
Let {ξn}n∈N be a sequence of positive numbers such that
(5.25) ξ :=
∑
n∈N
ξ2n <∞,
∑
n≥2
ξ2n < 1
and
(5.26) (1 + ε0)‖X‖KCpol,T ξ < (1− ε0)γ0δ0.
For n ∈ N, define outer functions ηn ∈ H∞ as follows:
(5.27)
|η1| =

∣∣∣ψ11ϕ1 ∣∣∣1/2 on T \ σ,
1 on τ1,
ξ1 on σ \ τ1,
|ηn| =

ξn
∣∣∣ψ1nϕn ∣∣∣1/2 on T \ σ,
1 on τn,
ξn on σ \ τn,
n ≥ 2.
By (5.24) and (5.25),∑
n∈N
|ηn(ζ)|2 ≤
{
(1 +
∑
n≥2 ξ
2
n)C1 for a.e. ζ ∈ T \ σ,
1 + ξ for a.e. ζ ∈ σ.
For every t > 0 and every n ∈ N let ψnt be the outer function such that
(5.28) |ψnt| = max(|ψ1n|, t) a.e. on T.
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Put
(5.29) κnt(ζ) =
ηn(ζ)
ψnt(ζ)
, ζ ∈ T, n ∈ N, t > 0.
Since |ψnt| ≥ t a.e. on T, we have κnt ∈ H∞ for every n ∈ N and t > 0. Set
(5.30)
xnt = (κntωnϕn)(T )x0 = (κntωnϕn)(T )X
∗
∗ (Fτ,σ ⊕ FT,σ)
and ynt = X
∗
∗ (κntωnϕnFτ,T\σ ⊕ κntωnϕnFT,T\σ)
= (κntωnϕn)(T )X
∗
∗ (Fτ,T\σ ⊕ FT,T\σ)
for every n ∈ N and t > 0.
We have
xnt + ynt = (κntωnϕn)(T )X
∗
∗ (Fτ,σ ⊕ FT,σ + Fτ,T\σ ⊕ FT,T\σ).
By (5.13) and (5.2),
(5.31) xnt + ynt ∈ N .
By (5.23) and (5.28),
(5.32)∑
n∈N
‖ϕ(T )xnt‖2 =
∑
n∈N
‖(ϕκntωnϕn)(T )x0‖2
≤
(
KCpol,T (1 + ε0)
(2(1 + c21))
1/2
1− c1
)2∑
n∈N
∫
T
|ϕκnt|2|ψnt|2dm,
and by (5.29),
(5.33)
∑
n∈N
∫
T
|ϕκnt|2|ψnt|2dm =
∑
n∈N
∫
T
|ϕ|2|ηn|2dm
=
∫
T
∑
n∈N
|ηn|2|ϕ|2dm ≤ ess sup
T
∑
n∈N
|ηn|2
∫
T
|ϕ|2dm.
By Theorem 2.5, (5.32) and (5.33),
(5.34)
‖
∑
n∈N
(ηnϕ)(T )xnt‖
≤ K2C2pol,T (1 + ε0)
(2(1 + c21))
1/2
1− c1 ess supT
∑
n∈N
|ηn|2
(∫
T
|ϕ|2dm
)1/2
for every t > 0.
For t > 0 put
(5.35) βt =
∑
n∈N
η2n
ωnϕn
ψnt
on T \ σ.
It follows from (5.27) and (5.28) that the series (5.35) converges in ‖·‖L∞(T\σ)
and
(5.36) ‖βt‖L∞(T\σ) ≤ 1 +
∑
n≥2
ξ2n for all t > 0.
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For t > 0 and ϕ ∈ H∞ let
(5.37) Wtϕ =
∑
n∈N
(ηnϕ)(T )xnt +X
∗
∗ (βtϕFτ,T\σ ⊕ βtϕFT,T\σ).
It follows from the convergence in ‖ · ‖L∞(T\σ) of the series (5.35) that
(5.38)
X∗∗ (βtϕFτ,T\σ⊕βtϕFT,T\σ)
=
∑
n∈N
X∗∗
(
η2n
ωnϕn
ψnt
ϕFτ,T\σ ⊕ η2n
ωnϕn
ψnt
ϕFT,T\σ
)
.
It follows from the intertwining property of X∗∗ and (5.30) that
(5.39) X∗∗
(
η2n
ωnϕn
ψnt
ϕFτ,T\σ ⊕ η2n
ωnϕn
ψnt
ϕFT,T\σ
)
= (ϕηn)(T )ynt.
It follows from (5.37), (5.38), (5.39), and (5.31) that
Wtϕ ∈ N for every ϕ ∈ H∞ and t > 0.
By (5.36) and (5.10),
(5.40)
‖X∗∗ (βtϕFτ,T\σ ⊕ βtϕFT,T\σ)‖2
≤ ‖X∗∗‖2
(
1 +
∑
n≥2
ξ2n
)2
ess sup
T\σ
(
χτ |Fτ,T\σ |2 + |FT,T\σ |2
) ∫
T\σ
|ϕ|2dm.
By (5.9) and (5.10),
ess sup
T\σ
(
χτ |Fτ,T\σ |2 + |FT,T\σ |2
)
= ess sup
T\σ
|h0|2.
Set
C2 =K
2C2pol,T (1 + ε0)
(2(1 + c21))
1/2
1− c1 ess supT
∑
n∈N
|ηn|2
+ ‖X∗∗‖
(
1 +
∑
n≥2
ξ2n
)
ess sup
T\σ
|h0|.
It follows from (5.34) and (5.40) that the mapping Wt defined on H
∞ by
(5.37) is extended onto H2 for every t > 0. Denoting the extension by the
same letter, we obtain
(5.41)
Wt ∈ L(H2,N ) such that WtS = T |NWt
and ‖Wt‖ ≤ C2 for every t > 0.
Put
(5.42) αt =
∑
n∈N
η2n
ωnϕngh01
ψnt
and α =
∑
n∈N
η2n
ωnϕngh01
ψ1n
on T.
By (5.37), (5.30), (5.29), (5.11), (5.12), (5.4), (5.35),
(5.43) XWth = αth for every t > 0 and h ∈ H2.
By (5.27), (5.20), (5.22), (5.18), (5.15), (5.28) and Lemma 3.1, αt and α
satisfy Proposition 3.2. By Proposition 3.2,
(5.44) sup
t>0
‖αt‖L∞(σ) <∞ and ‖αt − α‖L2(σ) → 0 when t→ 0.
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An analog of (5.44) for T \ σ follows from (5.28), (5.27), (5.5), (5.6), (5.9)
and Lemma 3.1. Therefore,
(5.45) sup
t>0
‖αt‖L∞(T) <∞ and ‖αt − α‖L2(T) → 0 when t→ 0.
It follows from (5.41) that there exist a sequence {tj}j andW ∈ L(H2,N )
such that tj→j 0 and Wtj →jW in the weak operator topology, WS =
T |NW and ‖W‖ ≤ C2. It follows from (5.43) and (5.45) that
(5.46) XWh = αh for every h ∈ H2.
We will show that
(5.47) 1/α ∈ L∞(T).
We have σ = ∪n∈Nτn. Fix n ∈ N. By (5.20), (5.22), (5.25), (5.27), taking
into account that f = gh01 a.e. on σ by (5.18) and (5.15), we obtain∣∣∣ ∑
k∈N,k 6=n
η2k
ωkϕkf
ψ1k
∣∣∣ ≤ ∑
k∈N,k 6=n
|ηk|2 |ϕkf ||ψk| ≤ (1 + ε0)‖X‖KCpol,T
∑
k∈N,k 6=n
ξ2k
≤ (1 + ε0)‖X‖KCpol,T ξ a.e. on τn.
From the latest estimate, (5.27) and (5.21) we conclude that
|α| ≥ |ϕnf ||ψn| −
∣∣∣ ∑
k∈N,k 6=n
η2k
ϕkf
ψk
∣∣∣
≥ (1− ε0)γ0δ0 − (1 + ε0)‖X‖KCpol,T ξ a.e. on τn.
It follows from (5.26) that
(5.48) 1/α ∈ L∞(σ).
It follows from (5.27) that∣∣∣∑
n∈N
η2n
ωnϕn
ψ1n
∣∣∣ ≥ ∣∣∣η21 ω1ϕ1ψ11
∣∣∣−∑
n≥2
∣∣∣η2nωnϕnψ1n
∣∣∣ = 1−∑
n≥2
ξ2n on T \ σ.
It follows from (5.25), (5.6), (5.9) and the second inequality in (5.5) that
(5.49) 1/α ∈ L∞(T \ σ).
Now (5.47) follows from (5.48) and (5.49).
Define A ∈ L(L2(T)) by the formula Ah = h/α, h ∈ L2(T). Set
Z = AX.
It follows from (5.46) that
ZWh = h for every h ∈ H2.
Set
M =WH2.
Then M⊂ N and T |M ≈ S. The conclusion of Theorem 1.1 for T0 follows
from the relation T0 = T |N .
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6. Proof of Corollary 1.2
Lemma 6.1. Suppose that T ∈ L(H) is an a.c. polynomially bounded op-
erator, X ∈ L(H,H2), Y ∈ L(H2,H), XT = SX, Y S = TY ,
closXH = H2 and clos Y H2 = H.
Then kerX = {0} and kerY = {0}.
Proof. Since XY S = SXY and closXY H2 = H2, there exists an outer
function g ∈ H∞ such that XY = g(S). Therefore, ker Y = {0}. Since
Y XY = Y g(S) = g(T )Y and clos Y H2 = H, we obtain that Y X = g(T ).
By [M], ker g(T ) = {0}. Therefore, kerX = {0}. 
Lemma 6.2. Suppose that T is a cyclic a.c. polynomially bounded operator
such that T
d≺ S. Then T ∼ S.
Proof. Since T is cyclic, it follows from Corollary 2.1 that S
d≺ T . By Lemma
6.1, T ∼ S. 
Lemma 6.3. Suppose that T is a cyclic a.c. polynomially bounded operator
such that T
d≺ UT. Then T (a) ∼= UT.
Proof. Since T is an a.c. polynomially bounded operator, T (a) is a.c. by
[K3, Proposition 15]. By [K1, Theorem 2], T (a) contains UT as an orthogonal
summand. Since T (a) is a.c. and cyclic, we conclude that T (a) ∼= UT. 
Lemma 6.4. Suppose that T ∈ L(H) is an a.c. polynomially bounded op-
erator,
T =
(
T0 ∗
O T1
)
with respect to some decomposition of H, and there exists M1 ∈ LatT1 such
that T1|M1 ∼ S. Then there exists M∈ LatT such that T |M ∼ S.
Proof. Let x be a cyclic vector for T1|M1 . Set M = ∨n≥0T nx. It is easy
to see that PM1 |M realizes the relation T |M
d≺ T1|M1 . By Lemma 6.2,
T |M ∼ S. 
Lemma 6.5. Suppose that T ∈ L(H) is an a.c. polynomially bounded op-
erator, σ ⊂ T is a measurable set, X ∈ L(H, L2(σ)), XT = UσX and∨
k≥0 U
−k
σ XH = L2(σ). Then there exists x ∈ H such that Xx =: f 6= 0
a.e. on σ.
Proof. Let {xn}Nn=1 be such that xn ∈ H, ‖xn‖ = 1 for all n, and
N∨
n=1
∨
k≥0
T kxn = H,
where 1 ≤ N ≤ ∞. Set fn = Xxn. Then
m
( N⋂
n=1
{ζ ∈ σ : fn(ζ) = 0}
)
= 0.
Take {an}Nn=1 such that an > 0 for all n, and
∑N
n=1 an <∞. Set
σ1n = {ζ ∈ σ : |fn(ζ)| > 1}.
SHIFT-TYPE INVARIANT SUBSPACES 23
Let {ϕn}Nn=1 ⊂ H∞ be such that
|ϕn| =
{
an on T \ σ1n,
an
|fn|
on σ1n.
Set x1n = ϕn(T )xn and f1n = Xx1n. Then ‖x1n‖ ≤ Cpol,Tan and |f1n| ≤ an
a.e. on σ. Set f0 = supn |f1n|. Then 0 < f0 <∞ a.e. on σ. Take 0 < δ < 1.
Set
σ2n = {ζ ∈ σ : δf0(ζ) ≤ |f1n(ζ)|}.
Set
τ1 = σ21, τn = σ2n \ ∪n−1k=1τk, n ≥ 2.
Then
N⋃
n=1
τn = σ and τn ∩ τk = ∅, if n 6= k, n, k ≥ 1.
Take {εn}Nn=1 such that εn > 0 for all n, and
∑N
n=1 εn < δ. Let {ηn}Nn=1 ⊂
H∞ be such that
|ηn| =
{
1 on τn,
εn on T \ τn.
Put
x =
N∑
n=1
ηn(T )x1n.
Then
f =
N∑
n=1
ηnf1n.
We have
|f | ≥ |f1n| −
∑
k 6=n
εk|f1k| ≥
(
δ −
N∑
k=1
εk
)
f0 a.e. on τn.
Thus, x satisfies the conclusion of the lemma. 
Theorem 6.6. Suppose that T1 is a polynomially bounded operator such
that T1 ∼ S. Then for every c > 0 there exist M ∈ LatT1 and W ∈
L(H2,M) such that W is invertible, WS = T1|MW and ‖W‖‖W−1‖ ≤
(1 + c)
(√
2(K2 + 2)KCpol,T1 + 1
)√
K2C2pol,T1 + 1KC
2
pol,T1
.
Proof. Applying [K1, Theorem 1], it is easy to see that (T1)
(a)
+
∼= S. Denote
by X+ the canonical intertwining mapping for T1 and S constructed using
a Banach limit. Denote by H1 the space in which T1 acts. Let 11+c ≤ c3 <
c2 < 1. By Lemma 4.2, there exists x1 ∈ H1 such that ‖x1‖ = 1 and
‖X+x1‖ ≥ c2. Set f1 = X+x1. Denote by ψx1 the function from Corollary
2.1 applied to T1 and x1. By Lemma 4.1,
(6.1) |f1| ≤ ‖X+‖KCpol,T1 |ψx1 | a.e. on T.
Since f1 ∈ H2, we have
∫
T
log |ψx1 |dm > −∞. Taking into account Remark
2.3, we can assume that ψx1 is outer. Put g1 = f1/ψx1 . Then g1 ∈ H∞.
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Acting as in Proposition 4.4, we obtain that
(6.2) ‖g1‖∞ > c3.
Namely, if |f1| ≤ c3|ψx1 | a.e. on T, then
c22 ≤ ‖X+x1‖2 = ‖f1‖2 =
∫
T
|f1|2dm ≤
∫
T
c23|ψx1 |2dm ≤ c23,
because
∫
T
|ψx1 |2dm ≤ 1, a contradiction with the choice of c2 and c3.
Set N = ∨k≥0 T k1 x1, T0 = T1|N , and X0 = X+|N . Taking into account
that S|closX+N ∼= S and deleting on the inner factor of f1, we can assume
that g1 is outer and we accept that X0 realizes the relation T0 ≺ S. By
Corollary 2.1, Remark 2.3, and Lemma 6.1 there exists Y0 ∈ L(H2,N ) such
that ‖Y0‖ ≤ KCpol,T1 , Y0 realizes the relation S ≺ T0, and X0Y0 = g1(S).
Clearly T0 ∈ L(N ) satisfies the assumption of Theorem 1.1. We prove
Theorem 1.1 for T0 and obtain estimates of ‖W‖ and ‖Z‖ for W and Z
constructed in the proof of Theorem 1.1.
If |g1| ≥ c3 a.e. on T, then set W = Y0. We have W−1 = 1g1 (S)X0 and
‖W‖‖W−1‖ ≤ (1 + c)KC2pol,T1 . Therefore, we assume that
(6.3) m({ζ ∈ T : |g1(ζ)| ≥ c3}) < 1.
Applying Proposition 4.7 to T0, Y0, X0, and g1, we obtain
T ∈ L(N ⊕H2−) and X ∈ L(N ⊕H2−, L2(T)).
Taking into account the estimates of ‖Y0‖, of ‖g1‖∞ by (6.1), and evident
inequality Cpol,T0 ≤ Cpol,T1 , we obtain that
(6.4) Cpol,T ≤
√
K2 + 2Cpol,T1 and ‖X‖ ≤ Cpol,T1
√
K2C2pol,T1 + 1.
Since T0 is of class C10, we have τ = ∅, X∗∗ = Y0⊕IH2− , andXX∗∗ = g1(UT).
Therefore, g = g1 and h01 = h0, where g and h01 are defined in (5.3) and
(5.8), respectively (h0 will be chosen below; g and h01 will be used in (5.42)).
We replace (5.5) by
(6.5) σ = {ζ ∈ T : |g1(ζ)| < c3}.
It allows to improve the estimate of ‖Z‖ constructed in the end of Theorem
1.1. By (6.3) and (6.2), 0 < m(σ) < 1.
Set h0(ζ) = 1 (ζ ∈ T). Define x0 as in (5.14). Namely, set x0 = X∗∗χσ.
Take 0 < ε00, γ0, δ0 < 1 and apply Proposition 4.5 as in the proof of
Theorem 1.1. The first inequality in (5.5) and the choice of δ0 in the proof
of Theorem 1.1 was used to apply Lemmas 4.6 and 4.3 and obtain that ψn
constructed by Corollary 2.1 applied to ϕn(T )x0 satisfy (5.19). In the case
T0 ∼ S considered now (5.20) implies∫
σ
log |ψn|dm > −∞ for every n ∈ N.
Take t0 > 0 and set
|ψ0n| =
{
|ψn| on σ,
max(|ψn|, t0) on T \ σ.
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Then ψ0n satisfy (5.19) for all n ∈ N. Repeat the remaining part of the
proof of Theorem 1.1 with ψ0n instead of ψn. We obtain the constants C1,
C2, the function α defined as in (5.42) which satisfies (5.47) and intertwining
transformations W and Z with the following estimates:
C1 =
‖X∗∗‖
KCpol,T (1 + ε0)
≤ 1
(1 + ε0)
,
because ‖X∗‖ ≤ KCpol,T1 ≤ KCpol,T ;
C2 ≤ K2C2pol,T (1 + ε0)
(2(1 + c21))
1/2
1− c1 max
(
(1 +
∑
n≥2
ξ2n)C1, 1 + ξ
)
+KCpol,T1
(
1 +
∑
n≥2
ξ2n
)
;
‖W‖ ≤ C2; ‖Z‖ ≤
∥∥∥ 1
α
∥∥∥
∞
‖X‖.
Choosing c1, ε00, {ξn}n∈N close to 0 and c3, γ0, δ0 close to 1, taking into
account that ε0 ≤ ε00, the definition (5.25) of ξ, the estimates before (5.48)
and (5.49), the choice of σ by (6.5), and (6.4), we obtain the conclusion of
the theorem. 
Remark 6.7. There exist operators T which satisfy the assumptions of
Theorem 1.1 and have non-trivial factorization of the form
(
C·1 ∗
O C·0
)
,
see [SFBK, Sec. IX.2]. Therefore, to obtain estimates of the norms of
intertwining transformations in terms of Cpol,T , a separate consideration of
operators of class C10 is needed in the present construction.
Proof of Corollary 1.2. We have T = Ta ∔ Ts, where Ta is a.c. and Ts
is similar to a singular unitary operator, see [M] or [K3]. Since there is no
nonzero transformation intertwining a.c. and singular unitaries, we conclude
that Ta
d≺ UT. Let x be from Lemma 6.5 applied to Ta (with σ = T). Set
N0 =
∨
k≥0
T ka x.
Then N0 ∈ LatT , T |N0 is a cyclic a.c. polynomially bounded operator and
T |N0
d≺ UT. By Lemma 6.3,
(
T |N0
)(a) ∼= UT. Let
T |N0 =
(
T0 ∗
O T1
)
,
where T0 and T1 are of classes C0· and C1·, respectively, see Introduction and
[K1]. By [K1, Theorem 3], T
(a)
1
∼= (T |N0)(a). Since T |N0 is cyclic and a.c.,
we have T1 is cyclic and a.c., too. By Theorem 1.1 applied to T1, there exists
M1 ∈ LatT1 such that T1|M1 ≈ S. By Lemma 6.4, there exists M∈ LatT
such that T |M ∼ S. It remains to apply Theorem 6.6 to T |M. 
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