Compensating for order variation in mesh refinement for direct transcription methods II: computational experience  by Betts, J.T. et al.
Journal of Computational and Applied Mathematics 143 (2002) 237–261
www.elsevier.com/locate/cam
Compensating for order variation in mesh re$nement for direct
transcription methods II: computational experience
J.T. Bettsa, N. Biehnb, S.L. Campbellc; ∗; 1, W.P. Hu2mana
aMathematics and Engineering Analysis, The Boeing Company, P.O. Box 3707, MS 7L-21,
Seattle, WA 98124-2207, USA
bOperations Research Program, North Carolina State University, Raleigh, NC 27695-7913, USA
cCollege of Physical and Mathematical Science, Department of Mathematics, North Carolina State University,
Box 8205, Raleigh, NC 27695-8205, USA
Received 25 November 2000; received in revised form 22 May 2001
Abstract
The numerical theory for Implicit Runge Kutta methods shows that there can be order reduction when these methods are
applied to either sti2 or di2erential algebraic equations. A previous paper introduced a way to try and compensate for this
order reduction in designing mesh re$nement strategies. This paper presents the results from a number of computational
studies on the e2ectiveness of this approach. In addition, we present a new test problem which can be used to examine
the e9ciency of codes developed for a particular class of applications. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The direct transcription approach to solving optimal control problems parameterizes the dynamic
variables using values at mesh points on the interval thus transcribing the problem into a $nite di-
mensional nonlinear programming (NLP) problem. The NLP problem is solved and the discretization
re$ned if necessary. A method for iteratively re$ning the mesh such that the discrete problem is an
adequate approximation to the continuous one was presented in [6]. Like most direct transcription
optimization codes, this method assumed the order of the discretization was known and constant.
However, during the course of the optimization process the actual order of the discretization
may vary with iteration and location because the activation of constraints means we really have
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di2erential algebraic equations (DAEs) [8] on subarcs or there is a local change in sti2ness or
roundo2 error e2ects are occurring on $ner meshes. There is a complex interaction between order
and the optimization process. As noted in [5], while the DAE theory correctly predicts order reduction
it does not always correctly predict what that order reduction is for optimization problems. Having
the wrong value for the order can seriously impact mesh re$nement algorithms [5].
A major modi$cation of the mesh re$nement strategy in [6] which attempts to compensate for this
order reduction was given in [3]. The new strategy uses iteration dependent local order estimation
and error equidistribution. The results from one computational example were presented in [3]. In
this paper, we present the results from the $rst extensive testing of the approach of [3] and hence
of the use of local order estimation in direct transcription. Some of the tests in this paper appear
in condensed form with an abbreviated discussion in [4]. This paper has a number of additional
examples and a much more thorough discussion than [4] does.
Section 2 will brieKy summarize the algorithm of [3]. Details and analysis may be found in [3].
Section 3 presents the results from a number of computational tests. In addition, a new test problem
of some independent interest is presented which is designed to test codes which will be applied
to certain applications. Our discussion will be in terms of a particular industrial optimization code,
SOCS, developed at Boeing. However, the comments and observations are relevant to any other
optimal control code with a similar overall design philosophy. That is, direct transcription is used,
and on each grid re$nement, the NLP is solved to the same $xed tolerance.
2. Brief algorithm summary
SOCS solves optimal control problems by the direct transcription approach. Typically, the dynam-
ics of the system are de$ned for tI6 t6 tF by a set of equations
(State equations) y˙=f(y(t); u(t); t); (1a)
(Initial conditions at time tI)  IL6  (y(tI); u(tI); tI)6  IU ; (1b)
(Terminal conditions at tF)  FL6  (y(tF); u(tF); tF)6  FU ; (1c)
(Algebraic path constraints) gL6 g(y(t); u(t); t)6 gU ; (1d)
(Simple state bounds) yL6y(t)6yU ; (1e)
(Simple control bounds) uL6 u(t)6 uU (1f )
Equality constraints can be imposed if upper and lower bounds are equal.
The optimal control problem is to determine the u(t) that minimizes the performance index
J =(y(tI); tI ; y(tF); tF): (1g)
This control problem is in Mayer form. SOCS can handle other formulations and problems with
multiple phases.
At each mesh iteration, the time interval [tI ; tF ] is divided into ns subintervals tI = t1 ¡t2 ¡ · · ·
¡tM = tF . Let yk ≡ y(tk); uk ≡ u(tk), indicate the computed values of the state and control variables
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at a mesh point. The control variable at the midpoint of a subinterval is Nuk ≡ u(Nt) where Nt= 12(tk +
tk−1). The two primary discretization schemes used in SOCS are the trapezoidal (TR) and Hermite–
Simpson (HS). Each scheme produces a distinct set of NLP variables and constraints. SOCS solves
the NLP with a sequential quadratic programming (SQP) method.
For the trapezoidal discretization, the NLP variables are {{yj; uj}Mj=1; tI ; tF}. The state equations
(1a) are approximately satis$ed by solving the defect constraints
k =yk+1 − yk − hk2 [fk+1 + fk] = 0; (2)
where hk ≡ tk+1 − tk , and fk ≡ f(y(tk); u(tk); tk).
As a result of the transcription, the optimal control constraints (1a)–(1b) are replaced by the NLP
constraints. The boundary conditions are enforced directly by the equality constraints on  , and the
nonlinear path constraints are imposed at the mesh points. In a similar fashion the state and control
variable bounds (1e) and (1f) become simple bounds on the NLP variables. The path constraints
and variable bounds are always imposed at the mesh points and for the HS discretization the path
constraints and variable bounds are also imposed at the subinterval midpoints.
The $rst step in the mesh re$nement process is to construct an approximation to the continuous
solution from the information available at the solution of the NLP. For the state variable y(t) we use
the C1 cubic B-splines approximation y˜(t). We require the spline approximation to match the state
at the mesh points y˜(tk)=yk and the derivative of the spline approximation to match the right-hand
side of the di2erential equations (d=dt)y˜(tk)=fk . We also require the spline approximation u˜(t) to
match the control at the mesh points u˜(tk)= uk . When a HS solution is available it is possible to
utilize a higher order approximation for the control using a basis for C0 quadratic B-splines.
We assume u˜(t) is correct (and optimal), and estimate the error between y˜(t) and y(t). This is a
subtle but very important distinction, for it implies that optimality of the control history u˜(t) is not
checked when measuring the discretization error. However, it means that y˜(t) will accurately reKect
what y will be if u˜(t) is used.
We expect the order reduction to vary along the mesh depending on whether constraints are
active and whether the problem is sti2. We also expect the order to vary with iterations due to the
shortening of boundary layers and the e2ects of error buildup on $ner meshes. In order to estimate
the order reduction we need to $rst estimate the discretization error on a given mesh.
Let us de$ne the absolute local error estimator on a particular step by
i;k =
∫ tk+1
tk
|i(s)| ds=
∫ tk+1
tk
| ˙˜y(s)− f(y˜(s); u˜(s); s)| ds; (3)
where i de$nes the error in the di2erential equation as a function of t. Because the spline ap-
proximations for the state and control are used, the integral (3) can be evaluated using a standard
quadrature method. We use a trapezoidal quadrature algorithm.
We estimate the order reduction r by comparing the behavior on two successive mesh re$nement
iterations. Assume that the current mesh was obtained by subdividing the old grid, that is, the current
mesh has more points than the old grid. Let us focus on a single subinterval in the old grid. Denote
the discretization error on this subinterval by = chp−r+1 where p is the order of the discretization
on the old grid, and h is the stepsize for the subinterval. If the subinterval on the old mesh is
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subdivided by adding I points, the resulting discretization error estimate is
= c
(
h
1 + I
)q−r+1
; (4)
where q is the order of the discretization on the current grid. Assuming c is the same we must have
rˆ= q+ 1− log(
−1hq−p)
log(1 + I)
: (5)
The estimated order reduction is then given by
r=max[0;min(nint(rˆ); q)]; (6)
where nint denotes the “nearest integer”. Note that ;  in (5) will be the estimates of the error
computed on the two meshes. We assume that the order reduction is the same for all I+1 subdivisions
of the old subinterval. Thus the “resolution” of our order reduction estimates is dictated by the old
“coarse” grid.
Suppose we are going to subdivide the current grid. Let Ik be the number of points to add to
subinterval k and let
k =max
i
i; k
(wi + 1)
(
1
1 + Ik
)p−rk+1
(7)
for integers Ik¿ 0. The wi are weights. This is an approximation for the error on each of the 1+ Ik
subintervals. The new mesh is constructed by choosing integers Ik to solve the nonlinear integer
programming problem: which is to minimize the maximum error over all of the subintervals in the
current mesh, by adding at most M −1 total points. The number of points that are added to a single
subinterval is limited to M1. Typically, we use M1 = 5.
The termination criterion for the mesh re$nement in SOCS is a desired error tolerance "=ERRODE.
When making predictions we would like the predicted errors to be “safely” below, say at "ˆ= #"
where 0¡#¡ 1. Typically, we set #=1=10. One of our long range interests is in the optimal
control of systems where high precision is needed, for example, in the milling of parts to high
tolerances. Accordingly, we take "=10−7 in the tests that follow.
3. Computational tests
In this section we present the results of a number of computational tests. We are looking for
two things. One is that we want to make sure that we do not have worse performance on standard
problems. The second is to see if there is improved performance on some important class of ap-
plications including sti2 systems. In making comparisons between old and new mesh strategies in
SOCS we face an immediate technical problem in that the requested discretization error tolerance
ERRODE is not computed identically in both versions of SOCS. In fact, we expect the new SOCS
estimate to be more accurate. This means that the termination criteria can be di2erent even if the
same tolerances are set. In some cases below, such as Alp Rider, and the Venus Kyby, this is not
so important because it is easy to see improvements with the new version. However, for a more
general comparison it is important to understand the impact these di2erences in ERRODE have. This
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Table 1
NSOCS mesh re$nement strategy vs. SOCS strategy on SSTP
Total time decrease (16601.63 vs. 12956.20) −28%
Average percent change (all problems) −0:23%
Maximum percent increase (all problems) 109.31%
Minimum percent decrease (all problems) −62:20%
is examined for the CSTR problem and discussed from a di2erent point of view on the squeezer
problem.
To simplify the discussion for the remainder of this paper SOCS refers to the original version
(Version 3.0), while NSOCS refers to the version with the new mesh strategy (Version 4.1). In the
results given here, except for the Venus Kyby, the HS formula was used on all iterates. In the Venus
Kyby, the default of starting with TR and then letting the code switch to HS was used.
3.1. The boeing test set
The Standard SOCS Test Problems (SSTP) [1] is a suite of problems that are used to test various
changes in SOCS and to compare the performance of SOCS to other codes. SSTP consists of 53
optimal control and=or boundary value problems, with and without path constraints. Many of the
problems are highly nonlinear. The test set includes some classical academic control test problems
and a number of optimal control problems from applications. The later are primarily aircraft Kight
control problems and are of modest size (5–20 algebraic-di2erential equations).
Table 1 compares NSOCS to SOCS on SSTP.
From this table, and a $ner examination of the results which space prohibits presenting here, we
see that there is little change for most “standard” problems. However, we also see a more substantial
improvement for some highly sti2 problems or constrained problems. On “easy” low dimensional
problems NSOCS sometimes uses slightly more CPU time. On more di9cult problems, the NLP
solve CPU time often dominates and the smaller mesh size and better control of iterations by NSOCS
more than compensates for the extra mesh re$nement computation.
The remainder of this paper considers a number of problems which are not in SSTP. They illustrate
di2erent aspects of the use of order estimation.
3.2. Alp rider
There are a number of applications where one wishes to optimize the performance of a responsive
system which is trying to follow a complex surface which may change abruptly. Examples include
terrain following aircraft and the rapid machining of complex mechanical parts. In some cases,
the answer must be known to high precision. For example, in the computation of tool paths high
precision is necessary in order to get a high quality part. These types of problems are of considerable
importance but are not reKected in SSTP. Accordingly, we have constructed the following test
problem which we refer to as Alp rider. We present one formulation here, but it is easy to vary the
surface and dynamics.
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Fig. 1. Constraint surface diameter for Alp rider.
Let p(t; a; b)= e−b(t−a)2 . Then the optimization problem is
min
u
J (x; u)=min
u
∫ 20
0
102(x21 + x
2
2 + x
2
3 + x
2
4) + 10
−2(u21 + u
2
2) dt; (8a)
x′1 =− 10x1 + u1 + u2; (8b)
x′2 =− 2x2 + u1 + 2u2; (8c)
x′3 =− 3x3 + 5x4 + u1 − u2; (8d)
x′4 = 5x3 − 3x4 + u1 + 3u2; (8e)
x21 + x
2
2 + x
2
3 + x
2
4¿ 3p(t; 3; 12) + 3p(t; 6; 10) + 3p(t; 10; 6) + 8p(t; 15; 4) + 0:01; (8f )
xT(0)= [2; 1; 2; 1]; (8g)
xT(20)= [2; 3; 1;−2]: (8h)
Eigenvalues of the linear system (8b)–(8e) are {−10;−2;−3 ± 5i} so that it has both rapidly
decaying and oscillating modes. The function on the right of (8f) is given in Fig. 1.
The results of running the new mesh selection strategy on this problem are given in Table 2. NPT
is the number of mesh points. ERRODE is the global error in integrating the dynamics.
The new method used 3543.81 (s), 992 mesh points, and 11 mesh re$nement iterations while
the old method used 27370.44 (s), 2494 mesh points, and 10 mesh re$nement iterations. The CPU
time has been reduced from 7.6 to 0:98 h. The numerical solution appears in Fig. 2. The horizontal
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Table 2
New mesh strategy on Alp rider
Mesh NPT ERRODE CPU
1 21 0:32E + 00 0.22E+02
2 41 0:29E− 01 0.66E+02
3 76 0:74E− 02 0.63E+02
4 84 0:89E− 03 0.35E+02
5 119 0:18E− 03 0.65E+02
6 194 0:31E− 04 0.95E+02
7 253 0:11E− 04 0.14E+03
8 304 0:37E− 05 0.16E+03
9 607 0:35E− 06 0.54E+03
10 785 0:16E− 06 0.92E+03
11 992 0:29E− 07 0.14E+04
992 3543.81
Fig. 2. Solution of Alp rider. Right two graphs are controls.
compression of the graphs makes it appear that x2(20) ≈ 3:8 rather than 3. A much closer exami-
nation shows there is a very sharp spike slightly before t=20. The computed solution does satisfy
x2(20)= 3.
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Fig. 3. Mesh re$nement history for NSOCS strategy on Alp rider.
The new mesh re$nement strategy is designed to equilibrate the error on the mesh subintervals.
This is illustrated in the pair of graphs in Fig. 3. The $rst gives the discretization error on each
mesh iteration. Notice how the curves get Katter. The second graph gives the mesh subinterval size
plotted against its location for each iteration. As expected the $nest meshes occur in the vicinity of
each peak and near the boundaries where there is a rapid dive and climb, respectively. ' is a scaled
t variable.
Looking at the statistics in Table 2 we see another important di2erence in the new mesh strategy.
In SOCS the mesh would typically double in size for each iteration until the last few iterates. This
meant that sometimes it was necessary to continue iterations when the problem was at its largest
in order to resolve sensitive regions. In NSOCS the emphasis is on equidistributing the error. This
means that if after adding less than N − 1 mesh points, the most error is in a subinterval where
we have already added 5 points, then that mesh re$nement is ended and we do another NLP. Thus
sensitive areas are resolved earlier before the mesh gets too $ne. This is illustrated in Table 2. Note
that in iterations 3–8, mesh doubling does not occur. Only 8 points are added in going from iteration
3 to iteration 4. At iteration 8 there is a mesh doubling.
3.3. Venus ;yby
The new mesh re$nement strategy places extra emphasis on getting things right where there are
rapid transients. In complex optimal control problems there can be regions where there are rapid
dynamics for which high precision is necessary. We give one example from [2]. The equations and
modeling are too complex to repeat here.
The problem is for a rocket to travel from the earth around Venus and then on to Mars. Gravi-
tational e2ects of Mercury, Jupiter, and the sun are included. There is to be an initial burn, a long
coast and a $nal burn. There are lower bounds on the nearness of the approach to Venus. Realistic
parameter values are used. A $xed thrust engine is assumed. Thrust acceleration is proportional to
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the rate of change of mass. The control variables are the direction of the thrust (orientation of the
rocket) and whether the motor is on or o2. The rocket is given an initial mass (400; 000 kg) and a
date (675 days later) to be at Mars. The criterion to be optimized is the $nal mass. The larger the
$nal mass is, the less fuel was consumed, and the more payload could be delivered.
In [2] this problem was solved using SOCS. It was seen that about 6 days were spent in the
region of Venus. During the long periods between planetary approaches the mesh spacing was 2–4
days, while at the closest to Venus, it dropped to 6 min. Thus there are relatively narrow regions
where there are much faster time scales. The $nal answer is also sensitive to what happens near
Venus.
This problem was resolved with NSOCS. The interesting thing to note is that there was a small,
but quick maneuver at around 570 days. This is still there but it has changed. The new optimal mass
is also larger. The old version gave 294748:8480 kg. The new strategy gives 297496.0376 which is
an increase of 2747 kg. The better job in re$ning the rapid dynamics and reducing error has lead to
an optimum that, for practical purposes, is signi$cantly larger. The top half of Fig. 4 shows parts
of the control history from [2]. The bottom half shows an expanded version of the new control in
the region of the upward spike in the old control.
This problem is also of interest in that NSOCS and SOCS had the same number of iterations
but NSOCS used more mesh points and CPU time. On the other hand NSOCS did a better job
of resolving the solution and gave a better optimum value. The best explanation seems to be that
NSOCS has a more accurate error estimate and placed the extra mesh points where they were really
needed to fully resolve the solution.
3.4. Two-stage CSTR
This problem is taken from [10] but it is a standard problem in the chemical engineering literature.
Note the large constants. We expect this will make it di9cult to get high accuracy. We have varied
the problem slightly by removing the bounds on the controls ui and adding a penalty term to the end.
Both SOCS and NSOCS work well. It is of interest to see how they are di2erent. For this problem,
we also do a much more detailed convergence analysis to examine the e2ect of the di2erent ways
that ERRODE is computed.
The problem is to minimize J where
J (x; u)=
∫ 0:325
0
x21 + x
2
2 + x
2
3 + x
2
4 + 0:1(u
2
1 + u
2
2) dt; (9a)
x′1 =− 3x1 + g1(x); (9b)
x′2 =− 11:1558x2 + g1(x)− 8:1558(x2 + 0:1592)u1; (9c)
x′3 = 1:5(0:5x1 − x3) + g2(x); (9d)
x′4 = 0:75x2 − 4:9385x4 + g2(x)− 3:4385(x4 + 0:122)u2; (9e)
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Fig. 4. Portions of old and new controls for Venus Kyby.
g1(x) = 1:5× 107(0:5251− x1) exp
( −10
x2 + 0:6932
)
−1:5× 1010(0:4748 + x1) exp
( −15
x2 + 0:6932
)
− 1:4280; (9f)
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Table 3
Mesh NPT ERRODE CPU
(a) NSOCS on CSTR
1.0 3 0:54E− 02 0:24E + 01
2.0 5 0:82E− 03 0:45E + 00
3.0 9 0:40E− 04 0:71E + 00
4.0 17 0:50E− 05 0:74E + 00
5.0 33 0:31E− 06 0:13E + 01
6.0 65 0:15E− 07 0:21E + 01
65 7.74
(b) SOCS on CSTR
1.0 3 0:36E + 00 0:22E + 01
2.0 5 0:30E− 01 0:36E + 00
3.0 9 0:23E− 02 0:49E + 00
4.0 17 0:16E− 03 0:46E + 00
5.0 33 0:69E− 05 0:14E + 01
6.0 65 0:43E− 06 0:11E + 01
7.0 111 0:98E− 07 0:18E + 01
111 7.91
Fig. 5. State (left two) and control (right two) solutions of CSTR.
g2(x) = 1:5× 107(0:4236− x2) exp
( −10
x4 + 0:6560
)
−1:5× 1010(0:5764 + x3) exp
( −15
x4 + 0:6560
)
− 0:5086; (9g)
x(0)T = [0:1962;−0:0372; 0:0946; 0; 0]; (9h)
x(0:325)=0: (9i)
Iteration statistics are given in Tables 3a and b.
Some state and control trajectories are shown in Fig. 5
In order to understand better the di2erences between the two methods we examined the solutions
in more detail. The two values of the objective function were 1.2343071 and 1.2343072. The two
$nal meshes were combined into one mesh which had 127 points. Thus NSOCS chose 16 di2erent
places to add points during successive iterations. The 127 mesh points were then used to evaluate
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Table 4
Supnorm of di2erences of SOCS and NSOCS solutions
x1 x2 x3 x4 u1 u2
1:5928e− 07 1:3191e− 06 9:3717e− 08 1:8637e− 06 7:9273e− 03 2:2433e− 02
the B-spline obtained after both SOCS and NSOCS had terminated. Table 4 gives the in$nity norm
of the di2erence between the two evaluated B-splines of SOCS and NSOCS.
The closeness of the optimal values of the two controls shows that the two solutions are equivalent
in a cost sense. The larger error in the controls reKects both the lower accuracy to which controls
are found and also the sensitivity of the cost to the control. Each solution was put into the other
version of the code as a starting value and the change noted. It was of the same general di2erence
as in Table 4. Thus on the CSTR we may consider the two solutions as practically equivalent.
We expect that most di2erences will occur in the areas of the order reductions since NSOCS will
correctly be more aggressive about putting points there. This is born out by Fig. 6 which plots the
absolute magnitude of the di2erences in the computed controls. NSOCS is the top graph.
In practice we have seen a number of complex applications where one was forced to take a
solution from an intermediate iterate because growth of CPU time meant solving the problem to the
requested ERRODE was not practical. It is of interest then whether one of the two approaches does
a better job on the intermediate steps. Having determined that the two methods compute comparable
solutions we look at the di2erence between the approximation on the ith step and the $nal solution.
Table 5 gives the results for NSOCS while Table 6 is for SOCS. On this example we observe that
for the $rst two steps and at the end the two methods are essentially identical. Thus the di2erence
in computation did not a2ect the $nal solution in this example. However on the intermediate meshes
NPT=9; 17, we see NSOCS has about half as much error in the control variables. This is consistent
with Tables 3a and b which show a lower ERRODE for the new mesh strategy. Thus the observed
di2erences in ERRODE between the two methods on the CSTR reKect a real di2erence and is not
just a consequence of ERRODE being computed di2erently in the two methods.
Since the new mesh strategy places a greater emphasis at the start on equidistributing the error
and in locating where the problem is sensitive, even if the same number of iterates were involved
and would be found to equal accuracy if the problem went to convergence, the intermediate iterates
using the new mesh strategy might be more accurate. Fig. 7 shows the error in the controls for both
strategies on the 4th iterate. Two things should be noticed. First, the new mesh answer (solid line)
is more accurate. Secondly, the solid line is more equidistributed.
3.5. Order variation
The next problem is a nonlinear problem where a constraint is ridden for about half the time. The
constraint is active from about t=1:6 to t= tf =4. One of the states and the control have a corner
where smoothness is lost and there are rapid transients in parts of the solutions.
min
u
J =
∫ 4
0
x21 + x
2
2 + x
2
3 + 100u
2 dt; (10a)
x′1 = x3; (10b)
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Fig. 6. Di2erences in computed controls on CSTR.
x′2 = x4; (10c)
x′3 = x2x1 − u+ 1; (10d)
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Table 5
NSOCS: max di2 of $nal solution and ith solution
NPT x61 − x11 x62 − x12 x63 − x13 x64 − x14 u61 − u11 u62 − u11
3 1:7324e− 02 7:4100e− 03 7:7160e− 04 3:0430e− 03 3:9863e + 00 2:5074e + 00
5 6:0420e− 03 4:1620e− 03 6:3619e− 03 6:2942e− 03 1:9675e + 00 3:8291e + 00
9 2:2600e− 04 3:6710e− 04 2:0680e− 04 4:3410e− 04 2:8570e− 01 5:9040e− 01
17 2:0300e− 05 3:9500e− 05 1:1100e− 05 2:7300e− 05 6:4490e− 02 1:1670e− 01
33 1:6000e− 06 5:0000e− 06 3:0000e− 07 1:5000e− 06 2:0530e− 02 2:5800e− 02
Table 6
SOCS: max di2 of $nal solution and ith solution
NPT x61 − x11 x62 − x12 x63 − x13 x64 − x14 u61 − u11 u62 − u11
3 1:7324e− 02 7:4110e− 03 7:7160e− 04 3:0420e− 03 3:9893e + 00 2:5122e + 00
5 6:0420e− 03 4:1620e− 03 6:3619e− 03 6:2943e− 03 1:9705e + 00 3:8435e + 00
9 3:8680e− 04 2:8000e− 04 2:6020e− 04 9:4000e− 05 4:8361e− 01 9:1280e− 01
17 1:6900e− 05 4:0000e− 05 3:4000e− 06 2:4000e− 05 1:1830e− 01 1:8520e− 01
33 1:0000e− 06 2:5000e− 06 2:0000e− 07 2:0000e− 06 1:9750e− 02 5:5200e− 02
x′4 = x1u− x2; (10e)
0:5¿ x2 − x2x1; (10f)
x1(0)= x2(0)= x3(0)= x4(0)= 1: (10g)
For this problem the old mesh strategy had a CPU time of 67:01 s and a $nal mesh of 183 points.
The new mesh strategy used slightly more CPU time, 78:86 s but got a smaller mesh of 130 points.
Because of how the tolerances worked, the old mesh barely made the tolerance and the new mesh
strategy barely missed it on the previous iteration. The plots of x2; x3; x4; u are given in Figs. 8
and 9.
It is interesting to see where the order reduction is occurring. Fig. 10 shows the graph of the
constraint function x2 − x2x1, the mesh points on the second to last iteration of NSOCS, and the
value of r at these mesh points. Note that in this example there is order reduction occurring at most
places.
3.6. Index three constraints
The next problem is one where during the trajectory an index three constraint becomes active.
As noted in [5] and studied further in [7] the discretization used in SOCS does not converge for
index three DAEs when used as an integrator yet SOCS is able to solve some of these problems.
Problem (11) is more complex than the example given in [5] in that the control is not completely
determined by the constraint. Also, the free and determined parts of the control are not in the same
coordinates as u1 and u2. That is, both ui are a sum of determined and free parts. The problem is
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Fig. 7. Error in control for CSRT problem, NPT=17.
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Fig. 8. State solutions of (10).
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Fig. 9. Control solutions of (10).
min
∫ 10
0
x1(t)2 + 10−1x2(t)2 + 10−3x3(t)2 + 10−3x4(t)2 + 10−2u1(t)2 + 10−2u2(t)2 dt; (11a)
x′1 = x2; (11b)
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Fig. 10. Order reduction and x2 − x2x1.
x′2 = u1 + u2; (11c)
x′3 = x4 + u2; (11d)
x′4 = x3 + u1 + u2; (11e)
06 x1 − 7 + 0:004(t − 10)4; (11f )
with x1(0)= 10; x2(0)= 1; x3(0)=− 1; and x4(0)= 1.
The optimization problem (11) is linear and index 3 along the constraint which is active from
approximately t=4:1 to t=10. When the constraint is active, the solution to the DAE is not unique.
The optimization must still pick out the optimal control functions that satisfy any hidden constraints,
namely
u1 + u2 = 0:048(t − 10)2; t ∈ [4:1; 10]:
Plots of the optimal solution are given in Figs. 11 and 12.
Tables 7 and 8 contain the iteration statistics from SOCS and NSOCS, respectively.
From the tables we see that NSOCS is outperforming SOCS. Notice that SOCS adds 49 points
between the 5th and 6th iterations, yet does not reduce the error in the approximation. It would
seem that SOCS is not placing points where they are needed.
J.T. Betts et al. / Journal of Computational and Applied Mathematics 143 (2002) 237–261 255
Fig. 11. State solutions of (11).
Fig. 12. Control solutions of (11).
The error reduction estimate in NSOCS shows error reduction occurring in three key places, the
beginning of the interval where the controls and states are “fast”, the event where the unconstrained
solution becomes constrained, and various spots along the constraint.
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Table 7
Iteration statistics for SOCS on (11)
Mesh NPT ERRODE CPU
1.0 19 0:22E− 01 0:15E + 01
2.0 37 0:62E− 03 0:18E + 01
3.0 73 0:29E− 04 0:55E + 01
4.0 145 0:13E− 05 0:19E + 02
5.0 245 0:11E− 06 0:52E + 02
6.0 294 0:10E− 06 0:81E + 02
7.0 352 0:22E− 07 0:96E + 02
352 256.95
Table 8
Iteration statistics for NSOCS on (11)
Mesh NPT ERRODE CPU
1.0 19 0:51E− 02 0:20E + 01
2.0 37 0:33E− 03 0:27E + 01
3.0 55 0:17E− 04 0:46E + 01
4.0 109 0:16E− 05 0:19E + 02
5.0 217 0:11E− 06 0:59E + 02
6.0 222 0:66E− 07 0:57E + 02
222 145.04
Fig. 13 gives the order variation for this index three problem. Recall that once convergence is
reached on a given subinterval the order reduction usually becomes zero on that subinterval.
3.7. Andrew’s squeezer
Hairer et al. [9, pp. 530–542] describe an example of a multibody system called “Andrew’s
squeezer mechanism” and have supplied a software implementation of the relevant equations. The
problem is used as a benchmark for testing a number of di2erent multibody simulation codes [11].
We omit a detailed description of the problem and refer the reader to [9]. The position vector q
consists of seven angles that de$ne the orientation of the seven-body mechanism. The bodies are
linked together via algebraic constraints. The mechanism is driven by a motor whose drive torque
is given by u. In [9] the torque u0 = 0:033 Nm is treated as a constant. We assume that the drive
torque is a control variable that can be adjusted as a function of time. We impose bounds
06 u(t)6 0:066 (12)
and try to minimize the cost function
J =
1
tFu20
∫ tF
0
u2(t) dt; (13)
with 06 t6 tF =0:03 ms.
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Fig. 13. State solution of (11) and order reduction: third iteration, NPT=55.
The squeezer can be written as a $rst order semi-explicit DAE system in the usual form of a
constrained mechanical system:
q˙= v; (14a)
v˙=w; (14b)
0=M (q)w − f(v; q; u) + GT(q)+; (14c)
0= g(q): (14d)
This is an index 3 problem in the 28 dimensional state vector (q; v; w; +). Currently, SOCS requires
that equality constraints be index 1. Two di2erentiations yields the index-1 DAE system
q˙= v; (15a)
v˙=w; (15b)
0=M (q)w − f(v; q; u) + GT(q)+; (15c)
0= gqq(q)(v; v) + G(q)w: (15d)
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Fig. 14. Squeezer mechanism solution using NSOCS.
Initial conditions must be added to (15) so that it has the same solutions as (14). First, the initial
conditions must satisfy (14d). Following [9] we choose one of the position variables ,(0)= 0 and
then compute the remaining six such that (14d) is satis$ed. The velocity-level constraint 0=G(q)v
is satis$ed if we put v(0)= 0. Finally, it remains to specify initial values for the algebraic variables
w; +; and u such that (15c) and (15d) hold. Rewriting these equations gives[
M (q) GT(q)
G(q) 0
][
w
+
]
=
[
f(v; q; u)
−gqq(q)(v; v)
]
: (16)
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Table 9
Minimum energy squeezer mechanism using NSOCS
Mesh NPT ERRODE CPU
1 20 0:66E− 04 0:12E + 03
2 39 0:98E− 05 0:19E + 03
3 72 0:27E− 05 0:16E + 03
4 143 0:24E− 07 0:16E + 03
143 632.02
Table 10
SOCS on Andrew’s squeezer
Mesh NPT ERRODE CPU
1:0 20 0:14E− 01 0:81E + 02
2:0 39 0:41E− 02 0:11E + 03
3:0 77 0:11E− 03 0:12E + 03
4:0 153 0:20E− 04 0:15E + 03
5:0 305 0:21E− 04 0:22E + 03
6:0 609 0:77E− 05 0:48E + 03
609 Stopped 1161
Thus for given values of t q; v; u; we can solve for the corresponding values of w and +. When the
torque u is allowed to vary with time, there are many solutions, and so for comparison we impose
the boundary condition -(tF)= q1(tF)= 15:8106 rad. This speci$ed value for the angle - is the same
as the $nal value achieved when a constant torque is used. Thus the goal of the optimal control is
to reach the same state in the same time while expending less “energy” (13).
The direct transcription method requires an initial guess for the state and control time functions.
For many applications it su9ces to supply a linear initial guess and that is the default procedure
used by SOCS. However, it is often possible to construct a much better initial guess for the state
and control variables using special information about the problem, and this is so for this multibody
example. We apply an ODE method to the di2erential equations (15a),(15b). This technique requires
an explicit expression for the vector w appearing on the right-hand side of (15b) which can be
gotten by solving (16). An Adams predictor-corrector method was used to integrate the resulting
ODE system, although any other IVP method could be utilized.
Fig. 14 illustrates the q; u portion of the solution obtained using NSOCS. The minimum energy
results are plotted with a solid line and the constant torque reference trajectories using a dashed
line. The minimum energy J ∗=0:6669897295 compared with a value J =1 for the constant torque
reference trajectory. The initial guess was constructed by evaluating the integrated pro$le at 20
equally spaced grid points. The $nal solution was obtained after four mesh re$nement iterations and
the algorithm performance is summarized in Table 9.
We also applied SOCS to this problem. The code terminated during iteration 7 because memory
allocation on the workstation was being exceeded. Additional memory could have been used, but
NSOCS was clearly doing better. The SOCS iteration statistics are in Table 10. NSOCS solved the
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Fig. 15. Squeezer control with SOCS.
problem to the required accuracy with 143 mesh points. With 609 mesh points SOCS still had a
poor approximation of the control especially near the peaks.
The control computed by SOCS on iteration 6 is given in Fig. 15. It should be compared with
the right bottom graph in Fig. 14.
4. Summary and conclusions
A number of numerical tests have been carried out on a variety of constrained optimal control
problems. It has been seen that on straightforward problems the new approach which utilizes dynamic
order estimation and error equidistribution is comparable to the old. On problems where there are
rapid transients or state constraints are active, the new approach typically produces smaller meshes.
Often the CPU times are lower, sometimes dramatically so, and intermediate iterates often provide
better approximations. In addition, an example from space trajectory planning was given where the
new strategies emphasis on locating the di9cult areas $rst and equidistributing the error produced a
higher quality answer.
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