Abstract. Let A and B be n n matrices. We show that the matrix representing the linear transformation X 7 ?! (AXB + BXA) T (which is from the space of n n matrices to itself) with respect to the usual basis is symmetric and show a similar symmetry property for the Fr echet derivative of a function f(X) = P 1 i=0 a i X i de ned on the space of n n matrices. Key words. Kronecker Product, Tensor Product, Fr echet Derivative, Complex Symmetric Matrix AMS(MOS) subject classi cations. 15A04, 15A24, 15A69 Let M n denote the space of complex n n matrices. Given X 2 M n we de ne vec(X) to be the vector in C n 2 obtained by stacking the columns of X, i.e., vec(X) (j?1)n+i = x ij i; j = 1; : : : ; n: Let E ij 2 M n denote the matrix with i; j entry 1 and all other entries 0. When we refer to the matrix representation of a linear transformation L on M n we mean the representation with respect to the basis fE 1;1 ; E 2;1 ; : : : ; E n;1 ; E 1;2 ; : : :; E n;n g. With this notation the matrix that represents L is the matrix M such that Mvec(X) = vec(L(X)) for all X 2 M n . Let A B denote the Kronecker (or tensor) product of A and B. Let T n denote the n 2 n 2 permutation matrix such that T n vec(X) = vec(X T ) for all X 2 M n .
refer to the matrix representation of a linear transformation L on M n we mean the representation with respect to the basis fE 1;1 ; E 2;1 ; : : : ; E n;1 ; E 1;2 ; : : :; E n;n g. With this notation the matrix that represents L is the matrix M such that Mvec(X) = vec(L(X)) for all X 2 M n . Let A B denote the Kronecker (or tensor) product of A and B. Let T n denote the n 2 n 2 permutation matrix such that T n vec(X) = vec(X T ) for all X 2 M n .
Since (X T ) T = X it follows that T n = T ?1 n . But because T n is a permutation matrix we must also have T ?1 n = T T n and so T n = T ?1 n = T T n . We will make M n an inner product space with inner product <A; B > tr AB . We say that a linear transformation L on M n is self adjoint if < X; L(X) > = tr X L(X) ] 2 R 8 X 2 M n : (1) It is easy to check that if M, the matrix representing L, is real then L is self adjoint if and only if M = M T .
Let f(z) = P 1 i=0 a i z i , where the series has radius of convergence R. Then for any X 2 M n with spectral radius less than R the Fr echet derivative of f at X applied to Z 2 M n can be shown to be L f (X; Z) = . Note that in 1] the matrix T n is denoted by P(n; n).
We now combine these identities to obtain a simple result upon which our subsequent results are based. 
is (possibly complex) symmetric. If in addition X is real and a i ; i = 1; 2; : : : are real then the linear transformation in (7) is self adjoint. This result is true for a more general class of functions. We will discuss this generalization after Theorem 3.
Proof. The linear transformation in (7) It is useful to know that these approximations have the same symmetry property as L exp (X; Z). 
