In this paper we study the multivariate ANOVA decomposition for 1-periodic functions on the torus. In particular we use the integral projection operator that leads to the classical ANOVA decomposition. Relationships between the Fourier coefficients of the function and its ANOVA terms lead to special frequency index sets and give an understanding of the decomposition working in the frequency domain. Moreover, we consider the truncated ANOVA decomposition and provide error bounds for approximation in L ∞ and L 2 . We present an approximation method based on the truncated decomposition with regard to a superposition dimension d s .
Introduction
The analysis of variance (ANOVA) decomposition [3, 10, 19, 22] is an important model in the analysis of dimension interactions of multivariate, high-dimensional functions. It has proved useful in understanding the reason behind the success of certain quadrature methods for high-dimensional integration [2, 7, 20] and also infinite-dimensional integration [1, 9, 16] . The ANOVA decomposition decomposes a d-variate function in 2 d ANOVA terms where each term belongs to a subset of {1, 2, . . . , d}. Each term depends only on the variables in the corresponding subset and the number of these variables is the order of the ANOVA term.
In this paper we study the classical ANOVA decomposition for periodic functions and how it acts on the frequency domain. The decomposition is called classical since we use an integral projection operator. We find relationships between special subsets of frequencies in Z d and prove formulas for the representation of ANOVA terms and projections.
The observation has been made that in practical applications with multivariate high-dimensional functions, often only the ANOVA terms of low order are enough to describe a function, see e.g. [3] . This leads to the notion of a superposition dimension that represents an upper bound for the order of the ANOVA terms to consider. Using the superposition dimension we can truncate the ANOVA decomposition to a subset of terms. This truncated decomposition represents the basis for an approximation approach where we first choose a superposition dimension and then reduce the number of involved ANOVA terms further by ranking their importance and only taking the important terms into account.
The paper is organized as follows. In Section 2 we introduce the classical ANOVA decomposition and study its behavior for periodic function with regard to the Fourier system. We also define the variance of a function and its ANOVA terms and prove that functions in Sobolev type spaces and the weighted Wiener algebra inherit their smoothness to the ANOVA terms. In Section 3 we consider the truncated ANOVA decomposition and prove relationships for its Fourier coefficients as well as a direct formula using projections. Moreover, we present error bounds for the approximation of a function by its truncated ANOVA decomposition with explicit bounds for product and order-dependent weights of functions with isotropic and dominating-mixed smoothness. In Section 4 we present an approximation method based on the truncated ANOVA decomposition and low-order dimension interactions.
Prerequisites and Notation
We consider 1-periodic functions f : T d → C with spatial dimension d ∈ N, which are squareintegrable, i.e., elements of L 2 (T d ). Those functions have a unique representation with regard to the Fourier system {e 2πikx } k∈Z d as Fourier series
where
, are the Fourier coefficients of f . Given a finite index set I ⊆ Z d , we call the trigonometric polynomial
the Fourier partial sum of f with respect to index set I.
In this paper we make heavy use of indexing with sets. First, for a given spatial dimension d we denote with D = {1, 2, . . . , d} the set of coordinate indices and subsets as bold small letters, e.g., u ⊆ D. The complement of those subsets are always with respect to D, i.e., u c = D \ u. For a vector x ∈ C d we define x u = (x i ) i∈u ∈ C |u| . There remains a small ambiguity regarding the order of the components of x u which can be clarified if one chooses a consistent ordering, e.g., ascending order which would be the natural choice.
Furthermore, we use the p-norm which is defined as
. Note that the case 1 ≤ p < ∞ can be expanded to 0 < p < 1, but then · p would only be a quasi-norm.
The classical ANOVA decomposition of 1-periodic functions
In this section we introduce the ANOVA decomposition, see e.g. [3, 10, 19] , and derive new results for the periodic setting specifically with regard to the decomposition acting on the frequency domain. We start by defining the projection operator
that integrates over the variables x u c . Clearly, this operator maps a function from L 2 (T d ) to L 1 (T |u| ) and the image P u f depends only on the variables x u ∈ T |u| . We define the index set
which can be identified with Z |u| using the mapping k → k u . Note that we use the convention Z |∅| = {0}. In Figure 2 .1 we have visualized a one-and a two-dimensional projection index set. We now prove a relationship between the Fourier coefficients of P u f and f .
Proof. We consolidate the two integrals and derive
In order to show that P u f ∈ L 2 (T |u| ), we have to prove the sequence of Fourier coefficients {c (P u f )} ∈Z |u| is square-summable, which follows from
Using Lemma 2.1, we are able to write P u f as both, a d-dimensional Fourier series
and a |u|-dimensional Fourier series Now, we recursively define the ANOVA term for u ⊆ D
A direct formula for (2.3) has been proposed in [18] . We prove this formula in Lemma 2.3 using combinatorial arguments of the following Lemma 2.2. Let a ∈ N 0 and b ∈ N with b > a. Then
Proof. We prove an equivalent form obtained through multiplication with (−1) a and an index shift
Splitting the sum and applying the Binomial theorem yields
Proof. We prove this statement through structural induction over the cardinality of u. For |u| = 0, i.e., u = ∅, we have
Now, let (2.4) be true for v ⊆ D, |v| = 0, 1, . . . , m − 1, m ∈ {1, 2, . . . , d}, and take a subset u ⊆ D with |u| = m. We use the notation
and start from the recursive expression in (2.3) to obtain
We exchange the two sums and sum over the order of the ANOVA terms
Applying Lemma 2.2 yields the formula.
We proceed to present a relationship between the Fourier coefficients of f u and f . Furthermore, we prove f u ∈ L 2 (T |u| ). Therefore, we define the index set
which can be identified with (Z \ {0}) |u| using the mapping k → k u . Here, we use the convention (Z \ {0}) |∅| = {0}.
Proof. Let u, v ⊆ D, u = v, and w.l.o.g. |u| ≥ |v|. We assume there exists ak ∈ F
and first consider the case
u we havek u c = 0 and thereforek v = 0.
: otherwise
Proof. We begin by employing the direct formula (2.4) to obtain
We go on to prove c 0 (f u ) = δ u,∅ · c 0 (f ). In this case, k v = 0 and δ k u\v ,0 = 1 for every v ⊆ u.
By the Binomial Theorem, we have
For the second case, we consider an and with a set v ⊆ u such that ∅ = v := {i ∈ u :
and with the Binomial Theorem we get
For the case were the entries of are all nonzero, only the addend where v = u is nonzero, i.e., c (
by proving the sequence of Fourier coefficients {c (f u )} ∈Z |u| is square-summable
With Lemma 2.5 we have two equivalent series representations for the ANOVA term f u , the
∈Z |u| c (f u ) e 2πi ·xu with c (f u ) as in Lemma 2.5. The ANOVA terms have the following important property.
Proof. We employ Lemma 2.4 and Lemma 2.5 to deduce
Having defined the ANOVA terms, we now go on to the ANOVA decomposition, cf. [3, 19] . .3) and the set of coordinate indices D = {1, 2, . . . , d}. Then f can be uniquely decomposed as
which we call analysis of variance (ANOVA) decomposition.
Proof. We use that Z d is the disjoint union of the sets F
Since the union is disjoint, the decomposition is unique.
Remark 2.8. The ANOVA decomposition (2.5) depends strongly on the projection operator P u f , see (2.1). The integral operator considered in this paper leads to the so called classical ANOVA decomposition. Another important variant is the anchored ANOVA decomposition where one chooses an anchor point c ∈ T d and the projection operator is then defined as
This is the more sensible choice for the various applications in integration of high-dimensional functions, see e.g. [5, 16] .
In Figure 2 .2 we have visualized the different frequency index sets F
Variance and Sensitivity
In order to get a notion of the importance of single terms compared to the entire function, we define the variance of a function
for real-valued f . In this case, we have the equivalent formulation
which yields a sensible definition for complex-valued functions f . For the ANOVA terms f u with ∅ = u ⊆ D we have c 0 (f u ) = 0 and therefore
Then we obtain for the variance
Proof. We show that the right-hand side equals the left-hand side by employing Lemma 2.4 and Lemma 2.5
The global sensitivity indices
for ∅ = u ⊆ D provide a comparable score to rank the importance of ANOVA terms against each other, cf. [19, 23, 24] . Clearly, we have ∅ =u⊆D (u, f ) = 1 by Lemma 2.9.
3 , and F (3) We now introduce the notion of effective dimensions as proposed in [3] . Given a fixed α ∈ (0, 1], the superposition dimension, one notion of effective dimension, is defined as the smallest integer d s ∈ {1, 2, . . . , d − 1} such that
The truncation dimension is another notion and defined as the smallest integer
In
Finally, we investigate how the smoothness of f translates to projections P u f and ANOVA terms f u . For a different setting this has been discussed in [8] and therein called inheritance of smoothness. In our setting, we express smoothness through special subspaces of L 2 (T d ) and how f being an element of those spaces translates to the projections P u f and ANOVA terms f u . In particular, we look at Sobolev type spaces, cf. [15] ,
and the weighted Wiener Algebra
with a weight function w : Z d → [1, ∞) for both cases. 
we have P u f ∈ H wu (T |u| ) and f u ∈ H wu (T |u| ).
Proof. We show that the norm P u f H w (T |u| ) is finite by using Lemma 2.1
Analogously, we employ Lemma 2.5 to prove f u ∈ H wu (T |u| ) 
we have P u f ∈ A wu (T |u| ) and f u ∈ A wu (T |u| ).
Proof. We use Lemma 2.1 to show that
We utilize Lemma 2.5 to prove f u ∈ A wu (T |u| )
The inheritance of smoothness has special significance with regard to the numerical realization of the method presented in Section 4. It ensures that the ANOVA terms f u are at least as smooth as the function f in consideration which is relevant for the quality of the approximation produced by the methods employed in [21] .
Truncated ANOVA decomposition
In this section we consider truncating the ANOVA decomposition, i.e., removing certain terms f u . We therefore define a subset of ANOVA terms as a subset of the power set of D, i.e., U ⊆ P(D), such that the inclusion condition
holds, cf. [10, Chapter 3.2] . This is necessary due to the recursive definition of the ANOVA terms, see (2.3).
For any subset of ANOVA terms U we then define the truncated ANOVA decomposition as
Taking the superposition dimension d s into account, see (2.7), we define U ds := {u ⊆ D : |u| ≤ d s } and T ds := T U ds . We subsequently prove properties of both T U in general and T ds in particular.
u 0 . We employ Lemma 2.5 and obtain
and only the Fourier coefficients corresponding to d s -sparse frequencies are nonzero, i.e.,
Lemma 3.3. We estimate the cardinality of |U ds | as follows
i.e., the number of terms in U ds has polynomial growth in d.
Proof. We estimate the sum as follows
Estimating the sum by the Taylor series for e ds yields the statement. Proof. We apply equation (2.4) and obtain immediately
Then we have the direct formula
Proof. Since the equality
holds, we employ Lemma 3.4 and the formula is proven.
The truncated ANOVA decomposition plays a major role in our approximation approach, see Section 4. Therefore we are interested in how well we can approximate a function by its truncated ANOVA decomposition. In relation to the method, the following considerations for the approximation error are with regard to the approach of choosing a set U . We subsequently present results for functions in the Sobolev type spaces H w (T d ) and the weighted Wiener algebra A w (T d ), respectively.
Proof. We employ Parseval's identity and Lemma 3.1 to derive
For f ∈ H w (T d ) with a weight function w :
Proof. We estimate the L ∞ -norm by the sum of the absolute values of the Fourier coefficients and then use Lemma 3.1
Employing the Cauchy-Schwarz inequality in * instead of extracting the minimum yields
The condition {1/w(k)} k∈Z d ⊆ 2 assures that the sum which appears in the bound is finite.
In the following, we only consider the operator T ds and the specific class of weight functions
with parameters
Here, the parameter α is regulating the isotropic smoothness and β the dominating mixed smoothness, cf. [4] . Moreover, γ controls the influence of the different dimensions. The order-dependent parameter Γ regulates the weights by the number of s such that k s = 0. Similar product weights have been considered in [6, 13] and while orderdependence was first introduced in [17] . We derive results for this weight function and the operator T ds from the previous theorems.
where γ * is the non-increasing rearrangement of γ.
Proof. We use Theorem 3.7 and calculate the bound for the weight function w α,β,γ,Γ by computing the minimum M := min k∈ u⊆D |u|≤ds
Since Γ is non-increasing by definition, Γ −1 ds+1 has to be equal to the smallest value. Since the frequencies in F (d) u have exactly |u| nonzero entries, we get
The remaining product becomes minimal for the product of the d s + 1 smallest entries in γ which yields the statement. Proof. We rewrite the sum as follows
Then every single sum can be estimated by γ 2 2 , i.e.,
for j ∈ {2, 3, . . . , d} with equality for j = 1.
Corollary 3.10. Let f ∈ H w (T d ) with weight function w = w α,β,γ,Γ from (3.2) and parameters
where γ * = (γ * s ) d s=1 is the non-increasing rearrangement of γ. For functions with α = 0 and dominating mixed smoothness β > 1/2 we have
where ζ is the Riemann zeta function. Exponential decay for Γ s , i.e., Γ s = c s , 0 < c ≤ 1, such that the condition
holds, yields the bound
Proof. The bound from statement (3.4) is a consequence of Theorem 3.6 and can be calculated analogously to the proof of Corollary 3.8. For the second statement, we calculate the constant in the bound from Theorem 3.7. We use Lemma 2.4 and the product structure of the weights w α,β,γ,Γ (k) to obtain k∈ u⊆D |u|>ds 
We find an explicit form by replacing the sums with the Riemann zeta function
Applying Lemma 3.9 then gives us the upper bound
If we choose an exponential decay for Γ n , i.e., Γ n := c n , 0 < c ≤ 1, the explicit upper bound becomes
where q := 2c 2 (ζ(2β) − 1) γ 2 2 with 0 < q < 1 because of the condition (3.5).
The bound (3.6) can be considered for d → ∞ depending on the choice of γ. Choosing any square-summable sequence results in an upper bound for γ 2 if d → ∞ and therefore for any d ∈ N. In this case the bound is completely independent of d, but the condition (3.5) still needs to be fulfilled. The bounds for (3.4) and (3.3) are independent of the spatial dimension d as well.
Approximation Method
In this section, we present a general approximation method based on the truncated ANOVA decomposition. The main goal is to find an approximation and simultaneously be able to interpret the results with regard to the importance of dimensions and dimension interactions, i.e., ANOVA terms. We have a finite (search) frequency index set I s ⊆ Z d and a finite node set
Both sets may depend on each other depending on the specific setting we choose. Moreover, we are given the function values of f at the points x ∈ X as a vector y = (f (x)) x∈X ∈ C |X| . Remark 4.1. Examples for scenarios that might arise are black-box and scattered data approximation. In the black-box setting we can evaluate f at any point x ∈ T d . Here, one determines the node set X based on the chosen frequency index set I s . Specifically, it is for example possible to use reconstructing single or multiple rank-1 lattice, cf. [11, 12, 13] . In the case of scattered data approximation we have a given node set X and in general no influence on the size and structure of the set. This presents a different challenge and may limit the choices for I s depending on the approach.
We start by considering only the dimension interactions up to an order d s ∈ {1, 2, . . . , d−1}. Taking the truncation operator T ds into account, this equals assuming f ≈ T ds f . We have presented error bounds for this approximation in different spaces in Section 3 that depend on the decay of the Fourier coefficients of f where the smoothness of f has a strong influence as shown in Figure 3 .1.
We then construct the finite search set I s ∈ Z d by using d s + 1 order-dependent sets I 0 = {0}, I 1 ⊆ Z, . . . , I ds ⊆ Z ds and define the projection
The full set I s originates as follows
Clearly, we have P u I |u| ⊆ P 
where we employed the direct formula from Corollary 3.5 with
Remark 4.2. The index sets I |u| have to be order dependent since we want to make the assumption (4.4). Choosing vastly different index sets for ANOVA terms of the same order may hurt the accuracy.
The next assumption is that f ≈ T ds f ≈ S Is T ds f . Our goal is to exploit this using the nodes X and evaluations y. For a specific set u ⊆ D we get the equation system P upu = p u := (P u f (x)) x∈X with a Fourier matrix P u = (e 2πikx ) x∈X,k∈PuI |u| and coefficient vector p u = (c k (f )) k∈PuI |u| . Since we do not know the evaluations of a specific projection P u f (x), we consider the larger system y = u⊆D |u|≤ds c(|u|)P upu = Pp.
(4.1) with u 1 , u 2 , . . . , u n , n = 1, 2, . . . , |U ds | being an ordering for the ANOVA terms such that
In order to find an approximation for the Fourier coefficients c k (f ), k ∈ I s , we have to solve the least-squares problem belonging to (4.1). Since the c k (f ) can appear in multiple vectorsp u , because the sets P Note that problem (4.2) only has a unique solution if |X| > |I s | and P has full rank. In a scattered data setting this gives us a condition on how to choose the index set I s since the number of data points |X| is fixed. Determining the solution to (4.2) presents the main difficulty. Since naive matrix multiplication with the matrices P u is computationally to expensive we need an efficient algorithm for those multiplications and use a matrix-free solver.
We make the following assumption for u 1 , u 2 ⊆ D
with as in (2.6) . This implies that the order of ANOVA terms regarding the global sensitivity indices is the same for the approximation S X Is T ds f and the function f . We use a threshold parameter ε > 0 to define an active set of ANOVA terms that only contains the important ANOVA terms with respect to ε U (S X Is T ds f, ε) := {u ⊆ D : (u, S X Is T ds f ) > }.
We denote with U (S X Is T ds f, ε) := {v ⊆ u : u ∈ U (S X Is T ds f, ε)} the completion of U with regard to the inclusion condition (3.1). Finally, we assume c k (f ) = 0 if k ∈ F (d) u such that u / ∈ U (S X Is T ds f, ε). For every u ∈ U (S X Is T ds f, ε) we choose a new finite index set I u ⊆ Z |u| and subsequently build I = u∈U (S X Is T ds f,ε)
The index sets I u do not have to order-dependent as before. Solving the least-squares problem (4.2) again, now with index set I and active set U , then yields an approximation
We present numerical results for the black-box setting using rank-1 lattice as sampling schemes as well as results for a scattered data setting using the non-equispaced FFT (see [14] ) in [21] .
Summary
In this paper we considered the classical ANOVA decomposition for periodic functions. We studied different index sets P u for the projections P u f and ANOVA terms f u , respectively, and proved their properties as well as connections between the Fourier coefficients. For functions in Sobolev type spaces H w (T d ) and the weighted Wiener algebra A w (T d ) we showed that a function inherits its smoothness to both the projections and ANOVA terms.
Moreover, we proved error bounds for approximation by the truncated ANOVA decomposition T U f in L ∞ and L 2 . For the superposition-cutoff T d f and special order-and dimensiondependent weights w α,β,γ,Γ (k) we found explicit upper bounds. Finally, we presented an approximation approach for high-dimensional periodic functions.
