We propose a technique for super-resolution imaging of a sccne from ohservations at different camera zooms. Given a sequence or images with different zoom factors of a static scene, we ohtain a picture of the entire scene at a resolution corresponding to the mbst zoomed observation. We model the high rcsolution image as a simultaneous autoregressive (SAR) model, the parameters of which are learnt from thc most zoomed observation. Assuming that the entire scene can he described by a homogeneous SAR model, the leamt parameters are then used in a suitable regularization technique to estimate the high resolution field.
INTRODUCTION
Super-resolution refers to the process of producing a high spatial resolution image from several low-resolution observations. It includes upsampling the image thereby increasing the maximum spatial frequency and removing degradations that arise during image capture, viz., aliasing and blurring. The amount of aliasing differs with zooming. The larger the scene coverage, the lower will be the resolution with more aliasing effect. Thus one can use zoom as a cue for generating high-resolution images at the lesser zoomed area of a scene. Immersive viewing on the Internet is one such application where the least zoomed entire scene or a portion of it can be viewed at a higher resolution by using the zoomed observations.
Many researchers have tackled the super-resolution problem for both still and video images, e.g., [6, IO, 91 (see [4] for details). Recently, the researchers are exploiting the use of leaning based techniques for super-resolution. Capel We now discuss some of the previous works carried out on simultaneous autoregressive (SAR) models for image processing. Kashyap and Chellappa [7] estimate the unknown parameters for the SAR and the conditional Markov (CM) models and also discuss the decision rule for the choice of neighbors using synthetic pattems. Authors in [XI use a multiresolution simultaneous autoregressive model for the texture classification and the segmentation. They derive a rotation invariant SAR model for the texture classification. As discussed in [51, the richness of the real world images would he difficult to capture analytically. This motivates us to use a learning based approach, where the SAR parameters of the super-resolved image can be learnt from the most zoomed observation and hence can he used to estimate the super-resolution image for the least zoomed entire scene. The basic problem that we address in this paper can he defined as follows: One continuously zooms in to a scene while capturing its images. The most zoomed-in observation has the highest spatial resolution. We are interested in generating an image of the entire scene (as observed by the wide angle or the least zoomed view) at the same resolution as the most zoomed-in observation. We model the high resolution image as a homogeneous simultaneous autoregressive (SARI model, lean the corresponding field parameters from the high resolution observation and use this prior to super-resolve the rest of the scene captured at a lower reso- Yl corresponds to the least zoomed and Y3 to the most zoomed images. Here Z is the high-resolution image. lution.
OBSERVATION MODEL
The zooming based super-resolution problem can he cast in a restoration framework. There arc p observed images {x}p=, each captured with different zoom settings and are of size hI x A< pixels each. Figure I illustrates the block schematic of how the low-resolution observations of a scene at different zoom settings arc related to the high-resolution image. Here we consider that the most zoomed observed image of the scene Yp (?, = 3 in the figure) has the highest spatial resolution. We are assuming that there is no rotation ahout the optical axis between the observed images taken at different zooms. However, we do allow a lateral shift of the optical center as the zooming process may physically shift the camera position by a small amount. Since different zoom settings give rise to different resolutions, the least zoomed scene corresponding to entire scene needs to be upsampled to the size of N x N pixels, where corresponding zoom factors between two successively observed images of the scene YIYZ,YZY~, ... , Y(p--l)Yp. respectively. Given Yp, the remaining ( p -l) observed images are then modeled as decimated and noisy versions of this single high-resolution image of the appropriate region in the scene. The most zoomed observed image will have no decimation. Let z represent the lexicographically ordered high-resolution image of size N 2 x 1 pixels. If y, is the &I2 x 1 lexicographically ordered vector containing pixels from differently zoomed images Y,, the observed images can h e modeled as N = ( q 1 , 4 2 , . . . ,qP--l) x M a n d q l , q z , . . . ,qp--l arethe
where D is the decimation matrix, size of which depends on the zoom factor. For an integer zoom factor of 9. the decimation matrix D consists of q2 non-zero elements of value f along each row at appropriate locations.
is a cropping operator with z , representing the lateral shift of the optical center during the zooming process. The cropping operator is similar to a characteristic function, that cropsout Lq1q2...qn L--lNJ x 1q1q2. ..q,-lNJ pixel area from the high resolution imagc z at an appropriate position. p i s the number of observations, n,, is the 11.1'~ 1 i.i.d noise vector with zero mean and variance u2, Our problem now reduces to estimating z given Y,,~'S, which is an ill-posed, inverse problem.
SUPER-RESOLUTION RESTORATION

Image Field Modeling
The MRF provides a convenient way of modeling context dependent entities such as pixel intcnsitics, depth of the ohjcct and other spatially correlated features. This is achieved through characterizing mutual influence among such entities using conditional probabilities for a given neighborhood. Although the MRF modcl lor prior constitutes a popular statistical model, and captures the contextual dependencies very well, the computational complexities with these models are high as one needs to compute the parlition function in order to estimate the true parameters. The computational hurdcn can be reduced by using a scheme such as the maximum pseudolikelihood (MPL) which does not involve the estimation of partition function. Rut to ohtain the global minima we still need to use a stochastic relaxation technique, which is computationally taxing. Also the pseudolikelihood is not a tme likelihood except for the trivial case of nil neighhorhood.This motivates us to use a different hut a suitable prior. We can consider the linear dependency of a pixel in a super-resolved image to its neighbors and represent the same by using simultaneous autoregressive (SAR) model and use this SAR model as the prior. Although this hccomes a weaker prior the computation is drastically rcduced.
Let z ( s ) be the gray level value of a pixel at site s = ( i , j ) in an N x N lattice, where ( i , j ) = 1 , 2 , . . . N. The
SAR model for z(s) can then he expressed as [7]
where N8 is the set of neighbors of pixel at s. S(T), T E N, and p are unknown parameters and n(.) is an independent and identically distributed (i.i.d) noise sequence with zero mean and unit variance . We use a fifth order neighborhood that requires a total of 24 parameters S(i,j) as shown in Figure 2 . In order to reduce the computations while estimating these parameters we use a symmetric SAR model where S(T) = S(-T) and estimate only 8 parameters. It may be mentioned here that we are not discussing here the choice of appropriate order for the neighborhood system and the choice of number of parameters for optimal results.
Parameter Learning
In order to enforce the SAR prior, we must know the values of the model parameters 8. These parameters must be learnt from the given observations themselves. The parameters cannot bc lcamt from the low resolution observations. But, there exists one observation Yp where a part of the scene is available at Ihe high resolution. Hence, wc use the observation Yp to estimate the parameters. The inherent assuniption is that the entire scene is stalistically homogeneous and it docs not matter which part of the scene is used to learn the modcl parameters. One of the characteristics of an image data is the statistical dependence of the gray lcvel at a lattice point on those of its neighbors. This statistical dependency can be characterized by using an SAR modcl where the gray levcl at a location is expressed as a linear combination of the neighborhood gray levels and an additive noise.
We estimate the SAR model parameters by considering the image as a finite lattice model and using the iterative scheme as given in (71, by using the most zoomed image as a SAR modcl.
Restoration using SAR Prior
With the SAR parameters estimated we would like to arrive at a cost function which has to be minimized. We use a regularization based approach which is quite amenable to the incorporation of information from multiple observations with the regularization function chosen from the prior knowledge of the function to be estimated. The prior knowledge here, serves as a contextual constraint used to regularize the solution. We use the simple linear dependency of a pixel value on its neighbors as a constraint using the SAR model for the image to be recovered. Here the estimated SAR parameters serve as the coefficients for linear dependency. Using a data fitting term and a prior term one can easily derive the corresponding cost function to be minimized as n Here X is a regularization parameter which is now proportional to where p is the error variance for the SAR model.
Since the model parameter vector 0 has already been esti- using the gradient descent technique. The initial estimate z(O) is obtained as follows. Pixels in thc bilinearly interpolated least zoomed observed image corresponding to the entire scene is replaced successively at appropriate places with bilinear interpolation of the other observed images with increasing zoom factors. Finally the most zoomed observed image with the highest resolution is copied with no interpolation.
RESULTS AND CONCLUSIONS
In this section, we demonstrate the efficacy of the proposed technique to recover the super-resolved image from observations at different zooms through leaning of model parameters.
Initially we experimented on simulated data. A number of images were chosen from the Brodatz's album. We observe an image at three levels of zoom 91 = qz = 2. Figures  3(a-c) show one such set of observations, where Figure 3(a) shows the entire image at a very low resolution. Using the estimated parameter set, we super-resolve the entire scene in Figure 3 (a) to obtain the Figure 4(b) . Compare the result to that obtained using a simple bilinear zooming operation given in Figure 4 (a). We notice that both the images appear blurred near the periphery. However, the interpolated image is too blurred to infer about the texture.
We can easily observe that, the restoration upto a zoom h ctor q = 2 is quite good as is evident from the Figure 3(d) .
For a zoom factor of q = 4. one needs to reconstruct 16 pixels from each observed pixel near the periphery, which is clearly a difficult task. A degradation in the reconstruction is, thus, quite expected even in the estimated high resolution image. The result for another set of observed textures, shown in Figures 5(a-c) , is given in Figure 6 (b). Once again, a comparison with the corresponding zoomed image in Figure 6(a) brings out a similar conclusion that upto a zoom factor q = 2, (see Figure 5(d) ) the results of the proposed super-resolution scheme is very good, hut beyond that the quality of restoration starts degrading. However the mean squared error comparison for the proposed approach and the successive bilinear interpolated image when measured with respect to the original image showed a significant decrease of about 30% in all of the above experiments.
Next we consider an example of real data captured using a camera with optical zoom. Unlike the experiments on simulated data, the assumption of the homogeneity is not strictly valid for the real data. However in the absence of any other usable priors, we continue to make use of this assumption and we still obtain a reasonably good superresolution reconstruction. Figures 7(a-c) show the corresponding observations of a house image of size 72 x 96 each.
The zoom factors were carefully chosen such that the rela- Figures X(a,b) . Similar conclusions can again be drawn from this experiment.
We have demonstrated that it is, indeed, possible to obtain a high resolution image of a scene using zoom as a cue and by learning the parameters from the most zoomed observation.
