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ABSTRAK- Penguasaan seorang siswa/i terhadap sebuah mata pelajaran sangat mempengaruhi pemberian 
nilai yang dilakukan oleh pengajar yang bersangkutan. Perlunya pengajar atau guru memantau setiap nilai dari 
siswa/i yang diajarkan ilmu pengetahuan pada bidangnya masing-masing. Dengan perkembangan teknologi yang 
sangat cepat, sangat membantu pengajar dalam mengetahui atau memprediksi nilai yang akan didapatkan siswa/i 
terkait. Penelitian ini bertujuan untuk menerapkan kinerja jaringan syaraf tiruan algoritma backpropagation 
dalam memprediksi nilai siswa/i sekolah menengah atas dengan berbagai model dan meminimalkan error nya. 
Pada penelitian ini penulis menggunakan data nilai siswa/i sekolah menengah atas negeri 1 sidamanik. Dalam 
pengolahan data nilai, penulis menggunakan jaringan syaraf tiruan dengan algoritma backpropagation  sebagai 
langkah-langkah logis untuk melakukan prediksi nilai ujian nasional siswa/i sekolah menengah atas. Pokok 
permasalahan pada penelitian ini adalah terjadinya penurunan nilai ujian nasional siswa/i dibeberapa mata 
pelajaran, yang kedepannya siswa/i akan mengalamin kesulitan dalam mencapai universitas atau sekolah tinggi 
yang diinginkan. Disimpulkan bahwa dalam memprediksi jaringan syaraf tiruan mampu menghasilkan akurasi 
yang cukup akurat pada hasil pengolahan data testing. Learning Rate sangat mempengaruhi kecepatan hasil 
iterasi maupun tingkat akurasi yang dihasilkan. Penelitian ini menghasilkan arsitektur terbaik yakni 3-12-1 pada 
pengolahan data nilai bahasa Indonesia dengan tingkat akurasi 95%.Untuk penelitian selanjutnya perlu adanya 
percepatan dan optimasi dalam melakukan proses prediksi serta pengaplikasian algoritma backpropagation 
dengan algoritma jaringan syaraf tiruan lain agar menghasilkan optimasi yang lebih baik dan stabil. 
 
Kata kunci : Nilai Siswa/i, Sekolah, JST, Backpropagation 
 
1. PENDAHULUAN 
Pengenalan Pola masa lampau pada jaringan 
syaraf tiruan merupakan cara yang dilakukan untuk 
memprediksi kejadian di masa mendatang dengan 
data-data valid dan integritas datanya bisa 
dipertanggung jawabkan. Memprediksi akan 
membantu memperbaiki keadaan menjadi lebih baik 
dan lebih terukur dalam melanjutkan kehidupan. 
Perkembangan teknologi yang pesat sangat 
membantu dalam melakukan prediksi, serta 
mempermudah dalam melakukan penelitian yang 
berkaitan pemrosesan data yang cepat dan tepat. 
Guru merupakan orang tua pengganti ketika 
berada di sekolah dasar sampai sekolah menengah 
atas. Proses mengajar seorang guru sangat 
menentukan nilai dari siswa yang diajarnya, baik 
dalam memberikan materi maupun nasehat-nasehat 
yang membangun daya pikir siswa. Institusi 
berkualitas akan menyediakan fasilitas lengkap 
untuk menunjang belajar siswa agar mendapatkan 
nilai yang memenuhi standar. 
Kebutuhan akan nilai yang mencapai 
standar sehingga siswa harus bekerja keras untuk 
mencapainya. Sistem penilaian dan pelaksanaan 
kurikulum yang tepat dan akurat akan membantu 
siswa untuk menghindari terjadinya kemerosotan 
nilai dan frustasi yang akan dialami oleh seorang 
siswa. “Konvensional merupakan sistem seleksi 
konsep awal suatu metode untuk memprediksi nilai 
siswa dengan menggunakan bantuan software 
maupun hardware komputer yang didukung melalui 
pendekatan jaringan syaraf tiruan dan algoritma 
backpropagation. 
Penulis melakukan penelitian di sekolah 
SMA N 1 Sidamanik dengan penggunaan data nilai 
pada semester 1 sampai dengan semester 4. Data 
yang diperoleh oleh penulis menampilkan bahwa 
terjadinya penurunan nilai di beberapa mata 
pelajaran. 
Jaringan syaraf tiruan merupakan salah satu 
cabang ilmu yang mempelajari bagaimana kinerja 
syaraf otak manusia yang diubah ke dalam bentuk 
komputasi dengan menggunakan input sebagai data 
masukan berupa informasi awal yang akan diolah 
dengan pola, Hidden Layer sebagai data tersembunyi 
yang langsung diamati atau disebut data sedang 
diolah, Output sebagai data keluaran yang akan 
menghasilkan sebuah informasi yakni solusi dari 
permasalahan tersebut. 
Beberapa Paper yang berkaitan dengan 
penelitian penulis adalah dilakukan oleh [1] berjudul 
Aplikasi Jaringan Saraf Tiruan Backpropagation 
Untuk Memprediksi Prestasi Siswa SMA (Studi 
Kasus: Prediksi Prestasi Siswa SMAN 4 Ambon) 
menghasilkan Menunjukkan bahwa korelasi antara 
NEM dam total nilai siswa semester 1 kelas X cukup 
baik dengan error yang kecil [2]  berjudul “Analisis 
Algoritma Backpropagation Dengan SVM Dalam 
Hasil Prediksi Nilai Ujian Nasional Pada Sekolah 
Tingkat Pertama” dengan hasil pengujian antara 
backpropagation dan algoritma SVM menghasilkan 
nilai MSE terendah yaitu backpropagation  dengan 
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MSE rata-rata 103,3. Struktur atau pola yang 
digunakan untuk pengujian algoritma 
backpropagation dengan 7 node input layer, 5 node 
hidden layer dan 1 node output layer, sedangkan jika 
menggunakan struktur algoritma backpropagation 
dengan 7 node input layer, 7 node hidden layer dan 
1 node output layer MSE adalah 106,6. Nilai rara-
rata MSE pada algoritma SVM adalah 200. 
Berdasarkan kesimpulan dari judul diatas 
penulis mengambil judul skripsi “Jaringan Syaraf 
Tiruan Untuk Memprediksi Nilai Siswa SMA 
Menggunakan Backpropagation Dengan Metode 
Inisialisasi Bobot Awal” 
 
2. ISI PENELITIAN 
 
Penelitian harus menghasilkan output atau 
keluaran sebagai bentuk kesimpulan atau hipotesis 
awal untuk melaksanakan sebuah penelitian/riset 
terdadap suatu data. Berikut adalah output dari riset 
skripsi yang dihasilkan : 
 
2.1 Normalisasi Data 
 Dalam penelitian ini normalisasi data sangat 
diperlukan, dikarenakan pemrosesan data akan 
menjadi lebih mudah dengan diubah kedalam bentuk 
desimal sehingga ketika diolah tidak menghasilkan 
data keluaran yang banyak dengan ukuran besar. 
Berikut persamaan yang digunakan untuk 
normalisasi data:  
 




 : Data Transformasi 
X : Data Normalisasi 
a : Data Jumlah Minimum 
b : Data Jumlah maksismum 
 
 Pembagian data dibagi menjadi dua yakni 
data pelatihan (training) dan data pengujian 
(testing). Untuk perhitungan pada data normalisasi 
dapat dilihat pada tabel 2.1 dan 2.2 : 
 
Tabel 2.1. Data Training Sebelum di Normalisasi 
TRAINING 
NO Nama Siswa X1 X2 X3 Target 
1 
Ade Pramita Damanik 
93 80 86 86 
2 
Adlan Fadila 
71 75 70 82 
3 
Afriani Damanik 
60 72 89 85 
4 
Afry Wulan Sihaloho 
58 66 65 75 
5 
Agnes Marshinta Tambun 
79 82 81 82 
6 
Agung Martahan Sigiro 
58 68 67 75 
7 
Aisyah Fadhilah Nasution 
59 70 80 81 
8 
Andreas Natanael Purba 
56 65 64 67 
9 
Angga Antonius Silalahi 
58 66 71 74 
10 
Anggi Apriani 
78 89 90 91 
11 
Anggi Setiawan Simanjuntak 
57 68 65 80 
12 
Anggraini Darmayanti 
56 70 75 82 
13 
Anisa Putri Ardila 
75 85 82 82 
14 
Anugrah Debora Sibarani 
84 89 90 93 
15 
Aprilah Yuswani 
68 74 76 84 
16 
Armelita Kristianty Harahap 
74 78 78 81 
17 
Artha Padan Audina Turnip 
71 73 70 82 
18 
Bastian Kevin Gultom 
76 82 83 82 
19 
Bela Tryangginy Manurung 
62 69 72 80 
20 
Bella Vista Tampubolon 
87 88 89 90 
 
Data pada tabel 2.1 adalah data pelatihan 
yang akan dinormalisasi dengan sampel data 
sebanyak 20 (dua puluh) siswa dan training sampel 
mata pelajaran bahasa Indonesia. 
Keterangan X1, X2, X3 dan Target : 
X1       : Nilai Semester 1 
X2       : Nilai Semester 2 
X3       : Nilai Semester 3 
Target : Nilai Semester 4 
 Untuk Data training yang sudah 
dinormalisasi dapat dilihat pada tabel 2.2 berikut: 
 
Tabel 2.2. Data Training di Normalisasi 
TRAINING 
NO Nama Siswa X1 X2 X3 Target 
1 
Ade Pramita Damanik 
0,90 0,62 0,75 0,75 
2 
Adlan Fadila 
0,42 0,51 0,40 0,66 
3 
Afriani Damanik 
0,19 0,45 0,81 0,73 
4 
Afry Wulan Sihaloho 
0,14 0,32 0,29 0,51 
5 
Agnes Marshinta Tambun 
0,60 0,66 0,64 0,66 
6 
Agung Martahan Sigiro 
0,14 0,36 0,34 0,51 
7 
Aisyah Fadhilah Nasution 
0,16 0,40 0,62 0,64 
8 
Andreas Natanael Purba 
0,10 0,29 0,27 0,34 
9 
Angga Antonius Silalahi 
0,14 0,32 0,42 0,49 
10 
Anggi Apriani 
0,58 0,81 0,84 0,86 
11 
Anggi Setiawan Simanjuntak 
0,12 0,36 0,29 0,62 
12 
Anggraini Darmayanti 
0,10 0,40 0,51 0,66 
13 
Anisa Putri Ardila 
0,51 0,73 0,66 0,66 
14 
Anugrah Debora Sibarani 
0,71 0,81 0,84 0,90 
15 
Aprilah Yuswani 
0,36 0,49 0,53 0,71 
16 
Armelita Kristianty Harahap 
0,49 0,58 0,58 0,64 
17 
Artha Padan Audina Turnip 
0,42 0,47 0,40 0,66 
18 
Bastian Kevin Gultom 
0,53 0,66 0,68 0,66 
19 
Bela Tryangginy Manurung 
0,23 0,38 0,45 0,62 
20 
Bella Vista Tampubolon 
0,77 0,79 0,81 0,84 
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 Pada tabel 2.2 menjelaskan bahwa data 
training yang sudah dinormalisasikan sampel data 
mata pelajaran bahasa Indonesia semester 1 sampai 
dengan semester 3 sedangkan sebagai target yakni 
semester 4. Dengan menggunakan fungsi sigmoid 
biner maka diperoleh data normalisasi dengan 
ketentuan, pada semester 1 sampai semester 4 
diperoleh nilai Maksimum (b) sebesar 93 dan nilai 
Minimum (a) sebesar 56. Maksimum dan Minimum 
ditentukan berdasarkan dari semua data yang akan 
dilakukan pelatihan (data Training). Berikut ini 
adalah data testing sebelum dinormalisasi dapat 
dilihat pada tabel 2.3: 
 
Tabel 2.3 Data Testing Sebelum dinormalisasi 
Testing 
NO Nama Siswa X1 X2 X3 Target 
1 
Ade Pramita Damanik 
80 86 86 92 
2 
Adlan Fadila 
75 70 82 80 
3 
Afriani Damanik 
72 89 85 91 
4 
Afry Wulan Sihaloho 
66 65 75 80 
5 
Agnes Marshinta Tambun 
82 81 82 87 
6 
Agung Martahan Sigiro 
68 67 75 74 
7 
Aisyah Fadhilah Nasution 
70 80 81 86 
8 
Andreas Natanael Purba 
65 64 67 78 
9 
Angga Antonius Silalahi 
66 71 74 74 
10 
Anggi Apriani 
89 90 91 94 
11 
Anggi Setiawan Simanjuntak 
68 65 80 68 
12 
Anggraini Darmayanti 
70 75 82 78 
13 
Anisa Putri Ardila 
85 82 82 86 
14 
Anugrah Debora Sibarani 
89 90 93 93 
15 
Aprilah Yuswani 
74 76 84 86 
16 
Armelita Kristianty Harahap 
78 78 81 80 
17 
Artha Padan Audina Turnip 
73 70 82 81 
18 
Bastian Kevin Gultom 
82 83 82 89 
19 
Bela Tryangginy Manurung 
69 72 80 80 
20 
Bella Vista Tampubolon 
88 89 90 93 
 
Data pada tabel 2.3 diatas adalah data 
pengujian yang akan dinormalisasi dengan sampel 
data sebanyak 20 (dua puluh) siswa dan testing 
sampel mata pelajaran bahasa Indonesia. 
Keterangan X1, X2, X3 dan Target : 
X1       : Nilai Semester 2 
X2       : Nilai Semester 3 
X3       : Nilai Semester 4 
Target : Nilai Semester 5 
 
Untuk Data testing yang sudah dinormalisasi dapat 
dilihat pada tabel 2.4 berikut: 
 
 
Tabel 2.4. Data Testing Yang di Normalisasi 
Testing 
No Nama Siswa X1 X2 X3 Target 
1 
Ade Pramita Damanik 
0,53 0,69 0,69 0,85 
2 
Adlan Fadila 
0,39 0,26 0,58 0,53 
3 
Afriani Damanik 
0,31 0,77 0,66 0,82 
4 
Afry Wulan Sihaloho 




















0,15 0,29 0,37 0,37 
10 
Anggi Apriani 




0,21 0,13 0,53 0,21 
12 
Anggraini Darmayanti 
0,26 0,39 0,58 0,47 
13 
Anisa Putri Ardila 




0,77 0,79 0,87 0,87 
15 
Aprilah Yuswani 




0,47 0,47 0,55 0,53 
17 
Artha Padan Audina 
Turnip 
0,34 0,26 0,58 0,55 
18 
Bastian Kevin Gultom 








0,74 0,77 0,79 0,87 
  
Pada tabel 2.4 menjelaskan bahwa data testing 
yang sudah dinormalisasikan sampel data mata 
pelajaran bahasa Indonesia semester 2 sampai 
dengan semester 4 sedangkan sebagai target yakni 
semester 5. Dengan menggunakan fungsi sigmoid 
biner maka diperoleh data normalisasi dengan 
ketentuan, pada semester 2 sampai semester 5 
diperoleh nilai Maksimum (b) sebesar 94 dan nilai 
Minimum (a) sebesar 64. Maksimum dan Minimum 
ditentukan berdasarkan dari semua data yang akan 
dilakukan pelatihan (data Testing). 
 
3. KESIMPULAN 
Pada sebuah penelitian diperlukan adanya kesimpulan dari 
pelatihan dan pengujian data yang dilakukan. Kesimpulan 
pada penelitian ini dapat dilihat sebagai berikut, tabel 3.1 :  
 
 No Arsitektur 
Training Testing 
Epoch Waktu MSE MSE Akurasi 
1 3-12-1  396 00:02 0,01005188 0,02683430 90% 
2 3-12-1 33196 03:06 0,01006613 0,11514058 50% 
3 3-8-1 461 00:02 0,03520619 0,11065593 55% 
4 3-16-1 507 00:02 0,00985738 0,06791167 85% 
 
Baris keempat (4) yang bewarna kuning 
pada tabel 4.20 diatas adalah arsitektur terbaik 
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dengan akurasi sebesar 90% pada mata pelajaran 
bahasa indonesia. Berikut penjelasan dari tabel 3.1 
kesimpulan pelatihan dan pengujian jaringan syaraf 
tiruan: 
Pada tahap ini akan dilakukan pengamatan 
terhadap laju pembelajaran kinerja jaringan dengan 
parameter tingkat akurasi, waktu pembelajaran, 
MSE selama proses pelatihan dan lamanya waktu 
iterasi (Epoch). Dengan memakai arsitektur jaringan 
terbaik pada pelatihan, maka akan diamati laju 
pembelajaran terhadap kinerja jaringan. Arsitektur 
yang digunakan untuk pelatihan sebanyak 5 
arsitektur. Pada 5 arsitektur ini menggunakan 
Learning rate 0,1 target error (goal) 0,01 dan 
maksimum epoch nya adalah 100000 iterasi serta 
untuk menghasilkan error paling rendah 
menggunakan traingd. 
Arsitektur pelatihan 3-12-1 menggunakan 
layer masukan sebanyak 3 neuron, layer tersembunyi 
sebanyak 12 neuron dan layer keluaran 1 neuron. 
Pelatihan 3-12-1 menghasilkan epoch sebesar 396 
iterasi, waktu 00:02 , MSE pelatihan 0,01005188 
dan MSE pengujian 0,02683430 dengan tingkat 
akurasi 90%. Arsitektur pelatihan 3-12-1 
menggunakan layer masukan sebanyak 3 neuron, 
layer tersembunyi sebanyak 12 neuron dan layer 
keluaran 1 neuron. Pelatihan 3-12-1 menghasilkan 
epoch sebesar 33196 iterasi, waktu 03:06 , MSE 
pelatihan 0,01006613 dan MSE pengujian 
0,11514058 dengan tingkat akurasi 50%. Arsitektur 
pelatihan 3-8-1 menggunakan layer masukan 
sebanyak 3 neuron, layer tersembunyi sebanyak 8 
neuron dan layer keluaran 1 neuron. Pelatihan 3-8-1 
menghasilkan epoch sebesar 461 iterasi, waktu 
00:02, MSE pelatihan 0,03520619 dan MSE 
pengujian 0,11065593 dengan tingkat akurasi 55%. 
Arsitektur pelatihan 3-16-1 menggunakan layer 
masukan sebanyak 3 neuron, layer tersembunyi 
sebanyak 16 neuron, dan layer keluaran sebanyak 1 
neuron. Pelatihan 3-16-1  menghasilkan epoch 
sebesar 507 iterasi, waktu 00:02, MSE pelatihan 
0,00985738 dan MSE pengujian 0,06791167 dengan 
tingkat akurasi 85%. 
 
3.1. Prediksi Nilai Bahasa Indonesia Dengan 
Arsitektur 3-12-1 
Prediksi dilakukan dengan menggunakan 
arsitektur 3-12-1 dengan akurasi 90%. Dengan layer 
masukan sebanyak 3 neuron, layer tersembunyi 12 
neuron dan 1 neuron keluaran. Berikut proses 
prediksi pada tabel 3.2 : 
 
Tabel 3.2. Prediksi Data Nilai Bahasa Indonesia 
No Data Real Target Target Prediksi Prediksi 
1 92 0,85 0,80 90 
2 80 0,53 0,45 77 
3 91 0,82 0,74 88 
4 80 0,53 0,32 72 
5 87 0,71 0,72 87 
6 74 0,37 0,39 75 
7 86 0,69 0,69 86 
8 78 0,47 0,40 75 
9 74 0,37 0,60 83 
10 94 0,90 0,90 94 
11 68 0,21 0,42 76 
12 78 0,47 0,57 82 
13 86 0,69 0,72 87 
14 93 0,87 0,90 94 
15 86 0,69 0,60 83 
16 80 0,53 0,63 84 
17 81 0,55 0,50 79 
18 89 0,77 0,73 88 
19 80 0,53 0,50 79 
20 93 0,87 0,90 94 
 
Data real adalah data yang diperoleh dari 
data semester akhir. Data target diperoleh dari data 
Testing yang sudah di normalisasi. Target estimasi 
pada tabel diperoleh dari hasil pengujian 
menggunakan software Matlab R2011b, Adapun 
rumus yang digunakan untuk menetapkan pengujian 
















 …………….  (3.1) 
 
3.2. Prediksi Nilai Bahasa Inggris Dengan 
Arsitektur 3-12-1 
 
 Prediksi dilakukan dengan menggunakan 
arsitektur 3-12-1 dengan akurasi 50%. Dengan layer 
masukan sebanyak 3 neuron, layer tersembunyi 12 
neuron dan 1 neuron keluaran. Berikut proses 
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Tabel 3.3. Prediksi Bahasa Inggris 
No Data Real Target Target Prediksi Prediksi 
1 92 0,85 0,84 89 
2 72 0,53 0,42 69 
3 73 0,82 0,57 76 
4 72 0,53 0,73 84 
5 77 0,71 0,61 78 
6 72 0,37 0,68 82 
7 77 0,69 0,60 78 
8 72 0,47 0,43 70 
9 81 0,37 0,62 79 
10 76 0,90 0,56 76 
11 70 0,21 0,49 72 
12 70 0,47 0,52 74 
13 79 0,69 0,48 72 
14 78 0,87 0,75 85 
15 77 0,69 0,48 72 
16 74 0,53 0,48 72 
17 73 0,55 0,40 68 
18 72 0,77 0,44 70 
19 82 0,53 0,67 81 
20 84 0,87 0,75 85 
 
Data real adalah data yang diperoleh dari 
data semester akhir. Data target diperoleh dari data 
Testing yang sudah di normalisasi. Target estimasi 
pada tabel diperoleh dari hasil pengujian 
menggunakan software Matlab R2011b, Adapun 
rumus yang digunakan untuk menetapkan pengujian 















3.3 Prediksi Nilai ujian nasional Dengan 
Arsitektur 3-8-1 
 
 Prediksi dilakukan dengan menggunakan 
arsitektur 3-8-1 dengan akurasi 55%. Dengan layer 
masukan sebanyak 3 neuron, layer tersembunyi 8 
neuron dan 1 neuron keluaran. Berikut proses 
prediksi pada tabel 3.4 : 
 
Tabel 3.4. Prediksi Data Nilai 
No Data Real Target Target Prediksi Prediksi 
1 81 0,73 0,96 89 
2 80 0,73 0,96 89 
3 78 0,71 0,67 79 
4 77 0,65 0,62 77 
5 78 0,62 0,76 82 
6 78 0,65 0,61 77 
7 78 0,65 0,68 79 
8 76 0,65 0,62 77 
9 78 0,60 0,63 77 
10 78 0,65 0,63 77 
11 77 0,65 0,67 79 
12 78 0,62 0,62 77 
13 77 0,65 0,62 77 
14 87 0,62 0,56 75 
15 78 0,90 0,70 80 
16 78 0,65 0,69 80 
17 77 0,65 0,63 77 
18 77 0,62 0,63 77 
19 78 0,62 0,64 78 
20 82 0,65 0,79 83 
 
Data real adalah data yang diperoleh dari 
data semester akhir. Data target diperoleh dari data 
Testing yang sudah di normalisasi. Target estimasi 
pada tabel diperoleh dari hasil pengujian 
menggunakan software Matlab R2011b, Adapun 
rumus yang digunakan untuk menetapkan pengujian 















3.4 Prediksi Nilai Biologi Dengan Arsitektur 3-
16-1 
 Prediksi dilakukan dengan menggunakan 
arsitektur 3-16-1 dengan akurasi 85%. Dengan layer 
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masukan sebanyak 3 neuron, layer tersembunyi 16 
neuron dan 1 neuron keluaran. Berikut proses 
prediksi pada tabel 3.5: 
 
Tabel 3.5. Prediksi Data Nilai 




1 79 0,67 0,76 83 
2 63 0,25 0,34 66 
3 67 0,36 0,40 69 
4 65 0,31 0,42 69 
5 72 0,49 0,33 66 
6 66 0,33 0,28 64 
7 67 0,36 0,29 64 
8 61 0,20 0,30 65 
9 66 0,33 0,33 66 
10 81 0,72 0,77 83 
11 65 0,31 0,22 62 
12 66 0,33 0,35 66 
13 69 0,41 0,29 64 
14 77 0,62 0,88 87 
15 78 0,64 0,64 78 
16 68 0,38 0,30 65 
17 67 0,36 0,33 66 
18 68 0,38 0,54 74 
19 68 0,38 0,44 70 
20 88 0,90 0,84 86 
 
Data real adalah data yang diperoleh dari 
data semester akhir. Data target diperoleh dari data 
Testing yang sudah di normalisasi. Target estimasi 
pada tabel diperoleh dari hasil pengujian 
menggunakan software Matlab R2011b, Adapun 
rumus yang digunakan untuk menetapkan pengujian 


















Pelaksanaan penelitian menggunakan 
jaringan syaraf tiruan dengan algoritma 
backpropagation menghasilkan prediksi yang cukup 
baik dan pemrosesan data yang cepat. Dalam 
penelitian telah dilakukan perancangan, proses 
pembuatan, implementasi sampai evaluasi sehingga 
ditetapkan kesimpulan sebagai berikut: 
1) Dalam memprediksi jaringan syaraf tiruan 
mampu menghasilkan akurasi yang cukup akurat 
pada hasil pengolahan data testing. 
2) Learning Rate sangat mempengaruhi kecepatan 
hasil iterasi maupun tingkat akurasi yang 
dihasilkan. 
Penelitian ini menghasilkan arsitektur terbaik 
yakni 3-12-1 pada pengolahan data nilai bahasa 
Indonesia dengan tingkat akurasi 95%. 
Untuk penelitian selanjutnya perlu adanya 
percepatan dan optimasi dalam melakukan proses 
prediksi serta pengaplikasian algoritma 
backpropagation dengan algoritma jaringan syaraf 
tiruan lain agar menghasilkan optimasi yang lebih 
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