Abstract. Many of the popular methods for the solution of largest eigenvalue of essentially positive irreducible matrices are surveyed with the hope of finding an efficient method suitable for electromagnetic engineering, radiation problems, system identification problems, and solid mechanics. Eigenvalue computations are both fundamental and ubiquitous in computational science and its fast application areas. Some comparisons between several known algorithms, i.e. Power and QR methods, and earlier theory of Oepomo iterative techniques for solving largest eigenvalue of nonnegative irreducible matrices are presented since there is a continuing demand for new algorithm and library software that efficiently utilize and adapt to new applications.
Newtown's method give a very fast way to compute roots of polynomial ) (λ P , it can also easily be extended to complex roots. But remember, that Newton's method usually works very well once you are reasonably "close" to the root, but it may diverge if you start far away. Still you need ad hoc method to get "close" to the root.
To reduce the chance element in this "hit or miss" strategy, another numerical computations were invented, i.e. power, QR iterative, and Oepomo's methods.
Moreover, we also have to care about the stability of the method, as the eigenvalue problem can be quite ill conditioned, so we do not want to make it much worse by an unstable algorithm.
Example. Consider the nxn matrix Fortunately the eigenvalue problem is not so ill conditioned for "most" matrices, this example were particularly nasty one. However, it shows that we should aim at stable algorithms, which at least do not make "bad things much worse", since the problem itself can be quite "bad".
Power Method. This method is extremely simple. Let A be a square matrix. Pick any vector 0 x and start successively multiplying it with A . We can claim, that unless you are extremely unlucky with the choice of 0 x , we can easily find the eigenvalue with the largest modulus. 
Remark. The probabilistic expression "almost surely" in the theorem
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Proof:
Simply that the eigenvalues of ( ) 
Remark:
The power method looks very simple and elegant. However, notice it is really powerful only for the eigenvalue largest in modulus. Applying Theorem 2 already requires inverting a matrix, and more importantly it requires knowing a point p "near" the eigenvalue. Hence we run into similar difficulties when we applied Newtown's iteration for finding the roots of the characteristics polynomial. In fact there is essentially a Newtown's iteration behind Theorem 2.
For iterative Power algorithm let A be an (n, n) matrix. Let 
QR Iteration for Eigenvalues:
We will discuss the QR algorithm, which is the most frequently used for calculation of the set of eigenvalues of a general matrix.
However, it does not compute eigenvectors unless the matrix is symmetric. The QR method seeks the reduction of e general matrix to a triangular from with the aid of unitary transformation. Instead of the triangular decomposition, as in LR method, the QR method uses the factors of the type
where Q is a unitary matrix and R an upper triangular matrix.
Theorem 3 Schur's theorem, every non-singular matrix can be factored in the form (8).
Proof: [6, pp. 142] If A is non-singular, it will be shown that the QR decomposition is unique, apart from a diagonal multiplier having elements of modulus unity.
be the QR decomposition of a non-singular matrix A .
The non-singularity of (8), is unique apart from a diagonal multiplier having elements of modulus unity. We can always chose D such that
. Then the 2 2 R Q decomposition will be considered normalized. On the other hand, this normalized decomposition is clearly unique. Hence forth, whenever a QR 's decomposition is formed, we will assume that the diagonal elements of R are real positive.
In the QR algorithm, we start from a given matrix A is unitarily similar to 1 A . Then, as in the derivation of LR algorithm,
where
Using (11), and as the elementary divisors of A are linear, we can write
where X and T Y are matrices formed by the right hand and left hand eigenvectors of A , and D is the diagonal matrix. WE will now consider the triangular decomposition of matrix PY , defined in connection with (12) , and remembering that P is a permutation matrix from (12) ,
is a diagonal matrix, the element of which are in the order
. Let
where x Q is a unitary matrix and x R is an upper triangular matrix. From (13) and (14),
F is a lower triangular matrix, the element (r,s) of which is given by [13] in the LR method. Just as in LR method,
Hence, we obtain from (15),
Following derivation of LR method in [13] , we get
. Therefore, for sufficiently large k, ( k E I + ) cannot be singular. Hence it has QR decomposition and we may write
where ,
R are unitary and upper triangular respectively. It can be shown that
, and we sketch here the proof*. Multiply (17) by
k→∞. By an argument, similar to the uniqueness proof of the QR decomposition,
where 
We proved at the beginning of this section that the decomposition given be (8) 
From (10), and (12), 
The matrix H k Q is determined as the product of plane rotations by Given's method [6] , or by the use of unitary matrices using Householders method. Here only Householder's triangularization will be discussed briefly.
In the Householder's method, the matrix H k Q is obtained as the product of elementary unitary matrices of the form
Here w is a column vector such that
Further using (19), we have, w is chosen so that the first column of
is null except its first element. Therefore, at the end of (n-1) th steps, . ...... The great benefit the QR with respect to LR transformation is that, because of the use of unitary transformation it is very stable numerically.
A considerable economy in the total number of computation can be obtained by using the following technique. If during the course of the iteration, the magnitude of any sub-diagonal element in position (i, i+1) does not exceed a tolerance ε , the eigenvalue problem of A is reduced in approximation to that of matrix 11 A , 22 A of order i, n-i, respectively, as shown for a matrix k A . 
{ { {
);
.
The following theorem is an application of corollary 2. 
Numerical Implication of Theorem 4.
We will now define a group of sequences, the "decreasing-sequence" which will defined later. 
Decreasing
Such a sequence will be called a decreasing maximum ratio sequence or briefly decreasing-sequence.
Corollary 1: Any decreasing-sequence converges to A x .
Proof: see [9] , and Theorem 4 on this manuscript.
We will now define a second group of sequences, the "Increasing-sequence". Proof: see proof in [9] , and Theorem 4 on this manuscript.
Increasing
Numerical tests indicate that a simultaneous application of the decreasing and increasing sequences will converge faster than either the decreasing or increasing sequence separately. Therefore, we will define a sequence of vectors { } p x which are constructed by alternating methods of the decreasing or increasing type functions.
We will describe a sequence of n steps which generate A sequence having the above-mentioned properties will be called Oepomo's alternating sequence iteration.
Corollary 3: Any Oepomo's alternating sequence iteration converges to A x .
Proof: see Corollaries 1 and 2, and Theorem 4 on this manuscript. Proof: see [9] The requirements of functions ) (
can be selected in many means. The following are a few of the possible choices:
where r ∈ N (N=1, 2, 3, …., n) and ) ), ( )
The results of the 3 methods can be seen in Tables I, II, A were defined as follows ( )
A is a (8,12) matrix, and We will here assume that we are interested in the positive eigenvector and the corresponding eigenvalue of the essentially positive matrix. From our trials, it is obvious that in all three cases the rate of convergence of our new algorithm is better or at least as fast as the power [4] . The QR [13] algorithm converges very slowly in the last two cases, when the separation between the eigenvalues is poor. Let us consider the results of case b, when the matrix is nearly cyclic. For a cyclic matrix there are some eigenvalues of equal modulus, and so for a matrix that is "near cyclic" it is plausible to assume the separation between the modules is very poor.
The new algorithm takes about 5700 multiplication and divisions to reach an accuracy of 8 digits; which is about 5 times the computations of the power algorithm and the QR algorithm reach an accuracy of 2 digits and 4 digits respectively. We should remember that the QR algorithm is not specifically designed to calculate just one eigenvalue; therefore, a comparable efficiency cannot be expected. Thus from our recent experience we can conclude that the new method shows a good speed of convergence even when the separation of the eigenvalues is poor. However in the case of banded matrices the new algorithm converges slowly. The new algorithm was tried on various banded matrices arising from finite difference approximation to boundary value problems of ordinary differential equations. A computer code was written specially for banded matrices, to take advantage of the large number of zero elements in a banded matrix. We will here summarize the results of our computer runs with the following (20,20) matrix
The over relaxation method as described in (36), was tried on the above-mentioned matrix with values of γ ranging from 1 to 1.99. The speed convergence did not show a remarkable dependence of γ. An 8 digit of accuracy was obtained in 168 iterations for γ=1.73 whereas for full matrices the new algorithm gave a 9 digit of accuracy in 21 steps.
We will now return our attention to full matrices. Let n R be a matrix (of order n) with pseudo-random entries. The new algorithm and the power algorithm were tried on each family of matrices ( )
of order n=20, 40, and 80. The speed of convergence is almost the same for the two algorithms remembering that each iteration step of the power algorithm requires about twice as many computations.
Within one algorithm it is somewhat surprising that the number of iteration steps required for as given accuracy hardly depend on the order of the Hilbert matrix at all. 
