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It has recently become apparent that the dissipation function, first defined by Evans and Searles
J. Chem. Phys. 113, 3503 2000, is one of the most important functions in classical
nonequilibrium statistical mechanics. It is the argument of the Evans–Searles fluctuation theorem,
the dissipation theorem, and the relaxation theorems. It is a function of both the initial distribution
and the dynamics. We pose the following question: How does the dissipation function change if we
define that function with respect to the time evolving phase space distribution as one relaxes from
the initial equilibrium distribution toward the nonequilibrium steady state distribution? We prove
that this covariant dissipation function has a rather simple fixed relationship to the dissipation
function defined with respect to the initial distribution function. We also show that there is no exact,
time-local, Evans–Searles nonequilibrium steady state fluctuation relation for deterministic systems.
Only an asymptotic version exists. © 2010 American Institute of Physics. doi:10.1063/1.3463439
I. INTRODUCTION
We consider a thermostatted N-particle classical system
that starts from canonical equilibrium at time t=0, and is
then subject to a constant shear for time t0. Although in
this paper we consider nonequilibrium systems subject to
shearing deformations, other nonequilibrium forces could
also be considered. For such systems, the dissipation func-
tion is the argument of the Evans–Searles fluctuation
theorem,1 the dissipation theorem,2 and the relaxation
theorems.3 Subject to sets of rather simple mathematical con-
ditions, each of these theorems is exact, arbitrarily far from
equilibrium. However, the dissipation function is a function
of both the dynamics and the phase space distribution func-
tion. As time increases from zero, the dynamics is governed
by the same equations of motion but the distribution function
evolves from canonical equilibrium at zero time, through
transient nonequilibrium distributions, toward a fractal4 non-
equilibrium steady state as time increases. We answer the
following question: If the dissipation function is defined with
respect to the time evolving transient N-particle phase space
distribution, how is this covariant dissipation function re-
lated to that same function defined with respect to the initial
equilibrium distribution? In the following we do not assume
that the transient or steady state distributions are close to
equilibrium.
The importance of defining a covariant dissipation func-
tion rests in the following two observations. First, if we de-
fine a covariant dissipation function at some later time, t1, we
know that the associated function will satisfy an exact, non-
asymptotic Evans–Searles fluctuation relation.1 In the limit
t1→, this transient fluctuation relation FR will become an
exact steady state fluctuation relation provided that the sys-
tem evolves to a nonequilibrium steady state.5 Not all con-
stantly driven, thermostatted systems evolve to steady
states. No exact, nonasymptotic, steady state fluctuation re-
lation is presently known for deterministic systems.6 They
are known for stochastic systems.7 As we will see, this non-
asymptotic steady state Evans–Searles fluctuation relation
for deterministic systems will turn out to be nonlocal in time.
Second, since dissipation now appears to be a fundamen-
tally important function in nonequilibrium statistical me-
chanics, it is essential that we understand as many of its
properties as possible. Further, because dissipation is such a
physically important property the covariant dissipation func-
tion must possess some invariant properties even though the
distribution function and therefore its precise definition is
changing. The nature of this invariance is the subject of this
short note.
II. ANALYSIS
If q1 , . . . ,qN ,p1 , . . . ,pN is the phase space vector
of an N-particle classical system obeying the time reversible,
thermostatted, deterministic SLLOD equations of motion for
planar shear flow,4 then the time evolution of the phase space
vector can be formally written in terms of the phase function
Liouville operator iL , ˙¯˙  , ˙ · /¯ as
t1 = expiL,˙t1 , 1
where 0 and ˙ux /y is the fixed strain rate. One
could of course describe other dissipative processes but with-
out loss of generality we concern ourselves with thermostat-
ted shear flow. We then want to continue the trajectory a
further time  so thataElectronic mail: d.bernhardt@griffith.edu.au.
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t1 +  = expiL,˙t1 +  . 2
The explicit form for the Liouville operator for thermostatted
SLLOD dynamics can be found in literature.4 We note that in
the absence of a thermostat, the SLLOD equations give an
exact description of adiabatic shear flow arbitrarily far from
equilibrium.4 The corresponding time dependent distribution
function is
f,t1 +  = exp− iL,˙ + t1f,0 , 3
where iL , ˙ is the distribution function Liouvillean,4
iL,˙¯  d
d
· ˙ ,˙¯ . 4
The presence of the thermostatting terms implies that the
Liouville operator is not Hermitian i.e., L , ˙L , ˙.
The exact equation of motion for the phase space distribution
function is
 f,t1 + 

= − iL,˙exp− iL,˙t1 + f,0




· ˙ ,˙f,t1 +  . 5
We can do the usual operator unrolling and write en-
semble averages of a phase function B in either the
Heisenberg or the Schrodinger representation,4
Bt1 +  =	 dBf,t1 + 
=	 dBexp− iL,˙t1 + f,0
=	 df,0expiL,˙t1 + B
=	 df,0Bt1 +  . 6
Now we have to introduce the K-mapping4 MK,
MKx,y,z,px,py,pz,˙  x,− y,z,− px,py,− pz,˙ . 7
This mapping enables us to construct antitrajectories without
reversing the sign of the strain rate—as would be required in
the usual time reversal mapping. It is easy to see4 that for
thermostatted SLLOD Liouvilleans,
MKiL,˙¯ = − iL,˙MK¯ . 8
It can also be shown that4
MKPxy− s;˙¯ = MKexp− iL,˙sPxy¯
= exp+ iL,˙sMKPxy¯
= − exp+ iL,˙sPxyMK¯ ,
9
because MKpxpy +xFy= −pxpy −xFy, MKPxy =−Pxy where
Pxy is the xy-element of the pressure tensor.
4
The dissipation function is usually defined with respect
to the initial distribution as1
0,0  ln
 f0,0fMK,0 − 	0

dss . 10
The notation t1 , t2 refers to the time integral of the
dissipation function which is defined at t2, and integrated for
a period  starting at point t1. In fact it is so common to
define the dissipation function with respect to the initial dis-
tribution that the second time argument, t2, for the dissipa-
tion function is usually suppressed. For thermostatted
SLLOD dynamics it is easy to see that if the initial distribu-
tion f0 ,0 is canonical1 then,
0,0 =,0 = − ˙PxyV . 11
The factor  is the reciprocal of the kinetic temperature mul-
tiplied by Boltzmann’s constant for isokinetically thermostat-
ted systems or the reciprocal of the Nosé–Hoover target tem-
perature multiplied by Boltzmann’s constant for Nosé–
Hoover thermostatted systems. Pxy is the xy-element of the
pressure tensor and V is the system volume. Thus close to
equilibrium where the condition of local thermodynamic
equilibrium holds, the dissipation function is equal to the
spontaneous entropy production. However, unlike the en-
tropy production, the dissipation function defined in Eq. 10
is well defined arbitrarily far from equilibrium.
We also note that the thermostat is unnatural. However,
it may be removed to a position arbitrarily far from the sys-
tem of interest so the precise details of the thermostatting
mechanism become arbitrarily unimportant to the statistical
mechanics of the realistically modeled nonequilibrium sys-
tem of interest. Without loss of generality for the remainder
of this discussion we will, for simplicity, employ a homoge-
neous thermostat.
Since fMK ,0 fK ,0= f ,0 , ∀, where the
time zero distribution is an equilibrium distribution, we can
apply a K-map to the dissipation theorem expression for the
time dependent phase space distribution function2 f , t ; ˙
= exp−˙V0














dsPxy− s;˙ f,0 . 12
The formal definition of the dissipation function evalu-
ated at a phase vector t1 defined with respect to the time
covariant phase space distribution function f , t1 at time t1,
and integrated for a time , is
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t1,t1  ln
 ft1,t1fMKt1 + ,t1 − 	0

dst1 + s ,
13
with =−3N	 being the usual phase space expansion
factor1 and 	 being the thermostat multiplier for the N ther-
mostatted particles.1 In principle as t1→, t1 , t1 will
satisfy the nonasymptotic steady state Evans–Searles fluctua-
tion theorem.














This is true for all . We now make the substitution
→eiL,˙t1 into Eq. 14 to obtain















ds˙eiL,˙t1−sPxyV feiL,˙t1,0 . 15
Now let →MKeiL,˙t1+. Equation 14 then becomes




















Substituting Eqs. 15–17 into Eq. 13 we compute 0t1 , t1,
0t1,t1 = ln



















054507-3 Covariant dissipation function J. Chem. Phys. 133, 054507 2010
Downloaded 30 Aug 2010 to 150.203.35.38. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions
0t1,t1 =2t10,0 . 19
This equation simply illustrates the point that while at equilibrium f ,0= fMK ,0 away from equilibrium: ft1 , t1
 fMKt1 , t1.
Now we compute the full time integrated, time covariant dissipation function 13 using Eqs. 15–17,
t1,t1 = − 	
0
t1







dst1 + s . 20
Simplifying gives
t1,t1 = − 	
0
t1



















Thus the time covariant dissipation function is related to the
corresponding dissipation function defined with respect to
the initial distribution function by the equation,
t1,t1 =2t1+0,0 , 22
and the dissipation function defined at time t1 and integrated
over the time interval t1 , t1+ is not local in time and is in
fact equal to the dissipation function defined at time 0 but
integrated over the interval 0,2t1+. Furthermore,
t1,t1 =0t1,t1 +2t1,0 . 23
If Pr
Vt1 , t1 is the probability of observing sets of
trajectories inside the phase space volume 
Vt1 centered




























For sufficiently large t1M, where M is the Maxwell re-
laxation time characterizing the relaxation to the steady state,
if the phase space volume 
Vt1 is chosen such that
t1 , t1= 2t1+A
A, then we see that
Prt1,t1 = 2t1 + A
Prt1,t1 = − 2t1 + A
=
Pr2t1+0,0 = 2t1 + A
Pr2t1+0,0 = − 2t1 + A
= expA2t1 +  . 25
Thus in the limit t1→, Eq. 25 becomes an exact steady
state fluctuation theorem for deterministic systems. Like all
fluctuation theorems it is valid arbitrarily far from equilib-
rium. However it is not local in time and contains no new
information beyond that given by the standard Evans–Searles
transient fluctuation relation over the interval 0,2t1+. For
 t1M Eq. 25 gives the asymptotic Evans–Searles





Prt1,0 = A 
A





We have shown that there is no exact steady state
Evans–Searles FR for deterministic systems that is local in
time. The nonlocal limiting steady state FR over the time
interval t1 , t1+, in fact, turns out to be the usual Evans–
Searles transient fluctuation relation evaluated over the sym-
metrically enclosing time interval 0,2t1+. This same con-
struction has been used in our recent derivation of the
Evans–Searles steady state Fluctuation Theorem.5 Equation
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25 as a limiting steady state FR is in fact the same as the
transient FR for the symmetrically enclosing time interval




= f2t1 + ,2t1 + 








and if we choose 
Vt1 , t1 to be that set of trajectories for
which 0
2t1dsPxys˙V=2AdAt1, then we see that
provided trajectories are microscopically time reversible over
times 2t1,
Pr0t1,t1 = 2t1A
Pr0t1,t1 = − 2t1A
=
Pr02t1dsPxys˙V = 2At1
Pr02t1dsPxys˙V = − 2At1
= exp2At1 , 28
which again is just the standard Evans–Searles transient fluc-
tuation relation evaluated for the interval 0,2t1.
Lastly we should comment that although we have dis-
cussed how the covariant dissipation function evolves as sys-
tems are driven away from equilibrium, we can apply the
same ideas to relaxation, free of dissipative fields, toward
equilibrium.3 Again the covariant dissipation function will
take the form of that dissipation function defined from the
initial distribution, but it will be nonlocal in time as de-
scribed in this paper.
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