Finding interesting patterns from data is one of the most important problems in data mining and it has been studied actively for more than a decade. However, it is still largely open problem which patterns are interesting and which are not.
Introduction
Finding interesting patterns from data is one of the most fundamental problems in data mining [28, 48] . The pattern discovery task can be formulated more precisely as follows:
Problem 1 (pattern discovery). Given a class P of patterns and an interestingness predicate q : P → {0, 1} for the pattern class, find the collection P q = {p ∈ P : q(p) = 1} E-mail address: taneli.mielikainen@cs.helsinki.fi. of interesting patterns in P with respect to q. Its complement Pq = P\P q is called the collection of uninteresting patterns in P with respect to q.
Thus, the pattern discovery problem, as defined above, consists of only two parts: the collection P of possibly interesting patterns and the interestingness predicate q.
The pattern collection P comprises a priori assumptions which patterns could be of interest. The collection is usually not represented explicitly since its cardinality can be very large, sometimes even infinite. (For example, a pattern collections consisting of all regular expressions on any non-empty alphabet is infinite.)
The interestingness predicate q reflects more careful conceptions about the interestingness of the patterns and it can be evaluated for any pattern in P. For example, the predicate might be evaluated for some particular pattern by consulting an expert. The predicate is often based on data but the data is not always available for the user of the interestingness predicate. Furthermore, it is not necessary to have uniform algorithms for evaluating the interestingness predicate. For our purposes, the predicate can be assumed to be an oracle.
Defining a reasonable interestingness predicate is usually a very difficult task as the interestingness predicate should capture most truly interesting patterns and only few uninteresting ones. Due to these difficulties, a relaxation of an interestingness predicate, an interestingness measure
expressing the value (p) of the interestingness for each pattern p ∈ P (i.e., the quality value of p) is often used instead of an interestingness predicate. Many kinds of interestingness measures have been studied in the pattern discovery literature; see, e.g., [58] .
There are many reasons why interestingness measures are favored over interestingness predicates. An important reason is that it is often easier to suggest some degrees of interestingness for the patterns in the given collection than to partition the patterns into the groups of strictly interesting and uninteresting patterns. In fact, using an interestingness measure instead of an interestingness predicate partially postpones the difficulty of fixing a suitable interestingness predicate, since an interestingness measure implicitly determines an infinite number of interestingness predicates:
The most prominent example of pattern discovery task using interestingness measures is discovering frequent itemsets from transaction databases [1, 2, 48] .
Many kinds of data can be viewed as transaction databases and various data mining tasks arising in document analysis, web mining, computational biology, software engineering and so on can be modeled as frequent itemset mining.
There are many methods for mining frequent itemsets that are very efficient in practice, see [2, 5, 23, 27, 66] . Furthermore, many frequent itemset mining techniques have been adapted to other patterns such as sequences [60, 67] , episodes [12, 26, 50] , trees [63, 68] , graphs [34, 44, 61, 65] and queries [17, 22, 47] .
The itemsets that are frequent in the transaction database D are summaries of D but they can be considered also as a side product of finding association rules. (Frequent association rules can be obtained efficiently from frequent itemsets by a straightforward algorithm [1] . Because of that, most of the research has been focusing on frequent itemset mining.) Nevertheless, using interestingness measures instead of interestingness predicates does not solve the main problems with predicates: It is a highly non-trivial task to define an (anti-monotone) interestingness measure such that there is a minimum threshold value capturing almost all truly interesting and only few uninteresting patterns in the collection. One way to augment the interestingness measure is to define additional constraints for the patterns. The use of constraints is a very important research topic in pattern discovery but the research has been concentrated mostly on structural constraints on the patterns and pattern collections [4, 6, 16, 21, 39, 45, 52, 57] . Typical examples of structural constraints for patterns are constraints for items and itemsets: an interesting itemset can be required or forbidden to contain certain items or itemsets. Other typical constraints for pattern collections are monotone and anti-monotone constraints such as minimum and maximum frequency thresholds, or minimum and maximum cardinality constraints for the itemsets.
Definition 4 (association rules
)
Example 5 (constraints in itemset mining).
Let the set I of items be products sold in a grocery store. The transaction database D could then consist of transactions corresponding to purchases of customers that have bought something from the shop at least three times. As a constrained itemset mining task, we could be interested to find itemsets that (1) do not contain garlic, (2) consist of at least seven products, (3) contain at least two vegetables or bread and sour milk, and (4) cost at most ten euros.
These constraints attempt to characterize global travelers that are likely to become low-profit regular customers.
The first and the third constraint are examples of constraints to items or itemsets. The second and the fourth constraints are examples of anti-monotone and monotone constraints, respectively.
Clearly, all constraints could be expressed as boolean combinations of item constraints since that is sufficient to define any subcollection of 2 I and all constraints define a subcollection of 2 I . However, this would not be very intuitive and also it would be computationally more demanding to find all satisfying truth assignments (corresponding to the itemsets satisfying the constraint) for an arbitrary boolean formula.
In this paper, we propose a complementary approach to further restrict and sharpen the collection of interesting patterns. The approach is based on simplifying the quality values of the patterns and it can be seen as a natural generalization of characterizing the interesting patterns by a minimum quality value threshold for the quality values of the patterns. The quality value simplifications can be adapted easily to pattern classes of various kind since they depend only on the quality values of the interesting patterns and not on the structural properties of the patterns. Simplifying the quality values is suitable for interactive pattern discovery as a post-processing of a pattern collection containing the potentially interesting ones. For example, in the case of itemsets, the collection of potentially interesting patterns usually consists of the -frequent itemsets for the smallest possible minimum frequency threshold such that the frequent itemset mining is still feasible in practice.
In addition to making the collection more understandable in general, the simplifications of the quality values can be used to reduce the number of interesting patterns by discretizing the quality values and removing the patterns whose discretized quality values can be deduced (approximatively) from the quality values of the patterns that are not removed. Although there might be more powerful ways to condense the collection of interesting patterns, the great virtue of discretization is its conceptual simplicity: it is relatively understandable how the discretization simplifies the structure of the quality values in the collection of interesting patterns.
The paper is organized as follows. In Section 2, we describe the general idea of simplifying quality values. In Section 3, we consider a special case of simplifications, namely discretizations of the quality values. We derive worst-case bounds for the errors of accuracies of association rules computed using discretized frequencies with certain maximum error guarantees and give efficient algorithms for discretizing quality values optimally with respect to several loss functions. In Section 4, we illustrate how discretizations can be used to reduce the number of patterns needed to represent the quality values of all -interesting patterns without exceeding a given error and show experimentally that discretizations can reduce considerably the number of itemsets needed to represent the frequencies of -frequent itemsets. Section 5 is a short conclusion.
For brevity, but without loss of generality, we consider frequencies instead of arbitrary quality values.
Frequency-based views
A simplification of frequencies is a mapping : [0, 1] → I , where I is a collection of non-overlapping intervals covering the interval [0, 1], i.e.,
such that ∪I = [0, 1] and i ∩ j = ∅ for all i, j ∈ I . (In the rest of the paper, we often omit the brackets from singleton intervals, i.e., we write x instead of {x} = [x].) Example 6 (frequent patterns). The collection F( , D) of -frequent patterns can be defined using frequency simplifications as follows:
otherwise.
There are several immediate applications of frequency simplifications. They can be used, for example, to focus on some particular frequency-based property of the pattern class.
Example 7 (focusing on some frequencies). First, Example 6 is an example of focusing on some frequencies.
As a second example, the data analyst might be interested only in very frequent (e.g., the frequency is at least 1 − ) and very infrequent (e.g., the frequency is at most ) patterns. Then the patterns in the interval ( , 1 − ) can be neglected or their frequencies can be mapped all to interval ( , 1 − ). Thus, the corresponding frequency simplification would be the mapping
As a third example, let us consider association rules. The data analyst might be interested in the rules with accuracy close to 1/2 (e.g., within some positive constant ), i.e., the association rules p ⇒ p with no predictive power. Thus, in that case the frequency simplification (acc(p , D)) of the association rule p ⇒ p is
Frequency simplifications are useful also in condensing the collection of frequent patterns. For an example of this, see Section 4. Other potential applications are speeding up the pattern discovery algorithms, hiding confidential information about the data from the pattern users, correcting or indicating errors in data and in frequent patterns, and examining the stability of the collection of frequent patterns.
Although the frequency simplifications in general may require a considerable amount of interaction, defining simple mappings from the unit interval [0, 1] to its subintervals and applying the simplification in pattern discovery is often more tractable than defining complex structural constraints with respect to definability and computational complexity. Here are some examples of simple mappings:
• Points in a subinterval of [0, 1] can be replaced by the subinterval itself.
• The points can be discretized by a given discretization function.
• Affine transformations, logarithms and other mappings can be applied to the points.
Note that the simplification does not have to be applicable to all points in [0, 1] but only to the finite number of different frequencies fr(p, D) of the patterns in F( , D) at hand.
The frequency simplifications have clearly certain limitations as they focus just on frequencies neglecting the structural aspects of the patterns and the pattern collection (although the structure of the pattern collection can be taken into account indirectly when defining the simplification). For example, sometimes interesting and uninteresting patterns can have the same frequency. Nevertheless, the frequency simplifications can be useful in constrained pattern discovery as a complementary approach to structural constraints. Furthermore, the simplifications could be used to aid in the search for advantageous constraints by revealing properties that cannot be expressed by the frequencies.
Discretizing frequencies
Discretization is an important special case of simplifying frequencies. In general, discretizations are used especially for two purposes: reducing noise and decreasing the size of the representation. As an example of these, let us look at k-means clusterings.
This objective can be interpreted as trying to find the centers of k Gaussian distributions that would be the most likely to generate the point set P. Thus, each point in P can be considered as a cluster center plus some Gaussian noise. The approximate representation of the set P by the set O of cluster centers is clearly smaller than the original point set P. Furthermore, if the centers of the Gaussian distributions are far enough from each other, then the points in P can be encoded in smaller space by expressing for each point p ∈ P the cluster o ∈ O where it belongs and the vector p − o.
Note that in practice, the k-means clusterings are not always correct ones, even if the assumption of k Gaussian distributions generating the set P is true, because the standard algorithm used for k-means clustering (known as the k-means algorithm) is a greedy heuristic. Furthermore, even if it were known to which cluster each of the points in P belongs to, the points in each cluster rarely provide the correct estimate for the cluster center. (For more details on k-means clustering, see e.g. [31] [32] [33] 38, 42] .)
A discretization of frequencies can be defined as follows: One often very important requirement for a good discretization function is that it should not introduce much error, i.e., the discretized values should not differ too much from the original values. In the next subsections we prove data independent bounds for the errors in accuracies of association rules with respect to certain discretization functions of frequencies and give algorithms to minimize the empirical loss of several loss functions.
To simplify the considerations, the frequencies of the patterns are assumed to be non-zero for the rest of the paper.
Loss functions for discretization
The loss functions considered in this section are absolute error and approximation ratio. The absolute error for a point x ∈ (0, 1] with respect to a discretization function is
and the maximum absolute error with respect to a discretization function for a finite set P ⊂ (0, 1] of points is
In addition to the absolute error, also the relative error, i.e., the approximation ratio is often used to evaluate quality of the approximation. The approximation ratio for a point
and the maximum approximation ratio interval with respect to a discretization function for a finite set
Let (x, ) denote the loss of a point x ∈ P with respect to a given discretization function . Sometimes the most appropriate error for a point set is not the maximum error max x∈P (x, ) but a weighted sum of the errors of individual points. If the weight function is w : P → R then the weighted sum of errors is
In the next few subsections we derive efficient algorithms for minimizing these loss functions defined by Eqs. (1)- (3).
Data independent discretization
In this subsection we show that the discretization functions
and
are worst-case optimal discretization functions with respect to the maximum absolute error and the maximum approximation ratio, respectively. Furthermore, we bound the maximum absolute error and the intervals for approximation ratios for the approximation computed using the discretized frequencies. Let us first study the optimality of the discretization functions. The discretization function a is optimal in the following sense:
Furthermore, for any other discretization function with less discretization points, a (x, ) > for some point
Proof. For any point x ∈ (0, 1], the absolute error a (x, a ) with respect to the discretization function a is at most since
Any discretization can be considered as a covering of the interval (0, 1]. Each discretization point can cover an interval of length at most 2 when the maximum absolute error is allowed to be at most . Thus, at least 1/(2 ) discretization points are needed to cover the whole interval (0, 1]. The discretization function a uses exactly that number of discretization points.
It can be observed from the proof of Theorem 11 that some maximum error bounds are unnecessary high. Thus, the maximum absolute error bound can be decreased without increasing the number of discretization points. without increasing the number of discretization points when discretizing by the function a .
The worst-case optimality of the discretization function r can be shown as follows:
Furthermore, for any other discretization function with less discretization points in the interval
holds for all x 0 and we can write
Thus,
The discretization function r is worst-case optimal for any interval
with maximally long intervals.
Furthermore, the discretization function with the maximum absolute and the maximum relative approximation error guarantees gives guarantees for the maximum relative and the maximum absolute errors, respectively, as follows:
Theorem 14. A discretization function with the maximum absolute error guarantees that a discretization of a x ∈ (0, 1] has the relative error in the interval
Proof. By definition, the minimum and the maximum discretization errors of a discretization function with the maximum absolute error at most are 
Proof. The discretization (x) of x with the maximum relative error in the interval
. Thus, the maximum absolute error is
An important use of frequent patterns is to discover accurate association rules. Thus, it would be very useful to be able to bound the errors in the accuracies of the association rules. For simplicity, we consider association rules over itemsets although all following results hold for any pattern collections and quality values.
Let us first study how well the maximum absolute error guarantees for frequency discretizations transfer to the maximum absolute error guarantees for the accuracies of association rules.
Theorem 16. Let be a discretization function with the maximum absolute error . The maximum absolute error of the accuracy of the association rule X ⇒ Y when the frequencies fr(X ∪ Y, D) and fr(X, D) are discretized by is at most
.
Proof. By definition, a discretization function preserves the order of points in the discretizations. Because fr(X
). Since the correct accuracies are always in the interval [0, 1], the maximum absolute error is at most 1. The two extreme cases are
In the first case, the worst case absolute error is at most
In the second case, the absolute error in worst case is at most
Thus, the second case is larger and gives the upper bound.
Note that in the worst case the maximum absolute error can indeed be 1 as shown by the following example:
Example 17 (the tightness of the bound for a and any > 0). Let
If the maximum absolute error for the frequency discretization function is bounded, also the maximum relative error of the accuracies of the association rules computed from discretized and original frequencies can bounded as follows:
Theorem 18. Let be a discretization function with maximum absolute error . The approximation ratio in the accuracy of the association rule X ⇒ Y , when the frequencies fr(X ∪ Y, D) and fr(X, D) are discretized using the function , is in the interval
Proof. The smallest approximation ratio is obtained when fr(X
Then the approximation ratio is at most
Note that in that inequality, we assume that
because, by Definition 9, all discretized values are non-negative. Hence, we get the claimed lower bound.
By the definition of the approximation ratio, the upper bound is obtained when , D) ). Then the approximation ratio is 
is minimized by choosing k = 1. Thus, the lower bound for the relative error is 1/3. The relative error cannot be bounded above since the frequencies fr(X,
The relative errors for the accuracies of the association rules can be bounded much better when discretizing by the discretization function having the approximation ratio guarantees instead of the maximum absolute error guarantees.
Theorem 20. Let be a discretization function with the approximation ratio between (1 − ) and (1 − ) −1 . The approximation ratio in the accuracy of the association rule X ⇒ Y when the frequencies fr(X ∪ Y, D) and fr(X, D) are discretized by is in the interval
Proof. By choosing
we get
By choosing
It is easy to see that these are the worst case instances.
Note that these bounds are tight also for the discretization function r . The discretization functions with the maximum absolute error guarantees give also some guarantees for the approximation ratios of accuracies: 
Proof. There are two extreme cases. First, the frequencies fr(X, D) and fr(X ∪ Y, D) can be almost equal but be discretized as far as possible from each other, i.e.,
The maximum value is achieved by setting fr(X ∪ Y, D) = fr(X, D) − with an arbitrary small > 0. In the second case, the frequencies fr(X, D) and fr(X ∪ Y, D) are discretized to have the same value although they are as apart from each other as possible. That is,
. Thus, the maximum absolute error is again at most
In this subsection we have seen that data independent discretization of frequencies with approximation guarantees can provide approximation guarantees also for the accuracies of the association rules computed from the discretized frequencies without any a priori information about the frequencies (especially when the frequencies are discretized using a discretization function with the maximum approximation ratio guarantees).
Data-dependent discretization
In practice, taking the actual data into account usually improves the performance of the approximation methods. Thus, it is natural to consider also data dependent discretization techniques. The problem of discretizing frequencies by taking the actual frequencies into account can be formulated as a computational problem as follows:
Problem 22 (frequency discretization). Given a finite subset P of (0, 1], a maximum error threshold and a loss function , find a discretization for P such that | (P )| is minimized and the error (P , ) is at most .
Example 23 (frequency discretization).
Let the set P ⊂ (0, 1] consist of points 1/10, 3/10, 7/10 and 9/10, let the maximum error threshold be 1/10, and let the loss function be the maximum absolute error (Eq. (1)).
Then the discretization function with the smallest number of discretization points and the maximum absolute error at most is the mapping
If = 1/9 instead, then there are several mappings with the maximum absolute error at most and two discretization points. Namely, all mappings Note that some variants of the discretization problem are closely related to density estimation. For example, if the loss function is the sum of squares, the best discretization with k discretization points is the maximum likelihood estimate for the expectations of k Gaussian distributions with the same variance describing the data [20, 36] . Especially, estimating the density by piecewise constant functions, i.e., histograms, is closely related to discretization; see e.g. [35] . A histogram of a point set P ⊆ [0, 1] is a partition of the interval [0, 1] together with the counts of the points in each interval, that minimizes a certain loss function depending on the intervals and the point set. Although, constructing optimal histograms and discretizations sometimes coincide, an important difference between them is the fact that discretizations concern only a (finite) subset P of the interval [0, 1] whereas histogram determines a discretization to the whole interval.
In this subsection we derive sub-quadratic algorithms for the maximum absolute error and polynomial-time solutions for also many other classes of loss functions.
Maximum absolute error
A discretization of a point set P ⊆ (0, 1] without exceeding the maximum absolute error can be interpreted as an interval cover of the point set P with intervals of length 2 , i.e., a collection of length-2 sub-intervals of [0, 1] that cover all points in P.
A simple solution for the frequency discretization problem with the loss function being the maximum absolute error is to repeatedly choose the minimum uncovered point d ∈ P and discretize all the previously uncovered points of P in the interval [d, d + 2 ] to the value d + . This is described as Algorithm 1.
Algorithm 1.
A straightforward algorithm for discretization with respect to the maximum absolute error. function INTERVAL-COVER(P , ) 2:
While P = ∅ do 3:
for all x ∈ I do 6:
end for 8:
end while 10: return 11: end function Theorem 24. Algorithm 1 finds a discretization function such that the error a (P , ) is at most and for all discretizations with a smaller number of discretization points than | (P )| the error a (P , ) is greater than .
Proof.
The maximum absolute error is at most since all points are covered by intervals of length 2 and the distance to the center of any covering interval is at most .
To see that a smaller number of discretization points would have a larger error, let x 1 , . . . , x m be the discretization points of the discretization found by Algorithm 1 for the point set P. By construction, there is a point x i − ∈ P for each 1 i m. Furthermore, |x i − x j | 2 for all discretization points x i and x j of such that 1 i < j m, since otherwise the point x j − ∈ P is contained in the interval [x i − , x i + ] or the point x i − ∈ P is contained in the interval [x j − , x j + ]. Thus, no two points x i − , x j − ∈ P such that 1 i < j m can share the same discretization point x k where 1 k m. In the special case of being a constant, the time complexity of the algorithm is linear in |P | because each iteration takes at most time O(|P |) and there can be at most constant number of iterations: At each iteration, except possibly the last one, at least length 2 subinterval of [0, 1] is covered. Thus, the number of iterations can be bounded above by 1/(2 ) = O(1) and the total time needed is O(|P |).
The worst-case time complexity of the algorithm can be reduced to O(|P | log |P |) by constructing a heap for the point set P. A minimum element in the heap can be found in constant time and insertions and deletions to the heap can be done in time logarithmic in |P | [40] .
The time complexity O(|P | log |P |) is not optimal, especially if some preprocessing of the point set P is allowed. For example, if the set P is represented as a sorted array, i.e., an array P such that P [i] P [j ] for all 1 i < j |P |, then the problem can be solved in linear time in |P | by Algorithm 2.
Algorithm 2.
A linear-time algorithm for discretizing a sorted point set with respect to maximum absolute error.
Input: A finite set P ⊂ [0, 1] as an array in ascending order and a real value ∈ [0, 1]. Output: A discretization function with a (P , ) . 1: function PREFIX-COVER(P , ) 2:
end if 6:
The efficiency of Algorithm 2 depends crucially on the efficiency of sorting. In the worst-case sorting real-valued points takes time O(|P | log |P |), but sometimes, for example, when the points are almost in order, the points can be sorted much faster. For example, the frequent itemset mining algorithm APRIORI [2] finds the frequent itemsets in partially descending order in their frequencies. Note that also the generalization of the algorithm APRIORI, the levelwise algorithm (see [49] ) can easily be implemented in such a way that it outputs frequent patterns in descending order in frequencies.
However, it is possible to find in time O(|P |) a discretization function with the maximum absolute error at most and the minimum number of discretization points, even if the points in P are not in ordered in some specific way in advance. This can be done by first discretizing the frequencies without looking at the actual frequencies and then repairing the discretization. The high-level idea of the algorithm is as follows: The algorithm can be implemented to run in linear time in |P |: The discretization into the bins can be computed in time O(|P |) using a hash table for the set B [40] . A minimal non-empty bin can be found in amortized constant time by processing the consecutive runs of non-empty bins consecutively. function BIN-COVER(P , ) 2:
for all x ∈ P do 3:
i ← x/(2 ) 4:
for
all B[i] ∈ B, B[i] = ∅ do 7:
while i > 0 and
end while 11:
while
for all x ∈ I do 14: end function
If the points in P are given in an arbitrary order, then Algorithm 3 is asymptotically optimal for minimizing the number of discretization points with respect to the given maximum absolute discretization error threshold as shown by Theorem 26.
Theorem 26. No (deterministic) algorithm can find a discretization with the minimum number of discretization points without inspecting all points in
Proof of Theorem 26. Let P consist of points in the interval (0, ) and possibly the point 1. Furthermore, let the points examined by the algorithm be in the interval (0, ). Based on that information, the algorithm cannot decide for sure whether or not the point 1 is in P.
If the set P is given in ascending or descending order, however, then it is possible to find a set (P ) of discretization points of minimum cardinality among those that determine discretization with the maximum absolute error at most , in time O(| (P )| log |P |); see Algorithm 4. Although (P ) is only an implicit representation of the discretization function : P → (P ), the discretization of any point x ∈ P can be found in time O(log | (P )|) if the set (P ) is represented, e.g., as a sorted array.
Algorithm 4.
A sublinear-time algorithm for discretization a sorted point set with respect to maximum absolute error.
Input: A finite set P ⊆ [0, 1] as an array in ascending order and a real value ∈ [0, 1]. Output: A discretization points (P ) with a (P , ) .
1: function LOG-COVER(P , ) 2:
i ← 1 3:
while j > i + 1 do 8: Note that the proposed techniques for discretizing with respect to the maximum absolute error guarantees (i.e., Algorithms 1, 2, 3 and 4) generalize to maximum error functions that are strictly increasing transformations of the maximum absolute error function. Furthermore, the algorithms can be modified to minimize the maximum absolute error instead of the number of discretization points by a simple application of binary search.
Weighted sums of errors
Sometimes it would be more natural to valuate the quality of discretizations using a weighted sum
of errors (x, ) instead of the maximum error max x∈P (x, ) . In that case, the algorithms described previously in this paper do not find the optimal solutions. Fortunately, the problem can be solved optimally in time polynomial in |P | by dynamic programming; see e.g. [20, 36] .
To describe the solution, we have to first define some notation. Let the point set P be represented as an array in ascending order, i.e., P [i] P [j ] for all 1 i < j |P |, and let P [i, j ] denote the subarray P [i] . . . P [j ] . The best discretization point to represent the array P [i, j ] is denoted by i,j and its error by ε i,j . The loss of the best discretization P [1, i] with k discretization points with respect to the minimum sum of errors is denoted by k i and the k − 1th discretization point in that discretization is denoted by k i .
The optimal error of P [1, i] for k discretization points can be defined by the following recursive formula:
The optimal sum-of-errors discretization by dynamic programming can be divided into two subtasks:
(1) Compute the matrices of discretization points and ε of their errors: i,j is the discretization point for the subset P [i, j ] and ε i,j is its error. (2) Find the optimal discretizations for P [1, i] with k discretization points for all 1 k i |P | from the matrices and ε using dynamic programming.
The optimal discretization function for P can be found from any matrix ε ∈ R |P |×|P | of errors and any matrix ∈ R |P |×|P | of discretization points (although not all matrices ε and make sense nor are they computable). For example, the matrices can be given by an expert.
Simple examples of error and discretization point matrices computable in polynomial time in |P | are the matrices ε and for the weighted sum of absolute errors. They can be computed in time O(|P | for i = 1, . . . , |P | do 3:
end for 9: end for 10: end for 11:
return ε,
12: end function
The discretization points i,j and the errors ε i,j of P [i, j ] for all 1 i j |P | can already be informative summaries of the set P. Besides of that, it is possible to extract from the matrices ε and the matrices and corresponding the partial sums of errors and the discretizations byAlgorithm 6. (The matrices and determine the optimal discretizations for each number of discretization points and each prefix P [1, i] of P.) Algorithm 6. An algorithm to compute matrices and from P, ε and . end function
Input
The time complexity of Algorithm 6 is O (|P | 3 ) . The time consumption can be reduced to O(k|P | 2 ) if we are interested only on discretizations with at most k discretization points. Furthermore, the method can be adapted to other kinds of loss functions, too. For some loss function the dynamic programming can be implemented with asymptotically better efficiency guarantees [18, 36] . There are several ways to speed up the search in practice. For example, it is not necessary to compute the parts of the matrices that are detected not to be in the best solutions.
Although the matrices and contain the information about the optimal discretizations of all prefixes of P for each number of discretization points, the actual goal usually is to extract the optimal discretizations from these matrices.
The optimal discretizations of k discretization points can be found in time O(|P |) by Algorithm 7. It can be adapted to find discretization with minimum number of discretization points and the error less than in time linear in |P |.
Algorithm 7.
An algorithm to extract the best discretization of k discretization points from the matrices and .
Input:
A finite set P ⊂ [0, 1], matrices , and , and an integer k ∈ {1, . . . , |P |}. Output: The discretization of k discretization points with the smallest error
6: end for 7:
i ← l i 8: end for 9: return 10: end function Note that if it is sufficient to obtain just the set (P ) of k discretization points, then the task can be conducted in time O(k) by Algorithm 8.
Algorithm 8.
An algorithm to extract the best k discretization points from the matrices and .
Input:
A finite set P ⊂ [0, 1], matrices , and , and an integer k ∈ {1, |P |}. Output: The set (P ) of k discretization points with points with the smallest error
i ← l i 8: end for 9:
return (P ) 10:
end function
Instead of finding the best discretization with a certain number of discretization points, one could search for a hierarchical discretization suggesting good discretization of k discretization points for all values of k.
Example 27 (hierarchical discretizations). Let the point set P consist of the points 0.1, 0.2, 0.5, 0.6, 0.9, and 1.0. Let us consider hierarchical discretizations with respect to maximum absolute error. Two standard approaches to define hierarchical clusterings are divisive (or top-down) and agglomerative (or bottom-up) clusterings.
Divisive hierarchical clustering starts from the whole point set and recursively divides it in such a way that the division always improves the solution as much as possible. For example, the divisive clustering of P would be the following:
• The first level of the clustering consists of only one cluster, namely the set {0.1, 0.2, 0.5, 0.6, 0.9, 1.0}.
• The maximum absolute error is decreased as much as possible by splitting the set into two parts {0.1, 0.2, 0.5} and {0.6, 0.9, 1.0}.
• In the third level no split improves the maximum absolute error. However, splitting {0.1, 0.2, 0.5} to {0.1, 0.2} and {0.5}, or splitting {0.6, 0.9, 1.0} to {0.6} and {0.9, 1.0} decreases most the maximum absolute error of one of the clusters with the maximum absolute error.
• The fourth level consists of the clusters {0.1, 0.2}, {0.5}, {0.6}, and {0.9, 1.0}.
• In the fifth level we have again two equally good splitting possibilities: {0.1, 0.2} to {0.1} and {0.2}, or {0.9, 1.0} to {0.9} and {1.0}.
• The last level consists of singletons {0.1}, {0.2}, {0.5}, {0.6}, {0.9}, and {1.0}.
Agglomerative hierarchical clustering starts from the singletons and merges the clusters by minimizing the error introduced by the merges. Thus, the agglomerative clustering of would be the following: First level consists of singletons {0.1}, {0.2}, {0.5}, {0.6}, {0.9}, and {1.0}. In the next three level 0.1 and 0.2, 0.5 and 0.6, and 0.9 and 1.0 are merged in some order. Thus, the level four consists of clusters {0.1, 0.2}, {0.5, 0.6}, and {0.9, 1.0}. In the level five either {0.1, 0.2} is merged with {0.5, 0.6}, or {0.5, 0.6} is merged with {0.9, 1.0}. The last level consists of the set P.
It depends on the actual use of the discretized values which one of these two approaches to hierarchical clustering is better.
In addition to standard divisive and agglomerative hierarchical discretizations, it is possible to find hierarchical discretizations that are optimal with respect to a given permutation : {1, . . . , |P |} → {1, . . . , |P |} in the following sense: The discretization with (1) discretization points has the minimum error among all discretizations with (1) discretization points. The discretization with (2) discretization points is the one that has the minimum error among all discretizations compatible with the discretization with (1) discretization points. In general, the discretization with (i) discretization points has the minimum error among the discretizations with (i) discretization points that are compatible with the chosen discretizations with (1), (2) , . . . , (i − 1) discretization points.
The time complexity of the straightforward dynamic programming implementation of this idea by modifying Algorithm 6 is O (|P | 4 ) . Furthermore, for certain loss functions it is possible to construct hierarchical discretizations that are close to optimal for all values of the number of discretization points simultaneously [14] .
The discretizations could be applied to association rules instead of frequent patterns. In that case, there are two values to discretize for each association rule: the frequency and the accuracy of the rule. This can be generalized for patterns with d-dimensional vectors of quality values. The problem is equivalent to clustering, and thus in general, the problem is NP-hard but many known approximation algorithms for clustering can be applied [3, 15, 19, 37, 42] 
Condensation by discretization
A major problem in pattern discovery is that the collection of patterns that describe the relevant aspects of the data well can be very large. Thus, in addition to capturing most of the interesting patterns and only few uninteresting ones, it is important to be able to describe the relevant patterns concisely and accurately enough.
Frequency simplifications can be used to reach for that goal. Namely, discretization of frequencies can be used to simplify the collections of frequent patterns. The high-level schema is the following:
(1) Discretize the frequencies of the frequent patterns.
(2) Find a condensed representation for the pattern collection with the discretized frequencies.
The idea in condensed representations of pattern collections is to remove redundant patterns from the collections, i.e., to keep only the irredundant ones. (Redundancy is determined using some rules, e.g., assuming that the frequency of the pattern is equal to the minimum of the frequencies of its subpatterns.)
The condensed representations of frequent patterns, especially the condensed representations of frequent itemsets, have studied actively and several condensed representations, such as maximal itemsets [25] , closed itemsets [55] , free itemsets [8] , disjunction-free itemsets [9] , disjunction-free generators [41] , k-free itemsets [11] non-derivable itemsets [10] , condensed pattern bases [56] , pattern orderings [54] and pattern chains [51] , have been proposed. Furthermore, most condensed representations of itemset collections are readily applicable to several other collections of interesting patterns. In this paper, we need the definitions of only closed and maximal patterns.
Definition 28 (maximal and closed -frequent patterns).
As an example of condensation by discretization, the collection of closed frequent itemsets can be approximated by the closed frequent itemsets with respect to discretized frequencies. Note that if the original transaction database is available, then a slightly similar approach to condense the collection of frequent itemsets is to take a random sample of the transactions and compute closed frequent itemsets in the sample. This reduces the number of closed itemsets but still results relatively good approximation for the frequencies of the frequent itemsets [53, 59] .
A major advantage of computing the closed frequent itemsets in a sample of transactions is that computing the closed frequent itemsets is potentially much faster than computing first the collection of (closed) itemsets in the original data and discretizing the frequencies. Disadvantages of this sampling approach are that the outcome of the closed itemset mining from the sample is also a random variable depending on the sample and the quality of the approximation provided by the closed frequent itemsets in the sample is at most as good as the quality of the optimal approximation provided by the optimal discretization of the collection. The columns are the number of courses that are more popular than the course corresponding to the row, the number of students that have passed the course, the official course code and the name of the course, respectively.
Of course, the sampling and discretization could be used in conjunction, by first taking a relatively large sample of transactions for obtaining the closed frequent itemsets efficiently and then discretizing the frequencies of the closed frequent itemsets in the sample. This should provide the computational efficiency and the approximation quality in between of sampling and discretizing. We focus, however, solely on discretizations. The number of all, closed, and maximal 0.20-frequent itemsets in the course completion database are 2419, 2136, and 253, respectively. The 21 most popular courses in the database are shown in Table 1 .
If the supports are discretized with the maximum absolute error 2 (that is less than 0.01 percent of the number of transactions in the database), then the number of closed itemsets with respect to the discretized supports is only 567, i.e., less than 24 percent of |FC( , D)|.
In some parts of the itemset collection FC( , D) the reduction in the number of the closed itemsets can be even greater than the average. For example, there are eight subsets of the itemset X = {3, 5, 7, 13, 14, 15, 20} than are closed with respect to exact supports but have the same discretized support as X. These itemsets are shown in Table 2 .
The number of discretization points determines the quality of the approximation: On one extreme-a discretization with only one discretization point-the frequent itemsets that are closed with respect to the discretized frequencies correspond to maximal itemsets. When the number of discretization points increases, also the number of closed frequent itemsets increases, the other extreme case being the collection of frequent closed itemsets without any discretization.
If the condensed representation depends on testing whether the frequencies of the patterns are equal (such condensed representations are, for example, the closed and the free patterns), then the number of discretization points can be used as an estimate the effectiveness of the discretization. In addition to simplifying the collections of frequent patterns, discretization can be used to make the discovery of some patterns more efficient.
We evaluated the condensation abilities of discretizations using two data sets from UCI KDD Repository (http://kdd.ics.uci.edu/): Internet Usage data consisting of 10,104 transactions and 10,674 items, and IPUMS Census data consisting of 88,443 transactions and 39,954 items. The columns of the table are the maximum absolute error allowed, the number of -frequent itemsets that are closed with respect to frequencies discretized using Eq. (4) and the number of -frequent itemsets that are closed with respect to frequencies discretized using Algorithm 2.
First we discretized the frequencies of the frequent itemsets in the Internet Usage and IPUMS Census databases and then computed which of the frequent itemsets are closed also with respect to the discretized frequencies. (In these experiments, we omitted the empty itemset from the itemset collections since its frequency is always 1.)
In the first series of experiments we were interested whether data-dependent discretizations yield to smaller collections of closed itemsets than their data independent counterparts. We discretized the frequencies using discretization function a (Eq. (4)) and the algorithm PREFIX-COVER (Algorithm 2) with different maximum absolute error thresholds and removed the itemsets that were not closed with respect to the discretized frequencies.
The results for Internet Usage database with minimum frequency threshold 0.05 are shown in Table 3 . The number of the 0.05-frequent itemsets, the number of the closed 0.05-frequent itemsets and the number of the maximal 0.05-frequent itemsets in Internet Usage database are 143,391, 141,568, and 23,441, respectively.
The results for IPUMS Census database with minimum frequency threshold 0.2 are shown in Table 4 . The number of the 0.2-frequent itemsets, the number of the closed 0.2-frequent itemsets and the number of the maximal 0.2-frequent itemsets in IPUMS Census database are 86,879, 6689, and 578, respectively.
Clearly, the number of closed -frequent itemsets is an upper bound and the number of maximal -frequent itemsets is a lower bound for the number of frequent itemsets that are closed with respect to the discretized frequencies. The maximum absolute error is minimized in the case of just one discretization point by choosing its value to be the average of the maximum and the minimum frequencies. The maximum absolute error for the best discretization with only one discretization point for the 0.05-frequent itemsets in the Internet Usage database is 0.4261. This is due to the fact that the highest frequency in the collection of the 0.05-frequent itemsets in the Internet Usage database (excluding the empty itemset) is 0.9022. The maximum absolute error for the best discretization with one discretization point for the 0.2-frequent itemsets in the IPUMS Census database is 0.4000. That is, there is an itemset with frequency equal to 0.2 and an itemset with frequency equal to 1 in the collection of 0.2-frequent itemsets in the IPUMS Census database. The columns of the table have the same interpretation as the columns of Table 3 .
In addition to minimizing the maximum absolute error, we computed the optimal discretizations with respect to the average absolute error using dynamic programming (Algorithms 5-7). In particular, we computed the optimal discretizations for each possible number of discretization points. Practical feasibility of the dynamic programming discretization depends crucially on the number N = |{fr(X, D) : X ∈ F( , D)}| of different frequencies as its time complexity is O(N 3 ). Thus, the tests were conducted for smaller collections of frequent itemsets than in the case of discretization with respect to the maximum absolute error.
For the average absolute error a uniform weighting over the frequent itemsets were used. That is, the error of the discretization is 1
|F( , D)| X∈F( ,D) a (fr(X, D), ).
The results are shown in Figs. 1 and 2 . The figures can be interpreted as follows. The labels of the curves are the minimum frequency thresholds for the collections of -frequent itemsets they correspond to. The upper figures show the number of frequent itemsets that are closed with respect to the discretized frequencies against the average absolute error of the discretization. The lower figures show the number of the closed -frequent itemsets for discretized frequencies against the number of discretization points.
On the whole, the results are encouraging, especially as the discretizations do not exploit directly the structure of the pattern collection but only the frequencies. Although there are differences between the results on different data sets, it is possible to observe that even with a quite small number of closed frequent itemsets and discretization points the frequencies of the frequent itemsets were approximated adequately.
Conclusions and future work
We have introduced the concept of frequency-based views to frequent patterns as a complementary approach to defining structural constraints on patterns. We have given efficient algorithms for discretizing frequencies with respect to several loss functions and demonstrated that the discretization can be used for finding approximate condensed representations of frequent patterns.
However, there are still many open problems related to the frequency simplifications:
• Is it possible (and useful) to generalize frequency simplifications to higher dimensions? For example, discretizations generalize (conceptually) trivially to higher dimensions as discussed in the end of the Section 3, but the generalizations of arbitrary simplifications seem to be more difficult.
• How should hierarchical frequency simplifications be defined and computed?Again, a simple approach is described in Section 3 but it is not certain that it is the only and the best way to discretize hierarchically.
• What is the optimal number of discretization points? All kinds of criteria (MDL, BIC, etc.) could be used but the applicability of the assumptions in such complexity costs is somewhat questionable in the case of frequency discretizations. • Are there simplification techniques that allow smaller approximate condensed representations of frequent patterns than the discretization? (For some alternative approaches, see [7, 54, 56, 64] .) • What are the worst-case error bounds for the condensed representations of pattern collections based on more complex deduction of frequencies? For example, the straightforward upper bounds from the maximum absolute error for non-derivable itemsets [10] grow exponentially, but for some discretization methods and loss functions the errors might still be reasonable.
• Can the frequency distribution estimated directly from data without actually computing the frequent sets? This question is closely connected also to counting the number of frequent itemsets without actually generating them.
• What is the computational complexity of discretization with respect to a wider class of loss functions? Furthermore, frequency simplifications are closely connected to condensed representations of pattern collections, constrained pattern discovery and inductive databases which are important but still relatively open research topics in pattern discovery and data mining in general. 
