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THREE-BY-THREE BOUND ENTANGLEMENT WITH
GENERAL UNEXTENDIBLE PRODUCT BASES
 LUKASZ SKOWRONEK
Abstract. We discuss the subject of Unextendible Product Bases with the or-
thogonality condition dropped and we prove that the lowest rank non-separable
positive-partial-transpose states, i.e. states of rank 4 in 3 × 3 systems are al-
ways locally equivalent to a projection onto the orthogonal complement of a
linear subspace spanned by an orthogonal Unextendible Product Basis. The
product vectors in the kernels of the states belong to a non-zero measure sub-
set of all general Unextendible Product Bases, nevertheless they can always
be locally transformed to the orthogonal form. This fully confirms surprising
numerical results recently reported by Leinaas et al. Parts of the paper rely
heavily on the use of Bezout’s Theorem from algebraic geometry.
1. Introduction
Unextendible Product Bases (UPBs for short) consisting of orthogonal vectors
are well recognized by the quantum information community [1–7] and among mathe-
maticians [8,9], but similar product bases with the orthogonality condition dropped
seem to have received very little attention [10–12] so far. This is partly explained by
the fact that an orthogonal UPB can always be used to construct a PPT bound en-
tangled state [1], while no simple prescription is known for general UPBs, cf. [10,13].
Nevertheless, the recent results of [11], if not plain curiosity, seem to call for a more
systematic treatment of the subject of general UPBs. It has been observed in numer-
ical searches [11] that non-separable positive-partial-transpose states (PPT states
for short) of rank four in 3× 3 systems can be locally, i.e. by SL (3,C)⊗ SL (3,C)
tranformations, brought to the form of an orthogonal projection onto the orthogo-
nal complement of an orthogonal 3× 3 UPB [2]. The product vectors in the kernel
of such PPT states belong to a non-zero measure subset of the set of all general
3×3 UPBs with a minimal number of elements. A valuable discussion of the subject
has been included in the recent works [12,13]. In the present paper, we provide an
analytical proof of the main result of [11] and explain a number of other properties
of extreme PPT states, obtained numerically and reported in [14]. As a byprod-
uct, we deliver a number of rather general techniques to tackle problems related to
product vectors in the kernel of a PPT state. Facts from algebraic geometry, and
specifically the Bezout’s Theorem are of much use here. A recognized textbook on
the subject is [15], and we are going to use it as a main reference.
The content of the paper is divided into two sections, each of them consisting
of smaller pieces. The first section discusses the subject of general Unextendible
Product Bases, without any constraints on dimensionality, neither on the number
of subsystems. It also summarizes what is generally known for 2 × n systems
as a consequence of the recent work [16], and partly also by the early findings
of [1]. The second part of the paper is devoted to the derivation of our core result,
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concerning PPT bound entangled states of minimal rank in 3 × 3 systems. As we
mentioned above, they are all locally transformed projections onto the orthogonal
complement of a subspace spanned by an orthogonal UPB. On the way to prove
this result, we give numerous insights into how PPT states relate to product vectors
in their kernels. That there is a strong relation between this subject and general
Unextendible Product Bases becomes clear in Section 3.4, where we prove that
there always is a minimal gUPB in the kernel of a non-separable PPT state of
rank 4 in 3 × 3 systems, and we make much use of the general results of the first
part of the paper. A common trait in all the following is also an idea of local
SL (3,C) ⊗ SL (3,C) equivalence, explained with considerable care in Section 3.1.
The equivalence is natural both for gUPBs and positive-partial-transpose states, as
well as in algebraic geometry when the Segre variety is concerned. It should also be
noticed that we make a number of comments, related to the results of [14, 16] and
the question of atomicity of entanglement witnesses [17, 18]. They are somewhat
out of the main focus in this paper, but in our opinion they may prove valuable for
the reader.
Concerning the notation and language we use, only few things may need an
explanation. Throughout the paper, {ei}ni=1 denotes the canonical basis of Cn.
That is, ei =
[
0 . . . 0 1 0 . . . 0
]
with 1 at the i-th position and zeros
elsewhere. We denote by Kerρ, R (ρ) and r (ρ) the kernel, the range and the rank
of a state ρ. The symbols T1 and T2 stand for the partial transpose with respect
to the first and the second subsystem, respectively. For example, ρT2 is a state
ρ, partially transposed with respect to the second subsystem. We will be using
the term “edge state” from [19]. A PPT edge state ρ is by definition a ρ which
does not admit φ⊗ψ ∈ R (ρ) such that φ∗⊗ψ ∈ R (ρT1). Equivalently, there is no
φ⊗ψ ∈ R (ρ) such that φ⊗ψ∗ ∈ R (ρT2). We say that a state ρ, acting on Cn⊗Cm,
is supported on a k × l subspace when there exist a k-dimensional subspace L1 of
C
n and an l-dimensional subspace L2 of Cm such that R (ρ) ⊂ L1⊗L2, while there
exists no similar subspace L′1 ⊗ L′2 with dimL′1 < l or dimL′2 < k. We should
also add that the notation Σn−1,m−1, in accordance with [15], is used for the Segre
variety in Pnm−1, or less precisely, for the set of product vectors in Cn ⊗Cm. We
do not distinguish much between the two.
2. General Unextendible Product Bases
2.1. Basic results. Let us start with a definition of a general UPB.
Definition 2.1. Take n,m ∈ N. By a general Unextendible Product Basis,
or a gUPB for short, we mean a set {φi ⊗ ψi}ki=1 of product vectors in Cn ⊗Cm,
0 < k < mn, such that there is no product vector in span
(
{φi ⊗ ψi}ki=1
)⊥
, the
orthogonal complement to the linear span of {φi ⊗ ψi}ki=1.
In other words, a gUPB is a set of product vectors {φi ⊗ ψi}ki=1 such that there
is no product vector orthogonal to all of them. Yet another way of phrasing the
definition is that the orthogonal complement to a gUPB is a Completely Entangled
Subspace [20], or CES for short.
Remark 2.2. The definition of a gUPB can be trivially extended to a multipartite
setting.
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We know that gUPBs do exist. Any UPB consisting of orthogonal vectors is an
example (concrete UPBs can be found e.g. in [2]). We also know that for some
spaces, no UPB consisting of orthogonal vectors can exist. For example, it has
been noticed as early as in [1] that 2×n systems do not admit an orthogonal UPB,
and a more general discussion of existence questions for orthogonal UPBs has been
included in [8]. In the following, we show that gUPBs are much more common
than the usual UPBs, and give a characterization of gUPBs of minimal number of
elements. In Section 2.2 we discuss in more detail the 2 × n case, where much is
known as a consequence of the recent work [16].
First, let us answer a question about the minimum number of elements in a
gUPB in Cn ⊗Cm.
Proposition 2.3. A set of vectors {φi ⊗ ψi}ki=1 ⊂ Cn ⊗ Cm consisting of k <
m+ n− 1 elements is not a generalized UPB.
Proof. There exists a vector f ∈ Cn orthogonal to all the vectors φi with i =
1, . . . , n − 1. Moreover, there exists a g ∈ Cm orthogonal to the vectors ψj with
j = n, . . . , k (because k− n < m). The vector f ⊗ g is orthogonal to all φi ⊗ ψi for
i = 1, . . . , k. 
Proposition 2.4. A set of vectors {φi ⊗ ψi}m+n−1i=1 ⊂ Cn ⊗Cm is a gUBP if and
only if any n-tuple of vectors in {φi}m+n−1i=1 consists of linearly independent vectors,
as well as any m-tuple of vectors in {ψj}m+n−1j=1 .
Proof. In order to prove necessity, assume that an n-tuple of vectors {φil}nl=1 is
linearly dependent. Therefore there exists a vector f ∈ Cn orthogonal to all of
them. Vectors of the form f⊗g ∈ Cn⊗Cm with an arbitrary g ∈ Cm are orthogonal
to all the vectors {φil ⊗ ψil}nl=1 ⊂ Cn ⊗ Cm. Obviously, g can be chosen in such
a way that f ⊗ g is orthogonal to the remaining m − 1 elements of Cm (because
m− 1 < m = dimCm). For a sufficiency proof, assume that f ⊗ g is orthogonal to
φi⊗ψi for i = 1, . . . ,m+n− 1. The vector f can be orthogonal to at most n− 1 of
φi’s, whereas g cannot be orthogonal to more than m− 1 ψi’s (remember the linear
independence of n-tuples and m-tuples, respectively). This gives a maximum of
(n− 1) + (m− 1) vectors in {φi ⊗ ψi}m+n−1i=1 orthogonal to f ⊗ g. Therefore f ⊗ g
cannot be orthogonal to all the φi ⊗ ψi’s, the set {φi ⊗ ψi}m+n−1i=1 is a gUPB. 
As we already mentioned above, it is a trivial observation that the orthogonal
complement to a gUPB is a Completely Entangled Subspace [20]. However, it is
more interesting to notice that the minimum number m + n − 1 of elements in
a generalized UPB exactly matches a factor which appears in the formula D =
mn − (m+ n− 1) for the maximum dimension D of a CES in Cn ⊗ Cm [20–22].
This may seem a little bit puzzling at first, but can be easily explained. Consider
a generic set of m + n − 2 vectors {φi ⊗ ψi}m+n−2i=1 ⊂ Cn ⊗ Cm. It will have the
property that any n-tuple in {φi}m+n−2i=1 and anym-tuple in {ψj}m+n−2j=1 are linearly
independent. Therefore if there is a vector φ ⊗ ψ orthogonal to all the φi ⊗ ψi’s,
we must have 〈φ, φi〉 = 0 for exactly n− 1 vectors φi and 〈ψ, ψj〉 = 0 for exactly to
m − 1 vectors ψj . More precisely, there must exist N ,M ⊂ {1, 2, . . . ,m+ n− 2}
such that #N = n−1, #M = m−1, N ∪M = {1, 2, . . . ,m+ n− 2} and 〈φ, φi〉 =
0 ∀i∈N , as well as 〈ψ, ψj〉 = 0 ∀j∈M. Moreover, for any choice of an (n− 1)-tuple
N of vectors φi and a complementary (m− 1)-tuple M of vectors ψj , there exists
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exactly one product vector φ ⊗ ψ with 〈φ, φi〉 = 0 ∀i∈N and 〈ψ, ψj〉 = 0 ∀j∈M.
Altogether, we have
(
m+n−2
m−1
)
suitable pairs (N ,M) of (n− 1) and (m− 1)-tuples,
which gives us exactly
(
m+n−2
m−1
)
product vectors orthogonal to all the φi ⊗ψi’s. To
no surprise, this number equals the degree of the respective Segre variety Σn−1,m−1,
cf. [15, Lecture 18]. A key fact for us is that the number of product vectors is finite.
If we assume that span
(
{φi ⊗ ψi}m+n−2i=1
)⊥
and Σn−1,m−1 intersect generically
enough [15, Example 18.5], we are lead to a conclusion that the projective dimension
mn−1− (m+ n− 2) of the orthogonal complement to the φi⊗ψi’s must be bigger
exactly by one than the projective dimension D−1 of a maximal CES. Thus we get
D = mn− (m+ n− 2)−1 = mn− (m+ n− 1), as expected. Note that this is only
a rough explanation and not a rigorous proof. We also use it as a good opportunity
to introduce and explain the formula for the degree of the Segre variety, which we
are going implicitly refer to later.
It is intuitively clear that the n-tuple (m-tuple) linear independence property of
Proposition 2.4 is generic for random finite sets of vectors in Cn (Cm, resp.) and
therefore minimal gUPBs should exist for any m, n (one can check it numerically,
for example). However, it does not seem entirely trivial to prove this fact in a
mathematically rigorous way. We do it in the following proposition.
Proposition 2.5. For arbitrary n,m ∈ N, there exists a general UPB in Cn⊗Cm
consisting of m+ n− 1 vectors.
Proof. According to Proposition 2.4, it is sufficient to prove that there exists a set
of m+n− 1 vectors φi ∈ Cn s.t. any n-tuple is linearly independent, and similarly
a set of m+ n− 1 vectors ψi ∈ Cm with linearly independent m-tuples. We prove
a more general statement in the following lemma.
Lemma 2.6. For any n ∈ N, there exists an infinite sequence {φi}+∞i=1 of vectors
in Cn such that any n-tuple of them is linearly independent.
Proof. Consider the family of vectors
(1) φi =
[
1 αi α
2
i . . . α
n−1
i
]
,
where {αi}+∞i=1 is a sequence of numbers (real or complex) such that αi 6= αj for
i 6= j. Let us choose some {i1, i2, . . . , in} ∈ N s.t. ij 6= ik for j 6= k. The matrix
(2)


1 αi1 α
2
i1
. . . αn−1i1
1 αi2 α
2
i2
. . . αn−1i2
...
...
...
. . .
...
1 αin α
2
in
. . . αn−1in


is a Vandermonde matrix (2), and it is well known that its determinant equals
(3)
∏
06j<k6n
(
αij − αik
)
.
Therefore, the matrix is nonsingular for any choice of the n-tuple {i1, i2, . . . , in} ∈
N. Equivalently, any n-tuple of vectors φi from equation (1) is linearly independent.

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From Lemma 2.6, we almost immediately arrive at the proposition. Choose
m+ n− 1 vectors φi as in equation (1). In a similar fashion, take
(4) ψi =
[
1 βi β
2
i . . . β
m−1
i
]
,
where again βi 6= βj for i 6= j. By Lemma 2.6 and Proposition 2.4, the set
{φi ⊗ ψi}m+n−1i=1 constitutes a gUBP. 
It is natural to ask for a generalization of Proposition 2.4 for sets of product
vectors consisting of more than m+ n− 1 elements. We have the following
Proposition 2.7. A set of vectors {φi ⊗ ψi}Ni=1 ⊂ Cn ⊗Cm with N > m+ n− 1
is a gUBP if and only if for any N ,M ⊂ N such that N ∩M = ∅ and N ∪M =
{1, 2, . . . , N}, at least one of the sets of vectors {φi}i∈N and {ψj}j∈M spans the
entire corresponding vector space (Cn or Cm, resp.).
Proof. Let us first prove necessity. Assume that the vectors {φi ⊗ ψi}Ni=1 constitute
a gUPB and choose some N ,M ⊂ N as in the statement of the proposition. If
neither of the sets {φi}i∈N and {ψj}j∈M spans the respective vector space, there
exist f ∈ Cn and g ∈ Cm such that 〈f, φi〉 = 0 and 〈g, ψj〉 = 0 for all i ∈
N and j ∈ M. Because of the condition N ∪ M = {1, 2, . . . , N}, we clearly
have 〈f ⊗ g, φi ⊗ ψi〉 = 0 for i = 1, 2, . . . , N . This clearly contradicts the fact
that the vectors φi ⊗ ψi constitute a gUPB. In order to show sufficiency, assume
that f ⊗ g ∈ Cn ⊗ Cm is such that 〈f ⊗ g, φi ⊗ ψi〉 = 0 for all i = 1, 2, . . . , N .
Define Nf := {i 〈f, φi〉 = 0} and Mg := {j 〈g, ψj〉 = 0}. Clearly, we must have
Nf ∪Mg = {1, 2, . . . , N}. Thus it is possible to choose N ⊂ Nf and M ⊂ Mg
such that N ∪M = {1, 2, . . . , N} and N ∩M = ∅. By the very definition of Nf
andMg, we have 〈f, φi〉 = 0 for all i ∈ N and 〈g, ψj〉 for j ∈M. But according to
the assumptions of the theorem, this is only possible if f and g are equal to zero.
Thus {φi ⊗ ψi}Ni=1 is a gUPB. 
Remark 2.8. For N = m+n− 1, Proposition 2.7 is the same as Proposition 2.4,
which should be expected.
Remark 2.9. For a given set of vectors {φi ⊗ ψi}Ni=1, N > m+n−1, the condition
of Proposition 2.7 can easily be checked, e.g. using a computer algebra program.
Certain characterisations of gUPBs were earlier obtained in [10], but the above
results were, rather surprisingly, never explicitly given. They can also easily be
generalized to a multipartite setting.
Proposition 2.10. A set of vectors
{
φ1i ⊗ φ2i ⊗ . . .⊗ φli
}N
i=1
⊂ Cn1⊗Cn2⊗. . .⊗Cnl
with N >
∑l
i=1 ni+ l−1 is a gUBP if and only if for any N1, . . . ,Nl ⊂ N such that
Ni ∩ Nj = ∅ for all i 6= j and
⋃l
i=1Ni = {1, 2, . . . , N}, at least one of the sets of
vectors
{
φij
}
j∈Ni
, i = 1, 2, . . . , l, spans the entire corresponding vector space Cni .
Proof. Follows the same lines as the proof of Proposition 2.7 and will be omitted
here. 
Note that a gUPB consisting of more than m+ n− 1 elements does not have to
contain a minimal one. This can be seen in the following example.
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Example 2.11. Choose the following five vectors in C2 ⊗C3,
(5) {e1 ⊗ e1, e2 ⊗ e2, (e1 + e2)⊗ e3, e2 ⊗ (e1 + e2 + e3) , e1 ⊗ (e1 + 2e2 − e3)} .
It is a simple exercise to check that the set (5) satisfies the assumptions of
Proposition 2.7, but neither of its four-element subsets is a minimal gUPB. However,
it is still an open question whether there exists a minimal gUBP in the linear span
of the vectors (5). In fact it can easily be checked that the following four vectors
belong to the linear span of (5) and they constitute a minimal gUPB.
(e1 − e2)⊗ (e1 − 2e2 + e3) (e1 + e2)⊗ (e1 − 2e2 + 2e3)(6)
e1 ⊗ (e1 − 6e2 + 3e3) (e1 + 2e2)⊗ (e1 − 4e2)(7)
Thus, by giving Example 2.11 we have not proved whether there exist a linear
subspace complementary to a Completely Entangled Subspace [20] and without a
minimal gUPB in it or not. This seems to be an interesting question on its own.
2.2. The simplest case. In the following, we are going to shortly discuss the 2×n
case, where much about generalized Unextendible Product Bases follows from the
recent work [16]. Let us however begin with something which has been known for
much longer time [1].
Orthogonal UPBs in 2 × n systems do not exist. In [1], it followed from a local
measurement protocol, but a direct proof can also be given, and it seems rather
instructive to provide it here.
Proposition 2.12. Let n ∈ N be an arbitrary positive integer. A set of mutually
orthogonal product vectors {φi ⊗ ψi}i=1,...,N ⊂ C2 ⊗ Cn either spans the whole
C
2 ⊗ Cn, or it admits a product vector f ⊗ g ∈ C2 ⊗ Cn, orthogonal to all the
φi ⊗ ψi’s.
Proof. For an inductive proof, let us first consider the case n = 1. By Proposition
2.4, a set of product vectors {φi ⊗ e1}i=1,...,N in C2 ⊗C1 is a gUPB if and only if
the vectors φi span C
2. Equivalently, φi ⊗ e1’s span C2 ⊗C1.
Now assume that the proposition holds for all n = 1, 2, . . . , p − 1, p > 1 and
consider a gUPB {φi ⊗ ψi}i=1,...,N in C2 ⊗ Cp, consisting of mutually orthogonal
vectors. Define I := {i φi ∼ φ1}, J := {j φj⊥φ1}, and K as the complement of
I ∪J in {1, 2, . . . , N}. By choosing N = I in Proposition 2.7, we see that the vec-
tors {ψj}j∈J∪K span Cp. By taking N = J , we arrive at a similar conclusion for
{ψi}i∈I∪K. Moreover, the vectors within the group {ψi}i∈I have to be orthogonal,
and similarly for {ψj}j∈J . Both sets {ψi}i∈I and {ψj}j∈J also need to be orthogo-
nal to {ψk}k∈K. Taking all these facts about {ψi}i∈I and {ψj}j∈J together, we have
span
({ψi}i∈I) = span({ψj}j∈J ) = span ({ψk}k∈K)⊥, as well as #I = #J . In
the case #I = #J = p, we have N = 2p, K = ∅, and the vectors {φi ⊗ ψi}i=1,...,N
span C2⊗Cp. If K 6= ∅, {φk ⊗ ψk}k∈K is a gUPB in C2⊗span
({ψk}k∈K), which is
equivalent to C2⊗Cn for some n < p. By our inductive assumption, {φk ⊗ ψk}k∈K
span C2 ⊗ span ({ψk}k∈K). On the other hand, it is easy to see that the remain-
ing product vectors {φi ⊗ ψi}i∈I∪J span C2 ⊗
(
span
({ψk}k∈K))⊥. Altogether,
the vectors {φi ⊗ ψi}i=1,2,...,N = {φi ⊗ ψi}i∈(I∪J )∪K span C2⊗Cp, which was our
assertion. 
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Let us now state the following lemma, which is simply an amalgam of Lemmas 1
and 2 in a paper by other authors [16].
Lemma 2.13. Let V be a Completely Entangled Subspace in C2⊗Cn. The product
vectors φ⊗ ψ orthogonal to V span V ⊥, while their partial conjugates φ∗ ⊗ ψ span
C
2 ⊗Cn.
We immediately get the following
Corollary 2.14. Let V ⊂ C2 ⊗ Cn be a CES of dimension n − k, k > 1. The
orthogonal complement V ⊥ admits a general Unextendible Product Basis, consisting
of 2n− (n− k) = n+ k elements.
Proof. By Lemma 2.13 we know that it is possible to find a basis {φi ⊗ ψi}n+ki=1 of
V ⊥. Since V is a CES, {φi ⊗ ψi}n+ki=1 must be a gUPB. 
Let us also point out some algebraic geometry content of the question studied in
Lemmas 1 and 2 of [16].
Remark 2.15. Let V be an (n− 1)-dimensional CES in C2 ⊗ Cn. As proved in
Lemma 1 of [16], the family of product vectors in V ⊥ has the form
(8) (1, α)⊗A (1, α, . . . , αn−1)
with α ∈ C and A a non-singular n×n matrix. Such a family is a rational normal
curve [15, Example 18.8], as a general intersection of the Segre variety Σ1,n−1 with
an n-plane in P2n−1 is.
Proof. Obviously, vectors of the form (8) constitute a rational normal curve, cf. [15,
Example 18.8]. A general intersection of Σ1,n−1 with an n-plane in P
2n−1 will be
nondegenerate and transverse. By Bezout’s Theorem [15, Theorem 18.3], it will be
a nondegenate curve of degree n in an n-plane. It is so because the degree of Σ1,n−1
equals n. Consequently, the curve must be a rational normal curve, cf. Proposition
18.9 of [15]. Thus we have explained our remark. However, it seems instructive to
show why the intersection is transverse and nondegenerate, without repeating the
whole argument of Lemma 1 in [16]. Let us first discuss the issue of transversity.
Take a φ⊗ψ in V ⊥. As pointed out in [16], V is spanned by n− 1 product vectors
Ψi of Schmidt rank 2, with some additional conditions they must fulfill. They can
always be written as φ ⊗ ψi0 + φ⊥ ⊗ ψi1, where
〈
φ, φ⊥
〉
= 0 and
〈
φ⊥, φ⊥
〉
= 1,
which uniquely defines the vector φ⊥ ⊂ C2, as well as forces ψi0 and ψi1 to be
uniquely defined. Moreover, we know that
{
ψi0
}n−1
i=1
and
{
ψi1
}n−1
i=1
must be linearly
independent. Otherwise, it is would be possible to find a product vector in V . As
a conequence, ψ is uniquely determined by the set of equations 〈Ψi, φ⊗ ψ〉 = 0 as
the only vector in Cn that fulfills
〈
ψ0i , ψ
〉
for all i = 1, 2, . . . , n − 1. Motivated by
the description of the tangent space Tφ⊗ψ (Σ1,n−1) to the Segre variety at φ ⊗ ψ,
provided in Lemma 3.5 from Section 3.3, let us consider vectors of the form φ ⊗
ψ′+φ′⊗ψ that belong to V ⊥. We can always assume φ′ = φ⊥. After we do so, ψ′
is determined by the set of equations
〈
Ψi, φ⊗ ψ′ + φ⊥ ⊗ ψ
〉
= 0 ∀i=1,...,n−1, which
gives us
〈
ψi0, ψ
′
〉
= − 〈ψi1, ψ〉, i = 1, 2, . . . , n − 1. As we mentioned above, the
vectors
{
ψi0
}n−1
i=1
, as well as
{
ψi1
}n−1
i=1
, are linearly independent, and ψ is the only
vector perpendicular to all the ψi0’s. Therefore the equations
〈
ψi0, ψ
′
〉
= − 〈ψi1, ψ〉
have, up to a trivial scaling factor, a one-parameter family of solutions λψ+ξ, where
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ξ is not proportional to ψ and itself a solution to
〈
ψi0, ξ
〉
= − 〈ψi1, ξ〉. Therefore the
intersection of Tφ⊗ψ (Σ1,n−1) and V
⊥ has dimension 2, or the projective dimension
1. By a dimension counting argument practically identical to that presented in
Lemma 3.6, we see that V ⊥ and Σ1,n−1 intersect transversely. In order to prove that
the intersection is a nondegenerate curve, it is sufficient to show that it spans V ⊥.
Obviously, this is one of the statements of the Lemma 2.13, but let us show it in a
somewhat more abstract way. First of all, it is easy to show, by a little modification
of the argument above, that the equations 〈Ψi, φ⊗ ψ〉, i = 1, 2, . . . , n − 1, give
exactly one solution for ψ when φ is fixed. Therefore we have a family of product
vectors in V ⊥, φ ⊗ ψ (φ). The precise form of the function ψ (φ), as in (2.15), is
not important to us at the moment. Just as the authors of [16] did in the proof of
their Lemma 1, it is fairly simple to show that the set {ψ (φ)}φ∈C2 must span Cn.
Therefore it is possible to choose n vectors φi ∈ C2 so that {ψ (φi)}ni=1 is a basis
of Cn. Choose another φ, φn+1, not equal to any of φi with i = 1, . . . , n. From the
argument about transversity it is not difficult to see that ψ (φi) 6= ψ (φj) for φi 6= φj .
A simple argument then shows that the family of product vectors {φi ⊗ ψ (φi)}n+1i=1
is linearly independent, and thus it must span V ⊥. This means nondegeneracy. In
summary, the intersection of V ⊥ and Σ1,n−1 is transverse and gives a nondegenerate
curve of degree n in an n-plane, which must be a rational normal curve. This is in
full compliance with the specific form (8), obtained in [16]. 
We should also warn the reader of a too simple conjecture, which may be ap-
pealing because of the discussion above.
Remark 2.16. It is not true that any CES admits a gUPB of its orthogonal com-
plement.
Proof. By [23] we know that Completely Entangled Subspaces are generic among
all subspaces of fixed dimension k, as long as k is such that a k-dimensional CES
can exist at all. Let us look at the case of C4 ⊗C4. The corresponding maximum
dimension of a CES is 16 − 4 − 4 + 1 = 9, while the complementary dimension
is 16 − 9 = 7. Both of these numbers are clearly smaller or equal 9. Choose a
subspace V ⊂ C4⊗C4 of dimension 9 randomly. This is equivalent to choosing V ⊥
of dimension 7 randomly. Since both V and V ⊥ are chosen randomly, in the generic
case neither of them contains a product vector, in accordance with the result of [23].
One can confirm this numerically. 
3. Non-separable positive-partial-transpose states of lowest rank
The aim of the present section is to prove our main result, concerning positive-
partial-transpose non-separable states of rank 4 in 3 × 3 systems. As indicated
in [11], they all seem to be possible to locally transform to projections onto the
orthogonal complement to a subspace spanned by an orthogonal UPB. Thus, there
is strong numerical evidence that they are all locally equivalent to bound entangled
states of the form discussed in [1]. In the following, we analytically prove that this
is actually the case. Note that according to the results of [24], four is the minimal
rank for an entangled PPT state. Therefore it is correct to say that our theorem
concerns non-separable PPT states of lowest rank. Before we start with the proof,
we need to discuss the concept of local equivalence, which will be fundamental to
all that follows.
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3.1. The concept of local equivalence. Numerous questions of physical or math-
ematical origin need the proper identification of a group relevant to the problem
in order to simplify the solution, or even to find it at all. The same is the case
for the result we are going to obtain below. For PPT states, a natural group
of symmetries should be of a product form, ρ 7→ (A⊗B)∗ ρ (A⊗B), because all
such transformations preserve the property of being PPT. In physical terms, they
preserve the splitting of a composite system into subsystems, which is a highly
desirable property. The remaining question is, what group should A and B belong
to. When the amount of entanglement between the two subsystems is in ques-
tion, a natural choice is A and B in the Unitary or Special Unitary group. Such
transformations cannot change any measure of entanglement. However, if the aim
is to classify PPT states with respect to the property of being extreme, being an
edge state [19], or the number and dimensionalities spanned by the product vectors
in their kernels or ranges, A and B should most naturally belong to the General
Linear or Special Linear group. There is no essential difference between the two
latter choices. Since we are not interested in positive scaling factors in front of
the states, we choose to work with the Special Linear group. This was also the
approach so successfully used by the authors of [11, 13, 25]. We should remark
that, while a PPT state is transformed according to ρ 7→ (A⊗B)∗ ρ (A⊗B), the
product vectors in its kernel and its range undergo the following transformation,
φ⊗ψ 7→ (A−1 ⊗B−1)φ⊗ψ. Conversely, a transformation φ⊗ψ 7→ (A⊗B)φ⊗ψ
forces a change of ρ into
(
A−1 ⊗B−1)∗ ρ (A−1 ⊗B−1). It is these kind of trans-
formations we will have in mind when we talk about “local equivalence”, “local
SL equivalence” or “SL (3,C) ⊗ SL (3,C) equivalence” in the following sections.
Any similar terms, even not listed here, will also refer to precisely the same situ-
ation. Nevertheless, when product vectors in the kernel of a PPT state ρ are in
question, it is more convenient to look at them as rays, points in the projective
space. In such case, it is also more accurate to refer to the projectivisation of the
group SL (3,C) ⊗ SL (3,C), namely to PSL (3,C) × PSL (3,C). In simple words,
we may multiply vectors {φ1 ⊗ ψ1, φ2 ⊗ ψ2, . . .} ⊂ Kerρ by arbitrary individual
factors, and they will remain elements of the kernel of ρ. Together with the pre-
viously introduced product SL (3,C) ⊗ SL (3,C) symmetries, we have a group of
transformations that is most properly described as PSL (3,C) × PSL (3,C). Note
that the use of this term is motivated mainly by the possibility to avoid excessive
comments about constant factors in front of the product vectors in Kerρ. We are
fully legitimate to use the previously introduced name “local equivalence” also for
the PSL (3,C) × PSL (3,C) transformations we just described because constant
factors are completely irrelevant to ρ itself.
The ultimate reason for using equivalences of the form described above will be
the simplicity of our main result, a characterization theorem that we are going to
obtain in Section 3.7. The equivalence classes under SL (3,C) ⊗ SL (3,C) of non-
separable PPT states of rank 4 in 3 × 3 systems turn out to be parametrized by
just four real, positive numbers. Moreover, each class has a representative which
is a projection onto a Completely Entangled Subspace complementary to a 3 × 3
orthogonal UBP. This is a surprising result for which strong numerical evidence
was provided in [11] and later supported by certain analytical results of [13].
3.2. Outline of the proof. The proof is not excessively complicated, but it needs
a considerable amount of work. It also consists of a number of steps which do not
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seem easy to merge. In order to simplify the reading, we start with a list of building
blocks. We will elaborate on each of them in the following sections.
(1) The kernel of a rank four PPT state ρ must intersect the Segre variety in
a transverse way. In particular, according to the Bezout’s Theorem, the
intersection must consist of exactly six points.
(2) The product vectors in the kernel of a rank 4 PPT state in the 3 × 3 case
span the kernel. As a result, they must be a generalized UPB. There cannot
exist a product vector orthogonal to all of them.
(3) A generalized UPB in the 3× 3 case is locally equivalent to an orthogonal
one if and only if certain invariants s1, . . . , s4, introduced in [11], are all
positive, possibly after the vectors are permuted.
(4) A generalized UPB in a 3× 3 system is contained in a kernel of some rank
four PPT state if and only if the corresponding values of s1, . . . , s4 are
positive, possibly after the vectors are permuted. Moreover, in such case
the PPT state in question is uniquely determined.
The final conclusion from the facts mentioned in items (1)−(4) is that the only non-
separable PPT states of rank 4 in 3× 3 systems are local transforms of projections
onto orthogonal complements of orthogonal pentagram-type Unextendible Product
Bases.
3.3. Product vectors in the kernel of a PPT state. The present section elab-
orates on item (1) in the list given above and on related topics. Let us start with
an elementary fact
Lemma 3.1. A product vector φ⊗ ψ is in the kernel of a PPT state ρ if and only
if the partially conjugated states φ∗ ⊗ ψ and φ ⊗ ψ∗ are in the kernels of ρT1 and
ρT2 , respectively.
Proof. It simply follows from the identity 〈φ⊗ ψ, ρ (φ⊗ ψ)〉 = 〈φ⊗ ψ∗, ρT2 (φ⊗ ψ∗)〉
and 〈φ⊗ ψ, ρ (φ⊗ ψ)〉 = 〈φ∗ ⊗ ψ, ρT1 (φ∗ ⊗ ψ)〉, by the positivity of ρ, ρT1 and
ρT2 . 
In the above lemma, we did not assume anything about the dimensionality of
the system. Neither we do it in the following.
Lemma 3.2. Assume that a product vector φ ⊗ ψ is in the kernel of a PPT state
ρ. In such case
(9) 〈φ′ ⊗ ψ, ρ (φ⊗ ψ′)〉 = 〈φ⊗ ψ′, ρ (φ′ ⊗ ψ)〉 = 0 ∀φ′,ψ′
Proof. Since ρ (φ⊗ ψ) = 0, we know from Lemma 3.1 that ρT1 (φ∗ ⊗ ψ) = 0, which
obviously implies
〈
φ′∗ ⊗ ψ′, ρT1 (φ∗ ⊗ ψ)〉 = 〈φ⊗ ψ′, ρ (φ′ ⊗ ψ)〉 = 0. This is the
first equality in (9). The second one can be obtained in a similar way. 
Our next lemma applies specifically to the 3 × n case. For reference concerning
edge PPT states, check [19].
Lemma 3.3. Assume that both φ⊗ ψ and φ′ ⊗ ψ, with φ, φ′ in C3 and ψ in Cn,
φ 6= φ′, belong to the kernel of a PPT state ρ, acting on C3 ⊗ C3. The state ρ
is either supported on a 3 × (n− 1) or smaller subspace, or it can be written as
ρ′ + λ |φ′′ ⊗ ξ〉 〈φ′′ ⊗ ξ| for some λ > 0, ξ ∈ Cn, φ′′ ∈ C3 linearly independent
of φ and φ′, and a PPT state ρ′, supported on a 3 × (n− 1) or smaller subspace.
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Moreover r (ρ′) = r (ρ) − 1 and r
(
(ρ′)
T1
)
= r
(
ρT1
) − 1. In a situation when the
reduction is possible, the state ρ is not an edge PPT state. In particular, ρ is not
an extreme and non-separable PPT state.
Proof. Let us assume that the product states φ′ ⊗ ψ and φ2 ⊗ ψ belong to the
kernel of ρ. Let A be an SL (3,C) transformation that brings e1, e2 ⊂ C3 to φ1
and φ2. A little inspection shows that Lemmas 1 and 2 of [24] can be applied
to ρ˜ := (A⊗ 1)∗ ρ (A⊗ 1). Consequently, we see that either ρ is supported on
a 3 × (n− 1) or smaller space, or the assertion of Lemma 2 of [24] tells us that
ρ˜ = ρ1 + λ |e3 ⊗ ξ〉 〈e3 ⊗ ξ| for some ξ ∈ Cn, and moreover, ρ1 is a PPT state
supported on a 3×(n− 1) or smaller subspace, with r (ρ1) = r (ρ)−1 and r
(
ρT11
)
=
r
(
ρT1
)−1. We have ρ = (A−1 ⊗ 1)∗ ρ˜ (A−1 ⊗ 1) = ρ′+λ |φ′′′ ⊗ ξ〉 〈φ′′′ ⊗ ξ|, where
φ′′′ = A−1e3 and ρ
′ =
(
A−1 ⊗ 1)∗ ρ1 (A−1 ⊗ 1). The states ρ′ and (ρ′)T1 still have
their ranks reduced by one with respect to the ranks of ρ and ρT1 , respectively.
The subspaces on which they are supported are of the same type as for ρ1, hence
3 × (n− 1) or smaller. The statement that ρ is not an edge state simply follows
because |φ′′′ ⊗ ξ〉 〈φ′′′ ⊗ ξ| is in R (ρ) while its partial conjugation is in R (ρT1). 
The following result reduces a more general case to the situation considered
above. However, this time we assume n = 3.
Lemma 3.4. Let φ ⊗ ψ ∈ C3 ⊗ C3 be an element of a PPT state ρ, acting on
C
3⊗C3. There cannot exist a nonzero vector φ⊗ψ′+φ′⊗ψ, with φ′ 6= φ or ψ′ 6= ψ,
in the kernel of ρ, unless one of the following is true: i) ρ = ρ′ + λ |ζ ⊗ ξ〉 〈ζ ⊗ ξ|
for λ > 0, ξ, ζ ∈ C3 and ρ′ a PPT state supported on a 2 × 3 or smaller subspace
with r (ρ′) = r (ρ)−1 and r
(
(ρ′)
T1
)
= r
(
(ρ)
T1
)
−1 or ii) ρ is supported on a 2×3
or smaller subspace itself.
Proof. Assume that there is a state of the form φ⊗ ψ′ + φ′ ⊗ ψ in the kernel of ρ.
This is equivalent to saying that 〈φ⊗ ψ′ + φ′ ⊗ ψ, ρ (φ⊗ ψ′ + φ′ ⊗ ψ)〉 = 0. The
inner product factorizes as
〈φ⊗ ψ′, ρ (φ⊗ ψ′)〉+〈φ⊗ ψ′, ρ (φ′ ⊗ ψ)〉+〈φ′ ⊗ ψ, ρ (φ⊗ ψ′)〉+〈φ′ ⊗ ψ, ρ (φ′ ⊗ ψ)〉
The two factors in the middle vanish according to Lemma 3.2, while the two remain-
ing factors are nonnegative as a consequence of positivity of ρ. Therefore, the only
possibility for the above expression to vanish is when 〈φ⊗ ψ′, ρ (φ⊗ ψ′)〉 = 0 and
〈φ′ ⊗ ψ, ρ (φ′ ⊗ ψ)〉 = 0. This in turn means that ρ (φ′ ⊗ ψ) = 0 and ρ (φ⊗ ψ′) = 0.
According to our assumptions, at least one of these equalities is nontrivial (i.e.
φ′ 6= 0 or ψ′ 6= 0). Lemma 3.3 can be applied. 
The importance of Lemma 3.4 is evident if we realize that the tangent space to
the Segre variety, or to the set of product states at a point φ⊗ψ, consists precisely
of the vectors of the form considered above. We have
Lemma 3.5. Elements of the tangent space to the Segre variety, or to the set of
product vectors at a point φ⊗ ψ, are of the form
(10) φ⊗ ψ′ + φ′ ⊗ ψ,
with ψ′ and φ′ arbitrary.
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Proof. A heuristic proof may consist in writing (φ+ δφ)⊗ (ψ + δψ) ≈ φ⊗ψ+ δφ⊗
ψ+φ⊗δψ, where the approximate equality holds to the first order. A slightly more
rigorous one can be found in Example 14.16 of [15]. 
Next, we specify the rank of ρ to be 4 and keep the assumption that ρ acts on
C
3 ⊗ C3. Thus the kernel of ρ is of dimension 5, which is the smallest number d
such that a d-dimensional linear subspace must intersect the set of product vectors
in C3 ⊗ C3, cf. e.g. [20]. Following Lemmas 3.4 and 3.5, we can show that the
nonempty intersection is generic in the sense of Bezout’s theorem [15, Theorem
18.3] and thus it consists of exactly six points.
Lemma 3.6. Let ρ be a non-separable PPT state of rank 4 acting on C3⊗C3. The
intersection between the respective Segre variety and the five-dimensional kernel of
ρ is transverse at every point. There are exactly six product vectors in the kernel
of ρ.
Proof. The preceeding lemmas and the arguments included in their proofs imply
directly. Let us take φ ⊗ ψ ∈ Kerρ. As we mentioned above, such a vector exists
[20, 22] by a dimensionality argument for projective varieties. We easily see from
Lemma 3.5 that the dimension of the tangent spaceTφ⊗ψ (Σ2,2) to the Segre variety
at φ⊗ψ is 5, and thus the projective dimension is 4. Being more explicit, any vector
of the form φ⊗ψ′+φ′⊗ψ can be written as λφ⊗ψ+∑2i=1 ξiφ⊗ψi+∑2j=1 ζjφj⊗ψ,
where {φ, φ1, φ2} and {ψ, ψ1, ψ2} are two sets of three linearly independent vectors
in C3 and xi, ζj are arbitrary complex coefficients. From Lemmas 3.4 and 3.5 we
know that the only vector in the intersection of Kerρ and Tφ⊗ψ (Σ2,2) is φ⊗ψ itself.
It must be so, because otherwise we could reduce the rank of ρ by subtracting a
projection onto a product state. After the reduction, we would be left with a PPT
state of rank 3. However, all such PPT states are separable according to [24],
and ρ would have to be separable as well. The other option is that ρ could be
supported on C2 ⊗C3 or even a less dimensional space itself. But then it is well-
known that ρ is separable as as consequence of being PPT [26]. In either case,
we get a contradiction with the assumption that ρ is non-separable. Therefore,
φ⊗ ψ must be, up to a scalar factor, the only element of the intersection between
Kerρ and Tφ⊗ψ (Σ2,2). Consequently, the dimension of Kerρ+Tφ⊗ψ (Σ2,2) equals
5+ 5− 1 = 9, and the projective dimension is 9− 1 = 8. This equals the projective
dimension of Tφ⊗ψ
(
P
8
)
, or simpler, the dimension of the projective space P8. In
other words, Kerρ and Tφ⊗ψ (Σ2,2) span Tφ⊗ψ
(
P
8
)
, which is equivalent to saying
that the intersection between Kerρ and the Segre variety is transverse at φ ⊗ ψ.
Since we did not make any additional assumptions about φ ⊗ ψ apart from that
it belongs to the intersection, we see that the intersection is transverse at every
point. Therefore Bezout’s theorem applies. The fact that there are exactly six
points in the intersection follows because the degree of the Segre variety Σ2,2 is
six [15, Example 18.15]. 
In summary, in the present section we have shown that a non-separable rank 4
PPT state in a 3× 3 system must have exactly six vectors in its kernel. This is in
full argeement with an assertion of [14]. It should be noticed that, as a part of the
proof of the above lemma, we have shown that non-separable PPT states of rank 4
in 3×3 systems are edge states. Thus, Lemmas 3.3 and 3.4 can be directly applied.
We will frequently use them in the following section.
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3.4. Product vectors in the kernel must be a gUPB. We already know that
the number of product vectors in the kernel of a rank 4 non-separable PPT state of
a 3× 3 system is six. In the following, we discuss more specific properties of the set
of six product vectors. Let us denote them with φi⊗ψi, i = 1, 2, . . . , 6. It turns out
that, up to local equivalence, five of them can always be brought to a special form,
which has only four real parameters, the numbers s1, . . . , s4 introduced in [11]. It
then follows that the vectors φi ⊗ ψi, if they belong to the kernel of a rank 4 PPT
state, must span a five-dimensional subspace. Thus they span the kernel.
In order to prove our assertion, first observe that φi 6= φj for i 6= j, and thus
they must span at least a two-dimensional subspace of C3. Similarly for the ψ’s.
Let us assume first that one of the set {φi}6i=1 or {ψj}6j=1 spans a two-dimensional
subspace. We may, for example, try to assume this about {φi}6i=1. Up to PSL (3,C)
transformations, we have
(11)
[
φ1 φ2 φ3 φ4 φ5 φ6
]
=

 1 0 1 1 1 10 1 1 p q r
0 0 0 0 0 0

 ,
where p, q, r are all different and different from 0 and 1. When writing (11), we
used the fact that there is no pair of identical vectors in {φi}6i=1. Up to local
transformations, we have ψ1 = e1 and ψ2 = e2. As for the other vectors ψ, we use
the following notation, ψi =
[
ψ1i ψ2i ψ3i
]
, i = 3, 4, 5, 6. We also introduce
coordinates ωij for general vectors ω =
∑
i,j ω
ijei ⊗ ej in C3 ⊗ C3. Our aim is
to show that there exists a linear combination of the vectors φi ⊗ ψi of the form
φ⊗ψ′+φ′⊗ψ from Lemma 3.5. This will lead us to a contradiction and show that
φi’s cannot be as in (11), and must span C
3. An analogous conclusion for ψ’s will
be immediate.
Let us first observe that ψ3i 6= 0 for all i ∈ {3, 4, 5, 6}. Otherwise, we would
have three product vectors supported on span (e1, e2) ⊗ span (e1, e2). Up to local
equivalence, they would be of the form e1 ⊗ e1, e2 ⊗ e2 and (e1 + e2) ⊗ (e1 + e2).
In such case, e1 ⊗ e2 + e2 ⊗ e1 = (e1 + e2) ⊗ (e1 + e2) − e1 ⊗ e1 − e2 ⊗ e2 would
be in the kernel of ρ, which contradicts Lemma 3.4. Therefore we must have
ψ3i 6= 0 for all i. Let us choose α and β so that αψ33 + βpψ34 = 0. The vector
αφ3 ⊗ ψ3 + βφ4 ⊗ φ4 has a vanishing coordinate ω23 = αψ33 + βpψ34 and a non-
vanishing coordinate ω13 = αψ33 + βψ34 (remember that p 6= 1). By subtracting
e2⊗ e2 times αψ23+ βqψ34, we can cancel the ω22 coordinate, and similarly cancel
ω11 by subtracting αψ13 + βψ14 times e1 ⊗ e1. In the end, we see that a vector of
the form ω21e2 ⊗ e1 + ω12e1 ⊗ e2 + ω13e1 ⊗ e3 with ω13 6= 0 is in the kernel of ρ.
But this contradicts Lemma 3.4. In summary, the vectors φi cannot be brought to
the form (11), or in other words, they span C3. Obviously, the same is true for the
set {ψi}6i=1. A more careful analysis of the above argument leads to even stronger
conclusions. Firstly, an assumption that there exist three vectors φi⊗ψi supported
on a 2× 2 dimensional subspace lead us to a contradiction. Therefore we have the
following
Lemma 3.7. Let {φi ⊗ ψi}6i=1 be defined as above. For any triple
{
φij ⊗ ψij
}3
j=1
⊂
{φi ⊗ ψi}6i=1, at least one of the sets of vectors
{
φij
}3
j=1
or
{
ψij
}3
j=1
spans C3.
Moreover, we only needed four product vectors with φ’s as in (11) to arrive at a
contradiction with Lemma 3.4. As a consequence, we have
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Lemma 3.8. For any quadruple
{
φij ⊗ ψij
}4
j=1
⊂ {φi ⊗ ψi}6i=1, both the sets of
vectors
{
φij
}4
j=1
and
{
ψij
}4
j=1
span C3.
As an immediate consequence of Lemma 3.7, there exists a set of three lin-
early independent vectors in {φi}6i=1. With no loss of generality, we may assume
that {φ1, φ2, φ6} is a linearly independent set. After a PSL (3,C) transformation,
φ1 = e1, φ2 = e2 and φ6 = e3. There are in principle two possibilities concerning
the remaining vectors φ3, φ4 and φ5. Either one of them is of the form
[
x y z
]
with xyz 6= 0, or all of them have exactly one coordinate equal to zero. Two vanish-
ing coordinates in a single vector cannot occur because there is no pair of identical
vectors among φ1, . . . , φ6. Moreover, according to Lemma 3.8, the zeros must oc-
cur in different places in φ3, φ4 and φ5. Up to PSL (3,C) transformations and
permuting the vectors, we may assume that φ3 =
[
x 0 1
]
, φ4 =
[
0 1 z
]
,
φ5 =
[
1 y 0
]
with x, y, z all different from 0. But then, write the coordinate
matrix for {φ1, φ2, φ3, φ4},
(12)
[
φ1 φ2 φ3 φ4
]
=

 1 0 x 00 1 0 1
0 0 1 z


It is easy to check that all the 3 × 3 minors in (12) are non-vanishing. In other
words, any triple of vectors in {φ1, φ2, φ3, φ4} spans C3. The corresponding vectors
ψ1, ψ2, ψ3 and ψ4 may or may not have all triples linearly independent. If all
the triples span C3, we can simultaneously, by using a PSL (3,C) × PSL (3,C)
transformation, bring {φ1, φ2, φ3, φ4} and {ψ1, ψ2, ψ3, ψ4} to the form
(13)
[
φ1 φ2 φ3 φ4
]
=
[
ψ1 ψ2 ψ3 ψ4
]
=

 1 0 0 10 1 0 1
0 0 1 1


By adding a fifth product vector, say φ5 ⊗ ψ5, we get, up to local transformation
and relabelling the vectors φi ⊗ ψi,
(14)
[
φ1 φ2 φ3 φ4 φ5
ψ1 ψ2 ψ3 ψ4 ψ5
]
=


1 0 0 1 1
0 1 0 1 p
0 0 1 1 q
1 0 0 1 1
0 1 0 1 r
0 0 1 1 s


,
where p, q, r, s are some complex numbers. We should remark that the possibility
to have 1 in the first coordinate of φ5 and ψ5 follows because there must exist i ∈
{1, 2, 3} such that φi5ψi5 6= 0. Otherwise, φ5 or ψ5 would have to be proportional
to ei for some i ∈ {1, 2, 3}.
If not all triples in {ψ1, ψ2, ψ3, ψ4} are linearly independent, it is still possible,
according to Lemma 3.8, to find a linearly independent triple among them. Without
loss of generality, we may assume that the triple is {ψ1, ψ2, ψ3}. By an identical
argument as for the φ’s, we know that there is a vector ψi, i ∈ {5, 6} such that
{ψ1, ψ2, ψ3, ψi} have all triples linearly independent. Without loss of generality, we
may assume that φi = φ5. This time, a local transformation and possible relabelling
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brings the product vectors φi ⊗ ψi with i = 1, 2, . . . , 5 to the form
(15)
[
φ1 φ2 φ3 φ4 φ5
ψ1 ψ2 ψ3 ψ4 ψ5
]
=


1 0 0 1 1
0 1 0 1 p
0 0 1 1 q
1 0 0 1 1
0 1 0 r 1
0 0 1 s 1


.
To make a final touch to this section, we need to show that product vectors of
the form (14) or (15) are linearly independent if they are five in number, and thus
they span the five-dimensional kernel of ρ. We will also show that they constitute a
minimal gUPB, and that the parameters p, q, r, s have to be real when the vectors
are in the kernel of a PPT state.
Let us use the notation
[
ω11 ω12 ω13 ω21 ω22 ω23 ω31 ω32 ω33
]
for
vectors ω =
∑
i,j ω
ijei ⊗ ej in C3 ⊗C3. In the case (14), we have
(16)


φ1 ⊗ ψ1
φ2 ⊗ ψ2
φ3 ⊗ ψ3
φ4 ⊗ ψ4
φ5 ⊗ ψ5

 =


1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1
1 1 1 1 1 1 1 1 1
1 r s p pr ps q qr qs


In the case (15), the coordinates of the product vectors are the following,
(17)


φ1 ⊗ ψ1
φ2 ⊗ ψ2
φ3 ⊗ ψ3
φ4 ⊗ ψ4
φ5 ⊗ ψ5

 =


1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1
1 r s 1 r s 1 r s
1 1 1 p p p q q q


It is an elementary exercise to check that the matrices on the right-hand side of
(16) and (17) are of rank 5 for all choices of p, q, r, s, with the only exception
of p = q = r = s = 1. But the last possibility is excluded because it implies
φ4 ⊗ ψ4 = φ5 ⊗ ψ5.
Next, we can show that the vectors φi⊗ψi with i = 1, 2, . . . , 5, chosen as above,
constitute a general Unextendible Product Basis. In order to prove it, let us first
show that the rank of ρT1 has to be 4.
Proposition 3.9. Let ρ be a non-separable PPT state of rank 4 acting on C3⊗C3.
The rank of ρT1 is also 4.
Proof. If ρ is non-separable, we know by the above argument that the product
vectors {φi ⊗ ψi}6i=1 in the kernel of ρ span a five-dimensional subspace, which is
the kernel itself. Moreover, five of them are, up to local transformations, of the form
(14) or (15). But this implies that the corresponding product vectors in the kernel
of ρT1 , which are φ∗i ⊗ψi according to Lemma 3.1, can also be brought to the form
(14) or (15). To be more explicit, if a local transformation A⊗B brings the vectors
φi ⊗ ψi with i = 1, 2, . . . , 5 to the form (14) or (15), A∗ ⊗ B does the same to the
partial conjugations φ∗i ⊗ψi. The only difference is that p and q change into p∗ and
q∗ in (14) or (15). But this does not change the conclusion about the dimensionality
of the subspace spanned by vectors of the form (14) or (15). As a consequence,
the product vectors in the kernel of ρT1 span at least a five-dimensional subspace.
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Thus the kernel of ρT1 is at least five-dimensional. If it had higher dimension, the
rank of ρT1 would be lower or equal 3, which is, according to [24], impossible for
non-separable ρ. Therefore, the dimension of the kernel equals 5, and the rank of
ρT1 is 4. 
There exist separable states ρ of rank 4 in 3 × 3 systems that have the rank of
ρT1 different from 4. However, our next proposition shows that if ρ is supported
on C3 ⊗ C3 and it cannot be written as ρ′ + λ |ζ ⊗ ξ〉 〈ζ ⊗ ξ| with λ > 0 and ρ′
supported on a 2× 2 subspace (cf. Figure 4 in [14]), the rank of ρT1 is also 4.
Proposition 3.10. Let ρ be a separable state of rank 4 supported on C3 ⊗ C3,
which cannot be written as ρ′ + λ |ζ ⊗ ξ〉 〈ζ ⊗ ξ| with λ > 0 and ρ′ supported on a
2× 2 subspace of C3 ⊗C3. The rank of ρT1 is also 4.
Proof. First, we should remark that r
(
ρT1
)
= r
(
ρT2
)
. This fact will be important
for some parts of the proof, although never explicitly refered to. The main idea
that we are going to use is that the argument preceeding formulas (14) and (15)
works for separable states as well, provided that they cannot be reduced according
to Lemma 3.4. In other words, the argument works when the kernel of a PPT state
in question does intersect the Segre variety in a transverse way. Thus, if a reduction
according to Lemma 3.4 is not possible for a separable state ρ, we have vectors of
the form (14) or (15) in Kerρ, and they span a five-dimensional space. This is also
the dimensionality of the subspace spanned by their partial conjugates, which are
in KerρT1 . Therefore the rank of ρT1 is not bigger than 4. If it was less than four,
the intersection between KerρT1 and the Segre variety Σ2,2 would be more than
zero-dimensional, according to the Projective Dimension Theorem [27, Theorem
7.2]. But this contradicts the fact that there are only a finite number of product
vectors in KerρT1 (equal to φ∗⊗ψ for all φ⊗ψ ∈ Kerρ). Therefore the rank of ρT1
has to be 4 when Kerρ intersects the Segre variety transversely. If not, we know
from Lemmas and 3.4 and 3.5 that there are two options: i) it is possible to write
ρ as ρ′ + λ |ζ ⊗ ξ〉 〈ζ ⊗ ξ|, where λ and ρ′ is a rank 3 PPT state supported on a
2× 3 or smaller subspace of C3 ⊗C3, with r (ρ′) = 3 and r
(
(ρ′)
T1
)
= d− 1, ii) ρ
is supported on a 2 × 3 or smaller subspace itself. Option ii) is excluded because
of the assumption of ρ supported on C3 ⊗C3. Our aim in the following will be to
show that r (ρ′) = r
(
(ρ′)
T1
)
unless ρ′ is supported on a 2 × 2 subspace, which is
precisely the second possibility we allow in the proposition. First, observe that if ρ′
is supported on a 2× 3 subspace, we can use an analogue of Lemma 3.4. Either we
have ρ′ = ρ′′+λ′ |ζ′ ⊗ ξ′〉 〈ζ′ ⊗ ξ′| where λ′ > 0 and ρ′′ is supported on a 2×2, 1×3
or 1×2 subspace, r (ρ′′) = 2 and r
(
(ρ′′)
T1
)
= r
(
(ρ′)
T1
)
−1, or Kerρ′ intersects the
respective Segre variety Σ1,2 transversely. In the latter case, by Bezout’s Theorem
the 3-dimensional kernel of ρ′ has precisely three product vectors in it. Actually,
we can repeat the argument preceeding Lemmas 3.7 and 3.8 to conclude that the
product vectors in Kerρ′ have to be locally equivalent to
(18)
[
φ1 φ2 φ3
ψ1 ψ2 ψ3
]
=


1 0 1
0 1 1
1 0 0
0 1 0
0 0 1


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Obviously, these vectors span the kernel. We see that there are, within the 2 ×
3 subspace, only three product vectors in R (ρ′) = (Kerρ′)
⊥
. They are locally
equivalent to
(19)
[
ζ1 ζ2 ζ3
ξ1 ξ2 ξ3
]
=


0 1 1
1 0 −1
1 0 0
0 1 0
0 0 1

 .
Since ρ′ is separable and of rank 3, it must be locally equivalent to a convex sum of
projections onto the vectors ζi ⊗ ξi in (19), which implies that ρ˜T1 is an analogous
sum of projections onto ζ∗i ⊗ ξi. But ζ∗i ⊗ ξi = ζi ⊗ ξi if the product vectors
are as in (19). Therefore R (ρ′) = r
(
(ρ′)
T1
)
, which implies R (ρ) = r
(
ρT1
)
, as
expected. This proves our assertion for ρ′ supported on a 2×3 subspace with Kerρ′
that intersects the corresponding Segre variety Σ1,2 transversely. For the other
nontrivial cases, we can have ρ′′ separable and of rank 2, supported on a 2 × 2
subspace. There is also the trivial case of ρ′′ supported on a 1× 2 or 1× 3 subpace,
in which the equality r (ρ′′) = r
(
(ρ′′)
T1
)
clearly holds, and it implies equality of
ranks of ρ and ρT1 .
In the case of ρ′′ supported on a 2 × 2 subspace, we can repeat the argument
with transverse intersections. Either ρ′′ can be reduced once again, in which case
it turns out to be equal to λ′′′ |ζ′′′ ⊗ ξ′′′〉 〈ζ′′′ ⊗ ξ′′′| + λ′′ |ζ′′ ⊗ ξ′′〉 〈ζ′′ ⊗ ξ′′| with
λ′′ > 0, λ′′′ > 0 and ζ′′′ ⊗ ξ′′′ not proportional to ζ′′ ⊗ ξ′′, or Kerρ′′ must intersect
the respective Segre variety Σ1,1 in a transverse way. The first possibility clearly
gives us r (ρ′′) = 2 = r
(
(ρ′′)
T1
)
. The latter implies, by Bezout’s Theorem, that
there are exactly two product vectors in Kerρ′′. Similarly as for (18), we can prove
that the two product vectors must be locally equivalent to e1 ⊗ e1 and e2 ⊗ e2.
Clearly, they span the kernel of ρ′′ and there are only two product vectors, locally
equivalent to e1 ⊗ e2 and e2 ⊗ e1, in R (ρ′′). But ρ′′ is separable and of rank 2.
Therefore it must be locally equivalent to a convex sum of projections onto these
two vectors. Accordingly, (ρ′′)
T1 is locally equivalent to a sum of two projections
onto product vectors, which are e∗1 ⊗ e2 and e∗2 ⊗ e1, actually equal to e1 ⊗ e2 and
e2⊗e1. This clearly implies r (ρ′′) = r
(
(ρ′′)
T1
)
and the equality between the ranks
of ρ and ρT1 clearly follows. 
Remark 3.11. The two propositions above explain why PPT states of ranks (4, n),
n 6= 4 should not be expected to appear in the upper part of Table II in [14]. They
do exist, but they are always separable and of a rather special form.
It is useful to formulate the following
Corollary 3.12. All rank 4 non-separable PPT states ρ in 3× 3 systems are edge
states.
Proof. If some non-separable ρ of rank 4 had a product vector φ ⊗ ψ in its range,
and the partial conjugated vector φ∗⊗ψ was in the range of ρT1 , we could diminish
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the rank of ρ or ρT1 by subtracting λ |φ⊗ ψ〉 〈φ⊗ ψ|, where
(20) λ = min
{〈
φ⊗ ψ, ρ−1 (φ⊗ ψ)〉−1 ,〈φ⊗ ψ, (ρT1)−1 (φ⊗ ψ)〉−1} ,
cf. [19]. In such case, ρ could be written as ρ = ρ′ + λ |φ⊗ ψ〉 〈φ⊗ ψ| with ρ′ PPT
and of rank 3 or with ρT1 of rank 3. But this implies, by [24], that ρ′ would have to
be separable. This further implies separability of ρ, which is a contradiction. 
At this point, we can easily prove that the vectors φi ⊗ ψi in the kernel of
a non-separable ρ of rank 4, chosen as in (14) or (15), constitute a generalized
Unextendible Product Basis. If there was a product vector φ⊗ ψ orthogonal to all
of them, it would be an element of the range of ρ. From the proof of Proposition
3.9 we know that the partially conjugated vectors φ∗i ⊗ ψi span the kernel of ρT1 .
Since 〈φ⊗ ψ, φi ⊗ ψi〉 = 0 = 〈φ∗ ⊗ ψ, φ∗i ⊗ ψi〉 for all i, we see that φ∗⊗ψ is in the
range of ρT1 ,
(
KerρT1
)⊥
. Therefore we have a product vector φ ⊗ ψ in the range
of ρ such that its partial conjugation is in the range ρT1 . In other words, ρ is not
an edge state. But this contradicts Corollary 3.12 and therefore cannot happen. In
this way, we have proved the following.
Proposition 3.13. Let ρ be a rank 4 non-separable PPT state in a 3 × 3 system.
The six vectors in the kernel of ρ constitute a generalized UPB. There is a subset
of five of them that constitutes a minimal gUPB in the sense of Proposition 2.4.
Proof. Most of the proof has already been explained above. We only need to com-
ment on the fact that five of the product vectors constitute a minimal gUPB. It
must be so because the five vectors we brought to the form (14) or (15) span the
kernel of ρ, and the orthogonal complement to the kernel has no product vector
in it. Thus, the five vectors are a gUPB of Kerρ, which is minimal according to
Proposition 2.4, because m+ n− 1 = 5 for m = n = 3. 
By Proposition 2.4 we know that a minimal gUPB {φi ⊗ ψi}6i=1 has the property
that all triples in {φi}6i=1 and in {ψi}6i=1 are linearly independent. In such case,
the forms (14) and (15) are locally equivalent, and we may choose to work with
only one of them. In the sequel, we prefer to assume the form (14) of the product
vectors, which is in agreement with the convention used in [13]. Our next step is
to prove that the parameters p, q, r and s in (14) must be real if the corresponding
product vectors belong to the kernel of a rank 4 PPT state in the 3× 3 case. This
is not of much use here, but will prove to be important in Section 3.6.
We know from Lemma 3.6 that there are exactly six product vectors in the kernel
of ρ, while we have only five of them in (14), and we know that they span the kernel.
Consequently, the sixth vector is a linear combination of the other five ones,
(21) φ6 ⊗ ψ6 =
5∑
i=1
λiφi ⊗ ψi
Note that explicit formulas for the sixth vector can be found in [13, Section 5.2].
Interestingly, since φ6 ⊗ψ6 ∈ Kerρ, we know from Lemma 3.2 that φ∗6 ⊗ψ6 ∈ Kerρ
is in the kernel of ρT1 . However, the vectors φ∗i ⊗ ψi with i = 1, 2, . . . , 5 are also
there and moreover, since they are, up to local equivalence, of the form (14) with
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p and q complex conjugated, we already know that they span KerρT1 . Thus
(22) φ∗6 ⊗ ψ6 =
5∑
i=1
ξiφ
∗
i ⊗ ψi,
where the coefficients ξi are in principle not related to the λi’s in (21). However,
we can already see at this point that it may be very difficult to simultaneously
satisfy equations (21) and (22), if we do not assume that φi = φ
∗
i for all i. In the
latter case, one can obviously choose ξi = λi. Our aim in the following will be to
show that ξi = λi is the only possible choice. By projecting (21) onto the first, the
second and the third coordinate in the first subsystem, we get
λ1ψ1 + λ4ψ4 + λ5ψ5 = φ16 ψ6(23)
λ2ψ2 + λ4ψ4 + pλ5ψ5 = φ26 ψ6(24)
λ3ψ3 + λ4ψ4 + qλ5ψ5 = φ36 ψ6(25)
where {φi6}3i=1 are coordinates of φ6. Similarly, from (22) we get
ξ1ψ1 + ξ4ψ4 + ξ5ψ5 = φ
∗
16 ψ6(26)
ξ2ψ2 + ξ4ψ4 + p
∗ξ5ψ5 = φ
∗
26 ψ6(27)
ξ3ψ3 + ξ4ψ4 + q
∗ξ5ψ5 = φ
∗
36 ψ6(28)
Let us note that the triples {ψ1, ψ4, ψ5}, {ψ2, ψ4, ψ5}, {ψ3, ψ4, ψ5} all consist of
linearly independent vectors, according to Proposition 3.13. This implies that each
of the formulas (23)–(28) gives exactly one solution for the coefficients λi or ξi
which it contains. For one of the consequences, all the coefficients ψi6 must be
non-vanishing. Two of them cannot vanish, because φ6 proportional to any of φi
with i = 1, 2, 3 would contradict φ6 ⊗ ψ6 6= φi ⊗ ψi or Lemma 3.3. To see this, let
us assume that one of them vanishes, e.g. φ36 = 0. In such case, equation (25)
implies λ3 = λ4 = λ5 = 0, where we used the fact that q 6= 0. Hence (23) and
(24) reduce to φ16ψ6 = λ1ψ1 and φ26ψ6 = λ2ψ2. But neither of these equalities
can hold, since φ16 6= 0 and φ26 6= 0 and ψ6 proportional to ψ1 or ψ2 contradicts
Lemma 3.3. Thus our assumption φ36 = 0 must have been false. By repeating the
same argument for φ16 and φ26, we arrive at φ16φ26φ36 6= 0. Let us also notice that
necessarily λ4 6= 0 and ξ4 6= 0. We cannot have, for example ξ1ψ1 + ξ5ψ5 = φ∗16ψ6
and ξ2ψ2+p
∗ξ5ψ5 = φ
∗
26ψ6 since the only vector in the intersection of span (ψ1, ψ5)
and span (ψ2, ψ5) is ψ5, and we know that ψ6 6= ψ5 by Lemma 3.3 or simply by
φ6 ⊗ ψ6 6= φi ⊗ ψi. In a similar way, one obtains λ5 6= 0 and ξ5 6= 0. With such
amount of knowledge, we can easily prove the expected result.
Proposition 3.14. Let φi ⊗ ψi for i = 1, 2, . . . , 5 be product vectors of the form
(14) in the kernel of a non-separable PPT state of rank four, acting on C3 ⊗ C3.
The parameters p, q, r and s must necessarily be real.
Proof. By dividing (23) by φ16 and (26) by φ
∗
16, which is possible according to
φ16 6= 0, we get
(29)
λ1
φ16
ψ1 +
λ4
φ16
ψ4 +
λ5
φ16
ψ5 = ψ6 =
ξ1
φ∗16
ψ1 +
ξ4
φ∗16
ψ4 +
ξ5
φ∗16
ψ5
Since {ψ1, ψ4, ψ5} is a linearly independent triple, the above equality implies λ1/φ16 =
ξ1/φ
∗
16, λ4/φ16 = ξ4/φ
∗
16 and λ5/φ16 = ξ5/φ
∗
16. In a similar way, from (24) and (27)
we can get λ2/φ26 = ξ2/φ
∗
26, λ4/φ26 = ξ4/φ
∗
26 and pλ5/φ26 = p
∗ξ5/φ
∗
26, whereas
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(25) and (28) give us λ2/φ36 = ξ2/φ
∗
36, λ4/φ36 = ξ4/φ
∗
36 and qλ5/φ36 = q
∗ξ5/φ
∗
36.
From the equalities involving λ4 and ξ4, we get
(30)
φ16
φ∗16
=
φ26
φ∗26
=
φ36
φ∗36
Together with λ5/φ16 = ξ5/φ
∗
16, the above equations give us λ5/φ26 = ξ5/φ
∗
26 and
λ5/φ36 = ξ5/φ
∗
36. But
(31)
(
λ5
φ26
=
ξ5
φ∗26
∧ pλ5
φ26
=
p∗ξ5
φ∗26
)
⇒ p = p∗
In a similar way, from λ5/φ36 = ξ5/φ
∗
36 and qλ5/φ36 = q
∗ξ5/φ
∗
36 we can get q =
q∗. 
3.5. An equivalence between generalized and orthonormal Unextendible
Product Bases. In the following, we discuss item (4) of the list given in Section
3.2. Let us start with a set of five vectors in C3,
(32)
[
φ1 φ2 φ3 φ4 φ5
]
=

 φ11 φ12 φ13 φ14 φ15φ21 φ22 φ23 φ24 φ25
φ31 φ32 φ33 φ34 φ35

 ,
and assume that any three of them are linearly independent, as in Proposition 3.13.
For the moment, we do not require the vectors in (32) to be equal to φ1, . . . , φ5 in
(14), but our ultimate goal is to apply the results we are going to obtain to (14).
PSL (3,C) transformations of the above set correspond to the multiplication of the
matrix in (32) from the left by an element of SL (3,C) and to the multiplication
of the columns of (32) by arbitrary non-zero scalar factors. It is clear that we can
PSL (3,C) transform (32) to the following form,
(33)

 1 0 φ′13 φ′14 φ′150 1 φ′23 φ′24 φ′25
0 0 φ′33 φ
′
34 φ
′
35

 .
By another PSL (3,C) transformation, we get
(34)


1 0 0
0 1 −φ′23
φ′
33
0 0 1



 1 0 φ′13 φ′14 φ′150 1 φ′23 φ′24 φ′25
0 0 φ′33 φ
′
34 φ
′
35

 =

 1 0 φ′13 φ′′14 φ′′150 1 0 φ′′24 φ′′25
0 0 φ′33 φ
′′
34 φ
′′
35

 .
We should remark that the matrix we multiply with from the left is well-defined,
since φ′33 6= 0 according to the assumption about linear independence of triples.
Let us transform once again, in the following way,
(35)

 1 0 −
φ′′
15
φ′′
35
0 1 0
0 0 1



 1 0 φ′13 φ′′14 φ′′150 1 0 φ′′24 φ′′25
0 0 φ′33 φ
′′
34 φ
′′
35

 =

 1 0 φ′13 φ′′′14 00 1 0 φ′′′24 φ′′25
0 0 φ′33 φ
′′′
34 φ
′′
35

 .
This is again possible because φ′35 6= 0 according to our assumptions.
In a similar way as before, we see that φ′′24 6= 0 and φ′′35 6= 0. If we multiply the
fourth column by 1/φ′′′24 and the fifth by 1/φ
′′
35, the above transforms to
(36)

 1 0 x y 00 1 0 1 z
0 0 t u 1

 ,
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where we introduced the notation x := φ′13, t := φ
′
33, y := φ
′′′
14/φ
′′
24, u := φ
′′′
34/φ
′′
24,
z := φ′′25/φ
′′
35. It is pretty straightforward to see that all the coefficients x, y, z, t, u
have to be different from zero according to the independent triples assumption.
Now, introduce the following invariants [11],
(37) s1 = −
∣∣ φ1 φ2 φ4 ∣∣ · ∣∣ φ1 φ3 φ5 ∣∣∣∣ φ1 φ2 φ5 ∣∣ · ∣∣ φ1 φ3 φ4 ∣∣ ,
(38) s2 = −
∣∣ φ1 φ2 φ3 ∣∣ · ∣∣ φ2 φ4 φ5 ∣∣∣∣ φ1 φ2 φ4 ∣∣ · ∣∣ φ2 φ3 φ5 ∣∣ .
The numbers s1, s2 are indeed invariant. They do not change under the family of
PSL (3,C) transformations we were using in the consecutive steps (32)–(36). Thus
we can substitute
(39)

 φ11 φ12 φ13 φ14 φ15φ21 φ22 φ23 φ24 φ25
φ31 φ32 φ33 φ34 φ35

→

 1 0 x y 00 1 0 1 z
0 0 t u 1


in the above formulas for s1 and s2. In this way, we can easily calculate the values
of the invariants,
(40) s1 = −uz and s2 = − ty
ux
.
Now, impose the conditions s1 > 0 and s2 > 0. From the first one, we clearly get
u = −rz∗, where r is a positive real number. Thus, we have the vectors
(41)

 1 0 x y 00 1 0 1 z
0 0 t −rz∗ 1

 .
Next, let us multiply from the left by a diagonal matrix diag
(
1,
√√
r′, 1/
√√
r′
)
,
as well as multiply the second column by 1/
√√
r′, the fourth by 1/
√√
r′ and the
fifth by
√√
r′, where r′ := rz∗/z and
√
ζ stands for the square root of ζ ∈ C with
the argument in [0, pi). Under such PSL (3,C) transformation (41) changes to
(42)

 1 0 x′ y′ 00 1 0 1 z′
0 0 t′ −z′ 1

 ,
where z′ is real and positive, and all the other parameters x′, y′, t′ are non-zero.
Moreover, the conditon s2 > 0 transforms to
(43) s2 = − ty
ux
=
t′y′
z′x′
> 0 ⇔ t
′y′
x′
> 0,
simply by formula (40) and the invariance of s2. The last equivalence holds by
strict positivity of z′. In our next step, we we are going to multiply (42) from the
left by a diagonal matrix diag (ζ1, ζ2, ζ3), with ζ1, ζ2, ζ3 ∈ C and ζ1ζ2ζ3 = 1, and
also multiply the consecutive columns, beginning with the first, by 1/ζ1, 1/ζ2, ζ4,
ζ5 and ζ6, where ζ4ζ5ζ6 6= 0. Our aim is to choose the numbers ζ1, . . . , ζ6 in such a
way that (42) transforms to a set of vectors with orthogonality relations given by
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a pentagon graph (that is, any two consecutive ones are orthogonal, and these are
the only orthogonality relations). We would like to have
(44)

 1 0 a b 00 1 0 1 a
0 0 b −a 1

 ,
where a = z′ and b is a positive real number in place of (42). Let us write the
numbers ζj as rje
iαj , where rj is a positive real number and αj ∈ R. In order to
obtain (44) with a and b real and positive, certain phase matching conditions have
to be fulfilled. Let us consider them first. If αy′ , αt′ , αx′ are such that y
′ = ry′e
iαy′ ,
t′ = rt′e
iαt′ and x′ = rx′e
iαx′ with rx′ , rt′ and rx′ real and positive, complex phases
match correctly if and only if the following set of equations hold
α2 + α5 = 0 mod 2pi(45)
α3 + α6 = 0 mod 2pi(46)
α2 + α6 = 0 mod 2pi(47)
α3 + α5 = 0 mod 2pi(48)
α5 + α1 + αy′ = 0 mod 2pi(49)
α3 + α4 + αt′ = 0 mod 2pi(50)
α4 + α1 + αx′ = 0 mod 2pi(51)
The requirement that ζ1ζ2ζ3 = 1 adds a condition α1 + α2 + α3 = 0 mod 2pi to
equations (45)–(46). However, a substitution of the form
(α1, α2, α3)→ (α1 + β, α2 + β, α3 + β) (α4, α5, α6)→ (α4 − β, α5 − β, α6 − β)
with an appropriately chosen β can always bring α1+α2+α3 to zero and it has no
effect on (45)–(51). Therefore, as long as existence of solutions is in question, we
may neglect the additional condition. It is easy to see that the relations (45)–(48)
are fulfilled if and only if α2 = α3 = −α5 = −α6 = −α mod 2pi for some α ∈ R.
Thus the set of equations (45)–(51) are reduced to
(52)

 1 1 0−1 0 1
0 1 1



 αα1
α4

 =

 −αy′−αt′
−αx′

 mod 2pi
Interestingly, the 3 × 3 matrix in equation (52) has rank 2. A solution (α, α1, α4)
exists if and only if
(53) αy′ + αt′ − αx′ = 0 mod 2pi
But this is exactly the positivity condition (43) for the invariant s2. Thus, if s2 > 0
in addition to s1 > 0, we can cancel the complex phases, as in (44). The only
remaining thing to do is to match the modules, which gives us the following set of
equations,
(54) r2r5 = 1, r3r6 = 1, r2r6 = r3r5, r4r1rx′ = a, r5r1ry′ = r3r4rt′ .
There is also an equation r1r2r3 = 1, following from the requirement that ζ1ζ2ζ3 =
1. As we see, there are five equations in (54), and the variables r1, . . . , r6 are six
in number. Therefore, one can expect a solution to exist. It can easily be checked
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that the following, with r ∈ R, is a one-parameter family of solutions,
(55) r1 =
√
art′
rx′ry′
r, r2 = r, r3 = r, r4 =
√
art′
rx′ry′
1
r
, r5 =
1
r
, r6 =
1
r
.
By choosing r = 1/ 6
√
art′/rx′ry′ we can satisfy the additional condition r1r2r3 = 1.
Thus we have proved that the positivity of the invariants s1, s2 guarantees that
the family of five vectors (32) can be PSL (3,C) transformed into (44) without
permuting them. Obviously, a converse statement is also true, since the values of
s1 and s2 calculated from (44) are a
2 and b2/a2, respectively. In this way we arrive
at the following
Proposition 3.15. A set of five vectors {αi}5i=1 ⊂ C3 with the property that
any triple of them is linearly independent, can be PSL (3,C) transformed, without
permuting them, to the form (44) with a and b real and positive, if and only if the
invariants s1 and s2, defined in (37), are positive.
Let us note that any set of five vectors {v1, . . . , v5} ⊂ C3 with orthogonality
relations
〈
vi, v(i+1) mod 5
〉
= 0 can be transformed by PSL (3,C) transformations
to the form (44). For sure they can be transformed to
(56)
[
v1 v2 v3 v4 v5
]
=

 1 0 x y∗ 00 1 0 1 x
0 0 y −x∗ 1

 ,
with x and y complex. But since s1 = |x|2 > 0 and s2 = |y/x|2 > 0 in the above
case, the argument following equation (42) tells us that a PSL (3,C) transformation
brings (56) to the form (44). As a consequence, Proposition 3.15 is a necessary and
sufficient criterion for a set of five vectors φ1, . . . , φ5 to be SL (3,C) equivalent,
without permuting them, to a set of vectors v1, . . . , v5 with orthogonality relations
〈vi, vi mod 5+1〉 = 0.
From [2] we know that orthogonal UPBs in the 3 × 3 case always have five
elements, and they are, up to permutations, precisely the sets of product vectors
{vi ⊗ wi}5i=1 with orthogonality relations 〈vi, vi mod 5+1〉 = 0 and
〈
wj , w(j+1) mod 5+1
〉
=
0. Consider the question whether an arbitrary set of five vectors {φi ⊗ ψi}5i=1 ⊂
C
3⊗C3 with linearly independent triples can be brought by PSL (3,C)×PSL (3,C)
transformations to such {vi ⊗ wi}5i=1, without permuting the vectors. In other
words, what are the necessary and sufficient conditions for φi ⊗ ψi’s to be con-
vertible into vi ⊗ wi’s with the orthogonality conditions given above. By using
Proposition 3.15, we can already deal with the question about φi’s being convertible
into vi’s. Namely, an PSL (3,C) transformation on the first subsystem can bring
the vectors {φi}5i=1, without permuting them, to {vi}5i=1 with 〈vi, vi mod 5+1〉 = 0
if and only if the corresponding values of the invariants s1 and s2 are positive.
We are only missing a similar criterion for ψi’s and wi’s. However, it is not dif-
ficult to check that a permutation σ =
(
1 2 3 4 5
1 3 5 2 4
)
brings any {wi}5i=1
with
〈
wj , w(j+1) mod 5+1
〉
= 0 to {w′i}5i=1 =
{
wσ(i)
}5
i=1
with
〈
w′i, w
′
i mod 5+1
〉
= 0.
Therefore, it is sufficient to calculate the invariants (37) and (38) corresponding to
the permuted vectors ψ′i := ψσ(i) and check their positivity in order to tell whether
the vectors ψi are convertible into some {wi}5i=1 with the desired orthogonality
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relations. Following the definitions (37) and (38), let us introduce
(57) s3 = −
∣∣ ψ1 ψ3 ψ2 ∣∣ · ∣∣ ψ1 ψ5 ψ4 ∣∣∣∣ ψ1 ψ3 ψ4 ∣∣ · ∣∣ ψ1 ψ5 ψ2 ∣∣ =
−
∣∣ ψσ(1) ψσ(2) ψσ(4) ∣∣ · ∣∣ ψσ(1) ψσ(3) ψσ(5) ∣∣∣∣ ψσ(1) ψσ(2) ψσ(5) ∣∣ · ∣∣ ψσ(1) ψσ(3) ψσ(4) ∣∣
and
(58) s4 = −
∣∣ ψ1 ψ3 ψ5 ∣∣ · ∣∣ ψ3 ψ2 ψ4 ∣∣∣∣ ψ1 ψ3 ψ2 ∣∣ · ∣∣ ψ3 ψ5 ψ4 ∣∣ =
−
∣∣ ψσ(1) ψσ(2) ψσ(3) ∣∣ · ∣∣ ψσ(2) ψσ(4) ψσ(5) ∣∣∣∣ ψσ(1) ψσ(2) ψσ(4) ∣∣ · ∣∣ ψσ(2) ψσ(3) ψσ(5) ∣∣ ,
in accordance with [11]. From the discussion above it follows that arbitrary five
vectors ψ1, . . . , ψ5 in C
3 can be transformed, without permuting them, to {wi}5i=1
with orthogonality relations
〈
wj , w(j+1) mod 5+1
〉
= 0 if and only if the above invari-
ants s3 and s4 are positive. Together with the previously obtained convertibility
result between φ1, . . . , φ5 and v1, . . . , v5, the last result gives us the following
Proposition 3.16. A set of product vectors {φi ⊗ ψi}5i=1 ⊂ C3 ⊗ C3 can be
PSL (3,C) × PSL (3,C) transformed to an orthogonal UPB {vi ⊗ wi}5i=1 with or-
thogonality relations 〈vi, vi mod 5+1〉 = 0 and
〈
wj , w(j+1) mod 5+1
〉
= 0, without per-
muting the φi⊗ψi’s, if and only if the invariants s1, s2, s3 and s4, defined in (37),
(38), (57) and (58), are positive.
Proof. Most of the proof has already been included above. Let {vi ⊗ wi}5i=1 de-
note an orthogonal UPB with the orthogonality relations 〈vi, vi mod 5+1〉 = 0 and〈
wj , w(j+1) mod 5+1
〉
= 0 for all i, j ∈ {1, 2, 3, 4, 5}. The possibility to convert
(59)
[
φ1 φ2 φ3 φ4 φ5
ψ1 ψ2 ψ3 ψ4 ψ5
]
→
[
v1 v2 v3 v4 v5
w1 w2 w3 w4 w5
]
by PSL (3,C) × PSL (3,C) transformations, or by local equivalence in our usual
terms, is the same as the possibility to separately convert {φi}5i=1 into {vi}5i=1
and {ψj}5j=1 into {wj}5j=1 by some PSL (3,C) transformations. However, we know
that the first conversion is possible if and only if s1 and s2 are positive, while the
second needs positivity of s3 and s4. Altogether, positivity of all the invariants si,
i = 1, 2, 3, 4 is a necessary and sufficient criterion for the transformation (59) to be
possible. 
In the context of product vectors in the kernel of a PPT state, as well as elements
of an orthogonal UPB, permutations are obviously possible. Therefore we would
like to have a version of Proposition 3.16 with no restriction on the ordering of the
vectors {φi ⊗ ψi}5i=1.
Proposition 3.17. A set of product vectors {φi ⊗ ψi}5i=1 ⊂ C3 ⊗ C3 can be
PSL (3,C)×PSL(3,C) transformed to an orthogonal UPB, if and only if for some
permutation κ the invariants s1, s2, s3 and s4, calculated with the permuted vectors
φκ(i) and ψκ(i) substituted for φi and ψi, respectively, are all positive.
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Proof. Immediate given the fact [2] that an orthogonal UPB in a 3 × 3 system
can always be brought by a permutation to a {vi ⊗ wi}5i=1 with the orthogonality
relations as in Proposition 3.16. 
Let us also note that, in accordance with [13], not every single permutation of
the five product vectors needs to be considered if we want to check whether they
can be transformed into an orthogonal UPB or not.
Remark 3.18. Only 12 permutations, given in Appendix A, have to be checked in
Proposition 3.17 in order to obtain a decisive answer.
Proof. An explanation is included in [11] and [13], but we repeat it quickly here
for completness. Let us denote by S5 the symmetric group of {1, 2, . . . , 5}. The
permutations given in Appendix A are representatives of equivalence classes in
S5 of the regular pentagon subgroup G, generated by the cycle (1 2 3 4 5) and the
inversion
(
1 2 3 4 5
5 4 3 2 1
)
. The regular pentagon symmetry subgroup has the
expected property that it does not change signs of s1, s2, s3 and s4, just as it
does not change orthogonality relations between the vectors {vi}5i=1 and {wj}5j=1.
Therefore, we may divide S5 by G when we check positivity of the invariants in
Proposition 3.17. The number of invariance classes is 12 because #S5 = 5! = 120
and #G = 10. 
3.6. Determination of a PPT state by product vectors in its kernel. In
the last part of the proof, we recall a number of surprising facts that were earlier
reported in [13, Section 5] without a complete explanation. Here we fill in that
little gap, and we collect a sufficient amount of knowledge to quickly obtain our
main result.
Note that, given a set of product vectors in Kerρ, the conditions in Lemma 3.2
are a set of linear equations for ρ. An idea, earlier presented in [13], is to try to
solve these equations assuming a specific form of the product vectors, namely (14).
Let us repeat formula (14) here for the convenience of the reader.
(60)
[
φ1 φ2 φ3 φ4 φ5
ψ1 ψ2 ψ3 ψ4 ψ5
]
=


1 0 0 1 1
0 1 0 1 p
0 0 1 1 q
1 0 0 1 1
0 1 0 1 r
0 0 1 1 s


,
We actually know from Proposition 3.13 that there always exists a local SL (3,C)⊗
SL (3,C) transformation A ⊗ B that brings five vectors in the kernel of a non-
separable PPT state of rank 4, possibly multiplied by some scalar factors, into the
form (60) with all triples linearly independent. Moreover, Proposition 3.14 tells us
that the parameters p, q, r and s are necessarily real numbers. By solving the linear
conditions on a PPT state following from Lemma 3.2 with φi ⊗ ψi, i = 1, 2, . . . , 5
as in (60) substituted for φ ⊗ ψ, we will actually be solving a set of contraints
on
(
A−1 ⊗B−1)∗ ρ (A−1 ⊗B−1). However, according to the discussion in Section
3.1, such local transformations are irrelevant to all the questions considered in
this paper. Therefore we may simply assume that a PPT state ρ in question has
the product vectors (60) in its kernel and check the consequences. As previously
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reported by the authors of [13], the conditions 〈φi ⊗ ψj , ρ (φk ⊗ ψi)〉 = 0 for i, j, k ∈
{1, 2, 3} together with ρ (φ4 ⊗ ψ4) = 0 and 〈φ1 ⊗ ψ4, ρ (φ4 ⊗ ψ2)〉 = 0 imply the
following form of ρ,
(61) ρ =


0 0 0 0 0 0 0 0 0
0 a1 b1 0 0 0 0 b2 0
0 b1 a2 0 0 b3 0 0 0
0 0 0 a3 0 b4 b5 0 0
0 0 0 0 0 0 0 0 0
0 0 b3 b4 0 a4 0 0 0
0 0 0 b5 0 0 a5 b6 0
0 b2 0 0 0 0 b6 a6 0
0 0 0 0 0 0 0 0 0


with ai and bj real for all i, j ∈ {1, 2, . . . , 6} and such that
a1 + b1 + b2 = 0, b1 + a2 + b3 = 0, a3 + b4 + a4 = 0(62)
b3 + b4 + a4 = 0, b5 + a5 + b6 = 0, b2 + b6 + a6 = 0(63)
a1 + b1 + b2 = 0(64)
Derivation of (61) and the equations (62)–(64) is left as a simple exercise for the
reader. It may be useful to consult Section 5.4 of [13] in order to solve it.
We still have not used the condition ρ (φ5 ⊗ ψ5) = 0, which gives us additional
six linear equations on a1, . . . , a6 and b1, . . . , b6.
− r (b1 + b2) + qrb2 + sb1 = 0, rb1 − s (b1 + b3) + psb3 = 0(65)
−p (b4 + b5) + qb5 + psb4 = 0, pb4 + sb3 − ps (b3 + b4) = 0(66)
pb5 − q (b5 + b6) + qrb6 = 0, qb6 + rb2 − qr (b2 + b6) = 0(67)
Under the assumption of {φi ⊗ ψi}5i=1 of the form (60) being a gUPB, there exists,
up to scaling by arbitrary real factors, exactly one solution to the equations (62)–
(67). We know from Proposition 3.13 that the assumption is true for vectors φi⊗ψi
in the kernel of a non-separable rank 4 PPT state in 3 × 3 systems. It is most
important for us that there exist, up to scaling by arbitrary positive factors, exactly
two solutions
(68) ±


0 0 0 0 0 0 0 0 0
0 qr−s
r(q−1) 1 0 0 0 0
r−s
r(1−q) 0
0 1 r−ps
s(1−p) 0 0
r−s
s(p−1) 0 0 0
0 0 0 (r−s)(ps−q)
p(p−q)(s−1) 0
r−s
p(1−s)
r−s
q−p
0 0
0 0 0 0 0 0 0 0 0
0 0 r−s
s(p−1)
r−s
p(1−s) 0
(p−s)(r−s)
p(p−1)s(s−1) 0 0 0
0 0 0 r−s
q−p
0 0 (qr−p)(r−s)
q(1−q)(r−1)
r−s
q(q−1) 0
0 r−s
r(1−q) 0 0 0 0
r−s
q(q−1)
(q−r)(r−s)
q(1−q)r(r−1) 0
0 0 0 0 0 0 0 0 0


The above matrix is well-defined since all the numbers p, q, r, s, p− 1, q− 1, r− 1,
s− 1, p− q and r − s are nonzero as a consequence of all triples of vectors in (60)
being linearly independent.
Note that, for both choices of sign, (68) is a symmetric matrix. Moreover, it
is symmetric with respect to partial transpose. Therefore ρ is PPT iff it is positive
definite. A necessary condition for (68) to be positive definite is that all the nonzero
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elements on its diagonal, as well as all nontrivial 2×2 minors of the form
∣∣∣∣ ρii ρijρji ρjj
∣∣∣∣
are positive. Altogether, we have six nonzero elements on the diagonal
(69) ±
{
qr − s
r (q − 1) ,−
r − ps
s (p− 1) ,
(r − s) (ps− q)
p (p− q) (s− 1) ,
(p− s) (r − s)
p (p− 1) s (s− 1) ,
− (qr − p) (r − s)
q (p− q) (r − 1) ,
(r − q) (r − s)
q (q − 1) r (r − 1)
}
and six nontrivial minors
(70)
{
− (r − s) (qr − ps)
r (p− 1) s (q − 1) ,−
(q − s) (r − s)
q (q − 1) r (r − 1) ,
(p− r) (r − s)
p (p− 1) s (s− 1) ,
(q − s) (r − s)2
p (p− 1) (p− q) s (s− 1) ,
(r − s)2 (qr − ps)
p (p− q) q (r − 1) (s− 1) ,−
(p− r) (r − s)2
(p− q) q (q − 1) r (r − 1)
}
The ± sign in (69) corresponds to the choice we make in (68). We see that all the
expressions in (70) and (69) are quotients and products of the following nineteen
numbers
p, q, r, s, p− 1, q − 1, r − 1, s− 1, p− q, r − s,(71)
p− r, q − s, p− s, r − q, ps− q, qr − p, r − ps, qr − s, qr − ps(72)
Concerning the list (71), we already know that all its elements have to be nonzero.
This follows from the condition of {φi ⊗ ψi}5i=1 being a gUPB. It turns out that the
same holds for the elements of (72). The number qr− ps must be nonzero, because
otherwise the vector
(73) φ5 ⊗ ψ5 − qrφ4 ⊗ ψ4 + q (s− r)φ3 ⊗ ψ3 − r (p− q)φ2 ⊗ ψ2
would be of the form φ1⊗ψ′+φ′⊗ψ1, thus contradicting Lemma 3.4 and Corollary
3.12. In a similar way, one can show that p − r 6= 0 and q − s 6= 0. Let us now
assume that ps− q = 0. In such case, we have the following submatrix in (68)
(74) ±
[
(r−s)(ps−q)
p(p−q)(s−1)
r−s
p(1−s)
r−s
p(1−s)
(p−s)(r−s)
p(p−1)s(s−1)
]
= ±
[
0 r−s
p(1−s)
r−s
p(1−s)
(p−s)(r−s)
p(p−1)s(s−1)
]
.
In order for (74) to be positive definite for some choice of the sign ±, we need to
have r− s = 0, which we know is impossible. Thus we have proved that ps− q 6= 0
for ρ positive definite. Finally, the fact that qr − p, r − ps and qr − s must also
be nonvanishing for ρ positive definite follows by a suitable modification of the
above argument. Different submatrices need to be chosen, but otherwise the proof
is identical.
Our task in the following will be to relate positivity of all the numbers in (69) and
(70) to the fact that all the invariants s1, . . . , s4, given in Section 3.5, are positive,
possibly after we suitably permute the vectors φi ⊗ψi. Note that we already know
that only the 12 permutations listed in Appendix A need to be considered. An
explanation is included in the proof related to Remark 3.18. Not to much surprise,
the formulas for the invariants s1, . . . , s4 for permuted vectors of the form (60) are
always expressed as products and quotients including only the numbers listed in
(71). Explicit formulas can be found in Table 1. To explain the notation we used
in the table, it is sufficient to say, for example, that by using σ6 from Appendix A
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σ1 : − pq , q − 1, r−ss , r1−r σ2 : − qp , p− 1, s−rr , s1−s
σ3 : − 1q , q−pp , 1−ss , 1r−1 σ4 : −q, 1−pp , s− 1, sr−s
σ5 : − 1p , p−qq , 1−rr , 1s−1 σ6 : −p, 1−qq , r − 1, rs−r
σ7 :
p−q
q
, 1
q−1 ,− rs , s−rr−1 σ8 : qp−q , 1−pq−1 , rs−r ,−s
σ9 : − q−1q , pq−p ,− 1s , 1−sr−1 σ10 : q1−q , p−1q−p , 1s−1 ,− sr
σ11 :
q−p
p
, 1
p−1 ,− sr , r−ss−1 σ12 : pq−p , 1−qp−1 , sr−s ,−r
Table 1. Formulas for the invariants s1, . . . , s4, calculated for vec-
tors of the form (60) permuted by the 12 inequivalent permutations
of Appendix A.
to permute the product vectors (60), we obtain s1 = −p, s2 = (1− q)/q, s3 = r− 1
and s4 = r/(s− r) as the expressions for the invariants.
It turns out that the values of s1, . . . , s4 corresponding to one of the permu-
tations σi have to be all positive to assure that ρ, given in (68), is a positive
matrix for some choice of the sign ±. Our computer-aided proof of this fact
consisted in simply checking all admissible sign choices for the numbers listed
in (71) and (72). We already know that neither of those numbers can be zero,
and thus it seems that we have 219 cases to check. However, some further con-
straints apply, which reduce this number considerably. First of all, the requirement
that ±(p− s) (r − s)/(p (p− 1) s (s− 1)) of the list (69) and a very similar ele-
ment (p− r) (r − s)/(p (p− 1) s (s− 1)) of (70) have the same sign implies that
p− r = ± (p− s), with the ± sign depending on the choice we made in (68). Along
the same lines, by comparing the last element of (69) with the second element of
(70), one can prove that r − q = ∓ (q − s). More importantly, the signs of the
numbers listed in (71) and (72) are not all independent. Various relations have to
hold between them. For example, p − 1 > 0 clearly implies p > 0, and we cannot
have a plus sign for p− 1 and a minus sign for p. More sophisticated relations like
(75) (qr − s > 0 ∧ p− 1 > 0 ∧ s < 0)⇒ qr − ps > 0
have to hold as well. We provide a more or less exhaustive list, consisting of
76 elements, in Appendix C. While some further relations could still possibly
exist, the use of those listed in the appendix allowed us to confirm the necessity
result mentioned above. When all the constraints are imposed, a comparably small
number of 761 or 352 out of the 219 sign choices remain possible when “+” or “−”
is fixed in (68), respectively. It then turns out that, by choosing an admissible sign
configuration, all the numbers in the lists (69) and (70) can be made positive only
if one of the quadruples listed in Table 1 consists solely of positive numbers. This is
in full agreement with, and provides a rigorous, although not very insightful proof
of the results reported in Section 5 of [13]. Actually, it turns out that there are
precisely 12 admissible sign configurations that correspond to a positive ρ for some
choice of the sign± in (68) and each of the quadruples in Table 1 is positive precisely
for one of them. A complete list of the selected sign choices and the corresponding
permutations is given in Appendix B. Interestingly, 10 of them correspond to
choosing the plus sign in (68), while only 2 to the minus sign. This is rather an
uneven partitioning of the total of 12 configurations, which is somewhat puzzling.
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To summarize, the computer-aided proof we carried out allows us to state the
following.
Proposition 3.19. A necessary and sufficient criterion for a generalized Unex-
tendible Product Basis {φi ⊗ ψi}5i=1 ⊂ C3 ⊗C3 to belong to the kernel of a rank 4
PPT state ρ is that there exists a permutation of the vectors φi ⊗ ψi that it yields
all the values of the invariants s1, s2, s3 and s4, defined as in equations (37), (38),
(57) and (58), positive. When checking positivity of si, it is possible to consider
only the 12 permutations, listed in Appendix A, and the corresponding expressions
for the invariants, given in Table 1.
Proof. First of all, let us note that a separable state ρ cannot have a gUPB in
its kernel, since it must have a product state in its range. Thus in the following
we may always assume that ρ is entangled. Let us prove sufficiency first. If the
invariants are positive for the permuted vectors φ′i⊗ψ′i := φσ(i)⊗ψσ(i), we know from
Proposition 3.17 that there exists a SL (3,C)⊗SL (3,C) transformation A⊗B such
that the transformed vectors (A⊗B)φ′i ⊗ ψ′i = (A⊗B)φσ(i) ⊗ ψσ(i) are elements
of an orthogonal UPB {vi ⊗ wi}5i=1. With no loss of generality, we may assume
that the vectors vi ⊗ wi are normalized to unity. In such case the projection
(76) ρ′ := 1−
5∑
i=1
|vi ⊗ wi〉 〈vi ⊗ wi|
has all the vectors vi ⊗ wi in its kernel and it is a PPT entangled state [1]. The
locally transformed PPT state ρ = (A⊗B)∗ ρ′ (A⊗B) has all the vectors φi ⊗ ψi
in its kernel.
In order to prove necessity, note that from the discussion above we know that pos-
itivity of s1, . . . , s4, possibly afer a permutation, is a necessary condition for a PPT
entangled state ρ′ with vectors φi⊗ψi in its kernel to exist, provided that the vectors
are as in equation (60). But any gUPB {φi ⊗ ψi}5i=1 can be brought to the form (60)
by a local transform, say C⊗D. If we assume that a PPT state ρ has {φi ⊗ ψi}5i=1
in its kernel, then the locally transformed ρ′′ :=
(
C−1 ⊗D−1)∗ ρ (C−1 ⊗D−1) has
(C ⊗D)φi ⊗ ψi in its kernel. But (C ⊗D)φi ⊗ ψi are of the form (60). From
the above discussion, ρ′′ is PPT if and only if the invariants s1, . . . , s4 are positive,
possibly after we permute the vectors (C ⊗D)φi⊗ψi. But C ⊗D does not change
the value of the invariants, and thus φi ⊗ ψi, permuted in the same way as the
(C ⊗D)φi ⊗ ψi, must also have all of them positive. 
Let us also state the following result, which should be expected from the discus-
sion above.
Proposition 3.20. Let {φi ⊗ ψi}5i=1 ⊂ C3 ⊗ C3 be a gUPB that yields, after a
suitable permutation of the product vectors, positive values of all the invariants
s1, . . . , s4. The PPT state ρ with {φi ⊗ ψi}5i=1 in its kernel is uniquely determined,
up to scaling by a constant positive factor.
Proof. We already know that the assertion of the proposition holds for gUPBs of the
form (60). We also know that any gUPB {φi ⊗ ψi}5i=1 can be locally transformed
so that it looks like in (60). Let us denote the transformation which does it by
C ⊗ D. There cannot exist two PPT states ρ1 and ρ2 with {φi ⊗ ψi}5i=1 in their
kernels, because in such case the PPT states
(
C−1 ⊗D−1)∗ ρ1 (C−1 ⊗D−1) and
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(
C−1 ⊗D−1)∗ ρ2 (C−1 ⊗D−1) would both have the same gUPB of the form (60)
in their kernel, which we know is not possible. 
3.7. The main result. Using the knowledge from the previous sections, we can
now easily prove our main result.
Theorem 3.21. Positive-partial-transpose states of rank 4 in 3 × 3 systems are
either separable or they are of the form
(77) ρ = (A⊗B)∗
(
1−
5∑
i=1
|vi ⊗ wi〉 〈vi ⊗ wi|
)
(A⊗B)
with A,B ∈ SL (3,C) and {vi ⊗ wi}5i=1 an orthonormal Unextendible Product Ba-
sis. In the latter case, they are entangled, and extreme in the set of PPT states.
The rank of the partial transpose of the state is 4 in case of nonseparable states.
Proof. In case of separable states, there is nothing to prove. Let ρ be a non-
separable PPT state of rank 4 in a 3 × 3 system. We know from Proposition
3.13 that there is a generalized UPB, say {φi ⊗ ψi}5i=1, in the kernel of ρ. From
Proposition 3.19 we know that the corresponding values of the invariants s1, . . . , s4
must be all positive after we suitably permute the vectors φi⊗ψi. Next, Proposition
3.16 tells us that there exists a SL (3,C)⊗SL (3,C) transformationA⊗B that brings
{φi ⊗ ψi}5i=1 to an orthogonal UPB {vi ⊗ wi}5i=1. With no loss of generality, we
may assume that the vectors vi⊗wi are normalized. From Proposition 3.20 we know
that there exists, up to scaling, exactly one PPT state which has {vi ⊗ wi}5i=1 in
its kernel. It must be 1−∑5i=1 |vi ⊗ wi〉 〈vi ⊗ wi|. The state given by the formula
(77) clearly is PPT, and it has all the vectors φi ⊗ ψi in its kernel. By using
Proposition 3.20 again, we see that it must be equal to the ρ we started with. The
fact that the rank of the partial transpose is 4 for non-separable states, is simply
the assertion of Proposition 3.9. 
In this way, we have obtained a full characterization of bound entangled states
of minimal rank. Let us also mention a special property they have, which can be
loosely described as saying that it is not enough for an entanglement witness to be
indecomposable in order to detect them.
Remark 3.22. According to [28, Lemma 3], all PPT states of rank 4 in 3 × 3
systems can be written as a sum of four projections onto vectors of Schmidt rank
2. By Theorem 3.21, or Proposition 3.9, their partial transposes are also of rank 4
and thus can be decomposed in an analogous way. Using the notation of [29], we
can write that all such PPT states are elements of the cone S2,2. The dual cone
S◦2,2 = D2,2 consists of Jamio lkowski-Choi transforms of convex sums of 2-positive
and 2-co-positive maps. Consequently, any entanglement witness that detects a
PPT state of rank 4 in a 3 × 3 system is atomic [17]. This applies in particular
to the witness discussed in Example 1 of [18].
3.8. Another use of product vectors. From the long argument above we have
certainly learned that product vectors in the kernel play an important role for PPT
states. It seems desirable to give an additional example of how they can be used
to explain properties of PPT states reported in [14]. We have the following
Proposition 3.23. A PPT state ρ acting on C2 ⊗Cn must have a product vector
in its range.
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Proof. Assume that there are no product vectors in R (ρ). According to Lemma
2.13, which originates from [16, Lemmas 1 & 2], the kernel of ρ, which is R (ρ)⊥,
contains a set of product states {φi ⊗ ψi}6i=1 such that their partial conjugates
φ∗i ⊗ ψi span C2 ⊗ Cn. But this is impossible in our case, because according to
Lemma 3.1, all the vectors φ∗i ⊗ ψi must be in KerρT1 . If they spanned C2 ⊗ Cn,
we would necessarily have ρT1 = 0 as a consequence of positivity of the partial
transpose. Thus we see that R (ρ) must contain a product vector, or in other
words, it is not a CES. 
One can check in Table I of [14] that all PPT states numerically studied by
the authors in the 2 × 4 and 2 × 5 cases actually have a product vector in their
range. The above proposition shows this is a general phenomenon. On the contrary,
Tables II – IV of [14] reveal PPT states, supportes on 3 × n and 4 × 4 subspaces,
that do not admit a product vector in their range.
4. Conclusion
It seems profitable to sometimes drop the orthogonality condition for Unex-
tendible Product Bases, just as it is useful to extend the group of allowed trans-
formations for PPT states from local special unitary to local special linear trans-
formation [11, 25]. By using this approach, with help of Bezout’s Theorem from
algebraic geometry, we have obtained a characterization of bound entangled PPT
states of minimal rank, discovered earlier in numerical searches by the authors
of [11]. The states are all SL (3,C) ⊗ SL (3,C) transforms of projections onto or-
thogonal complements of orthogonal Unextendible Product Bases. In this sense,
they are a “deformed” version of the bound entangled states introduced in [1]. Cer-
tain methods we used apply to more general cases, and we hope they can help to
explain even more peculiarities of the tables in [14]. We already did explain a few
of them, including the absence of non-separable PPT states ρ of rank 4 with the
rank of ρT1 different from 4 and the fact that 2 × n PPT states must always have
a product vector in their range. The use of product vectors in the kernel and the
range of a PPT state is a common trait to most of the work reported above. Note
that the paper [30] by other authors discusses extreme PPT states in the 2×4 case,
which can be regarded as another step towards an improved understanding of the
results of [14].
One of our main aims was to show that algebraic geometry can be useful in
solving very concrete problems in quantum information theory. We could probably
say that we went somewhat further than the papers [20, 22, 23], but in a similar
spirit. Apart from solving the main example in Section 3, we showed, for instance,
that some of the findings of [16] can be found in a disguised form in a textbook
like [15]. We also used the opportunity to collect basic results about general Un-
extendible Product Bases, which seem to be missing from present literature. The
gUPB framework arises in a natural way when local SL transformations are used
instead of local unitary ones, and we could see this in Section 3.
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Appendix A. Inequivalent permutations
This appendix gives a list of representatives of the 12 equivalence classes of
the symmertic group S5 under left multiplication by the regular pentagram group,
generated by the cycle (1 2 3 4 5) and the axial symmetry
(
1 2 3 4 5
5 4 3 2 1
)
. We
refer to them in Remark 3.18 and in the discussion in Section 3.6. The list is in full
compliance with [13], but we provide it here for completness.
σ1 :
(
1 2 3 4 5
1 2 3 4 5
)
σ2 :
(
1 2 3 4 5
1 3 2 4 5
)
σ3 :
(
1 2 3 4 5
2 1 3 4 5
)
σ4 :
(
1 2 3 4 5
2 3 1 4 5
)
σ5 :
(
1 2 3 4 5
3 1 2 4 5
)
σ6 :
(
1 2 3 4 5
3 2 1 4 5
)
σ7 :
(
1 2 3 4 5
1 2 4 3 5
)
σ8 :
(
1 2 3 4 5
1 4 2 3 5
)
σ9 :
(
1 2 3 4 5
2 1 4 3 5
)
σ10 :
(
1 2 3 4 5
2 4 1 3 5
)
σ11 :
(
1 2 3 4 5
1 3 4 2 5
)
σ12 :
(
1 2 3 4 5
1 4 3 2 5
)
Appendix B. Sign choices that yield a positive ρ
In Table 2, we provide a complete list of twelve admissible sign choices for the
numbers listed in equations (71) and (72) that yield a positive matrix (68). It turns
out that for each sign configuration in Table 2, there is exactly one permutation σi
among those listed in Appendix A that yields a positive value of all the invariants
s1, . . . , s4 defined by formulas (37), (38), (57) and (58) (for more details, cf. Section
3.6). It should be mentioned that the rows in Table 2 corresponding to σ9 and σ10
need a minus sign in (68), while all the other ones correspond to choosing a plus
sign. To explain the notation we used in the header of Table 2, it is probably
sufficient to say that the symbols pp, qq, rr and ss denote p− 1, q − 1, r − 1 and
s − 1, respectively, while pq, rs, pr, rq, qs, qrp, qrs, psq, rps and qrps stand for
p− q, r − s, p− r, r − q, qr − p, qr − s, ps− q, r − ps and qr − ps, respectively.
Appendix C. Sign constraints
In this appendix, we give a list of constraints on the numbers listed in equations
(71) and (72). They are contained in Tables 3 and 4. Some of the constraints are
simple relations like p− 1 > 0⇒ p > 0, but there are also more sophisticated ones.
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p q r s pp qq rr ss pq rs pr ps rq qs qrp qrs psq rps qrps
σ1 – + + + – + – – – + – – – + + + – + +
σ2 + – + + + – – – + – + + + – – – + – –
σ3 – – + + – – + – + + – – + – – – + + –
σ4 + – + + – – + + + + – – + – – – + + –
σ5 – – + + – – – + – – – – + – + – – + +
σ6 – + + + – – + + – – – – + – + – – + +
σ7 + + + – + + – – + + + + – + – + – + +
σ8 + + – – + – – – + + + + – + – + – + +
σ9 + + + – – – + – – + – + + + + + – + +
σ10 + + – + – – – + + – + – – – – – + – –
σ11 + + – + + + – – – – + + + + – – – – –
σ12 + + – – – + – – – – + + – + – – – – –
Table 2. Sign choices that yield a positive ρ and obey all the
constraints of Appendix C.
For example,
(78) (r < 0 ∧ q − 1 < 0 ∧ r − ps > 0)⇒ qr − ps > 0.
Alternatively, the above formula can be written as
(79) ¬ (r < 0 ∧ q − 1 < 0 ∧ r − ps > 0 ∧ qr − ps < 0) .
This is also the convention we adopt in the following tables. For example, formula
(79) corresponds to the following row in Table 3.
p q r s pp qq rr ss pq rs pr ps rq qs qrp qrs psq rps qrps
– – + –
An explanation of the notation we used in the headers of the tables can be found
in Appendix B.
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p q r s pp qq rr ss pq rs pr ps rq qs qrp qrs psq rps qrps
+ + + –
+ + + –
+ – – +
+ – – +
+ + – –
+ + + –
+ – + +
+ – – +
+ + – –
+ + – –
+ – + +
+ – + +
+ + + +
+ + – +
+ – – –
+ – + –
+ – + –
+ + – +
+ + – –
+ – + +
+ – + –
+ + – +
+ + + –
+ – – +
– + – +
– – + –
– – + –
– + – +
– – – –
– – + –
– + + +
– + – +
– – – –
– – – –
– + + +
– + + +
– + – –
– + + –
– – + +
– – – +
– + + –
– – – +
– – – –
– + + +
– + + –
– – – +
– – + –
– + – +
Table 3. Non-admissible sign choices. Part I.
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p q r s pp qq rr ss pq rs pr ps rq qs qrp qrs psq rps qrps
– +
– +
– +
– +
– + +
+ – –
+ – –
– + +
– + +
+ – –
– + +
+ – –
– + +
– + +
+ – –
+ – –
– + +
– + +
+ – –
+ – –
+ – +
+ – +
– + –
– + –
– + +
– + +
+ – –
+ – –
Table 4. Non-admissible sign choices. Part II.
