Disruption-generated runaway electrons (RE) present an outstanding issue for ITER. The predictive computational studies of RE generation rely on orbitaveraged computations and, as such, they lack the effects from the magnetic field stochasticity. Since stochasiticity is naturally present in post-disruption plasma, and externally induced stochastization offers a prominent mechanism to mitigate RE avalanche, we present an advection-diffusion model that can be used to couple an orbit-following code to an orbit-averaged tool in order to capture the crossfield transport and to overcome the latter's limitation. The transport coefficients are evaluated via a Monte Carlo method. We show that the diffusion coefficient differs significantly from the well-known Rechester-Rosenbluth result. We also demonstrate the importance of including the advection: it has a two-fold role both in modelling transport barriers created by magnetic islands and in amplifying losses in regions where the islands are not present.
Introduction
Based on analytical work and reduced numerical models, existence of a large runaway electron (RE) population is anticipated in ITER during plasma terminating events [1, 2] . According to the predictions, majority of the initial plasma current is expected to be converted into runaway current via an avalanche process, possibly endangering the entire experiment [3, 4] . One proposed remedy is to introduce resonant magnetic perturbations (RMP) that create a layer of stochastic magnetic field lines at the plasma edge [5] . Since runaway electrons are both strongly passing and practically collisionless, the layer would enhance the cross-field transport, which in turn could lead to losses that avert the runaway avalanche. Assessing the feasibility of this scheme would require 5D timedependent drift-kinetic calculations involving realistic geometry and effects such as island formation. (Even without RMPs, studies of post-disruption runaways should involve these features as the field becomes stochastic during the thermal quench.) Because the 5D computations are so demanding, we study here an alternative method where continuum-based orbitaveraged tools are coupled to particle-based orbitfollowing codes in order to efficiently capture both the generation of runaways and their redistribution in a realistic magnetic field. To this end, we describe the implementation of a 1D transport model for runaways, and demonstrate that it captures the radial transport that is caused by the field perturbations. Future work is to couple the model into an orbit-averaged tool.
We resolve the transport coefficients involved in the model via Monte Carlo evaluation of RE transport with an orbit-following code, because the particle transport in a stochastic field is not yet wellunderstood. Even though the particle motion itself is simply given by the Lorentz force law, the chaotic nature of the field leads to a diffusive transport of the population as a whole [6] . The mean square displacement during one poloidal orbit is related to the magnetic field perturbation as
where σ is the orbit length andb 2 ≡ (δB/B) 2 is the orbit-average of perturbation amplitude normalized to unperturbed field magnitude. For a particle with parallel velocity v the circulation time is τ orb = σ/v , which leads to the Rechester-Rosenbluth diffusion coefficient [7] (∆x)
where C is a constant. However, relation (1) is based on the assumption that no remnant islands are present, Figure 1 . The q-profile (top) and Poincaré plot showing the magnetic field structure at outer midplane. The field consists of 2D equilibrium, corresponding to ITER Ip = 9 MA noninductive scenario, and toroidal ripple and is perturbed with RMP coils. The coils are in a current configuration where mode is n = 3, and amplitude is 95 kAt. Due to n = 3 symmetry, only one sector is shown. The field lacks plasma response as it was solely constructed to study RE transport in this work.
and particles have zero orbit widths. The perturbed magnetic fields in tokamaks tend to have complex structure as illustrated in Fig. 1 . Between the healthy flux surfaces (ρ < 0.72) and the very stochastic edge region (ρ > 0.88), which appears to have no structure left, lies a region where stochastic volume is dotted with islands of varying size. The islands are known to reduce the diffusion below levels predicted by Eq. (2), creating transport barriers near rational surfaces [8] .
The diffusion coefficient is also reduced when REs have high energy (E kin > 10 MeV) and the orbit width effects become non-negligible [9] . Therefore, we cannot rely on Eq. (2) to describe the transport correctly. Different models for the diffusion coefficient has been developed and compared with numerical values [8, 9, 10, 11, 12] but, as was shown in Ref. [13] using orbitfollowing tools, the transport is not purely diffusive. Furthermore, islands have been argued to exert friction on particles [14] . In this work, we present an advectiondiffusion model, and show that it is able to capture the RE transport, thus confirming the presence of an advection process. Section 2 presents the 1D-transport equation and discusses methods to solve it numerically. The Monte Carlo evaluation of the transport coefficients is detailed in Section 3 and the coefficients are then evaluated for the magnetic field presented in Fig. 1 . There it is also explicitly shown how the numerical diffusion coefficient differs from the expression (2) and how Eq. (2) can be modified to obtain a better agreement with the numerical values. Using the Monte Carlo evaluated advection and diffusion coefficients, we also show in Section 4 that the 1D-model is able to reproduce the RE transport obtained with an orbit-following simulation. Section 5 contains analysis of the relation between RE parameters and the transport coefficients. The paper is concluded in Section 6.
Advection-diffusion model
Orbit-averaged codes designed for RE studies, such as LUKE [15] , operate in a phase space (x, ξ, E), where x is the radial coordinate, and ξ ≡ v /v and E are the particle pitch and energy measured when the particle crosses the outer midplane (OMP). Since the energy and pitch are evolved under the orbitaveraged formalism, the transport model should not change these coordinates. This means that electric field acceleration and collisions must not be accounted for during the poloidal orbit the particle is followed. If radial transport occurs during the poloidal orbit, the adiabatic conservation of the particle's magnetic moment will affect the pitch but, since the variation in the field magnitude on OMP is small for small radial displacements, the change in the pitch is negligible. The transport model is thus effectively onedimensional, and parametrized by ξ and E. As a radial coordinate, x, we use ρ = (ψ − ψ axis )/(ψ sep − ψ axis ), where ψ axis and ψ sep are the poloidal fluxes at the magnetic axis and separatrix, respectively. We consider a transport model that includes an advection term in addition to diffusion, so that the radial density, f (ρ, ξ, E, t), evolves according to the Fokker-Planck equation
where K and D are advection (or drift) and diffusion coefficients defined as
Here brackets denote ensemble average and ∆ρ is radial displacement during time interval ∆t. We may drop the E and ξ labels since those stay constant in our simulations, and we can treat populations with different E and ξ separately. The Jacobian in Eq. (3) is J = ∂R/∂ρ where R is the major radius at OMP. Before proceeding further in developing the transport model, we briefly discuss the Fokker-Planck 
while in Stratonovich convention, it becomes
The difference between these two conventions is in the interpretation of how the standard Wiener process, W, is integrated. In the Itô calculus, a definite integral of function g(t) is defined as
whereas Stratonovich definition is
and 0 = t 0 < t 1 < . . . < t n = T . 
where ∂f conf /∂t = 0. That is, f conf consists of particles born within islands or on healthy flux surfaces not experiencing radial transport. Assuming that field lines become stochastic at ρ = ρ core , and that ρ edge is the location beyond which all REs are lost practically instantly, we can write the 1D-model as an initial value problem with boundary conditions
∂f ∂ρ
wheref ≡ f unconf is used for brevity. It is worth noting that ρ edge does not necessarily correspond to the separatrix as the confinement volume shrinks when a particle has a non-negligible orbit width. Close to the ρ edge boundary some, but not necessarily all, REs are lost before their orbits can be described as chaotic e.g. during the first poloidal orbit. Obviously, this is not a diffusive process and our model fails to account for it. Nevertheless, we use the 1D-model even there until a more suitable model is devised to account for this laminar transport. The estimation of the transport coefficients K and D with an orbit-following code will be described in the next section. The rest of this section we discuss how 1D-model can be solved using a Monte Carlo method so that it can be benchmarked against the (real) timeevolution obtained with an orbit-following code. There are other means to solve Eqs. (11) - (13) such as the finite element method. The results in this paper were obtained with the Monte carlo method but finite element method was confirmed to yield same results. In the Monte Carlo method,f can be solved by tracing a sufficiently large number of markers according to the equations
Here β ∼ N (0, 1) is a normally distributed random variable. Time step ∆t was assigned a constant value of 1 × 10 −8 s which is roughly of the order of one circulation time. Markers going beyond ρ = ρ edge are considered lost and their simulation is terminated. The reflecting boundary condition is satisfied by setting ρ i+1 = 2ρ core − ρ i − ∆ρ for markers that would otherwise have ρ i+1 < ρ core . The complete distribution function, Eq. (10), is obtained by flagging each marker as confined or unconfined when the population is initialized. The probability of flagging a marker confined is the ratio between the number of confined markers and the total number of markers born on that location f conf (ρ)/f (ρ, 0) which is obtained during the process of evaluating the transport coefficients.
Evaluation of transport coefficients

Methods
The orbit-following code ASCOT [17] is used to find the transport coefficients as well as to verify the 1D-model later on. ASCOT is capable of tracing particle orbits in 3D magnetic fields that contain arbitrary perturbations [18] . The markers representing REs are traced according to the Hamiltonian guiding center equations of motion [19] in cylindrical coordinates (R, z, φ) in (ξ, E) velocity space. The radial coordinate ρ is only used when the marker state is stored.
The process of evaluating transport coefficients begins with tracing a population of REs with ASCOT. The population consists of markers with specific energy, pitch, and radial location, which allows one to evaluate corresponding K(ρ, ξ, E) and D(ρ, ξ, E). The markers are populated at the OMP as that location corresponds to the ρ coordinate in the 1D-model. In order to capture the stochastic transport correctly, the markers must be distributed toroidally on the chosen ρ surface. However, initializing markers in an axisymmetric configuration (since the equilibrium is 2D) would yield noisy transport coefficients since even in the stochastic region remnant flux surfaces exist. These are not axisymmetric as is clearly seen in the bent magnetic islands in Fig. 1 . However, the magnetic perturbation causing the non-axisymmetric flux surfaces is weaker at the high-field side (HFS) so the field structure there is more axisymmetric. We can use this observation to generate an initial population that is better aligned with the remnant flux surfaces at OMP. First, we choose a desired number of axisymmetric (corresponding to the chosen ρ value), toroidally uniform points from HFS midplane and then follow field lines from these locations for half a poloidal orbit to the OMP. The marker initialization is now done on the resulting R, φ positions at OMP, which leads to an initial configuration as the one illustrated in Fig. 2 . Using this initialization method reduces the noise in the evaluated transport coefficients. Note that the ρ coordinate we use in recording the marker Fig. 1 . Red color indicates markers that are confined in magnetic islands. The radial profile includes only the unconfined markers. n counts the number of poloidal turns completed, with n = 0 corresponding to the initial configuration. The population is highly correlated at n = 1 and some correlation remains even at n = 6. After n = 30 orbits, the unconfined markers have become uncorrelated and the radial profile resembles that of a (slightly distorted) Gaussian.
position is still axisymmetric, but removing this discrepancy would require a more advanced mapping process. In the simulations performed for this paper, we used 500 markers at each radial location, and followed them for 0.1 ms, during which they completed roughly 300 poloidal orbits if not lost before. The ASCOT simulations provide us a timeevolution of a radial distribution as illustrated in Fig. 2 . Before proceeding to evaluate the transport coefficients, confined markers are removed from the resulting distribution.
The confined markers are identified by comparing the trajectories of toroidally adjacent markers to see whether they diverge. Markers lost during the simulation are evidently unconfined.
There are three ways of evaluating the transport coefficients from the time evolution of the radial distribution in a ideal case where the transport is homogeneous and boundaries extend to infinity. The initially localized marker population,f (ρ 0 , 0) = δ(ρ 0 − ρ), would evolve as
Thus the first method would be to simply fit distribution (17) using K and D as parameters. The second method is even more straightforward as it (17), (18), and (19) (M1, M2, and M3 in the legend, respectively.) M1 and M2 overlap for most part but M2 has less noise in its profile. The similarity shows that the profile evolves roughly as Gaussian (17) despite the spatial variation in transport coefficients. M3 contains least oscillations near the edge (ρ > 0.9), but its D profile deviates significantly from other methods closer to the core. M3 results in coefficients averaged over the region from ρ 0 to ρ edge which explains the large differences. To transform the coefficients from units of ρ to meters, one needs to multiply K with J and D with J 2 . The methods were compared in the background shown in Fig. 1 for which Jacobian J ≈ 1.8 m.
requires no curve fitting: The transport coefficients are evaluated by noting that Eq. (17) is a Gaussian distribution so its mean µ ρ and variance σ 2 ρ are given by
The third way is to first define a coordinate ρ pass , and then find for each marker the time instant it first crosses ρ pass . The distribution of this first passage time, T ρpass , obeys the Inverse-Gaussian distribution
where δρ = ρ pass − ρ 0 , c 1 = δρ/K and c 2 = 2(δρ) 2 /D, and we have assumed δρ > 0 and K > 0. Again the transport coefficients are obtained with curve fitting.
All the listed methods give same results in the ideal case. However, we have to choose the most suitable method since we expect K and D to have spatial dependency and wish to calculate them even in the proximity of the boundaries. None of the methods are, strictly speaking, applicable when the coefficients are spatially dependent but they still produce reasonable results as will be shown later. The reflecting boundary near the core and the absorbing boundary at the edge prevents using the method (17) close to these as the distribution would be far from Gaussian. The second method (18) is easily biased by outliers, i.e. individual markers that have moved to a region with a significantly higher transport, whereas the first is not. For both methods, τ has to be chosen so that the population has become uncorrelated (recall Fig. 2 ) but still short enough so that no markers are lost or the population allowed to spread too wide. Near the edge, the natural choice is Eq. (19) where ρ pass = ρ edge . Figure 3 shows how the methods compare against one another.
For the 1D-model, the coefficients were evaluated by combining methods (18) and (19) . The latter was used for marker populations that had sufficient losses. Coefficients were not evaluated in the region where the transport is laminar. Instead, the coefficients were extrapolated using a constant value. When the method (18) was used, τ was chosen to be either the time when the first marker was lost or the simulation time (0.1 ms) if there were no losses. We did not find it necessary to separately account for the population spreading when choosing τ in this work.
Numerical values for the transport coefficients
The transport coefficients for the field introduced in Fig. 1 were calculated for 300 equally spaced radial positions from ρ = 0.7 to ρ = 1.0. They are shown in Fig. 4 for different energies. We now proceed to analyse the small orbit width (the yellow curve) case alone and discuss the relation between pitch, energy and transport later.
The stochastic region begins at ρ = 0.72 below which the coefficients are zero. The diffusion coefficient is small and starts to grow only after passing the major islands at ρ = 0.75. The growth is generally linear but there are dips at ρ = 0.80, 0.84 and 0.86 where magnetic islands are located, and one at 0.88. The profile saturates after the last dip and the remaining oscillations are likely artefacts from the evaluation process. The advection coefficient begins with a positive value but there it is probably an artefact due to the reflecting boundary at ρ = 0.72. The negative slope leads to a negative advection coefficient at ρ ≈ 0.75. Similar to D, K grows linearly after that with dips at ρ = 0.80 and 0.84. The advection coefficient has a maxima at 0.87, after which it decreases towards the edge. The dips confirm that the large islands around ρ = 0.80 and 0.84 create transport barriers where both advection and diffusion are reduced. At ρ = 0.75, K is negative while D is small which indicates a significantly restrained transport there.
Evidently advection is present in all regions where there is transport but this does not mean it necessarily has an important role.
The importance of the advection with respect to diffusion is characterised by the Péclet number, P e ≡ L|K|/D, where L is the characteristic length scale of the transport process. For P e 1 advection dominates over diffusion, while for P e 1 the opposite is true. Choosing we find (Fig. 4 (c) ) that P e < 1 from ρ = 0.89 onwards, i.e., after the last island. The profile of P e is not monotonous but peaks in island regions. The strong dip at ρ = 0.76 is due to the sign change in the advection coefficient. This analysis show that advection is either dominant or of equal importance as the diffusion when islands are present. When the field becomes more stochastic, the importance of the advection is reduced. Figure 5 compares the numerical values for D to the Rechester-Rosenbluth result, Eq. (2). D RR overestimates transport significantly outside the edge region and should not be used in regions where the remnant islands exist. However, D RR captures the overall trend at the edge (ρ > 0.9) where islands are not present (recall Fig. 4) .
An alternative method to evaluate the diffusion coefficient
However, we found that diffusion coefficient of form Fig. 1 . Here, the constant C has a value of C = 0.025 for both D RR and Dc. Note that D RR and Dc overlap when ρ > 0.88.
particle orbits tend to be correlated for a time τ c before the transport of the particle population can be described as diffusive (as was seen in Fig. 2) . A similar observation of clumping in a stochastic field was first made in Ref. [20] , where two closely located field lines were found to be correlated for a time before the mean-square relative distance between the field lines started to grow exponentially. This process is evident where magnetic islands are present and the correlation time can be several times larger than the orbit circulation time (τ c τ orb ) which leads to a significantly reduced diffusion coefficient as indicated in Fig. 5 . The proposed form, D c , is more suitable in the inner region where D RR fails. Close to the edge, the correlation time becomes negligible as τ c < τ orb , and Eq. (20) reduces to Eq. (2). We observe that this occurs after the last island surface. τ c in Eq. (20) was evaluated by particle tracing as described in Appendix A. Although this does not yet provide a formulation from which diffusion coefficient could be evaluated directly from the magnetic field properties without tracing particles, Eq. (20) still allows for independent evaluation of D.
Simulations with 1D-model
Comparison of 1D-model to full 3D simulations
The 1D-model was benchmarked by carrying out equivalent simulations with both 1D-model and ASCOT in the background shown in Fig. 1 . The edge region was populated uniformly in ρ (the mapping process described in Section 3 was also used here) and markers were traced for 1 ms, during which almost all unconfined markers were lost. The population consisted of electrons with given ξ and E. Here we will present the results for the field whose structure was shown in Fig. 1 , and for the (E = 1 MeV, ξ = 0.9) case only. The smoothed coefficients used in the 1D-a) b) Figure 6 . The particle density evolution in ASCOT (a) and 1D-model (b) for electron population with (E = 1 MeV, ξ = 0.9) in a magnetic field shown in Fig. 1 . The full 3D simulation with ASCOT required approximately 600 cpu-hours while only a few minutes were needed with the 1D-model. model, (11) , were already shown in Fig. 4 . The results of the benchmark simulations are show in Fig. 6 which we now proceed to discuss.
As the ASCOT result is from an orbit-following simulation, it can be regarded as a correct picture of how the RE density evolves. The evolution of the density is smooth from ρ = 0.87 to the very edge. In the inner region, this smoothness disappears when protrusions, caused by the markers confined to the magnetic islands, appear. The magnetic islands also cause a step-like structure, most easily seen by following the contrast between the darker and lighter red, which indicates presence of transport barriers at locations ρ = 0.76, 0.82, and 0.86. Noticeably, the density around ρ = 0.75 stays constant all the way until 0.5 ms has passed, meaning that the transport is severely reduced by the barrier at ρ = 0.76. The 1D-model is able to replicate ASCOT results to a good extent. The agreement is good in the region with no islands (ρ > 0.86) with the exception of the very edge where the 1D-model represents transport as a diffusive process when in fact it is laminar. At the inner region, the 1D-model density profile is slightly more filamental as the markers have clustered around the islands. Despite this clustering, the average time it takes for a marker starting from a given position to be lost was found to be approximately the same for ASCOT and 1D-model in all regions. The only exception is the region ρ < 0.76, where in the 1D-model density increases in time. There the 1D-model overestimates the transport barrier, hindering markers from escaping. Eventually, even those markers will escape but at a rate lower that in the ASCOT simulation.
The benchmark was repeated for several values of pitch and energy, and also for different magnetic configuration. The results are collected in Appendix B. Both fields were reconstructed using the same methods as those used in ITER fast ion simulations [21] . Even though both magnetic configurations used in the benchmarks were reconstructed using the same methods as those used in ITER fast ion simulations [21] , one should note that neither field represent plasma state after a disruption. Therefore, no conclusions should be made on ITER RE-mitigation based on these results. The sole purpose here is to test and develop the 1D-model, and for this these fields are applicable.
Advection coefficient analysis
The Péclet number already indicated that the advection plays an important role especially in the presence of the magnetic islands (recall Fig. 4 ). Here we continue this discussion by analysing the different components of the advection. The 1D-model simulation was repeated in different cases where the numerically evaluated advection coefficient, K NUM , was replaced by the noise induced drift K D , the remnant advection ν = K NUM −K D , or was set to zero. Comparing the loss rates from these simulations, shown in Fig. 7 (a) , shows how each subsequent alteration leads to less representative results, with zero-advection being the least accurate. K = ν case was closest to the original but losses saturated more quickly, meaning some transport barriers were enhanced when noise-induced drift was omitted. However, the results with noise-induced drift alone lags behind the ASCOT results already after 0.01 ms, indicating that the remnant component ν forms an essential part of the advection.
For the advection coefficient we could not find a similar formulation as was found for the diffusion coefficient (Eq. (20)). Some analysis can still be made which could reveal more about the nature of the remnant advection. The advection coefficient may be thought of as a pseudo-force and, as it depends only on ρ making it conservative, the related potential, Φ K , can be found via relation K = −∇Φ K . Likewise, we have Φ ν , for the remnant advection and Φ K D = D/2 for the noise-induced drift. The potentials, shown in Fig. 7 (b) , have global minima at the edge except for Φ K D which saturates before that. Φ ν decreases towards the edge while it also has a local minima at islands. This shows that ν has a twofold role: it models the effect of islands as attractors, capturing transport barriers, while it also models the nondiffusive flow of particles from the plasma when the The coefficients in both plots correspond to (E = 1 MeV, ξ = 0.9) case.
field is completely stochastic. The minima around the islands are partly countered by decreasing Φ K D which explains the behaviour seen in Fig. 7 (a) when the advection coefficient was altered.
Pitch and energy dependency of transport
We have shown that 1D-model is well-suited for modelling the radial transport but there remains one issue to be dealt with before it can be coupled to an orbit-averaged tool. Applying the 1D-model to a real RE population that does not have a discreet pitch and energy values requires a robust interpolation scheme for the transport coefficients. This in turn requires knowledge of how the transport depends on RE parameters.
To find out how the transport depends on the pitch value, we evaluated the coefficients for populations that were identical except for the pitch. We chose large pitch values, ξ = 0.8, ξ = 0.9, and ξ = 0.999, to reflect the fact that REs have a pitch close to unity. The results, collected in Fig. 8 , indicate that linear interpolation is sufficient. The caveat is that the slope in the linear fits is not the pitch ratio itself which is what Eq. 2 would have suggested: With the higher pitch value (ξ = 0.999), the dependency is closer to the expected one as if the transport was solely due to the particles following chaotic field lines. This is no longer the case with the lower pitch value as the orbit width becomes larger. In conclusion, linear interpolation is feasible but the non-universal multiplication factor requires that transport coefficients are tabulated for sufficiently many pitch values.
The change in transport with respect to E is more essential to understand as energy can vary by orders of magnitude within a RE population. The large differences in Fig. 4 between different energies cannot be explained by change in v since v ≈ 0.94c already at 1 MeV. However, increase in particle energy also increases the orbit width, and the particle sweeps radially wider region during one poloidal orbit. Therefore, a particle is exposed to field structures outside its initial surface ρ 0 , to regions where transport can be significantly different in magnitude. It turns out that understanding this effect helps us in performing the energy interpolation. In Fig. 9 we have replotted the results of Fig. 4 by moving the ρ-label of the coefficients calculated for a given surface outward by a step ∆ρ = [orbit width]/ √ 2. The shifted coefficients between different energies have more overlap between them. However, the coefficients for E = 10 MeV and E = 100 MeV still have qualitatively different profiles, and coefficients for e.g. E = 50 MeV cannot be interpolated with certainty. Additional coefficient evaluations with different E are therefore called for, but the shifting mechanism reduces the number of evaluations required.
We can now use the results we have gathered to discuss the energy-transport relation. Comparing the transport of REs with different energies using the coefficients in Fig. 4 is questionable as energy also affects the confinement volume. For example at ρ = 0.9, electrons with E = 100 MeV have smaller values for both coefficients when compared to the ones with E = 10 MeV. Despite this, simulations reveal that the electrons with higher energy are lost at higher rate when launched from this surface. This is simply because they have less distance to cover before they are lost due to their large orbit width. On the other hand, the shifted coefficients in Fig. 9 all have their cut-off points (beyond which markers are lost within a few orbits) approximately at the same ρ coordinate. This means that ∆ρ equals to the confinement volume shrinkage, and, with Fig. 9 , the transport of electrons with different energies can be compared on a basis where the distance to the absorbing boundary is the same. Now we can make an interesting observation: Despite the reduction of diffusion coefficient, which was already observed in Ref. [9] , the overall transport of more energetic REs is not necessarily reduced to a same extent. The transport could be increased as the (positive) advection coefficient is more dominant in E = 100 MeV case. This aspect should be studied more in relevant backgrounds as it might affect how the RE mitigation should be planned.
Conclusions
We have shown that runaway electron radial transport in a perturbed magnetic field can be modelled with an advection-diffusion model with good accuracy. The transport coefficients capturing the effect of the 3D magnetic field have been evaluated with an orbitfollowing code. However, the spatial dependency of these coefficients, the boundaries of the stochastic region, as well as the particle clumping, complicate the evaluation process.
As expected, the magnetic islands have a significant role in RE transport. The islands were found to both confine particles born inside them as well as attract particles travelling in the stochastic field. Although this has been recognized before, we have now provided a quantitative measure for the latter effect in the form of an advection coefficient. As for the diffusion coefficient, the Rechester-Rosenbluth result was found to provide, in the zero orbit width limit, a good approximation in a completely stochastic region but it should not be used when magnetic islands are present. We showed that including the orbit correlation time significantly improved the estimate for the diffusion coefficient.
Future work involves incorporating the developed model into an orbit-averaged code, to account for transport induced by magnetic perturbations. The model itself could be improved by addressing the laminar flow at the edge boundary with a suitable sink term. Other important topics are the origin of the advection term and the exact relationship between runaway energy and transport.
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Appendix A. Evaluation of τ c Equation (20) requires the evaluation of the correlation time τ c which is described here. τ c characterizes for how long particles launched from close initial positions trace almost similar trajectories before they start to diverge. Confined particles have τ c = ∞ as they are not transported by the stochastic field, and thus can be excluded. When the particle orbits are chaotic, the separation of two initially closed particles grows as
where |X(0)| is the initial distance between the particles. Here λ is the Lyapunov exponent which characterizes the chaos of the system (for chaotic orbits λ > 0). The characteristic time-scale of the exponential growth for the whole population, τ corr , can be estimated as an inverse of the maximal Lyapunov exponent [10] , defined as
The separation (A.1) does not feature the linear part during which markers are correlated. However, it turns out that τ c is proportional to τ corr [20] , and τ c can be solved from Eq. (A.2). We estimated λ numerically by first evaluating the separation in ρ coordinate for each adjacent pair of markers initialized at the same flux surface till the end of the simulation time, or until other marker was lost. The same unconfined markers were used as those used in evaluating the coefficients. The Lyapunov exponent for each pair was calculated as
where T i is the final time instant, and ∆ρ i (t i ) is the separation after the first completed poloidal orbit. For each populated ρ surface, we then estimated the correlation time as τ K (ρ) = 1/ max{λ i (ρ)}. Note that even though the same markers were used in evaluating both D NUM and λ, taking the maxima in Eq. (A.2) ensures that Eq. (20) is not connected to D NUM by the numerical evaluation process.
Appendix B. Additional benchmark results
The transport studies were replicated using a different background shown in Fig. B1 . The structure of this field differs significantly from the one used earlier (recall Fig. 1) . A qualitative inspection suggests that the transport is lower in this case as the field stochasticity seems to be lower and the remanent magnetic islands cover wider regions. Transport coefficients for different energies were evaluated at 150 equally spaced positions between ρ = 0.85 and ρ = 1.0, and the results are collected in Fig. B2 . The results confirm the reduction in the transport as both advection and diffusion coefficient are roughly an order of magnitude less compared to the earlier case. However, the 1D-model is still able to replicate the transport fairly well even in this background as shown in Fig. B3 .
The comparison of 1D-model and ASCOT for all the cases that were simulated are collected in Fig. B4 . The loss rates are shown instead of particle density evolution for easier comparison. Each plot is marked with test particle energy and pitch, and letter A refers to the magnetic background shown in Fig. 1 while B refers to the one in Fig. B1 . The step-like structure in ASCOT loss rate and corresponding instant losses in 1D-model are due to the laminar transport. 
