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Re´sume´ – La vision assiste´e par odinateur occupe un roˆle de plus en plus important dans notre socie´te´, comme dans la se´curite´ des biens et des
personnes, la production industrielle, les te´le´communications, la robotique, ... . Cependant, les de´veloppements techniques sont encore timides et
ralentis par des facteurs aussi diffe´rents que le couˆt des capteurs, le manque de flexibilite´, la difficulte´ a` de´velopper rapidement des applications
complexes et robustes ou encore la faiblesse de ces systemes a` interagir entre eux ou avec leur environnement. Ce papier pre´sente notre concept
de came´ra intelligente dote´e de capacite´s de traitement video temps re´el. Un capteur CMOS, un processeur et une unite´ reconfigurable sont
associe´s sur le meˆme chip pour offrir flexibilite´ et hautes performances.
Abstract – Computer-assisted vision plays more and more a part in our society, in various fields such as personal and goods safety, industrial
production, telecommunications, robotics... However, technical developments are still rare and slowed down by various factors linked to sensor
cost, lack of system flexibility, difficulty of rapidly developing complex and robust applications, and lack of interaction among these systems
themselves, or with their environment.This paper describes our proposal for a smart camera with real-time video processing capabilities. A
CMOS sensor, processor and, reconfigurable unit associated in the same chip will allow scalability, flexibility, and high performance.
1 Introduction
Grace aux progre`s de la technologie, il est possible aujour-
d’hui de concevoir des came´ras qui inte`grent des capacite´s de
traitement temps re´el de fac¸on a` fournir non seulement la vide´o
mais aussi les informations pertinentes de la sce`ne. Essentiel-
lement, deux approches de came´ras intelligentes ont e´te´ pro-
pose´es dans la litte´rature : les re´tines et des circuits plus ge´-
ne´riques. Les re´tines inte`grent au niveau du pixel des traite-
ments bas niveau. Ces e´le´ments sont souvents constitue´s de
quelques dizaines de transistors par pixel permettant de re´aliser
diffe´rents traitements tels que :
– l’ame´lioration d’image, du filtrage [7] [2]
– la de´tection [11] ou de l’estimation de mouvement
– des ope´rations morphologiques et logiques [8]
Pour autoriser plus de souplesse, une autre solution consiste a`
coupler un capteur avec un processeur ge´ne´raliste. Cela permet
l’exe´cution d’applications plus complexes. Dans [5], chaque
pixel contient une ALU bit se´rie, une me´moire RAM de 24 bits
et des entre´es/sorties sur 8 bits. Ce circuit re´alise une de´tection
de contours en 5.6 µs et un lissage en 7.7 µs. L’architecture
SCAMP [3] est un re´seau de type mesh d’APE (Analog Pro-
cessing Unit). Un capteur de 21 × 21 SCAMP a e´te´ re´alise´
et permet d’effectuer un lissage en 5.6 µs et une de´tection de
contours en 11.6µs. Le capteur pre´sente´ dans [4] est plus par-
ticulierement conc¸u pour des ope´rations sur des blocs (DCT)
ou des convolutions spatiales en utilisant des noyaux de taille
8×8. D’autres approches, comme celle pre´sente´e dans [9], uti-
lisent des re´seaux de neurones cellulaires. Ce capteur de taille
128 × 128 est capable de re´aliser des convolutions 3 × 3, des
ope´rations arithme´tiques et boole´ennes.
Nous avons vu dans cette section que les travaux en ce qui
concerne les capteurs CMOS et leurs possibilite´s sont nom-
breux. Cependant, les solutions pre´sente´es (Re´tines et capteurs
dote´s de possibilite´s de traitements plus ge´ne´riques) semblent
avoir des difficulte´s a` re´pondre efficacement a` tous les besoins
des applications de vision. Les re´tines offrent l’avantage de
la compacite´ et sont tre`s efficaces pour les traitements bas ni-
veau, mais pour des raisons de place limite´e, leurs fonctionna-
lite´s sont souvent pauvres et fige´es. De leur cote´, les capteurs
associe´s a` des e´le´ments de calculs programmables apportent
plus de souplesse mais leurs performances sont moindres et ils
sont moins compacts. Nous pre´sentons, dans la seconde par-
tie de cette article, l’architecture que nous avons propose´e afin
de re´pondre aux proble`mes souleve´s dans l’introduction. La
troisie`me partie pre´sente les applications porte´es sur ce syste`me
et donne les re´sultats en terme de performances. La conclusion
pre´sente les travaux a` venir d’un point de vue ”outils” et ”ar-
chitecture”.
2 Architecture propose´e
Comme nous l’avons vu pre´ce´demment, les deux approches
pre´sente´es ne sont pas satisfaisantes pour des applications de
vision. En effet, les re´tines, meˆme si elles offrent des possibi-
lite´s de traitements proches du pixel, ne peuvent pas eˆtre uti-
lise´es seules pour des applications complexes et les performan-
FIG. 1 – Synoptique de la came´ra intelligente
ces de processeurs ge´ne´ralistes sont souvent insuffisantes.
La seconde remarque que nous faisons concerne les sorties
des capteurs ou re´tines. Meˆme si ceux-ci re´alisent leurs trai-
tements de manie`re paralle`le, les donne´es pre´-traite´es sont sou-
vent envoye´es de manie`re se´quentielle. Ceci constitue un im-
portant goulot d’e´tranglement dans le chemin de donne´es et
re´duit conside´rablement la bande passante.
La troisie`me remarque s’appuie sur le faible nombre de pixels
pertinents dans une image a` traiter. La plupart du temps, seules
de petites re´gions d’inte´rets (quelques dizaines de pixels) sont
utiles comme dans le cas du de´codage de ”data matrix” ou de
”de´tection d’amers”.
Pour re´pondre a` toutes ces questions, nous avons choisi de
concevoir un capteur avec une sortie massivement paralle`le ca-
pable de fournir des re´gions d’une image. Il est couple´ a` une
RAM et un re´seau de processeurs capables, respectivement, de
stocker/traiter, les donne´es e´mises. La figure 1 donne le synop-
tique de ce syste`me.
2.1 Le capteur a` sortie massivement paralle`le
Le capteur est base´ sur une technologie CMOS qui auto-
rise un acce`s ale´atoire aux pixels. Une autre caracte´ristique
plus importante est la possibilite´ d’acce´der a` une sous-re´gion
de l’image en une seule fois. Pour re´pondre a` ceci, le cap-
teur est conc¸u pour fournir 4096 pixels en paralle`le. En effet,
l’e´volution des techniques submicroniques permet de re´duire la
taille des transistors et des liens sur les couches de me´tal. On
peut ainsi disposer en sorties d’un capteur avec beaucoup plus
de fils puisqu’on reste dans le meˆme composant. Ainsi, en tech-
nologie 90nm, la largeur d’un lien en me´tal 2 fait 0.30 µm et
l’e´cartement entre deux liens est de 0.28 µm. Il faut donc une
longueur d’environ 20mm de silicium pour sortir 4096× 8 fils
soit un carre´ de 25mm2. Le circuit de lecture autorise en sor-
tie des feneˆtres carre´es jusqu’a` 64 × 64 pixels. Un autre avan-
tage, de cette sortie en paralle`le, est le fonctionnement re´duit en
fre´quence des convertisseurs A/D. Ce concept est aussi pre´sen-
te´ dans [10]. Les auteurs pre´sentent un capteur capable de four-
nir en sortie des ROIs (re´gion d’inte´ret) et qui permet par ail-
leurs de re´aliser des trackings. Pour limiter la taille de la lo-
gique de commande, le de´placement des feneˆtres se fait par
pas de 32 pixels. Les pixels sont lus 4 par 4.
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FIG. 3 – Structure de´taille´e d’un des cœurs 8 bits d’un PE
2.2 Description d’un PE
Ces PEs sont conc¸us pour exe´cuter aussi efficacement que
possible des ope´rations simples que l’on retrouve souvent dans
des applications de vision. En effet, ces algorithmes ne se con-
centrent ge´ne´ralement que sur une ou plusieurs petites par-
ties de l’image. Par exemple, la compression JPEG utilise des
feneˆtres 8 × 8. C’est pourquoi chaque processeur est capable
d’effectuer des ope´rations sur une feneˆtre de 8 × 8 pixels au
maximum. On peut imaginer regrouper des processeurs entre
eux pour traiter une plus grande feneˆtre. Les fonctionnalite´s
imple´mente´es sont les ope´rations arithme´tiques et logiques, les
filtrages par masque, les convolutions et les corre´lations mais
aussi les calculs d’histogrammes et les seuillages. Une struc-
ture de type MAC permet de re´aliser efficacement ces trai-
tements. Chaque PE est un groupe de 64 cœurs de proces-
seurs (8 bits en entre´e et 16 bits en sortie) qui contiennent
des fonctions pre´de´finies. Un cœur de processeur contient une
ALU qui re´alise tous les calculs ”classiques” (additions, sous-
tractions, ope´rations logiques), un registe a` de´calage qui per-
met d’effectuer des multiplications/divisions par puissance de
deux, et une unite´ de calcul de filtre qui re´alise des ope´rations
de type somme de produits, ou (ET de OU). Les processeurs
e´le´mentaires contiennent aussi 3 registres de 64 mots de 16
bits pour le stockage des donne´es entre deux ope´rations entre
pixels, un registre de 256 octets pour les ope´rations effectue´es
sur des tables (calcul d’histogramme par exemple), et une me´-
moire cache pour stocker le code a` exe´cuter. Les applications
sont code´es en assembleur comme ceci :
– Un mot cle´ : avr pour moyenne, add pour addition
– l’emplacement de la feneˆtre 64 × 64 que le capteur doit
fournir
– la banque me´moire a` acce´der
– 4 nombres donnant la configuration du re´seau
Par exemple :
add r0 m0 0 0 8 8 // addition
hst // histogramme du re´sultat pre´ce´dent
FIG. 4 – Sche´ma de la RAM
thr 45 // seuillage en fonction de la valeur donne´e
va re´aliser la somme entre la feneˆtre en haut a` gauche du cap-
teur et le coin en haut a` gauche d’une image stocke´e en me´moi-
re. Certaines instructions ne requie`rent pas de parame`tres com-
me hst ou un nombre re´duit comme thr.
2.3 Choix du re´seau
C’est une partie importante de notre syste`me. En effet, si
nous ne sommes pas capables de fournir les donne´es efficace-
ment aux e´le´ments de calculs, c’est a` dire suffisamment rapi-
dement et en quantite´, l’architecture souffrira de pertes de per-
formances importantes. Les re´seaux de type cross-bar sont tre`s
efficaces pour dispatcher les donne´es mais leur couˆt en silicium
devient vite re´dhibitoire quand le nombre d’entre´es/sorties gran-
dit. Nous avons choisi un cross-bar partiel qui prend en entre´e
4096 pixels et ne fournit en sortie que 512 pixels. Ces derniers
sont en fait 8 feneˆtres de 8× 8 pixels prises n’importe ou` dans
la feneˆtre d’entre´e.
2.4 Conception de la RAM
Nous avons choisi pour notre syste`me une RAM double port.
En effet, elle permet de lire et d’e´crire des donne´es simul-
tane´ment. La capacite´ de la me´moire est de 128 × 64 octets.
L’un des ports de 4096 octets est relie´ au capteur ou au re´seau
via le multiplexeur. Ceci permet de stocker une feneˆtre en un
coup d’horloge. Son fonctionnement est classique : une hor-
loge, un bus d’adresse et un signal de lecture/e´criture. Le se-
cond port est diffe´rent par son adressage. Il est large de 8× 64
octets et il est relie´ a` chaque PE. Il posse`de une horloge, un
signal de lecture/e´criture et un mot de commande. Un sche´ma
de cette me´moire est donne´ figure 4.
2.5 Le controˆleur
Son roˆle est de superviser le fonctionnement du syste`me. Il
ge´ne`re les signaux de commandes en fonction des requeˆtes des
PEs. Il ge`re aussi les acquisitions d’images et leur stockage
en me´moire. Il envoie les signaux de de´marrage pour les trai-
tements et ge`re les acce`s a` la me´moire. Il peut eˆtre compare´
a` un controˆleur d’interruption et ne re´alise aucun traitement.
Ses re´actions de´pendent de l’application implante´e. Une des-
cription plus pre´cise de son fonctionnement est donne´e dans la
section 3.
3 Mode´lisation et validation de l’archi-
tecture
Dans le but d’e´tudier notre concept, nous avons de´cide´ de
le mode´liser en SystemC. Les temps de simulation sont gran-
dement ame´liore´s par rapport a` une description VHDL graˆce
a` cette librairie C++. Un autre avantage est le haut niveau de
description possible. Nous avons fait dans un premier temps un
mode`le fonctionnel software qui sera par la suite raffine´ en uti-
lisant la co-simulation SystemC-VHDL. Afin de valider cette
architecture, nous l’avons teste´e sur trois applications de trai-
tements d’images. Nous pre´sentons rapidement ces application
dans une premie`re partie, puis la seconde partie pre´sente les
re´sultats obtenus.
3.1 Les applications implante´es sur cette archi-
tecture
La premie`re application utilise´e pour valider le mode`le, de´-
tecte le mouvement dans une image par soustraction. Pour cela,
une moyenne sur 4 images est re´alise´e pour re´duire le bruit, on
soustrait ensuite l’image de re´fe´rence. Le re´sultat est seuille´
et des ope´rations morphologiques sont re´alise´es pour e´liminer
le bruit re´siduel. Le nombre d’objets est comptabilise´ et si il
est diffe´rent du nombre qui apparaıˆt dans l’image de re´fe´rence,
cette image est mise a` jour.
La seconde application concerne la localisation et la recon-
naissance de visages dans une image. L’algorithme utilise´ re-
pose sur les re´seaux de neurones RBF. Il s’agit tout d’abord
d’extraire de l’image un vecteur de donne´es (moyenne glis-
sante de 4 pixels) que l’on pre´sente au re´seau de neurone. Nous
avons remplace´ l’utilisation d’une fonction gaussienne dans les
neurones par une fonction ”porte”. Cette approximation donne
des re´sultats convenables [6] et permet d’acce´le´rer tre`s effica-
cement les traitements.
La troisie`me application re´alise une stabilisation d’image [1].
Pour ce faire, des points caracte´ristiques sont de´finis dans une
premie`re image et recherche´s dans une seconde par corre´lation.
La variations des coordonne´es des points retrouve´s dans la se-
conde image permet de retrouver le mouvement. L’application
du ”mouvement inverse” stabilise les images. Nous n’avons
implante´s que les deux premie`res e´tapes de ce traitement.
3.2 Re´sulats
Le premier re´sultat que nous obtenons est l’acce´le´ration du
stockage des donne´es en me´moire qui se fait par paquets de
4096 pixels. Cela signifie qu’avec une horloge de 10 ns pour
le syste`me et un capteur 1K × 1K, 256 cycles d’horloges sont
ne´cessaires pour stocker l’image comple`te et la bande passante
the´orique maximum entre le capteur et la me´moire est 1K ×
1K/2.56 µs = 409.6 Goctets/s. Du point de vue des ope´ra-
teurs, chacun requiert 3 cycles d’horloge pour traiter les don-
ne´es dans le pire cas (des acce`s me´moires sont ne´cessaires pour
chaque instruction). Par exemple, une application constitue´e
de 5 taˆches diffe´rentes requiert 15 cycles d’horloge pour trai-
ter 8 × 64 pixels. Une image de 1K × 1K est traite´e en :
((1K × 1K)/(8 × 64)) × 15 = 30720 cycles. Si nous choi-
sissons une horloge de 10 ns, il faut environ 0.3ms pour effec-
tuer l’ope´ration. Dans ce cas plus de 3000 images peuvent eˆtre
traite´es en une seconde.
Le tableau 1 rassemble les re´sultats obtenus pour notre ar-
chitecture. Nous constatons que les performances atteintes sont
importantes mais nous pouvons noter que le syste`me est plus
efficace sur des traitements correspondant a` ses caracte´ristiques
(feneˆtres 64× 64, filtrages 8× 8) qui exploitent pleinement les
ressources disponibles.
TAB. 1 – Performances obtenues
Application temps (ms) Acce´le´ration Efficacite´
De´tection de
mouvement
0,52 7,63 0,95
Reconnaissance
de visage
2 7,7 0,96
Stabilisation
d’image
0,3 7,83 0,98
Le tableau 2 donne un re´capitulatif des performances obte-
nues par notre architecture compare´es avec celles d’autres ar-
chitectures. L’architecture ARM est base´e sur un ARM922T
qui fonctionne a` 100 MHz. Le processeur Athlon est cadence´ a`
1,43 GHz.
TAB. 2 – Re´capitulatif comparatif des performances obtenues
(en ms)
Application Notre archi. ARM Athlon ZISC
De´tection de
mouvement
0,52 76,9 8 -
Reconnaissance
de visage
2 - - 16
Stabilisation
d’image
0,3 - 26,3 -
4 Conclusion et perspectives
Nous avons de´crit, dans cet article, une nouvelle architecture
de came´ra intelligente offrant des possibilite´s de traitements
tre`s rapides. Pour re´aliser ceci, un capteur a` sorties massive-
ment paralle`les qui a la possibilite´ de lire des re´gions d’inte´ret
a e´te´ propose´. Un re´seau de processeurs prenant en compte les
spe´cificite´s des applications de vision et capable d’effectuer des
ope´rations comme les filtrages par masque ou les convolutions
est e´galement propose´. Un mode`le fonctionnel a de plus e´te´
re´alise´ pour valider ce concept.
Des travaux futurs vont concerner l’implantation de l’archi-
tecture sur silicium. Des ame´liorations au niveau des proces-
seurs peuvent eˆtre apporte´es notamment en utilisant de la lo-
gique reconfigurable afin de rendre l’implantation d’ope´rateurs
spe´cifiques plus simple. De meˆme, des outils de programma-
tion haut-niveau et automatiques de´die´s a` l’architecture pour
en simplifier l’utilisation sont ne´cessaires et vont eˆtre e´tudie´s.
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