Abstract The most direct method of design flood estimation is at-site flood frequency analysis, which relies on a relatively long period of recorded streamflow data at a given site. Selection of an appropriate probability distribution and associated parameter estimation procedure is of prime importance in at-site flood frequency analysis. The choice of the probability distribution for a given application is generally made arbitrarily as there is no sound physical basis to justify the selection. In this study, an attempt is made to investigate the suitability of as many as fifteen different probability distributions and three parameter estimation methods based on a large Australian annual maximum flood data set. A total of four goodness-of-fit tests are adopted, i.e., the Akaike information criterion, the Bayesian information criterion, Anderson-Darling test, and Kolmogorov-Smirnov test, to identify the best-fit probability distributions. Furthermore, the L-moments ratio diagram is used to make a visual assessment of the alternative distributions. It has been found that a single distribution cannot be specified as the best-fit distribution for all the Australian states as it was recommended in the Australian rainfall and runoff 1987. The log-Pearson 3, generalized extreme value, and generalized Pareto distributions have been identified as the top three best-fit distributions. It is thus recommended that these three distributions should be compared as a minimum in practical applications when making the final selection of the best-fit probability distribution in a given application in Australia.
Introduction
Flood is one of the worst natural disasters, which causes millions of dollars damage annually including loss of human lives. Most recent floods during 2010-2013 in Australia have caused billions of dollars damage and brought sufferings to many rural and urban communities. Flood modeling, although an area of active research since the inception of engineering hydrology (Cunnane 1989) , has become a recent focus internationally due to numerous devastating floods that have swept many countries in the world. Recent episodes of floods have often been attributed to global warming (BOM 2012) .
To reduce flood damage and save human lives, flood modeling is generally undertaken to estimate floods associated with return periods of interest, which is called design flood. Design flood estimation is needed for various purposes including design of hydraulic structures, flood plain management, development and planning controls, and flood insurance studies. There are many methods available for design flood estimation; among these, at-site flood frequency analysis is the most direct method. Moreover, this is served as a benchmark to assess the accuracy of other flood estimation methods such as regional flood estimation methods and rainfall runoff modeling.
The objective of flood frequency analysis is to estimate the return period associated with a given flood magnitude. At-site flood frequency analysis requires a reasonably long period of recorded streamflow data. Since the available record lengths at many gauged streams are much smaller than the return periods of interest, the estimation of design floods often requires some degree of extrapolation. Selection of a probability distribution is of fundamental importance in flood frequency analysis as a wrong choice could lead to significant error and bias in design flood estimates, particularly at higher return periods, leading to either under-or over-estimation, which may have serious implication in practice.
There have been numerous studies in the past on comparison of various probability distributions for at-site flood frequency analysis. However, due to the limited length of observed flood data as compared to the return period of interest, this becomes a challenging task and often flood frequency analysis is associated with controversies (Bobee et al. 1993) . The selection of an 'appropriate' probability distribution and associated parameter estimation procedure is an important step in many areas of flood risk assessment, e.g., at-site and regional flood frequency analyses, and in flood plain management and has been widely researched Vogel et al. 1993; Onoz and Bayazit 1995; Bates et al. 1998; Laio 2004; Merz et al. 2008; Meshgi and Khalili 2009a, b; Laio et al. 2009; Merz and Thieken 2009; Ishak et al. 2010 Ishak et al. , 2011 Haddad et al. 2011 Zaman et al. 2012; Haddad et al. 2013 ). In flood frequency analysis, a probability distribution is often selected on the basis of statistical tests or by graphical methods, and convenience plays an important role in this choice (Bobee et al. 1993) . In practical applications, empirical suitability plays a much larger role in distribution choice than a priori reasoning (Cunnane 1985 (Cunnane , 1989 .
One of the earliest flood frequency analysis studies in Australia was conducted by Conway (1970) for New South Wales (NSW) coastal streams. Another study was done for Queensland (QLD) by Kopittke et al. (1976) . These two studies concluded that the logPearson type 3 (LP3) distribution was the most suitable distribution for the study catchments. McMahon and Srikanthan (1981) used the moment ratio diagrams to compare various probability distributions using the data from 172 catchments in Australia. They also concluded that the LP3 was the most suitable distribution for Australia. Based on the findings of these studies, Australian Rainfall and Runoff (ARR) 1987 recommended the LP3 distribution with the product moment method for parameter estimation for at-site flood frequency analysis in Australia (I.E. Aust. 1987) following the footsteps of the USA (IAWCD 1982) .
Since the publication of ARR 1987 (I.E. Aust. 1987) , there have been a number of studies to compare various probability distributions (Rahman et al. 1999; Kuczera 1999) . For example, Nathan and Weinmann (1991) examined 53 catchments from Central Victoria (VIC), with L-moments-based goodness-of-fit test, and found that the generalized extreme value (GEV) distribution was the best-fit distribution. Vogel et al. (1993) compared a number of distributions using data from 61 stations in Australia. By using the L-moments ratio diagram, they concluded that the generalized Pareto distribution (GPA) was the best-fit distribution followed by the GEV, three-parameter lognormal, and LP3. Kuczera (1999) presented a comprehensive study on flood frequency analysis using Bayesian method and incorporated a number of probability distributions in his FLIKE software. The advantage of FLIKE is that, for a given application, the user can compare a number of most commonly adopted probability distributions and parameter estimation methods relatively quickly using a windows interface. Haddad and Rahman (2008) compared a number of distributions and parameter estimation procedures for 18 catchments in southeast Australia and found that the GEV distribution was the best-fit distribution for the selected catchments. In another study, Haddad and Rahman (2010) found that the twoparameter distributions are preferable to Tasmania, with the lognormal appearing to be the best-fit distribution for Tasmania.
Since the inception of the above-mentioned studies, there has been a significant increase in recorded streamflow data at many stations in Australia. In particular, ongoing ARR revision Project 5 Regional Flood Methods has compiled a national database of over 600 Australian stations, which represents the most comprehensive annual maximum flood database in Australia to date ). This database can be used to compare various probability distributions for different regions of Australia. The results from such a comparison could provide useful guidance on the suitability of candidate probability distributions for a given region/state in Australia and in other similar regions around the world. Hence, this paper aims to compare a suite of commonly applied probability distributions and parameter estimation methods to short-list the most appropriate probability distributions that could be adopted in practice.
Methods

Selection of candidate probability distributions
Cunnane (1989) provided a summary of probability distributions applied in practice. Both annual maximum and partial duration series flood data can be used in flood frequency analysis; however, use of the former is the most common as partial duration series data does not well satisfy the independence criterion. Annual maximum flood data are often found to be skewed, which has led to the development and use of many skewed distributions in flood frequency analysis. In this study, fifteen different probability distributions are considered for comparison: (1) normal, (2) two-parameter lognormal (LN2), (3) threeparameter lognormal (LN3), (4) two-parameter gamma (G2), (5) Pearson 3, (6) LP3, (7) exponential, (8) Gumble EV1, (9) GEV, (10) Weibull, (11) logistic, (12) generalized logistic (GL), (13) five-parameter Wakeby (WAK5), (14) four-parameter Wakeby (WAK4), and (15) GPA. The reason behind the selection of the above probability distributions is that most of these have been recommended in various countries of the world for at-site flood frequency analysis (Cunnane 1989 ).
Selection of candidate parameter estimation methods
Having selected a priori probability distribution, the next step is to estimate the parameters required to fit the probability distribution to the selected data. A number of methods can be used for parameter estimation. In this study, method of moments (MOM), the maximum likelihood estimates (MLE), and the L-moments are adopted since these are the most commonly adopted methods in previous studies. The MOM is based on the statistical moments (i.e., mean, variance, and skew) of sample data. From a statistical point of view, the MLE is considered to be a more robust method as compared to the MOM in most cases that provide estimators with good statistical properties (Bickel and Docksum 1977) , while L-moments are less affected by extremes in the data series (Hosking 1990 ) and can model a wide range of theoretical distributions.
Selection of candidate goodness-of-fit tests
The choice of a distribution is influenced by many factors such as method of comparing the distributions, method of parameters estimation, and the availability of flood data. In this study, for evaluating the suitability of different probability distributions, following four goodness-of-fit tests are adopted: (1) Kolmogorov-Smirnov test (KS); (2) AndersonDarling test (AD); (3) Akaike information criterion (AIC); and (4) Bayesian information criterion (BIC). Furthermore, the L-moments ratio diagram (Hosking and Wallis 1997) and plots of the observed floods and the fitted distributions are examined to make a visual assessment of the goodness-of-fit.
The KS test is used to decide whether a sample comes from a hypothesized continuous distribution and is based on the empirical cumulative distribution function. The AD test has demonstrated good skills when applied to highly asymmetric distributions that are commonly encountered in hydrological applications ). The AIC test (Akaike 1973 ) is based on the use of Kullback-Leibler's information as the discrepancy measure between the true model and the approximating model. The BIC test (Schwarz 1978 ) is based on a Bayesian framework. For both AIC and BIC tests, the best model is selected from all operating models with minimum AIC and BIC values. Baldassarre et al. (2009) compared the performances of AIC, BIC, and AD and noted that these criteria have a good capability to recognize the correct parent distribution in flood frequency analysis.
The AIC, based on the principle of maximum entropy, has been used in flood frequency model selection in several previous studies (e.g., Strupczewski et al. 2002; Laio et al. 2009; Haddad and Rahman 2010) . The AIC is given by:
where P(h) is the log-likelihood maximized function and p is the number of the model parameters fitted to the available sample. The first term on the right hand side of Eq. 1 measures essentially the true lack of fit, while the second term measures the estimation uncertainty which is due to the number of parameters. In practice, after the computation of the AIC, for all of the operating models, one selects the model with the minimum AIC value. The BIC is very similar to the AIC, but is developed in a Bayesian framework:
Since P(h) depends on the sample, the candidate models can be compared using AIC and BIC only if fitted on the same sample, as done in this study.
The Anderson-Darling statistic has shown good skills for small sample size and heavytailed distributions often encountered in flood frequency analysis (Onoz and Bayazit 1995; Laio 2004 ). The Anderson-Darling criterion (ADC) has the form:
where D ADj is the discrepancy measure characterizing the criterion.
Here n j , b j , and g j are distribution-dependent coefficients that are tabled by Laio (2004) for a set of distributions commonly employed in flood frequency analysis. The ADC gives similar results to the AIC and BIC for small samples, especially for asymmetrical distributions. After calculation of the ADCj values for all of the operating models, one selects the model with the minimum ADC value. The overall methodology adopted in this study is illustrated in Fig. 1 .
Data selection
A large number of Australian catchments were initially selected for this study based on (1) catchment area, (2) record length, (3) regulation of catchment, (4) urbanization of catchment, (5) land use change, (6) quality of data, and (7) climate variability and change. Further reading on the details of these methods can be found in Haddad et al. (2010a, b) .
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Apply the selected four goodness-of-fit tests Prepare streamflow data: Gap filling, rating curve errors analysis and outlier checking Fig. 1 Illustration of the adopted methodology in comparing different probability distributions Nat Hazards (2013 Hazards ( ) 69:1803 Hazards ( -1813 Hazards ( 1807 In compiling the data, missing data points in the annual maximum flood series were filled in where possible by either of the two methods. Method 1 involved comparing the monthly instantaneous maximum data (IMD) with monthly maximum mean daily data (MMD) at the same station. If a missing month of IMD flow corresponded to a month of very low MMD flow, then that was taken to show that the annual maximum did not occur during that missing month. Method 2 involved a simple linear regression of the annual MMD flow against the annual IMD series of the same station. It must be mentioned that the regression equations developed were used for filling gaps in the IMD record, but not to extend the overall period of record. Overall, about 3 % of the data were in-filled for the selected catchments.
In flood data, one of the most notable errors is associated with rating curve extrapolation (Kuczera 1999) . Rating curve extrapolation errors were identified by using a rating ratio test and treated using the built-in procedure 'rating curve error' case in at-site flood frequency analysis software (FLIKE) (Kuczera 1999) . A rating ratio is defined as the ratio of reported flow data and maximum gauged flow at a station Haddad et al. (2010a, b) . Outliers were identified using the Grubbs and Beck (1972) method, which was recommended in Bulletin 17B by the US Water Resources Council (IACWD 1982) . Low outliers were censored in flood frequency analysis using the FLIKE software (that is, the information that there was no flood in that year was taken into account). High outliers were found only in few cases; these, however, were retained as there was no evidence of these points being a data error. The selected stations did not show any trend. Although ARR Project 5 selects over 600 catchments, most of these have streamflow record lengths below 40 years . Since goodness-of-fit tests could provide misleading results for stations with shorter record lengths, a threshold record length of 40 years is considered in this study. This provided a total of 127 stations from ARR Project 5 database as shown in Fig. 2 . These catchments are mainly unregulated with no major known land use changes over the period of streamflow records.
Out of the 127 catchments, 25 catchments are from NSW, 56 from QLD, and 10, 11, 16, 6, and 3 are from VIC, West Australia (WA), Northern Territory (NT), Tasmania (TAS), and South Australia (SA), respectively. The selected catchments have areas in the range of 10-2,342 km 2 (mean: 371 km 2 and median: 289 km 2 ). Streamflow record lengths range from 40 to 97 years till 2005 (mean: 54 years and median: 49 years). The log-space skew ranges -1.47-0.51 and 92 % of the stations have log-space skew values significantly different from zero. These catchments did not show any trends (Ishak et al. 2010) , and hence, this comparison is valid in the non-stationary flood frequency analysis regime. The impact of non-stationarity on the selection of probability distributions in Australia is currently being investigated (Ishak et al. 2013 ).
Results
Short-listing the candidate distributions
Initially, the estimated flood quantiles using the 15 selected distributions are plotted for each of the selected catchments using the MOM for parameter estimation. The observed annual maximum flood data are plotted using the unbiased plotting position formula by Cunnane. For example, Fig. 3 presents results for two test catchments. Although this figure is clouded with so many distributions, the most unsuitable ones can easily be pointed out.
The L-moments ratio diagram compares sample estimates of the dimensionless ratios L-skewness (s 3 ) and L-kurtosis (s 4 ) with their population counterparts. Figure 4 compares the relationship between sample estimates of (s 4 ) and (s 3 ), and their population values for the 127 study catchments for all the selected distributions.
After assessing each of the catchments individually (Fig. 3) and as a group (Fig. 4) , it was found that Gamma, logistic, Weibull, and exponential distributions exhibited a relatively poorer fit; hence, these distributions were excluded from further investigation. As LN2, Pearson 3, and WAK4 are from the same family as of LN3, LP3, and WAK5, respectively, we have only considered the later three distributions for further analysis. Consequently, eight distributions are selected for subsequent investigations: normal (Norm), GEV, LP3, LN3, EV1, GPA, GL, and WAK5.
Goodness-of-fit test results
Since the application of different parameter estimation methods could affect the results of the goodness-of-fit tests to some degree, we have considered all the three parameter estimation methods for the short-listed eight probability distributions. Four goodness-of-fit tests are adopted: KS, AD, AIC, and BIC. Table 1 summarizes the results of the best-fit probability distribution along with the best parameter estimation method. For each Australian state, the probability distributions and the associated parameter estimation methods are ranked in the scale of 1-4, with rank 1 representing the best-fit distribution. Table 1 reveals that the best-fit distribution varies from state to state. The results for all the states are summarized in Fig. 5 . Overall, it is found that the LP3, GEV, and GPA distributions are selected for a large percentage of cases. The AIC model selection criterion selects the LP3 distribution for the highest number of catchments (41 out of 127 catchments), while GEV as the second highest (31 out of 127 catchments). The BIC test also selects the LP3 distribution for the highest number of catchments (37 catchments) followed by the GPA distribution selecting 31 catchments. The KS and ADC tests select the GEV distribution for the highest number of catchments (36 and 42 catchments, respectively) followed by the LP3 distribution (31 and 32 catchments, respectively). For NSW, QLD, and TAS, LP3 is the best-fit distribution. For NT and WA, GEV is the best-fit distribution. For VIC and SA, GPA and EV1 are the best-fit distribution, respectively. These results highlight that specification of a single probability for general Australia-wide application is unjustified as done in ARR 1987 (I.E. Aust. 1987).
Conclusions
This paper investigates the selection of an appropriate probability distribution and parameter estimation method for at-site flood frequency analysis using a comprehensive annual maximum flood data set from Australia. A total of four goodness-of-fit tests are adopted, i.e., the AIC, the BIC, AD, and KS to identify the best-fit probability distribution model and parameter estimation procedure. Furthermore, the L-moments ratio diagram is used to make a visual assessment. It has been found that a single distribution cannot be specified as the best-fit distribution for all the Australian states as it was recommended in the ARR 1987. The log-Pearson 3 (LP3), GEV, and GPA distributions have been identified as the top three best-fit distributions. It is thus recommended that these three distributions should be compared as a minimum in practical applications when making the final selection of the best-fit probability distribution in a given application in Australia. The study has used streamflow data till 2005 from 127 Australian catchments; use of more recent data (e.g., till 2012) and a greater number of stations in a future study would be able to confirm the findings of this study.
