where 0 < α < 1, and v ∈ R n is a vector with non-negative entries that satisfies e T v = 1. Obviously, A is column-stochastic, e T A = e T , with positive elements. A matrix of this type occurs in the computation of pagerank for the Google web search engine [1, 10] . The pagerank vector is the (right) eigenvector of A corresponding to the largest eigenvalue in magnitude, which is equal to 1. The corresponding eigenvector has all non-negative elements, and it is the only eigenvector with this property. This can be proved using Perron-Frobenius theory, see e.g. [9, Chapter 8] . Due to the huge dimension of the matrix, probably between 3 and 4 billion (December 2003), the only viable method for computing this eigenvector is the power method, and variations of it [4, 5, 6 ] The rate of convergence of the power method depends on λ 2 , the second largest eigenvalue (in magnitude) of A, see e.g. [2, Chapter 7.3] . In [3] it was shown that λ 2 = α. This result was strenghened in [7, 8] to that given in Theorem 1 below.
The purpose of the present paper is to give a simple alternative proof of the theorem.
Theorem 1 ( [7, 8] ) Let P be a column-stochastic matrix with eigenvalues {1, λ 2 , λ 3 . . . , λ n }. Then the eigenvalues of A = αP + (1 − α)ve T , where 0 < α < 1 and v is a vector with nonnegative elements satisfying e T v = 1, are {1, αλ 2 , αλ 3 , . . . , αλ n }.
Proof. Defineê to be e normalized to Euclidean length 1, and let U 1 ∈ R n×(n−1) be such that U = (ê U 1 ) is orthogonal. Then, sinceê T P =ê T ,
where w = U T 1 Pê, and T = U T 1 P T U 1 . Since we have made a similarity transformation, the matrix T has the eigenvalues λ 2 , λ 3 , . . . , λ n . We further have
Therefore,
The statement now follows immediately.
The theorem implies that even if P has a multiple eigenvalue equal to 1, which is actually the case for the Google matrix, the second largest eigenvalue in magnitude of A is always equal to α.
