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Effective asset liability management is at the core of what a life insurance company must do, 
particularly in what concerns defined benefits pension fund products. The life insurer faces a complex 
problem whereby multiple and sometimes conflicting objectives must be addressed at the same time, 
such as achieving higher returns while reducing the portfolio’s exposure to a plethora of risks. To 
achieve these goals, pension fund managers must then carefully choose asset allocation strategies for 
their portfolios from an infinite pool of asset combinations and weights. Given the nature of this 
problem, the use of genetic algorithms seems to be adequate, as this method is particularly well suited 
to deal with very large and multi-modal solution spaces. The main purpose of this dissertation is to 
assess how well the genetic algorithm method performs in solving this specific problem, and compare 
the results with other simpler methods. The results of Genetic Algorithms application were satisfactory 
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Characterization of the Problem 
Pension funds are amongst the world’s biggest capital market participants and serve as an important 
long-term saving mechanism that enables any kind of employee, be it private or public sector, to save 
money throughout their careers and then enjoy a cash flow stream when they retire. There are two 
main types of pension funds in what regards relation between contributions and benefits: defined 
contribution (DC) and defined benefits (DB). In a DC scheme, also called funded individual accounts, 
each member (and sometimes his employer) pays into an account a fixed fraction of his or her earnings. 
These contributions are used to purchase assets, which are accumulated in the account, as are the 
returns earned by those assets.  At retirement, the assets in the account finance post-retirement 
consumption through an annuity or some other payout option. In a DB scheme, employers use 
formulas that usually depend on the number of years worked and salary of the employee to calculate 
a priori the fixed amount the employee will be entitled to receive when he retires (Bodie, Marcus, & 
Merton, 1988). The main difference between these two types of pension funds is where the risk lies. 
In DC scheme annuities protect the individual against the non-systematic risks associated with 
longevity, but leaves him exposed to a wide range of risks, associated with stochastic real rates of 
return to pension assets, the risks of future earnings trajectories or the future pricing of annuities. In 
an employer DB scheme, the risk of varying rates of return to pension assets falls on the employer 
(sponsor), which is to say on some combination of the industry’s current workers (through effects on 
wages), its shareholders and the taxpayer (through effects on current and future profits), its customers 
(through effects on prices), and/or its past or future workers (if, e.g., the company modifies the benefit 
formula relative to expectations). 
It is in the particular case of a DB scheme that ALM becomes of paramount importance for plan 
sponsors and the life insurance companies that many times manage these funds for them. It is by using 
ALM techniques that these companies need to make sure they will have a sufficient asset inflow to be 
able to make the future defined payments, in many cases with decades of uncertainty between the 
initial agreement and the actual payment of employee benefits. Fund managers need then to choose 
from a number of existing techniques, such as gap analysis, cash flow matching,  standard 
immunization (Redington, 1952; Boyle, 1978) or portfolio insurance (Leland, 1980; Leland and 
Rubinstein, 1981) to help them make proper investment decisions (van der Meer & Smink, 1993). 
It is in addressing this very complex problem that the use of Genetic Algorithms can produce good 
results. If one considers a DB scheme as a fixed stream of future cash outflows, then the goal of the 
fund manager is to find a portfolio that satisfies those payments, while minimizing the risk the portfolio 
is exposed to (i.e. downside risk). One of the complications of doing so is that the solution space (e.g. 
the combinations of assets and asset weights a portfolio can have) is virtually infinite. This leads fund 
managers to have to apply some constraints (e.g. reduce the number of possible assets in the portfolio) 
in their allocation search, which may not lead to optimal results. This asset allocation problem has 
some properties that make genetic algorithms a good fit for solving them, namely having a huge 
solution space, the optimization target is not unimodal and good answers (i.e. portfolios) are 
composed of good individual components, which in this case are individual assets  (Wadsley, 2011). 
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This dissertation will focus on exploring the possibilities of applying genetic algorithms to specific ALM 
problems such as optimal portfolio selection and comparing those outcomes with what more 
traditional ALM methods would achieve. 
  
Relevance of the Problem 
Pension funds are amongst the world’s largest institutional investors. It is estimated that the top 300 
world’s biggest pension funds had assets under management of USD$ 14.9 trillion by year end 2013 
(Watson, 2014), 67% of which were defined benefits funds. To put this number into perspective, the 
GDP of the United States of America was approximately USD$ 14.9 trillion in the same year (World 
Bank, 2014).  
In what concerns DB pension funds, the consequences of asset liability mismatches can vary in 
significance, potentially leading the plan sponsor to make higher contributions to the fund or, in more 
extreme cases, can indirectly cause the bankruptcy via impairment of the credit rating (Ryan, 2002). 
Considering the sheer size and potential adverse effects that improper ALM can bring to pension funds, 
insurance companies and society in general, it becomes imperative to use every means available to 
ensure that these negative outcomes are avoided. 
Prior research suggests that genetic algorithms can indeed deliver interesting results when applied to 
the optimization of asset allocation to support ALM. Some research suggests that using these 
techniques can help fund managers achieve higher returns or lower volatility by using evolutionary 
algorithm based simulations (T., Huang, Chen, & Lin, 2012). Further research suggests that 
evolutionary algorithms can be successfully applied to portfolio optimization  (Branke et al., 2009). 
Aims and Objectives 
This dissertation aims to assess the adequacy of the genetic algorithms in optimizing asset liability 
management problems. This main goal spreads out into the following objectives: 
 Evaluate the performance of the genetic algorithm method in the optimization of asset liability 
management issues; 




2. Literature Review 
Asset Liability Management 
Numerous techniques and strategies have been put forward by scholars and industry practitioners to 
address the main problem of ALM, to ensure that asset and liability cash flows are coordinated (van 
der Meer & Smink, 1993). Among the simplest and easiest techniques to use, we can find some static 
techniques such as the cashflow payment calendars, where all major cash inflows and outflows are 
mapped through a given time period in order to identify imbalances, the gap analysis technique 
(Clifford, 1981), which looks at balance sheet difference in value between assets and liabilities to 
identify interest rate exposure, the segmentation technique  (Attwood & Ohmna, 1984), where 
liabilities are segregated in homogeneous groups and asset portfolios are built to match the 
characteristics of the liability groups, the cashflow matching technique  (Fabozzi, Tong, & Zhu, 1995), 
which uses linear programming to minimize the difference between asset and liability cash flows or 
classical immunisation that seeks to generate an assured return on the pension assets over the 
investment horizon. A major concern when using only the aforementioned static techniques would be 
that they ignore risk-return dimension of assets.  
As a hybrid strategy between static and dynamic techniques we have the multiscenario analysis 
technique (Winklevoss, 1982), which forecasts the cashflows from assets and liabilities under different 
macroeconomic scenarios and shows what the effects of those scenarios would be in terms of asset-
liability mismatches.  
As for dynamic strategies we can find the standard immunization technique (Redington, 1952; Boyle, 
1978; Granito, 1984), which proposes to match asset and liabilities’ durations such that moves in 
interest rates will have opposite effects of the same magnitude in both, making their value stay the 
same. This is only applicable to very small changes in interest rates and for very short periods of time, 
which creates the need for continuously rebalance the asset portfolio. Another dynamic strategy, this 
one return driven, is the required rate of return strategy  (Miller, Rajan, & Shimpi, 1989), which focuses 
in calculating the required returns needed to address the future cashflows of liabilities and then uses 
these returns to select an asset portfolio. Although this strategy is well suited for identifying trading 
possibilities it puts a lot of stress on returns and may lead to additional risk being carried by the 
portfolio. 
Another problem that fund managers must face following the matching of assets and liabilities is how 
to engineer a portfolio that can achieve its matching objectives, while at the same time ensuring the 
highest possible return at the minimum possible risk. The portfolio selection process that dominated 
investment management for decades was the single-period mean-variance approach (Markowitz, 
1952), in which an investor attempts to build an efficient portfolio by combining assets such that for a 
given level of returns the inherent risk is minimized or, in another perspective, for a given risk level the 
returns are maximized. Other authors proposed more sophisticated multi-period contexts for asset 
allocation decision, using continuous time models and dynamic programming techniques (Merton, 
1971).  
Other scholars use alternative dimensions to classify ALM models (Rosen & Zenios, 2006) and these 
can also be useful in order to understand how this problem has been approached and evolved through 




Figure 1. Grouping of ALM optimization models by time and type of risk factor dimensions (adapted from Rosen & Zenios, 
2006) 
The time dimension is split into two possible options: single period or multi period. In single period 
models, there is only one decision to be made regarding the portfolio composition and it is made in 
the present, without taking into consideration future time periods. Multi period models allow for 
portfolio decisions to be made not only in the present but also in future time periods. Naturally, 
allowing for portfolio decisions to be made across time leads to more realistic and accurate ALM 
models.  
The risk factors dimension presents two available options: static or stochastic. The static view of risk 
factors consists of assuming that the risk factors present in the model (i.e. the parameters which bring 
uncertainty to the model) will remain as they are in the present through time. On the contrary, 
stochastic models allow for the evolution of the risk factors over time according to some assumed or 
estimated probability distribution. Unsurprisingly, by allowing risk factors such as economic growth or 
asset returns to fluctuate, stochastic models are considered more advanced and permit more realistic 
models. 
The combination of these two dimensions allows us to characterize the most important ALM models 
available. 
Single period static models. These models include the ones that allow for the concept of portfolio 
immunization, meaning following a strategy that allows the value of portfolio to remain unchanged in 
relation to small changes of a given risk factor (i.e. interest rates). The concept was introduced by 
Redington (Redington, 1952) and revisited recently by La Grandville (de La Grandville, 2001). 
Single period stochastic models. The central idea behind these models is that they take into 
consideration the distribution of the risk factors instead of assuming these are constant (i.e. they allow 
for volatility). This is the central idea behind the popular and already discussed mean-variance model 
(Markowitz, 1991). 
Multi period static models. This type of model allows for future decisions to take place, such as 
portfolio rebalancing, while assuming that risk factors remain constant. Some well-known models of 
this category include the models by Fama (Fama, 1970) and Hakansson (Hakansson, 1971). 
Multi period stochastic models. This type of model allows not only for the fluctuation along time of 
the risk factors values but also for portfolio related decisions to be made in future periods. These 
5 
 
include modern general stochastic programming models proposed by Birge and Louveaux (Birge & 
Louveaux, 2011) and the ones developed specifically for ALM issues by Ziemba and Mulvey (Ziemba & 
Mulvey, 1998). 
Artificial Intelligence, Evolutionary Algorithms & Genetic Algorithms 
Since the advent of the computer age, scientists have been very interested in the possibility of these 
artifical machines showing signs of human intelligence. Alan Turing called this possibility “machine 
inteligence”  (Turing, 1948), while others such as Arthur Samuel put forward the concept of “machine 
learning”  (Samuel, 1983). These ideas about Artificial Intelligence (AI) were at the foundation of what 
is called today “evolutionary computing”. 
Evolutionary computing is a subfield of AI, which uses Darwin’s Evolution Theory principles to simulate 
organic evolution in order to solve problems using computers, most notably through the use of Genetic 
Algorithms (GAs). Figure 2 shows how these scientific areas relate to each other. 
 
Figure 2. Genetic Algorithm’s position within the Artificial Intelligence field. This is an original figure based in Mitchell, 1998 
 
The invention of GAs is attributed to John Holland (Holland, 1975), where he sought to “study the 
phenomenon of adaptation as it occurs in nature and to develop ways in which the mechanisms of 
natural adaptation might be imported into computer systems”  (Mitchell, 1998). It’s in Holland’s 
research where the concepts of genes and chromosomes were combined with the bio-inspired 
mutation and crossover operators to solve problems by means of computers. Figure 3 shows the 








Figure 3. General Flow of a Genetic Algorithm. This is an original flow based in Holland, 1975 
The algorithm is initialized with a population of individuals, which in this context means potential 
solutions to a given problem. The set of initial individuals are called the first generation, since as the 
GA loops new generations will be created. Then, the individuals are evaluated (i.e. their fitness to solve 
the problem is calculated) and the best individuals of the generation are selected to survive. The are 
many selection algorithms that can be used and the most common are fitness proportional, ranking 
and tournament (Goldberg & Deb, 1991) but the underlying idea is that individuals with good fitness 
(i.e. good solutions to the problem at hand) should be allowed survive. After the selection process the 
solutions go through what is referred to as the variation process, which consists of applying genetic 
operators such as mutation or crossover (Fogel & Atmar, 1990) in order to produce new solutions, 
which indirectly leads to explore the solution space. Once the variation process is finished, the new 
individuals (i.e. new generation) go through the same process over and over again until a termination 
condition is achieved, namely a certain number of generations is reached or a godd enough solution is 
found. 
 
Genetic Algorithms Applications 
Genetic algorithms have been used to solve and optimize problems in a vast number of different fields. 
This is possible due to the GA’s intrinsic nature, namely that they are particularly well suited to search 
vast solution spaces, able to solve multi-modal problems, provide good near-optimal for problems 
where finding the optimal solution is too computationally costly or when the shape of good solutions 








Genetic Algorithms and Portfolio Optimization 
One of the interesting uses of genetic algorithms can be found in Finance, particularly in the sub-field 
of portfolio optimization. The portfolio optimization problem consists generally in selecting assets for 
a portfolio in such a way that the portfolio is optimized according to some criterion, namely maximizing 
the expected value of or minimizing its variance. Genetic algorithms are very well suited to perform 
portfolio optimization because the problem’s features match closely GA’s strengths, namely that the 
solution space is very large (i.e. combinations of all weighted assets in a portfolio), it is a multi-objective 
problem (i.e. maximize returns while minimizing risk), usually a local optimum is acceptable and the 
composition of a good portfolio is not known beforehand. This can be shown by the considerable 
number of authors that have used GAs in different ways to tackle this problem with good results. See 
(Branke et al., 2009),  (Yang, 2006) and  (Lai et al., 2006) for some interesting examples. 
Genetic Algorithms and Asset Liability Management 
It is straightforward to see that the ALM problem is very similar to the portfolio optimization problem. 
In other words, we can consider that portfolio optimization is part, but not the totality, of the ALM 
problem, meaning that an asset manager still has to construct an efficient portfolio but in ALM there 
is added complexity in the form of restrictions on asset allocation, liquidity constraints and individual’s 
requirements. This assertion hints that GAs may also be of use when applied to the ALM problem 
because it of its similarities with portfolio optimization. Indeed, some authors have used GAs to solve 
successfully ALM problems while coping with many of the constraints classical model struggle or can’t 
handle, and achieved good results (Baglioni et al., 2000), while other scholars have combined classical 
portfolio selection techniques such as mean-variance and Bayesian approaches with genetic 
algorithms to achieve enhanced results (Yang, 2006).  
The focus of this thesis will be to evaluate the validity of using GAs to solve the specific problem of 
ALM for defined benefits pension plans by using actuarial methods to generate the liabilities of a 
simulated pension fund and then using GAs to build efficient portfolio that match the liabilities and 





In order to assess the usefulness of using Genetic Algorithms to solve an ALM problem this paper 
resorts to simulating a Defined Benefits Pension Fund and using GAs to optimize the portfolio choices. 
The simulation was designed using SAS BASE software and consists of the following eight sequential 
steps which will now be detailed.  
1) Pension Fund Features. The very first step of the simulation was to define the specific features of 
the DB Pension Fund. Several assumption were made in this step in order to not overcomplicate the 
simulation with non-essential features. The fund consists initially of the hypothetic situation where a 
non-profit organisation is managing the funds on the behalf of the employees and sponsor. This means 
that any surplus generated is used to pay the pensioner in the future and is not used to pay dividends 
to the shareholders of the managing organization nor to lower the employees and/or sponsor 
contributions. In the simulations, we assume the fund consists of 1.000 members, all starting to 
contribute at age 25 and retiring at 65. The members and the sponsor of the plan both contribute 
equally with 5% of the yearly salary to the fund during the member’s working life period. The starting 
salary is 50.000 units of income for all members at the beginning of their careers and it grows based 
on inflation and performance. It is not possible to exit the fund (i.e. leave this fund when changing 
jobs). The amount of cash available to invest in assets is then the yearly contribution and the 
returns/losses from the previous year. When the fund’s members reach age 65 they retire, stop 
contributing to the fund and start receiving a yearly fixed income stream corresponding to 70% of their 
last salary. This yearly income is fixed and is received by the pensioner until they die. Maximum life 
expectancy was capped at 110 years of age. Figure 5 illustrates visually the CFs during the life of the 

















2) Longevity assumptions. Subsequent to defining the fund’s features was to model the life expectancy 
of the future pensioners. To achieve this end an actuarial approach was utilised. A UK life table sourced 
from www.mortality.org (Appendix I) was used as input to this section, which contained a variable q(x) 
that represented the probability of death between ages x and x+1. The simulation used data for people 
born in 1996 and over 24 years old to improve the accuracy of a fund starting in 2016. The simulation 
looped through all years from age 25 to age 110 for all 1.000 members and calculated an indicator, 
named life_death_flag, that for each year would randomly generate a number between 0 and 1 and 
compare it to the probability of survival for a given year. If the random number generated is less than 
the probability of survival the indicator is set to 0 and the individual survives the period, otherwise it 
is considered deceased. Figure 6 shows a sample of the death probabilities corresponding to the life 
table used. It is straightforward to see that the chances of dying in a given year rise dramatically in old 
age. 
 
Figure 6 Probabilities of life and death by Age. Source: www.mortality.org 
Figure 7 displays how the life_death_lag indicator works: if the randomly generated number is inside 
the blue section on a given year the individual survives to the next period and is faced with a decreasing 
survival chance. If the random number is inside the red section the individual is considered deceased 
in the 1st year that it happens. 
 
 
















3) Pensioner's income. To forecast the future income of the fund members it was assumed that every 
member starts with a salary of 50.000 units of income and it grows each year until retirement in a fixed 
and a variable way. The salary has a 2% growth rate to account for an assumed 2% inflation rate and 
thus to avoid loss of purchasing power. The salary has also a random variable growth component, 
between 0% and 2% on any given year, to reflect differences in performance of the member. The final 
salary is of particular importance since it will be the basis for pension benefits calculation.  
The second stage of calculating the member’s income relates to yearly pension for all pensioners. To 
calculate this amount we calculate the yearly pension (i.e. 70% of last yearly salary), remove members 
that were deceased before age 65, retrieved from the simulated age of death from the life expectancy 
section and then proceed to calculate the undiscounted cash flows for each member according to the 
following formula:  
𝑇𝑜𝑡𝑎𝑙 𝑃𝑒𝑛𝑠𝑖𝑜𝑛 = 𝑌𝑒𝑎𝑟𝑙𝑦 𝑃𝑒𝑛𝑠𝑖𝑜𝑛 × (𝐴𝑔𝑒 𝑜𝑓 𝐷𝑒𝑎𝑡ℎ − 𝑅𝑒𝑡𝑖𝑟𝑒𝑚𝑒𝑛𝑡 𝐴𝑔𝑒) 
The final step of this section is to calculate the present value of pension benefits at the time of 
retirement. The discount factor used was 5%, which is in agreement with current market practices (see 
www.otpp.com for an example) for this type of operation, even though we acknowledge that there is 
an ongoing debate in the industry regarding this rate. The objective of the fund will be to invest in a 
way such that the pension contributions and investment returns are sufficient to cover the discounted 
total pension at age 65. 
4) Employee and Sponsor contributions. The next step of the simulation is to calculate all the 
contributions to the pension fund made by the plan’s sponsor and the member. As stated previously 
this will be a fixed percentage of the annual salary (5% from sponsor and 5% from member) during 
active working years (i.e. 25 to 65 years of age), taking into account simulated life expectancy, meaning 
that members that are deceased between ages 25 and 65 stop making contributions when they die. 
The differences between contributions amongst members exists only due to the performance part of 
the salary which is randomly attributed and can generate some differences in yearly salaries. Notice 
that these contributions are independent from investment returns and are fairly stable and predictable 
growth rate in comparison. 
5) Target rate of return for Assets. The following step is to compute the rate of return at which the 
plan’s contributions must be invested such that they cover the discounted total pension at age 65. 
Essentially, it is calculating the rate at which the contributions must be compounded to equal the 
liabilities at retirement. To this effect, several rates were simulated starting at 1% and growing in 0.001 
steps until a rate was found that could cover the liabilities. This rate is the minimum rate of return 
required to cover the liabilities and was generally around 5% under the followed assumptions. 
6) Asset return scenarios. We assume the fund can invest in 3 different assets: the S&P 500 index, U.S. 
Gov. 10-year Treasury Bonds and U.S. Gov. 3-month Treasury Bills, each of them intended to represent 
the stocks, bonds and risk-free asset classes, respectively. The already calculated historical yearly 
returns from 1928 until 2015 were sourced from Professor A. Damodaran’s website and the original 
raw data was obtained from S&P and the FED (Appendix II). The mean and standard deviation was 
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computed for each of the asset classes and were used to generate random scenarios in which the asset 
prices would fluctuate randomly following a normal distribution with the historical mean and standard 
deviations observed for the past 85 periods. The equation used to simulate the asset prices is given by: 
𝐴𝑠𝑠𝑒𝑡 𝑃𝑟𝑖𝑐𝑒(𝑡 + 1) =  𝐴𝑠𝑠𝑒𝑡 𝑃𝑟𝑖𝑐𝑒(𝑡) × ( 1 + 𝑖𝑛𝑣𝑁𝑜𝑟𝑚(𝛾)  ×  𝜎(𝐴𝑠𝑠𝑒𝑡 𝐶𝑙𝑎𝑠𝑠) +  𝜇(𝐴𝑠𝑠𝑒𝑡 𝐶𝑙𝑎𝑠𝑠)  
Where: 
Asset Price (t + 1): price of the asset in the next period 
Asset Price (t): price of the asset in the current period 
invNorm(𝛾): inverse of the gaussian cumulative density function for a random number that follows a 
Uniform Distribution in   the interval [0,1] 
σ (Asset Class): standard deviation for asset class (σ > 0) 
µ(Asset Class): mean for asset class 
The asset price of the next period is computed starting from the asset price of the current period and 
multiplying that value with one plus the inverse of the Gaussian CDF for a random number that follows 
a uniform distribution. The inverse of the Gaussian CDF has the standard deviation and the mean of 
the assets class being calculated1. 
Correlation between assets is not explicitly considered. However, since we used historical means and 
standard deviation to calculate the normal distribution parameters they are implicitly present in these 
parameters.  
Figures 8, 9 and 10 show ten scenario simulations for each of the assets. The Y-axis adapts to the figures 
in each graphic, by looking closely at each Y-axis it is easy to see the increasing volatility. 
 
 
                                                          
1 For more details on simulating the values of a normal random variable see Winston, W: Microsoft Excel 
2010 Data Analysis and Business Modelling, Pearson Education, 2011 






7) Creating efficient portfolios using Genetic Algorithm. The final section of the model is to use 
Genetic Algorithms to create efficient portfolios of assets. The simulation used 3 loops, one inside of 
each other to achieve this objective.  
The outer loop feeds the model different scenarios, where asset prices randomly change through time. 
The middle loop presents the model different years for each scenario, being that one 1 scenario 
consists of 85 years of simulated asset returns. For each new year presented to the model, the previous 
30 years are used to compute the asset’s means, variance and covariance, which will be used in the 
inner loop. The inner loop is where the GA is used to generate and evolve solutions to create efficient 
portfolios. In this context, solutions consist of different combinations of weights attributed to each of 
the 3 assets in order to create a portfolio, being that the sum of all weights must be equal to 100%. 
Short positions are not allowed in this model, as they are not usually used in pension fund 
management.  
For each year, 100 solutions are randomly generated in the 1st generation and for each solution the 
mean return and variance of the portfolio they create is computed. Then, the fitness of each solution 
is evaluated by minimizing the difference between the achieved mean return of the portfolio with the 
Figure 9 Randomly generated scenarios for 10-Year Treasury Bonds 
Figure 10 Randomly generated scenarios for the S&P 500 Stock Index 
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minimum rate of return required to cover the liabilities plus 1% (to create some slack), which was 
usually circa 6%. After ranking the solutions by this 1st criteria, the second fitness criteria, minimizing 
the standard deviation of the portfolio, would do a 2nd ranking of the solutions. The top solution from 
each generation was stored permanently in a separate table. To evolve the solutions, the 30% best 
solutions would go through the variation process to generate offspring to be considered in the next 
generation. Strict vertical crossover was used in the variation process, meaning that parent solutions 
would contribute their weights to offspring but only inside the same asset class. This was put in place 
because if a solution has a high fitness it must have been due to generating asset allocations that 
approximated well the target expected return while minimizing variance of the portfolio. Changing the 
weights across asset classes would risk generating offspring with less fitness than their parents and it 
was avoided. The same line of thought explains why mutation was also not considered: changing 
randomly the solution’s weights would likely generate worse solutions. The case might have been 
different had the simulation used lots of assets, in those circumstances the benefit of searching the 
solution space better would probably outweigh generating slightly worse offspring. After the top 30% 
solutions went through crossover another 70 random solution would be generated and the 100 
solutions would loop again to create new generations. Five generations were computed per year in 
the simulation. Figure 11 shows the distribution of a generation of 100 solutions across the portfolio 
return and standard deviation dimensions. 
 
 
8) Outcomes Evaluation. The final step of the model is to combine the best portfolios generated in the 
previous step with the contributions to the fund and the simulated returns for the scenarios considered 
in the simulation. This created a table which can the used to calculate surplus / deficits in the 
retirement year and to compare with other methodologies by changing the weights of each asset. 
 
Assumptions 
The simulation model incorporates the following assumptions: 
 The Pension Fund is not for profit (surplus is kept by pension fund) 
Figure 11 Generation of 100 Solutions 
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 110 yrs. old is the maximum age allowed in the model 
 Contributions start at age 25 
 Inflation Rate is fixed at 2%  
 The salary growth rate is inflation plus a random increase between [0%-2%] (performance) 
 It is not possible to exit the fund 
 Disabilities are not considered 
 Investment in any given available asset class is not limited 
 Widowers are not considered 
 The pension is 70% of last salary and is not indexed over time  
 Starting Salary is 50.000 units of income for all pensioners 
 The employer and sponsor contributions already consider the simulated life expectancy of 
each pensioner  
 The employer and sponsor contributions are 5% each and are fixed 
 Target rate of return depends on liabilities 
 If a pensioner dies between age 25-64 the contribution from that year does not occur 
 The available assets are the S&P 500 index (stock), U.S. 10-year T-Bond (bond) and U.S 3-
month T-bills (risk-free) 
 Scenarios for the movement of future asset prices are created using normal distribution 
simulation 
 Input Data for the simulation of future asset prices are the historical returns for the assets 
being used 
 Asset Prices are assumed to have a value of 100 for each asset unit at the beginning of the 
simulation (what matters is distribution of the returns) 
 The Genetic Algorithm will search for weight allocations across the 3 available assets to 
create efficient portfolios 
 No liquidity constraints are considered 
 Member’s preferences are not taken into account 
 Regulatory requirements, such as capital buffers, were not considered 
 Transactions costs are not considered 
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4. Results and Discussion 
Experimental Results and Discussion 
For the purpose of evaluating if the model produced adequate results, 10 scenarios were executed and 
the surplus or deficit of the pension fund at retirement age was calculated. The choice of executing 10 
scenarios was taken due to technical reasons (i.e. time and computer memory constraints), namely 
the fact that with 10 scenarios the optimization would take 20 minutes to execute. This happens 
because for each scenario 85 years of asset returns are simulated, with 100 randomly generated 
solutions a year and that are optimized in 5 generations. Figure 12 displays the value of the pension 
fund against the NPV of the liabilities at retirement age for the executed scenarios. Figure 13 shows 





Table 2 Pension Fund Descriptive Statistics 
 
The results of the simulation are positive and suggest that the GA portfolio optimization produced the 
desired results, meaning achieve a rate of return such that the liabilities can paid by the fund, while 
minimizing variance of returns. In 9/10 scenarios the pension fund achieved sufficient value to cover 
all the liabilities. We can also note that the results are fairly consistent across iterations. This also 
suggests that the sponsor would be unlikely asked to make extra contributions. 
The weight distribution of assets in the portfolio across time was also analysed for one scenario, to 
assess how it varied over time. The mean allocation for stocks, T-bonds and T-bills was 25%, 44% and 
Statistics Values
Expected Value 1,164,719,931     
St. Dev. 230,417,764         
Max 1,436,097,783     
Min 603,493,047         
Figure 12 Pension Fund Value vs NPV of Liabilities at Retirement 
Figure 13 Pension Fund Descriptive Statistics 
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32%, respectively. This is in accordance expectations, in the sense that model was targeting a relatively 
low return rate, which forced the composition of the portfolios to be made of less risky assets. Figure 
14 shows the distribution of weights across the assets through the investing horizon. We can see that 
there is considerable movement of the allocation of the assets between periods, which could cause 
difficulties if the model considered securities transaction costs.  
 
 
Figure 14 Distribution of weights across by asset through the investing horizon 
 
Comparison to Other Methodologies 
To assess the effectiveness of the model we compared the generated solutions with the solutions 
generated via two other different methods: (1) a portfolio split equally across all assets and (2) a 
portfolio resulting from a 1 period static Minimum-Variance optimization only.  
Figure 15 shows statistics for the generated fund value of each method for the 10 scenarios in analysis.  
By comparing the model portfolio with the equally weighted portfolio we can see that the equally 
weighted portfolio yields a higher expected value at the expense of a bigger standard deviation. This 
happens because the return objective of the model portfolio is relatively low and shifts asset allocation 
towards less risky assets whereas in the equally weighted portfolio there are no such considerations. 
We also noted that the equally weighted portfolio generated a deficit in the same scenario as the 
model portfolio, even though it was smaller than the model portfolio. 
When assessing the model portfolio against the 1 period static optimization portfolio we see that the 
statistics are fairly comparable. We note however that the latter generated deficits in 3 scenarios while 
the model portfolio only had 1. This may be due to the static nature of the static optimization, in the 
sense that it fails to take into account relevant changes in the underlying market circumstances, which 
can be particularly exacerbated when considering long term investment horizons. 
We also computed the Sharpe Ratio and the Calmar Ratio for each portfolio. The model portfolio 
exhibited the best Sharpe Ratio of the three, mainly due to a good balance between the realised return 
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(i.e. ratio was calculated ex post) and its standard deviation. There were no significant differences 
between the portfolio’s Sharpe Ratios. The Calmar Ratio produced interesting results, putting the 1 
Period in a much better standing than the other two portfolios. This happened because the CAGRs for 
all portfolios were very similar (i.e. between 6-7%) but the Maximum Drawdown was significantly 
higher for both the model and equal weights portfolios. This happened because these portfolios had 
significant exposures to equities in years that these asset classes had very poor performances. It is also 
worthwhile to notice that using the 40 year period to assess the Maximum Drawdown would tend to 
penalize most dynamic portfolios.  
 
Figure 15 Comparison of Outcomes between diferent asset allocation methods 
 
Statistics Model Portfolio Equal Weights Portfolio 1 Period Optimization Portfolio
Expected Value 1,164,719,931   1,399,693,198             1,144,947,959                            
St. Dev. 230,417,764      378,373,568                 219,800,088                                
Max 1,436,097,783   2,219,577,629             1,478,081,799                            
Min 603,493,047      844,414,786                 837,234,849                                
Sharpe Ratio 1.78                       1.70                                  1.77                                                 




In this study we produced a model that simulates and solves the ALM problem faced by Defined 
Benefits Pension Funds. We defined the features of the fund, used actuarial methods to calculate the 
life expectancy of the fund's members and used that information to calculate the fund's liabilities and 
contributions to the fund. Based on the liabilities we calculated the minimum target return rate that 
the portfolio of assets needs to obtain to cover the liabilities. We then used historical asset prices to 
generate scenarios of future asset returns and used Genetic Algorithms to create efficient portfolios 
of assets that would achieve the desired rate of return and minimizing volatility. The results were 
positive in the sense that the model reaches its objectives (i.e. generate a surplus) in the majority of 
the scenarios in the study, while minimising risk. The model also compares well with other simpler 
asset allocation methods, such as single period optimization and equal weight asset allocation. Using 
well known statistics to assess the performance of the various models, we could verify that the 
dynamic multi-period optimization tends to produce the best risk-adjusted returns but it is still 
exposed to over-allocation to some asset classes, as the results of the CALMAR ratio indicated. This 
study suggests that Genetic Algorithms can be a useful tool to solve ALM problems using a dynamic, 
multi-period approach.  
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6. Limitations and Recommendations for Future Research 
Limitations of the Model 
This study has some limitations caused by some of the assumptions used. This section analyses them 
and proposes ways to solve or mitigate them. 
Number of assets used. The model uses a limited number of assets to create portfolios and while this 
feature was beneficial to speed up executions of the model it would be interesting to see how the 
mode would behave given more assets. Achieving this would not be very complex (i.e. it would 
require adjusting some of the formulas). 
Exiting the fund, disabilities and widowers. The model does not allow for members to exit the fund, 
become disabled or give back their contributions to their widow. While this would be interesting it 
was not deemed critical to achieve the objectives of this study. For examples of how this could be 
achieved see (Dondi, Herzog, Schumann, & Geering, 2006). 
Initialization of the fund. The model initializes the fund with very simplistic terms. It would be 
interesting to add some dynamism to this, namely starting from a point with pensioners and active 
members mixed together. 
Asset allocation reaction. The asset allocation is driven fully by the required rate of return to meet 
the future liabilities. It does not take into consideration the actual results obtained to guide future 
investing behaviour. To see an example of how to achieve these outcome see (Infanger, 2006). 
Pension Fund Features. The fund’s features do not take into consideration the full spectrum of what 
can occur. For instance, it was assumed that any generated surplus always stays with the fund but 
that needs not be the case. See (Boender, Dert, Heemskerk, & Hoek, 2006) for a more 
comprehensive definition of fund’s features. 
 
Recommendations for Future Research 
Some recommendations for future research are as follows: 
 It would be interesting to see such a simulation applied to real pension fund with DB 
 The model could be extended to mitigate many of its current limitations. It would be 
interesting to see the impact of those extensions 
 It could be interesting to use GAs to estimate the future asset returns more precisely, thus 
extending their role in the ALM problem 
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APPENDIX I – Life Table 







APPENDIX II – Historical Asset Returns 







APPENDIX III – Source Code  
The file in this appendix contains the SAS code used to carry out the simulations. 
 
