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0. Introduction
This paper is a part of doctor thesis of the second author (see [21]).
Here, we are concerned with the existence of positive fixed points of
convex maps in ordered Banach spaces in presence of a nonnegative real
parameter:
u= f (t, u),(0.1)
where f is a completely continuous map.
Although there is lengthy literature regarding this subject, our results
are new in the sense of their applications. An example uncovered by the
known results is the Ambrosetti–Prodi problem.
1 Partially supported by Foundations for Returned Overseas Chinese and by Natural
Science Foundations of Shanxi Province.
668 T. AUBIN, W. WANG / Bull. Sci. math. 125 (2001) 667–687
Let (M,g) be a C∞ compact Riemannian manifold (with or without
boundary) of dimension n 2. Consider the following problem
u+ au= h(x,u)+ tr(x) in M
u> 0 in M
u= 0 on ∂M
(0.2)
where =−∇ i∇i , is the Laplacian with + a being coercive, h and r
are some nonnegative functions and t a nonnegative real parameter. This
kind of problems is called the Ambrosetti–Prodi problem (see [7], [12] or
[16]). Problem (0.2), in its abstract forms, can be reduced to fixed point
equation (0.1).
This paper is organized as follows: in Section 1, we concentrate on
the existence of minimal solutions of (0.1) and their properties such
as stability and bifurcation. The main result is Theorem 1.1, it is a
generalization of a theorem of Amann [7]. Theorem 1.1 can be applied to
solve the Ambrosetti–Prodi problem and nonlinear eigenvalue problem
as well. Section 2 is devoted to the application of the abstract theorems
of section 1 to problem (0.2).
1. Abstract results
1.1. Preliminaries
Throughout the paper, we use the conventions of Amann [7].
An ordered Banach space (OBS) is a pair (E,P ), with E being a
Banach space and P a closed convex subset of E called the positive cone,
satisfying
(i) P + P = P ; (ii) R+P = P and (iii) P ∩ (−P)= {0}.
P introduces a partial order “” in E: x  0 iff x ∈ P ; x  y or
equivalently y  x iff y − x ∈ P . x < y means x  y but x = y. We
denote x y or y x if y − x ∈ ˚P , the interior of P .
A cone P is called normal if every order interval 〈x, y〉 := {z ∈ E |
x  z y} is bounded.
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An operator A ∈ L(E) is said to be positive (strictly positive or
strongly positive) if Ax  0 (respectively Ax > 0 or Ax  0) for all
x > 0.
Let (E,P ) and (F,Q) be two OBS, a map from P into Q is called
increasing (strongly increasing) if x < y implies that f (x)  f (y)
(respectively f (x) f (y)).
We say that a map f :P →Q is convex (strongly convex) if
f
(
x + α(y − x)) f (x)+ α(f (y)− f (x))
(
respectively f
(
x + α(y − x)) f (x)+ α(f (y)− f (x)))
for all comparable points x, y ∈ P and all real number α ∈ (0,1).
A map f :P →Q is said to be right differentiable on P if for every
point x ∈ P there exists an operator T = T (x) ∈L(E) such that
‖f (x + h)− f (x)− Th‖ = o(‖h‖), for h ∈ P and ‖h‖→ 0.
T (x) is called the right derivative of f at x and is denoted by f ′+(x) or
D+f (x). If f ′+(·) :P → L(E,F) is continuous, we say f is continuously
right differentiable on P . f ′+(x) coincide with the Fréchet derivative if
x ∈ ˚P .
Let (E,P ) be an OBS and let f :R+ × P → P be a completely
continuous and continuously right differentiable map. Consider the
following fixed point equation
u= f (t, u), (t, u) ∈R+ × P.(1.1)
Set
Σ = {(t, u) ∈R+ ×P | (t, u) solves (1.1)},
Λ= {t ∈ R+ | ∃u s.t. (t, u) ∈Σ} and λ∗ = supΛ.
A solution u of (1.1)t is said to be stable (weakly stable) if r(D+2 f (t, u)),
the spectral radius of the operator D+2 f (t, u), is less than (respectively
equal to) one.
Suppose that f (t, u) is increasing with respect to u. u¯ is called a supper
solution of (1.1)t , if
f (t, u¯ ) u¯.
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The definition of sub-solution is given similarly except the above
inequality is reversed.
In what follows, we introduce some important lemmas, which can be
found in Amann [7].
LEMMA 1.1. – Let (E,P ) and (F,Q) be OBS. Suppose that f :P →
Q is continuous and right differentiable. Then f is increasing iff f ′+(x)
0 for all x ∈ P . If for all but countably many x ∈ P , the linear operator
f ′+(x) is strongly positive, then f is strongly increasing.
LEMMA 1.2 (Krein–Rutman). – Let (E,P ) be an OBS whose positive
cone has nonempty interior. Suppose that T ∈ L(E) is compact and has
a positive spectral radius r(T ). Then r(T ) is an eigenvalue of T and of
its dual operator T ∗ with eigenvectors in P and in P ∗ respectively.
The following lemma is an easy corollary of the above, we call it
Krein–Rutman theorem as well.
LEMMA 1.3. – Let (E,P ) be an OBS whose positive cone has
nonempty interior. Let T ∈L(E) be a strongly positive compact operator.
Then the following is true:
(i) The spectral radius r(T ) is positive; (ii) r(T ) is a simple eigenvalue
of T having a positive eigenvector and there is no other eigenvalue with
a positive eigenvector; (iii) r(T ) is a simple eigenvalue of T ∗ having a
strictly positive eigenvector; (iv) for every 0 = y ∈ P , the equation
λx − T x = y
has exactly one positive solution if λ > r(T ), and no positive solution
for λ  r(T ). The equation r(T )x − T x =−y has no positive solution;
(v) For every S ∈ L(E) satisfying S  T , r(S)  r(T ). If S − T is
strongly positive, then r(S) > r(T ).
LEMMA 1.4 (Amann [7], Theorem 23.1). – Let (E,P ) and (F,Q) be
OBS. Suppose that f :P →Q is a right differentiable continuous map.
Then the following statements are equivalent:
(i) f is order convex;
(ii) for every pair x, y ∈ P satisfying x < y
f ′+(x)(y − x) f ′+(y)(y − x);
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(iii) for every pair of distinct comparable points x, y ∈ P ,
f (y) f (x)+ f ′+(x)(y − x).
Moreover, if all the inequality signs are replaced by  , then each of the
corresponding statements (ii) and (iii) is equivalent to the strong order
convexity of f .
LEMMA 1.5. – Let (E,P ) be an OBS whose positive cone is normal
and let f :P → P be a completely increasing map. Suppose that f (0) >
0 and that there exists a sub-solution of the equation
u= f (u), u 0.(1.2)
Then Eq. (1.2) has a minimal solution u¯, satisfying 0< u¯ y.
For the proof, see Theorem 6.1 of Amann [7].
1.2. Minimal solutions and bifurcation
Let (E,P ) be an OBS whose positive cone is normal and has a
nonempty interior. And let f :R+ × P → P be a completely continuous
and continuously right differentiable map on R+ × P . Now let us come
back to problem (1.1). In order to solve it, we impose furthermore the
following conditions on f :
f (0,0)= 0, f (t,0) > 0 for t > 0;(f1)
f ′(t, u)= (f ′t (t, u), f ′u(t, u)) is strongly positive
for (t, u) ∈ ˚R+ × ˚P .
(f2)
the map f (t, ·) :P → P is strongly convex for all t ∈ (0, λ∗);(f3)
∃ (τ0, h0) ∈ (0,1)× ˚P , such that D+2 f (0,0)h0  τ0h0.(f4)
(Here, D+2 f (0,0) is the right derivative of f with respect to the second
variable.)
Now, we are in a position to announce
THEOREM 1.1. – Let (E,P ) be an OBS whose positive cone is
normal and has a nonempty interior. And let f :R+ × P → P be
a completely continuous and continuously right differentiable map on
672 T. AUBIN, W. WANG / Bull. Sci. math. 125 (2001) 667–687
R+×P . If f satisfies the hypotheses (f1)–(f4), then we have the following
conclusions:
(i) λ∗ > 0, and for every t ∈ (0, λ∗), problem (1.1) has a minimal
solution u(t). The map u(·) : (0, λ∗) → ˚P is strongly increasing and
continuously differentiable;
(ii) the minimal solution u(t) is stable and all the other solutions
of (1.1) are unstable;
(iii) if λ∗ <∞, then λ∗ ∈Λ iff the set {u(t) | 0 < t < λ∗} is bounded.
In this case u(λ∗) := limt→λ∗ u(t) exists and is the unique solution
of (1.1)λ∗ , moreover, the solution u(λ∗) is weakly stable;
(iv) suppose that λ∗ ∈ Λ, then there exists a λ∗ ∈ (0, λ∗) such that
problem (1.1) has at least two distinct solutions for every t ∈ (λ∗, λ∗).
Theorem 1.1 is a generalization of Theorem 26.3(a) of Amann [7]. In
Amann’s theorem, condition (f4) is replaced by the following
u= 0 is the only solution of (1.1)0. Moreover,
∃ρ > 0 such that f (0, u) = σu for all(f5)
u ∈ Sρ ∩ P and σ  1. (Here, Sρ = {u ∈E: ‖u‖ = ρ}.)
Now, let us recall
THEOREM OF AMANN. – If the condition (f4) is replaced by (f3) and
if f is twice continuously right differentiable with respect to (t, u), then
all the conclusions of Theorem 1.1 hold.
Remark 1.1. – Condition (f5) is too restrictive in many applications.
Another restriction in Amann’s theorem is the requirement of the C2
differentiability of f . In many cases, such conditions are difficult to
satisfy. Consider the following problem:
u= up + tr(x), u > 0 in Ω, u= 0 on ∂Ω,(1.3)
where Ω ⊂ Rn is an annulus and p > 1. We know that problem (1.3)
has a solution when t = 0 (see [13]). This means that problem (1.3)
in its abstract form (1.1) does not fulfill condition (f5). In addition, if
1< p < 2, f is only C1 but not C2.
In order to show that Theorem 1.1 is a generalization of the theorem of
Amann, we prove
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COROLLARY 1.1. – Under the hypotheses of the theorem of Amann,
f verify condition (f4).
Proof. – Denote D+2 f (t, u)= f ′+(t, u). Suppose that all the conditions
of the theorem of Amann are satisfied, then all the conclusions of the
theorem hold. According to conclusion (i), there exists a pair (t0, u0) ∈
(0, λ∗) × ˚P satisfying Eq. (1.1). By condition (f3), f (t, ·) :P → P is
convex for t ∈ (0, λ∗). We have by Lemma 1.4: f ′+(t,0)u0  f (t, u0)−
f (t,0). Passing to the limit, t → 0, we get
f ′+(0,0)u0  f (0, u0).(1.4)
On the other hand, we deduce from condition (f2) and the continuity of f
that f :R+ × P → P is increasing. Consequently,
f (0, u0) f (t0/2, u0) f (t0, u0)= u0.
This together with (1.4) leads to f ′+(0,0)u0  u0. Therefore one can take
τ0 ∈ (0,1) such that τ0u0 −f ′+(0,0)u0 ∈ ˚P . In other words, f ′+(0,0)u0 
τ0u0.
Proof of Theorem 1.1. – The proof of Theorem 1.1 is divided into 4
steps. 1◦ We prove λ∗ > 0, thus all statements of conclusion (i) are proved
according to Theorem 20.3 of Amann [7] except the differentiability of
the map u(·) : (0, λ∗)→ P ; 2◦ proof of (ii), thus the differentiability of
u(t) follows by applying Corollary 20.5 of Amann [7]; 3◦ proof of (iii);
4◦ statement and proof of Theorem 1.2, from which the conclusion (iv)
follows.
Step 1. We know by condition (f2) that the map f (t, ·) :P → P is
increasing. In order to prove that λ∗ > 0, it suffices to find a super-
solution of problem 1.1 for a certain t0 > 0 according to Lemma 1.5.
Then, it is clear that (0, λ∗)⊂Λ since every solution of (1.1)t1 is a super
solution of (1.1)t2 for t2 < t1.
Let (τ0, h0) be given by condition (f4). Since f is right differentiable
at (0,0), we have
f
(
t2, th0
)= tD+2 f (0,0)h0 + g(t), ‖g(t)‖ = o(t) (t → 0+).
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As h0 ∈ ˚P , we can take t0 > 0 sufficiently small such that h0 −
g(t0)/t0(1− τ0) ∈ P . Thus, we have
f
(
t20 , t0h0
)= t0D+2 f (0,0)h0 + g(t0) t0τ0h0  t0h0,
i.e., t0h0 is a super solution of (1.1) for t = t20 , therefore λ∗ > 0.
Step 2. Let t1, t2 ∈ (0, λ∗) with t1 < t2. Write u1 = u(t1) and u2 = u(t2),
the minimal solutions of (1.1), then u1  u2 by step 1. It follows from
(f1), (f2) and from Lemma 1.4 that
u2 − u1 = f (t2, u2)− f (t1, u1) f (t1, u2)− f (t1, u1)
 f ′x(t1, u1)(u2 − u1),
i.e., u2 − u1 − f ′x(t1, u1)(u2 − u1)≡ y ∈ ˚P . In other words, the equation
u− f ′x(t1, u1)u= y
has a positive solution u= u2−u1. Since f ′x(t1, u1) is strongly positive, it
follows from (iv) of Lemma 1.3 that the spectral radius r(f ′x(t1, u1)) < 1.
Thus, all minimal solutions are stable.
Let u¯ be the minimal solution and uˆ be another solution of (1.1)t , then
u¯ < uˆ. Using Lemma 1.4(iii), we deduce from the strong convexity of f
that
u¯− uˆ= f (t, u¯ )− f (t, uˆ) f ′x(t, uˆ)( u¯− uˆ),
thus u¯− uˆ− f ′x(t, uˆ)( u¯− uˆ)= y 0. That is impossible by Lemma 1.3
if r(f ′x(t, uˆ)) 1. Therefore uˆ is not a stable solution.
Step 3. Suppose that λ∗ <∞ and that the set {u(t) | 0 < t < λ∗} is
bounded, then we know by Theorem 20.3 of Amann [7] that the following
limit
u∗ ≡ u(λ∗ − 0)= lim
t→λ∗−0u(t)
exists and is the minimal solution of (1.1)λ∗ . Then we deduce from
Corollary 20.4 of Amamm [7] that r(f ′x(λ∗, u∗))= 1. It remains to prove
uniqueness.
Suppose that uˆ is another different solution of (1.1)λ∗ , then u∗ < uˆ as
u∗ is the minimal solution of (1.1)λ∗ . A similar argument to step 1 shows
that uˆ− u∗ − f ′x(λ∗, u∗)(uˆ− u∗)≡ y ∈ ˚P . Accordingly, the equation
u− f ′x(λ∗, u∗)u= y
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would have a positive solution u = uˆ − u∗. By Lemma 1.3, we would
have r(f ′x(λ∗, u∗)) < 1. This contradiction proves the uniqueness.
Step 4. We complete the proof of claim (iv) of Theorem 1.1 by the
following theorem.
THEOREM 1.2. – Suppose that λ∗ ∈ Λ and that the conditions of
Theorem 1.1 are satisfied. Then, there exist an interval containing λ∗,
a neighborhood V ⊂ ˚P of u∗, a real number ε > 0 and a C1 map
s → (t (s), x(s)) from (−ε, ε) into I × V such that
(i) (t (0), x(0))= (λ∗, u∗);
(ii) Σ ∩ (I × V )= {(t (s), x(s)) | −ε < s < ε};
(iii) x(s)= u∗ + s(e+ y(s)), ∀s ∈ (−ε, ε);
(iv) sgn t ′(s)= sgn[1− f ′x(t (s), x(s))] = − sgn s;
where e ∈ ˚P is an eigenvector of the operator f ′x(λ∗, u∗) with eigenvalue
r(f ′x(λ∗, u∗))= 1, and y ∈ C((−ε, ε);E) satisfying y(0)= 0.
Proof. – Denote A = f ′x(λ∗, u∗), then A is compact and strongly
positive. It follows from Lemma 1.3 that r(A)= 1 is a simple eigenvalue
of A and of its dual operator A∗. This eigenvalue has strongly positive
eigenvector e ∈ ˚P and strictly positive eigenvector e∗ ∈ L(E). We take e
and e∗ such that e∗(e)= 〈e, e∗〉 = 1. Let
E1 = {x ∈E | 〈x, e∗〉 = 0}, E2 = ker(Id −A)= {se | s ∈R}.
Then E1 and E2 are Banach spaces. It can be easily checked that
E =E1 ⊕E2.(1.11)
Then, we deduce from the Fredholm alternative theorem that
(Id −A)E = (Id −A)E1 =E1.(1.12)
Therefore, (Id −A)|E1 has a bounded inverse on E1.
Given x ∈ E, x can be uniquely expressed as
x = u∗ + se+ ν, s ∈R, ν ∈E1.
Since u∗  0, we can choose a small ε > 0 and a small neighborhood
V ⊂ E1 of 0 such that x = u∗ + se + ν 0 for all (s, ν) ∈ (−ε, ε)× V .
Eq. (1.1) in a neighborhood of (λ∗, u∗) is equivalent, in a neighborhood
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(λ∗ − ε, λ∗ + ε) × (−ε, ε) × V of (λ∗,0,0), to the following equation
system { 〈h(t, s, ν), e∗〉 = 0 (a)
H(t, s, ν)= 0 (b)(1.13)
where {
h(t, s, ν)= u∗ + se+ ν − f (t, u∗ + se+ ν),
H(t, s, ν)= h(t, s, ν)− 〈h(t, s, ν), e∗〉e.
Obviously, the maps h : (λ∗−ε, λ∗+ε)×(−ε, ε)×V →E and H : (λ∗−
ε, λ∗ + ε) × (−ε, ε) × V → E1 are well defined and are continuously
differentiable. Moreover, we have
h(λ∗,0,0)= u∗ − f (λ∗, u∗)= 0,
and thus
H(λ∗,0,0)= 0.
A simple calculation shows that
d
dτ
h(λ∗,0, τy)= y −Ay, y ∈E1.
Hence H ′ν(λ∗,0,0)= (Id −A)|E1 is invertible on E1. It follows from the
implicit function theorem that the equation
H(t, s, ν)= 0
has a unique C1 solution ν = ν(t, s) in a neighborhood (λ∗ − ε, λ∗ + ε)×
(−ε, ε)× V of (λ∗,0,0), satisfying ν(λ∗,0)= 0 and
H
(
t, s, ν(t, s)
)≡ 0, ∀(t, s) ∈ (λ∗ − ε, λ∗ + ε)× (−ε, ε).(1.14)
We claim that ν′s(λ∗,0)= 0.
Indeed, we have
∂
∂s
h
(
t, s, ν(t, s)
)∣∣
(λ∗,0)
= ∂
∂s
[
u∗ + se+ ν(s, t)− f (t, u∗ + se+ ν(t, s))]∣∣
(λ∗,0)
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= e+ ν′s(λ∗,0)− f ′x(λ∗, u∗)
[
e+ ν′s(λ∗,0)
]
= (Id −A)(e+ ν′s(λ∗,0)).
Thus, differentiating (1.14), we obtain
0= ∂
∂s
H
(
t, s, ν(t, s)
)∣∣
(λ∗,0)
= ∂
∂s
[
h
(
t, s, ν(t, s)
)− 〈h(t, s, ν(t, s)), e∗〉e]∣∣
(λ∗,0)
= (Id −A)(e+ ν′s(λ∗,0))− 〈(Id −A)(e+ ν′s(λ∗,0)), e∗〉e
= (Id −A)ν′s(λ∗,0).
It follows that ν′s(λ∗,0)= 0 since ν′s(λ∗,0) ∈ E1 and the operator (Id −
A)|E1 is invertible on E1.
Put ν = ν(t, s) into (1.13), then system (1.13) hence problem (1.1) is
reduced to the equation
F(t, s)≡ 〈h(t, s, ν(t, s)), e∗〉= 0, ∀(t, s) ∈ (λ∗ − ε, λ∗ + ε)× (−ε, ε).
(1.15)
Differentiation of F yields
F ′s (λ
∗,0)= 〈(Id −A)(e+ ν′s(λ∗,0)), e∗〉= 0,
and
F ′t (λ
∗,0)= 〈(Id −A)ν′s(λ∗,0)− f ′t (λ∗, u∗), e∗〉
=−〈f ′t (λ∗, u∗), e∗〉< 0.
The last inequality is due to condition (f2), which insure that f ′t (λ∗, u∗) >
0, and to the fact that the operator e∗ is strictly positive. It follows from
the implicit function theorem that Eq. (1.15) has, in a neighborhood
(λ∗ − ε, λ∗ + ε) × (−ε, ε) of (λ∗0), a unique C1 solution t = t (s)
satisfying
t (0)= λ∗ and F (t (s), s)≡ 0, ∀s ∈ (−ε, ε).
Moreover, we have
t ′(0)=−F ′s (λ∗,0)/F ′t (λ∗,0)= 0.
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Put t = t (s) into ν = ν(t, s), then
[dν/ds]s=0 = [t ′(s)ν′t(t (s), s)+ ν′s(t (s), s)]s=0 = 0.
Thus, in a neighborhood (λ∗ − ε, λ∗ + ε)×V of (λ∗, u∗), the structure
of the solutions of Eq. (1.1) is uniquely determined by the solution curve
{(
t (s), x(s)
) | −ε < s < ε},
where
x(s)= u∗ + s(e+ y(s)) with y(s)= ν(s)/s.(1.16)
Thus, the conclusions (i)–(iii) of Theorem 1.2 follow.
It remains to prove claim (iv) of Theorem 1.2. We see by (1.16) that
we can take ε > 0 small enough such that
x(s) 0 and x′(s)= e+ ν′(s) 0
for all s ∈ (−ε, ε). Put t = t (s) and u= x(s) into (1.1) then differentiat-
ing leads to
x′(s)− f ′x
(
t (s), x(s)
)
x′(s)= t ′(s)f ′t
(
t (s), x(s)
)
.
Since x′(s) 0 and f ′t (t (s), x(s)) 0, it follows from Krein–Rutman
theorem (Lemma 1.3) that
sgn t ′(s)= sgn{1− r[f ′x(t (s), x(s))]}.
When 0 < s < ε, we have x(s)  u∗, hence x(s) is not a minimal
solution. It follows from (ii) of Theorem 1.1 that r[f ′x(t (s), x(s))]> 1.
When −ε < s < 0, we have x(s) u∗ (for ε still smaller) and certainly
t (s) λ∗. Since Eq. (1.1)λ∗ has only one solution u∗, we have necessarily
t (s) < λ∗. It results from (f2) and (f3) that
u∗ − x(s) = f (λ∗, u∗)− f (t (s), x(s))
 f (t (s), u∗)− f (t (s), x(s)) f ′x(t (s), x(s)).
That is to say,
(
u∗ − x(s))− f ′x(t (s), x(s))(u∗ − x(s))≡ y 0.
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So the equation
u− f ′x
(
t (s), x(s)
)
u= y
has a positive solution u∗ − x(s). It follows from Lemma 1.3 that
r[f ′x(t (s), x(s))] < 1. In this case, the curve of solutions, {(t (s), x(s)) |−ε < s < ε}, coincides with the minimal one.
In conclusion, we have in all cases
sgn t ′(s)= sgn{1− r[f ′x(t (s), x(s))]}=− sgn s.
Thus the proof of conclusion (iv) of Theorem 1.2 is completed.
Remark 1.2. – In the case where λ∗ ∈Λ, Theorems 1.1 and 1.2 show
that the minimal solution curve starting from (0,0) and ending at the point
(λ∗, u∗) turns back. Therefore, there are at least two distinct solutions of
problem (1.1) in a left neighborhood of λ∗.
2. Applications to nonlinear elliptic equations
Let (M,g) be an n 2 dimensional compact Riemannian manifold. In
this section, we consider the following nonlinear elliptic equation
u+ au= h(x,u)+ tr(x) in M
u> 0 in M
u= 0 on ∂M
(2.1)
where  = −∇k∇k is the Laplacian, a,h and r are some C1 functions
and t a positive parameter. Furthermore, we assume that h ∈ C1,α( #M ×
R+) (0 <α < 1) satisfies the following hypotheses:
h(x,0)= 0, h(x, u) 0 ∀(x, u) ∈ #M ×R+.(h1)
∃κ > 0 such that h′u(x, u)−κ ∀(x, u) ∈ #M ×R+.(h2)
h(x,u) is convex with respect to u,
strictly convex for a fixed x ∈ #M.(h3)
The operator + (a − h′u(x,0)) is coercive on ˚H1(M).(h4)
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For f ∈ C( #M), let Kf be the unique weak solution of the following
boundary value problem
u+ (a + ω)u= f in M, u= 0 on ∂M,
where ω ∈ R is chosen such that a + ω  0 for all x ∈ #M . We know that
the operator K :C( #M)→ C( #M) is compact.
Let e = K(1), then e > 0 in M by the strong maximum principle.
Define
ce( #M)= {u ∈ C( #M) | ∃α,β ∈ R s.t. αe u βe}
and
C+e ( #M)=
{
u ∈Ce( #M) | u 0 in #M}.
Endowed with the usual maximum norm, (Ce( #M),C+e ( #M)) is an OBS
whose positive cone is normal and has nonempty interior (cf. Amann [7]).
We deduce from the Hopf maximum principle that the operator K is
strongly positive in the sense of the ordering induced by the cone C+e ( #M).
Rewrite Eq. (2.1) as
u+ (a +ω)u= h(x,u)+ωu+ tr(x).
For t  0, let fω(t, ·) :C+e ( #M)→ C+e ( #M) be defined as follows:
fω(t, u)=K(h(x,u)+ωu+ tr(x)).
Then, Eq. (2.1) is equivalent to the following fixed point equation:
u= fω(t, u), (t, u) ∈R+ ×C+e ( #M).(2.2)
Now we are in a position to announce
THEOREM 2.1. – Let (M,g) be an n  2 dimensional C∞ compact
Riemannian manifold (without boundary or with a sufficient smooth
boundary). Suppose that the operator + a is coercive with a ∈C1( #M)
and that h ∈ C1,α(#M × R+) (0 < α < 1) satisfies hypotheses (h1)–(h4).
Then for every r ∈ C1( #M),0 r ≡ 0, there exists λ∗ ∈ (0,+∞) such that
(i) for 0 < t < λ∗, problem (2.1) has a minimal solution u(t) and
no solution for t > λ∗. The map u(·) : (0, λ∗) → intC+e ( #M) is strictly
increasing;
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(ii) for 0< t < λ∗, the minimal solution u¯= u(t) is stable, i.e.
∫
M
[|∇ν|2 + (a − hu(x, u¯ ))ν2]dV  µt
∫
M
ν2 dV, ∀ν ∈ ˚H1,
where µt > 0 is a constant independent of ν;
(iii) if λ∗ <∞, Eq. (2.1)λ∗ , has a solution iff the set {u(t) | 0< t < λ∗}
is bounded in the sense of C( #M) norm. In this case, u(λ∗)≡ limt→λ∗ u(t)
exists and is the only solution of (2.1)λ∗ ;
(iv) if λ∗ <∞ and (2.1)λ∗ has a solution, then there exists λ∗ ∈ (0, λ∗)
such that (2.1) has at least two distinct solutions for every t ∈ (λ∗, λ∗).
Proof. – It follows from condition (h2) that there exists some real
number ω > 0 such that
a + ω > 0 and h′u(x, u)+ω C > 0 ∀(x, u) ∈ #M ×R+.
Thus, we deduce easily from the hypotheses of Theorem 2.1 that
fω :R+ ×C+e ( #M)→ C+e (#M) is completely continuous and continuously
right differentiable. In fact, we have
D+1 fω(t, u)=Kωr 0
and
D+2 fω(t, u)=Kω[h′u(x, u)+ ω]  0
for all (t, u) ∈ R+ × #M . We see also easily that under conditions (h1)–
(h3), fω satisfies conditions (f1)–(f3). If we verify that condition (h4)
implies condition (f4) and that the concept concerning the stability of a
solution for (2.1) and for (2.2) are equivalent, then Theorem 2.1 follows
from Theorem 1.1. This is the aim of the following propositions. The
proof of Theorem 2.1 is then complete.
PROPOSITION 2.1. – A necessary and sufficient condition for a
solution (t, u) of (2.1) to be stable (weakly stable or unstable) is that
(t, u) be a stable (weakly stable or unstable) solution of (2.2).
Proof. – Let (t, u) be a solution of (2.1) (of course a solution of (2.2))
and let λ1 be the smallest eigenvalue of the operator  + a − h′u(x, u)
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and ϕ an eigenfunction associated to λ1, then
ϕ + (a + ω)ϕ− (h′u(x, u)+ω)ϕ = λ1ϕ in M, ϕ = 0 on ∂M.
Thus,
ϕ − [D2fω(t, u)]ϕ = λ1Kωϕ.
Here 0 ϕ ≡ 0 in M . Since D2fω(t, u) is strongly positive and Kωϕ
0, it follows from the Krein–Rutman theorem that
sgn
[
1− r(D2fω(t, u))]= sgnλ1.
Thus, the conclusion follows.
PROPOSITION 2.2. – If h satisfies condition (h4), then fω satisfies
condition (f4).
Proof. – If (h4) is satisfied, then the first eigenvalue λ1 of the operator
 + a − h′u(x,0) is positive. Hence, there exists ϕ ∈ C+e ( #M), ϕ ≡ 0,
satisfying
ϕ + aϕ − h′u(x,0)ϕ = λ1ϕ,
or equivalently,
ϕ − [D2fω(0,0)]ϕ = λ1Kωϕ.
Since, in the left side, Kωϕ 0, we can pick τ , 0< τ < 1, such that
τϕ − [D+2 fω(0,0)]ϕ ∈C+e (#M),
which is condition (f4).
When do we have λ∗ <∞? Here is a sufficient condition under which
λ∗ <∞.
PROPOSITION 2.3. – Under the conditions of Theorem 2.1, if there is
a function d ∈ L2(M) such that
lim inf
s→∞ hu(x, s) d(x)(h5)
uniformly in #M and such that the operator + (a − d) has its smallest
eigenvalue negative, then λ∗ <∞. It is the case also if instead of (h5) we
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have:
there exists a ball B ⊆ #M such that
lim
s→∞h(x, s)=∞ uniformly for x ∈ B.
(h′5)
We leave the proof of this proposition to the reader (see Wang [21]).
If λ∗ < ∞, the most interesting case happens when (2.1)λ∗ has a
solution. According to Theorem 1.1, this is equivalent to the boundedness
of the minimal solutions.
Suppose that h satisfies (h1)–(h4) and the following condition
h(x,u)=K(x)up + g(x,u), (p > 1), K > 0 for x ∈ #M,
g(x,u)= o(up), g′u(x, u)= o(up−1)
uniformly in #M as u→+∞.
(h6)
Set γ = 1− p−1, we have
THEOREM 2.2. – Suppose (h1)–(h4) and (h6). If
n < 4/γ + 4/√γ + 2
then λ∗ <∞, and the set {u(t) | 0< t < λ∗} is bounded in, C( #M).
Remark 2.1. – If 2  n  10, the condition n < 4/γ + 4/√γ + 2 is
fulfill. If n > 10, this condition is equivalent to the inequality
p <
n− 2
n− 10
(
1− 4
n+ 2√n− 1
)
.(2.3)
Clearly, if 1< p  (n+ 2)/(n− 2), the above condition is satisfied.
Proof of Theorem 2.2. – Note u = u(t) the minimal solution. Since
u(t) is stable, we have
∫
M
f
[|∇ν|2 + aν2]dV 
∫
M
h′u(x, u)ν
2 dV, ∀ν ∈ ˚H1(M).
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Set ν = ϕ(u) with ϕ(0) = 0, we have (hereafter, we omit the index M
and the volume element dV to simplify the writing):
∫
M
[
ϕ′2|∇u|2 + aϕ2]
∫
M
h′u(x, u)ϕ
2.(2.4)
Multiplying (2.1) by ψ(u), ψ(0)= 0, and integrating by parts yield
∫ [
ψ ′|∇u|2 + aψu]=
∫
[hψ + trψ].(2.5)
Choose m> 1 such that p >m2/(2m− 1) then put
ϕ(u)= u2m,
ψ(u)= [m2/(2m− 1)]u2m−1,
into (2.4) and (2.5) respectively, we obtain
m2
∫ [|∇u|2u2m−2 + au2m]
∫ [
pKu2m+p−1 + g′uu2m
](2.6)
and
m2
∫ (
|∇u|2u2m−2 + m
2a
2m− 1u
2m
)
(2.7)
=
∫
m2a
2m− 1
(
Kup + gu2m + tr)u2m−1.
(2.6)–(2.7) lead to
[
p−m2/(2m− 1)]
∫
Ku2m+p−1(2.8)

∫ [|g′u| + (m2 + 2m− 1)|a|/(2m− 1)]u2m
+ [m2/(2m− 1)]
∫
(|g| + tr)u2m−1.
Given ε > 0, we know by (h6) that there exists a constant C ′ > 0 such
that
|g(x,u)| εup +C ′,(2.9)
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and [
m2/(2m− 1)]|g′u(x, u)| εup−1 +C ′.(2.10)
Take ε= 14 [p−m2/(2m− 1)], it follows from (2.8)–(2.10) that
1
2
[
p−m2/(2m− 1)]min
x∈ #M
K
∫
u2m+p−1 C ′′
∫ [
u2m + u2m−1].(2.11)
Then we deduce from Holder inequality
‖u‖2m+p−1 C, provided m2/(2m− 1) < p.(2.12)
On the other hand, for q > 1, we have by (h6)
|h(x,u)|q  C(upq + 1).(2.13)
Set q = (2m+ p− 1)/p. Then from (2.12) and (2.13), we draw
∫
|h(x,u)+ tr |q C
∫ (
u2m+p−1 + 1) Const.
That is to say
‖h(·, u)‖q  Const,(2.14)
where the only restriction on q is
q < 2+√γ + γ.(2.15)
In fact, the above inequality is a result of the following system


q = (2m+ p− 1)/p,
γ = 1− p−1,
m2/(2m− 1) < p.
According to condition (2.3), we can choose a positive real number q0
such that
nγ/2< q0 < 2+ 2√γ + γ.(2.16)
By (2.14), we have,
‖h(·, u)+ tr‖q0  Const.(2.17)
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Thus, we deduce from the Lp estimate that
‖u‖2,p  Const.(2.18)
Using the Sobolev embedding theorem we get ‖u‖C( #M)  Const. If
q0 > n/2 and if q0 < n/2,
‖u‖p1  Const, p1 = nq0/(n− 2q0).(2.19)
Hence similarly to (2.14), we have
‖h(·, u)+ tr‖q1  Const, q1 = nq0/p(n− 2q0).(2.20)
Clearly, q1 > q0.
In this way, we obtain a sequence {qk} satisfying
qk+1 = nqk/p(n− 2qk), k = 0,1,2, . . . .
We deduce by induction that qk+1 − qk  q1 − q0. Thus, after a finite
number of steps, we get qk > 12n. We avoid the case where qk = 12n by
taking q0 a little greater. Therefore, ‖u(t)‖C( #M)  Const for 0< t < λ∗.
At last, from Theorems 2.1 and 2.2, we deduce
THEOREM 2.3. – Under conditions (h1)–(h4) and (h6), we have for
1< p (n+ 2)/(n− 2) the following conclusions:
(i) there exists a real number λ∗ > 0 such that problem (2.1) has no
solution for t > λ∗. For 0 < t < λ∗, problem (2.1) possesses a minimal
solution u(t), which is stable, namely, ∃µ= µ(t) > 0, such that
∫
M
[|∇ν|2 + (a − h′u(x, u(t)))ν2]dV  µ
∫
M
ν2 dV, ∀ν ∈ ˚H1(M);
(ii) (2.1)λ∗ has a unique solution;
(iii) ∃λ∗ ∈ (0, λ∗) such that (2.1) has at least two distinct solutions for
t ∈ (λ∗, λ∗).
In a subsequent paper [6], we will use a variational approach to get
more detailed informations about the solution structure of problem (2.1).
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