The concepts of phase space Feynman integrals in White Noise Analysis are established. As an example the harmonic oscillator is treated. The approach perfectly reproduces the right physics. I.e. , solutions to the Schrödinger equation are obtained and the canonical commutation relations are satisfied. The later can be shown, since we not only construct the integral but rather the Feynman integrand and the corresponding generating functional.
Introduction
As an alternative approach to quantum mechanics Feynman introduced the concept of path integrals ( [Fey48, Fey51, FH65] ), which was developed into an extremely useful tool in many branches of theoretical physics. In this article we develop the concepts for realizing Feynman integrals in phase space in the framework of White Noise Analysis. The phase space Feynman integral for a particle moving from y 0 at time 0 to y at time t under the potential V is given by N x(0)=y 0 ,x(t)=y
0<τ <t dp(τ )dx(τ ), = h 2π .
Here h is Planck's constant, and the integral is thought of being over all position paths with x(0) = y 0 and x(t) = y and all momentum paths. The missing restriction on the momentum variable at time 0 and time t is an immediate consequence of the Heisenberg uncertainty relation, i.e. the fact that one can not measure momentum and space variable at the same time. The path integral to the phase space has several advantages. Firstly the semi-classical approximation can be validated easier in a phase space formulation and secondly that quantum mechanics are founded on the phase space, i.e. every quantum mechanical observable can be expressed as a function of the space and momentum. A discussion about phase space path integrals can be found in the monograph [AHKM08] and in the references therein.
In the last fifty years there have been many approaches for giving a mathematically rigorous meaning to the phase space path integral by using e.g. analytic continuation, see [KD82, KD84] or Fresnel integrals [AHKM08, AGM02] . Here we choose a white noise approach. White Noise Analysis is a mathematical framework which offers generalizations of concepts from finite-dimensional analysis, like differential operators and Fourier transform to an infinite-dimensional setting. We give a brief introduction to White Noise Analysis in Section 2, for more details see [Hid80, BK95, HKPS93, Ob94, Kuo96] . Of special importance in White Noise Analysis are spaces of generalized functions and their characterizations. In this article we choose the space of Hida distributions, see Section 2.
The idea of realizing Feynman integrals within the white noise framework goes back to [HS83] . There the authors used exponentials of quadratic (generalized) functions in order to
give meaning to the Feynman integral in configuration space representation N x(0)=y 0 ,x(t)=y
with the classical action S(x) = t 0 1 2 mẋ 2 − V (x) dτ . We use these concepts of quadratic actions in White Noise Analysis, which were further developed in [GS99] to give a rigorous meaning to the Feynman integrand
as a Hida distribution. In this expression the sum of the first and the third integral in the exponential is the action S(x, p), and the delta function (Donsker's delta) serves to pin trajectories to y at time t. The second integral is introduced to simulate the Lebesgue integral by a local compensation of the fall-off of the Gaussian reference measure µ. Furthermore we use a Brownian motion starting in y 0 as position variable and the momentum variable is modeled by white noise, i.e.
The construction is done in terms of the T -transform (infinite-dimensional version of the Fourier transform w.r.t a Gaussian measure), which characterizes Hida distributions, see These are the core results of this article:
• The concepts of generalized Gauss kernels from [GS99] are extended to the vectorvalued case explicitly.
• The concepts for realizing the Feynman integrands in phase space in White Noise
Analysis are provided.
• The free Feynman integrand I 0 and the Feynman integrand for the harmonic oscillator I HO in phase space are constructed as Hida distributions, see Theorem 3.1 and Theorem 3.2.
• The results in Theorem 3.1 and Theorem 3.2 provide us with the generating functional to the Feynman integrands. The generalized expectations (generating functional at zero) provide us the Greens functions to the corresponding Schrödinger equation.
• In Theorem 4.4 the canonical commutator relations for I 0 are obtained in the sense of Feynman and Hibbs, see [FH65] .
2 White Noise Analysis
Gel'fand Triples
Starting point is the Gel'fand triple 
′ , via the Riesz isomorphism, we obtain the
is the inductive limit of the increasing chain of Hilbert spaces (H −p ) p∈N , see e.g. [GV68] . We denote the dual pairing
is given by (·, ·). We also use the complexifications of these spaces denoted with the subindex C (as well as their inner products and norms). The dual pairing we extend in a bilinear way. Hence we have the relation
where the overline denotes the complex conjugation.
White Noise Spaces
We consider on S
The canonical Gaussian measure µ on C σ (S ′ d (R)) is given via its characteristic function 
is the basic probability space in our setup. The central Gaussian spaces in our framework are the Hilbert spaces (
, µ) of complex-valued square integrable functions w.r.t. the Gaussian measure µ. Within this formalism a version of a d-dimensional Brownian motion is given by
in the sense of an (L 2 )-limit. Here ½ A denotes the indicator function of a set A.
The Hida triple
Let us now consider the complex Hilbert space (L 2 ) and the corresponding Gel'fand triple
Here (S) denotes the space of Hida test functions and (S) ′ the space of Hida distributions.
In the following we denote the dual pairing between elements of (S) and (S) ′ by ·, · .
Instead of reproducing the construction of (S) ′ here we give its characterization in terms of the T -transform.
(ii) For f = 0 the above expression yields Φ, 1 , therefore T Φ(0) is called the generalized
In order to characterize the space (S) ′ by the T -transform we need the following definition.
U1. For all f, g ∈ S d (R) the mapping R ∋ λ → F (λf + g) ∈ C has an analytic continuation to λ ∈ C (ray analyticity).
U2. There exist constants 0 < K, C < ∞ and a p ∈ N 0 such that
This is the basis of the following characterization theorem. 
(ii) There exist constants 0 < C, D < ∞ such that for some p ∈ N 0 one has
Then (Φ n ) n∈N converges strongly in (S) ′ to a unique Hida distribution.
Example 2.6 (Vector valued white noise) Let B(t), t ≥ 0 be the d-dimensional Brownian motion as in (4). Consider
Then in the sense of Corollary 2.5 it exists
Of course for the left derivative we get the same limit. Hence it is natural to call the generalized process δ t , ω , t ≥ 0 in (S) ′ vector valued white noise. One also uses the notation
Another useful corollary of Theorem 2.4 concerns integration of a family of generalized
Corollary 2.7 Let (Λ, A, ν) be a measure space and Λ ∋ λ → Φ(λ) ∈ (S) ′ a mapping. We assume that its T -transform T Φ satisfies the following conditions:
(ii) There exists a p ∈ N 0 and functions
Then, in the sense of Bochner integration in H −q ⊂ (S) ′ for a suitable q ∈ N 0 , the integral of the family of Hida distributions is itself a Hida distribution, i.e.
the T -transform interchanges with integration, i.e.
Based on the above theorem, we introduce the following Hida distribution.
in the sense of Bochner integration, see e.g. [HKPS93, LLSW94, W95] . Its T -transform in
Generalized Gauss Kernels
Here we review a special class of Hida distributions which are defined by their T-transform, see e.g. [GS99] . Let B be the set of all continuous bilinear mappings B :
Then the functions
for all B ∈ B are U-functionals. Therefore, by using the characterization of Hida distributions in Theorem 2.4, the inverse T-transform of these functions
are elements of (S) ′ .
Definition 2.9 The set of generalized Gauss kernels is defined by ·, K· ) is squareintegrable and its T-transform is given by
Therefore (det(Id + K)) 1 2 g is a generalized Gauss kernel.
Remark 2.11 Since a trace class operator is compact, see e.g. [RS75a] , we have that K in the above example is diagonalizable, i.e.
where (e n ) n∈N denotes an eigenbasis of the corresponding eigenvalues (k n ) n∈N with k n ∈ (− 1 2
, 0], for all n ∈ N. Since K is compact, we have that lim n→∞ k n = 0 and since K is trace class we also have
e n , ω (−k n ) e n , ω .
Then as a limit of measurable functions ω → − ω, Kω is measurable and hence
The explicit formula for the T -transform and expectation then follow by a straightforward calculation with help of the above limit procedure.
d,C (R, dx) be linear and continuous such that
Then we define the normalized exponential
by
Remark 2.13 The "normalization" of the exponential in the above definition can be regarded as a division of a divergent factor. In an informal way one can write
i.e. if the determinant in the Example 2.10 above is not defined, we can still define the normalized exponential by the T-transform without the diverging prefactor. The assumptions in the above definition then guarantee the existence of the generalized Gauss kernel in (5).
Example 2.14 For sufficiently "nice" operators K and L on L 2 d (R) C we can define the product
of two square-integrable functions. Its T -transform is then given by
in the case the left hand side indeed is a U-funcional.
In the case g ∈ S d (R), c ∈ C the product between the Hida distribution Φ and the Hida test function exp(i g, . + c) is well defined because (S) is a continuous algebra under pointwise multiplication. The next definition is an extension of this product.
Definition 2.15
The pointwise product of a Hida distribution Φ ∈ (S) ′ with an exponential of a linear term, i.e.
is defined by
if T Φ has a continuous extension to L 2 d (R) C and the term on the right-hand side is a Ufunctional in f ∈ S d (R). 
Definition 2.16 Let
Proof: We want to give meaning to the expression
using Definition 2.16 inductively. Note that Nexp − ·, L· can be defined as in Example 2.14. Hence we obtain for the T-transform of the integrand
Here we use y = (y 1 , . . . y J ) and λ = (λ 1 , . . . λ J ), respectively. Then we can rewrite the above formula with the help of the matrix M N −1 as
The function in (6) 
Phase space Feynman path integrals
In the following we realize rigorously the ansatz
for the Feynman integrand in phase space for V = 0 (free particle) and the harmonic oscillator, i.e. x → V (x) = 1 2 kx 2 , k ≥ 0, motivated in the introduction, see (1).
The free Feynman integrand in phase space
First we consider V = 0 (free particle). For simplicity let = m = 1 and y 0 = 0. Furthermore we choose to have one space dimension and one dimension for the corresponding momentum variable, i.e. the underlying space is S 2 (R). Note that the first term in (7) can be considered as a exponential of a quadratic type:
where the operator matrix K on L 2 2 (R) C can be written as
Here the operator ½ [0,t) denotes the multiplication with ½ [0,t) . Hence, the integrand in (7) can then be written as
where the last term pins the position variable to y at t. Note that the momentum variable is not pinned. Our aim is to apply Lemma 2.17 with K as above and g = 0, L = 0 and as η = (½ [0,t) , 0). The inverse of (Id + K) is given by
hence (η, N −1 η) = i · t. Therefore the assumptions of Lemma 2.17 are fulfilled. Thus I 0 exists as a Hida distribution. By applying Lemma 2.17 its
is given by
Hence its generalized expectation
gives indeed the Greens function to the Schrödinger equation for a free particle. Summarizing we have the following Theorem:
Theorem 3.1 Let y ∈ R, 0 < t < ∞, then the free Feynman integrand in phase space I 0 exists as a Hida distribution. Its generating functional T I 0 is given by (10) and its generalized expectation E(I 0 ) = T I 0 (0) is the Greens function to the Schrödinger equation for the free particle.
The Feynman-integrand for the harmonic oscillator in phase space
In this section we construct the Feynman integrand for the harmonic oscillator in phase space. I.e. the potential is given by x → V (x) = 1 2 kx 2 , 0 ≤ k < ∞. The corresponding Lagrangian in phase space representation is given by
In addition to the matrix K from the free case, see (8), we have a matrix L which includes the information about the potential, see also [GS99] . In order to realize (7) for the harmonic oscillator we consider
Hence we apply Lemma 2.17 to the case
For determining the inverse of N we use the decomposition of L 
By calculation we obtain
, diagonalizes and the eigenvalues l n different from zero have the form:
Thus (kA − ½ [0,t) ) −1 exists if l n = 1 for all n ∈ N. For 0 < t < π/(2 √ k) this is true. The corresponding normalized eigenvectors to l n are
Hence we obtain using [GR65, p. 431, form. 1]:
Furthermore, again with η = (½ [0,t) , 0) we obtain
by using [GR65, p. 421,form. 1]. Hence we have for the T -transform in f ∈ S 2 (R) by applying Lemma 2.17
Summarizing we have the following theorem:
, then the Feynman integrand for the harmonic oscillator in phase space I H0 exists as a Hida distribution and its generating functional is given by (11). Moreover its generalized expectation
is the Greens function to the Schrödinger equation for the harmonic oscillator, compare e.g. with [KL85] .
Canonical commutation relations
In this section we give a functional form of the quantum mechanical commutator relations.
The definition can be found in [FH65] , for their realization in the white noise framework, we refer to [W95, Chap. 9] . With the help of these relations we can confirm that the choice of the phase space variables, as in (3), gives the right physics. I.e. the variables fulfill the noncommutativity of momentum and position variables at equal times. This seemed to have no direct translation in a path integral formulation of quantum mechanics. But on a heuristic level Feynman and Hibbs [FH65] found an argument to show that E(p(t + ε)x(t)I V ) = E(p(t−ε)x(t)I V ) for infinitesimal small ε and that the difference is given by the commutator.
First we collect some helpful formulas.
The proof of this lemma is an easy application of Corollary 2.5. Note that for Φ ∈ (S) ′ , k ∈ S d (R), n ∈ N the product k, · n · Φ in Lemma 4.1 is defined by using that (S) is a continuous algebra w.r.t. the pointwise product. In the following for η i , k ∈ L 2 d (R) and y i ∈ R, i ∈ (1, . . . , J), we use the abbreviations:
Then by Lemma 2.17,
Thus, by the above formula we get
Then by an approximation in the sense of Corollary 2.5 we get
. Setting λ = 0 we obtain the desired expression. In an analogue way one can show the second formula by using the second derivative, see Lemma 4.1 and polarization identity.
Next we extend this to the case, where just one of the functions is in L 2 2 (R), but the other one is a tempered distribution. Thus, the commutation law for the free Feynman integrand in phase space is fulfilled in the sense of Feynman and Hibbs [FH65] .
