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Abstract
Today’s data centers have gained significant benefit from the advent
of virtualization. Virtualization allows a Physical Machine (PM) to
create a number of Virtual Machines (VMs) on the top of it multiplex-
ing its resources to its VMs. These VMs can be different from each
other in terms of their resources requirements and Operating Systems
(OSes). Thus through virtualization a PM can accommodate a num-
ber of different types of applications in its VMs. The VMs, however,
can change their resource requirements over time, and which may ne-
cessitate the migration of a VM from its source PM to a target PM.
One of the prominent features of virtualization is live VM migration,
which allows a VM to move across the PMs in the data center. The
live VM migration phenomenon has automated the data center VM
management activity, which dynamically reconfigures the data cen-
ter to cope up with the time-varying resource utilization. The VM
management activity is accomplished in two phases– (1) finding an
optimal VM placement plan and (2) then implementing the optimal
VM placement by live migration of multiple VMs. The phases of VM
management result in two problems– VM placement problem (VMPP)
and VM migration scheduling problem (VMMSP). In this thesis, we
have tackled the VMPP and VMMSP, and proposed and developed
a VM management framework to automate the VM management ac-
tivity in cost-efficient way.
The VMPP is related to finding a dynamic VM placement plan in
a data center. A VM placement plan is characterized by the energy
consumption cost by the PMs and switches, inter-VM traffic flow cost,
total downtime cost, and total migration data transfer cost that could
be incurred when the VM placement is obtained. The state-of-the-art
VM placement algorithms do not consider all the costs simultaneously.
In this thesis, we have precisely defined and formulated the VMPP,
and proposed and developed a Penalty-based Genetic Algorithm and
a new heuristic algorithm to tackle the VMPP. Experimental results
demonstrate that the proposed algorithms are capable of finding the
optimal placement plan compared to the existing approaches of VM
placement, and scalable to large scale problems.
A VM placement plan is achieved through live migration of a num-
ber of VMs. The performances of VMs migration, which are total
migration time and total downtime, depend on the scheduling of mi-
grations. The VMMSP deals with the finding a migration schedule of
a given set of candidate VMs such that migration performances are
improved. Three Evolutionary Algorithms (EAs)– Random Key Ge-
netic Algorithm (RKGA), Strength Pareto Evolutionary Algorithm 2
(SPEA2) and Yet Another Strength Pareto Evolutionary Algorithm
(ySPEA) have been proposed and developed to solve the VMMSP.
The RKGA uses an aggregation-based fitness value calculation tech-
nique and provides a migration single schedule. On the other hand,
the SPEA2 and ySPEA account the density information in fitness
value calculation and provide a set of nondominated solutions. Ex-
perimental results illustrate that the proposed EAs find the migration
schedules giving minimum total migration time and total downtime
compared to a heuristic algorithm of migration scheduling. Further-
more, a dynamic bandwidth adaptation algorithm has been proposed
to further improve the migration performance. The VMMSP has been
tackled by a new heuristic algorithm as well to find a schedule in ac-
ceptable computation time.
Finally, a new VM management framework has been proposed and
developed in this thesis. The proposed VM management framework
consists of four functional modules which interact with each other
to automate the VM management activity in cost-efficient way. The
proposed VM management framework has been evaluated through
comparing with a well-known resource management framework, En-
tropy. The experimental results depict that the new proposed VM
management framework outperforms the Entropy, indicating that the
proposed VM management framework could be used in virtualized
data centers for cost-efficient VM management.
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Chapter 1
Introduction
This chapter presents a brief background description and the motivation for this
research, and identifies the potential research gaps. A summary of the major
contributions of the research is presented in this chapter. The organization of
this thesis is outlined at the end of this chapter.
1.1 Background
Vaid reported in [126] that the energy consumption cost in current data centers
is more than 35% of their operational expenses, and it is expected to rise to
50% in a few years. Moreover, other supporting infrastructures, such as cooling
systems, consume a non-trivial amount of energy to keep the Information Tech-
nology (IT) infrastructures in the data center in operating condition [17, 115].
Moore et al. [102] in their work revealed that the total cooling cost for large data
centers (30,000 ft2) can be tens of millions of dollars. The growing tendency of
increased data center size and hence the high energy consumption by the data
center infrastructures (IT and supporting infrastructures) has an environmental
impact, in terms of carbon dioxide (CO2) emissions contributing to the green-
house effect [2, 136]. With the aim of “greening the environment”, many efforts
1
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have been made to improve the energy efficiency of data centers, including net-
work power management, Chip-Multiprocessing (CMP) energy efficiency, data
center power capping, etc. However, virtualization technology has been accepted
widely in today’s data centers to minimize the energy consumption in the data
centers [11].
Virtualization provides a one-to-many relationship between a PM and its
hosted VMs. Through virtualization, a number of Virtual Machines (VMs) are
created on the top of Physical Machines (PMs), using the slices of PMs’ CPU
capacities, memory capacities and storage capacities. The VMs created on the
top of a PM are logically isolated from each other. Therefore, a number of appli-
cations can be deployed into the VMs that are created on the top of a PM; this
consequently reduces the number of active PMs required to host the total number
of applications in the data center. Thus, the adoption of virtualization technology
reduces the data center footprint, as fewer PMs are required to accommodate a
large number of applications.
Another reason for increased energy consumption in today’s data center is
low CPU utilization of PMs. Barroso et al. conducted a survey on 5000 Google
servers (PMs) for six months and have shown that the average CPU utilization
of these servers fluctuates between 10% and 50% [13]. The low CPU utilization
results in a greater number of active PMs in the data center to serve the deployed
applications. The increased number of PMs with low CPU utilization, however,
increases the data center energy consumption [130]. One of the key features of
virtualization is live VM migration, which enables a VM to move across PMs in
the data center without stopping its service. The live VM migration phenomenon
has enabled the data center to consolidate the VMs from under-utilized PMs to
a minimum number of PMs and hence has become a means of minimizing data
center energy consumption.
The resource requirements of the applications residing in the VMs, however,
change dynamically. These time-varying resource requirements of the VMs may
lead to application performance degradation when the VMs’ additional resource
2
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requirements cannot be met in their current source PMs [26, 106, 108, 127].
Therefore, the VMs are needed to be live migrated to the other PMs to mitigate
the resource requirements. Furthermore, the number of VMs in some data centers
changes over time due to the deployment of new applications, and deletion of some
VMs when the execution of the applications deployed on them are completed [70].
Figure 1.1 illustrates an example of data center dynamic state change. Figure 1.1a
represents the current optimal state of a data center where the resource utilization
of PMs are optimized. Due to the change of resource requirements of VMs, the
deployment of some new applications and deletion of some existing VMs, a non-
optimal state is created, as shown in Figure 1.1b. We formally define the optimal
state of a data center when the data center PMs’ resource utilization are optimized
with minimal number of under-utilized PMs and no overloaded PMs in the data
center. By a non-optimal state of a data center, we indicate when more PMs in the
data center are under-utilization and some PMs face overloaded situations. This
dynamic change of VMs’ resource requirements and the frequent state change of
data center result in poor utilization of PMs’ resources. The optimization of the
resource utilization of the PMs is achieved through server consolidation, where
the VMs from the under-utilized PMs are packed into a minimum number of PMs.
Google uses the concept of application parking to maximize the usages of its data
center resources [132]. In application parking, the VMs in the data center, that
are currently using a negligible amount of resources, are migrated to a PM; and
as soon as the VMs start using more resources in that PM, are migrated to the
PMs that have sufficient resources to fit the VMs.
A data center usually comprises heterogeneous PMs, i.e. PMs with differing
resource profiles and energy profiles. The deployed VMs on a PM could be hetero-
geneous as well, i.e. have differing resource requirements. Therefore, migrating a
VM arbitrarily to a PM may lead to increased energy consumption. For exam-
ple, migrating a VM with two core CPU requirements to a PM of 25 kWh/CPU
causes 50 kWh energy consumption, while the energy consumption is 40 kWh
when it is migrated to a PM of 20 kWh/CPU. In addition, a data center hosts a
3
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Figure 1.1: Changes of data center states over time
wide range of applications such as end user applications, multi-tier applications,
scientific applications and HPC applications. When a multi-tier application is
deployed in a data center, its application components are executed by several
VMs [58, 135]. Similarly, the scientific applications and HPC applications are
executed by a cluster of VMs of a data center due to the requirements of more
processing capacities and memories [61, 68]. The components of such a large-
scale application have inter-data dependency, and therefore, a significant amount
of inter-VM traffic flow takes place among the VMs that host these components.
Figure 1.2 shows an Enterprise Resource Planning (ERP) application used in a
large university with a large number of students, faculty and staff [58].
An ERP application is split into a large number of interdependent application
components and these components are executed by several tiers. The VMs that
execute the components of different tiers give inter-VM traffic flow due to com-
ponents’ dependencies. However, it is not the case that components are executed
by the same VMs, as components exhibit variable resource demands during their
whole execution period and the increased resource demands require migration of
VMs. However, migrating such a dependent VM arbitrarily may cause increased
network traffic, which adversely affects the other network bound operations [99].
Suppose a PM, pm1, is overloaded and its overloaded status can be eliminated
4
1.1 Background
by migrating any of its two VMs– vm1 and vm2. Let vm1 and vm2 respectively
have 5 and 3 units of data dependency with other VMs in pm1. Therefore the
migration of vm1 to a PM, pm2, may result in more network traffic than that
caused by vm2. Furthermore, the migration of a VM sometimes requires the
migration of its other dependent VMs to minimize the network traffic congestion
and communication latency – the time required to communicate between two de-
pendent VMs [117]. Therefore, taking the migration decision of a VM to a PM is
a computationally complex problem and, for a large data center, it is NP-hard.
VM VM
VM VM VM VM
VM VM VM VM
Users
Front end tier
Back end tier
Business logic tier
Figure 1.2: The ERP application in a large university
Apart from the energy consumption cost and inter-VM traffic flow cost, which
is the amount of inter-VM traffic flow through the data center, for a VM place-
ment, a VM experiences two costs – migration time and downtime [33] for each
migration. The inter-VM traffic flow between two VMs is defined as the amount
of dependent data flow between to VMs. The migration time of a VM is defined
as the time required to migrate a VM from its source PM to its target PM. The
downtime is a small period during the migration when the VM goes to down state
and does not provide any service. Both the migration time and downtime result
in the degradation of application performance [79, 133]. A VM management
activity is accomplished through migration of a large number of VMs, and there-
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fore, the migration costs for a VM management activity, are attributed by total
migration time and total downtime. Total migration time is the time required to
complete all the migrations for a VM management activity, and total downtime is
the aggregated downtimes of the VMs. Therefore, cost-efficient VM management,
which includes (1) finding an optimal VM placement plan in terms of minimized
energy consumption cost and inter-VM traffic flow cost; and (2) achieving the
optimal VM placement through live VM migrations while minimizing migrations
costs, is a computationally large and complex problem.
1.2 Motivation
This section gives the motivation of this research, and presents the current state-
of-the-art on the VM management and finds the research gaps.
1.2.1 A Motivation Example
This section gives a motivation example that illustrates the complexity of cost-
efficient VM management activity. Consider a typical Tree architecture data cen-
ter, shown in Figure 1.3, that consists of eight PMs. The PMs are interconnected
through identical switches using 100 Mbps link. For simplicity, we assume that
all the PMs are homogeneous, each with four-core CPU capacity, 5 GB memory
capacity, and the same energy profile. Suppose the data center contains a set of
9 VMs, V = {vmi|1 ≤ i ≤ 9}; and the placements of these VMs are shown in
Figure 1.3. The CPU requirements of vm3 and vm7 are 3-core CPU, the CPU
requirements of vm8 and vm9 are 4-core CPU, and the CPU requirements of other
VMs are 1-core CPU. The memory requirements of each VM is 512 MB and the
memory modification rate of each VM is 70 Mbps. The memory modification rate
of a VM is defined as the amount of memory modified in a second. Figure 1.4
shows a VM cluster of three VMs with the amount of data flow among them. A
VM cluster is a group of interdependent VMs that are devoted to execute some
6
1.2 Motivation
application components of a composite application. Suppose VMs, vm4, vm5 and
vm6 increase their CPU requirements to 2-core creating the overloaded situations
of pm1 and pm3.
vm2
pm1
vm4
vm5
pm2 pm3 pm4 pm5 pm6 pm7 pm8
vm1
vm3vm8
vm6
vm7
vm9
Figure 1.3: A VM placement
VM1
VM3VM2
10 Mb 5 Mb
4 Mb
Figure 1.4: A typical VM cluster
Now consider the case of finding a VM placement plan that eliminates the
overloaded situations of pm1 and pm3, and the resultant VM placement causes
minimum energy consumption in the data center and minimum inter-VM traffic
flow through the data center. The inter-VM traffic flow between two VMs is
the amount of data flow between them. The overloaded situation of pm3 is
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eliminated by migrating vm6 to a PM that can accommodate it. The migration
of either vm4 or vm5 eliminates the overloaded situation of pm1. However, the
overloaded situation of pm1 can also be eliminated through the migrations of
vm1 and vm2. Therefore, the two possible VM placement plans that eliminate
overloaded situation, can be obtained through following two sets of migrations–
VM placement plan-1: {〈vm4, pm1, pm5〉, 〈vm6, pm3, pm5〉}; VM placement plan-
2: {〈vm1, pm1, pm5〉, 〈vm2, pm1, pm5〉, 〈vm6, pm3, pm5〉}. In a migration mapping
tuple, the first, second and third elements represent respectively the migrating
VM, its source PM and its target PM.
The VM placement plan-1 is not beneficial for the data center, though only
two migrations are required in that case, which may cause minimum migration
costs. The VM placement plan-1 results in 54 Mb of inter-VM traffic flow through
the data center. The inter-VM traffic flow in a data center is calculated by adding
the inter-VM dependent data flow on each link in the network. On the other hand,
the VM placement plan-2 requires three migrations and places vm1 and vm2 in
the close proximity of vm3. Thus the VM placement plan-2 causes 18 Mb of inter-
VM traffic flow through the data center. Though both the VM placement plans
give the same amount of energy consumption cost by the PMs, the VM placement
plan-1 involves five switches and the VM placement plan-2 uses only one switch to
carry the inter-VM traffic. As a result, VM placement plan-1 causes more energy
consumption by switches than that of VM placement plan-2, resulting in more
energy consumption cost in the data center for VM placement plan-1. Therefore,
the VM placement plan-2 is considered as the optimal VM placement plan.
Assuming that VM placement plan-2 is the target placement plan, a number
of migration schedules then can be available. For example, two possible migra-
tion schedules are– schedule-1: 〈vm1, vm2, vm6〉 and schedule-2: 〈vm1, vm6, vm2〉.
Suppose a migration is terminated when 30 iterations are completed. Follow-
ing the schedule-1, vm1, vm2 and vm6 respectively get 91 Mbps, 85 Mbps and
91 Mbps bandwidth during their migrations. The migration times for vm1 , vm6
and vm2 are then respectively 194.97 s, 272.97 s and 194.97 s. The total mi-
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gration time is measured by the time between the initiation of first migration
and the completion of the last migration. For schedule-1, all the migrations are
executed sequentially, and therefore, the total migration time is calculated by
adding the migration time of each VM, which is 662.91 s. The downtimes for
vm1 , vm2 and vm6 are then respectively 111.67 ms, 864.18 ms and 111.67 ms.
The total downtime is calculated by adding the downtimes of each VM and for
the schedule-1, the total downtime is 1087.52 ms. The detailed procedures of
calculating migration time and downtime of a VM will be given in Chapter 4.
For schedule-2, the total migration time and downtime respectively are 740.91 s
and 1840.03 ms.
The example of VM placement problem presented in this section considers
homogeneous PMs only. However, in a data center, PMs usually have different
resource capacities and different energy profiles; and the switches in different tiers
could be of different profiles. Furthermore, the data center could host heteroge-
neous types VMs with different memory requirements and different memory mod-
ification rates. Therefore, though the VM placement plan-1 in this motivation
example results in less migration costs than those of VM placement plan-2, for
heterogeneous types of VMs, the migration costs may not depend on the number
of migrations. Furthermore, the example of a migration scheduling problem illus-
trates that different schedules of migration result in different migration costs, and
for heterogeneous type VMs, an enormous number of schedules can be available
with different migration costs. As a result, both the VM placement problem and
the VM migration scheduling problem become large, computationally complex
problems.
1.2.2 State-of-the-art on VM Management in Data Cen-
ters
The VM placement problem has been studied intensively and a lot of algorithms
have been provided. Most of them have focused on reducing the energy consump-
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tion by the PMs [19, 24, 130] by minimizing the number of active PMs in the
data center. This work considered the homogeneous type PMs, and the energy
consumption by the switches due to the inter-VM traffic flow was not considered.
The works [69, 113, 123, 140] considered both the energy consumption by the PMs
and the communication network in the data center for a VM placement plan. A
framework, ElasticTree, was proposed in [60] that dynamically adjusted the set
of active network elements, switches and links– to satisfy changing data center
traffic load and to reduce data center energy consumption by network elements.
However, this work did not account for inter-VM traffic flow through the data
center when a composite application is deployed in the data center. Shrivastava
et al. [117] proposed an algorithm for the VM placement that focused on reducing
the inter-VM traffic flow in the data center. Meng et al. [99] analyzed different
network architectures to optimize the VM placement in terms of minimum inter-
VM traffic flow through the data center. The work [99, 117], however, did not
consider the energy consumption in the data center.
A target VM placement is obtained through migration of some VMs, and
therefore, some migration costs such as total migration time, total downtime
and total migration data transfer are associated to each VM placement plan.
Hermenier et al. [61] proposed a VM management framework, Entropy, that found
the optimal VM placement in terms of minimizing the number of active PMs
while considering the tentative migration cost in terms of total migration time
to achieve that placement. Sandpiper [138], a novel approach of VM placement,
which found the set of VMs from the overloaded PMs based on the probable
migration cost. The migration cost that was considered in the Sandpiper was the
volume of migration data transfer. However, none of the Entropy and Sandpiper
considered the energy consumption by the network elements, inter-VM traffic
flow. Thus, the current state-of-the-art does not count all the costs related to
a VM placement simultaneously and ignore some important costs, e.g. total
downtime. The downtime is counted as important metric of live VM migration as
the user of the VM can realize this cost, while the other costs are invisible to user.
10
1.3 Research Questions
The VM placement problem in this research accounts for the energy consumption
cost, inter-VM traffic flow cost and migration costs for a VM placement.
This research identifies the VM migration scheduling problem as a potential
research problem. A significant number of research works are available in cur-
rent literature that have focused on the improvement of migration performance
of a single VM [4, 33, 72, 89, 91, 101, 120]. However, in a data center, multiple
VMs live migration is inevitable for load balancing [138], periodic server mainte-
nance [77], proactive fault tolerance [47] etc. Very few attempts have been taken
considering the multiple VMs live migration. Ye et al. [145, 146] studied various
live migration strategies, e.g. sequential migration, parallel migration, for multi-
ple VMs live migration. The work, however, did not consider the scheduling of
migrations on which the performance of multiple VMs live migration depends.
Ghorbani et al. [53] proposed a heuristic algorithm to schedule the migrations
of a given set of VMs. However, their approach did not consider the parallel
migration strategy and performance metrics of multiple VMs migration was not
considered.
1.3 Research Questions
The overall goal of this research is to automate the VM management activities
in the data centers in cost-efficient way. To attain this goal, this research is
divided into two main problems– VM placement problem and VM migration
scheduling problem, and each of these research problems addresses some specific
research questions associated to it. The motivation example given in Section 1.2.1
illustrates that a VM placement is required to find a set of candidate VMs for
migration and their corresponding target PMs, such that the energy consumption
cost, inter-VM traffic flow cost and migration costs are minimized. Therefore, the
VM placement problem addresses the following two research questions–
1. Which VMs are to be migrated?
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2. Where are the selected VMs to be migrated?
Furthermore, the motivation example also illustrates that the performance of
multiple VMs migration depends on the migration schedules. In addition, the
improvement of parallel migrations is influenced by the dynamic allocation of
bandwidth. The phenomenon of dynamic bandwidth allocation will be discussed
in Chapter 4. As a result, the VM migration scheduling problem explicitly an-
swers the following two research questions–
3. How to schedule the migrations of the candidate VMs to their target PMs?
4. How to dynamically allocate the bandwidth to the migrations?
1.4 Research Problems
Based on the discussion in Section 1.2.1, this research is divided into two main
research problems– VM placement problem and VM migration scheduling prob-
lem. Each of the research problems answers the related research questions as
identified in Section 1.3. The following two subsections describe these research
problems in detail.
1.4.1 Virtual Machine Placement Problem
The VM placement problem (VMPP) is related to finding a VM placement plan
of the data center to cope up with its dynamic state change. The complexity
of the VMPP increases when the data center hosts composite applications. The
composite application deployed in the data center results in inter-VM data de-
pendency. A VM placement plan needs to count several factors, including the
inter-VM dependency, the resultant energy consumption and inter-VM traffic flow
through the data center for the new placement plan. In addition, the considera-
tion of migration costs of the VMs makes the problem more complex. However,
12
1.4 Research Problems
the current research works on VM placement do not count the energy consump-
tion cost, inter-VM traffic flow cost and migration costs simultaneously for a VM
placement and ignore some costs (for example, downtime cost). In this research,
we have considered all the above mentioned costs at the same time to find an
optimal VM placement plan. Therefore, the VMPP relates to the problem of
finding appropriate VMs for migration such that the migration costs are mini-
mized and finding the appropriate target PMs for those VMs so that the inter-VM
traffic flow through the data center and energy consumption in the data center
are minimized as well. The VMPP is formally stated as follows:
Given a set of VMs with their resource requirements (CPU and memory re-
sources); the current placement of the VMs; the inter-VM data dependency
graph; a data center network, consists of a set of PMs with their resource
capacities, and a network topology with link capacity, the problem is to find
an optimal placement plan of the VMs such that the following objectives are
met while satisfying the resource requirements of the VMs:
(i) total energy consumption in the data center is minimized
(ii) total inter-VM traffic flow through the data center is minimized
(iii) migration costs (total migration data transfer and total downtime) are
minimized
The VMPP is a computationally large and complex problem. Considering a
data center consists of m PMs and n VMs, the size of the solution space becomes
mn, i.e. mn number of possible solutions or VM placement options can be checked.
The number of possible VM placement options becomes quite large as the number
of PMs and/or number of VMs increases. Therefore, finding an optimal VM
placement is a combinatorial problem which is known to be NP-Hard [35, 116].
It is not feasible to exhaustively search for the optimal VM placement plan, due
to the huge amount of computation involved. In these situations, Evolutionary
Algorithms (EAs) have been successfully applied in tackling various classes of
13
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combinatorial problems [100, 125]. EAs provide the global optimum solution. In
this research, we have developed an EA, Penalty-based Genetic Algorithm (GA),
to address the VMPP. In addition, taking the computation time complexity of
the EA, a heuristic algorithm has also been developed to address the VMPP.
1.4.2 Virtual Machine Migration Scheduling Problem
The VM placement plan that is resultant from the VMPP is executed through
the migrations of the candidate VMs to their designated target PMs. As dis-
cussed previously, the performance of the multiple VMs migration depends on
the scheduling of migrations. The current approach of live VM migration con-
siders each VM individually and migrates the VM to the target PM without
considering the after effect of that migration [138]. This random sequence of
migrations causes prolonged total migration time and total downtime when in-
terdependent VMs need to be migrated. Therefore, the execution of a given VM
placement plan is completed by finding a schedule of migrations. In addition, the
multiple VMs live migration could be completed through a group of concurrent
migrations. By dynamically adapting the bandwidth that is released by the VMs
that complete their migrations earlier in a concurrent group, to the ongoing mi-
grations or to the awaiting migrations, the performance of the multiple VMs live
migration can be improved. The dynamic bandwidth adaptation strategy will
be discussed in Chapter 4. The VM migration scheduling problem (VMMSP) is
formally stated as follows:
Given a set of candidate VMs that need to be migrated, with their source
and target PMs; the resource requirements of the candidate VMs (CPU and
memory resources); the inter-VM data dependency graph; a data center,
comprising a set of PMs with their resource capacities, and a communication
network with link capacities, the problem is to find a migration schedule and
dynamically allocate the bandwidth to the migrations such that the following
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objectives are optimized, while satisfying all the placement constraints of a
VM to a PM:
(i) total migration time is minimized
(ii) total downtime is minimized
Similar to the VMPP, the solution space for the VMMSP is quite large as
well. If there is n number of VMs, for which a migration schedule has to be found,
then the number of possible solutions or migration schedules is the permutation
of n, i.e. n!. In a data center, however, a large number of VMs are required
to be migrated. Therefore, the VMMSP becomes a combinatorial problem and
known to be NP-hard. The exhaustive search to find the optimal solution from
such a large solution space is computationally expensive, and even sometimes
the exhaustive search fails to produce any result due to limited computation
capacity and memory capacity of a computer. Therefore, the EAs have been
chosen as the best way to solve the VMMSP. We have developed a Random-Key
Genetic Algorithm (RKGA), Strength Pareto Evolutionary Algorithm 2 (SPEA2)
and Yet Another Strength Pareto Evolutionary Algorithm (ySPEA) to solve the
VMMSP. Furthermore, a heuristic algorithm has been developed as well to obtain
a migration schedule within an acceptable time.
1.5 Research Map
The discussion in the above sections shows that the VM management activity is
carried out in two phases, which result in two research problems– VM placement
problem (VMPP) and VM migration scheduling problem (VMMSP). Each of the
research problems is NP-hard. Once an optimal placement plan is found by the
VMPP phase, a number of migrations are performed to achieve that optimal
placement in the VMMSP phase. The motivation example given in Section 1.2.1
depicts that a migration schedule can be found when a VM placement plan is
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given. Therefore, each of the research problems needs to be addressed inde-
pendently. Figure 1.5 is the research map that represents the phases and their
precedence. The output of each phase is represented by a parallelogram. The
arrows indicate that the output of the VMPP phase is treated as input to the
VMMSP phase.
VM migration scheduling
VM placement
Planning phase
Execution phase
a VM placement plan
a schedule of VM migrations
Figure 1.5: Research map
1.6 Major Contributions
The original contributions of this research are two-fold. This research investigates
the potential gaps in the current approaches of VM management, and explicitly
identifies four research questions. A another contribution of this research is in
the field of evolutionary computation. The major contributions of this research
are outlined as follows:
1. Contributions to the VM management in virtualized data centers:
• This research rigorously investigates the state-of-the-art VM manage-
ment, and identifies the potential research gaps in the form of the
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four research questions specified in Section 1.3. Identifying the po-
tential research gaps, this research defines the following two research
problems:
◦ VM placement problem (VMPP)– this research precisely defines
the VMPP incorporating the issues that have not been considered
in the current approaches of VM placement. The VMPP incor-
porates multiple criteria– data center energy consumption cost,
inter-VM traffic flow cost and migration costs, in obtaining the op-
timal VM placement plan. A complete mathematical formulation
of the problem is given in this thesis. An evolutionary algorithm
and a heuristic algorithm are developed to solve the VMPP. The
outcome from this research problem was the conference paper P.1.
◦ VM migration scheduling problem (VMMSP)– this research iden-
tifies and defines a brand new research problem, VMMSP. The
VMMSP accounts for the implicit complexity of migrating in-
terdependent VMs. A complete formulation of the VMMSP is
presented in this thesis. The VMMSP is addressed by differ-
ent approaches– developing three evolutionary algorithms and a
heuristic algorithm. The outcome from this research problem re-
sulted in three conference papers P.2, P.3, P.4.
• A new VM management framework is proposed in this research that
automates the dynamic VM management. The proposed VM manage-
ment can be used in virtualized data centers for dynamic VM man-
agement activity.
2. Contributions to the field of evolutionary computation:
The second contribution of this research is in the development of differ-
ent kinds of evolutionary algorithms. For each of the research problems,
evolutionary algorithms have been proposed and developed.
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• A Penalty-based Genetic Algorithm (GA) is proposed and developed
to solve the VMPP. The proposed Penalty-based GA considers the
multiple criteria of a VM placement. The contribution of the proposed
Penalty-based GA was published in the form of conference paper P.1.
• The VMMSP is addressed by several evolutionary algorithms. The
problem is first tackled by the Random-Key Genetic Algorithm (RKGA),
which provides only one migration schedule, and this contribution was
published as conference paper P.3. Another evolutionary algorithm,
Strength Pareto Evolutionary Algorithm 2 (SPEA2), is developed to
solve the VMMSP and was presented in the conference publication P.4.
Furthermore, an evolutionary algorithm, Yet Another Strength Pareto
Evolutionary Algorithm (ySPEA), is proposed and developed as well
to tackle the VMMSP. The ySPEA can be applied to other problem
domains of multiobjective optimization problems.
The outcomes of this research have been published as the following conference
papers:
P.1 T.K. Sarker and M. Tang. A penalty-based genetic algorithm for the migra-
tion cost-aware virtual machine placement problem in Cloud data centers.
In Proceedings of the 22nd International Conference on Neural Information
Processing, Istanbul, 2015, pp. 161–169, Springer-Link. (ERA Tier A)
P.2 T.K. Sarker and M. Tang. Performance-driven live migration of multiple
virtual machines in datacenters, In Proceedings of the 2013 IEEE Interna-
tional Conference on Granular Computing, Beijing, 2013, pp. 253–258.
P.3 T.K. Sarker and M. Tang. A random key genetic algorithm for live migra-
tion of multiple virtual machines in data centers, In Proceedings of the 21st
International Conference on Neural Information Processing, Kuching, 2014,
pp. 212–220, Springer-Link. (ERA Tier A)
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P.4 T.K. Sarker and M. Tang. A strength Pareto evolutionary algorithm for
live migration of multiple interdependent virtual machines in data centers.
In Proceedings of the 22nd International Conference on Neural Information
Processing, Istanbul, 2015, pp. 114–121, Springer-Link. (ERA Tier A)
1.7 Organization of the Thesis
The thesis is organized as follows:
• Chapter 2 will discuss the background of this research and review the re-
lated work. The fundamentals of virtualization, live VM migration and
evolutionary algorithms will be presented.
• Chapter 3 will study the VMPP in the data centers. The background
of the VMPP will be discussed. This chapter will describe the various
performance models of the VMPP. The formal description of the VMPP
with a precise mathematical formulation will be given. A genetic algorithm
and a heuristic algorithm will be proposed then to address the VMPP. The
results of simulation experiments will be presented at the end of the chapter.
• Chapter 4 will investigate the VMMSP. A background description of the
problem will be discussed. The various performance metrics of multiple
VMs live migration will be described. The description of the proposed
Random-Key Genetic Algorithm (RKGA), Strength Pareto Evolutionary
Algorithm 2 (SPEA2) and Yet Another Strength Pareto Evolutionary Al-
gorithm (ySPEA) will be presented. The chapter will also present the pro-
posed heuristic algorithm that will tackle the VMMSP. The evaluation of
the proposed algorithms will be carried out at the end of the chapter.
• Chapter 5 will describe the proposed VM management framework. The
functionality of the various modules of the proposed VM management frame-
work will be discussed. The evaluation of the proposed VM management
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framework will be carried out, through comparison with a well-known re-
source management framework, Entropy, at the end of the chapter.
• Chapter 6 will conclude this research work. The potential future research
directions will be given at the end of the chapter.
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Background and Related Work
This chapter contains the background and literature review that form the basis
of this research. Section 2.1 represents the data center model and dynamic VM
management technique. Section 2.2 gives the overview of methods that will be
applied to address the research problems in this thesis. Current literature related
to the research problems of this thesis is reviewed in Sections 2.3. Section 2.4
concludes this chapter.
2.1 Data Center and VM Management
This section presents an overview of today’s virtualized data center and dynamic
VM management.
2.1.1 Data Center Model
A data center is a centralized repository to store, manage, process and exchange
digital data and information. Today any large global organizations of the world,
for example, Google, Yahoo, IBM, Facebook, plus universities etc, which deal
with Information Technology (IT) services, possess their own data center. Data
centers provide a wide variety of IT services including web hosting, e-commerce,
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social networking and so on, to IT users over the internet. A typical data center
consists of a large number of physical IT resources including computation servers
and storage servers. These computation and storage resources are interconnected
through a set of network elements, e.g. switches, routers. Data centers also
include other infrastructures, like electrical and cooling equipment to keep the
data center’s environment in working condition in terms of continuous electricity
supply and proper operating temperature. In practical implementation, a data
center is generally organized in rows of racks where a rack contains computation
servers, storage and switches. The servers are connected to the Top-of-Rack (ToR)
switches, and switches of different layers form a network topology. Figure 2.1
shows the architectural view of a typical data center.
ToR/Edge switches
Servers
Core tier switches
Aggregation tier switches
Figure 2.1: A typical data center architecture
2.1.2 Virtualization and Virtual Machine
Virtualization is the paramount technology that is used in today’s data centers
for performing various management activities. Virtualization was first developed
in the 1960s by IBM Corporation, originally to partition a large mainframe com-
puter into several logical instances and to run on a single physical mainframe
hardware as the host. It was soon realized that this capability of partitioning al-
lows multiple processes and applications to run at the same time, thus increasing
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the efficiency of the environment and decreasing the maintenance cost. Virtual-
ization breaks the 1:1 relationship between application and the operating system
and between the operating system and the hardware. Virtualization allows cre-
ation of a virtual layer, consisting of a set of Virtual Machines (VMs), on the top
of the physical layer as depicted in Figure 2.2. These VMs are the key service
modules in modern data centers that share resources including processors, mem-
ory and storage of their host Physical Machine (PM). These VMs are functionally
isolated from each other with different Operating Systems (OSes). As a result, a
number of heterogeneous applications can be deployed in the same PM, which do
not interfere each other. In a data center, VMs are created dynamically to serve
the user requests. The clients can request any number of VMs as they require;
and they need not bother with the infrastructure of the data center while they
have full control of their VMs, including operating systems that are running on
these VMs.
Virtualization benefits the data center in several aspects–
• The VMs are allocated to a number of user applications and consequently, a
single PM can now provide services to multiple users resulting in a minimum
number of active PMs in the data center at any time. Thus, virtualization
reduces the data center footprint, which consequently reduces the data cen-
ter energy consumption.
• The dynamic resource provisioning facilitates to the users by creating the
VMs at any time using the available free resources of a PM, avoiding the
PM to be solely allocated to a particular application, and thus resource
utilization in the data center is maximized.
• One of the prominent features of system virtualization is VM migration,
which facilitates the data centers to carry out several management activities,
e.g. load balancing, server maintenance and server consolidation.
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Data center
Network (Switches, bandwidth)
Virtual layer (Virtual Machines)
Physical layer (CPU, Memory. Storages, Cooling Systems, etc.)
Internet
Figure 2.2: Server virtualization
2.1.3 Virtual Machine Migration
The virtual machine migration allows a VM to move from one PM to another.
VM migration is an important means for data centers’ management activities,
for example, the VMs from the overloaded PMs are moved to underutilized PMs
to improve the performances of applications and load balancing; VMs are consol-
idated to a minimum number of PMs to reduce data center energy consumption;
a PM is vacated by migrating all of its VMs for routine maintenance activity and
proactive fault tolerance activity. Two types of migration strategies are available
in a virtualized environment– suspend/resume migration and live migration.
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Suspend/Resume VM Migration
In suspend/resume approach [82], the execution of a VM at the source PM is
suspended at the beginning of migration and then all the CPU and memory
states are copied to the target PM. The suspend/resume migration approach
requires copying the states of CPU and memory once only, and the services of
the VMs are unavailable during the whole period of migration. This prolonged
service disruption adversely affects the advantage of migration.
Live VM Migration
The most promising feature of virtualization is live VM migration. In live VM
migration, a running VM moves from its source PM to another target PM while
the services of the migrating VM continues. The live VM migration operation has
brought enormous benefits to data centers. For example, through live migration,
the VMs are consolidated into a small number of PMs and the unused PMs can
be switched-off to reduce the data center energy consumption. Similarly, VMs
from an overloaded PM are migrated to an underutilized PM for improving the
performances of the VMs and load balancing [138]. A PM is vacated for its
periodic maintenance [77] or fault tolerant activity [47] by migrating the VMs
residing in it. In contrast to the suspend/resume migration approach, the live
VM migration causes a very negligible service disruption. This almost-zero service
disruption makes the live VM migration an essential management tool in today’s
data centers. Two approaches of live VM migration are currently adopted in the
data centers– post copy live migration and pre-copy live migration. In the rest
of this thesis, by the term migration we specify the live VM migration unless
otherwise stated.
Post Copy Live Migration: In post copy live migration [62, 63, 64], at the
beginning of migration the execution of the VM at the source PM is suspended,
and the essential CPU states and memory pages that are required for resuming
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the execution at the target PM are transferred to the target PM. After that,
the execution of the VM is resumed on the target PM. When a page fault (the
necessity of a page by the target PM) occurs at the target PM, it is fetched
from the source PM as a demand page. All the remaining pages of the migrating
VM are transferred to the target PM in on-demand basis, while its execution is
continuing on the target PM. A number of variants have been developed to handle
the page fault mechanism and transfer the pages to the target PM in quicker
time. Albeit the post copy live migration approach gives a small downtime (at
the beginning of migration when the CPU states are transferred to the target
PM), it has residual dependency. Though in post copy live migration a memory
page is sent only once, it may be fetched by the VM at the target PM after a
long time of migration initiation. Thus, the approach may give longer migration
time and the resources on both source and target PMs may be consumed for a
longer time due to residual dependency. Moreover, the post copy live migration
is not fault tolerant, as no consistent copy is available at the source PM. Though
apparently the post copy live migration gives a small downtime at the beginning,
eventually the services of the VM may not be available if a page fault occurs and
the demand page is received after a long time of request and the VM at the target
PM solely depends on that page.
Pre-copy Live Migration: In the pre-copy live migration [33, 104], the mem-
ory of the VM is iteratively copied to the target PM while its execution in the
source PM continues. When the remaining memory at the source PM has become
small enough to give negligible downtime or the number of iterations reaches its
maximum limit, the execution of the migrating VM on the source PM is stopped
and the rest of the memory and VM CPU states are transferred to the target PM
in the last iteration. Pre-copy live migration is executed mainly in three phases–
(1) memory copy phase, (2) iteration phase and (3) stop-and-copy phase. At the
beginning of migration, the entire memory of VM is transferred from the source
PM to the preselected target PM in memory copy phase, while its execution on
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the source PM continues. During the transfer of VM in memory copy phase, some
portion of the memory becomes modified. The modified memory is repeatedly
resent to the target PM through several iterations in the iteration phase. The
memory copy and iteration phases form the pre-copy phase. When the number of
pre-copy iterations reaches its maximum limit or any other termination criteria
is fulfilled, the VM stops its execution on the source PM and remaining memory
and CPU states are transferred to the target PM in stop-and-copy phase, giving a
small downtime. The migrated VM then relinquishes all the consumed resources
at source PM and starts its execution on the target PM. Figure 2.3 shows the
phases of pre-copy live migration. The pre-copy phase iterates indefinitely if a
termination criterion is not defined properly. Clark et al. [33] defined the follow-
ing migration termination criteria in their work: (1) if the pre-copy phase exceeds
29 iterations, (2) if the remaining memory on source PM becomes 256 KB or less.
Memory
copy phase
Stop and
 copy 
phase
Iterative phase
Pre-copy phase
Time
Figure 2.3: Migration phases
As pre-copy live migration does not possess residual dependency between
source and target PMs, the approach has become a common practice in today’s
data centers for various management works. The pre-copy approach is fault toler-
ant as well, because a consistent copy of migrating VM is always available at the
source PM until the VM is not resumed on the target PM. As there is no residual
dependency in pre-copy migration, less time is required to complete the migra-
tion and the source PM is released as soon as migration is completed. For these
reasons, pre-copy live migration is a widely acceptable VM migration technique
in data centers. This research considers the pre-copy live migration approach and
performance metrics of a live VM migration are measured based on this approach.
27
Chapter2. Background and Related Work
In the rest of this thesis by the live VM migration we specify the pre-copy live
migration approach unless otherwise stated.
Live Migration Performance Metrics: The performance of an application
residing in a VM is degraded during the period when migration takes place [133],
and a complete disruption of services occurs at the last iteration of migration [33].
Therefore, the performance of a live VM migration is characterized by two time-
related metrics - migration time and downtime. The migration time of a VM is the
time elapsed between the start of the migration and the time when the migrating
VM resumes its operation at target PM, terminating all of its dependency with
the source PM. Therefore, the migration time of a VM is equivalent to the time
required to complete all the three phases as shown in Figure 2.3. Though live VM
migration is an almost transparent phenomenon, a small downtime always exists.
The downtime is the time period for which the VM goes to down state and this
is eventually the duration of the stop-and-copy phase. Both the migration time
and downtime adversely affect the performance of the application executing on
the migrating VM [79, 133].
The performance of a live VM migration is, however, affected by three parameters–
VM memory size, memory modification rate and link bandwidth. A VM with
larger memory requires more time for transferring its memory to the target PM
for a given bandwidth. The higher the memory modification rate, which is the
amount of memory modified in a second, the more memory is required to resend in
the iterative phase, prolonging the migration time. The most dominating factor
that affects the performance of a live VM migration is the migration bandwidth,
which is the available bandwidth between the source and target PMs during mi-
gration. Migration bandwidth is inversely proportional to the migration time and
downtime. Akoush et al. [4] have shown the influence of bandwidth on the per-
formance of a live VM migration. The transfer rate of VM memory to the target
PM is slow when the migration takes place over a low speed link, and results in
longer migration time and downtime. On the other hand, the migration time and
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downtime are minimized for a high speed link. Thus, a larger VM with higher
memory modification rate requires a longer time to complete its migration over
a low speed link and results in a considerable amount of migration downtime as
well.
2.2 Research Methods
This section discusses the methods that will be used to address the identified
research problems in this thesis.
2.2.1 Heuristic Algorithms
The heuristic algorithms are commonly used technique in solving real-life prob-
lems within an acceptable computation time. A heuristic algorithm finds a rea-
sonable solution from a large solution space. The search of the heuristic algorithm
is guided by an objective function. The objective function can be designed for a
single objective or multiple objectives.
Consider a single objective optimization problem, one-dimensional bin packing
problem, where a fixed capacity bin is filled-up with the maximum number of
items [57]. The items to be placed in the bin are sorted in decreasing order of
their capacity requirements. Then the item with highest capacity requirement
is selected to place in the bin. If the highest capacity requirement item cannot
be placed, then the next highest capacity item is chosen to place in the bin. If
no such item is found, then backtracking is performed– the item with the least
capacity requirement that has already been placed in the bin is removed. This
process iterates until either the bin capacity is completely filled-up, or there exist
no more items that can be placed in or unplaced from the given bin. Thus the
one-dimensional bin packing heuristic maximizes the number of placed items in
the bin.
The heuristic algorithms are also applied in multiobjective optimization prob-
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lems. In this case, an objective function is defined to aggregate all the objectives
into a single objective value, and the solution is found that results in the best
aggregated objective value. Consider the case of a multiobjective minimization
problem, and the problem consists of a number of tasks (elements). Each of the
tasks to be assigned to a service unit (neighbor) while minimizing the aggregated
objective value. The heuristic technique selects each element at a time and is as-
signed to the neighbor that causes the minimum increase of aggregated objective
value. Thus, the heuristic algorithm finds the local optimum solution with less
computation time requirement. Due to being computationally inexpensive and
having the capability of providing a reasonable quality solution, many heuris-
tic algorithms have been developed to solve the problems of various domains
in computer science, e.g. traveling sales man problem [88], simulated annealing
algorithm [9], Tabu search [14], etc.
2.2.2 Evolutionary Algorithms
Evolutionary Algorithm (EA), a branch of Evolutionary Computation (EC), mim-
ics the process of natural evolution. The underlying idea behind the EAs is the
survival of the fittest, where for a given population of individuals, the environ-
mental pressure causes natural selection and only the fittest individuals survive
in the subsequent generations. The EA was first introduced in the late 1950s [15]
and later variants of it were developed. In addition to this, another EC approach,
Multiobjective Evolutionary Algorithm (MOEA) [128], has got significant atten-
tion to solve the optimization problems with multiple objectives. EC approaches
address the large and computationally complex problems by providing optimal
solutions. As this research deals with large and complex combinatorial optimiza-
tion problems, we have applied several EC approaches to solve the identified
research problems.
The three main streams of EAs are– Evolutionary Strategy (ES) [10], Evolu-
tionary Programming (EP) [71] and Genetic Algorithm (GA) [55]. These algo-
30
2.2 Research Methods
rithms differ mainly with respect to their genetic evolution procedures [44, 122].
In EAs, the generations are evolved through two genetic operators, namely,
crossover and mutation. In crossover, offspring are produced through recom-
bination of two chromosomes and the mutation produces offspring from one chro-
mosome. The GA produces most of the offspring in a new generation through
crossover, while a small portion of new offspring are generated through muta-
tion [137]. On the other hand, EP only uses mutation operator and the ES em-
phasizes the mutation compared to the crossover [114, 137, 142]. Usually in GA,
the individuals with good quality are more likely to be selected for crossover,
which consequently gives quick convergence with good quality solution in last
generation [83]. Furthermore, in ES and EP, some individuals are excluded from
being selected for reproduction, which consequently minimizes the chance of ex-
ploring the whole search space. In contrast, the GA assigns a nonzero selection
probability to each individual giving chance to each individual to be selected for
reproduction [122]. In addition to this, the GA uses the Elitism strategy, which is
absent in EP and ES, where a proportion of best individuals from current gener-
ation is copied to the next generation. The Elitism strategy ensures that the best
individuals are never lost [129]. Due to these improved genetic evolution strat-
egy and capability of producing good results, the GAs have confirmed their wide
applicability by a variety of fields like machine learning, control, automatic pro-
gramming, planning, etc. compared to the other EA approaches [114, 122]. With
this in mind and suitability of using the GA in terms of chromosome representa-
tion and applying genetic operators, we have chosen GA to solve our identified
research problems in this thesis.
In addition, this research considers the problems of multiobjective optimiza-
tion, and therefore, several MOEAs have been developed therefore. The MOEAs
that have been proposed and developed in this research are based on the Pareto-
based evolutionary algorithm [39]. The Pareto-based evolutionary algorithm pro-
vides a set of near optimal solutions where the solutions do not dominate each
other. In multiobjective optimization problem, the nondominated solution set
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contains the solutions where each solution is better compared to the other solu-
tions, at least for one objective. The following subsections give the brief overview
of the GA and Pareto-based evolutionary algorithm and their various components.
Genetic Algorithms
GA is a stochastic search method and was first developed by Holland [74]. The
GA is based on the natural biological evolution where the fitter individuals are
more likely to survive in a competitive environment. The GA operates on a
population of individuals where each individual in the population represents a
possible candidate solution of a given problem. The generation of the GA is
evolved through selection, recombination and mutation operations. GAs produce
acceptable solutions to the optimization problem from a large set of candidate
solutions where the traditional algorithms, for example, the heuristic algorithm,
generally fail. The GA has proven its acceptability in solving problems in various
domains including business, engineering and science [28].
Figure 2.4 illustrates the main steps of a classic GA. At the beginning, an
initial population is generated randomly or some heuristic algorithm is applied to
generate the initial population. The size of the population is determined by the
implementer, which is generally fixed. The population size plays a very important
role in the performance of the GA. A small size population may lead to poor sam-
pling and may fail to include the optimal solution. On the other hand, the larger
choice of a population size may contain unworthy solutions and the evaluation of
such solutions results in the increase of computation time. Therefore, the per-
formance of the GA largely depends on the right choice of population size. The
individuals in a population are collectively called a generation. The quality of the
candidate solutions in a generation are evaluated using a fitness function. The
fitness function evaluates each candidate solution against some objective criteria
and assigns a scalar value that reflects the quality of the solution. Then some
parents from the current generation are selected in a strategic way for repro-
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duction. The quality of the reproduced solutions, i.e. offspring, depends on the
quality of their parents. Usually the fitness values of the parents are accounted
for in the parents’ selection procedure. Then, genetic operators, for example,
crossover and mutation, are applied on the selected parents for reproduction. In
addition, an elitism strategy is usually applied as well in genetic evolution. The
newly generated individuals go through the same process until some predefined
stopping conditions are not met. The stopping criterion is generally a maximum
number of generations that should be explored. However, choosing only the num-
ber of generations as a termination criterion may not be useful. This is because
the optimal solutions can be obtained exploring a certain number of generations,
and further exploring the generations to reach the maximum generation count
results in poor utilization of computational resources. Therefore, more termina-
tion criteria, for example, the maximum number of unimproved generations, are
considered as well. Similar to the population size, the number of generations is
also an important parameter in the GA.
Although the GA exhibits a random search, the search process is guided to
the global optima by the fitness function. It avoids the search process to stack
into the local optima through reproduction and elitism strategy. In the following
subsections, we give the detailed descriptions of the various components of the
GA.
Components of a Classic Genetic Algorithm: The ability of a GA
to find the optimal solution depends on the implementation of its various com-
ponents. The main components of a GA are– representation, fitness function,
parents selection mechanism, genetic operators such as crossover and mutation,
and elitism. Below are the detailed descriptions of these components.
Representation: An individual in a population is represented by a finite-
length string of variables, which is defined as a chromosome [124]. The variables
of a chromosome are referred to as genes. The value of a gene is taken from a set
of values including the binary value, integer value and real-number value. The
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Figure 2.4: The basic steps of a classic GA
representation of a chromosome can be of two types– phenotype and genotype.
In the phenotype representation, the values of genes represent the actual deci-
sion variables. However, the most common representation of a chromosome is
genotype where a chromosome is an encoded solution. The offspring produced
through genetic operators on parent chromosomes may not be feasible, and there-
fore, the phenotype representation is not always possible. The encoded solution
is decoded to give the actual solution when the GA is terminated.
Fitness Function: The fitness function of a GA corresponds to the objective
function, which is the main way of evaluating the solutions. In multiobjective
optimization problem, the fitness function is usually the aggregation of multiple
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objectives. Different weights can be assigned to the objectives to give different
importance, or each objective can have same weight when they are treated equally.
Usually the more important objective is given more weight. The fitness value of
a chromosome determines how much worth it has compared to the all other
candidate solutions in the population. The solution with better fitness value is
allowed to breed or be copied to the next generation.
Parents Selection Mechanism: In each generation, a proportion of chro-
mosomes is selected to breed the next generation. There are various ways of
selecting these parent chromosomes. The most common approaches of parents
selection are: binary tournament selection [59] and roulette wheel selection [54].
In binary tournament selection, two arbitrarily selected chromosomes in the cur-
rent population are compared in their fitness values, and the chromosome with
better fitness value is chosen as the parent chromosome. On the other hand,
roulette wheel selection gives each chromosome an equal chance of being selected
as a parent chromosome. In this process, the chromosomes in the current popu-
lation are selected according their cumulative fitness values. A random number
is generated between 0 and the cumulative fitness value of the last chromosome.
The chromosome whose cumulative fitness value is greater than or equal to the
random number is selected as the parent chromosome.
Elitism: Elitism ensures that a certain portion of best solutions is never
lost during the optimization process due to random effects. In elitism strategy, a
predefined portion of current population is copied to the next generation. Elitism
strategy gives the generation convergence which indicates the GA terminates
when no further improvement of the solutions is possible.
Crossover: Crossover is a reproduction process, by which two parent chro-
mosomes are recombined to produce new offspring chromosome(s). The crossover
operation is analogous to the biological crossover where genetic materials of ho-
mologous chromosomes are exchanged. The offspring produced through crossover
operation of two parent chromosomes with diverse features, contain the desirable
features of the parent chromosomes.
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Several crossover operations can be employed onto the parent chromosomes
including one-point crossover, two-point crossover and uniform crossover [46].
Figure 2.5 represents a typical one-point crossover where parts at an arbitrary
point of two parent chromosomes are shared. In two-point crossover, randomly
selected two parts of the parent chromosomes are exchanged. On the other hand,
uniform crossover allows the exchange of each gene of the parent chromosomes
when a randomly generated number falls below a threshold value.
Crossover
Figure 2.5: A classic one-point crossover
Mutation: Mutation is a genetic operator that alters the values of certain
genes of a parent chromosome. Only a small percentage of genes are altered
to ensure that the good chromosomes are not changed entirely. The mutation
operation gives the probability of reproducing an offspring with better quality as
only a certain number of genes of a good chromosome are altered. Figure 2.6
illustrates a classic mutation operation.
Mutation
Mutation points
Figure 2.6: A classic mutation operation
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Pareto-based Evolutionary Algorithms
The research problems considered in this thesis attempt to optimize multiple ob-
jectives simultaneously. Therefore, the research problems become multiobjective
optimization problems, which are best addressed by the Multiobjective Optimiza-
tion Evolutionary Algorithm (MOEA) [34, 39]. Since the 1990s, the researchers in
this field have provided a significant number of prominent MOEAs, for example,
aggregation-based GA, MOGA [51], where an optimal solution is provided by ag-
gregating all the objectives in the fitness function; and Pareto-based Evolutionary
Algorithm, PAES [81], NSGA-II [38] and SPEA [150]. Among these, the Pareto-
based Evolutionary Algorithms, particularly the Strength Pareto Evolutionary
Algorithm (SPEA), have drawn ample attention in the community of MOEA re-
searchers. Many variants of SPEA, ISPEA [65], SPEA2 [151], SPEA2+ [80], have
been developed to solve the multiobjective optimization problems.
Pareto-based Evolutionary Algorithms provide a set of trade-off solutions in-
stead of a single solution, so that the user can choose the one that is suitable for
the designed problem. A solution is a decision vector and the quality of the so-
lution is attributed by the corresponding objective vector in the objective space.
The PEA maps a solution, Xi, in the solution space, X, to an objective vector,
Yi, in the objective space, Y . A solution is the decision vector and the corre-
sponding objective vector is the resultant outcome for that solution. Although
several solutions may exist in the search space, they all can be mapped to the
same objective vector, i.e. there exists only a single optimum in objective space.
Figure 2.7 depicts the mapping of a solution to an objective vector. A solution
represented by an unfilled circle is mapped to the corresponding objective vector
marked by a filled circle. The set of nondominated solutions, i.e. the trade-off
solutions, is called the Pareto set. Each of the nondominated solutions in the
Pareto set is superior to the other solutions in the Pareto set, at least for one
objective. The pictorial representation of the Pareto set is illustrated by drawing
a Pareto front. When the nondominated solutions are plotted in a graph and
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are connected, a Pareto front is generated. Figure 2.8 shows the Pareto set and
the Pareto front for a minimization problem of two objectives. In Figure 2.8, the
solutions represented by the filled circles, consist the Pareto set and the dotted
line that connects these filled circles forms the Pareto front. The dominated so-
lutions, which are represented by the unfilled circles, are dominated by some of
the solutions in the Pareto set.
Solution space, X Objective space, Y
Figure 2.7: Mapping of a solution to an objective vector
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Figure 2.8: Pareto set and Pareto front
In this research, we have applied the classic SPEA2 [151] and developed an-
other SPEA-based algorithm to solve the VM migration scheduling problem. The
SPEA uses the concept of strength of individuals in a population. The strength
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of a solution is defined as the number of solutions it dominates in the objec-
tive space. For example, the strength of the fourth nondominated solution in
Figure 2.8 is 4, as it dominates four solutions. The fitness value of a solution
depends on its strength, and the solution that is dominated by fewer solutions is
the most potential solution to choose. Therefore, in the SPEA, better solutions
get lower fitness values unlike in the GA, where better solutions get higher fitness
values. However, there can be a number of nondominated solutions with zero
fitness value. Therefore, other criteria are taken into consideration to calculate
the actual fitness values of such solutions.
The SPEA2 [151], has got significant attention in the field of MOEA. The
SPEA2 considers the density information to distinguish the nondominated solu-
tions. Some solutions in the dense area are assigned higher fitness values. One
of the keys of the SPEA2 is that a solution with higher fitness value is less likely
to be chosen. The solutions 1 to 5 in Figure 2.8 create a dense area; and if it is
required to reduce the size of the nondominated solutions set, then some solutions
from this dense area are discarded in the final solutions set while the density in-
formation is taken into consideration to calculate the fitness value. The density
phenomenon preserves the solution diversity. Other criteria, such as importance
of the objectives, can also be considered in the fitness value calculation. For ex-
ample, for the minimization problem in Figure 2.8, when each objective is given
equal importance, solutions 3 to 5 are more promising compared to the solutions
6 and 7, as they are close to the center and near to the x = y line. Solution 5
gives the minimum values to both the objectives and this solution is never lost
in this strategy.
The SPEA exploits the features of the GA to evolve the generations. A new
generation is obtained through the reproduction mechanism, as of the classic GA.
The parents for the genetic operations are chosen from a mating pool, which is
filled up by the better solutions in the current population. The mating pool is
generally filled up through the binary tournament approach. Another additional
feature of the SPEA2 is a fixed size archive. An archive in the SPEA2 is a storage
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that contains the set of best solutions preferably the nondominated solutions up to
the current generation. However, an environment selection procedure is invoked
if the archive size is overflowed or under-flowed. If the archive contains more
solutions than its allowable size then the less promising solutions are removed
from the archive to adjust the archive size. On the other hand, if the archive
contains fewer nondominated solutions than its predefined size, then the rest of
the archive is filled up by the dominated solutions with lower fitness values. The
basic steps of SPEA are shown in Algorithm 1.
Algorithm 1 Basic steps of SPEA
1: Generate an initial population
2: Calculate the fitness values of the solutions in the current population
3: Do environment selection
4: If stopping criterion is met, then output the solutions in the archive
5: Do the mating pool selection
6: Apply genetic operators
2.3 Related Work
This section reviews the current literature on VM management, VM placement
and VM migration scheduling.
2.3.1 VM Management in Data Centers
VM management is accomplished by dynamically placing the VMs onto the PMs
to minimize the data center energy consumption, efficient usage of data center
resources, and improve the application performance. Therefore, the VM man-
agement activity includes dynamically finding the VM placement plan and live
migrating the VMs to implement that placement. This section discusses the re-
search works that have been conducted to perform VM management work for
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different purposes, e.g. minimizing data center energy consumption, improving
the application performance. Both the non-evolutionary computation approaches
and evolutionary computation approaches have been employed for the VM man-
agement. Following subsections describe the current literature on VM manage-
ment.
Non-Evolutionary Computation Approaches
Hermenier et al. [61] proposed a consolidation manager, Entropy, for a homo-
geneous cluster, that performed dynamic VM consolidation based on constraint
programming; and at the same time minimized the migration cost to achieve a
target placement plan. The proposed Entropy worked in two phases– VMPP (VM
packing problem) and VMRP (VM replacement problem). In the first phase, the
Entropy found a feasible configuration that represented a feasible VM placement
plan, using the minimum number of PMs, i.e. an optimal placement plan. In
second phase, the Entropy tried to improve the configuration found by the VMPP
by minimizing the number of active PMs than that found in the VMPP phase,
and by minimizing the migration cost through minimizing the number of migra-
tions and parallelism of the migrations. A migration cost model was developed
that was based on the sizes of the migrating VMs and the degree of migration
parallelism. Parallelism of migrations minimized the possible delay of subsequent
migrations, and minimized the performance degradation of the co-hosted VMs
from where a VM migrated. In the VMRP phase, the Entropy calculated the
migration cost for the configuration provided by the VMPP. Then the Entropy
tried to improve the feasible configuration (VM placement plan) with respect to
the migration cost and number of active PMs. The proposed Entropy did not
account for energy consumption by PMs and switches. Though the cluster of
VMs were considered, their inter-dependencies were not counted and the inter-
VM traffic flow through the network for a VM placement plan was not considered.
The proposed Entropy considered the resource constraints (CPU and memory)
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of PMs, while the bandwidth constraint was ignored. In addition, the scheduling
of migrations was not consider in the proposed Entropy.
Wood et al. [138] developed a resource usage monitoring mechanism, Sand-
piper, to identify the hotspots and eliminate the hotspots by migrating the VM.
The monitoring engine was responsible for tracking the processor, network and
memory usages of each virtual server. It also tracked the total resource usage
on each PM by aggregating the usages of resident VMs. The monitoring engine
tracked the usage of each resource over a measurement interval and reported these
statistics to the control plane at the end of each interval. Sandpiper used both
black-box and gray-box approaches to monitor the changes of resource usage pat-
terns. Black-box was an explicit monitoring mechanism of Sandpiper; resource
usage statistics were obtained by control panel through external observation;
while gray-box approach was implicit, and provided more insight in prediction of
resource usage, the control panel acquire statistics of resource usage from the OS
of VM. Sandpiper used the time series to evaluate the resource usage pattern of
VM during its execution and based on this usage pattern, the future time was
identified when the resource demand would exceed the threshold and migration
was scheduled.
Xu et al. [143] proposed an automated VM management framework that used
a cross-layer control system to find dynamic mapping of VMs. The proposed
controller collected the information of power and thermal states from the plat-
form layer (physical layer), and the application performance information from
the virtualization layer to determine control actions such as when, which and
where VMs need to be moved. The proposed framework aimed to optimize three
objectives simultaneously– elimination of thermal hotspots, minimization of total
power consumption by PMs and achieving desired application performance. The
power consumption was minimized by switching-off the idle PMs. For each of
the objectives, a threshold was defined. The PMs that experienced resource con-
tention, thermal emergency and low energy efficiency were identified as hotspots.
The VMs from these hotspots were migrated. The selection of a VM for migration
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was based on the ratio of their CPU utilization to memory size (USR). The VM
with the largest value of USR was migrated to eliminate the hotspot. The re-
source utilization also took into account for VMs selection. The average resource
utilization of the VMs in a hotspot was calculated and the VM that exceeded
this average utilization was selected for migration to reduce resource contention.
Three utility functions, each corresponded to an objective, were taken into ac-
count to select the target PMs for migrated VMs. The value of each utility
function was normalized into [0 ∼ 1] range and combined to a single objective.
The PM that gave the highest value, assuming that VM was deployed on it, was
selected as the target PM. The performance of the proposed controller was eval-
uated against five metrics– total number of VM migrations, total time used for
VM migrations, total consumed power, total thermal violation period and total
resource usage violation period. The migration time was calculated in offline, i.e.
time required for offline migration. The other costs like downtime and migra-
tion data transfer were not considered. The power consumption by the network
element was not considered. The placement constraints were not counted.
Mann et al. [95] designed Remedy, a VM management framework that mi-
grated a VM, which caused minimum migration cost in terms of generated net-
work traffic during migration, to a target PM. The VM selector heuristic (VSH)
selected a VM for migration that would generate minimum migration data, de-
fined by VM size; had less number of communicating neighbors; and had less
input/output traffic. The target selector heuristic (TSH) selected a target PM
for the VM selected by the VSH based on the associate cost of migration, available
bandwidth for migration and network bandwidth balance achieved by a migra-
tion. Marzolla et al. [98] proposed an algorithm, V-MAN, that consolidated the
VMs in large cloud data centers. The objective of their work was to pack the VMs
into fewer PMs, so that data center energy consumption is minimized. The V-
MAN was decentralized approach where each PM shared its resource usage status
to some limited number of VMs, and based on the resource utilization into these
PMs the VMs, from the lightly loaded server were migrated to comparatively
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heavily loaded PMs.
Choi et al. [32] presented a learning framework that autonomously found and
adjusted thresholds at run time for different computing requirements and initiated
the specific VM migration so that wrong or inadequate decisions did not cause
unnecessary migrations that would adversely affect the overall performance. Choi
et al. showed that the learning approach was better than the fixed threshold-
based approach in performance improvement and resource utilization. A better
selection model was developed by Andreolini et al. [7]. Instead of selecting the
VM that has suddenly increased the resource demand, Andreolini et al. used
behavioral trend of the VM to identify whether the load state of a VM was
increasing, decreasing, oscillating or stabilizing. The goal of trend-based analysis
was to minimize the number of VMs that required migration. Once the set of
migrating VMs were found, the mappings of the VMs to the target PMs were
done using the classical greedy algorithm– the most onerous VM was allocated
to the less lightly loaded PM.
Hyser et al. [70] developed a prototype system based on a modified version of
the Simulated Annealing algorithm for autonomic VM placement. The developed
prototype controller leveraged the live VM migration technology for dynamic VM
placement to minimize the number of active PMs; balance the resource loads on
source and target PMs; and improve the application performance of a VM when
the VM experienced performance degradation due to resource contention in its
current PM. The work, however, was a motivation for the necessity of dynamic
VM placement; the placement costs and the migration costs associated to a VM
placement were not studied. Beloglazov et al. [21] proposed an adaptive heuris-
tics for dynamic VM consolidation that aimed to reduce energy consumption and
maintained a high level of adherence of the SLA. An SLA violation was occurred
when the CPU demands by the VMs exceeded the CPU capacity of their hosting
PM. However, only the CPU state was considered in determining SLA violation
and finding the placement of a VM; other resource constraints were not taken
into account. They considered the cost of live VM migration, which was enu-
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merated by migration time. However, the migration time was calculated as the
time required to transfer the entire VM memory for once; the memory modifica-
tion parameter was not taken into account. The inter-VM dependency was not
counted.
Evolutionary Computation Approaches
Gao et al. [52] proposed a multiobjective ant colony system (VMPACS) algo-
rithm for performing the VM management. The proposed VMPACS algorithm
minimized total resource wastage, which was the total of unused resources in
the PMs, and minimized power consumption by the PMs. While minimizing the
resource wastage, a minimum amount of resource was always made available in
the PMs to handle the migration and avoid the VM performance degradation.
The VMPACS algorithm provided a set of nondominated solutions (the Pareto
set). The evaluation of the VMPACS algorithm was carried out in a homogeneous
environment, i.e. each PM in the data center was of the same configuration in
terms of resource capacities and power profiles. Gao et al. did not consider the
inter-VM dependency among the VMs and power consumption by the network
elements (e.g. switches) was not accounted. The placement of a VM onto a PM
only considered the capacity constraints of the PM; the bandwidth constraint for
an interdependent VM was not considered. The migration costs that could be
incurred to obtain a target placement were not considered in taking a placement
decision of a VM.
Pires et al. [111] proposed a multiobjective memetic algorithm (MMA) to solve
the dynamic VM management while simultaneously optimizing three objectives–
energy consumption minimization, network traffic minimization and economical
revenue maximization. To minimize the energy consumption in the data center,
idle PMs were switched-off. The authors categorized the VMs into critical VMs,
for which mapping plans must be found to maximize the revenue; and noncrit-
ical VMs, for which finding the mapping plans were not mandatory. However,
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the author did not mention how to define VM criticality and how much benefit
could be achievable from a critical VM. The proposed MMA used a repair-based
approach, i.e. a solution that is not feasible, when some VMs could not be placed
into the PMs due to generation of random initial population or due to crossover
and mutation operations, was repaired to make it feasible. The output of the
MMA was a Pareto set. Though the inter-VM dependencies among the VMs
were considered in their work, the energy consumption by the network elements
to carry the inter-VM traffic was not accounted for. In addition, the migration
costs to attain a target VM placement were not considered.
2.3.2 VM Placement
The VM placement problem is related to answering the two questions– which
set of VMs should be migrated and where the selected VMs should be migrated.
Therefore, the VM placement problem is defined as finding the mapping of each
selected VM to a target PM. The selection of the sets of VMs and PMs requires
consideration of some criteria such that the new placement can be beneficial from
both the VMs, perspective and data center point of view. Following subsections
discuss the non-evolutionary computation approaches and evolutionary compu-
tation approaches that are available in the literature to solve the VM placement
problem.
Non-Evolutionary Computation Approaches
Bobroff et al. [25] developed a management algorithm, Measure-Forecast-Remap
(MFR), to predict the future resource demand by a VM. Bobroff et al. used the
time serious to forecast the future requirements and developed a model to measure
the gain factor of VM. This gain factor was used to identify the VM that can
be benefited by migration. For each resource type (CPU and memory), Bobroff
et al. analyzed the historical usage data and built a predictor that forecasted
the probability distribution of demand in future observation intervals. The VM
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which would exceed the resource usage of the PM was selected for migration.
Khanna et al. [76] proposed algorithms to resolve the Service Level Agreement
(SLA) violation by reallocating the VMs to PMs. The resource usage status
was collected from the resource monitor module, and if any VM reported SLA
violation then it was dynamically migrated on another PM to restore the SLA.
Ferreto et al. [50] showed the mapping of VM is necessary when there was a
change of load increase of that VM. They used the Boolean method to identify
the VMs whose load increased and no prediction model was developed to select
the VMs. Zhang et al. [147] depicted that the execution of an application is
partitioned into phases, where a phase was a set of time intervals having the
similar system-level of resource consumption behavior. The phase behavior of an
application in a VM was studied to predict the future demand of resources by a
phase using the data of historical runs to date and if resource requirements by a
phase exceeded the resource capacity of the PM, then migration was initiated.
Liu et al. [91] designed a performance model to estimate the migration cost of a
VM. The goal of their work was to find a set of VMs for migrations based on their
calculated migration costs. Liu et al. in their performance model considered three
live migration performance metrics– migration time, downtime and migration
data transfer; and energy consumption at the source and target PMs, due to a live
VM migration. All the four costs were normalized with respect to their maximum
values as observed during migration and the migration cost was calculated as the
weighted sum of the normalized values of each type of cost. Liu et al., however, in
their work did not consider the inter-VM dependency in calculating the migration
cost; and the VM placement plan, i.e. the target PMs for the selected VMs,
was not provided. These works found a set of VMs that could be benefited from
migrations, e.g. improvement of the application performance residing in the VMs.
The target PMs for these VMs, however, were not found, considering the energy
consumption cost and inter-VM traffic flow cost.
Bellur et al. [18] defined the VM placement problem as a multi-dimensional
bin packing problem. A bin corresponded to a PM and a dimension of the bin
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represented a resource type of the PM. The aim of their work was to minimize the
number of active PMs in the data center through the VM consolidation, and thus
minimize the data center power consumption. They proposed linear programming
and quadratic programming techniques to solve the VM placement problem. Wu
et al. [139] proposed a Simulated Annealing Virtual Machine Placement (SAVMP)
algorithm for energy-efficient VM placement. The aim of their work was to find
an initial VM placement plan minimizing the energy consumption by the PMs.
The SAVMP algorithm iteratively found the best feasible configuration, where
a configuration represented the mapping plan of each VM. At each iteration,
the SAVMP algorithm calculated the acceptance of a new configuration that
was measured by the energy consumption. If the new configuration resulted in
less energy consumption than the previous one, then the new configuration was
selected. A new configuration was obtained by randomly changing the mapping
of VMs. However, the approach did not consider the dynamic VM placement
and associated migration costs. In addition, the inter-VM dependency was not
accounted for in the VM placement decision.
Feller et al. [49] considered workload consolidation to reduce the power, and
accounted the problem as a multi-dimensional bin packing (MDBP) problem,
where the selection of target PMs was based on the availability of different types
of resources. Li et al. [86] considered the server consolidation as a bin packing
problem and the goal was to consolidate the server for energy saving. Verma et al.
in their articles [130, 131] developed algorithms to dynamically place the VMs
in order to minimize the data center energy consumption. All of these works
focused on minimization of the number of active PMs in a data center. Only
the PM side resource constraints (CPU resource and memory resource) were
considered, and the VMs were independent. However, inter-VM dependencies
need to be considered to find a set of candidate VMs and a set of target PMs
such that placement of VMs becomes optimal in terms of number of active PMs
and the amount of inter-VM traffic flow through the data center network.
In most of the research work on the VM placement problem, the energy con-
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sumption by the communication network was ignored. However, in a real data
center scenario correlated VMs are deployed in the data centers and a non-trivial
amount of energy is consumed by the communication devices, such as switches, to
communicate the VMs. Mann et al. [96] proposed a framework, VMFlow, for the
network-aware VM placement (NAVP) problem. Mann et al. proposed a heuristic
algorithm that maximized the network flow demand while minimizing the power
consumption by the network elements (e.g. switches). For a given demand, which
was defined by the amount of traffic flow between two dependent VMs, the VM-
Flow jointly performed the VM placement and flow routing path that required
minimum additional network power. The algorithm selected the demands one
after another, starting with a demand in descending order of the demand rates
and then did a flow assignment (or a path), which specified the amount of traffic
flow on every edge for every source-target, that gave minimum increase in the
total power of the network. Though the VMFlow considered dynamic VM place-
ment, the migration costs were not considered for a VM placement; and energy
consumption by the PMs was not counted.
Shrivastava et al. [117] proposed a heuristic algorithm, AppAware, that in-
corporated inter-VM dependencies, underlying network topology and server side
constraints (CPU, memory, storage) to take a migration decision. For a given set
of overloaded VMs, the AppAware found the placement plan for those VMs min-
imizing the data center network traffic. The approach placed the inter-dependent
VMs in close proximity and thus minimized the energy consumption in the data
center to some extent. However, the energy consumption cost was not explicitly
considered in the work; and the migration costs to obtain the target placement
was not accounted. Meng et al. [99] analyzed the traffic patterns among the VMs
and showed that the traffic patterns among the VMs varied largely. Meng et al.
proposed an approximation algorithm to solve the traffic-aware VM placement
problem (TVMPP) that placed the VMs with a high volume of traffic depen-
dency in close proximity, and thus increased the scalability of the data center.
The objective of the proposed approach was to minimize the aggregate traffic rates
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perceived by each switch. Moreover, Meng et al. [99] showed that the network
scalability for a particular traffic pattern depended on the network architecture.
However, they did not consider the energy consumption in the data center for a
traffic-aware VM placement.
Piao et al. [110] considered that the related data to an application can be
placed far away from the location of the PM in which the executing VM of the
application was deployed. The proposed VM placement approach placed the VMs
into the PMs that were in close proximity to the related data, to minimize the
data transfer time. However, if the data transfer time crossed a predefined thresh-
old due to the unstable network, the proposed VM migration policy triggered a
VM migration to migrate the VM to the PM that satisfied the data access time
constraint. The efficiency of the proposed approach was shown by the reduction
of average task completion time. However, the proposed dynamic VM placement
approach did not consider the migration costs and the data center energy con-
sumption cost. Chen et al. [30] proposed a framework, MWLAN (Migration With
Link And Node load consideration), which found a VM placement minimizing the
inter-VM traffic flow through the data center. However, they did not consider the
energy consumption and the migration costs. Vu et al. [134] proposed a traffic
and power-aware VM placement algorithm that minimized both the communica-
tion cost among the dependent VMs and data center energy cost simultaneously.
The approach placed two heavy-weight communication VMs on the same energy
efficient PM or two energy efficient PMs that were connected through an edge
switch. The proposed approach, however, did not count the migrations cost for
dynamic VM placement.
Chen et al. [31] proposed a load balancing method, RIAL (Resource Intensity
Aware Load balancing method), that considered the individual resource inten-
sities of a PM, which was the degree of demand of that type of resource, and
the communication between VMs. RIAL migrated out the VMs from a PM that
had low communication rates with other VMs in the same PM, and had high
consumption of high-intensity resources and low consumption of low-intensity re-
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sources. RIAL selected the target PMs that had high capacity on high-intensity
resources. RIAL minimized the number of migrations; reduced the time and cost
to achieve load balance; and minimized the VM performance degradation. RIAL,
however, did not consider the heterogeneities of VMs and PMs; and the energy
consumption in the data center for a VM placement was not considered.
An architecture, GreenCloud, proposed by Liu et al. [93], aimed to reduce
data center energy consumption while at the same time it guaranteed perfor-
mance of the VMs. Beloglazov et al. [20] proposed several heuristics for con-
tinuous optimization of VM placement. Their aim was to minimize the data
center energy consumption while ensuring the Quality of Services (QoS) of the
applications deployed on the VMs. Lim et al. [87] analyzed the server resource
utilization and performed the server consolidation to minimize the data center
energy consumption. While the server consolidation minimizes the data center
energy consumption, this may result in the performance degradation of the ap-
plication as the VMs compete for the resources on a server. Lim et al. in their
work [87] considered the SLA metric while performing the server consolidation.
They used a two-level buffering scheme– local buffer and global buffer, to reserve
an additional resource capacity while conducting the server consolidation. The
local buffer in each server reserved some resource capacity to deal with the dy-
namic workload change. Similarly, the global buffer shared its reserved resources
across the active servers to cope up with run-time change of resource demand.
Evolutionary Computation Approaches
Hu et al. [66] proposed a genetic algorithm for load balancing in a data center.
Hu et al. analyzed the execution history of a VM workload before allocating it
to a PM. Based on the VM resource requirements history, Hu et al. calculated
in advance the influence it would have on the whole system after deploying the
VM to a PM. They evaluated the effect of a VM placement by deploying it on
every PM and then chose the solution that would have the least influence on
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the system. In this way, the method developed by Hu et al. helped to find the
initial optimal placement of VMs, but did not provide the solution of dynamic
placement of VM. Nakada et al. [103] used the Genetic Algorithm to minimize
the number of running PMs through live migration of VMs and the VM from
the underutilized PM would be migrated to the PM that provided the required
resources of migrating VM.
The works [123, 140] considered both the energy consumption by the PMs and
the communication network in the data center for a VM placement plan. Wu et
al. [140] proposed a Genetic Algorithm (GA) to address the VM placement plan
that focused on minimizing the energy consumption by the PMS and switches. A
hybrid GA (HGA), which was an extension of the GA [140], was proposed in [123].
In contrast to the GA [140], the HGA used a repairing technique to convert
an infeasible solution into a feasible solution. In addition, a local optimization
technique used in the HGA improved the quality of solutions and converged the
HGA in a quicker time. However, the works [123, 140] showed the effectiveness
of the proposed approaches for static VM placement.
Xu et al. [144] formulated the VM placement problem as a multiobjective
optimization problem and proposed a multiobjective grouping genetic algorithm
(MGGA) that simultaneously minimized multiple conflicting objectives– the total
resource wastage, power consumption and thermal dissipation costs. Minimizing
the thermal dissipation meant keeping the CPU temperature within the safe
range. Concentrating the VMs into a minimum number of PMs results in min-
imization of resource wastage and power consumption, however, that can cause
heat imbalances and create hot spots. Their approach considered that the PMs
in the data center did not contain any VM. A local controller evaluated the re-
source requirements of a user’s application to guarantee a desired QoS and these
required resources were provided as a form of VM. A global controller then found
the placement for the VM requests. Thus, the approach proposed in [144] fo-
cused on initial VM placement. The placement decision was taken in such way
that residual resources of each type (CPU and memory) in the PM were left in a
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balanced way along different dimensions so that future VM requests could be met
by the PM. Power consumption was minimized by switching-off the idle PMs. Xu
et al. did not consider the inter-VM dependency and power consumption by the
network elements.
2.3.3 VM Migration Scheduling
This research has identified VM migration scheduling problem as a brand new
research problem and there was no migration scheduling algorithm when this
research was conducted. Most of the state-of-the-art research works on improv-
ing the VM performances, i.e. minimizing migration time and downtime, con-
centrated on a single independent VM. The following subsection illustrates the
non-evolutionary computation approaches for improving the VM migration per-
formances. The evolutionary computation approaches that are used in scheduling
problems in different domains have been presented as well.
Non-Evolutionary Computation Approaches
A bulk of studies is available in current literature that has focused on the im-
provement of migration performance of a single VM. Several efforts have been put
on minimizing the amount of memory transfer during a VM migration [72, 89, 90,
101, 120, 121, 149]. Jin et al. [72] proposed a novel memory-compression-based
VM migration approach (MECOM) to reduce the migration time, downtime and
migration data transfer. As the migration performance largely depends on the
volume of migration data transfer, the MECOM compressed the memory pages
before sending to the target PM to reduce memory data transfer. To minimize
the compression overhead and time, the multi-threading technique was used at
the source PM for parallelism of compression. However, the approach was devel-
oped for single VM migration. Svard et al. [120] proposed a delta compression
technique to minimize the migration data transfer. Svard et al. used the con-
cept that only a small portion of a memory page is modified and these modified
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pages were defined as delta pages. The changes of delta pages were compressed
before sending to the target PM. The performance of the compression algorithm
depends on the application characteristics and finding an optimal compression al-
gorithm was the main problem of the delta compression technique. The proposed
approach minimized the migration time and downtime of a single VM only.
Depending on the operating system and application type running on a VM,
it was assumed that some parts of the VM memory are modified more frequently
than other parts of the memory; and the idea of memory change PDF (Probability
Density Function) was used in [101] to identify the memory portion with less
probability of change. The less frequently modified portion of memory was sent to
the target PM in the pre-copy phase, resulting in less memory being transferred in
the pre-copy phase and a small amount of memory remaining in the stop-and-copy
phase. The proposed approach thus minimized migration time and downtime of a
VM. A similar work to [101] was proposed in [121], where less frequently modified
memory pages were sent first and the pages that were modified more frequently
were resent to the target PM in compressed form in the trail iterations. Thus, the
migration time and downtime of a VM were minimized. A checkpointing/recovery
and trace/replay approach (CR/TR-Motion) was proposed in [89, 90] to reduce
the amount of memory transfer during migration. The approach transferred the
execution trace file rather than dirty pages. As the total size of all log files was
smaller than the dirty pages, the migration time and migration downtime were
reduced significantly. Zhang et el. [149] studied the characteristics of VM memory
data during migration and found that a significant amount of duplicate data was
transferred during migration. They proposed a technique, Migration with Data
Deduplication (MDD), that exploited the self-similarity of VM memory pages and
minimized the migration data transfer by sending a copy of similar page. Thus,
the proposed approach reduced the migration time and downtime of a VM.
The effects of memory modification rate and bandwidth on the performance
of a VM migration have been investigated in [4, 33, 67]. Clark et al. [33] showed
the effect of workload type on the downtime of a VM migration and introduced
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the notion of a writable working set (WWS) (256 KB remaining VM memory
to transfer) as a termination criterion of the iterative pre-copy phase. Akoush
et al. [4] showed that a diabolic VM requires more time to finish the migration.
Huang et al. in their work [67] showed the effect of available network bandwidth
during the migration of VMs, where it was established that the higher availability
of network bandwidth during migration makes it faster than a slow network.
Huang et al. used RDMA (Remote Direct Memory Access) approach to provide
more network bandwidth to the migrating VM and transferring the VM memory
pages directly to the target PM without intervention of the source PM operating
system.
Akoush et al. [4] identified the network bandwidth as the key parameter that
largely affected the migration performance. Two simulation models were pro-
posed in [4] to predict migration time of a VM, and the influence of network
bandwidth on migration downtime and migration time was illustrated for various
types of workloads. Mathematical models for determining the lower and upper
bounds of migration time and migration downtime were given in [4]. Clark et
al. [33] introduced the adaptive rate limiting approach for bandwidth allocation
where migration bandwidth allocation was increased by 50 Mbps in each pre-copy
iteration to reach convergent state. Stage et al. [118] represented the dynamic
adaptation of bandwidth allocation to VM: when a high priority VM was triggered
for migration, more bandwidth was allocated to it by seizing the bandwidth from
a low priority VM. Mann et al. [97] proposed a migration framework, VMPatrol,
to predict the minimal bandwidth required for finishing a VM migration within a
given time while ensuring minimal interference to the other flows in the network.
Zhang et al. [148] in their work performed statistical analysis of page dirty rate to
provide models to calculate required migration bandwidth during pre-copy phase
and stop-and-copy phase for given migration time and downtime. The calculated
bandwidth for a phase, however, remained unchanged. No dynamic bandwidth
adaptation technique was employed to improve the parallel migration strategy.
In addition, only the identical-sized VMs were considered.
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Live VM migration is a resource intensive operation. Various performance
models were developed in [141] to predict the migration time of a VM. They
showed that various allocation of CPU at source PM and target PM depending
on workload type of VM affected the migration time. Liu et al. [92] studied the
impact of CPU allocation on migration time and downtime. It was illustrated
in [92] that the allocation of CPU was directly related to the type of workload
to be migrated and the allocation needed to be updated dynamically, depending
on the rate of page modification. A scheme, that more allocation of the CPU re-
source to the migrating VM with a trade-off of performance degradation of other
concurrent VMs resulted in faster finish of migration, was presented in [73]. Ma
et al. [94] introduced the notion of resource allocation at target PMs for the mi-
grating VM. The above works on live VM migration focussed on the improvement
of a single independent VM.
Ye et al. [145] studied various live migration strategies, e.g. sequential migra-
tion, parallel migration, using resource reservation technique at target PM. They
emphasized the necessity of advance resource reservation at target PM to avoid
migration failures due to the possibility of insufficient resources in the target PM.
The resource reservation in the target PM was implemented by temporarily creat-
ing VMs to occupy a certain amount of system resources (CPU and memory) for
the migrated VMs. To avoid workload performance degradation, the target PM
was chosen in such way that the migrated VM at target PM did not compete for
the resources. Parallel migration efficiency, i.e. the number of parallel migrations,
depended on the CPU availability at source PM. Therefore, Ye et al. sequenced
the VM migrations based on the VM memory sizes– the small-sized VM was
migrated first so that CPU availability increased at source PM in quicker time.
However, the work presented in [145] did not consider the inter-VM dependen-
cies; and each VM had same CPU and memory capacity. Virtual Cluster (VC)
migration was presented in [146], where a group of VMs that were configured
for a common purpose formed a VC. VMs from the same VC were migrated in
parallel with different granularities and with the increase of migration granularity
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(more VMs were migrated in parallel from a VC) more pressure was created on
network bandwidth, hence increased the migration times and downtimes of VMs.
Though Ye et al. considered the inter-VM dependency among the VMs in a VC,
the impact of inter-VM traffic flow on migration performance was not shown.
Kikuchi et al. [78] constructed a performance model of concurrent live mi-
grations from different PMs. The migration model proposed by Kikuchi did not
consider mutual migrations, i.e. the source PM cannot be target PM and vice
versa, and the migration requests arrived in each source PM at a certain rate
and this rate was the same for all source PMs. Therefore, the model proposed by
Kikuchi is periodic migration instead of dynamic migration. Sun et al. [119] devel-
oped different migration strategies (improved serial migration strategy, m mixed
migration strategy– combination of serial and parallel migrations) to minimize
total migration time and total downtime for multiple VMs migration. Though the
parallel migration strategy was accounted in their work, the dynamic bandwidth
adaptation strategy was not considered to improve the migration performance.
Moreover, the heterogeneity of VMs was not considered, i.e. the size of each VM
was the same and had the same memory modification rate.
Live gang migration of VMs was introduced in [42, 43] where multiple VMs
from the same PM were migrated in parallel. It was assumed that co-located VMs
had significant common content, giving the page similarity of VMs. Exploiting
this page similarity only a single copy of the identical page was transferred to
the target PM to reduce the network (migration) traffic and then this identical
page was copied to the memory pages of respective VM memory spaces. How-
ever, live gang migration [42, 43] improved the performance of live migrations
when VMs were migrated from the same PM to the same target PM. Inter-Rack
Live Migration (IRLM), an extension of [43] was presented in [41] for cross do-
main migration. The key observation of IRLM was the same to the live gang
migration except that the page similarity was scanned across a group of PMs in
the same rack. Both live gang migration and IRLM did not consider inter-VM
dependency. However, these works on multiple VMs migration did not provide
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any migration schedule to minimize total migration time and total downtime, and
heterogeneities of VMs were ignored in their experiments.
The above work on multiple VMs migration did not consider the scheduling
of migrations. A VM migration scheduling algorithm was developed in [53]. The
work proposed in [53] provided an algorithm to sequence the migrations of a given
number of VMs such that maximum number of VMs can be migrated. Ghorbani
et al. developed a heuristic algorithm that schedules the migrations of a set of
VMs based on a score [53], which is defined as the number of possible migrations
after the migration of a VM. The VM with the highest score is scheduled for
migration first. However, this work only considers sequential migration, but does
not consider parallel migrations of multiple VMs. The total migration time and
total downtime for a schedule were not considered in that work. In [85], Li et al.
showed that the migration sequence played a significant role in the overall perfor-
mance when multiple VMs needed to live migrate. The migration of VMs before
a diabolical VM would increase the migration time. Al-Haj et al. [6] developed a
VMM-Planner that provides a migration plan considering the temporal relations
among the VMs in each migration step. Al-Haj et al. considered a dependency
threshold, the interdependent VMs can only be certain physical links away in each
migration step, so that the security, capacity and dependency requirements of the
VMs were met. Their approach causes the increase in the number of migrations
as a VM has a chance to migrate to several intermediate PMs before reaching its
final target PM to meet the proximity requirements with its dependent VMs.
Nus et al. [107] proposed several algorithms to migrate a given number of VMs.
The objective of their work was to minimize total migration time by providing
a proper sequence of migrations. They considered that all the VMs in the data
center were to be migrated and the VMs were in a migration loop, i.e. migration
of a VM depended on the migration of a VM from its target PM. The migration
loop was broken by temporarily migrating a looped VM to a PM that took min-
imum migration time. The main assumption of their work was that migration
time of a VM was randomly chosen from a predefined range. However, in a real
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scenario, migration time of VM depends on the parameters of the VM, e.g. VM
memory size, memory modification rate and network bandwidth. Bari et al. [12]
proposed a migration sequencer (CQNCR), which is very close work to this re-
search, and that sequences the VM migrations so that total migration time and
total downtime are minimized. The proposed technique considered the inter-VM
dependency, the change of residual bandwidth, and maximized the number of par-
allel migrations. However, the CQNCR did not consider the dynamic bandwidth
adaptation strategy to improve the performances of VM migrations.
Breitgand et al. [27] developed a bandwidth allocation strategy in a shared
network to minimize migration time and downtime. The proposed strategy effi-
ciently allocated the bandwidth to a migration while ensuring that SLAs of other
network-bound operations were not violated. However, the proposed bandwidth
allocation strategy was developed for the case of a single VM migration. The
work did not consider any scheduling of migrations when multiple VMs needed
to be migrated.
Evolutionary Computation Approaches for Scheduling
In this research, the VMMSP has been identified as a brand new research problem,
and the existing evolutionary approaches for scheduling of other problems could
not be used to solve the VMMSP. Bennett et al. has proposed a Grid Com-
putation Scheduling (GCS) [23]. The GCS allocates a number of independent
jobs to a finite number of machines connected in a grid system such that total
completion time of these jobs is minimized. Bennett et al. used a hybrid Particle
Swarm Optimization (PSO) approach for the GCS, where a heuristic algorithm
is used with the traditional PSO for updating the positions. On the other hand,
the VMMSP schedules the migrations of interdependent VMs to their designated
target PMs so that total migration time and total downtime are minimized.
Nguyen et al. [105] proposed a genetic algorithm to solve the Order acceptance
and scheduling (OAS) problem. The goal of the work was to determine whether
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to accept or reject the customers’ orders based on the revenues of the orders
and optimization of the limited capacity of shop. However, the problem was
similar to job allocation problem and objectives were different from the VMMSP.
The Traveling Salesman Problem (TSP) is a very classic problem and has been
addressed by many heuristic algorithms and genetic algorithms. Chatterjee et
al. [29] proposed and developed a genetic algorithm to solve the TSP, where the
goal was to visit a given number of cities for once with traveling minimum total
distance. Though a number of evolutionary computation approaches are available
in the current literature to solve various kinds of scheduling problems, the nature
of the problems they solve and objectives are different from the VMMSP.
2.4 Chapter Summary
This chapter has presented the necessary background information of this research.
An overview of modern data centers has been given and the virtualization tech-
nology has been discussed. The detailed descriptions of the live VM migration
approaches that are available in the virtualized data centers have been also pre-
sented. This chapter has presented the methods that will be used to address the
identified research problems in this thesis. The related work has been discussed
in detail in this chapter. The literature survey has explicitly identified following
research gaps in the state-of-the-art approaches–
• Most of the current research works on VM placement do not consider the
heterogeneity of PMs and thus reduce the energy consumption in the data
centers by minimizing the number of active PMs.
• A very small number of research works account the inter-VM dependency
and energy consumption by the switches for inter-VM traffic flow through
the data center. However, there is no work that considers the data center
energy consumption cost, inter-VM traffic flow cost and migration costs
simultaneously in finding a new VM placement plan.
60
2.4 Chapter Summary
• Current approach of minimizing the migration costs is to minimize the
number of VM migrations. The assumption is that VMs are homogeneous
type and each migration incurs same cost.
• A number of research works, however, consider the heterogeneity of the
VMs and calculate the total migration time and total migration data trans-
fer costs in selecting the migrating VMs. Nevertheless, these costs are
calculated in offline– costs are calculated for transferring the entire VM
memory once. Therefore, these works only account the VM memory sizes
in selecting the VMs for migrations. The memory modification rate of the
VM is not considered in calculating the migration costs.
• The state-of-the-art research works on VM migration focus on the improve-
ment of migration performance of a single independent VM. A very few
number of research works have considered the scheduling of migrations,
those however, do not consider the resultant total migration time and total
downtime when providing a schedule.
• Moreover, there is a lack of availability of a dynamic bandwidth adaptation
strategy, which significantly minimizes the total migration time and the
total downtime for migrating a number of VMs.
• There is no complete VM management framework in the current literature
that automates the dynamic placement of VMs considering the placement
costs and migration costs.
Identifying the aforementioned potential research gaps, this thesis will tackle
these limitations in three major contributing chapters. Chapter 3 will address the
issues relevant to the VM placement problem. In that chapter, the various cost
models will be developed; and a heuristic algorithm and a genetic algorithm will
be proposed and developed to tackle the issues associated to the VM placement
problem. Chapter 4 will propose and develop a heuristic algorithm and several
61
Chapter2. Background and Related Work
evolutionary algorithms that will schedule the migrations of a number of VMs
giving minimum total migration time and total downtime. The chapter will also
propose and develop a dynamic bandwidth adaptation algorithm to improve the
performances of migrations. A VM management framework will be proposed and
developed in Chapter 5 for dynamic management of VMs minimizing both the
placement costs and migration costs.
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Chapter 3
Virtual Machine Placement
Problem
Virtual Machine (VM) is the most promising paradigm in today’s data centers
for providing services to end users. The applications, either composite or atomic,
deployed in the data centers are executed by the VMs. These VMs, however,
may increase their resource requirements over time, which results in overloaded
situations of some PMs. As a result, the current optimal placement of VMs may
not remain optimal any more, and a new placement plan is required to optimize
the PMs’ resource usages and to minimize the costs that are incurred in the new
placement as well. The modern data centers possess autonomous VM placement
techniques to optimize the data centers’ resource usages [138]. The existing VM
placement strategies focus to minimize some specific types of cost, e.g. data
center energy consumption cost, in the new VM placement. The other types
of cost, e.g. migration downtime, incurred to obtain the new placement, have
not been studied in depth in the present VM placement methods. This chapter
precisely formulates the VM placement problem (VMPP) accounting the costs–
energy consumption cost, inter-VM traffic flow cost, total migration data transfer
cost and total downtime cost, that could be incurred for a new VM placement
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plan. The formulated VMPP has been addressed by a heuristic algorithm and
an evolutionary algorithm, and the experimental studies illustrate that efficiency
and scalability of the proposed algorithms.
The organization of this chapter is as follows. The following section gives
a background description of the problem and finds the potential gaps in exist-
ing VM placement strategies. Section 3.2 presents various mathematical models
of VM placement problem. Section 3.3 formulates the VM placement problem.
Section 3.4 presents the heuristic algorithm. Section 3.5 details the evolution-
ary algorithm. Section 3.6 discusses the evaluation results. Finally, section 3.7
concludes the chapter.
3.1 Introduction
Today’s data centers have gained significant benefit from the advent of virtual-
ization. Virtualization improves the data centers’ resource utilization, provides
application isolation and movability. Through virtualization a number of VMs,
are created on the top of a PM multiplexing its resources. These VMs are the
key service units for the applications deployed in the data centers. However, the
applications deployed in the VMs dynamically fluctuate their resource require-
ments. To mitigate the change of resource requirements, the VMs need to be
migrated from their source PMs. However, a new VM placement needs to be
done in a strategic way so that data centers resource utilization are optimized,
and the costs that incurred in obtaining the new VM placement are minimized.
One of most crucial factors of VM placement is the energy consumption in the
data centers due to a VM placement. The data center energy consumption de-
pends on the utilization of the processing elements of PMs and network elements
(e.g. switches). A scatter placement of VMs results in CPU under-utilization and
consequently increases the energy consumption. A study by Le et al. reveals that
the energy costs in a data center at its average utilization is more than $15M per
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year [84]. An extensive research study has been conducted to optimize the data
center resource usages, aiming at minimizing the data center energy consump-
tion. While energy consumption cost is treated as the most vital factor in VM
placement, inter-VM traffic flow through the data center due to a new VM place-
ment also plays an important role in the VM placement decision. A data center
hosts heterogeneous applications including large enterprise applications, scientific
applications. The VMs that execute the components of such a composite appli-
cation exhibit a significant amount of traffic flow among them. The inter-VM
traffic flow through the data center increases when the dependent components of
a composite application are deployed in the VMs, which are in network distant.
Therefore, an arbitrary placement of VMs may result in network congestion due
to the inter-VM traffic flow through the data center network. The motivation
example given in Chapter 1 have depicted, how a VM placement plan decision
affects the energy consumption cost and inter-VM traffic flow cost in a data cen-
ter. While some works [99, 117] considered the traffic-aware VM placement, the
energy consumption cost was ignored in those work. A new VM placement is
obtained through the live migration of a number of VMs. The migration of a
VM is accomplished through iteratively copying its memory to target PM, which
consequently results in network congestion due to transfer of a significant amount
of VM memory. Moreover, each migration gives some downtime that can be ex-
perienced by the user of the VM. As a result, obtaining a new VM placement plan
is required to find an appropriate set of VMs and target PMs for them so that
the migration costs are minimized as well, along with the energy consumption
cost and inter-VM traffic flow cost.
In the past few years, the VM placement problem (VMPP) has been studied
intensively and many algorithms for the VMPP have been proposed. However,
those proposed VM placement algorithms do not widely consider the costs asso-
ciated to a new VM placement, and therefore, have been merely used in today’s
data centers. This chapter finds the potential gaps in the existing VM place-
ment approaches and defines the VMPP more precisely. Two categories of costs–
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(1) Placement costs, which are measured from data center perspective for a new
placement plan and (2) Migration costs that incur in the VMs to obtain a new
VM placement, have been identified. Data center energy consumption cost and
total inter-VM traffic flow cost are the placement costs. On the other hand, total
migration downtime and migration data transfer are considered as the migration
costs. We have proposed and developed a heuristic algorithm, Cost-aware VM
placement (CVP), to solve the VMPP. As the VMPP is a NP-hard problem, a ge-
netic algorithm, Penalty-based GA, have been proposed and developed as well to
tackle the VMPP. We have evaluated the developed algorithms through compre-
hensive experimental study and the experimental results show that the CVP and
Penalty-based GA produce solutions minimizing all the four costs– total energy
consumption cost, total inter-VM traffic flow cost, total downtime cost and total
migration data transfer, compared to the three well-known heuristic algorithms
of VM placement.
3.2 Fundamentals
The optimal VM placement is characterized by two types of costs– (1) Migration
costs and (2) Placement costs. The migration costs of a live VM migration are
the associated costs that incur for the migration. During a live VM migration a
significant amount of memory needs to be copied to the target PM. Moreover,
the migration data that is generated due to the transfer of VM memory, increases
the network congestion to some extent, which adversely affects the other network
bound applications [133]. As a result, identifying the appropriate VMs, with the
possibility of generating small migration data for migrations in the aim of mini-
mizing migration cost, is necessary. In addition to this, another migration cost,
migration downtime, is associated with each live VM migration. Albeit downtime
of a live VM migration is negligible from the user perspective, a small downtime
always exists for each live VM migration [33]. This downtime has a nontrivial ef-
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fect on the performance of a composite application [79]. The migration downtime
depends on the VM workload characteristics and the link bandwidth. Therefore,
it becomes an essential need to select the VMs for migration that will cause small
migration downtimes. The migration costs– total migration data transfer and
total downtime, of a VM placement plan depend on the migration costs of each
VM for which a new mapping is required. Thus, to attain a significant benefit
from the new VM placement it is required to select the VMs with less migration
costs.
On the other hand, placement costs are measured from the data center point of
view. Two metrics– total energy consumption in the data center and total inter-
VM traffic flow through the data center network due to the new VM placement
plan are accounted to evaluate the placement costs. When two dependent VMs
are placed in a network distance, i.e. in two distinct PMs, a data flow takes
place between these VMs. Therefore, an arbitrary placement of VMs may result
in a large amount of inter-VM traffic flow through the data center, e.g. when
the data dependent VMs are placed at the far most network distance. A PM in
the data center consumes energy depending on its CPU utilization. Therefore, a
scatter placement of the VMs increases the chance of more energy consumption
in the data center. Furthermore, when two dependent VMs are placed into two
different PMs, not only an inter-VM traffic flow takes place through the data
center network, but energy is consumed by the network elements, e.g. switches,
as well, to carry the communication traffic. This results in the necessity of finding
the appropriate target PM for each and every VM in the data center such that
both the data center energy consumption and inter-VM traffic flow through the
data center are minimized.
As a result, to gain a significant benefit from the new VM placement, all the
above mentioned costs need to be minimized. The following subsections give the
various analytical models to measure these costs.
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Migration Data Transfer: A live VM migration is completed through iter-
atively copying its memory from the source PM to its designated target PM,
which incurs some migration data transfer between the source and target PMs.
Suppose a VM, vmi, with memory size, mvmi and a memory modification rate,
fvmi , is migrated from its source PM to a target PM. Let the available bandwidth
between the source and target PMs that is allocated to vmi during the migration
be bvmi . Then the time required to copy the entire memory in its first iteration
is,
mvmi
bvmi
. Therefore, during the copying of mvmi amount of memory to the tar-
get PM,
(
mvmi × fvmibvmi
)
amount of memory becomes modified in the source PM,
which needs to be transferred in the second iteration. Following this strategy, the
memory required to be resent to the target PM in the k-th iteration follows the
model given by Equation 3.1.
rkvmi =
[
mvmi ×
(
fvmi
bvmi
)k]
, bvmi > fvmi (3.1)
If the number of iterations required to complete this migration is limited
to n, then migration data transfer in all iterative copy phases is calculated as
n∑
k=1
mvmi ×
(
fvmi
bvmi
)(k−1)
. This follows a geometric series and the mathematical
model to calculate the amount of migration data transfer is given by Equation 3.2,
in the light of the model proposed in [95]:
δvmi =

min
mvmi × 1−
(
fvmi
bvmi
)n
1−
(
fvmi
bvmi
) , 5×mvmi
 if bvmi > fvmi
mvmi otherwise
(3.2)
where 5×mvmi is the upper bound of migration data transfer for a live VM
migration defined by Akoush et al. in [4].
Migration Downtime: Though the downtime of a live VM migration is ap-
parently zero from an end user point of view, from the internal perspective a
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small downtime still exists for any live VM migration. The downtime of a live
VM migration negatively affects the performance of the application residing in
the VM [79]. The migration downtime of a VM, vmi, is the time required to
transfer the remaining modified memory from the source PM to the target PM
in the last iteration. If vmi is allowed n number of iterations to complete its
migration, then migration downtime is the duration to transfer the memory that
is modified in the (n− 1)-th iteration. For a given bandwidth, bvmi , at the n-th
iteration, Equation 3.3 calculates the downtime of vmi using the model given by
Equation 3.1.
tdvmi =
{
mvmi×(fvmi )n−1
(bvmi )
n if bvmi > fvmi
mvmi
bvmi
otherwise
(3.3)
Data Center Energy Consumption: Two types of nodes– PMs and switches,
consume the energy in a data center. The energy consumption by a node depends
on the utilization of its component, which is determined by its capacity and
current load. Let Capacityκνi and Load
κ
νi
be respectively the capacity and load of
κ-type of a node, νi, in the data center, where each node, νi, is either a PM or a
switch. Then the utilization of the κ-type resource in νi is calculated as follows:
µκνi =
Loadκνi
Capacityκνi
(3.4)
The load on a switch at a particular time is defined as the amount of traffic
that passes through the switch at that time and the capacity of a switch is the
maximum amount of traffic that can pass through the switch. On the other hand,
the load on PM of a κ-type resource indicates the total amount of resource of that
type required by the VMs deployed on that PM and given by following equation
Loadκpmj =
∑
∀vmi∈Vpmj
ResourceRequirementκvmi (3.5)
where ResourceRequirementκvmi is the amount of κ-type resource required by
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vmi deployed in a PM, pmj. Two types of resources in a PM, namely, CPU and
memory resources, have been assumed in this research.
In a data center, each node, νi, consumes some energy whether it is in uti-
lization or in idle state, unless it is switched-off. The energy consumption by νi
is calculated using the model proposed in [22] as follows:
Eνi = (ε
max
νi
− εidleνi )× µκνi + εidleνi (3.6)
where Eνi is the energy consumed by νi, ε
max
νi
and εidleνi are respectively the
energy consumption of νi in full utilization and in idle state, and µ
κ
νi
is the uti-
lization of κ-type resource in νi. In a PM, however, only the CPU utilization
results in energy consumption.
An idle PM consumes about 70% of peak energy [48]. Therefore, in this
research, the energy consumption in a data center is minimized by switching-off
the non-utilized nodes. Therefore, the mathematical model to calculate energy
consumption by a node, νi ∈ P ∪W , when it is in utilization or switched-off, is
given by Equation 3.7.
Eνi = (ε
max
νi
− εidleνi )× µκνi + εidleνi × dµκνie (3.7)
where d.e is the ceiling function. Equation 3.7 ensures that a node, νi, with-
out utilization, is switched-off. In this research, energy consumption by a νi is
calculated using the model given by Equation 3.7.
Inter-VM Traffic Flow: This research work considers the inter-VM traffic
flow among the dependent VMs, therefore, only data dependency among the
VMs has been considered. The data flow for other types of dependencies, e.g.
control dependency, is negligible. An inter-VM traffic flow takes place through
the data center network when two dependent VMs are deployed in two different
PMs. Let tierst be the network topology distance between two PMs, pms and
pmt. A topology distance of a pair of PMs is the number of network tiers required
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to connect these PMs. For example, in Figure 1.3, the topology distance between
pm1 and pm3 is two, i.e. tier13 = 2. Suppose dij is the amount of traffic flow
between two dependent VMs, vmi and vmj, and the VMs are placed in two
distinct PMs, pms and pmt, respectively. The placement of vmi onto a PM, pmk,
is denoted as vmi ∈ Vpmk . Then the inter-VM traffic flow between pms and pmt
through the data center network for the VMs vmi and vmj, is 2 × dij × tierst.
Thus, the total inter-VM traffic flow through the data center network between
pms and pmt for all VMs residing in these PMs, is calculated using Equation 3.8.
τst = 2× tierst ×
∑
∀vmi∈Vpms
∑
∀vmj∈Vpmt
dij (3.8)
3.3 Problem Formulation
Given a data center network that consists of a set of PMs and a set of switches;
the communication links, with their bandwidth capacities, connecting these PMs
and switches; the energy consumption attributes of PMs and switches; the set of
VMs deployed on the PMs; the current placement of VMs; the resource capacities
and resource requirements of PMs and VMs; the inter-VM dependencies among
the VMs represented by a graph, it is to find an optimal placement of VMs such
that total downtime, total migration data transfer, total energy consumption
and total inter-VM traffic flow through the data center network are minimized,
while satisfying the resource constraints. These inputs, constraints, output and
objectives are mathematically formulated as follows:
Inputs:
1. A data center network, represented by an weighted undirected graph, GD =
〈P ∪W,L〉, where
(i) P = {pmi}, 1 ≤ i ≤ |P |, is the set of PMs. Each pmi is attributed by
its initial CPU and memory capacities, CPU cappmi and RAM
cap
pmi
respec-
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tively, and its consumed CPU and memory, CPU loadpmi and RAM
load
pmi
respectively.
(ii) W = {swi} 1 ≤ i ≤ |W |, is the set of switches in the data center
that form the network communication topology connecting the PMs
in P . The configuration of a swi is attributed by its total bandwidth
capacity, BW capswi , which is the maximum amount of traffic that can
pass through it. The load on swi, BW
load
swi
, is the amount of traffic
that passes through swi at any particular time.
(iii) L = {lij}, i 6= j, is the set of communication links that connect the
nodes of P ∪W . Each link, lij, corresponds to a bandwidth function,
Bνi,νj : lij → R+, that represents the amount of data flow between
νi ∈ P ∪W and νj ∈ P ∪W , i 6= j.
2. A VDC, represented by an weighted undirected graph, GV = 〈V,E〉, where
(i) V = {vmi}, is the set of |V | VMs, where a vmi is characterized by
its CPU requirement, CPU reqvmi , memory requirement, RAM
req
vmi
and
memory modification rate, fvmi .
(ii) E = |V | × |V | is a matrix that represents the inter-VM data depen-
dency. An element, eij ∈ {0, 1}, of E represents the data dependency
between vmi and vmj:
eij =
{
1 if there is inter-VM traffic flow between vmi and vmj
0 otherwise
Each edge eij is mapped to a non-negative value, dij, which represents
the amount of inter-VM traffic flow between vmi and vmj, i.e. dij ∈
R+.
3. The current placement of VMs, ψinitial =
⋃
Vpmj , where Vpmj is the set of
VMs deployed on pmj and 1 ≤ j ≤ |P |.
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Objectives: To find the optimal VM placement plan, ψoptimal =
⋃
Vpmj , such
that the following associated costs are minimized, i.e. minimize
M =
∑
∀vmi
δvmi (3.9)
Td =
∑
∀vmi
tdvmi (3.10)
D =
∑
∀(pmi,pmj)
τij (3.11)
Etotal =
|P |+|W |∑
i=1
Eνi (3.12)
Constraints: The placement of vmi into pmj is subject to satisfaction of the
resource constraints and bandwidth constraint of pmj. To place vmi into pmj each
type of resource requirement of vmi must be satisfied by the available resource
of pmj.
1. PMs resource constraints: The placement of a vmi onto any pmj is sub-
ject to the available resources (CPU and memory) of pmj at that time.
Equations 3.13 and 3.14 represent the CPU and memory constraints for all
VMs:
∀vmi ∈ Vpmj , ∀pmj ∈ P, µCPUpmj ≤ 1 (3.13)
∀vmi ∈ Vpmj , ∀pmj ∈ P, µRAMpmj ≤ 1 (3.14)
2. Bandwidth constraint: The migration of vmi from pms to pmt due to a
new VM placement plan is subject to the bandwidth constraint of each and
every link that constructs the path between pms and pmt. Equation 3.15
represents the bandwidth constraint for all VMs:
73
Chapter3. Virtual Machine Placement Problem
∀vmi ∈ Vpmt , ∀vmj ∈ Vpmk , dij ≤ Bpmk,pmt (3.15)
Output: A set of 3-tuples, X = {〈vmi, pms, pmt〉}, that represents the mapping
of vmi from its source pms to target pmt in optimal VM placement plan, ψoptimal.
3.4 A Heuristic Algorithm for the VMPP
We propose and develop a cost-aware heuristic algorithm, Cost-aware VM Place-
ment (CVP), to solve the VMPP. The CVP calculates the costs of placing a VM
to every feasible PM in the data center. A feasible PM for a VM is the PM that
meets the all resource requirements of the VM. An objective function determines
the suitability of placing a VM to a PM by assigning a scalar value against each
placement, accounting for all the costs. The PM that results in minimum costs
calculated by the objective function is the most feasible PM for that VM. In this
way, the CVP finds the placement for each and every VM in the data center
giving minimum costs. The following subsections describe the costs associated
to the placement of a VM and objective function calculation procedures and the
CVP in details.
3.4.1 Costs Calculation for the CVP
As mentioned before, the mapping of a VM into a PM, incurs two types of costs–
migration costs and placement costs. The following subsections describe the
computation procedure of these costs for the CVP.
Migration Costs
The migration of a VM, vmi, from its source PM results in two costs– the volume
of migration data transfer and downtime. These costs, however, are zero when
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the vmi can be retained in its source PM. Equations 3.2 and 3.3 respectively cal-
culate the migration data transfer and downtime costs when the vmi is migrated.
Equations 3.2 and 3.3 indicate that for a given bandwidth to a migration, both
the migration costs depend on the allowed number of iterations to the migration.
The number of iterations required for a migration is determined by the several
migration termination conditions. Table 3.1 specifies the migration termination
criteria that have been used in this research [4, 33]. The number of iterations
to a migration is the minimum number of iterations required to fulfill any of the
criteria in Table 3.1.
Table 3.1: Migration termination criteria
Migration termination criteria Value
Maximum number of iterations 30
Remaining memory on the source PM 256 KB
Maximum amount migration data
transfer
5 times of VM memory, i.e. 5×mvmi
Placement Costs
The placement costs measure the gains that the data center can achieve from
the new VM placement plan. The change of energy consumption and bandwidth
congestion due to inter-VM traffic flow are the two factors that evaluate the gain
of a new VM placement.
Change of Energy Consumption Cost: The change of load status in a node,
νi ∈ P ∪W , results in a change of energy consumption in νi. When the load in
νi changes, the resultant energy consumption for the new load is calculated using
Equation 3.7. Suppose Enewνi and E
old
νi
are respectively the new and previous energy
consumption of νi due to load change. Then the change of energy consumption
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in νi is calculated as follows:
Eνi = E
new
νi
− Eoldνi (3.16)
The change of energy consumption in pmi is occurred for its CPU load change
and the change of inter-VM traffic flow through swi changes its load status. The
change of energy consumption, Eνi , calculated using Equation 3.16, can have both
positive and negative values. When the load on νi is increased, more energy is
consumed by νi giving a positive value of Eνi . On the other hand, Eνi becomes
negative for a reduced load in νi.
It is assumed that the inter-VM traffic flow rate between any pair of depen-
dent VMs does not change and a VM cluster remains unchanged throughout the
execution. Therefore, if the new resource requirements (CPU and memory) of a
VM can be met by its source PM, pms, and the VM is not migrated, then the
loads on switches do not change, and the change of energy consumption in the
data center is only for the change of energy consumption in pms, calculated by
Equation 3.16. Thus, when a VM can retain in its current PM, pms, the en-
ergy consumption cost is equal to the changed energy consumption in pms and
represented by Equation 3.17.
ς = Epms (3.17)
On the other hand, when a VM, vmi, is migrated from pms to pmt, vmi
releases its resources at pms and consumes resources at pmt. Therefore, the
changes of energy consumption occur in both pms and pmt, which are calculated
using Equation 3.16. In addition to this, the migration of an interdependent vmi
causes a change of inter-VM traffic flow in the data center, which consequently
changes the loads in some switches. In this research, we calculate the change
of energy consumption in switches due to the change of inter-VM traffic flow
through the switches; the change of energy consumption for other types of traffic
is not calculated. Suppose the loads in a set of switches, Waffected, are changed
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due to the migration of an interdependent VM. Then the change of data center
energy consumption due to the migration of an interdependent VM from pms to
pmt is calculated using Equation 3.18.
ς = Epms + Epmt +
∑
∀swi∈Waffected
Eswi (3.18)
The value of ς, however, can be positive or negative. When a VM is migrated
from a less energy efficient PM to a more energy efficient PM and to the close
proximity of its dependent VMs, then data center energy consumption is reduced,
giving a negative value of ς.
Change of Inter-VM Traffic Flow Cost: When vmi is migrated from pms
to pmt, a change of inter-VM traffic flow through the data center network occurs
due to its dependency with other VMs deployed in different PMs. Equation 3.19
calculates the change of inter-VM traffic flow due to the migration of vmi.
ϕvmi = 2×
 ∑
∀vmj∈Vpms ,eij=1
dij −
∑
∀vmj∈Vpmt ,eij=1
dij
× tierst
+
∑
∀vmj∈Vpmk ,k 6=s,k 6=t,eij=1
2× dij × (tiertk − tiersk)
(3.19)
The migration is beneficial, i.e. ϕvmi < 0, when vmi is migrated to the close
proximity of its dependent; and the migration is costly when the vmi is migrated
to a farthest away from its dependent VMs. Therefore, the value of ϕvmi is any
number from the real number set, i.e. ϕvmi ∈ R.
Proof : Let a1 be the total inter-VM traffic between migrating VM, vmi, and
the VMs, vmj, residing on source PM, pms, i.e. a1 =
∑
∀vmj∈Vpms ,eij=1
dij; b1 be
the inter-VM traffic between vmi and the VMs residing on any PM (including
the target PM, pmt) in the network other than pms; dvmi be the total inter-VM
traffic flow between vmi and its all interdependent VMs, i.e. dvmi = a1 + b1. Let
Cost(vmi, pms) be the change (increase or decrease) of inter-VM traffic flow on a
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link between pms and pmt, for the VMs in pms and pmt, then Cost(vmi, pms) =
a1 − b1, which results in the following equation–
Cost(vmi, pms) = 2×
∑
∀vmj∈Vpms ,eij=1
dij − dvmi (3.20)
Suppose a2 be the total inter-VM traffic between vmi and the VMs residing
on any PM (including pms) in the network other than pmt; b2 be the inter-VM
traffic between vmi and the VMs, vmj, residing on pmt, i.e b2 =
∑
∀vmj∈Vpmt ,eij=1
dij.
Then dvmi = a2 + b2. Let Cost(vmi, pmt) be the additional change (increase or
decrease) of inter-VM traffic flow on a link between pms and pmt, for the VMs
in pms and pmt, then Cost(vmi, pmt) = a2 − b2, which results in the following
equation–
Cost(vmi, pmt) = dvmi − 2×
∑
∀vmj∈Vpmt ,eij=1
dij (3.21)
Therefore, total change of inter-VM traffic flow on a link between pms and
pmt, for the VMs in pms and pmt, is calculated adding Equations 3.20 and 3.21.
Cost(pms, pmt) =
∑
∀vmj∈Vpms ,eij=1
dij −
∑
∀vmj∈Vpmt ,eij=1
dij (3.22)
In each tier, two links are affected by the amount of inter-VM traffic flow given
in Equation 3.22. If pms and pmt are connected using tierst number of tiers, then
total increase or decrease of inter-VM traffic flow on the links between pms and
pmt, for the VMs in pms and pmt, is calculated as follows–
Cost(pms, pmt) = 2×
 ∑
∀vmj∈Vpms ,eij=1
dij −
∑
∀vmj∈Vpmt ,eij=1
dij
× tierst (3.23)
Furthermore, additional change of traffic flow is incurred on some links be-
tween a PM, pmk, and pmt due to the inter-VM traffic flow between vmi and its
interdependent VMs, vmj ∈ Vpmk , which is calculated as follows–
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AdditionalCost =
∑
∀vmj∈Vpmk ,k 6=s,k 6=t,eij=1
2× dij × (tiertk − tiersk) (3.24)
Therefore, the total increase or decrease of inter-VM traffic flow due to mi-
gration of vmi from pms and pmt is calculated adding Equations 3.23 and 3.24.
ϕvmi = 2×
 ∑
∀vmj∈Vpms ,eij=1
dij −
∑
∀vmj∈Vpmt ,eij=1
dij
× tierst
+
∑
∀vmj∈Vpmk ,k 6=s,k 6=t,eij=1
2× dij × (tiertk − tiersk)
3.4.2 Objective Function
The objective function ranks each PM based on the benefit of migrating a VM
to that PM. The mapping plan of a VM, vmi, to a PM, incurs the cost defined
by Equations 3.25 to 3.28.
C1 = M+ δvmi (3.25)
C2 = Td + t
d
vmi
(3.26)
C3 = Etotal + ς (3.27)
C4 = D+ ϕvmi (3.28)
When the vmi can retain in its source PM, the values of δvmi , t
d
vmi
, ϕvmi are
zero and ς is calculated using Equation 3.17; otherwise δvmi , t
d
vmi
, ς and ϕvmi
are respectively calculated using Equations 3.2, 3.3, 3.18 and 3.19. The objective
function for a mapping plan of vmi to a PM is defined by Equation 3.29.
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f(vmi) =
1
4
×
4∑
k=1
Ck
Cmaxk
(3.29)
where Cmaxk is larger constant value for each k, and ∀k,Cmaxk > Ck. The value
of f(vmi) is normalized between 0 and 1. The aim is to minimize the value of
objective function for a mapping plan of vmi. The PM that results in minimum
value of f(vmi) calculated using Equation 3.29 is the most feasible PM for housing
the vmi.
3.4.3 Algorithm Description
Algorithm 2 is the pseudocode for the proposed heuristic algorithm, CVP. The
CVP finds the mapping of each VM with the minimum costs. At the beginning,
the VMs are sorted in ascending order of their normalized migration costs. In
the calculation of normalized migration cost, it is assumed that the allocated
bandwidth to the migration of vmi is bvmi = fvmi + 1. The max(mvmi) is the
maximum size memory in all VMs in V . The max(mvmi) ensures that a migration
cost is normalized between 0 and 1. To obtain an optimal VM placement, all
the VMs are not migrated; this sorting of VMs gives the chance that the VMs
that cause less migration costs are migrated. A procedure GetVMMappingPlan
is invoked inside the CVP. The GetVMMappingPlan returns a mapping of a
VM at a time that incurs less costs. The pseudocode of GetVMMappingPlan is
given in Algorithm 3. The Algorithm 3 calculates the costs of placing the given
vmi to every possible PM in the data center. The objective function given in
Equation 3.29 finds a normalized value of costs for the placement of vmi to a
PM. The PM that incurs the minimum costs is selected for mapping of vmi to
that PM.
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Algorithm 2 Cost-aware VM placement (CVP) algorithm for the VMPP
1: for each vmi ∈ V do
2: calculate NormalizedCostvmi =
1
2
×
[
tdvmi
max(mvmi )
+
δvmi
5×max(mvmi )
]
3: end for
4: sort the VMs in V in ascending order of NormalizedCostvmi
5: M := 0.0
6: Td := 0.0
7: calculate D for the current VM placement using Equation 3.11
8: calculate Etotal for the current VM placement using Equation 3.12
9: while V 6= ∅ do
10: Map := null
11: invoke procedure GetVMMappingPlan
12: if Map 6= null then
13: if pms 6= pmt then
14: calculate ∂vmi , t
d
vmi
, ς, ϕvmi for the mapping 〈vmi, pms, pmt〉 using
Equations 3.2, 3.3, 3.18 and 3.19 respectively
15: update resource status of pms and pmt and link bandwidth status
16: else
17: set δvmi , t
d
vmi
, ϕvmi to zero and calculate ς using Equation 3.17
18: update resource status of pms
19: end if
20: M := M+ ∂vmi
21: Td := Td + t
d
vmi
22: Etotal := Etotal + ς
23: D := D+ ϕvmi
24: end if
25: V := V \ {vmi}
26: end while
27: output the final VM placement plan
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Algorithm 3 Pseudocode for the GetVMMappingPlan
1: Input: vmi for which a mapping plan to be found
2: Cost :=∞
3: pmt := −1
4: get vmi’s source PM, pms
5: for each pmj ∈ P do
6: if all resource constraints are satisfied for retaining at pms or migrating to
pmj then
7: if pmj 6= pms then
8: calculate ∂vmi , t
d
vmi
, ς, ϕvmi for the mapping 〈vmi, pms, pmj〉 using
Equations 3.2, 3.3, 3.18 and 3.19 respectively
9: else
10: set δvmi , t
d
vmi
, ϕvmi to 0.0
11: calculate ς using Equation 3.17
12: end if
13: calculate the objective function, f(vmi), by Equation 3.29
14: if Cost > f(vmi) then
15: Cost := f(vmi)
16: pmt := pmj
17: end if
18: end if
19: end for
20: if pmt 6= −1 then
21: Map := 〈vmi, pms, pmt〉
22: end if
23: return Map
82
3.5 A Genetic Algorithm for the VMPP
3.5 A Genetic Algorithm for the VMPP
We have used the Genetic Algorithm (GA), which is a type of Evolutionary Algo-
rithms (EAs). EAs are stochastic search methods that attempt to solve complex
problems by natural biological evolution. EAs operate on a population of poten-
tial solutions applying the principle of survival of the fittest to produce better and
better solutions over the generations. At each generation, the solutions are evalu-
ated according to their level of fitness in the problem domain and breeding them
together using the natural genetic operators. This process leads to the evolution
of a population with fittest individuals (solutions). Genetic Algorithm (GA) is
one of paradigms of EAs. GA handles the large computational problems explor-
ing a large search space and effectively finds the optimal search space comprises
with optimal solutions. We have developed a GA to address the VMPP.
The GA is a population-based problem solving method. The underlying idea
behind the GA is that: given an initial population, which is generally created
randomly, a population that contains the optimal solutions is found through the
genetic evolution. We have developed a Penalty-based GA to solve the VMPP.
The population of the Penalty-based GA is set of candidate solutions where each
solution represents a VM placement plan. To reflect the quality of a solution, the
GA uses a penalty-based fitness function to assign a fitness value. The evolution
of generations happens through the elitism and genetic operators. In the following
subsections, we discuss the initial population generation strategy, the components
of our Penalty-based.
3.5.1 Initial Population Generation
The Penalty-based GA uses a heuristic algorithm to generate the initial popula-
tion. The idea behind this heuristic algorithm is trying to keep the VMs, that
would incur more migration costs and inter-VM traffic flow cost due to their mi-
grations, in their source PMs. The VM that cannot be retained in its source PM,
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due to violation of resource constraints, and would give minimum migration costs
and inter-VM traffic flow cost is planned to be placed to another PM. The initial
population generated in this way contains the solutions with a smaller number of
migration requirements, which consequently, minimizes the total migration data
transfer and total downtime costs. In addition, the initial population generated
such way, comprises solutions with minimum inter-VM traffic flow cost and en-
ergy consumption cost. Thus the initial population generation strategy gives more
chance to find a VM placement plan in the last generation, that gives minimum
energy consumption cost, inter-VM traffic flow cost and migration costs.
In the initial population generation algorithm, the inter-VM traffic flow cost
and downtime cost of a VM, vmi, is calculated using Equations 3.2 and 3.3 respec-
tively; and in these migration costs calculation, bvmi is the amount of available
bandwidth between vmi’s source PM and its edge switch. The inter-VM traffic
flow cost of vmi is calculated as the summation of data flow between vmi and
its dependent VMs in the source PM of vmi. Then a normalized cost of vmi
is calculated as 1
3
3∑
k=1
ck
ck(max)+1
, where ck is a cost and ck(max) is the maximum
value of ck in the source PM of vmi. Then a set of overloaded VMs is determined,
that cannot be retained in their source PMs and need to be migrated to meet
their resource requirements. Algorithm 4 is the pseudocode of finding overloaded
VMs. Table 3.2 gives the meanings of the notations used in Algorithm 4. In
Algorithm 4, if the resource requirements of some VMs in a PM cannot be met,
then overloaded VMs of that PM are found from steps 7 to 21; otherwise addi-
tional resource requirements are allocated in step 23. The steps 9 to 15 find the
set of VMs, Vd, that give minimum cumulative normalized costs than the highest
normalized cost in that PM. If the cumulative normalized costs of VMs in Vd of
a PM is less than the highest normalized cost of that PM, then the VMs in Vd
are selected as overloaded VMs and available resources of the PM are updated
between steps 17 and 21; otherwise the VM with the highest normalized cost is
selected as overloaded VM. When all the overloaded VMs in the data center are
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found, then the target PMs for them are found arbitrarily.
Table 3.2: Notations used in Algorithm 4
Notation Definition
VO Set of overloaded VMs in the data center
VC Set of overloaded VMs in a PM
Vd Set of possible migration candidate VMs in a PM
Vpms Set of VMs in pms
cvmi Normalized cost of vmi
cpms Cumulative normalized costs of VMs in Vd
β+ks k- type total freed resource by VMs in Vd
βfreeks k- type available resource in pms
λ∗ki k- type new resource requirement of vmi
λki k- type current resource requirement of vmi
3.5.2 Chromosome Encoding Scheme
A chromosome in the Penalty-based GA is a fixed length string that represents a
VM placement plan. Therefore, a chromosome contains |V | genes. Each gene in
the chromosome represents the target PM of a VM. The target PM and source
PM of a VM can be, however, the same PM. For example, Figure 3.1 shows a
chromosome encoding scheme for the placement of nine VMs in the data center.
In this representation, the VMs vm1, vm3 and vm6 are planned to be placed on
pm1.
3.5.3 Chromosome Decoding Scheme
A chromosome is decoded to get the corresponding VM placement. Figure 3.2
shows the VM placement for the chromosome presented in Figure 3.1, where each
85
Chapter3. Virtual Machine Placement Problem
Algorithm 4 Finds overloaded VMs
1: VO := ∅
2: for each PM, pms, in the data center do
3: VC := ∅
4: while Vpms 6= ∅ do
5: find the VM, vmi ∈ Vpms , with the highest cvmi
6: Vpms := Vpms \ {vmi}
7: if vmi resource requirements cannot be met in pms then
8: VC := VC ∪ {vmi};Vd := ∅; cpms := 0; β+ks := 0; success := false
9: while Vpms \ Vd 6= ∅ ∧ cpms < cvmi ∧ success == false do
10: find the VM, vmj ∈ Vpms \ Vd, with the lowest cvmj
11: Vd := Vd ∪ {vmj}; cpms := cpms + cvmj ;∀k, β+ks := β+ks + λkj
12: if (βfreeks + β
+
ks) < (λ
∗
ki − λki) then
13: success := true
14: end if
15: end while
16: if success == true ∧ cpms < cvmi then
17: VC := VC \ {vmi};VC := VC ∪ Vd;Vpms := Vpms \ Vd
18: ∀k, βfreeks := βfreeks + β+ks − (λ∗ki − λki)
19: else
20: ∀k, βfreeks := βfreeks + λki
21: end if
22: else
23: allocate additional resource requirements of vmi in pms
24: update resource usages of pms
25: end if
26: end while
27: VO := VO ∪ VC
28: end for
29: output VO
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Chromosome:
VMs:
pm1 pm2 pm1 pm2 pm2 pm1 pm3 pm3 pm3
vm1 vm2 vm3 vm4 vm5 vm6 vm7 vm8 vm9
Figure 3.1: An example of chromosome encoding scheme
VM is mapped to the designated target PM represented by the respective gene
value.
PMs:
VMs:
pm1
{vm1, vm3, vm6}
pm2
{vm2, vm4, vm5}
pm3
{vm7, vm8, vm9}
Figure 3.2: An example of chromosome decoding scheme
3.5.4 Genetic Evolution
A new generation is produced through genetic evolution. In this process, several
genetic evolution strategies, like genetic operators, are applied on the population
of current generation to produce new offspring. In the Penalty-based GA, we have
applied elitism strategy and two genetic operations– crossover and mutation,
to produce a new generation. Elitism is the process of transferring the best
chromosomes throughout all generations, and crossover and mutation are classic
genetic operators. Figure 3.3 shows a genetic evolution process. The detailed
procedures of producing the offspring are given in the subsequent subsections.
Elitism Scheme
The elitism scheme avoids the loss of the best chromosomes in a generation.
In this strategy, a proportion of current population with best fitness values is
copied to the next generation, so that best solutions are never lost. The elitism
scheme has several benefits. This ensures that best solutions are always present
in all generations. Furthermore, selecting a parent chromosome from the set of
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New generationCurrent generation
Elitism
Crossover
Mutation
Figure 3.3: Genetic evolution
elitist chromosomes for the crossover and mutation gives the chance of producing
offspring with good quality, which results in genetic convergence. This genetic
convergence is, however, beneficial to reduce the GA computation time when the
optimal solution is obtained and further improvement is not possible. Thus the
GA is terminated when optimal solutions are found. We have determined an
elitism rate through a comprehensive parameter tuning.
Genetic Operators
Crossover: The crossover operation employed in the Penalty-based GA, is a
classic two-point crossover. In the crossover, the segments between two arbitrary
points of two parent chromosomes are interchanged to produce two offspring. The
first parent is selected arbitrarily from the chromosomes that are copied to the
next generation through the elitism and the second parent is randomly chosen
from the population in the current generation. The offspring produced by the
crossover are checked against the chromosomes in the current population. If the
newly produced offspring are already available in the current generation, then
they are not selected for the next generation. Figure 3.4 illustrates the crossover
operation.
Mutation: To create further genetic diversity,a mutation operator is applied.
In the mutation, the parent chromosome is randomly selected from the elitist
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Crossover
Parent 1
Offspring 1
pm1 pm2 pm1 pm2 pm2 pm1 pm3 pm3 pm3
vm1 vm2 vm3 vm4 vm5 vm6 vm7 vm8 vm9
pm1 pm1 pm4 pm5 pm4 pm1 pm2 pm2 pm4 Parent 2
pm1 pm2 pm1 pm5 pm4 pm1 pm2 pm3 pm3
pm1 pm1 pm4 pm2 pm2 pm1 pm3 pm2 pm4 Offspring 2
Figure 3.4: An example of two-point crossover
chromosomes, which are found through elitism strategy. As elitist chromosomes
are already the best chromosomes up to the current generation, only a small
percentage of the genes, e.g. 10% in our experiments, in the selected parent
chromosome, are altered in the mutation operation. This ensures that the new
generation does not lose its good building blocks.
Instead of replacing the selected genes by an arbitrary target PMs, an in-
telligence is applied in mutation to minimize the energy consumption cost. As
data center energy consumption cost is considered as the most crucial factor in
today’s VM placement problem, our mutation procedure attempts to produce
the offspring that minimizes energy cost. In this regard, the selected genes are
altered with the target PMs that are most energy efficient. The energy efficiency
of a PM is its per unit CPU utilization cost in terms of energy consumption, and
the PM that costs less is more energy efficient. The selected genes are attempted
to be replaced by the most energy efficient PM first, and if the gene mutation
is not possible to the most energy efficient PM, then the next possible energy
efficient PM is chosen for mutation. This gives the chance of switching-off some
less energy efficient PMs in the data center due to the removal of VMs from
them. Figure 3.5 depicts a simple example of the mutation operation. For sim-
plicity, in this example it is assumed that each VM is of the same configuration,
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and each PM has the same capacity for each category resource and same energy
efficiency. Therefore, following the mutation strategy, the target PM of vm4 is
changed to pm2 in the offspring; and pm5 can be switched-off as it is no longer in
utilization. Algorithm 5 is the pseudocode of the mutation operation for a parent
chromosome.
Mutation
pm1 pm1 pm4 pm5 pm4 pm1 pm2 pm2 pm4 Parent
pm1 pm1 pm4 pm2 pm4 pm1 pm2 pm2 pm4 Offspring
vm1 vm2 vm3 vm4 vm5 vm6 vm7 vm8 vm9
Figure 3.5: An example of mutation operation
Algorithm 5 Algorithm for mutation operation
1: get the number of genes, n, to be muted
2: get the sorted list of PMs, Peff , in descending order of their energy efficiency
3: for i = 1 to n do
4: select a gene arbitrarily in the parent chromosome
5: replace the gene value by the top PM in Peff that satisfies the resource
constraints of the VM corresponding to that gene
6: if no PM is found in Peff for the gene in step 5, then replace the gene value
by an arbitrary PM in the data center in the offspring
7: end for
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3.5.5 Fitness Function
The VMPP aims to minimize four costs, simultaneously– total migration data
transfer, total downtime, total energy consumption in the data center and total
inter-VM traffic flow through the data center network, which are defined by the
Equations from 3.9 to 3.12. Therefore, the fitness value of a feasible solution
is calculated accounting these four costs. The VM placement is subject to three
resource constraints as specified by the Equations 3.13 to 3.15, and for some genes,
i.e. VMs, in a chromosome these constraints may be violated. The removal of
these chromosomes from the population is unworthy, as these chromosomes may
contain some useful building blocks of genes. These building blocks are important
to produce fitter offspring for the next generations. Therefore, to distinguish
the feasible solutions from the infeasible solutions, a penalty is assigned to each
infeasible solution. Equation 3.30 gives the fitness value calculation function for
both the feasible and infeasible solutions.
F (X) =
0.5 +
4∑
i=1
Qmaxi −Qi
2×Qmaxi × wi if solution is feasible
|V |−|Vinfeasible|
2×|V | otherwise
(3.30)
where Qmaxi and Qi are respectively the maximum possible value for a par-
ticular type of cost and the incurred cost of that type due to a placement plan,
for a feasible solution, and 0 ≤ Qi ≤ Qmaxi ; wi is the assigned weight to each
cost and
∑
wi = 1; and Vinfeasible is the set of VMs in an infeasible solution, for
which no target PMs are found. A solution is feasible when for all VMs in V , the
corresponding target PMs are found, i.e. Vinfeasible = ∅; otherwise the solution
is infeasible. The Qi value of each type of cost is calculated using the respective
Equation from 3.9 to 3.12 and the following strategies are used to determine the
Qmaxi values for different costs.
As each migration results in some migration overheads– migration data trans-
fer and migration downtime, it is allowed that each VM can be migrated only
once. One of the VM migration termination criteria is the maximum amount
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of migration data transfer, which is set to five times of its memory size, i.e.
5×mvmi [4]. Therefore, the Qmaxi value for total migration data transfer cost is
5×∑∀vmimvmi . Equation 3.3 ensures that the lower and upper bounds of a mi-
gration downtime are respectively 0 and
mvmi
bvmi
, i.e. 0 < tdvmi ≤
mvmi
bvmi
. Thus, Qmaxi
for the total downtime cost is
∑
∀vmi
mvmi
bvmi
, where bvmi is the available bandwidth
between the PM where vmi is currently residing and the edge switch to which
that PM is connected.
For two dependent VMs, the maximum amount of inter-VM traffic flow through
the data center is carried when the VMs are placed in two far most distinct PMs,
i.e. the VMs communicate through the core switch in the top tier of the net-
work topology. In a n-tier network topology the maximum inter-VM traffic flow
through the data center network is, 2×n×∑∀(vmi,vmj) dij. The Qmaxi value for the
energy consumption cost is calculated for the placement plan that causes max-
imum energy consumption by the PMs and switches. To obtain the maximum
energy consumption by the PMs, the most CPU requirement VM is placed to the
least energy efficient PM and the second most CPU requirement VM is placed to
the second least energy efficient PM. The process iteratively maps all the VMs.
The energy efficiency of pml, ηpml , is determined by per CPU unit energy con-
sumption, i.e. ηpml =
εmaxpml
CPUcappml
, and a PM with the most per CPU unit energy
consumption is the least energy efficient. The maximum energy consumption for
the PMs is thus obtained by aggregating the energy consumption of each PM
for the placement plan of: the most CPU requirement VM to the least energy
efficient PM. The maximum energy consumption by switches is obtained when
any pair of dependent VMs are placed in two far most distinct PMs. Then the
energy costs of switches for carrying the inter-VM data of dependent VMs are
summed up to get the maximum energy consumption for switches. The Qmaxi
for energy cost is obtained by adding the maximum energy consumption by PMs
and switches.
Equation 3.30 ensures that any feasible solution always gets the fitness value
of at least 0.5 and the solution with minimum costs, gets the highest fitness value.
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Therefore, the fitness value of a feasible solution is normalized between 0.5 and
1.0, i.e. for any feasible solution: 0.5 ≤ F (X) ≤ 1.0. On the contrary, Equa-
tion 3.30 shows that the penalty assigned to any infeasible solution, i.e. solution
with Vinfeasible 6= ∅, has fitness value less than 0.5, i.e. 0 ≤ F (X) < 0.5. Equa-
tion 3.30 illustrates that the amount of penalty assigned to an infeasible solution
depends on number of VMs in Vinfeasible. However, it is not accounted for two in-
feasible solutions with the same size of |Vinfeasible| how many resource constraints
are violated for the VMs in these chromosomes. As no infeasible solution is copied
to the next generation through the elitism operation, distinguishing among the in-
feasible solutions with same size of |Vinfeasible| has been ignored. These infeasible
solutions take part in a crossover operation.
3.5.6 Algorithm Description
Algorithm 6 is the pseudocode of our Penalty-based GA. The initial population
is generated using a heuristic algorithm discussed in Section 3.5.1. For a feasible
solution, the costs are calculated in step 5, and the fitness value of a solution
whether feasible or infeasible, is calculated in step 7 using Equation 3.30. The
elitism strategy and genetic operators are applied between steps 10 and 12. If
all the termination criteria are false, the current population is replaced by the
newly generated population. This check is necessary to avoid the overriding of
the last generation in the Penalty-based GA by a new generation. Finally, the
best solution is output in step 17.
3.6 Evaluation
We evaluate the two algorithms developed for the VMPP through comparing
with three popular algorithms of VM placement, namely, First Fit Decreasing
(FFD) [3], AppAware [117] and Sandpiper [138]. We have evaluated the perfor-
mance of the developed algorithms in terms of the effectiveness and scalability of
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Algorithm 6 A penalty-based genetic algorithm for the VMPP
1: generate the initial population, Pt
2: while the termination criteria are false do
3: for each solution, X, in Pt do
4: if X is a feasible solution then
5: calculate the costs using the Equations from 3.9 to 3.12
6: end if
7: calculate the fitness value of each X ∈ Pt using Equation 3.30
8: end for
9: sort the solutions in Pt according to the descending order of their fitness
values
10: copy the top x% of chromosomes in Pt to the next generation, Pt+1
11: apply crossover operator on the solutions in Pt to produce offspring for Pt+1
12: apply mutation operation on the parent chromosome selected from Pt and
add muted offspring to Pt+1
13: if the termination criteria are false then
14: replace the solutions in Pt by the offspring of Pt+1
15: end if
16: end while
17: output the top most solution in Pt
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the Penalty-based GA. The algorithms were executed for different test problems
by varying the number of VMs in the data center for which a placement needs
to be found. The details of the base algorithms that are used for comparison,
experiment design and experimental results are given in the following subsections.
3.6.1 Baseline Algorithms
We have used three algorithms for comparison, where each of them has been
designed to perform the VM placement in the data centers considering a particular
type of cost.
Server Consolidation Algorithm
First Fit Decreasing (FFD): The FFD is a very classic algorithm for server
consolidation problem in data centers [3]. The objective of the FFD is to find
a VM placement plan in the data center for which the energy consumption by
the PMs is minimized. In the FFD, the VMs are ordered in decreasing of their
CPU requirements. Then the VM with most CPU requirement is planned to
map into a PM in the list of target PMs; initially the target PMs list is empty.
If no PM is found in the current target PMs list that can satisfy the resource
requirements of the VM, then an inactive PM is found that satisfies the resource
requirements of the VM and added to the target PMs list. The VM for which a
mapping plan is found is removed from the set of VMs, V . The process iterates
until the placement plans for all VMs in the V are not found. Thus in the FFD,
the VMs are planned to packed into a small number of PMs through the server
consolidation, which consequently minimizes the energy consumption in the data
center by the PMs.
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Traffic-aware VM Placement Algorithm
AppAware: The AppAware is a well-known heuristic algorithm for the VM
placement problem that accounts the inter-VM traffic flow between the VMs in
the data center [117]. In the AppAware, the VMs are sorted in decreasing order
of their data dependencies with other VMs. To decide the mapping plan of a
VM, the migration impact of placing a dependent VM into a PM is calculated.
The migration impact is calculated considering the load of the PM, the increase
of traffic flow due to migration of a dependent VM to that PM, and the topology
distance between the source and target PMs. The PM that is lightly loaded
and in close proximity of the source PM gives minimum migration impact. The
PM that causes minimum migration impact and can accommodate the candidate
VM, is selected as the target PM for that VM. The AppAware, however, does
the server consolidation to some extent, as it tries to place the dependent VMs
in close proximity and probably in the same PM whenever possible.
Migration Cost-aware VM Placement Algorithm
Sandpiper: Sandpiper is a novel hotspot elimination algorithm developed by
Wood et al. [138]. Sandpiper determines which VMs are to be resized by how
many resources and which VMs should be migrated to where. Sandpiper has two
components– a hotspot detection component and a hotspot migration component.
The hotspot detection component monitors the resource usages by the VM and
if the resource requirements of the VM exceed the allocated amount, then the
additional requirements are attempted to be mitigated by the available resources
of its source PM. However, if the additional resource requirements cannot be
met, then hotspot migration is triggered. The hotspot migration component
of Sandpiper uses a heuristic to find the overloaded VMs and the target PMs,
while aiming to minimize the migration cost. The migration cost considered in
Sandpiper is the total amount of migration data transfer. In the heuristic, the
volume for each PM and VM is determined as vol =
∏
∀κ
1
1−µκ , where µ
κ is the
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utilization of κ-type resource. The utilization of three types of resources– CPU,
memory and network bandwidth, are considered. The PMs are then sorted in
decreasing order of their volumes and VMs in each PM are sorted in decreasing
order of their volume-to-size ratio (VSR), where size is the memory size of the
VM. The Sandpiper then migrates the VM with highest VSR from the highest
volume PM to the least volume PM if all the resource constraints specified by
Equations 3.13 to 3.15 are satisfied. If the highest VSR VM cannot be migrated
to the least loaded PM, then the algorithm examines the next least loaded PM
and so on, until a match is not found for the candidate VM. If no PM is found
for the highest VSR VM, then the PM for the next highest VSR VM is found in
similar fashion. The process repeats until the utilization of all resources in the
PM falls below their thresholds. The algorithm then considers the next loaded
PM to eliminate the hotspot using the same process. The Sandpiper outputs the
mapping plan for the overloaded VMs.
3.6.2 Experiment Design
As the developed VM placement algorithms are designed to deal with the place-
ment of hundreds of VMs, it is essential to evaluate them on a large-scale virtu-
alized data center infrastructure. However, it is difficult to conduct large-scale
experiments on a real infrastructure, especially when it is necessary to reproduce
the experiment with the same conditions to compare different algorithms. There-
fore, a simulation experiment has been chosen as a way to evaluate the developed
algorithms.
The performances of the developed algorithms largely depend on characteris-
tics of the test problems. A test problem is attributed by its size, which is the
number of VMs for which a placement plan should be obtained, and the inter-
dependencies among these VMs. Therefore, we have evaluated our algorithms
for different size test problems of various VM cluster sizes. We have simulated a
data center comprises 250 PMs and have found the placement plans for a different
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number of VMs. Table 3.3 shows the test problems in the experiments.
Table 3.3: Test problems
Test Problem
Test problem characteristics
#VMs #PMs
1 40 250
2 80 250
3 120 250
4 160 250
5 200 250
We have simulated a data center with heterogeneous types of PMs and VMs,
i.e. PMs and VMs with different configurations. Table 3.4 represents the data
center attributes in our experiment setup. Though the CLOS topology has been
chosen for the network architecture, our algorithms also work for other network
architectures. A VM is a randomly chosen Amazon EC2 instance type [1] as
shown in Table A.1. Figure 3.6 shows a typical VM cluster. The CPU and mem-
ory requirements of a VM increased randomly up to 15% and 20% respectively.
All the algorithms– the CVP, Penalty-based GA, FFD, AppAware and Sand-
piper have been implemented in Java and executed on a desktop computer with a
configuration of Intel Core i7-3770 CPU of 3.40 GHz and 8.00 GB RAM. For each
of the randomly generated test problems, the CVP, Penalty-based GA, FFD, Ap-
pAware and Sandpiper were used to solve it. Due to the stochastic nature of the
Penalty-based GA, it has been repeatedly used to tackle each of the test problems
30 times and the average of these 30 runs has been used to compare the solutions
generated by the deterministic heuristic algorithms– CVP, FFD, AppAware and
Sandpiper.
The parameter setting for our Penalty-based GA is shown in Table 3.5. This
set of parameters was obtained through a series of trials and only the best set
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Table 3.4: Simulation setup
Attribute Configuration
Network topology CLOS
Link capacity 1 Gbps
PM’s CPU capacity {20, 21, . . ., 40}
PM’s RAM capacity {40, 41, . . ., 80} GB
PM’s maximum energy consumption {100, 101, . . ., 200} kWh
PM’s idle energy consumption 70% of its maximum energy
consumption
Switch’s maximum energy consumption {20, 21, . . ., 50} kWh
Switch’s idle energy consumption 40% of its maximum energy
consumption
VM’s memory modification rate {50, 51, . . ., 120} MBps
VM cluster size Maximum 8 VMs
Data flow between two dependent VMs {1, 2, . . ., 24} Mbps
that produced good results was selected for the experiments. The Penalty-based
GA terminates when the maximum number of generations have been evolved, i.e.
150 generations have been explored or 50 consecutive generations do not show
any improvement on the best fitness value.
3.6.3 Experimental Results
For the Penalty-based GA, we conduced five set of experiments for each test
problem. In each experiment, we assigned different weights to each objective in
the fitness function; w1, w2, w3 and w4 are the corresponding weights for total
energy consumption cost, total inter-VM traffic flow cost, total downtime cost
and total migration data transfer cost respectively. Table 3.6 represents the
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vm2 vm3
vm1
vm5vm4
5 Mbps 11 Mbps
4 Mbps
8 Mbps4 Mbps
7 Mbps
9 Mbps
Figure 3.6: A typical VM cluster
Table 3.5: GA parameters
Parameter type Value
Maximum number of generations 150
Population size 100
Elitism rate 5%
Crossover rate 88%
Mutation rate 7%
assigned weights in each experiment. Each of the first four experiments tests the
capacity of minimizing a particular type of cost as illustrated in Table 3.6, for
example, Experiment 1 minimizes the energy consumption cost only and ignores
other costs. Experiment 5 attempts to minimize all the costs simultaneously.
The values of the weights in Experiment 5 are found by tuning different sets of
weightings. In Experiment 5, the assigned weights to w2, w3 and w4 were very
small compared to the weight assigned to w1. As the initial population generation
algorithm, discussed in Section 3.5, in the Penalty-based GA attempts to generate
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an initial population comprising solutions that would give minimum total inter-
VM traffic flow cost, total downtime cost and total migration data transfer cost,
more weight is given to w1 in Experiment 5. Each experiment was conducted 30
times and the average was taken for comparison.
Table 3.6: Weights for different experiments
Experiment Weights Cost minimized
w1 w2 w3 w4
Experiment 1 1.0 0.0 0.0 0.0 Energy
Experiment 2 0.0 1.0 0.0 0.0 Inter-VM traffic
Experiment 3 0.0 0.0 1.0 0.0 Total downtime
Experiment 4 0.0 0.0 0.0 1.0 Total migration data
Experiment 5 0.7 0.1 0.1 0.1 All costs
Effectiveness of the CVP and Penalty-based GA
Figure 3.7 presents the energy consumption cost incurred for the VM placement
plans found by each algorithm. As expected, the energy consumption cost calcu-
lated by the Penalty-based GA in Experiment 1 is minimum compared to that
calculated by the FFD, AppAware, Sandpiper and CVP for each test problem.
This indicates that the Penalty-based GA can find a VM placement plan giving
the minimal energy consumption cost when only energy consumption cost is fo-
cused to be minimized. Moreover, Experiment 5, where all costs are attempted to
be minimized simultaneously, gives a good result in minimizing energy consump-
tion cost compared to the AppAware, Sandpiper and CVP for all test problems.
In addition, Figure 3.7 illustrates that energy consumption cost calculated in
Experiment 5 closely follows that calculated by the FFD. Therefore, the pro-
posed Penalty-based GA finds a VM placement plan giving minimum energy
consumption cost compared to all algorithms that have been used in this thesis
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for comparison. However, the CVP does not perform good in minimizing energy
consumption cost. This is because, the CVP gives equal importance to all the
costs in its objective function, and therefore, performs better in minimizing other
costs with a compromise of increased energy consumption cost.
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Figure 3.7: Experimental results for energy consumption cost for VM placement
plans found by different algorithms
Figure 3.8 shows the experimental results of minimizing total inter-VM traffic
flow cost for the VM placement plans found by the FFD, AppAware, Sandpiper,
CVP and Penalty-based GA for different test problems. In minimizing total
inter-VM traffic flow cost, the CVP performs better compared to all other algo-
rithms. The Penalty-based GA shows improvement over the FFD, AppAware and
Sandpiper; and as expected, results of Experiment 2 is better than that of Exper-
iment 5. In the experiment design, we have considered the heterogeneities of the
PMs and VMs, i.e. PMs in the data center having different energy efficiencies and
VMs having different CPU requirements. As a result, two VMs with large volume
of data dependency might have different CPU requirements; and in Experiment 5,
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the Penalty-based GA places these two VMs in two distinct PMs (the VM with
more CPU requirement is placed in more energy efficient PM and the VM with
less CPU requirement is placed in less energy efficient PM) to minimize the total
energy consumption cost. On the other hand, the initial population generation
algorithm focuses on minimizing migration costs, and therefore, the initial place-
ment plan of a small size VM with smaller memory modification rate might be
far away from its dependent VMs to which it has large data dependency. Thus
the initial population generated in such way comprises VM placement plans with
more inter-VM traffic flow through the data center. Therefore, the Penalty-based
GA, in Experiment 2, does not show improvement over the CVP.
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Figure 3.8: Experimental results for total inter-VM traffic flow cost for VM
placement plans found by different algorithms
The experimental results for the VM placement plan with minimum total
downtime cost and total migration data transfer cost are shown in Figures 3.9 and 3.10
respectively. For both the migration costs, the Penalty-based GA shows signifi-
cant improvement over all the algorithms. The reasons behind this are that, the
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initial population of the Penalty-based GA comprises solutions with minimum
migration costs, and the initial population generation algorithm finds a subset of
the VMs for which new placements are required. Though the genetic operations
changes the placement plans in each generation, the designed fitness function
guides the Penalty-based GA to find VM placement plans with a minimum num-
ber of migrations that give minimum migration costs. On the other hand, the
VM placement plans found by the FFD and AppAware resulted in large number
of VM migrations which consequently increased the migration costs. In addition
to this, the CVP outperforms the FFD, AppAware and Sandpiper in terms of
total downtime cost; and the CVP also outperforms the FFD and AppAware
in terms of total migration data transfer cost. The Sandpiper, which considers
the migration data transfer cost when finds a VM placement plan, performs bet-
ter than the CVP in terms of total migration data transfer cost. However, the
CVP closely follows the total migration data transfer cost that calculated by the
Sandpiper as illustrated in Figure 3.10.
Scalability of the Penalty-based GA
Figure 3.11 represents the computation time graphs of the Penalty-based GA for
five experiments as specified in Table 3.6 in finding the VM placement plans for
various-sized test problems. As expected, the computation time increases with
the increases of test problem sizes. For a larger-sized test problem the Penalty-
based GA is required to find the placement plan for more VMs giving an increase
in computation overhead. The computation overhead of the Penalty-based GA
as shown in Figure 3.11 is, however, acceptable. For example, the computation
time for Experiment 5 in finding a VM placement plan for 200 VMs is 28 s.
This computation overhead is acceptable when an optimal VM placement plan
is required to be found for a large number of VMs, having different resource
requirements, in a data center that consists of a large number of PMs, having
different resource capacities and energy profiles; and while minimizing four costs–
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Figure 3.9: Experimental results for total downtime cost for VM placement plans
found by different algorithms
total energy consumption cost, total inter-VM traffic flow cost, total downtime
cost and total migration data transfer cost, simultaneously. Furthermore, the
computation time graphs illustrate that computation time increases linearly with
the test problem size increases, which indicates the good scalability of our Penalty-
based GA.
3.6.4 Summary of the Experimental Results
The experimental results are summarized in terms of efficiency of the algorithms
and the scalability of the Penalty-based GA.
The efficiency of the algorithms is measured by the quality of the solutions
they generate. Prior to the evaluation it was expected, both the CVP and the
Penalty-based GA would produce good quality solutions by minimizing the costs
that have been considered in the VMPP. It can be concluded from the above ex-
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Figure 3.10: Experimental results for total migration data transfer for VM place-
ment plans found by different algorithms
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perimental results that the Penalty-based GA can generate VM placement plan
giving significant improvement for any type of cost compared to the popular
algorithms– FFD, AppAware and Sandpiper, when each type of cost considered
separately. In addition, the solutions generated by the Penalty-based GA for
Experiment 5, that attempts to minimize all the costs simultaneously also out-
performs all the algorithms for all types of costs, except the total inter-VM traffic
flow cost given by the CVP. In terms of migration costs, the Penalty-based GA
shows significant improvement over the FFD and AppAware, and for some test
problems the migration costs were negligible compared to those found by the FFD
and AppAware. In addition to this, the proposed CVP in this thesis outperforms
the FFD, AppAware and Sandpiper in terms of migration costs.
In terms of computation overhead, the Penalty-based GA finds solutions
within acceptable computation time when a VM placement plan is required to
be found for a large number of VMs in a data center comprises a large number
of PMs. Furthermore, the computation time of the Penalty-based GA increases
linearly with the increase of the number of VMs for which a placement plan is to
be found. This linear increase of computation time shows good scalability of the
Penalty-based GA.
3.7 Chapter Summary
In this chapter, this research have identified the potential gaps in the state-of-the-
art VMPP and have precisely defined the VMPP as a multiobjective minimization
problem that minimizes– total energy consumption cost, total inter-VM traffic
flow cost, total downtime cost and total migration data transfer cost simultane-
ously. The new VMPP differs from the existing VM placement techniques where
only a particular type of cost or some of these costs are considered. The problem
formulation depicts that the VMPP is a computationally complex problem and
current approaches of VM placement cannot address the problem properly. We
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have proposed and developed a heuristic algorithm, Cost-aware VM placement
(CVP), and a genetic algorithm, Penalty-based GA, to solve the VMPP.
The performances of the proposed algorithms have been evaluated for various
test problems through comparing the three well-known VM placement algorithms–
First Fit Decreasing (FFD), AppAware and Sandpiper. The experimental results
have shown that both the CVP and Penalty-based GA generate good quality
solutions by finding the VM placement plans giving minimum total inter-VM
traffic flow cost, total downtime cost and total migration data transfer cost, com-
pared to the FFD, AppAware and Sandpiper. The Penalty-based GA also shows
improvement over the AppAware and Sandpiper in terms of total energy con-
sumption cost. Moreover, when priority is given to the energy consumption cost
only in the fitness function, the Penalty-based GA outperforms the FFD, which
is a very well-known algorithm for server consolidation that focuses on energy
consumption only. The Penalty-based GA shows good scalability as well. The
computation time of the Penalty-based GA shows a linear trend. Moreover, the
Penalty-based GA takes an acceptable computation time to find VM placement
plans for any number of VMs.
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Virtual Machine Migration
Scheduling Problem
Multiple Virtual Machines (VMs) live migration is an obvious need in today’s
data centers for performing various management activities, like load balancing,
data center energy saving, periodic system maintenance, proactive fault toler-
ance [47, 61]. Though live VM migration allows a VM to move across the Phys-
ical Machines (PMs) almost transparently, a small downtime cannot be avoided
during the migration. Moreover, a VM migration takes a considerable amount
of time to reach the migration convergent state. Therefore, the performance of
a live VM migration is characterized by two time-related metrics– downtime and
migration time. A significant amount of research is available in current literature
that attempts to improve the performance of single independent VM while the
case of multiple VMs migration and associated difficulties has not been stud-
ied extensively. The performance of multiple VMs migration depends on the
scheduling of the migrations and multiple VMs migration performance is char-
acterized by total migration time and total downtime. In this research, we have
studied the VM migration scheduling problem (VMMSP) in depth, and have pro-
posed and developed a heuristic algorithm and three evolutionary algorithms to
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solve the VMMSP. The proposed algorithms have been evaluated for various test
problems and the experimental results show that the proposed algorithms can
find migration schedules giving minimum total migration time and total down-
time compared to a heuristic algorithm of migration scheduling. Furthermore, a
dynamic bandwidth adaptation algorithm has been proposed and developed to
improve the performance of parallel migrations.
The organization of this chapter is as follows. The background of the VMMSP
is discussed in Section 4.1. The fundamentals of the VMMSP is presented in Sec-
tion 4.2. The VMMSP is mathematically formulated in Section 4.3. A proposed
heuristic algorithm is discussed in Section 4.4. The evolutionary algorithms are
presented in Sections 4.5 and 4.6. Evaluation is carried out in Section 4.7. Finally
the chapter is concluded in Section 4.8.
4.1 Introduction
Live Virtual Machine (VM) migration is a paramount technology used in today’s
data centers, which allows a running VM to move from one Physical Machine
(PM) to another without disrupting its service. Live VM migration enables a
data center system administrator to perform various management activities, for
example, the VMs from the over-loaded PMs are moved to the underutilized
PMs for load balancing [66, 138]; VMs are consolidated to minimize the number
of active PMs and those unused PMs can be switched-off to reduce the data
center energy consumption [61]. Each live migration costs a small downtime and
a migration time. The migration time of a VM is the duration between the start
and completion of the migration; and the downtime is the time period for which
the VM goes to down state. The performance of live migration is affected by three
parameters– VM memory size, memory modification rate and link bandwidth. A
VM with larger memory requires more time for transferring its memory from
the source PM to the target PM for a given bandwidth. The higher the memory
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modification rate results in the transfer of a large amount of migration data in the
iterative pre-copy phase which consequently prolongs the migration time. The
most dominating factor that affects the performance of a live migration is the
link bandwidth. Link bandwidth is inversely proportional to migration time and
downtime. The transfer rate of VM memory to the target PM is slow when the
migration takes place over a low speed link and results in longer migration time
and downtime [4, 67].
A significant amount of research study has been conducted to improve the
performance of a live VM migration. In a data center, however, a large number
of VMs need to be live migrated periodically and frequently for improving the
application performance, energy saving, server maintenance and failure recov-
ery [47, 61, 117]. For example, when a component-based application, like multi-
tier web application [8], MapReduce application [37], scientific application [40], is
deployed into a data center, several VMs are employed to execute the components
of this large application. Due to inherent dependencies among the components,
these VMs also become dependent on each other. These correlated VMs may not
be from the same PM, and therefore, an inter-VM traffic flow may take place
through the data center network due to their scattered placement. These inter-
dependent VMs need to be executed in close proximity to reduce the network
traffic and increase the application performance. Therefore, migration of a VM
from this inter-dependent VM group may demand migrations of some or all inter-
dependent VMs for better application performance, to avoid the failure of data
transfer and reducing network congestion [117]. This necessitates live migrations
of multiple VMs concurrently. Live VM migration is mostly influenced by the link
bandwidth and arbitrarily migrating a VM from this dependent VMs group for
any management activity may leave less link bandwidth for the following migra-
tions due to increase of inter-VM traffic flow after its migration. This eventually
affects the performance of subsequent migrations. Therefore, the above discus-
sion illustrates that multiple VMs migration in a data center is an essential need
and a proper migration scheduling is necessary to improve the performance of
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multiple VMs live migration.
The performance of multiple VMs live migration is attributed by total mi-
gration time and total downtime. Total migration time is the time difference of
the time when the last migration is completed and the time when the first mi-
gration is initiated; and total downtime is the total duration for which the VMs
remain in down states. Therefore, the improvement of multiple VMs live migra-
tion depends on the performance of each of the VMs in the candidate set. The
motivation example given in Chapter 1 has illustrated that different scheduling
of migrations result in different total migration times and total downtimes. In
this research, we propose and develop several migration scheduling algorithms
for migrating a given set of candidate VMs with minimal total migration time
and minimal total downtime. A heuristic algorithm has been developed that
schedules the migrations of VMs within an acceptable time. As a large num-
ber of scheduling with different performance measurements can be available, we
have developed a genetic algorithm, Random Key Genetic Algorithm (RKGA),
to address the VMMSP. The VMMSP, however, is a multiobjective optimization
problem, as it aims to minimize two objectives– total migration time and to-
tal downtime, simultaneously. Therefore, the VMMSP has been tackled by the
multiobjective evolutionary algorithms (MOEAs). In this research, we have de-
veloped two Pareto-based evolutionary algorithms– Strength Pareto Evolutionary
Algorithm 2 (SPEA2) and Yet Another Strength Pareto Evolutionary Algorithm
(ySPEA). We have evaluated the developed algorithms through comparing with
a heuristic algorithm. We have conducted extensive simulation experiments and
the simulation results show that the developed algorithms address the VMMSP
with significant improvement over the heuristic algorithm that has been used for
comparison.
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4.2 Fundamentals
As mentioned before, VM memory size, memory modification rate and link band-
width are the three criteria on which the performance of a migration depends.
Suppose mvmi is the size of a VM, vmi, that needs to be migrated over a link of
speed bvmi unit. Then the vmi takes
mvmi
bvmi
unit time to transfer its entire memory
from the source PM to the target PM. Let the memory of vmi be modified at
constant rate, fvmi , during its migration. Hence after first iteration, i.e. after
the coping of entire memory of vmi to the target PM, mvmi × fvmibvmi amount of
memory becomes modified when fvmi < bvmi ; and this modified memory needs
to be resent in the second iteration. The maximum amount of modified memory
can be, however, mvmi when fvmi ≥ bvmi . Following the procedure, the memory
needs to be resent after k-th iteration is calculated using Equation 4.1.
rkvmi = mvmi ×
(
fvmi
bvmi
)k
, bvmi > fvmi (4.1)
If maximum n number of iterations is allowed to a migration, then the mi-
gration time of vmi, t
m
vmi
, is obtained by adding the time of each iteration, i.e.
tmvmi =
n∑
k=1
mvmi × f
(k−1)
vmi
bkvmi
. This follows a geometric series and the model for calcu-
lating migration time of vmi is given as follows–
tmvmi =

[
mvmi
bvmi−fvmi
]
×
[
1−
(
fvmi
bvmi
)n]
if bvmi > fvmi
mvmi
bvmi
otherwise
(4.2)
In similar fashion, the downtime of vmi is calculated using Equation 4.3.
tdvmi =
{
mvmi×(fvmi )n−1
(bvmi )
n if bvmi > fvmi
mvmi
bvmi
otherwise
(4.3)
Equations 4.2 and 4.3 indicate that the performance of a migration depends
on the number of iterations, n, as well along with other parameters. In this
research, a migration which can be converged, i.e. bvmi > fvmi , is terminated
when any of following conditions is happened:
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1. maximum number of iterations, α, has been completed,
2. maximum amount of migration data has been transferred, or
3. remaining amount of memory at source PM falls below a threshold value.
The number of iterations, β, required to obtain a threshold amount of memory,
mthres, at source PM, is derived from Equation 4.1.
β =
log
(
mthres
mvmi
)
log
(
fvmi
bvmi
) if bvmi > fvmi (4.4)
If a migration is allowed to transfer mmax amount of migration data, then
the number of iterations required to transfer mmax amount of migration data is
calculated using Equation 4.5.
γ =
log
(
1−
(
1− fvmi
bvmi
)
×mmax
mvmi
)
log
(
fvmi
bvmi
) if fvmi > bvmi × mmax −mvmimmax (4.5)
Therefore, number of iterations required to complete a migration over a given
link is calculated using Equation 4.6.
n = min(α, β, γ) if bvmi > fvmi (4.6)
The migration time and downtime of a VM calculated using Equations 4.2 and 4.3
are for only a single allocation of bandwidth. A VM, however, can get different
allocations of bandwidth during its migration for the change of bandwidth status
between its source and target PMs. The duration for which the allocation of
bandwidth to a VM migration is not changed, we define as a slot. Therefore, a
VM migration can be completed in one or more slots, and a slot may consist of
any number of iterations. Migration time of a VM is thus calculated by adding
the elapsed times of all slots. Therefore, the elapsed time of the k-th slot start
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with rkvmi memory, an allocation of bandwidth b
k
vmi
and h number of iterations is
calculated as–
tm(k)vmi =
[
rkvmi
bkvmi − fvmi
]
×
[
1−
(
fvmi
bkvmi
)h]
if bkvmi > fvmi (4.7)
Therefore, the migration time of vmi, t
m
vmi
, is calculated as–
tmvmi =
∑
∀k
tm(k)vmi (4.8)
If k is the last slot in the migration, then the downtime of vmi, t
d
vmi
, is
calculated as–
tdvmi =
rkvmi × (fvmi)h−1
(bkvmi)
h
if bkvmi > fvmi (4.9)
The number of iterations of the migration cannot be more than the maximum
allowed number of iterations, i.e.
∑
∀k h ≤ α.
In multiple VMs live migration some of the VMs can be migrated in parallel
and Xji denotes the set of VMs that can be migrated in parallel. A schedule of
migrations, Xi, is thus represented by an order set of such parallel migration sets,
i.e. Xi = 〈Xji 〉, where Xji 6= ∅, Xji ⊆ C,
m⋃
j=1
Xji = C,m ≥ 1, where C is the set
of candidate VMs for migration. The migration time of a parallel migration set,
tm(X
j
i ), is the maximum migration time of the VM in X
j
i , i.e.
tm(X
j
i ) = max{tmvmq |vmq ∈ Xji } (4.10)
where tmvmi is calculated using Equation 4.2.
Total migration time is defined as time required to complete all the migrations.
As VMs are migrated in parallel migration sets and it has been assumed that there
is no time interval between these migration sets, the total migration time of a
schedule, Tm(Xi), is thus the summation of all tm(X
j
i ).
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As downtime of a VM, tdvmq , is very small compared to t
m
vmq and there is
less chance that VMs will go to down state simultaneously, total downtime of a
schedule, Td(Xi), is the summation of downtimes of all VMs in C
4.3 Problem Formulation
Given a data center network consists of a set of PMs and a set of switches with
their communication topology and link bandwidth capacity; the resource capaci-
ties of PMs and switches; a set of migration candidate VMs, for which migrations
need to be done, with their source PMs and target PMs to where the candidate
VMs will be migrated finally; the resource requirements of VMs; an inter-VM de-
pendency graph, it is to find a schedule of migrations such that all the migration
costs– total migration time and total downtime, are minimized, while satisfying
all the migration constraints for each migration. The mathematical formulation
of these input, output and objective are specified as below:
Inputs:
1. A data center network, represented by an weighted undirected graph, GD =
〈P ∪W,L〉, where
(i) P = {pmi}, 1 ≤ i ≤ |P |, is the set of PMs. Each pmi is attributed
by its initial CPU and memory capacities, CPU cappmi and RAM
cap
pmi
re-
spectively, and its consumed CPU and memory at current utilization,
CPU loadpmi and RAM
load
pmi
respectively.
(ii) W = {swi} 1 ≤ i ≤ |W |, is the set of switches in the data center that
forms the network communication topology interconnecting the PMs in
P . A swi is attributed by its total bandwidth capacity, Capacity
bw
swi
,
including both the incoming and outgoing ports capacities, and the
total load, Loadbwswi , that indicates the total traffic passes through swi
at current state.
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(iii) L = {lij}, i 6= j, is the set of communication links that connect the
nodes of P ∪ W . Each link, lij, is mapped to a non-negative value
that represents the amount of data flow between νi ∈ P ∪ W and
νj ∈ P ∪W , i.e. lij → wij, wij ∈ R+.
2. Inter-VM dependency represented by an weighted undirected graph, GV =
〈V,E〉, where
(i) V = {vmi}, is the set of |V | VMs, where a vmi is characterized by its
CPU and memory requirements– CPU reqvmi and RAM
req
vmi
respectively;
maximum amount of modifiable memory, mvmi and memory modifica-
tion rate, fvmi , where mvmi ≤ RAM reqvmi .
(ii) E = {eij} is a set of virtual links that depicts the inter-VM data
dependency among the VMs in V and eij ∈ {0, 1}.
eij =
{
1 if there is inter-VM traffic flow between vmi and vmj
0 otherwise
The weight on virtual link, eij → dij, is a non-negative value that
represents the amount of inter-VM traffic flow between two VMs, vmi
and vmj, i.e. dij ∈ R+.
3. A migration mapping set, represented by a set of 3-tuples, {〈vmi, pms, pmt〉}.
The vmi in a tuple is from the set of migration candidate VMs, CV ⊆ V .
Each tuple represents that vmi ∈ CV is planned for migration from its
source PM, pms, to the target final PM, pmt.
Objectives: To find a schedule of VM migrations for the VMs in CV to their
designated target PMs such that all the migration costs– total migration time
and total downtime as specified by Equations 4.11 and 4.12, are minimized, i.e.
minimize
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Tm =
∑
∀j
tm(X
j
i ) (4.11)
Td =
∑
∀vmi∈C
tdvmi (4.12)
Constraints: A VM, however, may need to be migrated to a PM rather than
its final target PM, pmt, specified in its migration mapping tuple, temporarily,
if pmt currently does not satisfy the resource requirements of the VM. Two PM
resource constraints and one bandwidth constraint must be satisfied whenever a
VM, vmi, is migrating to a PM.
1. PMs resource constraints: The migration of a vmi to a pmk is feasible if
both the CPU and memory demands of vmi are satisfied by the available
respective resources at pmk. Equations 4.13 and 4.14 respectively represent
the CPU and memory constraints of a migration of vmi to pmk.
CPU cappmk − CPU loadpmk ≥ CPU reqvmi (4.13)
RAM cappmk −RAM loadpmk ≥ RAM reqvmi (4.14)
2. Bandwidth constraint: When an interdependent VM, vmi, is migrated to
a PM, pmk, all the associated virtual links are migrated as well. This
requires to satisfy that the route between pmk and any other PM, pmq,
that holds vmi’s dependent VM, vmj, i.e. eij = 1, must have enough
available bandwidth to carry the inter-VM data between vmi and vmj, dij.
Equation 4.15 specifies this bandwidth constraint.
∀vmj, eij = 1, vmi ∈ Vpmk , vmj ∈ Vpmq , dij ≤ Bpmk,pmq (4.15)
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Output: A schedule of migrations, X, represented by an order set of parallel
migration sets, i.e. X = 〈{Xi}〉, where Xi 6= ∅, Xi ⊆ CV ,
n⋃
i=1
Xi = CV , n ≥ 1. Xi
is the set of VMs that can be migrated in parallel in multiple VMs migration.
4.4 A Heuristic Algorithm for the VMMSP
As discussed previously, VM size, memory modification rate and link bandwidth
are the main attributes that affect the performance of a migration, we have de-
veloped a heuristic algorithm that considers these three factors in scheduling the
migrations of multiple VMs. The following subsections describe the strategy of
our heuristic algorithm in scheduling multiple VMs migration.
4.4.1 Bandwidth Cost Calculation for the Heuristic Algo-
rithm
Link bandwidth is the most influential factor on the performance of a live VM
migration, and therefore, our heuristic algorithm schedules the migrations based
on the change of link bandwidth consumption due to inter-VM traffic flow after
each migration. In this research, only data dependencies among the VMs are
considered. The other types of dependencies, for example, control dependency,
have been ignored, as data transfer for other type of dependencies are negligible.
When a VM, which has data dependency with other VMs, is migrated from
one PM to another PM, the data flow of that is currently directed to its source
PM, also switches to the target PM. The change of traffic flow through the data
center due to such a migration can be decreased when most of the data dependent
VMs are housed on the target PM or near to the target PM. On the contrary,
if the dependent VMs of the migrating VM reside on the source PM, the traffic
flow through the data center can be increased.
In the proposed heuristic algorithm, the migration of a VM is prioritized based
on the amount of change of inter-VM traffic flow after its migration. If a VM,
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vmi, is supposed to be migrated from source pms to target pmt, the change of
inter-VM traffic flow in the data center is calculated using the model developed
in Chapter 3 as follows–
ϕvmi = 2×
 ∑
∀vmj∈Vpms ,eij=1
dij −
∑
∀vmj∈Vpmt ,eij=1
dij
× tierst
+
∑
∀vmj∈Vpmk ,k 6=s,k 6=t,eij=1
2× dij × (tiertk − tiersk)
(4.16)
ϕvmi can have both positive and negative values. The lower value of ϕvmi
indicates that its migration causes less increase of inter-VM traffic flow after the
migration of vmi, which consequently leaves more residual link bandwidth for the
subsequent migrations. Therefore, the VM with lower value of ϕvmi is selected
for migration first.
4.4.2 Migration Loop
In this research, we have considered a special scenario, migration loop. For a
highly consolidated migration mapping plan, a situation can arise when a VM
cannot be migrated to its target PM directly due to violation of resource con-
straints as specified in Equations 4.13 to 4.15. When all the VMs that are planned
to map to some target PMs face this situation, a loop is created. Figure 4.1 de-
picts such a loop created by vm1, vm2 and vm3 for the migration mapping plan
{〈vm1, pm1, pm2〉, 〈vm2, pm2, pm3〉, 〈vm3, pm3, pm1〉, 〈vm4, pm5, pm4〉}. The di-
rection of mapping is indicated by the arrow sign. The available resources in
each PM are given inside the adjacent parenthesis. The PMs are connected using
some network topology, e.g. tree topology as shown in Figure 1.3. The current
and new resource requirements of these VMs are given in Table 4.1. This type
of migration mapping exists when the increased resource requirements of a VM
cannot be met by its current PM and the data center employs consolidation VM
placement plan. The migration of vm1 to pm2 is delayed until vm2 is not migrated
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from pm2 to pm3 which waits for the migration of vm3 to pm1. This is because
the resource requirements of vm1 can be met if and only if vm2 relinquishes its
resources at pm2 and the same condition exists for other migrations as well. This
creates a migration dependency among vm1, vm2 and vm3 and we define this
migration dependency as a migration loop. The migration loop is eliminated by
migrating a VM to an intermediate PM temporarily rather than its target PM.
Though the loop can be eliminated by migrating any looped VM– vm1, vm2
or vm3, to pm4 temporarily, it is unworthy because pm4 is the target PM of
vm4. The selection of pm4 as intermediate PM delays the migration of vm4 to
pm4, which may result in performance degradation of the application inside vm4.
Therefore, selecting an intermediate PM arbitrarily may result in performance
degradation of some VMs. A heuristic algorithm has been developed in this re-
search, that eliminates the migration loop, by migrating an appropriate VM to a
suitable intermediate PM. The heuristic algorithm considers the following factors
to select a VM for migrating to an intermediate PM temporarily:
1. The intermediate PM must meet all the resource requirements of the VM.
2. Whenever possible, the intermediate PM should not be a target PM of other
VMs, as holding the resources of that PM may cause delay of migrations of
the VMs which are planned to map to that PM.
3. Whenever possible, the intermediate PM should not be a source PM of
other VMs as this may consume link bandwidth of the source PM. By the
link bandwidth of a PM, we mean the link available bandwidth between
the PM and switch to which it is connected directly.
4. As each migration causes some migration costs, it is required to select an
appropriate VM from the looped VMs and a suitable intermediate PM that
would cause minimum migration costs for breaking the migration loop.
Algorithm 7 is the pseudocode of the migration loop breaking algorithm. The
algorithm takes the set of looped VMs as input and outputs a new migration
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vm3
vmk
vm1
vmi
vm2
vmj
vmp
vmq
vm4
vmt
pm1 (0, 0 MB)   
pm2 (0, 100 MB)   pm3 (2, 0 MB)   pm5 (0, 0 MB)pm4 (3, 550 MB)   
Figure 4.1: Migration loop
Table 4.1: An example of VM resource requirements change
VM
Current resource requirements New resource requirements
vCPU RAM (MB) vCPU RAM (MB)
vm1 2 500 2 550
vm2 2 450 3 450
vm3 1 450 2 500
vm4 2 400 3 550
mapping for a looped VM to an intermediate PM. From the set of looped VMs,
the heuristic algorithm finds a VM that causes minimum migration costs, in terms
of migration time and downtime, to an intermediate PM in the data center such
that the migration loop is broken.
The algorithm categorizes the PMs into two sets: the set of nonoverloaded
PMs that are neither source nor target PMs of looped VMs, and a set of rest PMs
in the data center. For each looped VM, vmi ∈ VL, the algorithm first checks
the feasibility of migrating to the PMs that are neither source nor target PMs
of the looped VMs. The mapping plan that gives minimum costs is selected to
break the migration loop. These tasks are done between steps 7 and 19. If no
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intermediate PM is found in the set of nonoverloaded PMs, the overloaded PMs
are examined to break the migration loop in step 21. As the desired migration
mapping plan is valid, a new mapping for a looped VM is certainly found.
4.4.3 Dynamic Bandwidth Adaptation
In this research, we have considered dynamic bandwidth adaptation strategy to
improve the performance of multiple VMs live migration. In this section, a moti-
vation example is given to show the influence of dynamic bandwidth adaptation
strategy on total migration time and total downtime, and a dynamic bandwidth
adaptation algorithm has been developed. Consider the placement of VMs as
shown in Figure 4.2. The numerical value beside a link between pmi and network
represents the available bandwidth on port of pmi. To make the example simple,
it has been assumed that the network has sufficient bandwidth to support the
migrations. As the link bandwidth changes dynamically due to inter-VM traffic
flow, the available bandwidth on PMs’ ports are different.
Figure 4.2: Dynamic bandwidth adaptation approach
Suppose a set of three migration mappings {(vm0, pm0, pm1), (vm1, pm0, pm2), (vm2, pm3, pm0)}.
Let all the VMs be of same size (512 MB) with the same memory modification
rate (15 Mb memory is modified in a second) and a migration terminates after
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Algorithm 7 Migration loop breaking algorithm
1: Input: Set of looped VMs, VL, set of PMs, PC , that are neither source PM
nor target PM of the VMs in VL
2: cost :=∞; success := false;Map := null; counter := 0
3: while success == false do
4: if counter == 1 then
5: success := true
6: end if
7: for ∀vmi ∈ VL do
8: get the source PM of vmi, pms
9: for ∀pmt ∈ PC do
10: if Bpms,pmt > 0.0 and all the resource constraints of vmi at pmt are
satisfied then
11: success := true
12: calculate the cost, cost(i, s, t), for migrating vmi to pmt as normal-
ized value of tmvmi and t
d
vmi
13: if cost > cost(i, s, t) then
14: Map := 〈vmi, pms, pmt〉
15: cost := cost(i, s, t)
16: end if
17: end if
18: end for
19: end for
20: if success == false then
21: PC := P \ PC
22: counter := 1
23: end if
24: end while
25: output Map
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five iterations. To make the example simple, other migration termination criteria
have not been considered. With an initial migration sequence 〈vm0, vm1, vm2〉,
vm0 is migrated first with 90 Mbps bandwidth. After allocation of 90 Mbps band-
width to vm0, 10 Mbps bandwidth remains on pm0’s port for migrations of vm1
and vm2. However, migration of neither vm1 nor vm2 is initiated in parallel to
vm0 as this eventually does not progress migration of vm1 or vm2 due to higher
memory modification rate than the available bandwidth. With the allocation of
90 Mbps bandwidth, vm0 completes its migration in 54.61 s. After that, vm1 and
vm2 start their migrations simultaneously with 80 Mbps and 20 Mbps bandwidth
respectively. With the higher allocation of bandwidth, vm1 finishes migration in
63.00 s, and vm2 still continues its migration. By applying dynamic bandwidth
adaptation strategy, vm2 seizes the released bandwidth of vm1, and completes its
rest of the migration with 70 Mbps bandwidth; and vm2 takes total 131.70 s to
complete its migration.
To complete the migrations following this sequence, two batches of migra-
tions are required. In the first batch, vm0 is migrated alone and in the second
batch, vm1 and vm2 are migrated in parallel. The total migration time is the
summation of migration times of all batches, and migration time of a batch is the
time between the start of the first migration and the completion time of the last
migration in that batch. Therefore, the total migration time becomes 186.31 s.
The downtimes of vm0, vm1 and vm2 for this scenario are respectively 35 ms,
63 ms and 174 ms, and the total downtime is 272 ms. However, if the dynamic
bandwidth adaptation strategy is not used in the second batch of migrations,
i.e. if vm2 does not adapt the released bandwidth by vm2, then migration time
and downtime of vm2 are respectively 624.80 s and 64800 ms, which eventually
increase the total migration time and total downtime. The total migration time
and total downtime without bandwidth adaptation strategy are 679.41 s and
64898 ms respectively.
The above motivation example illustrates that dynamic bandwidth adapta-
tion strategy has a great impact on total migration time and total downtime. As
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a result, in this research, we have proposed and developed a dynamic bandwidth
adaptation algorithm to improve the performance of multiple VMs live migra-
tion. The detailed description of the proposed dynamic bandwidth adaptation
algorithm is given below.
Algorithm 8 is the pseudocode of the dynamic bandwidth adaptation algo-
rithm. The algorithm iteratively removes all the VMs from a parallel migra-
tion set, Xji , and calculates the total migration time of a parallel migration set,
tm(X
j
i ), between steps 4 and 11. Between steps 5 and 8, the VMs in X
j
i that have
minimum migration time are removed from Xji . The migration time of parallel
migration set is updated to the migration time of the VM that has removed from
Xji in step 7. The released bandwidth by the migrated VMs that are in Z is
dynamically allocated to the VMs in Xji in step 10. The dynamic bandwidth
adaptation strategy works as follows: the VMs in Xji are divided into diabolic
and nondiabolic groups. A VM with lower memory modification rate than the
allocated bandwidth to it, is categorized as a nondiabilic VM, otherwise it is a
diabolic VM. Released bandwidth is allocated to the diabolic VMs first, and the
VM that requires maximum migration time calculated in step 5, gets the highest
priority to adopt the released bandwidth. If no more VM in the diabolic list
exists, then the remaining available bandwidth, if there is any, is allocated to the
nondiabolic VMs. Nondiabolic VMs are sorted in ascending order of their calcu-
lated migration times. Each VM, vmi in nondiabolic list then gets b × (α+β+γ)3
amount of bandwidth, where b is the available bandwidth between source and
target PMs of vmi, and α, β and γ are respectively normalized values related
to memory modification rate, remaining memory and calculated migration time
of vmi. For example, α for a VM is calculated as the ratio of memory modi-
fication rate of the VM to the highest memory modification rate of the VM in
Xji . This dynamic bandwidth adaptation technique always maximizes the mi-
gration bandwidth to a VM, which eventually minimizes its migration time and
downtime.
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Algorithm 8 Dynamic bandwidth adaptation algorithm
1: Input: a parallel migration set, Xji
2: Output: migration time of a parallel migration set, tm(X
j
i )
3: Initialization: tm(X
j
i ) := 0
4: while Xji 6= ∅ do
5: calculate the migration times of the VMs in Xji
6: find the set of VMs, Z, with minimum migration time, tm(min)
7: tm(X
j
i ) := max(tm(X
j
i ), tm(min))
8: Xji := X
j
i \ Z
9: update resource usages of the source and target PMs of the VMs in Z
10: allocate the bandwidth released by the VMs in Z to the VMs in Xji
11: end while
4.4.4 Algorithm Description
The proposed heuristic algorithm schedules the migration of a given set of can-
didate VMs such that total migration time, total migration downtime and total
migration traffic transfer are minimized. Algorithm 9 is the pseudocode of our
proposed heuristic algorithm. The Algorithm 9 iterates repeatedly until all the
candidate VMs in are not migrated (steps 2 to 23). To schedule the migrations,
the migration bandwidth costs of candidate VMs are calculated and the attributes
of the VMs are analyzed. If there are more than one VM in the same PM with the
same bandwidth cost value, then the VMs are prioritized based on their memory
size and memory modification rate attributes. The VM with the lowest value of
the product of memory size and memory modification rate is chosen for band-
width allocation first in step 6. Between steps 4 and 16, the Algorithm finds the
set of VMs that can be migrated in parallel. If there is no VM that can be mi-
grated following the current mapping plan, i.e. a migration loop is created, then
the migration loop breaking algorithm is invoked in step 19. If the PM to where
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a VM has currently been migrated is not its final target PM, then its source and
target PMs are updated in step 22: the current target PM is set as source PM
and the final destination PM is set as target PM.
4.5 A Random-Key Genetic Algorithm for the
VMMSP
We have proposed and developed three Evolutionary Algorithms (EAs) to solve
the VMMSP. In this section we discuss our proposed genetic algorithm, Random-
Key Genetic Algorithm (RKGA), that efficiently schedules the migration of a
given set of VMs. The RKGA efficiently handles the multiple VMs migration
scheduling problem without generating any infeasible solution. Random numbers
in the range [0, 1], used as sort keys, are generated to represent the alleles of genes.
The genes of a chromosome are ranked based on the sort key values and two sort
keys of same value get the consecutive ranks. Therefore, any genetic operator
applied on the chromosomes always yields feasible solutions. In the following
subsections, we describe the chromosome encoding scheme, genetic operators,
fitness function and the RKGA in detail.
4.5.1 Chromosome Representation
A chromosome represents an initial schedule of migrations. We have applied ran-
dom key presentation for our chromosome encoding scheme [16]. A chromosome
consists of |VC | genes where each gene corresponds to a candidate VM. The alleles
of the genes, i.e. the sort keys, are generated randomly from the range [0, 1]. The
candidate VMs are ranked based on the sort key values– the smaller the sort-key
value, the smaller the rank value. If more than one gene have the same sort key
value, then the gene at the left most position among these unranked genes gets
the smaller rank value. For example, in Figure 4.3, genes at positions 2, 5 and 7
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Algorithm 9 Heuristic algorithm for migration scheduling
1: while VC 6= ∅ do
2: VM := VC
3: for ∀vmi ∈ VM do
4: Xl := ∅
5: find the VMs with the smallest cost(vmi)
6: find the VMs with the smallest mvmi × fvmi if more than one VM has
the same cost(vmi) value
7: find the source and target PMs of vmi, pmj and pmk respectively, from
its current mapping plan
8: if Bpmj ,pmk > 0 and resource constraints of vmi are satisfied then
9: Xl := ∪{vmi}
10: Bvmi := allocate migration bandwidth to vmi
11: Bpmj ,pmk := Bpmj ,pmk −Bvmi
12: reserves resources at pmk
13: if pmk is the final target PM of vmi then
14: VC := VC \ {vmi}
15: end if
16: end if
17: end for
18: if Xl == ∅ then
19: invoke migration loop breaking algorithm, Algorithm 7
20: else
21: X := ∪Xl
22: update migration mapping if ∃vmi ∈ S is migrated to a pmk rather than
its final target PM
23: end if
24: end while
25: Output X
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from the left have the same value. Following the above strategy, genes 2, 5 and
7 respectively get ranks 2, 3 and 4. The gene with lowest value of rank gets the
highest priority to migrate first. Figure 4.3 represents our chromosome encoding
scheme.
0.97 0.540.32 0.23 0.980.32 0.32
6 52 1 73 4
Default Sequence:
Chromosome (sort keys):
Ranks:
Initial Sequence:
vm1 vm3vm2 vm4 vm6vm5 vm7
vm4 vm5vm2 vm7 vm1vm3 vm6
Figure 4.3: Chromosome encoding scheme
The assigned ranks, depicted in Figure 4.3, represent an initial migration se-
quence. However, it may not possible to follow the initial migration sequence due
to resource constraints, for example, vm3 in Figure 4.3 may not be migrated first
due to violation of resource constraints as specified from Equation 4.13 to 4.15.
The VMs, i.e. genes in the initial sequence, are scanned from left to right and the
candidate VMs that satisfy the resource constraints following the current migra-
tion mappings are selected for migration in the parallel migration set. This pro-
cess iteratively schedules all the candidate VMs in the initial sequence. Therefore,
our approach always finds a feasible solution even though the initial migration
sequence cannot be followed.
4.5.2 Genetic Evolution
Genetic evolution is carried out through applying the genetic operators. We apply
crossover and mutation operators on the chromosomes in the current population
to produce new offspring. Furthermore, elitism strategy, that prevents the gener-
ation of losing the promising solutions, is employed as well. The elitism technique
and the genetic operators are discussed in the below subsections.
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Elitism
In the elitism strategy, a percentage of individuals with the highest fitness val-
ues are replicated to the next generation. This approach ensures that the elite
solutions get improvement from one generation to the next.
Genetic Operators
Crossover: Parameterized uniform crossover has been employed where a new
offspring is produced from two selected parent chromosomes. We applied a heuris-
tic in parent chromosomes selection. The first parent chromosome is the chro-
mosome from the current population with the same chromosome ID that the
new offspring will have in the nest generation. To select the second parent chro-
mosome, we find the cumulative fitness values of chromosomes that are already
sorted in descending order of their fitness values. Then a random number in the
range between the lowest and highest cumulative fitness values is generated. The
second parent chromosome is the chromosome in the current population that has
the same cumulative fitness value as that of the random number, or the chromo-
some with the minimum positive value difference between its cumulative fitness
value and the generated random number. This phenomenon creates more chance
of selecting each chromosome in the current population for the crossover operation
as the floating point random number results in a great chance of getting a unique
value every time. Algorithm 10 is the pseudocode of the parent chromosome
selection approach.
After getting two parent chromosomes, a random number between 0.0 and
1.0 is generated against each gene and compared to a threshold value (0.5 is our
choice). If the random number is less than the threshold value, then the gene of
the second parent is chosen, otherwise the gene of the first parent is selected for
the offspring. Figure 4.4 shows the crossover operation.
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Algorithm 10 Parent chromosomes selection for crossover operation
1: sort the chromosome in descending order of their fitness value, F (X)
2: for i := 1 to PopSize do
3: get the cumulative fitness value of each chromosome in current population
as, FC(Xi) = FC(Xi−1) + F (Xi)
4: end for
5: generate a random float number, Rand, between FC(X1) and FC(XPopSize)
6: parent1 = i
7: parent2 = j, FC(Xi) ≤ Rand and ∀i min(FC(Xi)−Rand)
0.97 0.540.32 0.23 0.980.32 0.32
Random Numbers:
Parent Chromosome 1:
Parent Chromosome 2:
Offspring Chromosome :
0.63 0.230.32 0.55 0.520.64 0.98
0.10 0.820.26 0.54 0.950.22 0.43
0.63 0.540.32 0.23 0.980.64 0.98
Crossover
Figure 4.4: Parameterized uniform crossover operation
Mutation: To create further genetic diversity, a mutation operator has been
applied. As the solutions found through the elitism strategy are the best solutions
up to the current generation, the parent chromosome is selected from this elitist
group for the mutation operation. Moreover, the elitist solutions contain the
best building block and, therefore, a small percentage of the genes in the parent
chromosome are altered. The randomly selected genes of the parent chromosome
are mutated with new sort-key values in the range [0.0, 1.0].
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4.5.3 Fitness Function
As the aim is to minimize total migration time and total downtime, these two
attributes are used to calculate the fitness value of a solution. As discussed
previously, a population does not contain any infeasible solution, therefore, no
penalty is given to the fitness value. We employ aggregation-based fitness value
calculation approach where the weighted sum of each criterion is used in fitness
value calculation. Fitness value of a solution, X, is calculated using Equation 4.17.
F (X) = 1−
2∑
i=1
Qi
Qmaxi
× wi (4.17)
where Qi is a performance metric of multiple VMs live migration calculated
using Equations 4.11 and 4.12; Qmaxi is the maximum value against the criterion
i. The values of Qmaxi are the upper bound of particular criterion and these are
5 ×∑∀vmj∈VC mvmjbvmj and ∑∀vmj∈VC mvmjbvmj for the total migration time and total
downtime respectively. wi is the weight assigned to each criterion and
∑2
i=1wi =
1. Equation 4.17 ensures that the fitness value of a solution is normalized between
0.0 and 1.0, and the solution that results in minimum migration costs always has
the highest fitness value.
4.5.4 Algorithm Description
Algorithm 11 is the description of our proposed RKGA. Step 1 generates the
initial population. Steps 2 to 20 find the best solution in all generations. Steps
3 to 12 calculate the migration costs for each solution in a population. For a
consolidated migration mapping plan, the VMs may not be migrated to their
target PMs directly due to violation of resource constraints and a migration loop
is created. Step 7 invokes a heuristic procedure that eliminates the migration loop
by finding an appropriate VM and intermediate PM. Total migration time and
total downtime is calculated in step 9 through invoking the dynamic bandwidth
adaptation algorithm. Individuals’ fitness values are calculated in step 13 using
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Equation 4.17. Steps 15 to 17 apply elitism strategy and genetic operators.
Algorithm 11 The RKGA for scheduling VMs migration
1: generate initial population
2: while termination criteria are not true do
3: for each individual in the population do
4: while a complete migration sequence is not found for an individual do
5: find the set of VMs, Xji that can be migrated in parallel
6: if Sji = ∅ then
7: invoke the heuristic procedure to eliminate migration loop, Algo-
rithm 7
8: else
9: invoke dynamic bandwidth adaptation algorithm, Algorithm 8
10: end if
11: end while
12: end for
13: calculate the fitness values for all individuals
14: if termination criteria are not met then
15: select predefined amount of fittest individuals for the next generation
16: apply the parameterized uniform crossover operation
17: apply mutation operation
18: replace current generation by the new generation
19: end if
20: end while
21: output the solution with highest fitness value in all generations
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4.6 Pareto-based Evolutionary Algorithms for
the VMMSP
As multiple VMs migration scheduling problem aims to minimize several ob-
jectives at the same time, a single solution may not fit for all the objectives.
Therefore, instead of providing a single solution, a set of solutions can be of in-
terest. The Pareto-based Evolutionary Algorithm (PEA) is useful in this regard.
The PEA finds a set of nondominated solutions where each solution contains at
least one optimized objective compared to the other solutions. We have applied a
classic Strength Pareto Evolutionary Algorithm 2 (SPEA2) and have developed a
new Strength Pareto Evolutionary Algorithm, Yet Another Strength Pareto Evo-
lutionary Algorithm (ySPEA), to tackle the multiple VMs migration scheduling
problem.
4.6.1 Strength Pareto Evolutionary Algorithm 2
This research work aims to minimize two objectives– total migration time and
total downtime simultaneously. As discussed in Section 1.2.1, different schedules
of VM migrations results in different total migration times and total downtimes,
and therefore, a set of schedules exists for a given set of migration candidate
VMs. A schedule of VM migrations is called a solution and the resultant total
migration time and total downtime for that schedule creates an objective vector
in objective space.
A solution, Xi, is quantified by its objective vector, 〈gXi1 , . . . , gXil , . . . , gXir 〉,
where gXil is an objective value. As the aim is to minimize total migration time
and total downtime, the problem has become a multiobjective minimization prob-
lem. In a multiobjective minimization problem, a solution, Xi, dominates another
solution, Xj, if no objective of Xi is greater than the corresponding objective of
Xj and at least one objective of Xi is smaller than the corresponding objective
of Xj. Therefore, in a multiobjective minimization problem solution, Xi, domi-
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nates solution, Xj, i.e. Xi  Xj, if and only if the following conditions are hold
simultaneously:
∀l, gXil ≤ gXjl
and
∃l, gXil < gXjl
(4.18)
The symbol  is the Pareto dominance relation. The set of nondominated
near optimal solutions in the solution space is called Pareto set and the corre-
sponding objective vectors in the objective space is called Pareto front. When
the objective vectors of nondominated solutions are plotted in a graph, a Pareto
front is obtained by drawing a curve connecting the objective vectors. In this
research, an objective vector comprises two components– Tm and Td, i.e. the
objective vector of solution Xi is Yi = 〈Tm, Td〉.
The classic SPEA2 has been applied to address the problem of VM migration
scheduling problem. The SPEA2 provides a set of migration schedules, each
of which is better compared to the other schedules in respect to one objective
value at least. The SPEA2 exploits the random key scheduling [16] to find a
schedule of migrations. A fixed size archive is maintained that contains the
best solutions, preferably nondominated solutions, in all generations. The classic
SPEA2 works in four phases– (1) fitness calculation, (2) environment selection,
(3) mating selection, and (4) genetic operations. These four steps iterate until a
certain termination condition is not met.
Fitness Calculation
Fitness of a solution reflects the quality of the solution. In fitness calculation,
the solutions in the current archive, At, and current population, Pt, are evaluated
with respect to their objective vectors, 〈Tm, Td〉. Dominance relation is considered
in fitness value calculation. The fitness value of a solution, Xi, is determined by
the strengths of its dominators. The strength of Xi, S(Xi), refers to the number
of solutions it dominates in both the At and Pt, i.e.
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S(Xi) = |{Xj | Xj ∈ At ∪ Pt, Xi  Xj}| (4.19)
The raw fitness value of Xi, R(Xi), is the added strengths of the solutions
that dominate Xi.
R(Xi) =
∑
Xj∈At∪Pt,XjXi
S(Xj) (4.20)
Equation 4.20 indicates that the raw fitness values of the solutions that do
not dominate each other are zeros. Therefore, the dominance criterion is in
general not sufficient in fitness value calculation, and additional information is
taken into account to distinguish two solutions with same raw fitness value. The
density information is taken into account to calculate actual fitness value. In
density estimation technique, the nearest neighborhood technique is used. In this
technique, the distance of a given point to its kth nearest neighbor is taken into
account in order to estimate the density in its neighborhood. SPEA2 calculates
the Euclidean distance to the kth nearest neighbor, σkXi . In our experiments, we
set k = 1. Then, density corresponding to Xi is normalized as D(Xi) =
1
σkXi
+2
and added to R(Xi) to obtain the actual fitness value of Xi as follows:
F (Xi) = R(Xi) +D(Xi), Xi ∈ At ∪ Pt (4.21)
Equation 4.21 indicates that a better solution gets lower fitness value.
Environment Selection
The environment selection updates a fixed size archive by the solutions from the
current archive and current population. In this regard, the archive is filled up
by the nondominated solutions first. The solutions that have fitness value less
than 1.0, calculated using Equation 4.21, are the nondominated solutions. Three
cases can be occurred then. If the number of nondominated solutions is exactly
equal to the archive size, then environment selection is completed. If the number
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of nondominated solutions is less than the pre-defined archive size, then the rest
of the archive is filled up by the dominated solutions with better fitness. On the
contrary, if there are more nondominated solutions than the archive size, then
archive truncation is required.
In the archive truncation procedure, the nondominated solutions in the dense
area are considered. SPEA2 maintains a diverse set of solutions so that a wide
range of solutions can be provided and density information is used to select a
solution. The solution having the greater density, i.e. more number of neighbors,
has less chance to be selected. An individual’s chance of being selected is de-
creased the greater the density of the individuals in its neighborhood. A solution
which has minimum Euclidean distance, with respect to corresponding objective
vectors in objective space, to another solution is chosen for removal, and if more
than one solution exists with the same minimum distance then the second nearest
neighbor is chosen and so forth. The removal process iterates until the size of the
archive is not truncated to the pre-defined size.
Mating Pool Selection
Similar to archive, mating pool size is pre-defined. To get an improved generation,
it is required to have the good chromosomes in the mating pool. In this regard, the
mating pool is filled through binary tournament selection. In binary tournament
selection, two individuals are randomly chosen from the population, and the one
with the better fitness value is copied to the mating pool. This type of mating
pool selection ensures that the genetic operators applied on the parents in the
mating pool produce improved offspring in the next generation as the mating
pool contains the best solutions obtained so far.
Genetic Operators
A new generation is obtained through applying the genetic operators. Two classic
genetic operators– crossover and mutation, are applied on the solutions in the
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mating pool to get a new generation. Similar to RKGA, we applied parameterized
uniform crossover and mutation on the elitist solutions to produce the offspring.
The parents for mutation operation are selected from the set of nondominated
solutions. The details of these genetic operators are discussed in Section 4.5.2.
As the SPEA2 applies the elitism strategy to obtain a new archive, the copying
of elitist solutions to the new generation like the RKGA is not performed in the
SPEA2.
Algorithm Description
Algorithm 12 is the pseudocode of SPEA2. An initial population is generated ran-
domly. The SPEA2 exploits the fundamentals of random-key presentation [16] to
find a migration schedule. For each chromosome in the population a migration
schedule is obtained in step 5 following the process as discussed in Section 4.5.1.
Then the corresponding objective vector is found in step 6. The fitness val-
ues of the solutions are calculated in step 8. The other phases– environment
selection, mating pool selection and genetic operations are performed between
steps 9 and 11. After exploring a certain number of generations or satisfying any
termination criterion, a set of the nondominated solutions in the current archive
is output.
4.6.2 Yet Another Strength Pareto Evolutionary Algo-
rithm
We have developed a new Pareto-based EA, Yet Another Strength Pareto Evo-
lutionary Algorithm (ySPEA), to solve the VM migration scheduling problem.
The ySPEA uses the concept of strength calculation of a solution in determining
the solution quality. However, the strength calculation procedure of ySPEA is
different than the classic SPEA2. The ySPEA provides a set of nondominated
solutions, i.e. near optimal solutions where each solution can be of interest. A
139
Chapter4. Virtual Machine Migration Scheduling Problem
Algorithm 12 The SPEA2 for scheduling VMs migration
1: randomly generate an initial population
2: initialize the archive to an empty set
3: while termination criteria are false do
4: for each individual in the population do
5: find the schedule of migrations as described in Section 4.5.4
6: calculate the total migration time and total downtime
7: end for
8: calculate the fitness values of all individuals in the population and archive
9: do environment selection
10: do mating selection to fill mating pool
11: apply crossover and mutation operators
12: end while
13: output the set of nondominated solutions
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solution in the archive or in the population is, however, the encoded one and the
best solution is decoded when the algorithm terminates to get the actual sequence
of migrations. Similar to classic SPEA2, our ySPEA operates in four stages– (1)
fitness calculation, (2) environment selection (3) mating selection and (4) genetic
operations. These four phases iterate until all the generations are explored or the
best nondominated solutions set is obtained. The following subsections describe
the ySPEA and its four stages in detail.
Fitness Calculation
The preference of a solution is evaluated by assigning a scalar value to it. The
ySPEA gives an improved fitness value calculation procedure where both the
strengths of the solutions it dominates and the strengths of the solutions by
which it is dominated are accounted for in fitness value calculation, while in
classic SPEA2 the fitness value of a solution is calculated considering only the
strengths of the solutions by which the solution is dominated. The strength of a
solution is calculated using the Equation 4.19.
For calculating the raw fitness value of Xi, the strength of each solution that
dominates Xi is considered. In addition to this, relative dominance is considered,
i.e. the strength of each dominator of Xi is reduced by S(Xi). The solutions that
are dominated by Xi are also dominated by the dominators of Xi, and therefore,
the strength of each dominator of Xi is reduced by S(Xi) + 1 in its raw fitness
value. The raw fitness value of Xi in the current archive, At, and the current
population, Pt is thus calculated using Equation 4.22.
R(Xi) =
∑
Xj∈At∪Pt,XjXi
S(Xj)− |{Xj  Xi}| × [S(Xi) + 1] (4.22)
The raw fitness values calculated for the nondominated solutions using Equa-
tion 4.22 are equal to zero and the raw fitness value of a dominated solution is
any positive value greater than zero. As this research aims to minimize total mi-
gration time and total downtime, the objective vector of each solution is plotted
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in a two dimensional graph to generate the Pareto front. The solution in terms
of an objective vector that is close to the center in the two dimensional graph is a
promising solution and the farthest solution is the worst one. With giving equal
importance to both the objectives, the solution that results in an objective vector
close to x = y line is also a promising solution. Therefore, a solution is attributed
by two parameters – distance and deviation parameters. The distance parameter
of Xi, dXi , is how far it is from the center, and the deviation parameter, θXi , is
the absolute value of deviation of Xi from x = y line. The normalized value of
these parameters is given by Equation 4.23.
Q(Xi) =
1
3
×
[
dXi
max(dXi)
+
θXi
max(θXi)
]
(4.23)
where max(dXi) and max(θXi) are respectively the maximum dXi and θXi in
At ∪ Pt. The above equation ensures that 0 ≤ Q(Xi) < 1. The actual fitness
value of Xi, F (Xi), is then calculated by adding Q(Xi) to R(Xi).
F (Xi) = R(Xi) +Q(Xi) (4.24)
Thus the fitness value of Xi, F (Xi), calculated using Equation 4.24 can be any
positive real number value including 0, i.e. F (Xi) ∈ R≥0. As for a nondominated
solution R(Xi) is zero and R(Xi) is greater than zero for a dominated solution;
the smaller the fitness value, the better the solution, and vice versa.
Environment Selection
The ySPEA maintains a fixed size archive to store the best solutions, preferably
nondominated solutions. The environment selection determines which individuals
will be stored in the new archive from the previously archived individuals and
the newly created population. Elitism strategy is used to fill the archive. Elitism
addresses the problem of losing good solutions during the optimization process
due to random effects. The environment selection procedure fills the new archive
with the nondominated solutions from the current archive and current population.
142
4.6 Pareto-based Evolutionary Algorithms for the VMMSP
If the number of nondominated solutions is smaller than the archive size, then
the rest of the archive is filled up by the fittest dominated solutions. An archive
truncation procedure is performed when the number of nondominated solutions
exceeds the size of the archive.
The archive truncation procedure in the ySPEA is different from the original
SPEA archive truncation procedure. Instead of considering density information,
our archive truncation procedure accounts for solution quality in archive trun-
cation. However, solution diversity is maintained to an extent by keeping the
boundary solutions in the archive. As mentioned previously, the objective vec-
tors of solutions can be placed in a two-dimensional graph, and therefore, the
solution in terms of objective vector that is close to the center of the graph is
a promising solution and the farthest solution is the worst one. Moreover, by
giving equal importance to both the objectives, the solution that results in the
objective vector close to the x = y line is also a promising solution. To keep
solution diversity, we define the boundaries of the solutions in the graph. Four
boundary solutions that are close to the center, farthest from the center, close to
the x = y line and farthest from x = y line are kept in At+1 assuming that archive
size is not less than four. The |At+1|−|At| number of solutions with higher fitness
values are removed from the archive.
Mating Selection
The ySPEA maintains a fixed size mating pool where the fittest solutions, both
nondominated and dominated, are stored. To fill the mating pool, the solutions
in At and Pt are sorted in ascending order of their fitness values and the solutions
with smaller fitness values are copied to the mating pool. Genetic operators are
applied on the solutions of the mating pool.
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Genetic Operators
Crossover and mutation operations are employed on the parent chromosomes
in the mating pool to obtain a new generation. The crossover and mutation
operations in ySPEA are similar to those that have been employed in generation
evolution of SPEA2.
Algorithm Description
Algorithm 13 is the pseudocode of our ySPEA. An initial population is gener-
ated randomly in step 1. For each chromosome in the population, a complete
migration schedule is obtained from steps 3 to 15. The ySPEA exploits the
fundamentals of the random-key scheduling to obtain a solution, i.e. possible
sequence of migrations. The migration loop breaking algorithm is invoked in
step 9. Steps 12 and 13 calculate the migration time and migration downtime of
a parallel migration set, Xji . The fitness values of all solutions in the population
and archive are calculated in step 16 using Equation 4.24. In step 18, the new
archive is filled up using the environment selection procedure described above. If
no termination criterion is met, the genetic operators are applied on the solutions
of the mating pool in step 21; otherwise the set of nondominated solutions are
output.
4.7 Evaluation
VM migration scheduling problem is a new problem in the data centers. There-
fore, there is a lack of availability of VMs migration scheduling algorithms in the
current literature. We have chosen a heuristic algorithm proposed by Ghorbani et
al. [53] that is very close to the VM migration scheduling problem. We evaluate
the effectiveness and scalability of the developed algorithms for different sized
test problems through comparing with the algorithm proposed in [53]. A test
problem size is defined by the number of VMs designated for migration. We have
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Algorithm 13 The ySPEA for scheduling VMs migration
1: randomly generate an initial population
2: while termination criteria are false do
3: for each chromosome, Xi, in the population do
4: Tm(Xi) := 0
5: Td(Xi) := 0
6: while a complete migration schedule is not found do
7: find a parallel migration set, Xji
8: if Xji == ∅ then
9: invoke the heuristic procedure to eliminate migration loop, Algo-
rithm 7
10: else
11: invoke dynamic bandwidth adaptation algorithm, Algorithm 8
12: Tm(Xi) := Tm(Xi) + tm(X
j
i )
13: Td(Xi) := Td(Xi) + td(X
j
i )
14: end if
15: end while
16: end for
17: calculate the fitness values of all solutions in At and Pt
18: do environment selection
19: if termination criteria are false then
20: do mating selection to fill mating pool
21: apply crossover and mutation operators
22: else
23: output the set of nondominated solutions
24: end if
25: end while
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conducted the experiments for test problems of migrating between 20 VMs and
200 VMs with an increment of 20 VMs. Moreover, the solution quality of the
ySPEA is evaluated through comparison with the optimal algorithm. The details
of the base algorithm, experiment setup and experimental results are discussed
in the following sections.
4.7.1 Baseline Algorithms
The heuristic algorithm proposed in [53] works as follows: The algorithm calcu-
lates the score for each VM. A score of a VM, vmi, is the number of feasible
migrations after the migration of vmi. A migration is feasible if it can be mi-
grated to the target PM satisfying the resource constraints. The VM with the
highest score is scheduled for migration first. We have adopted the proposed
algorithm in [53] for comparison and refer it as HA-2. In HA-2, each queued
VM, vmi, is assigned a score that is equal to the number of possible concurrent
migrations with vmi. Then the VM with the highest score is scheduled for mi-
gration. The scores of other queued VMs are calculated again and the queued
VM with the highest score that satisfies the resource constraints is scheduled to
migrate in the same parallel migration set. The process iteratively selects all
the VMs for which migrations are feasible to the current parallel migration set.
Similarly, other migration batches are found. Then the total migration time and
total downtime are calculated for the resulted migration schedule. In addition
to this, we have used an optimal algorithm to evaluate the effectiveness of our
VM migration scheduling algorithm. The optimal algorithm finds all the possible
solutions by taking the permutations of the candidate VMs. For each feasible
solution, the total migration time and total downtime are calculated.
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4.7.2 Experiment Setup
VM migration scheduling problem deals with migrations of a large number of
VMs in the data center. As it is quite difficult to perform such large-scale ex-
periments in real data centers, we performed the simulation experiments. In our
experiments, we simulate a data center with 686 PMs connected using the fat-
tree network topology [5], however, the simulation can be conducted for any data
center network topology with any number of PMs. Each PM was configured with
50 core CPU and 64 GB memory and connected to its top-of-rack (ToR) switch
by a 1 Gbps bidirectional link. The switches were also connected through 1 Gbps
bidirectional link. The number of VMs in the data center was 1000. The config-
uration of the VMs were randomly chosen from Amazon EC2 instance types [1]
as shown in Table A.1. The memory modification rate of a VM was between
1 MBps and 100 MBps; a VM cluster, the set of dependent VMs, was composed
of 1 to 5 VMs; and the inter-VM traffic flow rate between two dependent VMs
was a value chosen from the set {0, 1, 2, 3, 4, 5} Mbps. The configurations of
the data center, i.e. the number of PMs and VMs, the link capacities and the
initial placement of VMs remained unchanged throughout the experiments. The
attributes of each VM, i.e. its memory size, vCPU and memory modification rate,
and each PM configuration, i.e. its memory capacity and CPU capacity were not
changed either.
We conducted a series of trails for tuning the parameters for our evolution-
ary algorithms. The set of parameters that produced best results is presented
in Table 4.2. In the experiments, for the RKGA, we fixed both w1 and w2,
which are two parameters used in the fitness function 4.17, to 0.5. The evolution-
ary algorithms are terminated when the generation count reaches to 150, or 50
consecutive generations do not show any improvement. All the algorithms were
implemented in Java and experiments were conducted on a desktop computer
with the configuration of 2.80 GHz Intel Core i7-2640M CPU and 8.00 GB RAM.
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Table 4.2: GA parameters
Parameter type RKGA SPEA2 & ySPEA
Maximum number of generations 150 150
Population size 100 100
Archive size - 30
Mating pool size - 100
Elitism rate 8% -
Crossover rate 85% 90%
Mutation rate 7% 10%
4.7.3 Experimental Results
For each test problem, we evaluate the performances of ySPEA, SPEA2, RKGA,
HA-1 and HA-2 in terms of total migration time and total downtime. We com-
pare the relative dominance between ySPEA and, SPEA2. We also compare the
computation times of ySPEA, SPEA2 and RKGA. As the ySPEA, SPEA2 and
RKGA are stochastic in nature, each test problem for these algorithms was run
30 times and the average of these 30 runs was taken for comparison. On the other
hand, for the HA-1 and HA-2, a test problem was run only once.
Comparison between ySPEA and SPEA2
As both the ySPEA and SPEA2 provide sets of nondominated solutions, some
solutions produced by ySPEA may dominate some solutions generated by SPEA2
and vice-versa. Figure 4.5 shows the sets of nondominated solutions generated
by the ySPEA and SPEA2 for an experiment of test problem with 200 VMs. In
this case, five solutions of SPEA2 are dominated by some solutions of ySPEA
and two of the ySPEA solutions are dominated by SPEA2 solutions. Therefore,
the Pareto fronts generated by ySPEA and SPEA2 may cross each other multiple
times, and thus we have compared the relative dominance of ySPEA over SPEA2.
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Suppose, X and Y are the sets of nondominated solutions generated by ySPEA
and SPEA2 respectively, and xi and yj are two solutions of ySPEA and SPEA2
respectively, i.e. xi ∈ X, yj ∈ Y . If solution xi dominates the solution yj, then
xi  yj. Moreover, some solutions of ySPEA and SPEA2 may overlap each other.
When solutions xi and yj are identical, then xi = yj. The relative dominance of X
over Y , X  Y , i.e. how superior X is over Y is calculated using Equation 4.25.
For the Pareto sets shown in Figure 4.5, the relative dominance of ySPEA over
SPEA2 is 15.79%.
X  Y (%) = |{xi  yj}| − |{yj  xi}||X|+ |Y | − |{xi = yj}| × 100 (4.25)
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Figure 4.5: Nondominated solutions generated by ySPEA and SPEA2 in an
experiment for the test problem with 200 VMs
Table 4.3 represents the relative dominance of ySPEA over SPEA2 for different
test problems. For each test problem, the results shown in Table 4.3 are the
averages of 30 experiments. The relative dominance of ySPEA over SPEA2 for
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a test problem is also the average of the relative dominances of 30 experiments.
The experimental results show that for all test problems from 60 VMs the ySPEA
outperforms the classic SPEA2. For a smaller-sized test problem the solution
space is comparatively small, and both ySPEA and SPEA2 produce the same sets
of nondominated solutions for all experiments. However, the relative dominances
of ySPEA over SPEA2 for test problems with 140, 160 and 180 VMs are relatively
small. This is because in some experiments for these test problems, the difference
between |{xi  yj}| and |{yj  xi}| is small and for some experiments SPEA2
dominates more solutions of ySPEA than the ySPEA dominates the solutions of
SPEA2. Moreover, the Pareto set size of SPEA2 is relatively larger than that of
ySPEA. The SPEA2 considers solution diversity in fitness value calculation giving
a diverse range of solutions. On the other hand, ySPEA populates the solutions
at a balance point, the point where both the total migration time and total
downtime are minimized, in the Pareto set. Therefore, the number of solutions
in SPEA2 becomes more than that of ySPEA.
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Experiment on the Effectiveness of the Proposed Algorithms
Figure 4.6 shows the graph for the average total migration times computed by the
ySPEA, SPEA2, RKGA, HA-1 and HA-2 for various test problems. The ySPEA
gives significantly shorter total migration time for each test problem compared
to the HA-1 and HA-2. Furthermore, with the increase of the test problem sizes,
the difference of total migration time between the ySPEA and the heuristic algo-
rithms is widened. This indicates the suitability of the ySPEA for scheduling the
migrations of a large number of VMs. However, the difference of total migration
time between ySPEA and the heuristic algorithms does not increase linearly. For
example, the difference of total migration time between ySPEA and the heuris-
tic algorithms for the test problem with 180 VMs is wider than that of the test
problem with 200 VMs. As the set of candidate VMs and the migration mapping
plan are chosen randomly for each test problem, the selected VMs for a smaller-
sized test problem may be of larger sizes and higher memory modification rates
than a larger-sized test problem. This then results in prolonged total migration
time for a smaller-sized test problem compared to a larger-sized test problem. As
the ySPEA, SPEA2 and RKGA all explore a large number of possible solutions,
the total migration times calculated by these algorithms do not show significant
difference. The RKGA finds only one solution in each experiment which is either
dominated or overlapped by one or more solutions of ySPEA and SPEA2.
The comparison graphs for average total downtime is shown in Figure 4.7.
The improvement of ySPEA over the baseline algorithms is not significant. To
evaluate the performances of the developed VM migration scheduling algorithms,
we applied the dynamic bandwidth adaptation strategy to the baseline algorithm,
HA-2, as well. Due to dynamic bandwidth adaptation, each VM almost gets all
bandwidth between its source and target PMs during the last iteration, and
this causes a VM to go to down state for the same duration in all experiments.
Therefore, the calculated total downtime is almost the same for a test problem
in all the algorithms.
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Figure 4.6: Comparison of total migration time for different test problems
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Figure 4.7: Comparison of total downtime for different test problems
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Comparison of Computation Time
As for HA-1 and HA-2, only one experiment was conducted for each test problem,
the computation times of HA-1 and HA-2 are very small. Therefore, the com-
putation times of HA-1 and HA-2 have been ignored for comparison. Figure 4.8
shows the computation time graphs for the ySPEA, SPEA2 and RKGA. The
graphs closely follow each other and this indicates that the ySPEA and SPEA2
do not cause additional computational overhead in producing a set of nondom-
inated solutions. Moreover, the linear trend of the computation time graphs
indicates the good scalability of ySPEA, SPEA2 and RKGA. The computation
times of ySPEA, SPEA2 and RKGA for a test problem are much smaller than the
calculated total migration times of that test problem. For example, computation
time of ySPEA to find a set of migration schedules for 200 VMs is 669 seconds,
shown in Figure 4.8, which is much less than the calculated total migration time
for 200 VMs, shown in Figure 4.6. This computation time is acceptable when
a large number of VMs are required to be migrated within a minimum time,
especially for proactive fault tolerance [47] and periodic server maintenance [77].
Experiments on Evaluating Solution Quality
To show the quality of solutions generated by the ySPEA, we conducted a sec-
ond set of experiments for smaller-sized test problems. In these experiments we
compared the performances of the ySPEA and the optimal algorithm. We chose
small-sized test problems because, for a large-sized test problem, the optimal
algorithm needs to explore a large search space, which is computationally infeasi-
ble. For example, the optimal algorithm needs to search 3628800 (=10!) possible
solutions for a test problem with 10 candidate VMs, and the configuration of
the chosen desktop computer could not produce any result for this test problem.
Table 4.4 represents the result obtained from these experiments. For all test
problems, the ySPEA finds the optimal solutions with much lower computation
time than the optimal algorithm. Moreover, for the test problem with 10 VMs,
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Figure 4.8: Computation time
the optimal algorithm fails to generate the results. This concludes that the use
of the optimal algorithm is impractical in a real scenario when a large number of
VMs are required to be migrated for server maintenance or fault tolerant activity.
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4.7.4 Summary of the Experimental Results
Based on the above experimental results, the following conclusions can be drawn:
Performance: The proposed heuristic algorithm, HA-1, finds a schedule of a
given set of candidate VMs with minimum total downtime compared to the
baseline heuristic algorithm, HA-2. However, HA-1 does not show improve-
ment in terms of total migration time over the HA-2. On the other hand,
all the developed evolutionary algorithms outperform both the heuristic al-
gorithms in terms of total migration time and total downtime. In addition,
with the increase of the test problem size, the evolutionary algorithms give
improved performance over the heuristic algorithms in terms of total mi-
gration time. The fluctuation in the total migration time graph is observed
due to the heterogeneity of VMs, as different configurations of VMs result
in different migration times. However, the performances of the evolutionary
algorithms in terms of total downtime are marginal. As all the algorithms
adopt the dynamic bandwidth adaptation algorithm and a large number of
iterations, up to 30 iterations, are allowed to each migration, total downtime
calculated by all algorithms are nearly the same. The relative dominance of
ySPEA over the SPEA2 shows a promising result. Furthermore, the ySPEA
finds a set of optimal solutions for smaller-sized test problems with smaller
computation time compared to the optimal algorithm. This indicates that
the solutions produced by the ySPEA for the larger size test problems are
more likely to be optimal.
Scalability: The computation time of the evolutionary algorithms increase
almost linearly with the increase of the test problem sizes. This illustrates
the good scalability of the developed evolutionary algorithms. Moreover,
the SPEA2 and ySPEA computation time graph closely follows that of
RKGA. This indicates the suitability of SPEA2 and ySPEA for VM migra-
tion scheduling problem. The computation times of evolutionary algorithms
are acceptable, as good quality solutions are produced by them.
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4.8 Chapter Summary
This chapter has comprehensively studied the VM migration scheduling prob-
lem through the mathematical formulation of the problem and developing var-
ious mathematical models of live VM migration attributes. Three evolutionary
algorithms– Random Key Genetic Algorithm (RKGA), Strength Pareto Evolu-
tionary Algorithm 2 (SPEA2) and Yet Another Strength Pareto Evolutionary
Algorithm (ySPEA), and a heuristic algorithm, HA-1, have been developed to
address the VM migration scheduling problem. In addition, a particular situa-
tion, migration loop, that can be appeared during VM migration has been inves-
tigated, and a heuristic algorithm has been proposed and developed to handle
the migration loop situation. Furthermore, to improve the performance of live
VM migration, a dynamic bandwidth adaptation algorithm has been proposed
and developed.
Experimental studies have been conducted to evaluate the performances of
the developed algorithms. The performances have been evaluated against two
metrics– total migration time and total downtime through comparing with a
heuristic algorithm, HA-2. The experimental results have shown that the total
migration times computed by the RKGA, SPEA2 and ySPEA are significantly
shorter than those calculated by the HA-1 and HA-2 for all test problems. More-
over, the difference between calculated total migration time by the evolutionary
algorithms and that calculated by the heuristic algorithms is widened with the
increase of the number of migrating VMs. This demonstrates the suitability of
the evolutionary algorithms for scheduling a large number of VMs. Moreover,
the RKGA, SPEA2 and ySPEA have shown the improvement over the HA-1 and
HA-2 in terms of total downtime. The experimental results have also shown that
the ySPEA can find solutions with better dominance for all the test problems
than the SPEA2, without additional computational overhead. In addition, we
have further evaluated the quality of solutions generated by the ySPEA through
comparing with the optimal algorithm. The experimental results have shown that
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the ySPEA can produce an optimal solution within less computation time than
the optimal algorithm for smaller-sized test problems. As expected, the RKGA,
SPEA2 and ySPEA take considerable computation times. However, this compu-
tation time is affordable, with trade-off good quality solutions. The computation
times of the RKGA, SPEA2 and ySPEA increase almost linearly with the in-
crease in number of candidate VMs. The near linear trend of computation time
graphs shows the good scalability of the developed RKGA, SPEA2 and ySPEA.
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Chapter 5
A New VM Management
Framework
5.1 Introduction
This chapter presents a VM management framework that automates the VM
management in a virtualized data center. The proposed VM management frame-
work works in two phases: (1) VM placement problem (VMPP) phase to find an
optimal VM placement plan and (2) VM migration scheduling problem (VMMSP)
phase, in order to achieve the optimal VM placement by using the live VM mi-
gration technology. The proposed new VM management framework has been
evaluated through comparing with a well-known resource management frame-
work, Entropy, against four performance metrics– data center energy consump-
tion cost, inter-VM traffic flow cost, total migration time cost and total downtime
cost. The experimental results illustrate that the proposed new VM management
framework is capable of finding and achieving an optimal VM placement in a
cost-efficient way, in terms of the aforementioned performance metrics, compared
to the Entropy.
The organization of this chapter is as follows: Section 5.2 presents the pro-
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posed VM management framework and its various functional modules. The eval-
uation of the proposed VM management framework is carried out in Section 5.3.
Finally, a brief summary of the chapter is given in Section 5.4.
5.2 The VM Management Framework
The proposed VM management framework transforms a non-optimal state of the
data center to an optimal state. By a non-optimal state we define the state when
some PMs of the data center are under-utilized and/or overloaded. A PM is in
under-utilization when its resources are poorly used. On the other hand, when
resource requirements of some VMs of a PM cannot be met, the PM becomes
overloaded. The proposed new VM management framework performs dynamic
VM placement to optimize the resource utilization of PMs. In addition to this,
the proposed VM management framework minimizes the energy consumption in
the data center and minimizes the inter-VM traffic flow in the data center in the
optimal VM placement.
The proposed new VM management framework consists of four functional
modules– Resource State Monitor, Placement Planner, Migration Scheduler and
Migration Executor. Figure 5.1 illustrates the inter-dependency among these
four modules. The modules cooperate with each other to find an optimal VM
placement plan and reach the data center to that optimal placement. Each of the
core modules is represented by the rounded box and the output of each module is
represented by the parallelogram. Resource state monitor and placement planner
modules together find an optimal VM placement; and the migration scheduler
and migration executor modules execute the target placement in cost-efficient
way. The detailed description of these modules and a flow diagram that depicts
the execution process of the proposed new VM management framework, are given
in the following subsections.
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Figure 5.1: VM Management framework
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5.2.1 Resource State Monitor
The resource state monitor module is this primary module of our VM management
framework and it investigates whether a new VM placement is required. When
the VM management framework is activated, the resource state monitor module
reads the resource usage status of the PMs. Two types of resource have been
considered in this research– CPU resource and memory resource. The module
checks all the PMs to find a non-optimal state, i.e. looks for any PM that is in
under-utilization or an overloaded situation. If the resource state monitor finds
any under-utilized or overloaded PM, it triggers the placement planner module to
determine an optimal VM placement plan. The output of the module is eventually
the state of the data center– the data center is currently non-optimal state or
not. The resource state monitor module can be activated periodically or through
intervention of the data center administrator.
5.2.2 Placement Planner
Once the placement planner is activated by the output of resource state monitor
module, it determines the set of overloaded PMs. From the set of overloaded
PMs, a set of VMs are determined for migration. This set of VMs are determined
based on their approximate migration costs and placement costs that can be
incurred when they are migrated to some PMs. Two types of migration costs
are taken into account– total downtime cost and total migration data transfer
cost. The placement costs are measured in terms of total energy consumption
cost and total inter-VM traffic flow cost. The procedure of determining the set
of migration candidate VMs has been described in Chapter 3. All the VMs in
an under-utilized PM are treated as migration candidate VMs. The placement
planner can also be activated for other management activities, e.g. periodic server
maintenance [77], proactive fault tolerance [47] activity. For the periodic server
maintenance or fault tolerance activity all the VMs of a particular PM become the
candidate VMs for migration. The placement planner finds an appropriate target
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PM for each and every VM in the data center such that an optimal placement
plan is obtained. The placement planner, however, only provides an optimal VM
placement plan; the execution of that placement plan is not implemented in this
module. The output of this module, an optimal VM placement plan, is treated
as the input to the migration scheduler module, which is indicated by an arrow
in Figure 5.1.
5.2.3 Migration Scheduler
The migration scheduler module schedules the migration of candidate VMs to
their designated target PMs such that total migration time and total downtime
are minimized to obtain the target VM placement plan, that has been provided
by the placement planner module. As soon as an optimal VM placement is
provided to the migration scheduler, it checks the migration feasibility for each
VM, starting with a given migration sequence. The initial sequence of migration
is generated randomly. The migration scheduler checks the CPU and memory
resource availability at target PMs and gets the bandwidth status between the
source and target PMs, to take the migration decision of a VM. This module
does the resource reservation task for a migration candidate VM when all the
resource constraints, as specified by Equations 4.13 to 4.15, are satisfied. The
output of this module is a set of parallel migration sets, where each set of parallel
migrations contains the VMs that can be migrated simultaneously. A set of
parallel migrations is handed over to the migration executor module, as shown
in Figure 5.1. Furthermore, the migration scheduler has a functional module
migration loop eliminator that handles the scenario of a migration loop.
The VM placement plan provided by the placement planner aims to optimize
the utilization of PMs’ resources. Therefore, VMs of two PMs may need to be
swapped, i.e. VM1 is planned to be migrated to PM2 from PM1 and VM2 is
planned to be migrated to PM1 from PM2. Moreover, there could be sequential
dependency of migration, i.e. migration of VM1 to its target PM is delayed until
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one or more VMs are not migrated from that target PM to release enough re-
sources for VM1. As a result, the consolidated VM placement plan provided by
the placement planner may create a migration loop. When such a migration loop
is found, the migration planner invokes the migration loop eliminator. A migra-
tion loop is eliminated by migrating a VM to an intermediate PM temporarily.
The migration loop eliminator takes the set of VMs, that have created a migration
loop, from the migration scheduler. The normalized migration costs for each of
the looped VM, for migrating it to all possible intermediate PMs, are calculated.
The migration costs that are considered to eliminate the migration loop are mi-
gration time and downtime. The VMs are then sorted, based on the normalized
migration costs. The VM that results in minimum normalized migration cost
to an intermediate PM is planned to be migrated to that PM temporarily. The
details of a migration loop are elaborated in Chapter 4.
5.2.4 Migration Executor
The migration executor module is responsible for executing the migrations of
VMs. It takes control from the migration scheduler, once a set of parallel migra-
tions is given to the migration executor. The migration executor determines when
a migration should be terminated and how the bandwidth will be dynamically
allocated to the migrations. The module performs several core tasks during the
migration of a set of VMs. The migration controller–
• decides when a migration should be terminated. Three termination criteria
have been considered in this research: (1) when the remaining amount of
memory at the source PM becomes 256 KB, (2) when the maximum number
of iterations becomes 30 and (3) when five times of VM has been transferred
to the target PM.
• measures the migration time and downtime of each VM. The total migration
time and total downtime of each parallel migration set are calculated by this
166
5.2 The VM Management Framework
module. Total migration time of a parallel migration set is the time between
when a parallel migration set is given to the migration executor and when
the module finishes the migrations of this parallel migration set. Total
downtime of a parallel migration set is calculated by adding the downtimes
of each VM in the parallel migration set.
• updates the resource usage status of the source and target PMs of the
VM that completes its migration. The module updates the link bandwidth
status as well, when an interdependent VM is migrated.
• checks whether a VM in the parallel migration set has been migrated to
its final target PM as determined by the placement planner. If the current
target PM of a VM is an intermediate PM determined by the migration
loop eliminator, then the VM’s migration plan is updated by selecting the
current target PM as the VM’s source PM and setting the final target PM
as the VM’s target PM. This updated migration plan of the VM is given to
the migration scheduler to schedule its migration to its final target PM.
• dynamically allocates the freed bandwidth to the ongoing migrations. In
the given parallel migration set, some VMs finish their migrations earlier
due to their different attributes (memory sizes and memory modification
rates) and different allocations of initial bandwidth. A smaller size VM
with lower memory modification rate finishes its migration earlier, when a
large amount of bandwidth is allocated it. The migration scheduler uses
a heuristic to allocate the freed bandwidth to the ongoing migrations. A
larger size VM with higher memory modification rate and less allocation
of bandwidth gets the first opportunity to seize the freed bandwidth. A
detailed description of this dynamic bandwidth adaptation strategy has
been discussed in Chapter 4. This dynamic bandwidth adaptation strategy
completes the migration of remaining VMs in the parallel migration set
quickly.
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5.2.5 Flow Diagram
The flow diagram of the proposed new VM management framework, shown in Fig-
ure 5.2, represents the control flow among the modules of the VM management
framework and the sub-processes of the modules. The modules of the VM man-
agement framework are represented by the rectangular boxes. The sub-processes
of each module are represented by the double bar rectangular boxes. Any decision
is represented by the diamond shape box. The output of a module is represented
by the parallelogram.
At first the resource state monitor is activated by the data center administra-
tor, or automatically in a periodic manner. The resource state monitor module
checks for any data center management activity requirement. A VM management
activity is required if some PMs require fault tolerant activity, periodic mainte-
nance, or a PMs’ under-utilization or overloaded situation is detected. When a
management activity is required, the placement planner is activated and the con-
trol goes to that module. The placement planner finds an optimal VM placement
plan based on the migration costs of the migrating VMs and the placement costs.
The output of the placement planner is provided to the migration scheduler then.
The migration scheduler finds the parallel migration sets. A parallel migration
set may comprise only one VM or more VMs. To find a parallel migration set,
the migration scheduler checks the resource constraints at the target PMs of the
candidate VMs and reserves the resources at target PMs if resource constraints
are satisfied. Once a parallel migration set is found, the control goes to the
migration executor to perform the migrations. The migration executor controls
the migrations, does dynamic bandwidth adaptation, updates the PMs’ resource
status and calculates migration costs. If no parallel migration set is found, i.e.
a migration loop is detected, then the migration loop is eliminated by the mi-
gration loop eliminator by finding an appropriate VM and an intermediate PM
for that VM. The control iterates between the migration scheduler and migration
executor, until all the candidate VMs are not migrated to their final target PMs
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as determined by the migration planner.
5.3 Evaluation
The proposed VM management framework is designed to perform the VM man-
agement activity for any scale virtualized data center; therefore, we have chosen
the experimental studies as a way to evaluate the performance of the proposed
VM management framework for large-scale data centers. As there is no complete
VM management framework in the current literature that combines both the
VMPP and VMMSP, we have chosen a well-known resource management frame-
work, Entropy, which has been found most close to our work, for comparison.
The Entropy was designed to handle the server (PM) consolidation problem by
finding an optimal VM placement plan. The Entropy, however, does not consider
the VM migration scheduling problem to implement the optimal placement. The
detailed description of Entropy will be given in Section 5.3.1. In the evaluation
of our proposed VM management framework, we have used the Penalty-based
Genetic Algorithm (GA) to solve the VMPP and the Random-Key Genetic Algo-
rithm (RKGA) to solve the VMMSP. We have chosen the evolutionary algorithms
for our VM management framework, as the evolutionary algorithms explore large
solution spaces to find an optimal solution or near-optimal solution if the op-
timal solution is not found. We have evaluated the proposed VM management
framework for two different sized data centers and for various test problems.
5.3.1 Entropy
Entropy is a well-known resource management framework that was designed to
perform the server consolidation [61]. The Entropy dynamically consolidates the
VMs in the data center such that a minimum number of active PMs are required
to host the VMs in the data center and the reconfiguration time is minimized.
The term reconfiguration means a new VM placement. The objective of the
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Entropy was to reduce the energy consumption by the homogeneous PMs by
minimizing the number of active PMs in the data center and switching-off the
inactive PMs. The Entropy works in two phases. In the first phase, the Entropy
finds the minimum number of PMs, n, that are required to host all the VMs; and
the problem of finding this n number of VMs is called the VM Packing Problem.
In the second phase, the Entropy finds a set of alternative VM placement plans
that do not require more than n PMs to host the VMs; and in this set, the
VM placement plan that requires minimum reconfiguration time is chosen as the
optimal VM placement plan. The reconfiguration time is defined as the time
required to transform the current VM placement to a target VM placement. The
reconfiguration time is calculated by adding the migration costs of each migrating
VM. The cost of a VM migration in Entropy is calculated by adding the VM’s
memory size and the costs of all previous steps. A step is defined as a set of VMs
that can be migrated in parallel, and the cost of a step is the largest amount of
memory among all the VMs in that step. The second phase of Entropy is referred
to as the VM Replacement Problem. Each of the phases of Entropy, is allowed
a predefined amount of computation time; for the VM Packing Problem it is 15
seconds and for the VM Replacement Problem it is 45 seconds [61].
The Entropy uses the Constraint Programming (CP) approach, where the
mapping of a VM onto a PM requires it to satisfy the resource constraints of
the PM. The resources considered in the Entropy are the CPU and memory
resources. Though the Entropy finds the optimal VM placement plan, it does not
consider how to achieve the optimal VM placement, i.e. no execution plan of VM
migrations to reach the optimal VM placement is given in the Entropy. Therefore,
for the Entropy we applied random scheduling to schedule the migrations of the
VMs to implement the optimal VM placement.
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5.3.2 Experiment Setup
We evaluate the performance of the proposed VM management framework for
two different sizes of data centers. We have defined a data center size by the
number of its PMs in the data center. In the experiments, the small size data
center comprised 250 PMs and the large size data center consisted of 432 PMs.
As we used the fat-tree topology to create the data center network topology, the
number of PMs in the large size data center became 432. However, our VM
management framework works for other types of network topology as well. In
each data center, we evaluated the proposed VM management framework for
different test problems. A test problem is the number of VMs in the data center.
Table 5.1 and Table 5.2 respectively show the test problems for small size and
large size data centers.
Table 5.1: Test Problems in a data center with 250 PMs
Test problems
Test problem characteristics
#VMs #PMs
1 40 250
2 80 250
3 120 250
4 160 250
5 200 250
Each PM in any data center was configured with the CPU in the range [20∼40]
and memory in the range [40∼80] GB. The energy consumption of a PM was
between 100 and 200 kWh. A switch consumed a maximum of 50 kWh energy
in its peak load. The capacity of each link that interconnects any two nodes
was 1 Gbps. The configuration of a VM was randomly chosen from the Amazon
instance types [1] as shown in Table A.1. The memory modification rate of a VM
was arbitrarily chosen from the range [50 ∼ 120] MBps. A VM cluster comprised
172
5.3 Evaluation
Table 5.2: Test Problems in a data center with 432 PMs
Test problems
Test problem characteristics
#VMs #PMs
1 50 432
2 100 432
3 150 432
4 200 432
5 250 432
6 300 432
maximum 8 VMs and the inter-VM traffic flow rate between two dependent VMs
was in the range [1.0 ∼ 3.0] MBps. Through out the experiments for each type
of data center, the number of PMs and their attributes, which are the CPU and
memory capacities; the network topology; the switches’ configurations; and the
link capacities were remained unchanged. However, for each test problem, the
VMs were arbitrarily chosen Amazon instance types and the VM clusters were
different as well. The initial VM placement for each test problem was obtained
through the First Fit Decreasing (FFD) approach. A non-optimal state was
created by arbitrarily increasing the CPU requirement and memory requirement
of a VM up to 15% and 20% respectively.
The parameters for the evolutionary algorithms, that were used to solve the
problems of two phases in the VM management framework, are given in Table 5.3.
Genetic operators– crossover and mutation, were employed to perform the genetic
evolution. The crossover plays the significant role to produce new offspring giving
genetic diversity. This genetic diversity is necessary to explore the large solution
space of a combinatorial problem. As the solution space for an evolutionary algo-
rithm is generally very large, exploring the solution space in different directions
creates the probability of getting the global optimum. Therefore, the proportion
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of the crossover rate is much higher than the mutation rate, as shown in Ta-
ble 5.3. On the other hand, the mutation operation is applied on some selected
parent chromosomes, preferably the elitist chromosomes, and only few genes of a
parent chromosome are altered. Thus, the mutation operation tends to converge
the search process. This convergence is, however, necessary, as the evolutionary
algorithms are designed to deal with large computationally complex problems (for
example, the VMPP, VMMSP stated in this research), which have huge solution
spaces, and the algorithms need to be terminated when a number of consecutive
generations do not show significant improvement of its individuals. However, the
genetic convergence tends to early termination of a genetic algorithm without ex-
ploring all directions of a search space. Therefore, to avoid early termination of
a genetic algorithm, a little proportion of new offspring is produced through the
mutation operation. Each of the Penalty-based GA and RKGA outputs only one
solution, and a proportion of the best solutions in current population is copied
to the next generation through elitism strategy. As the elitism strategy copies a
proportion of current population to the next generation, no genetic improvement
is performed by the elitism strategy. Hence the elitism rate in a genetic algorithm
is generally small.
The parameter values of an evolutionary algorithm depend on the nature of
the problem being dealt with and it is difficult to propose a strategic way to
find a fixed set of parameter values for any evolutionary algorithm. Moreover,
optimizing the genetic operators’ parameter values for a large problem is a com-
putationally complex task [56]. Therefore, we conducted experimental studies
to find an appropriate set of parameter values for each of the proposed evolu-
tionary algorithms. Through a set of experiments for parameter tuning for the
Penalty-based GA and RKGA, the parameter values presented in Table 5.3 pro-
duced the good results for our evolutionary algorithms. Furthermore, to reduce
the computation time of our evolutionary algorithms, we accounted the conver-
gence states of our evolutionary algorithms. Therefore, along with the maximum
number of generations explored, our evolutionary algorithms terminated when 50
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consecutive generations did not show any improvement. Both the Entropy and
the proposed VM management framework were implemented in Java, and all the
experiments were conducted in a desktop computer that was configured with 2.80
GHz Intel Core i7-2640M CPU and 8.00 GB RAM.
Table 5.3: The parameters for the EAs that handle the phases of VM management
framework
Parameters Penalty-based GA RKGA
Generations 100 150
Population size 100 150
Elitism rate 5% 5%
Crossover rate 88% 88%
Mutation rate 7% 7%
5.3.3 Experimental Results
The performance of the proposed VM management framework is evaluated against
four performance metrics– (1) total energy consumption in the data center due
to the new VM placement; (2) total inter-VM traffic flow through the data center
due to the new VM placement; (3) total migration time incurred to achieve the
new VM placement; and (4) total downtime incurred to achieve the new VM
placement. To show the impact of our proposed dynamic bandwidth adaptation
algorithm, experiments were conducted with and without the dynamic bandwidth
adaptation algorithm in the VM migration scheduling phase of the Entropy. The
detailed description of the dynamic bandwidth adaptation algorithm has been
given in Chapter 4. Due to the stochastic nature of the evolutionary algorithms
that have been used in our VM management framework, 30 experiments were
conducted for each of the test problems. The average of these 30 runs was taken
for comparison. Among the 30 VM placement plans found in the 30 experiments
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in the VMPP phase, a VM placement plan was chosen arbitrarily; and that VM
placement was implemented in the VMMSP phase. On the other hand, the En-
tropy was executed for 60 seconds and a VM placement plan was given as output.
As mentioned previously, the Entropy does not provide any migration scheduling
algorithm; therefore, we employed a random scheduling approach to implement
the VM placement found by the Entropy.
Table 5.4 represents the experimental results on various test problems in the
data center with 250 PMs when the dynamic bandwidth adaptation algorithm
has been used in both the Entropy and our VM management framework. The
experimental results show that the proposed VM management framework outper-
forms the Entropy for each test problem for all the performance metrics except
the total inter-VM traffic flow cost for some test problems (highlighted in bold-
face). The Entropy aimed to minimize the number of active PMs, and therefore,
the interdependent VMs have a greater chance of residing in the same PM, giving
less inter-VM traffic flow. On the other hand, in the proposed VM management
framework, the placement planner module considers the energy profile of the PM
and the CPU requirement of the VM. As a result, the placement of a VM into
a PM, in which its dependent VMs are residing, could decrease the inter-VM
traffic flow, however, it may increase the energy consumption cost due to less
energy efficiency of that PM. In that case, that placement is less promising to the
Penalty-based GA, as energy cost is given more importance than the inter-VM
traffic flow cost in the proposed new VM management framework.
In terms of migration costs– total migration time and total downtime, the
proposed VM management framework significantly outperforms the Entropy for
all test problems as shown in Table 5.4. The number of VMs for a test problem
as indicated in Table 5.4 is the number of VMs in the data center. However, the
VMs for which a migration schedule is found are less than the VMs in the data
center. The placement planner module in the proposed VM management frame-
work finds a subset of VMs in the data center for migration that is much smaller
than the set of candidate VMs finds by the Entropy. For example, for the test
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problem of 200 VMs in Table 5.4, our VM management framework found 63 VMs
for migration while the Entropy selected 187 VMs for migration. As a result, it
is more likely that most migration costs are incurred by the Entropy than that of
the proposed VM management framework, even after implementing the dynamic
bandwidth adaptation algorithm to both the frameworks. Moreover, the place-
ment planner module accounts for the approximate migration costs in selecting
a VM for migration, which consequently contributes minimized migration costs
in the proposed VM management framework.
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Table 5.5 represents the experiment results of migration costs for the case
when the dynamic bandwidth adaptation algorithm has not been implemented
for the Entropy. Both the total migration time and total downtime in the En-
tropy are much larger than those of the proposed VM management framework.
There are two reasons behind these results. Firstly, the number of candidate VMs
found by the new VM management framework was much less than that found
by the Entropy. Therefore, it is more likely that the proposed VM management
framework that performs the dynamic VM placement, giving less migration costs.
Secondly, due to the absence of the dynamic bandwidth adaptation algorithm,
a VM in the Entropy required longer time to complete the migration with the
initial allocation of the bandwidth. For some VMs, the initial allocation of the
bandwidth could be less than their memory modification rates. For such a VM,
the downtime became higher, being calculated by the time required to transfer
the whole memory of the VM. Moreover, due to the absence of the dynamic
bandwidth adaptation algorithm in the Entropy, the VM, the initial allocation
of bandwidth of which was less than its memory modification rate, did not get
bandwidth of more than its memory modification rate in any period of the mi-
gration, resulting in prolonged migration time. Though the number of candidate
VMs for migration was increased with the size of the test problems, the migration
costs did not increase linearly. The reason behind that was the random choice
of VMs from the Amazon instance types for a test problem. This resulted in for
a larger size test problem, more smaller-sized VMs being presented in the data
center than for a smaller-sized test problem. The placement planner selects the
VMs for migrations that cause less migration costs, i.e. in the VM management
framework, smaller-sized VMs are selected for migration.
Table 5.6 and Table 5.7 show experimental results for various test problems in
the data center of 432 VMs. The experimental results presented in Table 5.6 and
Table 5.7 depict that for a larger-sized data center and larger test problems, the
proposed VM management framework performs better compared to the Entropy.
Therefore, from these experimental results it can be concluded that the proposed
179
Chapter5. A New VM Management Framework
Table 5.5: Experimental results for the VM management in a data center with
250 PMs (without using dynamic bandwidth adaptation for the Entropy)
#VM
Total migration time (s) Total downtime (s)
Entropy
New VM
Management
Framework
Entropy
New VM
Management
Framework
40 171032.81 2844.88 158266.37 281.57
80 158035.28 3082.09 131839.96 330.84
120 201924.15 2383.88 164618.95 250.77
160 341680.84 1419.60 298457.98 298.30
200 419638.39 989.33 368142.31 367.27
VM management framework performs the VM management activity in a more
cost-efficient way compared to the Entropy.
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Table 5.7: Experimental results for the VM management in a data center with
432 PMs (without using dynamic bandwidth adaptation for the Entropy)
#VM
Total migration time (s) Total downtime (s)
Entropy
New VM
Management
Framework
Entropy
New VM
Management
Framework
50 115357.62 1195.27 100939.67 64.63
100 154214.87 2608.22 123140.30 472.39
150 302657.56 3208.94 249871.38 96.51
200 337184.32 3894.48 276591.30 350.40
250 963595.35 2307.93 892999.49 554.03
300 540067.39 1953.56 456142.51 272.65
Figure 5.3 and Figure 5.4 respectively show the computation times required
for VM management of different-sized test problems in the data centers of 250
PMs and 432 PMs. Both the computation graphs show the near linear trend of
increase with the size of the test problems. This near linear increase of compu-
tation time shows good scalability of the proposed VM management framework
in any size of data center for any number of VMs management. As a result, the
experimental results presented through Tables 5.4 to 5.6 and the computation
time graphs illustrated in Figure 5.3 and Figure 5.4 indicate that the proposed
new VM management framework could be used in any virtulaized data center in
a cost-efficient way.
5.4 Chapter Summary
In this chapter, we have presented a new VM management framework that per-
forms the VM management activity in cost-efficient way. The overall VM manage-
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Figure 5.3: Computation time of the new VM management framework for
different-sized test problems in the data center with 250 PMs
ment activity is accomplished in two phases– VMPP phase and VMMSP phase.
The problem associated with each phase is NP-hard, and therefore, each phase
has been tackled separately by an evolutionary algorithm. A penalty-based GA
has been used to address the problem of the VMPP phase and a RKGA has
been used to solve the VMMSP phase. The output of the VMPP phase, an op-
timal VM placement plan, has been used as input to the VMMSP phase, which
implements the optimal placement plan.
The new VM management framework consists of four modules– resource state
monitor, placement planner, migration scheduler and migration executor. The re-
source state monitor and placement planner modules together handle the VMPP
phase; the other two modules handle the VMMSP phase. The detailed description
of the different modules of the VM management framework has been presented
in this chapter. A flow diagram that depicts the control flow among the modules
and the execution process of different modules and their sub-processes has been
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Figure 5.4: Computation time of the new VM management framework for
different-sized test problems in the data center with 432 PMs
presented as well.
The performance of the new VM management framework has been evaluated
through comprehensive experiments. The experiments were conducted for various
test problems in two different-sized data centers. We have evaluated the proposed
VM management framework against a well-known resource management frame-
work, Entropy, for four types of costs. The costs that have been considered in
this research are– total energy consumption cost, total inter-VM traffic flow cost,
total migration time cost and total downtime cost. The experimental results have
shown that the proposed VM management framework outperforms the Entropy,
giving minimum costs. Furthermore, in terms of the scalability, the proposed
VM management framework has shown near linear trend of computation time
increase with the sizes of the test problems. Thus, the experimental results have
illustrated that the new VM management framework could be used to automate
the VM management in a cost-efficient way in any virtualized data center.
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Chapter 6
Conclusions and Future Work
This chapter summarizes the research conducted in this thesis. The chapter also
includes the findings of this research and the future work that can be emanated
from it.
6.1 Summary
The overall goal of this thesis is to automate the VM management activities
in the data centers in cost-efficient way. The main research objective of this
thesis has been achieved through dividing this research into two main research
problems– VM placement problem (VMPP) and VM migration scheduling prob-
lem (VMMSP), and developing a VM management framework. The VMPP pre-
sented in Chapter 3, aimed to find a target placement plan while minimizing
four costs– energy consumption cost, inter-VM traffic flow cost, total migration
data transfer cost and total downtime cost. Chapter 4 described the VMMSP
that found a migration schedule of VMs minimizing the costs of total migration
time and total downtime. Moreover, a dynamic bandwidth adaptation strategy
was proposed and developed in Chapter 4 to further minimize the total migration
time and total downtime. Both of these research problems were evaluated through
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experimental studies. Finally, a VM management framework was proposed, de-
veloped and evaluated in Chapter 5 to automate the VM management activities in
cost-efficient way by minimizing the placement costs– energy consumption cost
and inter-VM traffic flow cost, and migration costs– total migration time and
total downtime.
The VM management addresses the problem of dynamically placing VMs in
a data center. As each VM placement incurs some costs, the VM management
should be done in strategic way. Therefore, the VM management has been divided
into two main phases which result in two main research problems– VMPP and
VMMSP. In this research, we have intensively studied the current literature on
the VMPP and have identified the potential research gaps. On the other hand,
the VMMSP has been identified as a brand new research problem. The VMPP
finds the optimal VM placement plan in a cost-effective manner and has answered
the following two research questions:
1 Which VMs are to be migrated?
2 Where are the selected VMs to be migrated?
Answering the above two research questions, the VMPP provides a set of can-
didate VMs and their corresponding target PMs. Once the optimal VM placement
plan is found by the VMPP, then that VM placement is achieved by the VMMSP
phase. The VMMSP schedules the migrations of candidate VMs and performs
the dynamic bandwidth allocation, aiming to minimize the migration costs. The
following two research questions have been answered by the VMMSP:
3 How to schedule the migrations of the candidate VMs to their target PMs?
4 How to dynamically allocate the bandwidth to the migrations?
The solution spaces for both the VMPP and VMMSP are quite large and both
the research problems are NP-hard problems. Therefore, evolutionary algorithms
186
6.1 Summary
have been proposed and developed to solve each of the research problems. In
addition, to deal with computational overheads of the evolutionary algorithms,
the VMPP and VMMSP have been tackled by new heuristic algorithms as well.
The proposed heuristic algorithms solve each of the research problems, giving the
local optimum solutions within acceptable computation time. The overall goal
of this research is to develop effective and scalable algorithms for cost-efficient
VM management in data centers. Experimental results have illustrated that
the proposed algorithms for the VMPP address this research problem with sig-
nificant improvements over the existing algorithms. Furthermore, the proposed
algorithms for the VMMSP tackle this research problem, satisfying its research
objectives. The following discussions summarize the research conducted in this
thesis.
The VMPP has been described in Chapter 3. The problem is related to
finding a dynamic VM placement plan in a data center. A VM placement plan
is characterized by the costs that could be incurred when the VM placement is
obtained. A target VM placement is, however, obtained by the migrations of some
VMs, resulting in some migration costs. Therefore, two categories of costs are
counted in the VMPP– placement costs and migration costs. Placement costs are
measured from the data center point of view. Two types of costs are associated
with the placement costs– total energy consumption cost and total inter-VM
traffic flow cost. Total energy consumption cost is measured by the amount of
energy consumption in the data center by the PMs and switches due to a new
VM placement. The random placement of co-related VMs in distinct PMs causes
an inter-VM traffic flow through the data center, which consequently changes
the loads in the switches. Therefore, the arbitrary placement of interdependent
VMs may not only increase the inter-VM traffic flow through the data center,
but may also increase the energy consumption in the data center. The increase
of inter-VM traffic flow, however, may impact the performances of other network
bound applications in the data center. The complexity of the VMPP increases
further, when a VM placement plan needs to be found for the data-interdependent
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VMs in a data center that comprises heterogeneous PMs with different capacities
and energy profiles, and switches of different configurations. As a result, the VM
placement plan needs to be done in a strategic way to reduce the placement costs.
On the other hand, the migration costs are measured from the VMs’ per-
spective. The migration costs are attributed by two numerical attributes– total
downtime and total migration data transfer incurred by transforming from the
current VM placement to the new VM placement. The migration costs of a VM
depend on the decision of its placement plan. For example, migration of a VM
to a PM with more available bandwidth results in less migration costs than the
migration to a PM with less available bandwidth. As a result, the selection of
different VMs for migration to different PMs causes different placement costs and
migration costs. In addition, the migration of a VM to a PM needs to satisfy the
CPU and memory constraints of the PM, and the bandwidth constraint between
the source and target PMs. Therefore, finding a cost-efficient VM placement plan
is a computationally complex problem. Considering the problem size and com-
plexity, we have proposed a Penalty-based Genetic Algorithm (GA) to tackle the
VMPP. The search process of Penalty-based GA for the optimal VM placement
plan is guided by a penalty-based fitness function. Experimental results have
demonstrated that the Penalty-based GA is capable of finding the optimal place-
ment plan. In addition, the VM placement problem is tackled by a new heuristic
algorithm to obtain satisfactory results within acceptable computation time.
Chapter 4 has discussed the VMMSP, which has been identified as a brand
new research problem in this thesis. A given VM placement plan is achieved
through live migration of a number of VMs. The performance attributes of the
VMMSP considered in this research are total migration time and total downtime.
Total migration time is the time required to transform the current VM placement
to the target VM placement. The total migration time is calculated by the time
between the start of the first migration and the completion of the last migration.
The total downtime is measured by adding the downtime of each migration can-
didate VM. A large number of migration schedules are available for a given set
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of migration candidate VMs. Therefore, the solution space for the VMMSP is
very large and the VMMSP becomes a computationally complex problem. We
have proposed three Evolutionary Algorithms (EAs)– Random Key Genetic Al-
gorithm (RKGA), Strength Pareto Evolutionary Algorithm 2 (SPEA2) and Yet
Another Strength Pareto Evolutionary Algorithm (ySPEA) to solve the VMMSP.
The RKGA has used an aggregation-based fitness value calculation technique to
provide a migration schedule minimizing both the costs– total migration time and
total downtime. The VMMSP has been considered as a multiobjective optimiza-
tion problem, i.e. to minimize both the total migration time and total downtime.
The proposed SPEA2 and ySPEA are the Pareto-based multiobjective optimiza-
tion algorithms that have efficiently tackled the VMMSP. The proposed SPEA2
and ySPEA provide a set of near optimal solutions. The SPEA2 has considered
the solution diversity, and therefore, the density information is taken into account
in fitness value calculation. On the other hand, the ySPEA has given equal im-
portance to both the objectives, and the fitness value has been calculated using
the solution’s distance from the center and the deviation from the x = y line in a
two-dimensional graph. Experimental results have illustrated that the proposed
EAs find the migration schedules giving minimum total migration time and total
downtime compared to a heuristic algorithm of migration scheduling.
Furthermore, a particular situation migration loop has been considered in the
chapter. For a consolidated VM placement plan, a migration dependency can be
occurred where the VMs need to be migrated to an intermediate PM temporarily.
We have proposed a heuristic algorithm that efficiently handles this situation by
migrating a looped VM to an intermediate PM such that further migration loop
is not created, and increase of total migration time and total downtime for such
a migration is minimized. The VMMSP considers the parallel migration strategy
and a dynamic bandwidth adaptation algorithm has been proposed as well, to
dynamically allocate the bandwidth to the concurrent migrations. The dynamic
bandwidth adaptation strategy improves the performance of the multiple VMs
live migration significantly. The dynamic bandwidth adaptation algorithm allo-
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cates the bandwidth to the ongoing migrations or other awaiting migrations when
some migrations in a parallel migration group are completed earlier. In addition
to the EAs, a heuristic algorithm has been proposed to get a migration schedule
in less computational time. Experimental results have shown that the proposed
heuristic outperforms the existing migration scheduling heuristic algorithm in
terms of total downtime.
A new VM management framework has been proposed in Chapter 5. The pro-
posed VM management framework consists of four functional modules– Resource
State Monitor, Placement Planner, Migration Scheduler and Migration Executor.
The functionality of the various modules of the VM management framework and
the inter-dependencies among these modules have been discussed in that chap-
ter. A flow diagram has been given in Chapter 5 that illustrates the execution
processes and control flows of the VM management activity. The proposed VM
management framework has been evaluated through comparing with a well-known
resource management framework, Entropy. The experimental results have shown
that the new proposed VM management framework outperforms the Entropy for
different sets of test problems which, indicates that the proposed VM manage-
ment framework could be used in virtualized data centers for cost-efficient VM
management.
6.2 Research Findings
The findings of this research are summarized as follows:
• This research has enhanced our understanding of the VM placement prob-
lem (VMPP), by finding the potential research gaps in the state-of-the-art
of VM placement. This research has revealed the VMPP as a multiobjective
optimization problem.
• The comprehensive experimental studies have shown the effectiveness of
both the heuristic algorithm and genetic algorithm that have been devel-
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oped to solve the VMPP. The experimental results have shown that the
Penalty-based GA outperforms the FFD, AppAware and Sandpiper for all
four coststotal energy consumption cost, total inter-VM traffic flow costs,
total downtime cost, total migration data transfer cost. This indicates the
robustness of our designed fitness function for the Penalty-based GA. In
addition to this, the initial population generation algorithm for the Penalty-
based GA, generates an initial population comprised with good quality so-
lutions, which provides the basis of finding a near optimal solution. Thus,
the well-designed fitness function and the presence of an elegant initial
population generation algorithm, have demonstrated the robustness of the
Penalty-based GA. Though the developed heuristic algorithm, CVP (Cost-
aware VM Placement), did not show improvement over the FFD in terms of
energy consumption cost, for other costs the CVP outperforms all the exist-
ing VM placement algorithms, which have been considered in this research
for comparison.
• The Penalty-based GA has shown good scalability. The computation time
of the Penalty-based GA increases almost linearly with the increase of test
problem sizes. The computation overhead of the Penalty-based GA is, how-
ever, tolerable because the solutions found by the Penalty-based GA are
much better than those found by the FFD, AppAware and Sandpiper.
• This study has introduced a new research problem, the VM migration
scheduling problem (VMMSP) and has precisely formulated it as a mul-
tiobjeective optimization problem.
• Three evolutionary algorithms Random-Key Genetic Algorithm (RKGA),
Strength Pareto Evolutionary Algorithm 2 (SPEA2) and Yet Another Strength
Pareto Evolutionary Algorithm (ySPEA) have been developed to solve the
VMMSP. Comprehensive experimental studies have been conducted con-
sidering real world data center conditions. The experimental results have
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demonstrated that the RKGA, SPEA2 and ySPEA give significant improve-
ment over a heuristic algorithm in minimizing total migration time and total
downtime, which are the two objectives in the VMMSP.
• Though both the developed ySPEA and classic SPEA2 nearly give same av-
erage total migration time and total downtime, the ySPEA relatively dom-
inates the SPEA2 in terms of the domination of the solutions generated
by them. The experimental results have also confirmed that the developed
ySPEA is capable of producing an optimal solution for smaller-sized test
problems within shorter computation time compared to the optimal algo-
rithm, which uses the exhaustive search technique. This indicates that the
ySPEA can generate near optimal solutions for larger-sized test problems.
• All the evolutionary algorithms developed for the VMMSP show good scal-
ability. The experimental results have also found that the RKGA, SPEA2
and ySPEA produce satisfactory VM migration scheduling solutions within
acceptable computation times. Furthermore, the computation time graphs
of RKGA, SPEA2 and ySPEA, closely follow each other. This indicates
the suitability of SPEA2 and ySPEA over the RKGA because, the SPEA2
and ySPEA generate a set of near optimal solutions while the RKGA gen-
erates only one solution, and the average total migration times and total
downtimes calculated by these algorithms are nearly the same.
• This research has revealed the associated difficulties of the VMMSP. Migra-
tion loop and dynamic bandwidth adaptation are two circumstances that
can arise during live VM migration. The heuristic algorithms that have
been developed to tackle these issues, effectively handle the migration loop
and dynamic bandwidth adaptation.
• Another finding of this research is a new VM management framework that
performs the VM management in a virtualized data center in a cost-efficient
manner. The experimental results have established the effectiveness and
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scalability of the proposed VM management framework. The proposed VM
management framework performs the VM management activity in a cost-
efficient way, in terms of minimizing total energy consumption cost, total
inter-VM traffic flow cost, total migration time cost and total downtime
cost, compared to a well-known resource management framework, Entropy.
The experimental results have also shown the influence of dynamic band-
width adaptation in VM management– the use of dynamic bandwidth adap-
tation strategy resulted in less of the above-mentioned costs compared to
the case when the dynamic bandwidth adaptation strategy was not applied.
Moreover, the new VM management framework is scalable to large-scale
data centers.
6.3 Future Work
For each of the research problems, several future directions have been identified.
The Penalty-based GA, that has been proposed to solve the VMPP, takes a
longer computation time to find a solution. The computation time can be reduced
by paralleling the computation process. Therefore, other evolutionary algorithms,
e.g. cooperative co-evolutionary algorithm [112], parallel genetic algorithm [109]
are the options to solve the VMPP within a shorter computation time.
The VMPP attempts to minimize several costs simultaneously, and there-
fore, the problem can be treated as a multiobjective optimization problem. The
Penalty-based GA uses the aggregation-based fitness function. Other evolution-
ary algorithms, for example, SPEA2 and ySPEA, can be used to solve the VMPP
where fitness value is calculated using dominance relation. The proposed heuris-
tic algorithm, CVP, that solves the VMPP, has produced promising results. The
possibility of the further improvement of the CVP can be investigated through
redesigning the objective function.
The proposed RKGA, SPEA2 and ySPEA, that have been designed to solve
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the VMMSP, have considered two objectives– total migration time and total
downtime. The efficiency of these algorithms can be further examined for the
increased number of objectives, for example, adding total migration data transfer
cost. The computation time of the aggregation-based GA, RKGA, can be re-
duced by applying the cooperative co-evolutionary algorithm and parallel genetic
algorithm.
The proposed evolutionary algorithms have produced impressive results, and
therefore, the meta-heuristic algorithms, like particle swarm optimization [75],
simulated annealing [45] and ant colony optimization algorithms [46], and other
evolutionary computation approaches, for example, Memetic Algorithm (MA) [36]
could be applied to solve the VMPP and VMMSP.
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Appendix A
Amazon EC2 instance types
Table A.1: Amazon EC2 instance types
Instance types vCPU VM memory (GB)
m3.medium 1 3.75
m3.large 2 7.5
m3.xlarge 4 15
m3.2xlarge 8 30
c3.large 2 3.75
c3.xlarge 4 7.5
c3.2xlarge, g2.2xlarge 8 15
c3.4xlarge 16 30
r3.large 2 15.25
r3.xlarge , i2.xlarge 4 30.5
m1.small 1 1.7
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