We propose two new, fast and stable methods to estimate time series models written in their equivalent state-space form. They are useful both, to obtain adequate initial conditions for a maximumlikelihood iteration, or to provide final estimates when maximumlikelihood is considered inadequate or computationally expensive. The state-space foundation of these procedures provides flexibility, as they can be applied to any linear fixed-coefficients model, such as ARIMA, VARMAX or structural time series models. A simulation exercise shows that their computational costs and finite-sample performance are very good.
Introduction
Many model estimation methods are based either on Least Squares (LS) or Maximum Likelihood (ML). The LS approach has clear advantages in terms of computational simplicity, stability and cost. However it is limited in scope, as it cannot be directly applied to many models such as those with moving average terms or multiplicative seasonality. On the other hand ML typically requires iterative optimization, so its statistical efficiency and wide scope is somewhat balanced with increased instability, complexity and computational cost. Specifically when modeling high-frequency time series, such as those generated by financial markets, it may be hard to accept the assumptions and costs implied by gaussian ML.
As the pros and cons of LS and ML are complementary, many works focus on devising methods that provide the best of both worlds. For example, Spliid (1983) , Pukkila (1989, 1990) , Flores and Serrano (2002) and Dufour and Pelletier (2004) extend ordinary and generalized LS to VARMAX modeling. Also Lütkepohl and Poskitt (1996) propose a LSbased method to specify and estimate a canonical VARMA structure. Finally, Francq and Zakoïan (2000) provide weak GARCH representations that can be estimated using two-stage LS. All these methods share two substantial limitations. First, they avoid iteration when there are no exclusion constraints, but imposing such restrictions requires iterating and this partially offsets their computational advantage. Second, these procedures are typically devised for specific parameterizations, such as VARMAX, and their imple-mentation in other frameworks is not trivial.
In this paper we propose two fast and stable algorithms to estimate time series models written in their equivalent State-Space (SS) form. They are useful, either to obtain adequate initial conditions for ML iteration, or to provide final estimates when ML is considered inadequate or computationally expensive. On the other hand, their SS foundations provide a wide scope, as they can be applied to any linear fixed-coefficients model with an equivalent SS form.
Both algorithms are based on subspace methods, see Favoreel et al. (2000) , Katayama (2005) , or Bauer (2005) . The first method, SUBEST1, consists of estimating the parametric matrices in the SS model by solving a weighted reduced-rank LS problem, defined over a set of subspace regressions. Iteration is required when there are constraints relating the parameters in the standard and SS representation of the model. Any exclusion or fixed-value constraint is treated in the same way. Montecarlo experiments show that this method is very fast and provides estimates close to those of ML in finite samples. However, when compared with ML, it tends to underestimate the MA parameters.
The second and more sophisticated procedure, SUBEST2, provides a gaussian ML solution to the subspace regressions. Simulations show that it improves over SUBEST1, both in precision and dispersion of the estimates, while keeping a substantial advantage over ML in terms of computational cost.
The structure of the paper is as follows. Section 2 defines the basic notation and previous results. Building on them, Section 3 derives the estimation algorithms and Section 4 discusses their performance in finite samples. In Section 5 we discuss the conditions under which each method is more adequate and indicate how to obtain a free MATLAB Toolbox implementing them.
Notation and previous results

General state-space model
Consider an m-vector of endogenous outputs, z t , which is related to its past and to the current and past values of an r-vector of exogenous inputs, u t , through a time series model depending on a vector of unknown constant parameters, β. Assume also that this model can be written in an equivalent SS representation, such as:
where the matrices Φ, Γ, E, H, D and C depend on β; x t ∈ R n is the state vector and, w t ∈ R n and v t ∈ R m are uncorrelated sequences of gaussian errors, independent of u t , with zero mean and such that: E(w t w t ) = Q,
We will also assume this model to be minimal and stable. Minimality means that there is no SS model that can realize z t with less than n states. Stability requires all the eigenvalues of Φ to lie inside the unit circle.
Subspace methods derive from a matrix representation of the system (1a-1b). To obtain it, note that a recursive substitution in (1a) yields,
and substituting (2) into the observation equation (1b), we get:
so the endogenous variable, z t , depends on the initial state vector, x 0 , the present and past values of the inputs, u t , and both errors w t and v t . Under these conditions, equation (3) can be written in matrix form as,
The regression model (4) includes both, data-dependent and parameterdependent matrices. The data-dependent matrices are the Block-Hankel matrices (BHMs) Z f , U f , W f and V f , as well as the state sequence X f . The row space of these matrices, which is denoted by their subscript and will be defined in (6), depends on the parameter i. In this work, we will determine i as the nearest integer to log T , being T the sample size. This heuristic choice is supported by empirical experience, but our procedures could be implemented with any other choice, such as those suggested by Van Overschee and De Moor (1994) , Deistler et al. (1995 ), Ljung (1999 or Bauer (2005) .
The BHM Z f organizes the "future" values of the outputs from t = i onwards. Its structure is:
and the complement of (5) is the matrix of "past" values Z p , which structure is:
The matrix Z p will be employed in Section 3. The other BHMs U f , W f and V f have the same structure as Z f but depending, respectively, on u t , w t and v t instead of z t . For short hand notation we denote, any BHM A
The last data-dependent matrix is the state sequence X f , given by:
The states in X f are unobserved, so they must be estimated from the sample. In Section 3.1 we describe how to do this.
On the other hand, equation (4) 
and
Steady-state innovations model
Our algorithms become simpler and more efficient when applied to a special SS representation known as steady-state innovations model, hereafter "innovations model". An innovations model is given by:
Note that this model can be viewed as a special case of (1a-1b) with C = I m , which is an identity m-by-m matrix, and w t = v t = ψ t . Besides the assumptions made over model (1a-1b), we add a strict minimum-phase condition, so all the eigenvalues (Φ − EH) lie inside the unit circle.
The innovations form (12a-12b) is convenient since it is general and it is computationally efficient.
It is general because of two reasons. First, many time series models, including rational transfer functions and VARMAX, can be directly written in the form (12a-12b), see Hannan and Deistler (1988) , since they present only one source of unobserved errors. On the other hand, any model in the form (1a-1b) such as, e.g., the Structural Time Series Models (STSM, Harvey, 1989) , can be written under weak assumptions in its equivalent innovations form (see Casals et al., 1999 , Theorem 1).
It is efficient because, its structure presents less parameters than the general form (1a-1b), reducing the complexity, the computational cost and improving the likelihood conditioning. Specifically, when the model is written in the innovations form (12a-12b), equation (4) collapses to the simpler form: 
Main results
The basic problem consists of estimating β, which is the vector of parameters in the original model. The parametric matrices Φ, Γ, E, H, D, C, Q, R and S in the SS representation (1a-1b) of the model will be, in general, nonlinear functions of β. In this section we describe two new algorithms, based on subspace methods, to estimate all these parametric matrices by iterating on β. To this end, we will start by discussing how can one compute the state sequences in the matrix (7).
Estimation of the state sequences
As the final result does not depend on the specific SS representation employed, we will develop it from the simpler regression model (13). It implies that the expectation of future output values, conditional to U , which contains the past and future information of the observed inputs, and to Z p , which contains the past information of the output, is,
where U f is included in U . As we assumed in Section 2, the innovations ψ t are independent of the inputs and, by construction, E(z t−j ψ t ) = 0 ∀j > 0, so (14) simplifies to,
Rearranging the terms of this equation, we obtain,
which is an expression for the states conditional to the past of the output and to the observed inputs. As all these variables are observable, from (16) we can estimate the states by means of the orthogonal projections: 
Algorithm SUBEST1 3.2.1 Models in innovations form
We will now set a generalized non-linear least square problem for all the parameters β. To do so, we start by writing equation (13) as:
see Appendix A, where X f and Ψ f + are unobserved components. The first addend in the square brackets corresponds to the states related to the past, Z p and U p (see equation A.3). The second and third addends are updating terms related to the present. Now, the expectation of (18) conditional to Z p + is:
where, as X f is only related to the past, one may substitute E(X f |U,
Finally, substituting E(X f |U, Z p ) by its estimateX f given in (17), we obtain an estimate for the expected value of Z f + conditional to U and Z p + :
Note that this equation includes all the parametric matrices in (12a-12b), Φ, Γ, E, H and D which, therefore, can be estimated simultaneously by solving the weighted least-squares problem:
where · F denotes de Frobenius norm and Ω is the covariance matrix of the prediction errors, which can be written as
is idempotent and where Π ⊥ = I − Π. Note that Ω and
in (21), depends on both, the data and the parameters. This projections can be efficiently computed using the QR decomposition (see Golub and Van Loan, 1996) .
In the same way that the matrices in model (12a-12b) depend on β, the parametric matrices in the subspace equation (13) depend on the parameters of the SS representation. Therefore, solving (22) requires iterative techniques such as those described in, e.g., Dennis and Schnabel (1983) .
Finally, we compute the residual vector,Z pr , by shifting the time subscripts in (13):Z
Note that the row space dimension of Z pr is equal to 1, so by using just the first row of matricesÔ i andĤ u i , we obtain,
and, consequently,Q = (T −2i+1)
prZ pr , where T −2i+1 is the number of elements of the vectorZ pr , is an estimate for the innovation variance.
General SS models
SUBEST1 can be applied to SS models with more than one source of unobserved errors by using the following two-stage variant of the algorithm.
In the first step, we estimate the parameters in Φ, Γ, H and D by solving,
where Ω = Z f Π ⊥ U,Zp Z f and the expression for the states is given in equation (17). Note that, while in (22) E is jointly estimated with the rest of parametric matrices, here it will be calculated in a second stage.
In the second step, we use the state resulting from the solution of (25) to obtain initial conditions for the Kalman filter gain, K i and the prediction error covariance, B i (see Appendix B). Then, we compute the estimates for E, C, Q, R and S by solving the constrained problem:
where the underlined matrices were previously estimated and the matriceŝ (26) must also satisfy the covariance equations of the Kalman filter propagated i times:
Therefore, in this second step we compute estimates for E, C, Q, R and S such that they, (a) returnK i andB i propagating equations (27) i times, and (b) are close to the valuesK andB resulting from the previous stage.
Algorithm SUBEST2
Our second algorithm requires the SS model to be written in innovations form. Actually this is not a limitation, because in each iteration we can transform the input model to the equivalent innovations form using the algorithm of Casals et al. (1999) . Note that we could not do this in SUBEST1, since the matrices related to the noise E, C, Q, R and S cannot be jointly estimated with the remaining parametric matrices, implementing a two-stage estimation instead.
Equation (13) implies,
where the states, X f , will be replaced with the estimates given by (17). The noise term H ψ i Ψ f has a particular structure, with one-step-ahead errors in the first row, two-step-ahead errors in the second row and so on. Under these conditions, the gaussian loglikelihood function can then be written as,
where, tr(.) is the trace operator and Σ is the Prediction Error (PE) covariance. The noise term is obviously autocorrelated, so Σ has the following structure,
where ⊗ is the Kronecker product and P i is the state covariance matrix.
There are two components in (30): the first addend in the right-hand-side refers to the error covariance of the states, while the second addend corresponds to the future output error variance, conditional to the estimated states. Taking into account the structure of H ψ i Ψ f , its covariance matrix can be defined as:
where PE j denotes the j-step-ahead prediction errors. Computing expression (30) requires, therefore, propagating i times the Kalman filter covariance equations (27) as in Subsection 3.2.2, to get an estimate of P i .
Montecarlo experiments
We will now analyze the performance of SUBEST1 and SUBEST2 in finite samples using as benchmark a SS based ML algorithm (Casals et al., 1999) initialized with the true parameter values. On the other hand, SUBEST1
and SUBEST2 will always be initialized with β = 0 and a value of i heuristically chosen as the nearest integer to log T , where T is the sample size.
Obviously, these settings deliberately favor the ML algorithm.
Tables 1-8 summarize the main results. The simulations in Tables 1-6 refer to different homoskedastic models. For each data generating process, we have obtained 1,000 samples with T = 50 and T = 300 observations, after discarding the first 50 values in each case to improve randomization.
On the other hand, Tables 7-8 show the results obtained for two common conditional heteroskedastic models. In these cases the sample sizes are increased to T = 500 and T = 3, 000, to make them representative of the high frequency series to which these models are typically applied. Tables 1-2 show the results obtained assuming gaussian AR(2), ARMA(2,1) and bivariate VARMA(2,1) data generating processes, respectively. In all cases the AR parameters were chosen so that the roots are complex and far from the unit circle. This avoids ill-conditioning situations due to approximate cancellation of real AR and MA roots. As could be expected:
1. The averages of ML estimates are closer to the true parameter values for models with MA terms. However, if the model is pure AR, the root mean-squared errors (RMSEs) of SUBEST2 estimates are comparable to those of ML and generally better than those of SUBEST1.
2. Computational cost of ML ranges from 3.5-4 and 8-10 times the cost of SUBEST1 for T = 50 and T = 300, respectively. On the other hand, the cost of SUBEST2 typically doubles that of SUBEST1 for T = 50.
This overhead decreases when the sample size grows.
[INSERT TABLES 1-2] Table 3 shows the results corresponding to a gaussian ARMA(1,1)×(0, 1) s process with quarterly (s = 4) and monthly data (s = 12). We deliberately deteriorated the conditioning of the loss function by choosing parameter values that generate a partial redundancy between the roots of the regular AR and MA factors. Note that ML keeps an advantage in precision, but its computational overhead multiplies the cost of SUBEST1 by a 4-6 factor in the quarterly model and a 9-14 factor in the monthly model. This is due to the high dimension of the state vector, which also affects the relative performance of SUBEST2, and to the ill-conditioning of the loss function. With T = 300, ML and SUBEST2 provide similar results in terms of accuracy.
[ INSERT TABLE 3] The literature shows that, in small samples, ML estimates display a "PileUp Effect" (PUE). This effect means that the distribution of ML estimates of moving average terms is multimodal, being some modes in the invertibility boundary, see Ansley and Newbold (1980) . To further analyze the properties of the estimation methods, we therefore need more details about this PUE. Table 4 shows the results of this analysis, which main conclusions are: i)
SUBEST1 and SUBEST2 present less PUE than ML, ii) discounting the PUE, estimates of the MA parameters are very similar for SUBEST2 and ML, and iii) SUBEST1 and SUBEST2 show slower convergence to the true MA seasonal parameters when the seasonal frequency is large, e.g. s = 12.
[ INSERT TABLE 4] The state-space foundation of the methods proposed makes them very flexible, in the sense that they can accommodate a wide class of models. To illustrate this flexibility, Tables 5-6 and 7-8 show, respectively, the results obtained with two unobserved variable models and two conditionally heteroscedastic formulations.
Specifically, Tables 5 and 6 show the results obtained with two typical formulations in the SS literature: an STSM with a low signal-to-noise ratio and an AR(2) model with observation errors, respectively. Table 6 shows that in this case SUBEST1 is, not only very imprecise, but also the slower method. This is due to the fact that the loss function considered in SUBEST1
does not depend on the error covariance matrix. Therefore, its estimates do not take into account the null covariance restrictions. Also, the low signalto-noise ratio makes the matter worst, as it deteriorates the conditioning of the likelihood surface, inducing convergence problems. On the other hand SUBEST2 and ML estimates are more precise, as they take into account this independence restriction, and their computational overhead is also similar, due to the very small number of parameters to be estimated. Results provided by the Table 6 are rather similar, being the main difference the improvement of SUBEST1 performance due to a higher signal-to-noise ratio.
[ Finally, Tables 7 and 8 present the results for two common high frequency financial models: Autoregressive Stochastic Volatility (ARSV, see Harvey et al., 1994) , and Generalized Autoregressive Conditional Heteroskedasticity (GARCH, see Bollerslev, 1986) , models. Table 7 displays an ARSV(1) model, where z t are the observed returns and σ t are the corresponding volatilities. In this type of models, the variance of t is assumed to be known and, therefore, it is not estimated. Results of the simulation are close to those of an AR with observation errors, because the SS representation of both models is very similar. However, when the sample size becomes larger, the computational cost of ML increases to 5-20 times the cost of SUBEST1 and 3-12 times the cost of SUBEST2, for T = 500 and T = 3, 000, respectively. Table 8 shows that the computational disadvantage of ML in the GARCH model is larger than in the ARSV. In particular, the load of ML is 49 times the cost of SUBEST1 and more than 16 times the cost of SUBEST2 for T = 500.
When the sample size increases (T = 3, 000) SUBEST2 becomes the fastest method. In fact, ML converges 90 and 79 times slower than SUBEST2 and SUBEST1, respectively, while the three methods provide very similar results in terms of precision.
[ 
Concluding Remarks
We presented two new algorithms to estimate time series models. These procedures are fast, stable and flexible, as they can be applied to any model written in its equivalent SS form.
Simulation results characterize the situations where each algorithm is more adequate. SUBEST1 is a good choice when the model does not include seasonal moving average terms and, as it is very fast, also when one wants to compute initial conditions estimates for a posterior ML iteration. On the other hand, SUBEST2 is more suitable as final estimation method, be- 
Appendix A
From equation (13), displacing time subscripts, we obtain:
Note that Z f + includes only the future block information while Z f integrates the present and the future blocks. On the other hand, substituting (12b) into (12a) and propagating the state equation yields:
which can be written in subspace form as,
where
, for any matrices A, B.
Again, displacing time indices, we obtain:
or, in the same way,
Finally, substituting (A.5) into (A.1), we get (18).
Appendix B
To obtain the initial conditionsK andB, we use the state equation of the Kalman filter, that can be written in subspace form as:
whereΦ,Γ andX i are previously estimated in (25) and the residual vector, Z pr , is exactly as in (24). Also, as in equation (17), the state sequenceX i+1 is computed as:
Thus, the only unknown matrix is K i . From (B.1) we getK, an approxi-
Note thatK is a least square estimation of the Kalman filter gain from equation (B.1).
Finally, an approximation of B i is obtained as,B = (T −2i+1) −1Z
prZ pr . Dev .305 .175 .291 .214 .222 .141 .254 .206 .196 .141 .197 .194 RMSE .308 .175 .318 .215 .240 .141 .281 .206 .201 .141 .197 We consider PUE when a MA parameter estimate is lesser or equal to -1.00. 
