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vRE´SUME´
Parmi tous les parame`tres physiques conside´re´s lors de l’analyse de suˆrete´ d’un re´acteur
nucle´aire, le flux de chaleur critique (FCC) fait partie des plus importants. Afin d’e´tudier
le FCC sous des conditions expe´rimentales relativement se´curitaires, la chaleur de´gage´e par
le combustible nucle´aire peut eˆtre reproduite graˆce a` l’effet de Joule. Or, afin de ge´ne´rer la
puissance thermique ne´cessaire pour les expe´riences sur le FCC des re´acteurs CANDU, des
courants e´lectriques tre`s e´leve´s de l’ordre de plusieurs dizaines de milliers d’ampe`res sont re-
quis ce qui ge´ne`re un champ magne´tostatique tre`s intense capable d’interagir avec la section
d’essais et l’instrumentation.
Conse´quemment, l’industrie nucle´aire est pre´occupe´e par les effets de ce champ magne´tique
sur les donne´es collecte´es et par les forces d’origine magne´tique agissant sur le syste`me. Dans
ce contexte, le travail pre´sente´ dans ce me´moire de maˆıtrise vise l’imple´mentation d’une me´-
thodologie de calcul capable de fournir une information de´taille´e sur le champ magne´tique
engendre´ par ces courants.
Toutefois, e´tant donne´ la complexite´ du syste`me, une e´tude magne´tostatique approprie´e re-
quiert une me´thode nume´rique afin d’obtenir une distribution fiable du champ magne´tique a`
travers diffe´rentes structures de la section d’essais. A` cet effet, nous conside´rons dans le cadre
de ce me´moire le volume integral equation method (VIEM), une me´thode bien e´tablie base´e
sur les solutions inte´grales des e´quations de Maxwell. Plus pre´cise´ment, nous employons le
VIEM afin d’e´tudier la distribution du champ magne´tique a` l’inte´rieur de la section d’essais et
pour de´terminer l’influence des prises conc¸ues pour le branchement des capteurs de pression
sur la syme´trie de cette distribution.
E´tant donne´ que les me´thodes inte´grales incluent les conditions aux limites et par conse´quent
ne requie`rent pas l’emploi d’un crite`re de convergence, nous proposons une nouvelle technique
de discre´tisation. L’emploi de cette proce´dure nous permet de raffiner nos calculs et de dimi-
nuer les erreurs nume´riques dans les re´gions physiques qui nous inte´ressent, notamment, aux
proximite´s des discontinuite´s ferromagne´tiques. Avant d’utiliser la me´thode du VIEM nous
avons compare´ les pre´dictions avec des calculs analytiques. A` cet e´gard, il faut mentionner
que la complexite´ des proble`mes magne´tiques limite le traitement analytique aux cas simples,
c.-a`-d., ayant une certaine syme´trie ou e´tant invariant par translation. Pour le traitement de
ces types de proble`mes, la me´thode propose´e dans ce me´moire produit d’excellents re´sultats.
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A` la suite de la validation du VIEM, nous l’avons utilise´ pour simuler la distribution du
champ dans la section d’essais de type CANDU. A` partir de l’analyse de nos re´sultats, nous
n’observons d’une part aucune asyme´trie dans le champ et d’autre part nous observons qu’il
y a bel et bien un effet magne´tique discernable duˆ a` la pre´sence des prises de pression mais
que sa porte´e est trop faible pour influencer les forces magne´tiques agissant sur les grappes
de combustible simule´es.
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ABSTRACT
Given all the different parameters considered during the safety analysis of a nuclear re-
actor, the critical heat flux (CHF) is one of the most important. In order to study the CHF
under relatively safe experimental conditions, the heat emitted by the nuclear fuel can be
reproduced using Joule heating. That being said, to generate the thermal power required for
the CHF tests of CANDU reactors, electric currents in the order of many tens of thousands
of amperes are required, which in turn generates very intense magnetostatic fields capable of
interacting with both the test section and the instrumentation.
Thus, the nuclear industry is very preoccupied by the effects of the magnetic field on the
data collected and by the magnetic forces acting on the system. In this sense, the work
presented in this thesis aims at the implementation of a calculation methodology capable of
giving detailed information on the magnetic field generated by these currents.
However, given the complexity of the system, an appropriate magnetostatic study requires a
numerical method in order to obtain a reliable magnetic field distribution throughout each
structure of the test section. Thus, we consider in the context of this thesis the volume
integral equation method (VIEM), a well-established method based on integral solutions of
Maxwell’s equations. More precisely, we use the VIEM to study the symmetry of the mag-
netic field within the test section and to determine the influence of inlets designed for the
attachment of pressure sensors.
Given the fact that integral methods include boundary conditions and consequently do not
require the use of a convergence criterion, we propose a new discretization technique. The
use of this procedure permits us to refine our calculations and diminish the numerical errors
in the physical regions of interest, namely, in the vicinity of ferromagnetic discontinuities.
Before using the VIEM method we compared the predicted values with analytical calcula-
tions. To this end, the complexity of magnetic problems limits the analytical treatment to
simple cases, that is to say, having a certain symmetry or being translation invariant. For
the treatment of this kind of problem, the numerical method proposed in this master’s thesis
produces excellent results.
Following the validation of the VIEM, we use it to simulate the distribution of the magnetic
field in the test section. From the analysis of our results, we observe no asymmetry in the field
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and that there is a discernible magnetic effect due to the presence of the pressure inlets but
its range is too small to influence the magnetic forces acting on the simulated fuel bundles.
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NOMENCLATURE
Liste des sigles et abre´viations
FCC Flux de chaleur critique
VIEM Volume Integral Equation Method
EDP E´quations aux de´rive´es partielles
Quantite´s physiques et unite´s
ρf Densite´ de charges libres [C m
−3]
ε0 Permittivite´ du vide [C
2 m−3 kg−1 s2]
µ0 Perme´abilite´ du vide [C
−2 m kg]
χe Susceptibilite´ e´lectrique [pas d’unite´]
χm Susceptibilite´ magne´tique [pas d’unite´]
φf Potentiel e´lectrique libre [C
−1 m2 kg s−2]
φp Potentiel e´lectrique de´polarisant [C
−1 m2 kg s−2]
Ωm Potentiel scalaire magne´tique [C s
−1]
N¯ Tenseur de de´saimantation [pas d’unite´]
~Jf Densite´ de courant libre [C m
−2 s−1]
~D Induction e´lectrique [C m−2]
~E Champ e´lectrique total [C−1 m kg s−2]
~Ef Champ e´lectrique libre [C
−1 m kg s−2]
~Ep Champ de´polarisant [C
−1 m kg s−2]
~P Polarisation [C m−2]
~B Densite´ de flux magne´tique [C−1 kg s−1]
~H Champ magne´tique total [C m−1 s−1]
~Hf Champ magne´tique libre [C m
−1 s−1]
~Af Potentiel vecteur libre [C
−1 m kg s−1]
~Hm Champ de de´saimantation [C m
−1 s−1]
~M Aimantation [C m−1 s−1]
1CHAPITRE 1 INTRODUCTION
Parmi tous les parame`tres physiques conside´re´s lors de l’analyse de suˆrete´ d’un re´acteur
nucle´aire, le flux de chaleur critique (FCC) fait partie des plus importants puisqu’il dicte sous
quelles conditions thermiques nous obtenons une crise d’e´bullition (Tong et Tang, 1997). Plus
pre´cise´ment, cette dernie`re repre´sente un phe´nome`ne qui se caracte´rise par une chute brusque
et soudaine du coefficient de transfert de chaleur par convection lorsque le FCC est atteint.
Dans ce cas, la ge´ne´ration de la phase gazeuse du caloporteur devient trop importante a`
l’interface de l’e´le´ment chauffant et forme une barrie`re thermique qui peut mener a` des dom-
mages irre´versibles du re´acteur et provoquer un accident nucle´aire.
Afin d’e´tudier le FCC sous des conditions expe´rimentales relativement se´curitaires, la chaleur
de´gage´e par le combustible nucle´aire peut eˆtre reproduite graˆce a` l’effet de Joule, c.-a`-d., en
passant un courant e´lectrique a` travers une se´rie d’e´le´ments re´sistifs. Ce type d’expe´rience a
e´te´ effectue´ pour un re´acteur CANDU 6 (Teyssedou et Oleknovitch, 2007) par les laboratoires
Stern et ceux de l’universite´ de Columbia en utilisant des canaux de simulation (sections
d’essais) a` pleine e´chelle comme celui sche´matise´ a` la figure 1.1. Le montage en question
comprend un cylindre creux fait d’acier 410 ayant une couche de ce´ramique sur sa surface
interne et des prises re´gulie`rement espace´es pour les capteurs de pression 1. De plus, le cylindre
contient 12 grappes ayant, selon le cas e´tudie´, chacune 28 ou 37 crayons de combustible
simule´s qui constituent aussi les e´le´ments re´sistifs. Or, afin de ge´ne´rer la puissance thermique
d’environ 10 MW ne´cessaire pour les expe´riences sur le FCC, des courants e´lectriques e´leve´s
de l’ordre de plusieurs dizaines de milliers d’ampe`res sont requis ce qui ge´ne`re un champ
magne´tostatique tre`s intense capable d’interagir avec la section d’essais et l’instrumentation.
Ainsi, l’industrie nucle´aire est pre´occupe´e par les effets de ce champ magne´tique, en particulier
sur les forces agissant sur le syste`me pouvant provoquer une distorsion de la disposition des
crayons de simulation. Conse´quemment, un tel changement ge´ome´trique peut modifier les
conditions de transfert thermique ce qui peut se traduire en des asyme´tries de tempe´rature, un
phe´nome`ne que les chercheurs ont observe´ de fac¸on syste´matique (Teyssedou et Oleknovitch,
2007). Il faut aussi mentionner qu’une analyse exhaustive de ce phe´nome`ne a de´ja` e´te´ effectue´e
par Landry-Lavoie (Landry-Lavoie, 2013).
1. Notez qu’il y a 2 prises de pression par grappe mais seulement une de ces prises est relie´e a` un capteur
de pression. Le raisonnement derrie`re cette proce´dure est d’e´viter des bris de syme´trie dans le syste`me.
2Figure 1.1 Section d’essais de type CANDU.
Pour e´valuer le champ magne´tique a` travers la section d’essais, il est ne´cessaire de choisir une
me´thode de calcul nume´rique qui est bien adapte´e au syste`me envisage´. Ceci e´tant dit, pour
ce syste`me des approches qui font appel a` des solutions inte´grales deviennent inte´ressantes
puisque, contrairement a` des me´thodes comme le Finite Element Method (Reddy, 2005), elles
satisfont de fac¸on inhe´rente les conditions frontie`res en jeu. En d’autres termes, ceci e´vite non
seulement d’imposer des limites au syste`me (ou` le champ magne´tique devient suffisamment
faible) mais aussi d’e´liminer la discre´tisation des re´gions de l’espace qui ne contiennent pas de
mate´riaux magne´tiques. Parmi les me´thodes inte´grales les plus commune´ment rencontre´es,
nous retrouvons le Boundary Element Method qui emploie des inte´grales de surfaces (Wrobel
et Aliabadi, 2002) et le Volume Integral Equation Method (VIEM) qui, comme son nom
3l’indique, utilise des inte´grales volumiques (Turner, 1973).
1.1 Objectifs de recherche
Comme mentionne´ pre´ce´demment, l’influence des forces magne´tiques sur les conditions
de transfert thermique de la section d’essais de type CANDU a de´ja` e´te´ analyse´e de fac¸on
rigoureuse (Landry-Lavoie, 2013). Toutefois, e´tant donne´ qu’un syste`me 2D a e´te´ conside´re´
pour cette e´tude, c.-a`-d., un canal invariant par translation le long de l’axe central 2, les prises
de pression (figure 1.1) n’ont pas e´te´ mode´lise´es. En fait, Landry-Lavoie a choisi d’employer
le formalisme 2D du VIEM afin de de´terminer la distribution spatiale du champ magne´-
tique ainsi que l’effet de l’intensite´ locale du champ sur l’e´bullition. Par contre, pour cerner
l’influence magne´tique des prises de pression, une mode´lisation 3D doit ne´cessairement eˆtre
effectue´e. Or, dans cette optique, les objectifs de recherche suivants ont e´te´ formule´s :
(1) E´tablir les outils mathe´matiques requis pour effectuer une analyse magne´tostatique 3D.
(2) Imple´menter nume´riquement le formalisme dans un code Matlab 3.
(3) Optimiser le cas 3D afin d’obtenir une approche fiable et bien adapte´e a` notre proble`me.
Pour le premier objectif, nous allons employer la forme 3D du VIEM, au lieu d’introduire
une nouvelle me´thode nume´rique, dans le but d’e´tendre le calcul effectue´ par Landry-Lavoie
le plus aise´ment possible. Toutefois, accomplir cette taˆche pour le syste`me envisage´ requiert
le de´veloppement d’un formalisme qui n’existe pas dans la litte´rature. Pour ce qui est du
deuxie`me objectif, tous les codes de´veloppe´s dans le cadre de ce me´moire sont donne´s en
annexe. En ce qui a trait au dernier objectif, nous allons voir au chapitre 4 qu’une utilisation
approprie´e du VIEM n’est pas simple et l’est encore moins pour la ge´ome´trie conside´re´e de
sorte qu’il devient important de prescrire un sche´ma de discre´tisation ade´quat afin d’obtenir
des re´sultats fiables. Ainsi, puisque que nous utiliserons le VIEM comme outil d’analyse, une
bre`ve revue de litte´rature de cette me´thode nume´rique est pre´sente´e dans la section suivante.
1.2 Revue de litte´rature pour le VIEM
Le formalisme mathe´matique a` la base du VIEM est apparu vers la fin des anne´es 60
sous le nom de Method of Moments, une me´thode matricielle ge´ne´rale qui fait appel a` des
solutions inte´grales d’e´quations diffe´rentielles non homoge`nes (Harrington, 1967). En effet,
2. Ceci demeure physiquement cohe´rent puisque la longueur du canal est beaucoup plus longue que son
diame`tre.
3. (MC) Marque de commerce de MathWorks, MA, USA.
4quelques anne´es plus tard, le VIEM tel que nous le connaissons aujourd’hui a e´merge´ dans
le cadre d’un progiciel appele´ GFUN destine´ a` l’analyse de champs magne´tostatiques 2D et
3D (Newman et al., 1972). Plus pre´cise´ment, cet ensemble de programmes informatiques a
e´te´ conc¸u par le laboratoire Rutherford High Energy dans le but d’e´valuer et de visualiser
la distribution de ces champs a` travers des milieux inhomoge`nes line´aires et non line´aires.
Toutefois, quoique novateur pour son temps, le sche´ma de calcul propose´ par GFUN e´tait in-
capable d’imple´menter des e´le´ments de discre´tisation 3D autre que des prismes triangulaires
et rectangulaires (Turner, 1973). De plus, les auteurs de GFUN mentionnent les difficulte´s
relie´es a` l’e´valuation des inte´grales principales lorsque le point d’observation se retrouve a`
l’inte´rieur de la re´gion inte´gre´e, un proble`me clarifie´ dans le cas 2D par Hall et Teyssedou
(Hall et Teyssedou, 2014). Re´cemment, une reformulation du VIEM base´e sur le moyennage
de l’aimantation a e´te´ propose´e (Morandi et al., 2010) mais cette nouvelle approche introduit
une erreur nume´rique supple´mentaire issue d’une inte´gration nume´rique.
Au-dela` du fait que cette me´thode incorpore de manie`re implicite les conditions aux fron-
tie`res et par conse´quent limite le nombre de calculs a` effectuer, elle n’est pas tre`s utilise´e.
D’une part, certaines difficulte´s mathe´matiques ne´cessitent l’imple´mentation d’algorithmes
qui ne sont pas simples. En particulier, pour des applications en magne´tostatique, les cal-
culs sont encombrant et lourds a` effectuer tel qu’indique´ par Silvester et Ferrari (Silvester et
Ferrari, 1990) ainsi que par Hoole (Hoole, 1989). Deuxie`mement, les calculs de type VIEM
ne permettent pas l’emploi des crite`res de convergence. Ceci se traduit par une incertitude
non mesurable des re´sultats. Toutefois, il faut mentionner qu’a` partir des travaux de Fabbri
(Fabbri, 2008), cette me´thode prend de plus en plus de valeur. Pour reme´dier la faiblesse
concernant la convergence, nous proposons dans ce me´moire une technique de discre´tisation
qui s’applique au cas qui nous inte´resse, c.-a`-d., la section d’essais d’un canal de combustible
de type CANDU chauffe´e par effet de Joule.
1.3 Plan du me´moire
La pre´sentation de ce document se divise en cinq chapitres. Suivant cette introduction, le
deuxie`me chapitre e´labore les de´finitions et concepts ne´cessaires a` la compre´hension des sec-
tions futures. Par la suite, le troisie`me chapitre de´crit en de´tail le formalisme mathe´matique
relie´ au tenseur de de´saimantation, une quantite´ physique essentielle au VIEM. Le quatrie`me
chapitre e´labore sur l’utilisation du VIEM et, pour terminer, le cinquie`me chapitre conclut
le document et offre des recommandations.
5Le chapitre 2 de´bute en e´laborant les e´quations de Maxwell dans le cas statique. Ensuite,
quelques e´quations diffe´rentielles de l’e´lectrostatique et de la magne´tostatique sont de´crites.
A` la suite de cette analyse, des transformations pour les inte´grales multiples sont donne´es
et la me´thode de la fonction de Green est aborde´e. En effet, cette dernie`re est utilise´e pour
re´soudre les e´quations en jeu ainsi que pour de´finir, parmi d’autres variables, le tenseur de
de´saimantation.
Le chapitre 3 porte sur le calcul du tenseur de de´saimantation pour des syste`mes 2D et 3D.
Plus pre´cise´ment, cette section du document de´bute par une application directe des transfor-
mations pour les inte´grales multiples dans le but de rester cohe´rent avec la me´thode de Green.
Par la suite, des me´thodes de calcul matricielles 2D et 3D sont rigoureusement de´veloppe´es
pour des e´le´ments de discre´tisations polygonales et polye´driques, respectivement.
Le chapitre 4 pre´sente une validation des me´thodes de calcul mentionne´es ci-dessus en se
basant sur des solutions bien e´tablies en physique du solide. Le VIEM est ensuite applique´ a`
un syste`me 2D pour lequel une solution exacte existe. En effet, en se basant sur des principes
physiques, un sche´ma de discre´tisation est e´labore´ et directement applique´ a` ces syste`mes afin
d’en e´tudier les bienfaits. Subse´quemment, la logique mathe´matique issue de la discre´tisation
est e´tendue au cas 3D et une portion de la section d’essais est simule´e.
Finalement, le chapitre 5 comple`te le document en faisant une synthe`se des travaux effec-
tue´s. De plus, les limitations du VIEM applique´ a` la section d’essais sont discute´es et des
ame´liorations futures sont propose´es.
6CHAPITRE 2 DE´FINITIONS ET CONCEPTS FONDAMENTAUX
Une e´tude approprie´e des forces magne´tiques pre´sentes dans un canal de combustible
simule´ requiert de connaˆıtre a` priori la distribution du champ magne´tique a` travers celui-ci.
Par contre, e´tant donne´ la nature complexe des phe´nome`nes en jeu, de´terminer ce champ peut
devenir une taˆche ardue. Pour cette raison, des me´thodes de re´solution nume´rique comme le
VIEM deviennent indispensables a` l’analyse du canal en question. Ainsi, nous allons de´finir
dans ce chapitre des concepts physiques essentiels a` l’e´laboration du VIEM et a` l’obtention
de la distribution du champ magne´tique.
2.1 Les e´quations de Maxwell
A` l’e´chelle macroscopique, les phe´nome`nes physiques issus des inte´ractions e´lectromagne´-
tiques se de´crivent mathe´matiquement a` partir d’un syste`me d’e´quations diffe´rentielles aux
de´rive´es partielles (EDP) commune´ment appele´ les e´quations de Maxwell (Stratton, 1941).
Dans la pre´sente section, nous allons e´laborer en de´tails ces expressions dans le but de les
appliquer a` l’analyse magne´tique de la section d’essais de type CANDU.
2.1.1 Syste`me d’e´quations stationnaires
E´tant donne´ la nature du proble`me introduit au chapitre pre´ce´dent, conside´rons un sys-
te`me pour lequel toutes les quantite´s physiques en jeu sont statiques ou en d’autres termes,
inde´pendantes du temps. A` un point ~r de l’espace, les e´quations de Maxwell s’e´crivent alors :
~∇ · ~D(~r) = ρf(~r), (2.1)
~∇ · ~B(~r) = 0, (2.2)
~∇× ~E(~r) = ~0, (2.3)
~∇× ~H(~r) = ~Jf(~r), (2.4)
ou` ~∇· et ~∇× sont respectivement les ope´rateurs divergence et rotationnel, ~D est le champ de
de´placement e´lectrique, ρf est la densite´ de charges libres, ~B est la densite´ de flux magne´tique,
~E est le champ e´lectrique, ~H est le champ magne´tique et ~Jf est la densite´ de courant libre
(notez que l’indice f provient du fait qu’une charge libre est appele´e “free charge” en anglais).
7De plus, les quantite´s vectorielles ~D et ~E sont relie´es entre elles selon :
~D(~r) = ε0 ~E(~r) + ~P (~r), (2.5)
avec ε0 la permittivite´ du vide et ~P la polarisation. Cette dernie`re variable physique peut
eˆtre interpre´te´e comme un champ engendre´ par la pre´sence de dipoˆles e´lectriques dans un
mate´riau quelconque. En fait, le vecteur ~P s’e´crit en fonction de ~E a` partir de la relation
constitutive suivante :
~P (~r) = ε0χ¯e(~r) ~E(~r), (2.6)
ou` la variable χ¯e repre´sente le tenseur de susceptibilite´ e´lectrique et sera, dans le cadre de
cette analyse, repre´sente´ sous la forme simplifie´e χ¯e = χeI¯ ou` χe est un scalaire et I¯ est
le tenseur identite´ ; cette formulation demeure vraie pour des milieux isotropes. E´galement,
nous retrouvons normalement χe ≥ 0 ce qui signifie que lorsque χe 6= 0, ~P s’aligne toujours
dans la meˆme direction que ~E mais χe peut aussi eˆtre ne´gatif dans le cas des me´tamate´riaux
(Koo, 2015). De fac¸on similaire a` l’e´quation (2.5), ~B et ~H sont relie´s entre eux selon :
~B(~r) = µ0
(
~H(~r) + ~M(~r)
)
, (2.7)
avec µ0 la perme´abilite´ du vide et ~M l’aimantation. Il est important de mentionner que
contrairement a` ε0, µ0 repre´sente une valeur exacte puisque ce dernier de´coule de la de´finition
meˆme de l’Ampe`re (Feynman et al., 1979). De plus, ~M est un champ produit par des dipoˆles
magne´tiques dans un milieu quelconque et s’e´crit en fonction de ~H a` partir de :
~M(~r) = χ¯m(~r) ~H(~r), (2.8)
ou` χ¯m repre´sente le tenseur de susceptibilite´ magne´tique et sera de´finit selon χ¯m = χmI¯
comme c’e´tait le cas pour χ¯e. De plus, un milieu est dit paramagne´tique lorsque ~M s’aligne
dans la meˆme direction que ~H (χm > 0) et diamagne´tique lorsque ceux-ci sont antiparalle`les
(χm < 0). Maintenant que les expressions de base ont e´te´ e´labore´es, regardons comment la
re´solution des vecteurs en question peut eˆtre re´duite a` quatre EDP non homoge`nes.
2.1.2 EDP de l’e´lectrostatique
De fac¸on ge´ne´rale, le champ e´lectrique total ~E peut s’e´crire :
~E(~r) = ~Ef(~r) + ~Ep(~r), (2.9)
8avec ~Ef le champ e´lectrique libre et ~Ep le champ de´polarisant. Plus pre´cise´ment, ~Ef repre´sente
le champ e´lectrique engendre´ par la pre´sence de charges libres et ~Ep est le champ de re´ponse
issu des milieux die´lectriques (χe 6= 0). Ainsi, lorsque χe = 0 ∀~r, nous avons toujours ~P = ~0
et ~Ep = ~0 de sorte que les e´quations (2.1), (2.5) et (2.9) me`nent a` :
~∇ · ~Ef(~r) = ρf(~r)
ε0
. (2.10)
De plus, l’expression (2.3) devient dans ce cas :
~∇× ~Ef(~r) = ~0. (2.11)
Il est bien connu en analyse vectorielle (Stewart, 2012) que toute fonction scalaire η satisfait :
~∇× ~∇η(~r) = ~0. (2.12)
Ainsi, ~Ef peut eˆtre de´rive´ a` partir d’un scalaire, c.-a`-d., d’un potentiel e´lectrique libre φf :
~Ef(~r) = −~∇φf(~r). (2.13)
Donc, en combinant les expressions (2.10) et (2.13), nous obtenons :
∇2φf(~r) = −ρf(~r)
ε0
, (2.14)
ou` ∇2 ≡ ~∇ · ~∇ est l’ope´rateur Laplacien. L’expression ci-dessus repre´sente une EDP de
deuxie`me ordre non homoge`ne commune´ment appele´ l’e´quation de Poisson. De plus, lorsqu’un
mate´riau die´lectrique est pre´sent dans le syste`me, les champs vectoriels ~P et ~Ep ne sont
pas ne´cessairement nuls. Ainsi, en prenant la divergence de part et d’autre de (2.5) et en
combinant le re´sultat obtenu avec les relations (2.1) et (2.9), nous trouvons :
~∇ · ~Ef(~r) + ~∇ · ~Ep(~r) = ρf(~r)
ε0
−
~∇ · ~P (~r)
ε0
. (2.15)
En effet, nous de´duisons a` partir de (2.10) que :
~∇ · ~Ep(~r) = −
~∇ · ~P (~r)
ε0
. (2.16)
9De plus, selon les e´quations (2.3) et (2.9), nous obtenons :
~∇× ~Ef(~r) + ~∇× ~Ep(~r) = ~0. (2.17)
En conse´quence, l’expression (2.11) me`ne a` :
~∇× ~Ep(~r) = ~0, (2.18)
ce qui signifie selon l’e´quation (2.12) que le vecteur ~Ep peut eˆtre obtenu a` partir d’un potentiel
e´lectrique de´polarisant φp de´finit selon la relation suivante :
~Ep(~r) = −~∇φp(~r). (2.19)
Ainsi, en combinant l’e´quation ci-dessus avec (2.16), nous obtenons :
∇2φp(~r) =
~∇ · ~P (~r)
ε0
. (2.20)
Les deux e´quations diffe´rentielles principales de l’e´lectrostatique ayant e´te´ de´veloppe´es, il
reste a` de´finir celles de la magne´tostatique qui font intervenir ~H.
2.1.3 EDP de la magne´tostatique
De fac¸on similaire a` ~E, le champ magne´tique total ~H peut s’e´crire comme suit :
~H(~r) = ~Hf(~r) + ~Hm(~r), (2.21)
ou` ~Hf est le champ magne´tique libre et ~Hm est le champ de de´saimantation. En effet, ~Hf
repre´sente le champ magne´tique engendre´ par le courant duˆ aux charges libres et ~Hm est
le champ de re´ponse issu des milieux magne´tiques (χm 6= 0). Ainsi, lorsque χm = 0 ∀~r,
nous trouvons toujours ~M = ~0 et ~Hm = ~0 de sorte que les expressions (2.2), (2.7) et (2.21)
donnent :
~∇ ·
(
µ0 ~Hf(~r)
)
= 0. (2.22)
Il est bien connu en analyse vectorielle (Stewart, 2012) que tout vecteur ~ζ ∈ <3 satisfait :
~∇ ·
(
~∇× ~ζ(~r)
)
= 0, (2.23)
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ce qui signifie que ~Hf peut eˆtre exprime´ a` partir d’un potentiel vecteur libre ~Af, c.-a`-d. :
~Hf(~r) = ~∇×
(
~Af(~r)
µ0
)
. (2.24)
De plus, nous trouvons dans ce cas que la relation (2.4) s’e´crit :
~∇× ~Hf(~r) = ~Jf(~r). (2.25)
Donc, en utilisant l’identite´ vectorielle donne´e par ~∇ ×
(
~∇× ~ζ
)
= ~∇
(
~∇ · ~ζ
)
− ∇2~ζ, les
relations (2.24) et (2.25) me`nent a` l’e´quation diffe´rentielle suivante :
∇2 ~Af(~r)− ~∇
(
~∇ · ~Af(~r)
)
= −µ0 ~Jf(~r). (2.26)
A` ce stade-ci de l’analyse, il est inte´ressant de noter que les e´quations (2.12) et (2.24) im-
pliquent que le champ vectoriel ~Af peut s’e´crire sous la forme ge´ne´rale :
~Af(~r) = ~af(~r) + ~∇γ(~r), (2.27)
avec γ une fonction scalaire arbitraire et le choix de celle-ci s’appelle une jauge. Dans le cadre
de la magne´tostatique, nous employons la jauge de Coulomb de´crite par :
~∇ · ~Af(~r) = 0 ↔ ∇2γ(~r) = −~∇ · ~af(~r). (2.28)
De cette manie`re, l’expression (2.26) peut eˆtre repre´sente´e par l’EDP suivante :
∇2 ~Af(~r) = −µ0 ~Jf(~r). (2.29)
Lorsqu’un mate´riau magne´tique est pre´sent dans le syste`me, les champs vectoriels ~M et ~Hm
ne sont pas nuls ∀~r. Ainsi, en combinant (2.2), (2.7) et (2.21), nous obtenons :
~∇ · ~Hf(~r) + ~∇ · ~Hm(~r) = −~∇ · ~M(~r). (2.30)
Conse´quemment, l’expression (2.22) me`ne a` :
~∇ · ~Hm(~r) = −~∇ · ~M(~r). (2.31)
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De plus, les relations (2.4) et (2.21) donnent :
~∇× ~Hf(~r) + ~∇× ~Hm(~r) = ~Jf(~r), (2.32)
de sorte que l’e´quation (2.25) nous permet d’e´crire :
~∇× ~Hm(~r) = ~0. (2.33)
En conse´quence, selon l’identite´ vectorielle de´crite par (2.12), nous concluons que :
~Hm(~r) = −~∇Ωm(~r), (2.34)
ou` Ωm repre´sente un potentiel scalaire magne´tique. Finalement, en combinant cette expression
avec l’e´quation (2.31), nous trouvons l’e´quation diffe´rentielle donne´e par :
∇2Ωm(~r) = ~∇ · ~M(~r). (2.35)
Maintenant que nous avons e´labore´ en de´tail les quatre EDP donne´es par les expressions
(2.14), (2.20), (2.29) et (2.35), il s’agit de re´soudre celles-ci selon des conditions frontie`res
approprie´es. Par contre, avant de proce´der, nous devons introduire des outils mathe´matiques
ne´cessaires a` l’analyse des me´thodes inte´grales comme le VIEM. Ainsi, dans la prochaine
section, nous allons de´finir des transformations inte´grales qui seront employe´es tout au long
de ce document.
2.2 Transformations pour les inte´grales multiples
Selon le degre´ de complexite´ lie´e a` la re´solution d’une inte´grale multiple, il est souvent
ne´cessaire d’appliquer une ou plusieurs transformations a` celle-ci afin d’obtenir une solution
analytique. Entre autres, nous parlons des transformations issues du the´ore`me de Green pour
les inte´grales doubles et celles qui de´coulent du the´ore`me de flux-divergence pour les inte´-
grales triples. Dans cette section, nous abordons en profondeur ces deux the´ore`mes ainsi que
toutes les de´finitions mathe´matiques ne´cessaires a` leur compre´hension.
Dans les applications autant de l’e´lectrostatique que de la magne´tostatique, ces transforma-
tions sont parfois mal utilise´es ou elles sont imple´mente´es de manie`re obscure. En particulier,
il faut mentionner que ces transformations peuvent devenir ambigue¨s lors du de´veloppement
d’algorithmes de calcul nume´rique. Ainsi, nous avons conside´rer ne´cessaire de clarifier leurs
imple´mentation pour ces types de calculs (Hall et Teyssedou, 2014).
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2.2.1 Transformations pour les inte´grales doubles
En pre´sence d’une inte´grale double, il est parfois possible de transformer celle-ci en in-
te´grale de parcours ferme´. Afin de de´crire tous les aspects de cette transformation, il est
ne´cessaire de de´finir ce que nous appelons des re´gions planes de type I, II et III (Stewart,
2012). D’abord, une re´gion plane A est dite de type I si elle peut eˆtre borne´e par :
AI = {(x, y) | a ≤ x ≤ b, g1(x) ≤ y ≤ g2(x)} , (2.36)
avec les fonctions scalaires g1 et g2 continues dans l’intervalle x ∈ [a, b] (figure 2.1a). Dans ce
cas, la transformation applicable sur le domaine d’inte´gration est exprime´e comme suit :
x
A
∂P
∂y
dxdy = −
∮
ζ
Pdx, (2.37)
ou` ζ est une courbe plane simple, ferme´e, oriente´e positivement, lisse par morceaux et qui
de´limite la re´gion A. En fait, la courbe ζ est oriente´e positivement lorsqu’un observateur qui
parcourt celle-ci en s’alignant selon l’axe des z positif voit toujours la re´gion A a` sa gauche.
Dans le cas contraire, la courbe est oriente´e ne´gativement. Aussi, P (x, y) est une fonction
scalaire ayant des de´rive´es partielles continues dans une re´gion ouverte en <2 qui contient A ;
cette proprie´te´ sera exploite´e dans la section 3.1.
Figure 2.1 Exemples de diffe´rents types de re´gions planes : (a) type I ; (b) type II.
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Une re´gion est de´finie comme e´tant de type II quand elle satisfait :
AII = {(x, y) | c ≤ y ≤ d, h1(y) ≤ x ≤ h2(y)} , (2.38)
avec les fonctions scalaires h1 et h2 continues dans l’intervalle y ∈ [c, d] (figure 2.1b). De cette
manie`re, la transformation associe´e a` ce type de re´gion s’exprime comme suit :
x
A
∂Q
∂x
dxdy =
∮
ζ
Qdy, (2.39)
ou` la fonction scalaire Q(x, y) a des de´rive´es partielles continues dans une re´gion ouverte en
<2 qui contient A. Finalement, une re´gion plane est dite de type III (ou simple) si elle peut
eˆtre conside´re´e soit comme un domaine de type I ou II. En d’autres termes, cela signifie que
les deux transformations e´labore´es dans cette section sont simultane´ment ve´rifie´es de sorte
que si nous de´finissons la fonction ~F (x, y) ≡ P~ı+Q~, nous trouvons selon (2.37) et (2.39) :
x
A
(
∂Q
∂x
− ∂P
∂y
)
dA =
∮
ζ
~F · d~r, (2.40)
avec dA = dxdy et d~r = dx~ı + dy~ (notez que les vecteurs unitaires ~ı et ~ sont respective-
ment oriente´s selon l’axe des x et y positifs). Le re´sultat ci-dessus repre´sente le the´ore`me de
Green et peut eˆtre perc¸u comme l’homologue du the´ore`me fondamental du calcul inte´gral
pour les inte´grales doubles. Dans la section suivante nous pre´sentons les transformations qui
s’appliquent sur des domaines d’inte´gration appartenant a` <3.
2.2.2 Transformations pour les inte´grales triples
En ce qui a trait aux inte´grales triples, il est possible dans certains cas de transformer
celles-ci en inte´grales de surfaces ferme´es. Afin d’e´laborer tous les aspects de cette transfor-
mation, il faut de´finir ce que nous appelons des re´gions solides de type I, II, III et IV (Stewart,
2012). D’abord, une re´gion solide V est dite de type I si elle peut eˆtre borne´e par :
VI = {(x, y, z) | (x, y) ∈ Axy, w1(x, y) ≤ z ≤ w2(x, y)} , (2.41)
ou` Axy est la projection de VI dans le plan Oxy et les fonctions scalaires w1 et w2 de´finissent
respectivement les surfaces ouvertes S1 et S2 (figure 2.2). Ainsi, en de´finissant aussi une
surface ouverte S3 qui se projette sur la frontie`re de Axy et qui relie S1 et S2 ensemble, il
devient possible de de´finir l’interface de VI a` partir de la surface ferme´e S = S1 ∪ S2 ∪ S3.
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Dans ce cas, la transformation applicable sur le domaine d’inte´gration est donne´e par :
y
V
∂R
∂z
dxdydz =
{
S
R~k · d~S, (2.42)
avec ~k un vecteur unitaire oritente´ selon l’axe des z positifs, R(x, y, z) est une fonction
scalaire ayant des de´rive´es partielles continues sur une re´gion ouverte en <3 qui contient V ,
d~S = ‖d~S‖nˆ est un e´le´ment infinite´simal de la surface S et nˆ ≡ nx~ı + ny~ + nz~k est un
vecteur unitaire normal a` S. De plus, il est important de mentionner que la surface ferme´e S
doit eˆtre oriente´e positivement ou en d’autres termes, doit avoir un vecteur nˆ qui pointe vers
l’exte´rieur de V . Pour des re´gions solides de type II et III, les domaines sont borne´s par :
VII = {(x, y, z) | (y, z) ∈ Ayz, u1(y, z) ≤ x ≤ u2(y, z)} , (2.43)
VIII = {(x, y, z) | (x, z) ∈ Axz, v1(x, z) ≤ y ≤ v2(x, z)} , (2.44)
ou` Ayz et Axz sont respectivement les projections de VII dans le plan Oyz et de VIII dans
le plan Oxz. De plus, les fonctions scalaires u1, u2, v1 et v2 jouent un roˆle analogue aux
quantite´s w1 et w2 (e´quation 2.42).
Figure 2.2 Exemple d’une re´gion solide de type I.
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Ainsi, pour un domaine de type II, la transformation est donne´e par :
y
V
∂P
∂x
dxdydz =
{
S
P~ı · d~S, (2.45)
avec P (x, y, z) de´fini comme une fonction scalaire ayant des de´rive´es partielles continues
sur une re´gion ouverte en <3 qui contient V . De plus, pour un domaine de type III, la
transformation est de´crite a` partir de l’e´quation suivante :
y
V
∂Q
∂y
dxdydz =
{
S
Q~ · d~S, (2.46)
ou` Q(x, y, z) repre´sente une fonction scalaire ayant des de´rive´es partielles continues sur une
re´gion ouverte en <3 qui contient V . Finalement, une re´gion solide est dite de type IV si elle
peut eˆtre conside´re´e soit comme un domaine de type I, II ou III. En d’autres termes, ceci
signifie que les trois transformations sont applicables de sorte que si ~F (x, y, z) = P~ı+Q~+R~k,
nous de´duisons selon (2.42), (2.45) et (2.46) le the´ore`me de flux-divergence :
y
V
(
~∇ · ~F
)
dV =
{
S
~F · d~S, (2.47)
avec dV = dxdydz. Ainsi, maintenant que les transformations 2D et 3D ont e´te´ e´labore´es,
nous sommes en mesure de trouver les solutions des EDP de´finies pre´ce´demment. Pour ce
faire, il est possible d’employer une me´thode inte´grale bien e´tablie que nous allons de´crire en
de´tail dans les sections suivantes.
2.3 Me´thode de la fonction de Green
La me´thode de la fonction de Green (Butkov, 1968) est une approche utilise´e pour re´soudre
des EDP de deuxie`me ordre comme celles de´veloppe´es aux sections 2.1.2 et 2.1.3. Ce qui
distingue cette me´thode des autres techniques de re´solution plus conventionnelles est le fait
que le re´sultat obtenu est donne´ sous une forme inte´grale. Ainsi, nous allons maintenant
e´laborer le formalisme ne´cessaire a` l’obtention de cette forme particulie`re de solution.
2.3.1 Approche ge´ne´rale
Soit un point mate´riel ~rs = xs~ı + ys~ + zs~k et un point d’observation ~r = x~ı + y~ + z~k,
c.-a`-d., deux vecteurs inde´pendants entre eux. Dans le cadre de l’e´lectrostatique (e´quations
2.14 et 2.20) et de la magne´tostatique (e´quations 2.29 et 2.35), nous cherchons une solution
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de l’e´quation diffe´rentielle donne´e par :
∇2ψ(~r) = F (~r), (2.48)
ou` l’ope´rateur ∇2 est exprime´ selon la variable ~r, ψ est la fonction recherche´e et la fonction
F est de´finie par parties selon la forme ge´ne´rale suivante :
F (~r) =
 0 si ~r /∈ Vs,f(~r) si ~r ∈ Vs, (2.49)
avec f une nouvelle fonction et Vs un volume tel que ~rs ∈ Vs. De plus, la fonction de Green,
G, satisfait dans ce cas l’e´quation diffe´rentielle donne´e par :
∇2G(~r, ~rs) = δ(~r − ~rs), (2.50)
ou` δ est de´fini comme la fonction de Dirac 3D associe´e a` une distribution le long d’une re´gion
solide V tel que ~r ∈ V et Vs ⊆ V . En effet, e´tant donne´ que V est un volume immate´riel sa
porte´e maximale n’est pas restreinte et peut, par exemple, repre´senter l’espace <3 en entier
(figure 2.3). Cela e´tant dit, regardons a` pre´sent comment G permet d’obtenir une solution
inte´grale de la fonction ψ.
Figure 2.3 Syste`me ge´ne´ral e´tudie´.
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D’abord, en multipliant (2.48) par G et (2.50) par ψ, nous trouvons apre`s soustraction :
ψ(~r)δ(~r − ~rs) = F (~r)G(~r, ~rs) + ψ(~r)∇2G(~r, ~rs)−G(~r, ~rs)∇2ψ(~r). (2.51)
De plus, les proprie´te´s associe´es a` la fonction δ nous permettent entre autres d’exprimer :
y
V
ψ(~r)δ(~r − ~rs)dV = ψ(~rs), (2.52)
e´tant donne´ que ~rs ∈ V . En utilisant l’identite´ vectorielle suivante :
~∇ ·
(
ψ~∇G−G~∇ψ
)
= ψ∇2G−G∇2ψ, (2.53)
et en inte´grant par rapport a` V chaque membre de (2.51), nous trouvons :
ψ(~rs) =
y
V
F (~r)G(~r, ~rs)dV +
y
V
~∇ ·
(
ψ(~r)~∇G(~r, ~rs)−G(~r, ~rs)~∇ψ(~r)
)
dV. (2.54)
Selon le the´ore`me de flux-divergence pre´sente´ a` la section 2.2.2, il est possible de transformer
une inte´grale de volume en inte´grale de surface ferme´e, tel que :
ψ(~rs) =
y
V
F (~r)G(~r, ~rs)dV +
{
S
(
ψ(~r)~∇G(~r, ~rs)−G(~r, ~rs)~∇ψ(~r)
)
· d~S, (2.55)
ou` S est la surface frontie`re du volume V . Cette surface est oriente´e selon un vecteur unitaire
normal nˆ qui pointe vers l’exte´rieur du volume. Afin d’obtenir ψ(~r), il faut permuter les
variables ~rs et ~r de manie`re que si nous de´finissons Ss comme l’interface de Vs, nous trouvons :
ψ(~r) =
y
Vs
f(~rs)G(~rs, ~r)dVs +
{
Ss
(
ψ(~rs)~∇sG(~rs, ~r)−G(~rs, ~r)~∇sψ(~rs)
)
· d~Ss, (2.56)
tel que F (~r)→ F (~rs) selon la forme permute´e de l’expression (2.49) et F (~rs) = f(~rs) puisque
~rs ∈ V . Or, ce n’est pas G(~rs, ~r) mais plutoˆt G(~r, ~rs) qui satisfait l’EDP donne´e par l’e´quation
(2.50) de sorte qu’il est utile d’imposer la proprie´te´ suivante :
G(~rs, ~r) = G(~r, ~rs). (2.57)
De plus, tel que de´montre´ par Butkov (Butkov, 1968), cette expression est ve´rifie´e pour des
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conditions fontie`res de Dirichlet, de Newmann ou interme´diaires. Ainsi, ψ(~r) s’e´crit :
ψ(~r) =
y
Vs
f(~rs)G(~r, ~rs)dVs +
{
Ss
(
ψ(~rs)~∇sG(~r, ~rs)−G(~r, ~rs)~∇sψ(~rs)
)
· d~Ss. (2.58)
Toutefois, meˆme si le formalisme mathe´matique e´labore´ dans cette section s’applique a` une
fonction de Green arbitraire, seulement certaines formes de G s’appliquent aux e´quations de
Maxwell statiques. Ainsi, regardons maintenant ces diffe´rentes formes en 2D et 3D.
2.3.2 Formes spe´cifiques de la fonction de Green
Conside´rons la fonction de Green suivante e´crite en coordonne´es sphe´riques isotropes :
g(‖~r − ~rs‖, R*) =
 −
1
4piR*
pour ‖~r − ~rs‖ < R*
− 1
4pi‖~r−~rs‖ pour ‖~r − ~rs‖ ≥ R*
(2.59)
ou` R* ≥ 0 repre´sente un rayon de coupure arbitraire et ‖~r− ~rs‖ ≥ 0 est la norme du vecteur
(~r − ~rs). D’abord, il est inte´ressant de noter que g est continu ∀ ‖~r − ~rs‖ mais ses de´rive´es
partielles ne le sont pas, plus particulie`rement, en ‖~r−~rs‖ = R* ; cette proprie´te´ est a` la base
de l’utilisation de la fonction de Dirac. De plus, les termes qui constituent g sont directement
proportionnels a` l’une des deux solutions line´rairement inde´pendantes obtenues en re´solvant
l’e´quation de Laplace isotrope en coordonne´es sphe´riques. En d’autres termes, cela signifie
que ∇2g = 0 lorsque ‖~r− ~rs‖ 6= R*. Donc, afin de trouver une repre´sentation de G conforme
a` l’e´quation (2.50), posons R* → 0 de sorte que la fonction de Green donne :
G(~r, ~rs) = lim
R*→0
g(‖~r − ~rs‖, R*) = − 1
4pi‖~r − ~rs‖ , (2.60)
tel que (2.57) est respecte´e. De plus, la forme de l’expression ci-dessus implique que :
~∇sG(~r, ~rs) = −~∇G(~r, ~rs). (2.61)
En ce qui a trait a` la fonction de Green pour des syste`mes 2D, un raisonnement mathe´matique
similaire a` l’approche 3D me`ne a` la forme suivante :
G˜(~r, ~rs) =
1
2pi
ln (‖~r − ~rs‖) , (2.62)
ou` cette fois-ci ~r = x~ı + y~, ~rs = xs~ı + ys~ et G˜ est obtenu a` partir de l’e´quation de La-
place isotrope en coordonne´es polaires. Veuillez noter que nous utilisons la notation ∼ pour
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diffe´rentier les fonctions de Green 2D des fonctions de Green 3D. De plus, l’e´quivalent 2D
de (2.50) emploi une fonction de Dirac 2D associe´e a` une distribution a` l’inte´rieur d’une re´-
gion appartenant a` <2 et G˜ satisfait l’expression (2.61). Ainsi, maintenant que les diffe´rentes
formes de la fonction de Green ont e´te´ de´finies, e´laborons les solutions des EDP e´tudie´es aux
sections 2.1.2 et 2.1.3.
2.4 Solutions inte´grales des EDP
Les solutions inte´grales des e´quations de Maxwell statiques peuvent s’obtenir a` partir du
formalisme mathe´matique e´labore´ pre´ce´demment. Comme nous allons le voir, les conditions
frontie`res en jeu sont satisfaites de fac¸on inhe´rente pour des solutions inte´grales. Il est impor-
tant de mentionner qu’exceptionnellement dans cette section, les solutions 3D sont pre´sente´es
avant les solutions 2D. Le raisonnement derrie`re cette logique est que le formalisme associe´ a`
la me´thode de la fonction de Green (section 2.3) a e´te´ pre´sente´ sous une forme 3D de manie`re
a`, comme nous allons le de´montrer par la suite, obtenir les solutions 2D par analogie.
2.4.1 Solutions 3D
Premie`rement, en ce qui a trait au potentiel e´lectrique provenant des charges libres, φf,
les relations (2.14), (2.48) et (2.58) me`nent a` :
φf(~r) = − 1
0
y
Vs
ρf(~rs)G(~r, ~rs)dVs + ∆φf(~r), (2.63)
avec ∆φf de´fini comme suit :
∆φf(~r) =
{
Ss
(
φf(~rs)~∇sG(~r, ~rs)−G(~r, ~rs)~∇sφf(~rs)
)
· d~Ss. (2.64)
Ces expressions impliquent que φf provient a` la fois d’une densite´ de charges libres ρf contenues
dans Vs et d’une source de potentiel provenant de l’interface Ss du volume. En effet, cette
dernie`re peut eˆtre perc¸ue comme le potentiel issu d’une densite´ surfacique de charges libres.
Toutefois, la repre´sentation ci-dessus peut se simplifier en notant que la condition a` la frontie`re
est telle que ∆φf = 0. Plus pre´cise´ment, cette condition provient du fait qu’en absence de
forces externes, il n’y a pas d’accumulation de charges libres a` la surface d’un conducteur
e´lectrique ide´al. Ainsi, nous trouvons :
φf(~r) = − 1
0
y
Vs
ρf(~rs)G(~r, ~rs)dVs. (2.65)
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Nous trouvons alors une solution inte´grale qui tient compte implicitement des conditions
frontie`res. Deuxie`mement, pour le potentiel e´lectrique de´polarisant, φp, les expressions (2.20),
(2.48) et (2.58) permettent d’obtenir la solution suivante :
φp(~r) =
1
0
y
Vs
(
~∇s · ~P (~rs)
)
G(~r, ~rs)dVs + ∆φp(~r), (2.66)
avec ∆φp de´fini comme suit :
∆φp(~r) =
{
Ss
(
φp(~rs)~∇sG(~r, ~rs)−G(~r, ~rs)~∇sφp(~rs)
)
· d~Ss. (2.67)
Par contre, cette fois-ci, les contributions surfaciques ne s’annulent pas comme c’e´tait le cas
pour le potentiel libre φf. Ainsi, il est utile de conside´rer l’identite´ vectorielle donne´e par :(
~∇s · ~P (~rs)
)
G(~r, ~rs) = ~∇s ·
(
~P (~rs)G(~r, ~rs)
)
− ~P (~rs) · ~∇sG(~r, ~rs). (2.68)
Donc, en combinant les e´quations (2.66) et (2.68) avec le the´ore`me de flux-divergence, nous
trouvons que si la condition a` la frontie`re pour le potentiel e´lectrique de´polarisant φp s’e´crit :
∆φp(~r) = −
{
Ss
(
G(~r, ~rs)
0
~P (~rs)
)
· d~Ss, (2.69)
ce qui signifie qu’il existe une densite´ surfacique de charges lie´es fonction de ~P (~rs) · nˆ, alors
nous trouvons pour l’expression (2.66) :
φp(~r) =
1
0
y
Vs
(
~P (~rs) · ~∇G(~r, ~rs)
)
dVs, (2.70)
ou` nous avons pose´ ~∇sG(~r, ~rs) = −~∇G(~r, ~rs) d’apre`s l’e´quation (2.61). Il est important de
mentionner que le volume d’inte´gration Vs n’est pas force´ment le meˆme que celui employe´
dans l’expression (2.65) puisque les re´gions ou` ρf 6= 0 et ~P 6= ~0 (χe 6= 0) ne co¨ıncident pas
ne´cessairement ; par souci de simplification, nous avons ne´glige´ cette distinction. A` ce stade-
ci, il est inte´ressant de noter les similitudes qui existent entre les EDP de l’e´lectrostatique et
de la magne´tostatique. A` cet e´gard, les e´quations (2.14) et (2.29) permettent d’appliquer au
vecteur ~Af l’analogie suivante :
φf → ~Af, ρf → ~Jf et 0 → µ−10 . (2.71)
E´tonnamment, cette analogie n’est pas purement mathe´matique puisque la meˆme condition a`
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la frontie`re applique´e a` φf est utilise´e pour ~Af. En effet, les e´quations (2.65) et (2.71) donnent :
~Af(~r) = −µ0
y
Vs
~Jf(~rs)G(~r, ~rs)dVs. (2.72)
Par contre, la proce´dure employe´e pour trouver le potentiel vecteur libre ~Af ne fait pas
intervenir la jauge de Coulomb de´crite par la relation (2.28). Or, en prenant la divergence de
l’expression ci-dessus, nous trouvons :
~∇ · ~Af(~r) = −µ0
y
Vs
(
~∇ ·
(
~Jf(~rs)G(~r, ~rs)
))
dVs. (2.73)
Veuillez noter que l’ope´rateur divergence a e´te´ inse´re´ dans l’inte´grale puisque les vecteurs ~r
et ~rs sont inde´pendants. De plus, il est utile de conside´rer les deux identite´s suivantes :
~∇ ·
(
~Jf(~rs)G(~r, ~rs)
)
=
(
~∇ · ~Jf(~rs)
)
G(~r, ~rs) + ~Jf(~rs) · ~∇G(~r, ~rs)
= − ~Jf(~rs) · ~∇sG(~r, ~rs), (2.74)
~∇s ·
(
~Jf(~rs)G(~r, ~rs)
)
=
(
~∇s · ~Jf(~rs)
)
G(~r, ~rs) + ~Jf(~rs) · ~∇sG(~r, ~rs)
= ~Jf(~rs) · ~∇sG(~r, ~rs), (2.75)
ou` ~∇ · ~Jf(~rs) = 0 par inde´pendance et selon l’e´quation (2.61) ~∇G = −~∇sG. De plus, nous
avons dans ce cas que ~∇s · ~Jf(~rs) = 0 d’apre`s l’e´quation de Maxwell donne´e par (2.4) et la
relation (2.23). Ainsi, en additionnant les expressions ci-dessus, nous de´duisons que :
~∇ ·
(
~Jf(~rs)G(~r, ~rs)
)
= −~∇s ·
(
~Jf(~rs)G(~r, ~rs)
)
. (2.76)
Conse´quemment, en combinant (2.73) et (2.76) avec le the´ore`me de flux-divergence, nous
trouvons que la jauge de Coulomb implique le re´sultat suivant :
~∇ · ~Af(~r) = 0 →
{
Ss
(
µ0G(~r, ~rs) ~Jf(~rs)
)
· d~Ss = 0. (2.77)
E´tant donne´ que l’inte´grale de surface ferme´e doit eˆtre nulle ∀~r et que le volume est arbitraire,
nous devons ne´cessairement avoir ~Jf(~rs) · d~Ss = 0 ∀~rs ∈ Ss. En d’autres termes, puisque par
de´finition ~Jf(~rs) 6= ~0 ∀~rs (section 2.3.1), cela signifie que la densite´ de courant a` l’interface
de Vs doit toujours eˆtre orthogonale a` la normale de Ss. Maintenant que la solution pour ~Af
a e´te´ trouve´e, il est possible de de´terminer celle du champ magne´tique libre ~Hf. A` ce propos,
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les expressions (2.24) et (2.72) donnent :
~Hf(~r) = −
y
Vs
(
~∇×
(
~Jf(~rs)G(~r, ~rs)
))
dVs, (2.78)
ou` l’ope´rateur rotationnel est inse´re´ dans l’inte´grale parce qu’il n’agit pas sur ~rs. De plus, il
est important de noter que :
~∇×
(
~Jf(~rs)G(~r, ~rs)
)
= ~∇G(~r, ~rs)× ~Jf(~rs) +
(
~∇× ~Jf(~rs)
)
G(~r, ~rs)
= ~∇G(~r, ~rs)× ~Jf(~rs), (2.79)
ou` ~∇× ~Jf(~rs) = ~0 par inde´pendance. Ainsi, en combinant (2.78) et (2.79), nous obtenons :
~Hf(~r) =
y
Vs
(
~Jf(~rs)× ~∇G(~r, ~rs)
)
dVs, (2.80)
ce qui repre´sente tout simplement l’e´quation de Biot-Savart pour un volume conducteur e´lec-
trique. Par ailleurs, en ce qui concerne le potentiel scalaire magne´tique Ωm, les similarite´s qui
existent entre les relations (2.20) et (2.35) nous permettent d’appliquer l’analogie suivante :
φp → Ωm, ~P → ~M et 0 → 1. (2.81)
Similairement a` l’analogie entre φf et ~Af, l’expression ci-dessus me`ne a` des conditions frontie`res
cohe´rentes de sorte que les expressions (2.70) et (2.81) donnent :
Ωm(~r) =
y
Vs
(
~M(~rs) · ~∇G(~r, ~rs)
)
dVs. (2.82)
Conse´quemment, selon l’e´quation (2.34), le champ de de´saimantation ~Hm s’e´crit comme suit :
~Hm(~r) = −
y
Vs
(
~∇
(
~M(~rs) · ~∇G(~r, ~rs)
))
dVs, (2.83)
ou` l’ope´rateur ~∇ a e´te´ inse´re´ dans l’inte´grale. Donc, en de´veloppant l’inte´grant ci-dessus en
tenant compte de l’inde´pendance entre ~r et ~rs, nous obtenons :
~∇
(
~M(~rs) · ~∇G(~r, ~rs)
)
= n¯(~r, ~rs) ~M(~rs), (2.84)
ou` n¯ = [nij] est un tenseur de deuxie`me ordre tel que i = {x, y, z}, j = {x, y, z} et nij = ∂2G∂i∂j .
Nous notons que dans le cadre de cette analyse, l’aimantation ~M sera conside´re´e uniforme a`
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l’inte´rieur de Vs et par conse´quent ne de´pend pas de la variable ~rs ; nous verrons a` la section
4.1 dans quel contexte cette condition est valide. Dans ce cas, il est possible de de´finir le
tenseur de de´saimantation selon la forme suivante :
N¯(~r) =
y
Vs
n¯(~r, ~rs)dVs, (2.85)
de sorte que si nous e´crivons ~M = Mx~ı + My~ + Mz~k et ~Hm = Hmx~ı + Hmy~ + Hmz~k, les
expressions (2.83)-(2.85) me`nent au syste`me d’e´quations suivant :
~Hm(~r) = −N¯(~r) ~M

Hmx(~r) = − (Nxx(~r)Mx +Nxy(~r)My +Nxz(~r)Mz) ,
Hmy(~r) = − (Nyx(~r)Mx +Nyy(~r)My +Nyz(~r)Mz) ,
Hmz(~r) = − (Nzx(~r)Mx +Nzy(~r)My +Nzz(~r)Mz) .
(2.86)
De plus, selon la de´finition de nij et la forme de la fonction de Green donne´e par l’e´quation
(2.60), les coefficients du tenseur de de´saimantation s’expriment comme suit :
Nxx(~r) =
1
4pi
y
Vs
(ys − y)2 + (zs − z)2 − 2(xs − x)2
((xs − x)2 + (ys − y)2 + (zs − z)2)
5
2
dxsdysdzs, (2.87)
Nxy(~r) =
1
4pi
y
Vs
−3(xs − x)(ys − y)
((xs − x)2 + (ys − y)2 + (zs − z)2)
5
2
dxsdysdzs, (2.88)
Nxz(~r) =
1
4pi
y
Vs
−3(xs − x)(zs − z)
((xs − x)2 + (ys − y)2 + (zs − z)2)
5
2
dxsdysdzs, (2.89)
Nyy(~r) =
1
4pi
y
Vs
(xs − x)2 + (zs − z)2 − 2(ys − y)2
((xs − x)2 + (ys − y)2 + (zs − z)2)
5
2
dxsdysdzs, (2.90)
Nyz(~r) =
1
4pi
y
Vs
−3(ys − y)(zs − z)
((xs − x)2 + (ys − y)2 + (zs − z)2)
5
2
dxsdysdzs, (2.91)
de cette manie`re le restant des coefficients doivent satisfaire les identite´s suivantes :
Nyx(~r) = Nxy(~r), (2.92)
Nzx(~r) = Nxz(~r), (2.93)
Nzy(~r) = Nyz(~r), (2.94)
Nzz(~r) = −Nxx(~r)−Nyy(~r). (2.95)
Maintenant que les solutions 3D pour ~Hf et ~Hm ont e´te´ e´tablies, la prochaine section est axe´e
sur la repre´sentation 2D de ces vecteurs.
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2.4.2 Solutions 2D
Conside´rons maintenant un syste`me magne´tostatique 2D invariant par translation, c’est
a` dire, un syste`me 3D tel que toutes les quantite´s physiques pertinentes ne changent pas
le long d’une direction donne´e. Dans le cadre de cette analyse, la direction invariante sera
arbitrairement choisie comme l’axe des z. Or, dans ce cas, nous e´crivons ~r = x~ı + y~, ~rs =
xs~ı + ys~, ~Jf(~r) = Jfz(~r)~k, G → G˜ et dVs → dAs ou` la fonction scalaire G˜ repre´sente la
fonction de Green pour des syste`mes 2D et dAs est un e´le´ment infinite´simal d’une re´gion
plane As appartenant dans ce cas au plan xy. Conse´quemment, les expressions 2D analogues
aux e´quations (2.80) et (2.83) s’e´crivent :
~Hf(~r) =
x
As
(
Jfz(~rs)~k × ~∇G˜(~r, ~rs)
)
dAs, (2.96)
~Hm(~r) = −
x
As
(
~∇
(
~M(~rs) · ~∇G˜(~r, ~rs)
))
dAs. (2.97)
D’abord, de fac¸on similaire aux syste`mes 3D (e´quation 2.85), le tenseur de de´saimantation
2D s’e´crit comme suit :
N¯(~r) =
x
As
n¯(~r, ~rs)dAs, (2.98)
ou` n¯ = [nij] est un tenseur de deuxie`me ordre tel que i = {x, y}, j = {x, y} et nij = ∂2G˜∂i∂j .
Donc, le champ de de´saimantation 2D est de´fini comme suit :
~Hm(~r) = −N¯(~r) ~M
 Hmx(~r) = − (Nxx(~r)Mx +Nxy(~r)My) ,Hmy(~r) = − (Nyx(~r)Mx +Nyy(~r)My) . (2.99)
Ainsi, selon l’expression (2.62), les coefficients de ce tenseur sont donne´s par :
Nxx(~r) =
1
2pi
x
As
(ys − y)2 − (xs − x)2
((xs − x)2 + (ys − y)2)2
dxsdys, (2.100)
Nxy(~r) =
1
2pi
x
As
−2(xs − x)(ys − y)
((xs − x)2 + (ys − y)2)2
dxsdys. (2.101)
De plus, le restant des coefficients satisfont les identite´s suivantes :
Nyx(~r) = Nxy(~r), (2.102)
Nyy(~r) = −Nxx(~r). (2.103)
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En ce qui concerne le vecteur ~Hf(~r), l’inte´grale repre´sente´e par l’expression (2.96) peut eˆtre
simplifie´e en supposant que la distance entre le point d’observation ~r et la re´gion As est
suffisamment grande pour que cette dernie`re puisse eˆtre assimile´e en un point ~r0 = x0~ı+ y0~ ;
en effet, cette condition est valable pour le traitement de la section d’essais (c.-a`-d. le diame`tre
 que la longueur). Plus pre´cise´ment, nous pouvons e´crire dans ce cas Jfz(~rs)dAs → I0 tel
que I0 est le courant e´lectrique traversant le plan xy au point ~r0. Alors, aucune inte´gration
n’est requise de sorte que nous obtenons :
~Hf(~r) = I0~k × ~∇G˜(~r, ~r0)
 Hfx(~r) = −
I0(y−y0)
2pi‖~r−~r0‖2 ,
Hfy(~r) =
I0(x−x0)
2pi‖~r−~r0‖2 ,
(2.104)
tel que ‖~r − ~r0‖ =
√
(x− x0)2 + (y − y0)2.
Avant de passer au prochain chapitre, il faut clarifier pourquoi nous avons conside´re´ des
solutions inte´grales 2D malgre´ le fait que, comme indique´ au chapitre 1, les objectifs de
recherche concernent l’e´laboration d’outils d’analyse 3D. Premie`rement, puisque la longueur
de la section d’essais de type CANDU est beaucoup plus grande que son diame`tre (voir la
figure 1.1) et en ne´gligeant les effets possibles des discontinuite´s introduites par les prises de
pression, les e´le´ments de courant qui simulent les crayons des grappes de combustible peuvent
eˆtre conside´re´s comme e´tant invariants par translation. Conse´quemment, en posant Hfz = 0,
l’expression ci-dessus peut eˆtre applique´e au syste`me 3D en jeu. Deuxie`mement, comme nous
allons le voir en de´tail au chapitre 4, le formalisme mathe´matique associe´ au tenseur de
de´saimantation 2D sera utilise´ en tant qu’outil d’analyse qui permettra la discre´tisation de
l’approche 3D. Ainsi, puisque la forme de ~Hf est maintenant connue, il ne reste plus qu’a`
e´valuer les coefficients du tenseur de de´saimantation 2D et 3D afin de trouver ~Hm. Une fois
cette taˆche accomplie, nous serons en mesure d’e´valuer, a` partir du VIEM, la distribution du
champ magne´tique total a` travers un syste`me magne´tique quelconque.
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CHAPITRE 3 CALCUL DES COEFFICIENTS DE DE´SAIMANTATION
Afin d’appliquer la solution inte´grale du champ magne´tique ~H avec les techniques de
re´solution employe´es dans le cadre du VIEM, il faut d’abord e´valuer le tenseur de´fini pre´ce´-
demment, et ce, pour des ge´ome´tries 2D et 3D repre´sentatives de la section d’essais de type
CANDU. A` cet effet, une me´thode de calcul matricielle sera rigoureusement de´taille´e dans
cette section. Plus pre´cise´ment, comme il sera montre´, le formalisme en jeu est parfaitement
adapte´ a` l’utilisation d’une fonction de Green. Toutefois, avant d’e´laborer ce calcul, clarifions
certains de´tails mathe´matiques relie´s au tenseur de de´saimantation N¯ .
3.1 Auto-coefficients de de´saimantation
Une des particularite´s de la me´thode e´labore´e a` la section 2.3 est qu’elle permet de ge´ne´-
rer des solutions capables de distinguer un point inte´rieur d’un point exte´rieur du domaine
d’inte´gration. En conside´rant ~M uniforme dans Vs, en tenant compte de l’e´quation (2.84)
(c.-a`-d. la de´finition du tenseur de N¯) et en utilisant l’expression (2.50) nous pouvons e´crire :
Nxx(~r) +Nyy(~r) +Nzz(~r) =
y
Vs
δ(~r − ~rs) dVs =
 0 si ~r /∈ Vs1 si ~r ∈ Vs (3.1)
Il est important de noter que la meˆme logique s’applique au cas 2D. Ainsi, il devient utile de
de´finir les auto-coefficients de de´saimantation comme les termes du tenseur pour lesquelles
~r ∈ Vs. En fait, comme nous allons le voir au prochain chapitre, les auto-coefficients sont
ne´cessaires a` l’utilisation ade´quate du VIEM. Par contre, il est important de mentionner
que l’expression (3.1) contredit l’e´quation (2.95) puisque cette dernie`re me`ne a` la somme des
termes de la diagonale de N¯ qui est nulle ∀~r. Autrement dit, sous leurs formes actuelles, les
solutions inte´grales des coefficients s’appliquent seulement a` des points exte´rieurs au domaine
d’inte´gration Vs. Conse´quemment, nous allons maintenant montrer comment les transforma-
tions 2D et 3D e´labore´es a` la section 2.2 peuvent reme´dier a` ce proble`me (pour plus de de´tails
sur le cas 2D voir Hall et Teyssedou, 2014).
27
3.1.1 Auto-coefficients 2D
E´tant donne´ la forme des e´quations (2.100) et (2.101), conside´rons :
y˜2 − x˜2
‖~rs − ~r‖4 =
∂
∂xs
[
x˜
‖~rs − ~r‖2
]
=
∂
∂ys
[ −y˜
‖~rs − ~r‖2
]
, (3.2)
−2x˜y˜
‖~rs − ~r‖4 =
∂
∂xs
[
y˜
‖~rs − ~r‖2
]
=
∂
∂ys
[
x˜
‖~rs − ~r‖2
]
, (3.3)
avec ‖~rs − ~r‖ le module du vecteur ~rs − ~r. De plus, par souci de simplification nous avons
applique´ le changement de variable x˜ = xs − x et y˜ = ys − y. Ainsi, en combinant les
transformations (2.37) et (2.39) aux re´sultats ci-dessus, nous obtenons les relations suivantes :
N (I)xx (~r) =
1
2pi
∮
Cs
y˜
‖~rs − ~r‖2 dxs, (3.4)
N (I)xy (~r) =
1
2pi
∮
Cs
−x˜
‖~rs − ~r‖2 dxs, (3.5)
N (II)xx (~r) =
1
2pi
∮
Cs
x˜
‖~rs − ~r‖2 dys, (3.6)
N (II)xy (~r) =
1
2pi
∮
Cs
y˜
‖~rs − ~r‖2 dys, (3.7)
ou` l’exposant attribue´ aux coefficients (I, II) indique le type de transformation qui s’applique
(Hall et Teyssedou, 2014). De plus, Cs repre´sente la courbe frontie`re (oriente´e positivement)
du domaine d’inte´gration As. En ce qui a trait aux quantite´s Nyx et Nyy, les relations (2.102)
et (2.103) donnent :
N (u)yy (~r) = −N (u)xx (~r), (3.8)
N (u)yx (~r) = N
(u)
xy (~r), (3.9)
avec u = {I, II}. A` ce stade-ci de l’analyse, rappelons-nous qu’une re´gion 2D est dite simple
(ou de type III) lorsqu’elle peut eˆtre conside´re´e a` la fois de type I et II (Stewart, 2012). En
effet, cela signifie que les relations (3.4) et (3.5) sont respectivement e´gales aux e´quations
(3.6) et (3.7) alors :
N (I)xx (~r)−N (II)xx (~r) =
1
2pi
∮
Cs
[
y˜~ı
‖~rs − ~r‖2 −
x˜ ~
‖~rs − ~r‖2
]
· d~rs, (3.10)
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N (I)xy (~r)−N (II)xy (~r) = −
1
2pi
∮
Cs
[
x˜~ı
‖~rs − ~r‖2 +
y˜ ~
‖~rs − ~r‖2
]
· d~rs. (3.11)
Il est clair que ces relations doivent eˆtre nulles inde´pendamment de la ge´ome´trie de Cs.
Conse´quemment, il devient utile de mentionner qu’une inte´grale de parcours ferme´ d’un
vecteur est toujours nulle lorsque ce dernier peut s’e´crire comme le gradient d’une fonction
scalaire (Stewart, 2012). En effet, selon l’identite´ (2.12), ceci revient a` dire que le vecteur a
un rotationnel nul. De`s lors, nous notons que :
~∇s ×
[
y˜~ı
‖~rs − ~r‖2 −
x˜ ~
‖~rs − ~r‖2
]
= ~0, (3.12)
~∇s ×
[
x˜~ı
‖~rs − ~r‖2 +
y˜ ~
‖~rs − ~r‖2
]
= ~0. (3.13)
Ainsi, selon les e´quations (3.10)-(3.13), nous concluons que les coefficients de de´saimantation
applique´s a` des transformations de type I et II sont toujours e´quivalents tant et aussi long-
temps que As repre´sente un domaine simple. Toutefois, ce raisonnement n’est pas complet :
rappelons-nous que les transformations inte´grales de´finies a` la section 2.2.1 ne´cessitaient que
les fonctions inte´gre´es aient des de´rive´es partielles continues dans une re´gion ouverte de <2.
Or, selon les e´quations (3.2) et (3.3), il est clair que cette proprie´te´ n’est pas respecte´e lorsque
x˜ = y˜ = 0 le long de As, c.-a`-d. pour des auto-coefficients. Afin de re´soudre ce proble`me,
conside´rons une forme arbitraire pour As (figure 3.1a) qui contient a` la fois un sous-parcours
circulaire C∗ de rayon r∗ centre´ a` ~r ainsi que deux sous-parcours line´raires C1 et C2.
Figure 3.1 Contourner une singularite´ 2D : (a) parcours total ; (b) parcours lorsque r∗ → 0.
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Dans ce cas, les formes approprie´es pour les e´quations (3.10) et (3.11) sont donc :
N (I)xx (~r)−N (II)xx (~r) =
δs(~r)
2pi
lim
r∗→0
∮
C∗
[ −y˜~ı
‖~rs − ~r‖2 +
x˜ ~
‖~rs − ~r‖2
]
· d~rs, (3.14)
N (I)xy (~r)−N (II)xy (~r) =
δs(~r)
2pi
lim
r∗→0
∮
C∗
[
x˜~ı
‖~rs − ~r‖2 +
y˜ ~
‖~rs − ~r‖2
]
· d~rs, (3.15)
ou` nous avons omis de repre´senter C1 et C2 e´tant donne´ que ceux-ci se cancellent lorsque
r∗ → 0 et δs se nomme le delta de Kronecker 2D qui vaut 1 pour les auto-coefficients (~r ∈ As)
et 0 autrement (~r /∈ As). De plus, le parcours C∗ peut eˆtre parame´tre´ selon le changement de
variable x˜ = r∗ cos(φ) et y˜ = r∗ sin(φ) avec φ ∈ [0, 2pi[ l’angle entre les vecteurs ~ı et ~rs − ~r.
Conse´quemment, en prenant la limite des inte´grales le long de C∗, nous trouvons :
lim
r∗→0
∮
C∗
x˜
‖~rs − ~r‖2 dxs = −
0∫
2pi
cos(φ) sin(φ) dφ = 0, (3.16)
lim
r∗→0
∮
C∗
x˜
‖~rs − ~r‖2 dys =
0∫
2pi
cos2(φ) dφ = −pi, (3.17)
lim
r∗→0
∮
C∗
y˜
‖~rs − ~r‖2 dxs = −
0∫
2pi
sin2(φ) dφ = pi, (3.18)
lim
r∗→0
∮
C∗
y˜
‖~rs − ~r‖2 dys =
0∫
2pi
cos(φ) sin(φ) dφ = 0. (3.19)
Il est important de mentionner que l’inte´gration selon φ est effectue´e de φ = 2pi a` φ = 0
puisque tous les parcours sont par de´finition oriente´s positivement. De cette manie`re, les
e´quations (3.14) et (3.15) donnent les deux re´sultats suivants :
N (I)xx (~r)−N (II)xx (~r) = −δs(~r), (3.20)
N (I)xy (~r)−N (II)xy (~r) = 0. (3.21)
Premie`rement, selon les expressions (3.9) et (3.21) applique´es a` une re´gion simple, nous
de´duisons que les transformations de type I et II sont toujours e´quivalentes pour Nxy et Nyx.
Autrement dit, puisque nous avons entre autres nxy =
∂2G˜
∂xs∂ys
(voir la section 2.3.2 pour la
de´finition de G˜), cela signifie que l’ordre de de´rivation peut toujours eˆtre permute´ meˆme
quand la fonction de Green comporte une discontinuite´. Deuxie`mement, selon les expressions
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(3.8) et (3.20), nous trouvons que la seule configuration qui respecte la forme 2D analogue a`
l’expression (3.1) est telle que :
N (II)xx (~r) +N
(I)
yy (~r) = δs(~r). (3.22)
En d’autres termes, cela signifie qu’afin de respecter la me´thode de la fonction de Green qui a
mene´ a` la forme inte´grale 2D de N¯ , il faut absolument que Nxx et Nyy soient respectivement
e´value´s selon une transformation de type II et I (Hall et Teyssedou, 2014).
3.1.2 Auto-coefficients 3D
Quoique le raisonnement utilise´ en 2D est tre`s similaire a` celui employe´ en 3D, ce dernier
est conside´rablement plus lourd d’un point de vue mathe´matique. Conse´quemment, afin de
simplifier l’analyse, nous allons nous baser sur le principe suivant : a` partir de la meˆme logique
applique´e aux coefficients de de´saimantation 2D, nous conside´rons que la permutation de
l’ordre de de´rivation n’affecte pas les inte´grales (voir le the´ore`me de Schwarz dans Stewart,
2012). En d’autres termes, selon le formalisme e´labore´ a` la section 2.2.2, cela signifie que les
transformations de type I, II et III sont toujours e´quivalentes pour Nxy, Nxz, Nyx, Nyz, Nzx
et Nzy. D’autre part, les expressions (2.87) et (2.90) nous permettent d’e´crire :
y˜2 + z˜2 − 2x˜2
‖~rs − ~r‖5 =
∂
∂xs
[
x˜
‖~rs − ~r‖3
]
=
∂
∂ys
[
y˜f
(y)
xx
‖~rs − ~r‖3
]
=
∂
∂zs
[
z˜f
(z)
xx
‖~rs − ~r‖3
]
, (3.23)
x˜2 + z˜2 − 2y˜2
‖~rs − ~r‖5 =
∂
∂xs
[
x˜f
(x)
yy
‖~rs − ~r‖3
]
=
∂
∂ys
[
y˜
‖~rs − ~r‖3
]
=
∂
∂zs
[
z˜f
(z)
yy
‖~rs − ~r‖3
]
, (3.24)
ou` z˜ = zs − z et les fonctions (sans unite´s) f (y)xx , f (z)xx , f (x)yy et f (z)yy sont respectivement :
f (y)xx (x˜, y˜, z˜) =
(z˜2−x˜2)(y˜2+z˜2)−2x˜4
(x˜2+z˜2)2
, (3.25)
f (z)xx (x˜, y˜, z˜) =
(y˜2−x˜2)(y˜2+z˜2)−2x˜4
(x˜2+y˜2)2
, (3.26)
f (x)yy (x˜, y˜, z˜) =
x˜2(z˜2−y˜2)+(y˜2+z˜2)(z˜2−2y˜2)
(y˜2+z˜2)2
, (3.27)
f (z)yy (x˜, y˜, z˜) =
x˜4+x˜2(z˜2−y˜2)−y˜2(2y˜2+z˜2)
(x˜2+y˜2)2
. (3.28)
Ainsi, en appliquant ces re´sultats aux e´quations (2.42), (2.45) et (2.46), nous obtenons :
N (I)xx (~r) =
1
4pi
{
Ss
z˜f
(z)
xx
~k
‖~rs − ~r‖3 · d
~Ss, (3.29)
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N (I)yy (~r) =
1
4pi
{
Ss
z˜f
(z)
yy
~k
‖~rs − ~r‖3 · d
~Ss, (3.30)
N (II)xx (~r) =
1
4pi
{
Ss
x˜~ı
‖~rs − ~r‖3 · d
~Ss, (3.31)
N (II)yy (~r) =
1
4pi
{
Ss
x˜f
(x)
yy ~ı
‖~rs − ~r‖3 · d
~Ss, (3.32)
N (III)xx (~r) =
1
4pi
{
Ss
y˜f
(y)
xx ~
‖~rs − ~r‖3 · d
~Ss, (3.33)
N (III)yy (~r) =
1
4pi
{
Ss
y˜ ~
‖~rs − ~r‖3 · d
~Ss, (3.34)
ou` Ss repre´sente l’interface (oriente´e positivement) du volume Vs et, comme avant, l’exposant
attribue´ aux coefficients indique le type de transformation qui doit eˆtre applique´. En ce qui
concerne le terme Nzz, l’e´quation (2.95) me`ne a` l’identite´ suivante :
N (u)zz (~r) = −N (u)xx (~r)−N (u)yy (~r), (3.35)
avec u = {I, II, III}. De plus, rappelons-nous que le volume Vs est dit de type IV lorsque
nous pouvons parame´trer celui-ci comme un domaine de type I, II ou III. Dans ce cas, les
trois transformations inte´grales en question doivent eˆtre e´quivalentes, ou bien :
N (I)xx (~r)−N (II)xx (~r) =
1
4pi
{
Ss
[
−x˜~ı
‖~rs − ~r‖3 +
z˜f
(z)
xx
~k
‖~rs − ~r‖3
]
· d~Ss, (3.36)
N (I)xx (~r)−N (III)xx (~r) =
1
4pi
{
Ss
[
−y˜f (y)xx ~
‖~rs − ~r‖3 +
z˜f
(z)
xx
~k
‖~rs − ~r‖3
]
· d~Ss, (3.37)
N (I)yy (~r)−N (II)yy (~r) =
1
4pi
{
Ss
[
−x˜f (x)yy ~ı
‖~rs − ~r‖3 +
z˜f
(z)
yy
~k
‖~rs − ~r‖3
]
· d~Ss, (3.38)
N (I)yy (~r)−N (III)yy (~r) =
1
4pi
{
Ss
[
−y˜ ~
‖~rs − ~r‖3 +
z˜f
(z)
yy
~k
‖~rs − ~r‖3
]
· d~Ss, (3.39)
doivent eˆtre nulles. Ainsi, il devient utile de noter qu’une inte´grale de surface ferme´e d’un
vecteur est toujours nulle lorsque ce dernier peut s’e´crire a` partir d’un rotationnel (Stewart,
2012). En effet, d’apre`s l’e´quation (2.23), nous obtenons les identite´s suivantes :
~∇s ·
[
−x˜~ı
‖~rs − ~r‖3 +
z˜f
(z)
xx
~k
‖~rs − ~r‖3
]
= 0, (3.40)
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~∇s ·
[
−y˜f (y)xx ~
‖~rs − ~r‖3 +
z˜f
(z)
xx
~k
‖~rs − ~r‖3
]
= 0, (3.41)
~∇s ·
[
−x˜f (x)yy ~ı
‖~rs − ~r‖3 +
z˜f
(z)
yy
~k
‖~rs − ~r‖3
]
= 0, (3.42)
~∇s ·
[
−y˜ ~
‖~rs − ~r‖3 +
z˜f
(z)
yy
~k
‖~rs − ~r‖3
]
= 0. (3.43)
De cette manie`re et selon les e´quations (3.36)-(3.43), nous concluons que les coefficients de
de´saimantation applique´s a` des transformations de type I, II et III sont toujours e´quivalents
tant et aussi longtemps que Vs repre´sente un domaine de type IV. Toutefois, comme c’est
le cas en 2D, ces transformations ne´cessitent que les fonctions inte´gre´es aient des de´rive´es
partielles continues dans une re´gion ouverte de <3. Or, selon (3.23) et (3.24), il est clair que
cette proprie´te´ n’est pas respecte´e lorsque x˜ = y˜ = z˜ = 0 a` l’inte´rieur de Vs. Afin de re´soudre
ce proble`me, conside´rons une forme arbitraire pour Vs (comme celle mentione´e a` la figure
3.2a) qui contient une surface sphe´rique S∗ de rayon r∗ centre´e a` ~r et, a` titre d’exemple, une
surface cylindrique S1.
Figure 3.2 Contourner une singularite´ 3D : (a) surface totale ; (b) surface lorsque r∗ → 0.
En de´finissant δs comme le delta de Kronecker 3D qui vaut 1 pour les auto-coefficients (~r ∈ Vs)
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et 0 autrement (~r /∈ Vs), nous pouvons donc e´crire :
N (I)xx (~r)−N (II)xx (~r) =
δs
4pi
lim
r∗→0
{
S∗
[
x˜~ı
‖~rs − ~r‖3 −
z˜f
(z)
xx
~k
‖~rs − ~r‖3
]
· d~Ss, (3.44)
N (I)xx (~r)−N (III)xx (~r) =
δs
4pi
lim
r∗→0
{
S∗
[
y˜f
(y)
xx ~
‖~rs − ~r‖3 −
z˜f
(z)
xx
~k
‖~rs − ~r‖3
]
· d~Ss, (3.45)
N (I)yy (~r)−N (II)yy (~r) =
δs
4pi
lim
r∗→0
{
S∗
[
x˜f
(x)
yy ~ı
‖~rs − ~r‖3 −
z˜f
(z)
yy
~k
‖~rs − ~r‖3
]
· d~Ss, (3.46)
N (I)yy (~r)−N (III)yy (~r) =
δs
4pi
lim
r∗→0
{
S∗
[
y˜ ~
‖~rs − ~r‖3 −
z˜f
(z)
yy
~k
‖~rs − ~r‖3
]
· d~Ss, (3.47)
ou` nous avons omis de repre´senter S1 e´tant donne´ que celle-ci est nulle lorsque r∗ → 0. De plus,
la surface sphe´rique peut eˆtre parame´tre´e selon le changement de variable x˜ = r∗ cos(φ) sin(θ),
y˜ = r∗ sin(φ) sin(θ) et z˜ = r∗ cos(θ) tel que φ ∈ [0, 2pi[ est l’angle entre le vecteur ~ı et
la projection de ~rs − ~r dans le plan Oxy et θ ∈ [0, pi] est l’angle entre les vecteurs ~k et
~rs − ~r. Il est important de noter les intervalles de validite´ autant pour φ que pour θ. Ces
conditions doivent eˆtre respecte´es lors de l’e´laboration d’un algorithme de calcul. Ainsi, en
e´crivant d~Ss = −r2∗ sin(θ)
[
cos(φ) sin(θ)~ı+ sin(φ) sin(θ)~+ cos(θ)~k
]
dφ dθ (le signe ne´gatif
est employe´ e´tant donne´ que S∗ doit eˆtre oriente´ positivement), nous trouvons :
lim
r∗→0
{
S∗
z˜f
(z)
xx
~k
‖~rs − ~r‖3 · d
~Ss = −
pi∫
0
2pi∫
0
cos2(θ) sin(θ)F (z)xx dφ dθ =
2pi
3
, (3.48)
lim
r∗→0
{
S∗
z˜f
(z)
yy
~k
‖~rs − ~r‖3 · d
~Ss = −
pi∫
0
2pi∫
0
cos2(θ) sin(θ)F (z)yy dφ dθ =
2pi
3
, (3.49)
lim
r∗→0
{
S∗
x˜~ı
‖~rs − ~r‖3 · d
~Ss = −
pi∫
0
2pi∫
0
cos2(φ) sin3(θ) dφ dθ = −4pi
3
, (3.50)
lim
r∗→0
{
S∗
x˜f
(x)
yy ~ı
‖~rs − ~r‖3 · d
~Ss = −
pi∫
0
2pi∫
0
cos2(φ) sin3(θ)F (x)yy dφ dθ = −
4pi
3
, (3.51)
lim
r∗→0
{
S∗
y˜f
(y)
xx ~
‖~rs − ~r‖3 · d
~Ss = −
pi∫
0
2pi∫
0
sin2(φ) sin3(θ)F (y)xx dφ dθ = −
4pi
3
, (3.52)
lim
r∗→0
{
S∗
y˜ ~
‖~rs − ~r‖3 · d
~Ss = −
pi∫
0
2pi∫
0
sin2(φ) sin3(θ) dφ dθ = −4pi
3
, (3.53)
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telles que les fonctions F
(y)
xx , F
(z)
xx , F
(x)
yy et F
(z)
yy repre´sentent respectivement f
(y)
xx , f
(z)
xx , f
(x)
yy et
f
(z)
yy en coordonne´es sphe´riques. De plus, e´tant donne´ la lourdeur mathe´matique du proble`me,
les inte´grales ont e´te´ e´value´es en utilisant le logiciel Mathematica 1. De cette manie`re, nous
obtenons les re´sultats suivants :
N
(I)
xx (~r)−N (II)xx (~r)
N
(I)
xx (~r)−N (III)xx (~r)
N
(I)
yy (~r)−N (II)yy (~r)
N
(I)
yy (~r)−N (III)yy (~r)

= −1
2
δs(~r), (3.54)
de sorte que nous de´duisons que N
(II)
xx = N
(III)
xx et N
(II)
yy = N
(III)
yy . En conse´quence, selon
l’identite´ (3.35) et les e´quations pre´sente´es ci-dessus, nous trouvons que les configurations
qui respectent la conditions donne´e par l’e´quation (3.1) sont :
N (u)xx (~r) +N
(v)
yy (~r) +N
(I)
zz (~r) = δs(~r) avec u, v = {II, III}. (3.55)
Autrement dit, afin de respecter la me´thode de la fonction de Green qui me`ne a` la forme
inte´grale 3D de N¯ , il faut absolument que Nzz soit e´value´ avec une transformation de type
I et les coefficients Nxx et Nyy avec des transformations de types II ou III. De plus, quoique
essentielle a` l’e´valuation ade´quate des auto-coefficients, un sujet commune´ment discute´ en
physique du solide (Ashcroft et Mermin, 1976), il est important de noter que la preuve
mathe´matique 3D pre´sente´e dans cette section n’est pas pre´sente dans la litte´rature. Ainsi,
regardons maintenant en de´tails le calcul utilise´ pour e´valuer N¯ .
3.2 Formalisme matriciel
A` ce stade-ci, nous sommes en mesure d’e´laborer la me´thode de calcul qui sera employe´e
pour e´valuer les e´le´ments du tenseur N¯ au prochain chapitre. Comme nous allons le voir, ce
calcul est non seulement parfaitement adapte´ a` l’utilisation d’une fonction de Green, mais
il tient e´galement compte des re´sultats exprime´s par les e´quations (3.22) et (3.55) associe´s
respectivement aux auto-coefficients 2D et 3D.
3.2.1 Calcul 2D
Afin que le calcul de N¯ puisse s’appliquer a` la ge´ome´trie de la section d’essais mentionne´e
au chapitre 1 tout en demeurant une approche exacte, conside´rons un polygone ge´ne´ralise´
1. (MC) Marque de commerce de Wolfram Research, IL, USA.
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a` L noeuds comme celui illustre´ a` la figure 3.3. Plus pre´cise´ment, si la discre´tisation du
syste`me est suffisament raffine´e, cette ge´ome´trie devrait re´pre´senter a` la limite n’importe
quelle domaine en <2. Il est important de noter que nous cherchons une formulation exacte
puisque nous allons e´ventuellement utiliser le meˆme formalisme dans le cadre d’un calcul
nume´rique (le VIEM) de sorte que nous voulons e´viter d’introduire des erreurs nume´riques
supple´mentaires.
Figure 3.3 Portion d’un polygone ge´ne´ralise´ a` L noeuds.
Or, nous pouvons toujours de´composer le parcours frontie`re du polygone en L sous-parcours
line´aires. Dans ce cas, le calcul du tenseur N¯ est compose´ de L termes, c.-a`-d. :
N¯(~r) =
L∑
`=1
 Nxx`(~r) Nxy`(~r)
Nyx`(~r) Nyy`(~r)
 , (3.56)
tels que les formes employe´es pour les coefficients sont donne´es par :
Nxx`(~r) =
∫
C`
∂G˜
∂xs
ty‖d~rs‖ = ty`
∫
C`
∂G˜
∂xs
‖d~rs‖, (3.57)
Nxy`(~r) =
∫
C`
∂G˜
∂ys
ty‖d~rs‖ = ty`
∫
C`
∂G˜
∂ys
‖d~rs‖, (3.58)
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Nyx`(~r) = −
∫
C`
∂G˜
∂xs
tx‖d~rs‖ = −tx`
∫
C`
∂G˜
∂xs
‖d~rs‖, (3.59)
Nyy`(~r) = −
∫
C`
∂G˜
∂ys
tx‖d~rs‖ = −tx`
∫
C`
∂G˜
∂ys
‖d~rs‖, (3.60)
ou` ~t = tx~ı + ty ~ est de´fini comme un vecteur unitaire tangentiel au parcours ferme´ qui
repre´sente l’interface de la re´gion As. De plus, rappelons-nous que la fonction de Green 2D G˜
est donne´e par l’e´quation (2.62) et que, conforme´ment aux re´sultats obtenus a` la section 3.1.1,
les expressions (3.57) et (3.60) ont e´te´ respectivement e´value´es selon des transformations de
type II et I (Hall et Teyssedou, 2014). E´tant donne´ que les sous-parcours sont line´aires, nous
conside´rons ~t` = tx`~ı + ty` ~ ∀ ` = 1, 2, ... L comme un vecteur uniforme le long de C` et, en
conse´quence, on peut sortir tx` et ty` des inte´grales ci-dessus. Plus pre´cise´ment, en e´crivant
~r` = x`~ı+ y` ~ et ~r`+1 = x`+1~ı+ y`+1 ~ comme les `
e`me et (`+ 1) e`me noeuds (voir la figure 3.3
pour plus de de´tails), nous trouvons que les composantes de ~t` s’expriment comme suit :
tx` =
x`+1 − x`√
(x`+1 − x`)2 + (y`+1 − y`)2
, (3.61)
ty` =
y`+1 − y`√
(x`+1 − x`)2 + (y`+1 − y`)2
, (3.62)
tel que ~tL+1 = ~t1 puisque le parcours total est ferme´, par de´finition. Premie`rement, conside´rons
la combinaison line´aire suivante :
ν1Nxx`(~r) + ν2Nxy`(~r) = ty`
∫
C`
[
ν1
∂G˜
∂xs
+ ν2
∂G˜
∂ys
]
‖d~rs‖, (3.63)
avec ν1 et ν2 de´finis comme des constantes. Posons ν1 = tx` et ν2 = ty`, nous obtenons alors
tx`Nxx`(~r) + ty`Nxy`(~r) = ty` α`(~r) avec α`(~r) =
∫
C`
~∇sG˜ · d~rs, (3.64)
avec d~rs = ‖d~rs‖~t. Deuxie`mement, a` ce stade-ci de l’analyse, il est utile de conside´rer le
vecteur ~n qui est orthogonal a` ~t et qui, pour des parcours oriente´s positivement, pointe vers
l’exte´rieur de la re´gion As. Donc, en e´crivant ~n` = nx`~ı + ny` ~ le long de C`, nous trouvons
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nx` = ty` et ny` = −tx` de sorte qu’en posant ν1 = nx` et ν2 = ny`, nous trouvons :
ty`Nxx`(~r)− tx`Nxy`(~r) = ty` β`(~r) avec β`(~r) =
∫
C`
~∇sG˜ · ~n‖d~rs‖. (3.65)
Ainsi, nous obtenons un syste`me a` deux inconnus, notamment, les variables Nxx` et Nxy`, et
deux e´quations donne´es par (3.64) et (3.65). En d’autres termes, tant et aussi longtemps que
les quantite´s α` et β` peuvent eˆtre e´value´e, les coefficients peuvent eˆtre trouve´s sans soucis.
Le syste`me d’e´quations s’e´crit sous la forme matricielle suivante : tx` ty`
ty` −tx`
 Nxx`(~r)
Nxy`(~r)
 = ty`
 α`(~r)
β`(~r)
 . (3.66)
De plus, en utilisant la meˆme logique pour les coefficients Nyx` et Nyy`, nous obtenons : tx` ty`
ty` −tx`
 Nyx`(~r)
Nyy`(~r)
 = −tx`
 α`(~r)
β`(~r)
 . (3.67)
Conse´quemment, les expressions (3.56), (3.66) et (3.67) me`nent aux re´sultats suivants :
Nxx(~r) =
L∑
`=1
[
t2y` β`(~r) + tx` ty` α`(~r)
]
, (3.68)
Nxy(~r) =
L∑
`=1
[−tx` ty` β`(~r) + t2y` α`(~r)] , (3.69)
Nyx(~r) = −
L∑
`=1
[
tx` ty` β`(~r) + t
2
x` α`(~r)
]
, (3.70)
Nyy(~r) =
L∑
`=1
[
t2x` β`(~r)− tx` ty` α`(~r)
]
. (3.71)
Or, afin de comple´ter le formalisme matriciel 2D, il suffit maintenant d’e´laborer le calcul de
α` et β`. Pour ce faire, nous allons nous inspirer de l’approche issue du domaine complexe
employe´e par Beth (Beth, 1966) e´tant donne´ que celle-ci simplifie conside´rablement les calculs
en jeu. Conside´rons la fonction complexe suivante :
f(Z,Zs) =
∂G˜
∂xs
− i∂G˜
∂ys
=
1
2pi (Zs − Z) , (3.72)
ou` Zs = xs + iys et Z = x+ iy repre´sentent des variables complexes avec i l’unite´ imaginaire
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(i2 = −1). Ainsi, en e´crivant dZs = dxs + idys, nous trouvons :
f(Z,Zs) dZs =
[
~∇sG˜ · d~rs
]
+ i
[
~∇sG˜ · ~n‖d~rs‖
]
. (3.73)
A` ce stade-ci, il est utile de noter que l’inte´grale de parcours d’une fonction complexe dite
analytique peut eˆtre obtenue de fac¸on directe, c.-a`-d. sans avoir a` parame´trer le parcours
selon la ge´ome´trie envisage´e, lorsque les e´quations de Cauchy-Riemann (Butkov, 1968) sont
satisfaites. Pour l’expression (3.72), ceci revient a` dire que :
∂2G˜
∂x2s
= −∂
2G˜
∂y2s
, (3.74)
∂2G˜
∂ys∂xs
=
∂2G˜
∂xs∂ys
. (3.75)
En d’autres termes, pour que f(Zs, Z) soit analytique, ces e´quations nous indiquent que
l’ope´rateur Laplacien 2D applique´ a` la fonction de Green doit eˆtre nul (ce qui est vrai selon
la de´finition meˆme de G˜ dans le cas statique) et que les de´rive´es partielles croise´es doivent
commuter. Ainsi, a` partir des e´quations (3.64), (3.65), (3.72) et (3.73) nous trouvons que :
α`(~r) = Re
 ∫
C`
dZs
2pi (Zs − Z)
 = 1
2pi
Re
[
ln
(
Z`+1 − Z
Z` − Z
)]
, (3.76)
β`(~r) = Im
 ∫
C`
dZs
2pi (Zs − Z)
 = 1
2pi
Im
[
ln
(
Z`+1 − Z
Z` − Z
)]
, (3.77)
avec Re [•] et Im [•] de´finis respectivement comme la partie re´elle et imaginaire de la quantite´
complexe conside´re´e, c.-a`-d. Z` = x`+iy` et Z`+1 = x`+1+iy`+1. Conse´quemment, en utilisant
les deux relations ci-dessus avec (3.68)-(3.71), il devient possible de de´terminer le tenseur de
de´saimantation pour n’importe quel point d’observation ~r sans effectuer d’approximation
(le calcul est de´crit dans le fichier Matlab n2d.m donne´ a` l’annexe E). Il est important
de mentionner qu’il est toujours possible de de´terminer α` et β` sans passer par un calcul
complexe ; il s’agit tout simplement de de´velopper davantage les expressions (3.76) et (3.77)
en associant un module et une phase a` une forme d’Euler pour Z` et Z`+1. Par contre, tel
qu’indique´ par Turner (Turner, 1973), il est parfois ne´cessaire de corriger la valeur de β` ce
qui peut compliquer l’imple´mentation du calcul. De plus, quoique les expressions pour les
coefficients 2D existent depuis le de´but des anne´es 70, le formalisme mathe´matique qui me`ne
a` leur obtention n’a jamais e´te´ de´crit jusqu’a` maintenant ; ce sujet est aborde´ entre autres
par Silvester et Ferrari (Silvester et Ferrari, 1990) ainsi que par Hoole (Hoole, 1989).
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3.2.2 Calcul 3D
Comme c’e´tait le cas en 2D, nous cherchons a` effectuer le calcul du tenseur de de´saimanta-
tion 3D de fac¸on exacte et selon une ge´ome´trie applicable a` la section d’essais utilise´e pour la
simulation d’un canal de combustible de type CANDU. Pour ce faire, conside´rons un polye`dre
ge´ne´ralise´ a` M faces comme celui illustre´ a` la figure 3.4. Plus pre´cise´ment, si la discre´tisation
du syste`me est suffisament raffine´e, cette ge´ome´trie devrait re´pre´senter, a` la limite, n’importe
quelle domaine en <3. En d’autres termes, le calcul du tenseur de de´saimantation se re´duit a`
la somme de M termes :
N¯(~r) =
M∑
m=1

Nxxm(~r) Nxym(~r) Nxzm(~r)
Nyxm(~r) Nyym(~r) Nyzm(~r)
Nzxm(~r) Nzym(~r) Nzzm(~r)
 , (3.78)
ou` les formes employe´es pour les coefficients sont donne´es par :
Nxxm(~r) =
x
Sm
∂G
∂xs
nx‖d~Ss‖ = nxm
x
Sm
∂G
∂xs
‖d~Ss‖, (3.79)
Nxym(~r) =
x
Sm
∂G
∂ys
nx‖d~Ss‖ = nxm
x
Sm
∂G
∂ys
‖d~Ss‖, (3.80)
Nxzm(~r) =
x
Sm
∂G
∂zs
nx‖d~Ss‖ = nxm
x
Sm
∂G
∂zs
‖d~Ss‖, (3.81)
Nyxm(~r) =
x
Sm
∂G
∂xs
ny‖d~Ss‖ = nym
x
Sm
∂G
∂xs
‖d~Ss‖, (3.82)
Nyym(~r) =
x
Sm
∂G
∂ys
ny‖d~Ss‖ = nym
x
Sm
∂G
∂ys
‖d~Ss‖, (3.83)
Nyzm(~r) =
x
Sm
∂G
∂zs
ny‖d~Ss‖ = nym
x
Sm
∂G
∂zs
‖d~Ss‖, (3.84)
Nzxm(~r) =
x
Sm
∂G
∂xs
nz‖d~Ss‖ = nzm
x
Sm
∂G
∂xs
‖d~Ss‖, (3.85)
Nzym(~r) =
x
Sm
∂G
∂ys
nz‖d~Ss‖ = nzm
x
Sm
∂G
∂ys
‖d~Ss‖, (3.86)
Nzzm(~r) =
x
Sm
∂G
∂zs
nz‖d~Ss‖ = nzm
x
Sm
∂G
∂zs
‖d~Ss‖, (3.87)
ou`, comme indique´ a` la section 2.2.2, ~n = nx~ı + ny ~ + nz ~k repre´sente un vecteur unitaire
orthogonal a` l’interface du volume en question, qui pointe vers l’exte´rieur du domaine. Plus
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particulie`rement, ~nm = nxm~ı+nym ~+nzm ~k ∀m = 1, 2, ...M est un vecteur uniforme le long
de la m e`me surface ouverte Sm qui constitue l’interface du polye`dre (voir la figure 3.4) de sorte
que nous avons sorti chaque composante de ~n des inte´grales ci-dessus. De plus, rappelons-
nous que G est donne´ par l’e´quation (2.59) et que, conforme´ment aux re´sultats obtenus a` la
section 3.1.2, les expressions (3.79), (3.83) et (3.87) ont e´te´ respectivement e´value´es selon des
transformations de type II, III et I.
Figure 3.4 Exemple d’une ge´ome´trie polye´drique (te´trae`dre).
Maintenant, avant d’e´laborer en de´tails le calcul 3D, conside´rons les 3 vecteurs suivants :
~tx = ~ı× ~n = −nz ~+ ny ~k, (3.88)
~ty = ~× ~n = nz~ı− nx ~k, (3.89)
~tz = ~k × ~n = −ny~ı+ nx ~. (3.90)
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Ainsi, il devient possible d’e´crire les relations suivantes :
x
Sm
~∇sG · ~tx ‖d~Ss‖ =
x
Sm
[
~∇s ×G~ı
]
· d~Ss =
∮
Cm
Gdxs, (3.91)
x
Sm
~∇sG · ~ty ‖d~Ss‖ =
x
Sm
[
~∇s ×G~
]
· d~Ss =
∮
Cm
Gdys, (3.92)
x
Sm
~∇sG · ~tz ‖d~Ss‖ =
x
Sm
[
~∇s ×G~k
]
· d~Ss =
∮
Cm
Gdzs, (3.93)
tel que d~Ss = ‖d~Ss‖~n et le passage d’une inte´grale de surface ouverte vers une inte´grale
de parcours ferme´ a` e´te´ effectue´ en employant le the´ore`me de Stokes (Stewart, 2012). Plus
pre´cise´ment, Cm est la courbe frontie`re oriente´e positivement
2 qui de´limite la re´gion Sm. En
utilisant la me´thodologie utilise´e pour le cas 2D, conside´rons la combinaison line´aire de Nxxm,
Nxym et Nxzm donne´e par :
ν1Nxxm(~r) + ν2Nxym(~r) + ν3Nxzm(~r) = nxm
x
Sm
[
ν1
∂G
∂xs
+ ν2
∂G
∂ys
+ ν3
∂G
∂zs
]
‖d~Ss‖, (3.94)
avec ν1, ν2 et ν3 de´finis comme des constantes le long de Sm. En effet, puisque le vecteur
~nm est par de´finition uniforme le long de Sm (c.-a`-d. que chaque surface ne change pas son
orientation), rien ne nous empeˆche de poser ν1 = 0, ν2 = −nzm et ν3 = nym de sorte que
l’expression ci-dessus me`ne a` :
−nzmNxym(~r) + nymNxzm(~r) = nxm αxm(~r) avec αxm(~r) =
∮
Cm
Gdxs, (3.95)
ou` nous avons employe´ les relations (3.88) et (3.91). Suivant la meˆme logique, utilisons des
valeurs de ν1 = nzm, ν2 = 0 et ν3 = −nxm :
nzmNxxm(~r)− nxmNxzm(~r) = nxm αym(~r) avec αym(~r) =
∮
Cm
Gdys. (3.96)
Finalement, en posant ν1 = −nym, ν2 = nxm et ν3 = 0, nous obtenons :
−nymNxxm(~r) + nxmNxym(~r) = nxm αzm(~r) avec αzm(~r) =
∮
Cm
Gdzs. (3.97)
2. c.-a`-d., si nous parcourons Cm avec la teˆte qui pointe dans la meˆme direction que ~n, la re´gion de´finie
par Sm se retrouve toujours a` notre gauche (Stewart, 2012).
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Ainsi, nous obtenons jusqu’a` pre´sent un syste`me a` trois inconnus, notamment, les variables
Nxxm et Nxym et Nxzm, et trois e´quations donne´es par (3.95), (3.96) et (3.97). Cependant, il
est important de noter que ce syste`me alge´brique n’est pas line´airement inde´pendant car une
des expressions en jeu peut s’e´crire comme une combinaison line´aire des deux autres. Pour
reme´dier a` ce proble`me, conside´rons ν1 = nxm, ν2 = nym et ν3 = nzm :
nxmNxxm(~r) + nymNxym(~r) + nzmNxzm(~r) = nxm βm(~r), (3.98)
avec βm(~r) de´fini comme l’angle solide re´duit (avec signe) ge´ne´re´ par Sm au point ~r, c.-a`-d. :
βm(~r) =
x
Sm
~∇sG · d~Ss = 1
4pi
x
Sm
~rs − ~r
‖~rs − ~r ‖3 · d
~Ss. (3.99)
Conse´quemment, nous avons maintenant suffisamment de relations pour re´soudre le sys-
te`me alge´brique en question. Toutefois, puisque nous avons quatre e´quations donne´es par
(3.95)-(3.98) dont (3.98) doit absolument eˆtre employe´ afin d’obtenir un de´terminant non nul
(inde´pendance line´aire). Nous avons donc trois combinaisons d’e´quations possibles. A` titre
d’exemple, soit le syste`me forme´ par les expressions (3.95), (3.96) et (3.98) :
0 −nzm nym
nzm 0 −nxm
nxm nym nzm


Nxxm(~r)
Nxym(~r)
Nxzm(~r)
 = nxm

αxm(~r)
αym(~r)
βm(~r)
 , (3.100)
En ce qui a trait aux coefficients Nyxm, Nyym et Nyzm, nous trouvons selon la meˆme me´tho-
dologie qui a conduit a` la relation ci-dessus le syste`me suivant :
0 −nzm nym
nzm 0 −nxm
nxm nym nzm


Nyxm(~r)
Nyym(~r)
Nyzm(~r)
 = nym

αxm(~r)
αym(~r)
βm(~r)
 . (3.101)
Finalement, nous obtenons pour Nzxm, Nzym et Nzzm le syste`me matriciel donne´ par :
0 −nzm nym
nzm 0 −nxm
nxm nym nzm


Nzxm(~r)
Nzym(~r)
Nzzm(~r)
 = nzm

αxm(~r)
αym(~r)
βm(~r)
 . (3.102)
Il est important de noter que nous avons un de´terminant de
[
n2xm + n
2
ym + n
2
zm
]
nzm = nzm.
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Dans ce cas, la seule fac¸on que nous pouvons utiliser (3.100)-(3.102) pour re´soudre tous
les coefficients est lorsque nzm 6= 0. Cependant, ceci n’est pas ne´cessaire pour de´terminer
exclusivement Nzxm, Nzym et Nzzm e´tant donne´ que le membre de droite de l’expression
(3.102) est proportionnel a` nzm (de sorte que le de´terminant s’annule lors de l’inversion
matricielle). Ainsi, sachant qu’a` un signe pre`s les e´quations (3.95), (3.97) et (3.98) donnent
un de´terminant de nym et (3.96)-(3.98) donnent nxm, il devient utile de formuler les re`gles a`
respecter qui sont les suivantes :
Utiliser (3.96), (3.97) et (3.98) pour de´terminer Nxxm, Nxym et Nxzm.
Utiliser (3.95), (3.97) et (3.98) pour de´terminer Nyxm, Nyym et Nyzm.
Utiliser (3.95), (3.96) et (3.98) pour de´terminer Nzxm, Nzym et Nzzm.
 (3.103)
En conse´quence, l’expression (3.78) me`ne a` :
Nxx(~r) =
M∑
m=1
[n2xm βm(~r) + nxm nzm αym(~r)− nxm nym αzm(~r)] , (3.104)
Nxy(~r) =
M∑
m=1
[nxm nym βm(~r) + nym nzm αym(~r) + [n
2
xm + n
2
zm]αzm(~r)] , (3.105)
Nxz(~r) =
M∑
m=1
[
nxm nzm βm(~r)−
[
n2xm + n
2
ym
]
αym(~r)− nym nzm αzm(~r)
]
, (3.106)
Nyx(~r) =
M∑
m=1
[
nxm nym βm(~r)− nxm nzm αxm(~r)−
[
n2ym + n
2
zm
]
αzm(~r)
]
, (3.107)
Nyy(~r) =
M∑
m=1
[
n2ym βm(~r)− nym nzm αxm(~r) + nxm nym αzm(~r)
]
, (3.108)
Nyz(~r) =
M∑
m=1
[
nym nzm βm(~r) +
[
n2xm + n
2
ym
]
αxm(~r) + nxm nzm αzm(~r)
]
, (3.109)
Nzx(~r) =
M∑
m=1
[
nxm nzm βm(~r) + nxm nym αxm(~r) +
[
n2ym + n
2
zm
]
αym(~r)
]
, (3.110)
Nzy(~r) =
M∑
m=1
[nym nzm βm(~r)− [n2xm + n2zm]αxm(~r)− nxm nym αym(~r)] , (3.111)
Nzz(~r) =
M∑
m=1
[n2zm βm(~r) + nym nzm αxm(~r)− nxm nzm αym(~r)] , (3.112)
qui sont valides ∀~nm. A` ce stade-ci de l’analyse, il ne reste plus qu’a` formuler des solutions
pour αxm, αym, αzm et βm afin d’e´valuer les coefficients de de´saimantation 3D. Pour de´buter,
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conside´rons le vecteur ~αm donne´ par l’inte´grale de parcours suivante :
~αm(~r) =
Lm∑
`=1
~αm`(~r) avec ~αm`(~r) =
∫
Cm`
Gd~rs = − 1
4pi
∫
Cm`
d~rs
‖~rs − ~r ‖ , (3.113)
ou` Cm` ∀ ` = 1, 2, ...Lm correspond au parcours ouvert qui repre´sente chaque coˆte´ de la
surface polygonale Sm a` Lm noeuds (voir la figure 3.4). En effet, les quantite´s αxm, αym et
αzm repre´sentent respectivement les composantes de ~αm selon ~ı, ~ et ~k. Pour leur calcul, nous
utilisons une relation propose´e par Fabbri (Fabbri, 2008), c.-a`-d. :
~αm`(~r) =
~r `m − ~r `+1m
4pi‖~r `+1m − ~r `m‖
ln
(‖~r `m − ~r ‖+ ‖~r `+1m − ~r ‖+ ‖~r `+1m − ~r `m ‖
‖~r `m − ~r ‖+ ‖~r `+1m − ~r ‖ − ‖~r `+1m − ~r `m ‖
)
, (3.114)
ou` ~r `m et ~r
`+1
m sont les `
e`me et (`+ 1)e`me noeuds de la surface Sm et ~r
Lm+1
m = ~r
1
m e´tant donne´
que chaque courbe frontie`re est ferme´e. Finalement, puisque l’angle solide sous-tendu a` ~r
d’une surface triangulaire peut eˆtre e´value´ de fac¸on exacte (Oosterom et Strackee, 1983),
nous pouvons toujours effectuer une triangulation de Sm afin d’obtenir :
βm(~r) =
(~r 1m−~r )·~nm
4pi|(~r 1m−~r )·~nm |
Lm∑`
=1
( 12(~r `m+~r
`+1
m )−~r 1m)·((~r `+1m −~r `m)×~nm)
|( 12(~r `m+~r `+1m )−~r 1m)·((~r `+1m −~r `m)×~nm)|
βm`(~r), (3.115)
telle que | • | est la valeur absolue d’une quantite´ scalaire quelconque, •|•| repre´sente le signe
de • et vaut 0 lorsque • → 0. De plus, la nouvelle variable βm` est de´finie comme suit :
βm`(~r) = Im
[
ln
[
Z
(1)
m`(~r)Z
(2)
m`(~r)Z
(3)
m`(~r) e
−ipi
]]
+ pi. (3.116)
Ici, le logarithme complexe a e´te´ employe´ pour la meˆme raison que dans le cas 2D, c.-a`-d.,
afin d’e´viter la correction de βm` (voir l’annexe de Barnard et al., 1967, pour plus de de´tails).
En ce qui concerne les nombres complexes Z
(1)
m` , Z
(2)
m` et Z
(3)
m` , ils sont obtenus a` partir des
relations suivantes :
Z
(1)
m`(~r) = ~a(~r) · ~c(~r)− i ‖~a(~r)× ~c(~r) ‖, (3.117)
Z
(2)
m`(~r) =
~b(~r) · ~a(~r)− i ‖~b(~r)× ~a(~r) ‖, (3.118)
Z
(3)
m`(~r) = ~c(~r) ·~b(~r)− i ‖~c(~r)×~b(~r) ‖, (3.119)
ou`, par souci de simplification, les fonctions ~a, ~b et ~c ont e´te´ introduites comme suit :
~a(~r) =
(
~r 1m − ~r
)× (~r `m − ~r ) , (3.120)
~b(~r) =
(
~r `m − ~r
)× (~r `+1m − ~r ) , (3.121)
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~c(~r) =
(
~r `+1m − ~r
)× (~r 1m − ~r ) . (3.122)
Ainsi, e´tant donne´ que nous avons une formulation analytique pour ~αm et βm, nous pouvons
e´valuer les coefficients du tenseur de de´saimantation 3D de fac¸on exacte, pour n’importe quel
point d’observation ~r (le calcul est de´crit dans le fichier Matlab n3d.m donne´ a` l’annexe
F). Il faut mentionner que la forme des coefficients 3D telle que donne´e par les expressions
(3.104)-(3.112) n’est pas pre´sente dans la litte´rature. Ainsi, tous les e´le´ments ne´cessaires a`
l’emploi du VIEM sont en place et, conse´quemment, le champ magne´tique a` travers la section
d’essais de´crite au chapitre 1 peut eˆtre e´value´. Cependant, avant de proce´der a` ces calculs,
la me´thodologie qui a e´te´ propose´e sera d’abord valide´e dans le chapitre suivant.
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CHAPITRE 4 E´laboration, validation et discre´tisation du VIEM
Maintenant que nous avons e´tabli les e´quations diffe´rentielles principales qui ont mene´
a` la de´finition du tenseur de de´saimantation N¯ (voir le chapitre 2) ainsi que les me´thodes
de calcul 2D et 3D utilise´es pour e´valuer ce tenseur (chapitre 3), nous sommes en mesure
d’e´laborer la me´thode nume´rique, notamment, le VIEM, qui sera employe´ pour de´terminer la
distribution de ~H le long de la section d’essais de type CANDU. Toutefois, bien que l’emploi
du VIEM est a` la base simple, nous allons voir qu’il existe certains crite`res d’application qui
ne sont pas bien explique´s dans la litte´rature voire meˆme absents de celle-ci, et ce, malgre´ le
fait que le VIEM existe depuis longtemps (chapitre 1). Ainsi, dans ce chapitre, nous allons
de´buter par l’e´laboration de cette me´thode nume´rique tout en la distinguant de l’approche
classique fre´quemment rencontre´e en physique du solide. Par la suite, nous allons employer
les re´sultats obtenus en utilisant cette me´thode afin de valider les calculs matriciels e´labore´s
au chapitre pre´ce´dent. Finalement, nous allons e´tablir des crite`res de discre´tisation novateurs
et les appliquer a` la section d’essais afin d’obtenir une distribution spatiale fiable pour le
champ magne´tique. En particulier, nous allons calculer la distribution du champ en pre´sence
des prises de pression place´es late´ralement le long du canal de la section d’essais (figure 1.1).
4.1 Formalisme du VIEM
Avant d’e´laborer le formalisme mathe´matique associe´ au VIEM, rappelons-nous que vers
la fin du chapitre 2 nous avions sorti ~M de la solution inte´grale de ~Hm donne´e par l’e´quation
(2.83) ce qui nous a mene´ a` la de´finition du tenseur de de´saimantation N¯ . Toutefois, quoique
nous avions mentionne´ qu’une aimantation uniforme e´tait ne´cessaire pour obtenir l’expression
pour N¯ , nous n’avions pas clairement identifie´ dans quel contexte physique cette supposition
est valide. En effet, une aimantation uniforme est observe´e a` travers la re´gion d’inte´reˆt (Strat-
ton, 1941) lorsque les trois crite`res suivants sont respecte´s : (1) la susceptibilite´ magne´tique
χ¯m du milieu est constante ; (2) l’e´chantillon est assujetti a` un champ magne´tique libre ~Hf
uniforme et (3) le milieu magne´tique a une forme elliptique en 2D et ellipso¨ıdale en 3D (ce
qui correspond, dans les cas limites, a` des disques ou a` des cylindres). Notez que le dernier
crite`re implique que N¯ est aussi uniforme dans le domaine (c.-a`-d. tous les coefficients ne
varient pas en fonction de ~r). De meˆme, il est clair que ces suppositions restreignent les sys-
te`mes envisagables et, plus particulie`rement, ne semblent pas toutes s’appliquer a` la section
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d’essais que nous de´sirons analyser (figure 1.1). Ceci e´tant dit, en inse´rant l’e´quation (2.86)
dans l’e´quation (2.21), nous obtenons l’expression suivante pour ~H :
~H = ~Hf − N¯ ~M, (4.1)
ou` la de´pendance en ~r a e´te´ omise puisque toutes les quantite´s sont suppose´es uniformes a`
l’inte´rieur du mate´riau. Donc, selon l’e´quation (2.8), nous trouvons :
~H = ~Hf − N¯ χ¯m ~H ↔ ~H =
[
I¯ + N¯ χ¯m
]−1
~Hf, (4.2)
ce qui repre´sente tout simplement une expression analogue a` celle qui me`ne a` la relation de
Clausius-Mossotti (Feynman et al., 1979) mais dans le cas pre´sent, associe´e au magne´tisme.
Ici, il est important de mentionner qu’e´tant donne´ la pre´sence de matrices carre´es dans
l’e´quation ci-dessus, la notation [•]−1 indique une inversion matricielle. Ainsi, en supposant
que N¯ , χ¯m et ~Hf sont toutes des quantite´s connues (comme c’est le cas dans le cadre de ce
travail), il est alors possible d’e´valuer ~H. Or, le VIEM emploie un syste`me mathe´matique
similaire mais pre´sume que l’aimantation est uniforme a` l’inte´rieur de la re´gion d’inte´gration
sous l’approximation que la discre´tisation envisage´e est suffisamment raffine´e. Ainsi, nous
nous libe´rons des trois contraintes issues de la de´finition de N¯ mentionne´es plus toˆt mais
l’approche devient approximative. Dans ce cas, nous pouvons e´crire :
~H(~r) ≈ ~Hf(~r)−
L∑
k=1
N¯k(~r) χ¯m(~Rk) ~H(~Rk), (4.3)
tel que ~Rk ∀ k = 1, 2, ...L repre´sente n’importe quel vecteur appartenant au domaine d’inte´-
gration du k e`me e´le´ment de discre´tisation et N¯k est le tenseur de de´saimantation inte´gre´ sur
la re´gion qui lui est associe´e. Par contre, nous trouvons un total de L inconnus vectoriels,
~H(~Rk), mais seulement une expression vectorielle donne´e par (4.3), ce qui signifie que le sys-
te`me ne peut pas a` priori eˆtre re´solu de manie`re directe. Ainsi, afin de reme´dier ce proble`me,
il s’agit d’e´valuer (4.3) sur chacun des L e´le´ments afin d’obtenir :
~H(~R1) ≈ ~Hf(~R1)−
L∑
k=1
N¯k(~R1) χ¯m(~Rk) ~H(~Rk),
~H(~R2) ≈ ~Hf(~R2)−
L∑
k=1
N¯k(~R2) χ¯m(~Rk) ~H(~Rk), (4.4)
...
~H(~RL) ≈ ~Hf(~RL)−
L∑
k=1
N¯k(~RL) χ¯m(~Rk) ~H(~Rk).
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Donc, en effectuant une inversion matricielle similaire a` celle pre´sente´e dans l’expression (4.2),
nous obtenons un syste`me d’e´quations qui peut eˆtre re´solu pour chaque ~H(~Rk). Une fois ce
calcul comple´te´, nous pouvons e´valuer ~H en tout point de l’espace a` partir de l’expression
(4.3). De plus, il faut noter que nous avons un total de L auto-coefficients N¯k(~Rk) pre´sents
lors de cette de´marche, de sorte qu’il est impossible d’utiliser le VIEM sans effectuer a` priori
une analyse comme celle e´labore´e au chapitre pre´ce´dent. Examinons maintenant en de´tail
l’approche de´crite ci-dessus en se basant sur des solutions bien connues.
4.2 Validation du formalisme matriciel
A` ce stade-ci de l’analyse, nous sommes en mesure d’e´valuer la distribution du champ
magne´tique a` travers la section d’essais de type CANDU (figure 1.1). Toutefois, avant de
proce´der, il est prudent de valider la me´thode de calcul afin d’assurer la fiabilite´ des e´le´ments
the´oriques qui le composent. Ainsi, puisque l’e´valuation de N¯ est au coeur du calcul, nous
allons mettre a` l’e´preuve les me´thodes matricielles 2D et 3D e´labore´es au chapitre 3 afin de
confirmer la performance du formalisme qui leur est associe´.
4.2.1 Ge´ome´trie elliptique
Rappelons-nous qu’un syste`me 2D correspond a` un syste`me invariant par translation selon
un axe donne´ (que nous avons choisi comme l’axe des z ). Dans ce cas, une ellipse comme
celle illustre´e a` la figure 4.1 repre´sente un cylindre elliptique infiniment long.
Figure 4.1 Exemple d’une ellipse centre´e a` ~rc.
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Or, contrairement au cas 3D que nous allons discuter par la suite, le cas 2D permet l’obtention
d’une formulation analytique pour le tenseur de de´saimantation. Plus pre´cise´ment, selon
Osborn (Osborn, 1945), les coefficients croise´s Nxy et Nyx sont nuls et nous avons :
Nxx =
b
a+ b
, (4.5)
Nyy =
a
a+ b
. (4.6)
Par contre, puisque nous conside´rons un polygone dans le cadre de notre calcul nume´rique,
nous nous attendons a` converger vers de bons re´sultats lorsque la discre´tisation de l’interface
de l’e´le´ment devient suffisament fine. Donc, en utilisant la fonction Matlab gellipse.m (voir
le script pre´sente´ a` l’annexe G) pour ge´ne´rer l’ellipse et n2d.m pour e´valuer les coefficients,
nous obtenons a` titre d’exemples les re´sultats donne´s dans les tableaux 4.1 et 4.2.
Tableau 4.1 Auto-coefficients d’une ellipse (n = 50)
b/a Nxx Nyy
1.0 0.50000 0.50000
0.9 0.47382 0.52618
0.8 0.44474 0.55526
0.7 0.41224 0.58776
0.6 0.37570 0.62430
0.5 0.33432 0.66568
Tableau 4.2 Auto-coefficients d’une ellipse (n = 100)
b/a Nxx Nyy
1.0 0.50000 0.50000
0.9 0.47372 0.52628
0.8 0.44452 0.55548
0.7 0.41188 0.58812
0.6 0.37518 0.62482
0.5 0.33358 0.66642
Notez que l’entier n ≥ 0 est associe´ a` un polygone avec un total de n faces. En outre, le
point d’observation a e´te´ choisi au centre de l’ellipse, c.-a`-d. ~r = ~rc, et les tableaux A.1 et A.2
pre´sente´s a` l’annexe A contiennent les erreurs relatives des calculs effectue´s nume´riquement
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par rapport aux valeurs de re´fe´rence de´termine´es a` partir des expressions (4.5) et (4.6) telles
que donne´es par Osborn. A` partir de l’analyse de ces erreurs, nous de´duisons que le formalisme
matriciel 2D fonctionne correctement et qu’une augmentation de n implique une meilleure
convergence. Examinons maintenant le cas 3D.
4.2.2 Ge´ome´trie ellipso¨ıdale
Tel que mentionne´ plus toˆt, le tenseur de de´saimantation est uniforme partout a` l’inte´rieur
d’un domaine e´llipsoidal (voir la figure 4.2 pour un exemple de ce type de ge´ome´trie). En
fait, ce re´sultat est bien documente´ et a non seulement e´te´ aborde´ par Maxwell (Maxwell,
1881) vers la fin du 19e`me sie`cle mais e´galement par Dirichlet environ 40 ans auparavant
(Dirichlet, 1839) qui a traite´ des proble`mes de gravitation. Plusieurs valeurs des coefficients
du tenseur ont e´te´ e´value´es pour diffe´rentes longueurs des demi-axes a, b et c de l’ellipso¨ıde
(Stoner, 1945). Plus re´cemment, une approche similaire a e´te´ conside´re´e mais en rajoutant
davantage de chiffres significatifs (Cronemeyer, 1991). Ainsi, meˆme si le VIEM ne requiert pas
ne´cessairement des e´le´ments de discre´tisation ellipso¨ıdaux pour eˆtre employe´, il est toujours
possible de valider la me´thode matricielle 3D (section 3.2.2) en se basant sur les valeurs des
coefficients pre´sente´es dans la litte´rature, comme nous l’avons fait pour le cas 2D.
Figure 4.2 Exemple d’un ellipso¨ıde centre´ a` ~rc.
Selon Osborn (Osborn, 1945), tous les coefficients croise´s Nxy, Nxz, Nyx, Nyz, Nzx et Nzy sont
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nuls et nous avons lorsque a ≥ b ≥ c :
Nxx =
cos(ϕ) cos(ϑ)
4pi sin3(ϑ) sin2(ς)
[F(κ, ϑ)− E(κ, ϑ)], (4.7)
Nyy =
cos(ϕ) cos(ϑ)
4pi sin3(ϑ) sin2(ς) cos2(ς)
[
E(κ, ϑ)− cos2(ς)F(κ, ϑ)− sin2(ς) sin(ϑ) cos(ϑ)
cos2(ϕ)
]
, (4.8)
Nzz =
cos(ϕ) cos(ϑ)
4pi sin3(ϑ) cos2(ς)
[
sin(θ) cos(ϕ)
cos(ϑ)
− E(κ, ϑ)
]
, (4.9)
avec les parame`tres ϑ, ϕ, ς et κ de´finis selon :
cos(ϑ) = c/a, (4.10)
cos(ϕ) = b/a, (4.11)
sin(ς) =
√
1− (b/a)2
1− (c/a)2 =
sin(ϕ)
sin(ϑ)
= κ, (4.12)
ou` les quantite´s F et E sont respectivement des inte´grales elliptiques incomple`tes de premie`re
et deuxie`me espe`ces (Pierce, 1929) et nous avons 0 ≤ ϑ ≤ pi
2
, 0 ≤ ϕ ≤ pi
2
et 0 ≤ ς ≤ pi
2
. En
outre, il est important de mentionner que, e´tant donne´ la pre´sence de F et E, les expressions
(4.7)-(4.9) ne peuvent pas eˆtre e´value´es analytiquement de sorte qu’une inte´gration nume´rique
est requise dans ce cas (Osborn, 1945). Or, en utilisant la fonction Matlab gellipsoid.m (voir le
script donne´ a` l’annexe H) pour ge´ne´rer l’ellipso¨ıde et n3d.m pour e´valuer les auto-coefficients
selon le formalisme de´veloppe´ dans ce document, nous obtenons a` titre d’exemples les valeurs
donne´es dans les tableaux 4.3 et 4.4.
Tableau 4.3 Auto-coefficients d’un ellipso¨ıde (c/a = 0.5 et n = 50)
b/a Nxx Nyy Nzz
1.00000 0.23658 0.23658 0.52683
0.98863 0.23564 0.23913 0.52523
0.95513 0.23276 0.24690 0.52034
0.90139 0.22784 0.26026 0.51190
0.83073 0.22076 0.27970 0.49954
0.74825 0.21147 0.30557 0.48296
0.66144 0.20027 0.33729 0.46244
0.58115 0.18833 0.37174 0.43992
0.52213 0.17841 0.40092 0.42067
0.50000 0.17440 0.41284 0.41276
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Tableau 4.4 Auto-coefficients d’un ellipso¨ıde (c/a = 0.5 et n = 100)
b/a Nxx Nyy Nzz
1.00000 0.23645 0.23645 0.52711
0.98863 0.23549 0.23900 0.52551
0.95513 0.23260 0.24679 0.52062
0.90139 0.22765 0.26018 0.51218
0.83073 0.22052 0.27966 0.49982
0.74825 0.21116 0.30559 0.48325
0.66144 0.19987 0.33739 0.46274
0.58115 0.18784 0.37192 0.44024
0.52213 0.17782 0.40117 0.42101
0.50000 0.17377 0.41312 0.41310
Le nombre entier n ≥ 0 pre´sente´ dans ces tableaux est le meˆme que celui utilise´ pour ellip-
soid.m fourni par de´faut avec Matlab 1 ; cette fonction nous me`ne a` un polye`dre avec un total
de n2 faces. De plus, les re´sultats ci-dessus ont e´te´ obtenus en choisissant le point d’observa-
tion au centre de l’ellipsoide, c.-a`-d. ~r = ~rc, et les tableaux A.3 et A.4 pre´sente´s a` l’annexe A
contiennent les erreurs relatives des calculs nume´riques par rapport aux valeurs de re´fe´rence
de´termine´es a` partir des expressions (4.7)-(4.9) telles que donne´es par Osborn (voir le tableau
I dans Osborn, 1945). A` partir de l’analyse des erreurs, nous concluons non seulement qu’une
augmentation de n implique une meilleure convergence mais aussi que la the´orie associe´e a` la
me´thode matricielle 3D fonctionne correctement. De plus, l’approche de´crite ici ouvre la porte
a` une nouvelle fac¸on de de´terminer les coefficients d’un ellipso¨ıde ge´ne´ral qui, contrairement
aux approches effectue´es par Osborn et Cronemeyer (Cronemeyer, 1991), n’emploie pas de
tables d’inte´gration ni d’interpolation. Ainsi, maintenant que nous avons ve´rifie´ le calcul du
tenseur N¯ pour les cas 2D et 3D, nous sommes en mesure d’optimiser le VIEM.
4.3 Sche´ma de discre´tisation
A` ce stade-ci, il ne reste plus qu’a` e´laborer un sche´ma de discre´tisation afin d’appliquer
le VIEM de fac¸on fiable a` la section d’essais de´crite au chapitre 1. Pour ce faire, nous allons
nous baser sur deux syste`mes magne´tostatiques 2D pour lesquelles la solution analytique du
champ magne´tique est connue, et e´tendre les re´sultats de l’analyse au formalisme 3D.
1. Plus pre´cise´ment, gellipsoid.m et ellipsoid.m ge´ne`rent les meˆmes ellipso¨ıdes mais ce premier ge´ne`re les
donne´es de sortie de fac¸on a` les utiliser avec n3d.m
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4.3.1 Induction uniforme et cylindre creux
A` la section 4.1, nous avons e´tabli trois conditions physiques sous lesquelles l’aimantation
~M peut eˆtre conside´re´e uniforme a` l’inte´rieur d’un domaine magne´tique quelconque. Toute-
fois, dans le cadre du VIEM, nous avons vu qu’il est possible de contourner ces crite`res tant
et aussi longtemps que la re´gion d’inte´gration est suffisamment discre´tise´e. En effet, nous
de´duisons que toute erreur nume´rique issue du VIEM doit ne´cessairement provenir du non
respect de ces conditions. Pour cette raison, il devient utile de conside´rer un syste`me de re´-
fe´rence pour lequel la solution exacte de ~H est connue et qui satisfait deux des trois crite`res,
notamment, que χ¯m et ~Hf sont uniformes dans le mate´riau donne´. De cette fac¸on, pour des
e´le´ments de discre´tisation qui ne sont pas elliptiques (en 2D) ou ellipso¨ıdaux (en 3D) il est
possible d’e´tablir, comme nous allons le voir dans cette section, un sche´ma de discre´tisation
pour le VIEM purement base´ sur la ge´ome´trie du proble`me et parfaitement adapte´ a` la sec-
tion d’essais que nous proposons de simuler. Soit une anneau 2 centre´ a` l’origine ayant un
rayon interne a et un rayon externe b (voir la figure 4.3). Dans ce cas, le milieu magne´tique
est assujetti a` un champ magne´tique libre uniforme ~Hf oriente´ selon l’axe des x et a une
perme´abilite´ magne´tique µ = µ0 µr ou` µr = (1 + χm) est la perme´abilite´ relative.
Figure 4.3 Syste`me magne´tostatique #1 (Durand, 1968).
2. E´tant donne´ que nous conside´rons des syste`mes invariants par translation, un anneau se re´fe`re a` un
cylindre creux infiniment long.
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Il faut noter que la notation tensorielle pour χm a e´te´ omise en conside´rant le milieu isotrope
(section 2.1.1). Ainsi, selon le travail effectue´ par Durand (Durand, 1968) pour ce type de
proble`me, le potentiel scalaire magne´tique total ψ est de´fini comme suit :
ψ1(~r) = −a˜ r cosφ, (4.13)
ψ2(~r) = −
(
b˜ r +
c˜
r
)
cosφ, (4.14)
ψ3(~r) = −
(
‖ ~Hf‖ r + d˜
r
)
cosφ, (4.15)
ou` a˜, b˜, c˜ et d˜ sont des constantes, ‖ ~Hf‖ est le module vectoriel de ~Hf, r ∈ [0,−∞[ est le
module de ~r et φ ∈ [0, 2pi[ est l’angle entre ~r et l’axe des x. De plus, les indices 1, 2 et 3
attribue´s a` la variable ψ repre´sentent respectivement les re´gions de´finies par 0 ≤ r < a,
a ≤ r ≤ b et r > b (figure 4.3). Ainsi, sachant que le champ magne´tique total ~H est relie´ a` ψ
selon l’expression ~H = −~∇ψ, nous trouvons :
~H(~r) = −∂ψ
∂r
rˆ − 1
r
∂ψ
∂φ
φˆ, (4.16)
avec rˆ = cosφ~ı + sinφ~ et φˆ = − sinφ~ı + cosφ~ des vecteurs orthonormaux qui pointent
respectivement vers une variation positive de r et φ. En ce qui a trait aux constantes, elles
sont de´termine´es a` partir des conditions aux frontie`res suivantes : (1) le potentiel scalaire ψ
ainsi que (2) la composante normale de la densite´ de flux magne´tique ~B doivent eˆtre continus
a` l’interface de deux re´gions (Feynman et al., 1979). En d’autre termes, selon la de´finition de
µ et les e´quations (2.7) et (2.8), nous obtenons :
ψ1 = ψ2 et µ0
∂ψ1
∂r
= µ
∂ψ2
∂r
lorsque r = a, (4.17)
ψ2 = ψ3 et µ
∂ψ2
∂r
= µ0
∂ψ3
∂r
lorsque r = b. (4.18)
Ainsi, ces expressions nous permettent d’obtenir les constantes en jeu, c.-a`-d. :
a˜ =
4µrb
2‖ ~Hf‖
(b2 − a2) (1 + 2µr a2+b2b2−a2 + µ2r) , (4.19)
b˜ =
2 (1 + µr) b
2‖ ~Hf‖
(b2 − a2) (1 + 2µr a2+b2b2−a2 + µ2r) , (4.20)
c˜ =
2 (µr − 1) a2b2‖ ~Hf‖
(b2 − a2) (1 + 2µr a2+b2b2−a2 + µ2r) , (4.21)
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d˜ =
(1− µ2r ) b2‖ ~Hf‖
1 + 2µr
a2+b2
b2−a2 + µ
2
r
. (4.22)
Notez que ces re´sultats ne sont pas explicitement donne´s par Durand (Durand, 1968). Main-
tenant que la solution exacte pour le champ magne´tique a e´te´ e´labore´e dans ce cas, nous
devons de´terminer a` ce stade-ci les solutions nume´riques. Rappelons-nous que conforme´ment
au formalisme de´veloppe´ a` la section 4.1, une utilisation approprie´e du VIEM requiert d’une
part la discre´tisation d’un mileu magne´tique quelconque en L sous domaines et d’autre part
la spe´cification de points, ~Rk ∀ k = 1, 2, ...L, inte´rieurs a` ces re´gions. Ceci e´tant dit, malgre´ le
fait que le VIEM tel que nous le connaissons aujourd’hui existe depuis le de´but des anne´es 70
(chapitre 1), peu d’information concernant son utilisation est disponible dans la litte´rature.
Premie`rement, Newman et al. (Newman et al., 1972) ainsi que Turner (Turner, 1973) choi-
sissent les points ~Rk au centre d’e´le´ments triangulaires (en 2D) et de prismes triangulaires (en
3D). Deuxie`mement, Hoole (Hoole, 1989) ainsi que Silvester et Ferrari (Silvester et Ferrari,
1990) appliquent la forme 2D du VIEM a` des points inte´rieurs situe´s au centre d’e´le´ments
carre´s. Finalement, Morandi et al. (Morandi et al., 2010) emploie des te´trae`dres et e´vite de
choisir des points inte´rieurs en utilisant un formalisme base´ sur le moyennage des coefficients.
A` la lumie`re de cette information, nous avons utilise´ dans le contexte de l’analyse 2D du
VIEM des trape`zes isoce`les (voir la figure 4.4 a` titre d’exemple) tels que les points inte´rieurs
sont choisis au centre de chaque e´le´ment, c.-a`-d. la position moyenne des quatre sommets
constituant le trape`ze ; la fonction Matlab gannulus.m (annexe I) permet de ge´ne´rer ce type
de ge´ome´trie. Veuillez noter qu’il est toujours possible de discre´tiser davantage chaque trape`ze
en e´le´ments triangulaires (comme c’est le cas pour Newman et al.) mais nous avons choisi de
ne pas proce´der de la sorte afin de re´duire le nombre total d’inte´grales de parcours a` effectuer
(section 3.2.1). Dans ce cas, il est possible de de´finir le pas radial ∆r et le pas angulaire ∆φ
a` partir des relations suivantes :
∆r =
b− a
Nr
, (4.23)
∆φ =
2pi
Nφ
, (4.24)
ou` Nr et Nφ sont respectivement le nombre d’e´le´ments radiaux et angulaires. Ainsi, nous
pouvons de´finir un nombre N pour les e´le´ments de notre syste`me donne´ par :
N = NrNφ. (4.25)
Or, nous sommes maintenant en mesure d’e´tablir un sche´ma de discre´tisation pour le VIEM
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base´ sur l’analyse du syste`me 2D illustre´ a` la figure 4.3. Toutefois, avant de proce´der, regar-
dons un cas typique d’application nume´rique afin de pouvoir valider l’approche de re´solution
e´tablie a` la section 4.1 d’une part et avoir une meilleure compre´hension globale sur la perfor-
mance du VIEM d’autre part.
Figure 4.4 Discre´tisation de type trape´zo¨ıdal pour un anneau centre´ a` l’origine ayant un rayon
interne a et un rayon externe b. Dans cet exemple, les points inte´rieurs sont choisis au centre
de chaque trape`ze et des valeurs de Nr = 2 et Nφ = 16 sont utilise´es.
Plus pre´cise´ment, conside´rons un anneau centre´ a` l’origine de rayon interne a = 0.1 m, rayon
externe b = 0.2 m et ayant une susceptibilite´ magne´tique de χm = 10
3 ; les valeurs pour a et
b ont e´te´ choisies de sorte a` eˆtre du meˆme ordre de grandeur que celles associe´es a` la section
d’essais de type CANDU (figure 1.1) et la valeur pour χm est utilise´e pour repre´senter l’acier
410 (Landry-Lavoie, 2013). De plus, le syste`me est assujetti a` un champ magne´tique libre
uniforme de module vectoriel ‖ ~Hf‖ = 1 A m−1 oriente´ selon l’axe des x. En outre, la variable
principale sur laquelle nous allons nous baser pour effectuer notre analyse est l’erreur relative
ε% (donne´e en %) associe´e au module de ~Hm, c.-a`-d. :
ε% =
| ‖ ~Hm‖num − ‖ ~Hm‖ref |
‖ ~Hm‖ref
× 100, (4.26)
ou` ‖ ~Hm‖num et ‖ ~Hm‖ref sont respectivement les modules obtenus a` partir du VIEM et de la
solution analytique (Durand, 1968). De cette manie`re, e´tant donne´ que les constantes donne´es
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par les expressions (4.19)-(4.22) sont directement proportionnelles a` ‖ ~Hf‖ et que la solution
nume´rique pour ~Hm l’est aussi (section 4.1), la valeur attribue´e a` ‖ ~Hf‖ n’affecte pas ε%.
Notez que nous employons le module de ~Hm dans la de´finition de ε% puisque ce premier est
un champ de re´ponse et conse´quemment son module ne peut pas eˆtre nul pour des valeurs de
χm 6= 0. En effet, cette formulation nous e´vite d’effectuer une division par ze´ro. D’un point de
vue nume´rique, nous avons choisi dans un premier temps de discre´tiser la re´gion magne´tique
(a ≤ r ≤ b) en N = 500 trape`zes avec Nr = 5 e´le´ments radiaux et Nφ = 100 e´le´ments
angulaires. En ce qui a trait aux deux re´gions exte´rieures, notamment, lorsque 0 ≤ r < a et
r > b, nous avons utilise´ pour chacune d’entre elles une grille de points contenant 100 e´le´ments
angulaires (vis-a`-vis le centre de chaque trape`ze) et 50 e´le´ments radiaux. Premie`rement, dans
la re´gion a ≤ r ≤ b, nous trouvons une erreur relative moyenne de 0.042 % par rapport au
calcul analytique, un e´cart type de 0.036 % et une valeur maximale de 0.15 %. De plus, tel
qu’illustre´ a` la figure 4.5, nous avons pu de´terminer la distribution des lignes de champ pour
~H (c.-a`-d. le champ magne´tique total).
Figure 4.5 Lignes de champ pour ~H associe´es au syste`me magne´tostatique #1.
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A` partir de cette distribution, nous constatons qu’il n’y a pas de fuite du champ magne´tique
vers l’inte´rieur du cylindre et que les solutions nume´riques respectent bien la forme analy-
tique mais semblent concentrer les lignes moins efficacement. Deuxie`mement, dans la re´gion
0 ≤ r < a, nous obtenons une erreur relative moyenne de 1.4 %, un e´cart type de 0.18 %
et une valeur maximale de 3.5 % (pre`s de l’interface 3). Finalement, pour la re´gion r > b,
nous trouvons une erreur relative moyenne de 0.58 %, un e´cart type de 0.34 % et une valeur
maximale de 3.5 % (pre`s de l’interface). Ainsi, nous concluons que le VIEM pre´dit assez bien
le comportement de ~Hm et de ~H dans toutes les re´gions.
Base´ sur l’analyse effectue´e jusqu’a` pre´sent, une question importante se pose : pour une
valeur de N donne´e, existe-t-il une configuration pour Nr et Nφ qui minimise de fac¸on globale
l’erreur produite par la me´thode du VIEM ? Intuitivement, puisque pour une valeur de N
fixe une discre´tisation radiale trop rafine´e me`ne a` un pas angulaire trop e´leve´ et vice versa,
nous de´duisons qu’un sche´ma de discre´tisation ade´quat est tel que les distances radiales et
angulaires sont e´gales, c.-a`-d. :
∆r = r∆φ → N∗r (r) =
√
(b− a)N
2pir
, (4.27)
ou` les expressions (4.23)-(4.25) ont e´te´ utilise´es et N∗r repre´sente le nombre d’e´le´ments radiaux
optimal. Ainsi, pour un syste`me tel que N = 500, a = 0.1 m et b = 0.2 m comme celui e´tudie´
pre´ce´demment, l’e´quation ci-dessus nous me`ne a` des valeurs situe´es entre N∗r (a) = 8.92 ≈ 9
et N∗r (b) = 6.31 ≈ 6. En effet, afin de comparer ces re´sultats avec les configurations optimales
obtenues a` partir du VIEM, nous avons employe´ dans les re´gions 0 ≤ r < a et r > b une
grille de points ayant 100 e´le´ments angulaires situe´s a` une distance de l’interface de 15 % du
rayon interne a ; ce pourcentage correspond approximativement a` celui associe´ a` la couche en
ce´ramique de la section d’essais (figure 1.1). Ainsi, tel qu’illustre´ a` la figure 4.6, nous avons fait
varier Nr pour une valeur de N fixe afin d’e´valuer l’erreur relative maximale ε
max
% dans chacune
des deux re´gions. De cette manie`re, nous avons pu de´terminer une configuration pour Nr et
Nφ telle que ε
max
% est situe´ a` un minimum. Conse´quemment, dans ce cas, les configurations
ge´ome´triques optimales obtenues nume´riquement concordent parfaitement avec celles pre´dites
par l’expression (4.27). En outre, nous avons aussi conside´re´ deux autres configurations, les
re´sultats issus de cette analyse sont reporte´s aux figures B.1 et B.2 situe´es a` l’annexe B.
A` partir de ces donne´es, nous concluons sans aucun doute que les valeurs nume´riques pour
N∗r sont tre`s bien pre´dites par le sche´ma de discre´tisation e´labore´ dans cette section. Plus
3. Puisque le VIEM ne permet pas l’e´valuation de N¯ sur la frontie`re d’un e´le´ment, nous avons choisi dans
les deux re´gions de distancer la grille de points de l’interface d’une valeur de 0.1 % du rayon interne a.
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pre´cise´ment, pour une ge´ome´trie annulaire, une utilisation ade´quate du VIEM est telle que :
(i) pour des points d’e´valuation situe´s dans la re´gion 0 ≤ r < a, la discre´tisation devrait eˆtre
choisie de sorte a` satisfaire ∆r = a∆φ et (ii) pour des points appartenant a` la re´gion r > b,
nous devons poser ∆r = b∆φ.
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Figure 4.6 Erreur relative maximale pour un syste`me tel queN = 500, a = 0.1 m et b = 0.2 m :
(a) re´gion 0 ≤ r < a avec un minimum a` Nr = 9 et εmax% = 0.65 % ; (b) re´gion r > b avec un
minimum a` Nr = 6 et ε
max
% = 0.45 %. Veuillez noter que Nφ s’ajuste selon la valeur de Nr
d’apre`s l’e´quation (4.25).
De manie`re rigoureuse, la discre´tisation devrait se faire en utilisant des ellipses (2D) ou des
ellipso¨ıdes (3D), (Hall et Teyssedou, 2014). Cependant, il est clair que cette ge´ome´trie n’est
pas approprie´e pour re´soudre le proble`me pre´sente´ dans ce document. De fac¸on ge´ne´rale, nous
de´duisons que la me´thode du VIEM devrait eˆtre employe´e avec des e´le´ments de discre´tisation
qui sont, quand la ge´ome´trie le permet, borne´s par des domaines carre´s (en 2D) et cubiques
(en 3D) afin d’e´viter un e´cart trop important entre les pas de discre´tisation conside´re´s. Ceci
e´tant dit, nous pouvons maintenant discre´tiser la section d’essais de fac¸on fiable. Toutefois,
avant de proce´der a` cette e´tape, regardons a` pre´sent un autre syste`me de re´fe´rence important
afin de comprendre davantage l’utilisation du VIEM.
4.3.2 Blindage magne´tique d’une ligne bifilaire
Meˆme si nous pouvons a` ce moment-ci employer le sche´ma de discre´tisation e´labore´ a`
la section pre´ce´dente, il est inte´ressant d’e´tudier brie`vement un autre syste`me 2D qui res-
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semble davantage a` la section d’essais, c.-a`-d., qui utilise des e´le´ments de courant associe´s a`
un champ magne´tique libre donne´ par l’expression (2.104). Rappelons-nous que la discre´ti-
sation du VIEM est base´e sur une approche purement ge´ome´trique pour laquelle χm et ~Hf
sont conside´re´s uniformes a` l’inte´rieur de la re´gion magne´tique. Toutefois, dans la pre´sente
section, seulement χm sera conside´re´ constant de sorte que nous nous attendons a` ce que la
configuration ge´ome´trique optimale obtenue nume´riquement s’e´carte de celle prescrite par le
sche´ma de discre´tisation ; pour cette raison, il devient inte´ressant d’analyser un tel cas afin
d’e´tudier si notre me´thode me`ne a` des re´sultats acceptables. Ainsi, conside´rons un anneau
ayant une perme´abilite´ µ, un rayon interne a et un rayon externe b (figure 4.7).
Figure 4.7 Syste`me de magne´tostatique #2 (Durand, 1968).
De plus, le syste`me comprend deux e´le´ments de courant situe´s a` une distance relative a`
l’origine de c et −c le long de l’axe des x et ayant respectivement une intensite´ de I (qui sort
du plan xOy) et −I (qui rentre dans le plan xOy). Ainsi, selon le travail effectue´ par Durand
(Durand, 1968) pour ce type de proble`me, le potentiel vecteur ~A = A~k s’e´crit alors :
A1(~r) =
µ0 I
pi
∞∑
n= 0
([( c
r
)2n+1
+ a˜2n+1
( r
c
)2n+1] cos ((2n+ 1)φ)
2n+ 1
)
, (4.28)
A2(~r) =
µ0 I
pi
∞∑
n= 0
([
b˜2n+1
( r
c
)2n+1
+ c˜2n+1
( c
r
)2n+1] cos ((2n+ 1)φ)
2n+ 1
)
, (4.29)
A3(~r) =
µ0 I
pi
∞∑
n= 0
(
d˜2n+1
( c
r
)2n+1 cos ((2n+ 1)φ)
2n+ 1
)
, (4.30)
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ou` a˜i, b˜i, c˜i et d˜i ∀ i = {1, 3, 5...} sont des constantes et, comme a` la section pre´ce´dente, les
indices 1, 2 et 3 utilise´s pour A repre´sentent respectivement les re´gions de´finies par 0 ≤ r < a,
a ≤ r ≤ b et r > b (figure 4.7). Ainsi, sachant que la densite´ de flux magne´tique ~B est relie´e
a` ~A selon l’expression ~B = ~∇× ~A, nous trouvons :
~B(~r) =
1
r
∂A
∂φ
rˆ − ∂A
∂r
φˆ. (4.31)
En ce qui concerne les constantes, elles sont de´termine´es a` partir des conditions aux frontie`res
suivantes : (i) le potentiel vecteur ~A ainsi que (ii) la composante tangentielle du champ
magne´tique total ~H doivent eˆtre continus a` l’interface de deux re´gions (Feynman et al., 1979).
En d’autres termes, selon la de´finition de µ et les e´quations (2.7) et (2.8), nous obtenons :
A1 = A2 et
1
µ0
∂A1
∂r
=
1
µ
∂A2
∂r
lorsque r = a, (4.32)
A2 = A3 et
1
µ
∂A2
∂r
=
1
µ0
∂A3
∂r
lorsque r = b. (4.33)
Ainsi, ces quatre conditions nous permettent d’obtenir les constantes ne´cessaires, c.-a`-d. :
d˜2n+1 =
4
µr
[(
1
µr
+ 1
)2
−
(
1
µr
− 1
)2 ( a
b
)4n+2]−1
, (4.34)
a˜2n+1 =
µr
4
(
1
µ2r
− 1
)[( c
b
)4n+2
−
( c
a
)4n+2 ]
d˜2n+1, (4.35)
b˜2n+1 = 2
(
1
µr
− 1
)[(
1
µr
+ 1
)2(
b
c
)4n+2
−
(
1
µr
− 1
)2 ( a
c
)4n+2]−1
, (4.36)
c˜2n+1 = 2
(
1
µr
+ 1
)[(
1
µr
+ 1
)2
−
(
1
µr
− 1
)2 ( a
b
)4n+2]−1
. (4.37)
Veuillez noter que les expressions (4.35) et (4.36) diffe`rent de celles reporte´es par Durand
(Durand, 1968) en raison d’une erreur typographique de l’auteur. De plus, nous avons utilise´
dans le cadre de nos calculs 200 termes pour les se´ries infinies donne´es par les e´quations
(4.28)-(4.30) puisqu’une convergence suffisante est observe´e dans ce cas. En effet, en utilisant
une grille de points, une configuration ge´ome´trique ainsi qu’une susceptibilite´ magne´tique χm
identiques a` celles utilise´es pour obtenir la figure 4.5, la distribution des lignes de champ pour
~H a e´te´ e´value´e pour une valeur arbitraire de courant I = 1 A (figure 4.8) ; cependant, selon
les e´quations (2.104) et (4.26) ainsi que la forme de la solution analytique pour ~H, la valeur
attribue´e a` I n’influence pas l’allure de cette distribution ni les valeurs de ε%. Or, comme
c’e´tait le cas pour le syste`me conside´re´ a` la section pre´ce´dente, la me´thode du VIEM me`ne
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a` une distribution nume´rique qui concorde tre`s bien avec celle pre´dite par la the´orie mais
semble concentrer les lignes de champ moins efficacement.
Figure 4.8 Lignes de champ pour ~H associe´es au syste`me magne´tostatique #2.
De plus, dans la re´gion a ≤ r ≤ b, nous trouvons une erreur relative moyenne de 0.085 %, un
e´cart type de 0.086 % et une valeur maximale de 0.38 %. En outre, dans ce cas, nous obtenons
pour la re´gion 0 ≤ r < a une erreur relative moyenne de 1.3 %, un e´cart type de 0.26 %
et une valeur maximale de 3.9 % (pre`s de l’interface). Pour ce qui est de la re´gion r > b,
nous trouvons une erreur relative moyenne de 1.9 %, un e´cart type de 0.75 % et une valeur
maximale de 6.3 % (pre`s de l’interface). Conse´quemment, meˆme avec la pre´sence d’e´le´ments
de courant, nous concluons que le VIEM offre de bons re´sultats.
A` ce stade-ci, il ne reste plus qu’a` effectuer une analyse identique a` celle qui a mene´e aux
figures 4.6, B.1 et B.2, c.-a`-d., de de´terminer nume´riquement la configuration pour Nr et Nφ
qui donne la plus faible valeur de l’erreur relative maximale εmax% . Ainsi, en utilisant la meˆme
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grille de points que celle utilise´e pour le syste`me magne´tostatique #1 (section 4.3.1), nous
avons pu de´terminer les configurations nume´riques optimales pre´sente´es a` la figure 4.9.
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Figure 4.9 Erreur relative maximale pour un syste`me tel queN = 500, a = 0.1 m et b = 0.2 m :
(a) re´gion 0 ≤ r < a avec un minimum a` Nr = 12 et εmax% = 0.46 % ; (b) re´gion r > b avec
un minimum a` Nr = 8 et ε
max
% = 2.2 %. Veuillez noter que Nφ s’ajuste selon la valeur de Nr
d’apre`s l’e´quation (4.25).
Premie`rement, dans la re´gion 0 ≤ r < a, nous trouvons un minimum a` Nr = 12, notamment,
la dernie`re valeur simule´e pour le nombre d’e´le´ments radiaux (figure 4.9a). Conse´quemment,
nous concluons que le vrai minimum doit se trouver a` une valeur de Nr ≥ 12. Ainsi, meˆme
si cette valeur optimale est relativement e´loigne´e de celle estime´e par l’e´quation (4.27), soit
N∗r ≈ 9, cette dernie`re se retrouve dans une portion de la courbe qui d’une part se comporte
de fac¸on monotone avec une faible pente et d’autre part me`ne a` une bonne erreur relative
(0.75 %). Deuxie`mement, dans la re´gion 0 ≤ r < a, nous trouvons un minimum a` Nr = 8 de
sorte que nous de´duisons que le sche´ma de discre´tisation offre une configuration ge´ome´trique
ade´quate dans ce cas. En effet, nous avons aussi conside´re´ deux autres configurations, les
re´sultats issus de cette analyse sont reporte´s aux figures C.1 et C.2 situe´es a` l’annexe C.
Or, tel que pre´vu, les points optimaux obtenus a` partir du VIEM s’e´cartent le´ge`rement
de ceux donne´s par l’e´quation (4.27). Toutefois, dans tous les cas, nous de´duisons que le
sche´ma de discre´tisation me`ne a` des re´sultats valables. Maintenant que les deux syste`mes
magne´tostatiques 2D ont e´te´ e´tudie´s et valide´s, portons notre attention sur la section d’essais
de type CANDU de´crite dans le chapitre 1.
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4.4 Section d’essais de type CANDU
E´tant donne´ que le formalisme du VIEM a e´te´ valide´ et qu’un sche´ma de discre´tisation
fiable a e´te´ e´labore´, nous sommes actuellement en mesure de de´terminer, entre autres, la
distribution du champ magne´tique total ~H a` travers la section d’essais de type CANDU
(figure 1.1). Ceci e´tant dit, nous allons de´buter cette section en donnant les de´tails concernant
la discre´tisation du milieu magne´tique et par la suite employer le VIEM afin d’obtenir les
quantite´s de´sire´es.
4.4.1 Discre´tisation de la section d’essais
Rappelons-nous qu’a` la section 4.3.1, nous avions aborde´ diffe´rentes fac¸ons de discre´tiser
un domaine magne´tique 3D. Plus pre´cise´ment, nous avons vu que Morandi et al. (Morandi
et al., 2010) utilisent des domaines te´trae´driques tandis que Newman et al. (Newman et al.,
1972) ainsi que Turner (Turner, 1973) se servent plutoˆt de prismes triangulaires. Toutefois,
afin de rester conforme avec la discre´tisation 2D que nous avons applique´e a` une ge´ome´trie
annulaire (figure 4.4), nous allons conside´rer dans le cadre du calcul 3D des e´le´ments ayant
la forme de prismes trape´zo¨ıdaux isoce`les comme ceux illustre´s a` la figure 4.10.
Figure 4.10 Discre´tisation en forme de prismes trape´zo¨ıdaux isoce`les pour un cylindre creux
ayant une hauteur H, un rayon interne a et un rayon externe b. Dans cet exemple, des valeurs
de Nr = 2, Nφ = 16 et Nz = 3 sont utilise´es.
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En effet, cette forme de discre´tisation permet de modeler un cylindre creux de hauteur H,
rayon interne a et rayon externe b tout en minimisant le nombre d’inte´grales de surface a`
e´valuer lors du calcul de N¯ (section 3.2.2). Veuillez noter que la fonction Matlab ghcylin-
der.m (annexe J) permet de ge´ne´rer ce type de ge´ome´trie. De plus, nous allons choisir des
points inte´rieurs situe´s au centre de chaque e´le´ment, c.-a`-d. a` la position moyenne des huit
sommets constituant chaque prisme. Pour ce qui est de la section d’essais de type CANDU,
la re´gion magne´tique peut eˆtre de´compose´e en deux types de domaines cylindriques : (i)
une couche centrale ouverte qui comprend les deux prises de pression et (ii) deux couches
adjacentes ferme´es qui composent le restant du canal qui contient la grappe de combustible
simule´e 4. Conse´quemment, puisque nous nous servons dans ce cas de prismes trape´zo¨ıdaux, il
est e´vident que nous ne sommes pas en mesure de former pour la couche centrale des prises de
pression conformes a` la re´alite´, notamment, des orifices parfaitement cylindriques. En effet,
afin d’obtenir des dimensions qui correspondent a` celles pre´sente´es a` la figure 1.1, la porte´e
angulaire de chaque prise sera choisie de sorte que le diame`tre prescrit est satisfait a` la paroi
exte´rieure de la section d’essais. En outre, il est possible de de´finir le pas selon z, ∆z, a` partir
de la relation suivante :
∆z =
H
Nz
, (4.38)
avec Nz le nombre d’e´le´ments le long de l’axe des z. Or, comme c’e´tait le cas en 2D, nous
pouvons de´finir un nombre M pour les e´le´ments 3D de notre syste`me donne´ par :
M = NrNφNz = NzN, (4.39)
ou` nous avons employe´ l’expression (4.25). Ainsi, tel que discute´ a` la section 4.3.1, le sche´ma de
discre´tisation associe´ au cas 3D requiert que tous les pas de discre´tisation soient e´quivalents,
c.-a`-d. ∆z = ∆r = r∆φ. Donc, en combinant les expressions (4.23), (4.27), (4.38) et (4.39),
le nombre optimal d’e´le´ments selon z, N∗z , s’e´crit comme suit :
N∗z (r) =
[
MH2
(b− a) rΘ
] 1
3
, (4.40)
avec Θ la porte´e angulaire du cylindre qui, comme mentionne´ plus toˆt, diffe`re de 2pi pour
la couche centrale ; veuillez noter qu’il faut aussi poser 2pi → Θ dans l’expression (4.27). En
effet, pour des points d’e´valuation situe´s a` l’inte´rieur du cylindre creux (0 ≤ r < a), nous
4. Il faut noter qu’afin d’alle´ger le calcul, nous allons simuler une seule grappe d’environ 50 cm de longueur
(figure 1.1). Ceci demeure physiquement acceptable sous l’approximation que les grappes voisines influencent
tre`s peu la distribution du champ magne´tique pre`s d’une prise de pression.
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devons poser r = a tandis que pour des points exte´rieurs (r > b), nous devons utiliser un
rayon de r = b. Dans la prochaine section, nous allons appliquer la me´thode du VIEM a`
la section d’essais afin d’obtenir divers re´sultats pertinents a` la compre´hension globale des
phe´nome`nes magne´tostatiques en jeu.
4.4.2 Simulation de la section d’essais
A` la section 1.1, nous avons e´tabli trois objectifs de recherche qui consistent a` e´laborer
un formalisme magne´tostatique 3D, de l’optimiser et de l’imple´menter nume´riquement dans
un code Matlab. En particulier, il devient inte´ressant et important de mettre a` l’e´preuve la
me´thodologie de´veloppe´e dans ce me´moire afin de cerner l’influence des prises de pression sur
la distribution du champ magne´tique a` l’inte´rieur de la section d’essais de type CANDU. Pour
de´buter, conside´rons une coupe transversale du canal contenant les grappes de combustible
simule´es aligne´e selon le centre des prises de pression (figure 4.11).
Figure 4.11 Coupe transversale de la section d’essais pour un assemblage de 28 crayons.
Ici, nous avons un syste`me constitue´ d’un assemblage de 28 crayons, qui simulent le com-
bustible nucle´aire, espace´s par des patins d’e´cartement et traverse´s par un courant e´lectrique
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total de 42 kA ainsi que des perforations dans la couche de ce´ramique afin que les capteurs de
pression puissent eˆtre relie´s a` la portion inte´rieure du canal 5 (voir Teyssedou et Oleknovitch,
2007, pour plus de de´tails sur la structure de la section d’essais). De plus, dans ce cas, les
prises de pressions ont e´te´ coupe´es en angle afin qu’elles s’adaptent a` la discre´tisation que
nous avons discute´e a` la section pre´ce´dente. En outre, e´tant donne´ les dimensions du canal
(figure 1.1) et la valeur du courant e´lectrique attribue´e a` chaque crayon (1.5 kA), l’expression
(2.104) nous me`ne a` un module du champ magne´tique libre, ‖ ~Hf‖, compris entre 79 kA/m et
108 kA/m dans la couche en acier. A` la lumie`re de ces valeurs, il est important de mention-
ner que pour des champs applique´s relativement intenses, le milieu magne´tique entre dans un
re´gime non-line´aire, c.-a`-d., la relation constitutive donne´e par l’e´quation (2.8) s’e´crit comme
suit pour un mate´riau isotrope :
~M(~r) = χm(~r, ‖ ~H(~r)‖) ~H(~r). (4.41)
En d’autres termes, la susceptibilite´ magne´tique χm de´pend maintenant de la valeur locale du
champ magne´tique total. En effet, tel que discute´ par Cubberly et al. (Cubberly et al., 1980),
lorsque ‖ ~H‖ → ∞ nous avons χm → 0 et le module de l’aimantation atteint une valeur de
saturation ‖ ~Msat‖. Or, la me´thode de re´solution de´crite a` la section 4.1 devient inutilisable
sous sa forme pre´sente e´tant donne´ que ~H est la variable inconnue. Pour reme´dier a` ce pro-
ble`me, il s’agit de fournir une courbe expe´rimentale de χm en fonction de ‖ ~H‖ et appliquer un
processus ite´ratif pour le VIEM (Newman et al., 1972). Toutefois, comme cette de´marche sort
du cadre de notre travail, il vaut la peine de noter que l’acier 410 a une valeur de ‖ ~Msat‖ qui
correspond a` 101 kA/m (Cubberly et al., 1980) et par conse´quent, elle est tre`s pre`s des valeurs
de ‖ ~Hf‖ mentionne´es plus haut. Ainsi, sous l’approximation que ‖ ~H‖ ≈ ‖ ~Hf‖ dans le mi-
lieu magne´tique (ce qui est valide lorsque le mate´riau est hautement sature´), nous de´duisons
qu’une valeur de χm = 1 devrait nous mener dans notre cas a` des valeurs de ~M physique-
ment cohe´rentes, c.-a`-d. ayant des modules vectoriels du meˆme ordre de grandeur que ‖ ~Msat‖.
A` ce stade-ci, tous les parame`tres physiques et ge´ome´triques ne´cessaires a` l’utilisation du
VIEM ont e´te´ de´finis. D’abord, nous avons compare´ les re´sultats 2D (c.-a`-d. invariant par
translation) avec ceux obtenus par un calcul 3D. E´tant donne´ que la longueur de la grappe est
approximativement cinq fois son diame`tre externe, les deux calculs doivent eˆtre tre`s similaires.
A` cet effet, a` partir de la figure D.1 pre´sente´e a` l’annexe D, nous observons en ge´ne´ral que
l’e´cart entre ces deux types de calculs est presque ne´gligeable lorsque nous nous rapprochons
de la pe´riphe´rie de la grappe. Cette comparaison valide encore une fois la robustesse de
5. Toutefois, il faut noter que la structure en ce´ramique n’influence pas le calcul du champ puisqu’elle
n’est pas compose´e d’un mate´riau magne´tique (χm ≈ 0).
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la me´thode propose´e dans ce me´moire pour le traitement des proble`mes 3D. Cependant, il
faut mentionner que la me´thode 2D ne peut pas eˆtre utilise´e, rigoureusement, pour calculer
la distribution du champ produit par les discontinuite´s associe´es aux prises de pression.
Ainsi, en ce qui a trait aux discre´tisations 3D du syste`me, nous avons conside´re´ une valeur
de M = 1500 et les calculs (3D) ont e´te´ re´pe´te´s en absence et pre´sence des discontinuite´s
magne´tiques (c.-a`-d. sans et avec les prises de pression). De cette manie`re, a` partir du sche´ma
de discre´tisation de´crit par les expressions (4.27) et (4.40) pour une valeur de r = a, nous
trouvons dans l’acier une valeur maximale pour le module de l’aimantation de 101 kA/m
sans les prises et de 107 kA/m avec les prises ; ces re´sultats se rapprochent beaucoup de la
valeur de ‖ ~Msat‖ donne´e plus toˆt et conse´quemment justifient la valeur utilise´e pour χm. En
effet, afin de mieux comprendre l’influence des prises de pression, conside´rons maintenant
deux distributions pour la densite´ de flux magne´tique a` l’inte´rieur du canal. En utilisant une
grille de point comportant 1000 e´le´ments, nous avons pu e´valuer la distribution angulaire de
‖ ~B‖ le long de la face interne de la couche en ce´ramique (figure 4.12).
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Figure 4.12 Distribution angulaire de ‖ ~B‖ le long de la face interne de la couche en ce´ramique.
La courbe en pointille´ repre´sente les solutions obtenues sans les prises de pression et la ligne
pleine donne les re´sultats trouve´s avec les prises de pression. De plus, les angles de 0◦ (360◦)
et 180◦ sont vis-a`-vis le centre de chaque prise.
Nous observons dans les deux cas (sans et avec les prises de pression) qu’il n’y a aucune
asyme´trie dans le champ et qu’il y a des oscillations ayant des maximums locaux centre´s
avec chaque crayon externe de la grappe simule´e (soit 16 au total conforme´ment a` la figure
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4.11). En outre, nous voyons clairement a` partir de la figure 4.12 que les prises de pression
influencent l’intensite´ du champ et me`nent a` une valeur maximale du module de 175 mT
versus 165 mT lorsqu’il n’y a pas de prise. Toutefois, dans tous les cas, les valeurs moyennes
sont tre`s similaires, soient 161.4 mT sans les prises et 161.5 mT avec les prises. Les variations
relativement importantes observe´es en pre´sence des prises de pression sont provoque´es par
les fuites magne´tiques. En effet, l’absence de mate´riel magne´tique dans ces re´gions du canal
de la section d’essais (figure 1.1) provoque un accroissement non ne´gligeable de la re´luctance
magne´tique. Par conse´quent, aux alentours des trous, les lignes de champ s’e´cartent autant
vers l’inte´rieur que l’exte´rieur du canal. Il est clair que cette distorsion locale se traduit par les
variations observe´es a` la figure 4.12 et permet d’expliquer le rapprochement des pics observe´s
autour de 180◦ en pre´sence des prises de pression. E´tant donne´ la condition stationnaire du
proble`me, c.-a`-d. des courants e´lectriques constants et uniforme´ment distribue´s a` travers les
28 crayons (figure 4.11), la distribution du champ dans le restant du canal diminue le´ge`re-
ment. Il est important de souligner que cette condition de syme´trie est seulement valable dans
le cas ou` tous les mate´riaux, place´s de part et d’autre dans les prises de pression, ainsi que
leur ge´ome´trie sont identiques. Donc, il est clair que l’emploi d’un mate´riau diffe´rent dans
une des deux connexions me´caniques utilise´es pour la mesure de pression peut affecter la
syme´trie du champ. Dans une telle condition, les distributions locales du champ magne´tique
peuvent se traduire par des efforts non syme´triques sur la grappe. Cependant, les effets de
cette asyme´trie sur le transfert thermique tel qu’observe´ expe´rimentalement (Teyssedou et
Oleknovitch, 2007) ne peuvent pas eˆtre explique´s uniquement par le phe´nome`ne magne´tique
pre´sente´ dans ce me´moire.
En utilisant une grille de points comportant 500 e´le´ments, nous avons pu e´valuer la distri-
bution radiale de ‖ ~B‖ le long de l’axe central des prises (figure 4.13). Ainsi, nous notons
d’abord selon la figure 4.13 qu’il y a encore une fois aucun bris de syme´trie et que le module
du champ a` l’exte´rieur du canal en acier 410 est syste´matiquement toujours plus intense sans
prise qu’avec prises. Cependant, nous trouvons un maximum de 173 mT en pre´sence de prises
pre`s de la couche en ce´ramique et 267 mT a` l’inte´rieur de l’acier (sans prise). De plus, l’e´cart
entre les deux courbes de la figure 4.13 diminue au fur et a` mesure que nous nous rapprochons
du centre du canal et un e´cart de 11.6 mT est observe´ a` la surface exte´rieure de la grappe
(voir la ligne verticale pre´sente´e a` la figure 4.13). Ces re´sultats confirment que la pre´sence
ou absence de prises de pression influence peu l’intensite´ de la distribution du champ qui
peut affecter le transfert thermique autour de la grappe de simulation. Par ailleurs, il est
inte´ressant de noter qu’il y a quatre changements abrupts de la pente situe´s a` des distances
approximatives de ±15 mm, ±20 mm, ±30 mm et ±35 mm qui sont tous engendre´s par la
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proximite´ des crayons de simulation.
-90 -80 -70 -60 -50 -40 -30 -20 -10 0 10 20 30 40 50 60 70 80 90
Distance relative (mm)
0
25
50
75
100
125
150
175
200
225
250
275
300
M
od
ul
e 
de
 la
 d
en
sit
é 
de
 fl
ux
 m
ag
né
tiq
ue
 (m
T)
Grappe
A 410 A 410
Figure 4.13 Distribution radiale de ‖ ~B‖ le long de l’axe central des prises de pression. La
courbe en pointille´ repre´sente les solutions obtenues sans les prises de pression et la ligne
pleine donne les re´sultats trouve´s avec les prises de pression. De plus, les distances relatives
sont donne´es par rapport au centre de la section d’essais et les deux lignes verticales (situe´es
a` ±50 cm) repre´sentent la surface exte´rieure de la grappe.
Ceci e´tant dit, nous de´duisons que les prises de pression ne provoquent pas d’asyme´trie dans
la distribution du champ magne´tique ~H a` l’inte´rieur de la section d’essais de type CANDU et
que, seulement a` des distance surpassant l’interface interne de la couche en ce´ramique, elles
influencent de fac¸on non ne´gligeable l’intensite´ du champ. De fac¸on plus ge´ne´rale, les re´sulats
obtenus au cours de ce me´moire avec l’approche novatrice 3D nous me`nent a` conclure que
la me´thodologie de´veloppe´e est cohe´rente d’un point de vue mathe´matique et permet bel et
bien la re´solution fiable des e´quations de Maxwell statiques. L’emploi de cette me´thodolo-
gie confirme que la distribution du champ, quoique tre`s intense, n’introduit pas des effets
asyme´triques pouvant influencer les donne´es expe´rimentales.
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CHAPITRE 5 CONCLUSION
5.1 Synthe`se des travaux
Ce travail de maˆıtrise a pre´sente´ une nouvelle me´thode de calcul 3D pour e´valuer la dis-
tribution spatiale des champs magne´tostatiques. Plus particulie`rement, cette approche rend
possible l’application de la me´thode nume´rique du VIEM a` des ge´ome´tries tout a` fait ge´ne´rales
puisqu’elle est base´e sur des e´le´ments de discre´tisation polye´driques. En outre, la me´thodolo-
gie a e´te´ conc¸ue spe´cifiquement pour l’analyse d’une section d’essais de type CANDU (de´crite
au chapitre 1 et a` la section 4.4.2), et elle a permis de calculer, entre autres, les effets des
prises destine´es aux mesures de pression. De plus, une se´rie de codes Matlab a e´te´ de´veloppe´e
et inse´re´e en annexe afin de rendre la me´thode facile d’acce`s et simple a` imple´menter pour
tous travaux futurs. L’e´laboration de cette me´thode a requis plusieurs e´tapes importantes
que nous allons maintenant brie`vement re´capituler.
Premie`rement, au chapitre 2, les solutions inte´grales 2D et 3D de plusieurs champs magne´-
tostatiques ont e´te´ donne´es en de´tail, c.-a`-d. en partant des e´quations de Maxwell et allant
jusqu’a` l’application de la me´thode de la fonction de Green pour des conditions frontie`res
approprie´es. Parmi ces solutions, nous avons mis l’accent sur le tenseur de de´saimantation
N¯ , une quantite´ physique commune´ment rencontre´e en physique du solide et a` la base de la
me´thode de re´solution nume´rique propose´e. Toutefois, comme nous l’avons vu au chapitre 3,
un calcul approprie´ de N¯ requiert une analyse supple´mentaire lorsque le point d’e´valuation
appartient au domaine d’inte´gration. Nous avons donc effectue´ une preuve mathe´matique
novatrice qui nous a permis de prescrire une fac¸on d’e´valuer ade´quatement le tenseur. En
effet, nous avons e´labore´ une me´thode de calcul matricielle non pre´sente´e dans la litte´rature
qui a permis d’e´valuer N¯ a` partir d’une ge´ome´trie polye´drique, un proble`me qui n’a pas e´te´
re´solu depuis l’e´mergence du VIEM au de´but des anne´es 70.
Deuxie`mement, au chapitre 4, nous avons de´crit en de´tail le formalisme associe´ au VIEM
en faisant appel a` l’e´quation de Clausius-Mossoti et a` trois crite`res physiques ne´cessaires a`
la de´finition du tenseur de de´saimantation. Par la suite, nous nous sommes base´s sur ces
crite`res afin d’e´laborer un sche´ma de discre´tisation pour le VIEM parfaitement adapte´ a` la
ge´ome´trie cylindrique de la section d’essais. En effet, cette analyse nous a mene´ a` conclure
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qu’une discre´tisation optimale du syste`me doit eˆtre choisie de sorte a` restreindre les e´le´ments
a` des domaines carre´s (en 2D) et cubiques (en 3D). Aussi, nous avons propose´ une fac¸on de
valider la nouvelle me´thode de calcul base´e sur les solutions du tenseur N¯ pour un ellipso¨ıde
ge´ne´ral, un sujet qui prend ses racines de`s le de´but du 19e sie`cle par le mathe´maticien Diri-
chlet. Conse´quemment, ceci nous a mene´ a` une nouvelle fac¸on de de´terminer les coefficients
du tenseur de de´saimantation pour un ellipso¨ıde sans avoir a` effectuer d’approximation ni
d’inte´gration nume´rique (c.-a`-d. l’emploi des inte´grales elliptiques).
Finalement, a` la fin du chapitre 4, nous avons applique´ toutes les notions the´oriques de´velop-
pe´es au cours du me´moire afin de simuler une portion de la section d’essais. De cette manie`re,
quelques distributions pour le module du champ magne´tique ont e´te´ analyse´es afin de cerner
de fac¸on pre´liminaire l’influence des prises de pression sur la grappe et par conse´quent sur
les mesures (pression, tempe´rature, etc.). A` partir de cette analyse, nous avons pu constater
d’une part qu’il n’y a aucune assyme´trie dans le champ et d’autre part qu’il y a un effet
discernable duˆ a` la pre´sence des prises. Cependant, celui-ci est ne´gligeable au niveau de la
grappe de combustible simule´e.
5.2 Limitations du mode`le propose´
Quoique la me´thode de calcul de´veloppe´e dans ce me´moire s’appreˆte a` toute forme de
ge´ome´trie, il existe certains aspects the´oriques du mode`le qui limitent les applications envisa-
geables. Tout d’abord, tel que discute´ brie`vement a` la section 4.4.2, en pre´sence d’un champ
magne´tique relativement intense, le milieu se comporte de manie`re non line´aire. En effet, cela
signifie physiquement que la susceptibilite´ magne´tique varie en fonction du champ applique´
et de la re´ponse du mate´riel lui-meˆme. Or, meˆme si nous avons contourne´ ce proble`me en
utilisant des suppositions bien justifie´es, notre mode`le n’est pas bien adapte´ a` ce genre de
situation. De plus, afin de modeler les crayons de simulation pre´sents dans la section d’essais
de type CANDU, nous avons applique´ la loi de Biot-Savard 2D donne´e par l’e´quation (2.104)
pour des e´le´ments de courant infinite´simaux, c.-a`-d pour des domaines ayant des dimensions
ne´gligeables par rapport au syste`me e´tudie´. E´tant donne´ que les courants e´lectriques sont
applique´s dans les parois minces des crayons (voir la figure 4.11), l’emploi d’e´le´ments ayant
des largeurs infinite´simales constitue une approximation. Pour ame´liorer la me´thode, nous
devrions inclure dans le calcul la discre´tisation fine de la paroi de chaque crayon. Conse´-
quemment, une approche plus rigoureuse serait de re´soudre la forme inte´grale repre´sente´e
par l’expression (2.96) pour une densite´ de courant ~Jf approprie´e ; cette voie semble possible
selon le travail effectue´ par Beth (Beth, 1966) pour le traitement 2D de ce type de proble`me.
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5.3 Ame´liorations futures
A` la lumie`re de tout ce qui a e´te´ realise´ au cours de ce travail de maˆıtrise, nous pouvons
a` ce stade-ci sugge´rer quelques ame´liorations constructives a` apporter a` la me´thode propo-
se´e. En ce qui a trait a` la discussion effectue´e a` la section 4.4.2 concernant les milieux non
line´aires, un mode`le plus approprie´ du VIEM devrait imple´menter une courbe expe´rimentale
ou analytique de χm en fonction de ‖ ~H‖ dans le but d’appliquer une me´thode ite´rative de´-
crite en de´tail par Newman et al. (Newman et al., 1972) ainsi que par Turner (Turner, 1973).
Toutefois, une telle approche ne´cessite d’une part des donne´es expe´rimentales sur le mate´riau
conside´re´ et d’autre part une analyse de convergence ade´quate. Par ailleurs, tel qu’aborde´
en profondeur par Landry-Lavoie (Landry-Lavoie, 2013), la section d’essais de type CANDU
comporte aussi des supports externes en acier au carbone, un aspect que nous avons omis
dans le cadre de ce me´moire. En effet, afin d’obtenir une repre´sentation plus fide`le du syste`me,
cette structure devrait eˆtre imple´mente´e a` partir d’une nouvelle fonction Matlab conc¸ue pour
ge´ne´rer des rectangles (en 2D) et des prismes rectangulaires (en 3D) repre´sentatifs de ces
supports. Finalement, tel que de´ja` mentionne´, meˆme si les crayons ne sont pas ferromagne´-
tiques, une discre´tisation fine des e´le´ments de courant le long de leurs surfaces est fortement
souhaitable.
Meˆme s’il ne s’agit pas d’un me´moire par article, nous devons mentionner que la premie`re
partie de ce travail (section 3.1) a e´te´ l’objet d’une publication dans la revue scientifique
“European Journal of Physics”. A` ce moment-ci, un deuxie`me papier sur le calcul 3D du
tenseur N¯ est en re´daction et sera bientoˆt le sujet d’une deuxie`me publication.
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ANNEXE A
Erreurs relatives
D’abord, dans le cadre de la section 4.2, les erreurs relatives  (donne´es en %) des calculs
effectue´s nume´riquement par rapport aux valeurs de re´fe´rence donne´es par Osborn (Osborn,
1945) sont de´finies comme suit :
 =
| valeur approximative− valeur de re´fe´rence |
| valeur de re´fe´rence | × 100. (A.1)
De cette manie`re, le calcul matriciel 2D nous me`ne aux tableaux suivants :
Tableau A.1 Erreurs relatives (en %) pour la me´thode matricielle 2D (n = 50). Les erreurs
relatives xx et yy sont respectivement associe´es a` Nxx et Nyy.
b/a xx yy
1.0 0.00 0.00
0.9 0.03 0.03
0.8 0.07 0.05
0.7 0.12 0.08
0.6 0.19 0.11
0.5 0.30 0.15
Tableau A.2 Erreurs relatives (en %) pour la me´thode matricielle 2D (n = 100). Les erreurs
relatives xx et yy sont respectivement associe´es a` Nxx et Nyy.
b/a xx yy
1.0 0.00 0.00
0.9 0.01 0.01
0.8 0.02 0.01
0.7 0.03 0.02
0.6 0.05 0.03
0.5 0.08 0.04
Finalement, le calcul matriciel 3D nous me`ne aux tableaux suivants :
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Tableau A.3 Erreurs relatives (en %) pour la me´thode matricielle 3D (c/a = 0.5 et n = 50).
Les erreurs relatives xx, yy et zz sont respectivement associe´es a` Nxx, Nyy et Nzz.
b/a xx yy zz
1.00000 0.08 0.08 0.07
0.98863 0.04 0.12 0.07
0.95513 0.09 0.07 0.07
0.90139 0.11 0.05 0.07
0.83073 0.15 0.01 0.07
0.74825 0.20 0.01 0.08
0.66144 0.29 0.05 0.09
0.58115 0.32 0.04 0.10
0.52213 0.44 0.06 0.13
0.50000 0.48 0.09 0.11
Tableau A.4 Erreurs relatives (en %) pour la me´thode matricielle 3D (c/a = 0.5 et n = 100).
Les erreurs relatives xx, yy et zz sont respectivement associe´es a` Nxx, Nyy et Nzz.
b/a xx yy zz
1.00000 0.02 0.02 0.02
0.98863 0.03 0.06 0.02
0.95513 0.02 0.03 0.02
0.90139 0.02 0.02 0.02
0.83073 0.04 0.00 0.02
0.74825 0.05 0.00 0.02
0.66144 0.09 0.02 0.02
0.58115 0.06 0.01 0.03
0.52213 0.11 0.00 0.05
0.50000 0.12 0.02 0.03
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ANNEXE B
Graphiques : induction uniforme et cylindre creux
De la meˆme fac¸on qui nous a mene´ a` la figure 4.6, nous avons de´termine´ nume´riquement
les configurations optimales pour Nr et Nφ, et ce, a` partir de deux syste`mes avec des valeurs
de N ou b/a diffe´rentes de celles employe´es a` la section 4.3.1. Premie`rement, en faisant varier
le ratio b/a, nous obtenons le graphique suivant :
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Figure B.1 Erreur relative maximale pour un syste`me tel que N = 500, a = 0.1 m et
b = 0.15 m : (a) re´gion 0 ≤ r < a avec un minimum a` Nr = 7 et εmax% = 0.54 % ; (b) re´gion
r > b avec un minimum a` Nr = 6 et ε
max
% = 0.42 %. Veuillez noter que Nφ s’ajuste selon la
valeur de Nr d’apre`s l’e´quation (4.25).
Deuxie`mement, en faisant varier le nombre N , nous obtenons le graphique suivant :
79
6 7 8 9 10 11 12 13 14 15 16 17
Nombre d'éléments radiaux
(a)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
Er
re
ur
 re
la
tiv
e 
m
ax
im
al
e 
(%
)
6 7 8 9 10 11 12 13 14 15 16 17
Nombre d'éléments radiaux
(b)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
Er
re
ur
 re
la
tiv
e 
m
ax
im
al
e 
(%
)
Figure B.2 Erreur relative maximale pour un syste`me tel que N = 1000, a = 0.1 m et
b = 0.2 m : (a) re´gion 0 ≤ r < a avec un minimum a` Nr = 13 et εmax% = 0.33 % ; (b) re´gion
r > b avec un minimum a` Nr = 10 et ε
max
% = 0.22 %. Veuillez noter que Nφ s’ajuste selon la
valeur de Nr d’apre`s l’e´quation (4.25).
...
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ANNEXE C
Graphiques : blindage magne´tique d’une ligne bifilaire
De la meˆme fac¸on qui nous a mene´ a` la figure 4.9, nous avons de´termine´ nume´riquement
les configurations optimales pour Nr et Nφ, et ce, a` partir de deux syste`mes avec des valeurs
de N ou b/a diffe´rentes de celles employe´es a` la section 4.3.2. Premie`rement, en faisant varier
le ratio b/a, nous obtenons le graphique suivant :
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Figure C.1 Erreur relative maximale pour un syste`me tel que N = 500, a = 0.1 m et
b = 0.15 m : (a) re´gion 0 ≤ r < a avec un minimum a` Nr = 11 et εmax% = 0.34 % ; (b) re´gion
r > b avec un minimum a` Nr = 6 et ε
max
% = 1.3 %. Veuillez noter que Nφ s’ajuste selon la
valeur de Nr d’apre`s l’e´quation (4.25).
Deuxie`mement, en faisant varier le nombre N , nous obtenons le graphique suivant :
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Figure C.2 Erreur relative maximale pour un syste`me tel que N = 1000, a = 0.1 m et
b = 0.2 m : (a) re´gion 0 ≤ r < a avec un minimum a` Nr = 16 et εmax% = 0.27 % ; (b) re´gion
r > b avec un minimum a` Nr = 11 et ε
max
% = 1.1 %. Veuillez noter que Nφ s’ajuste selon la
valeur de Nr d’apre`s l’e´quation (4.25).
...
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ANNEXE D
Graphiques : comparaison entre les approches 2D et 3D
Dans le cadre de la section 4.4.2, les erreurs relatives  (donne´es en %) pour le module
‖ ~H‖ associe´es aux calculs effectue´s en 3D sans les prises de pression par rapport aux valeurs
obtenues en 2D (approche invariant par translation) sont de´finies comme suit :
 =
| ‖ ~H‖3D − ‖ ~H‖2D |
‖ ~H‖2D
× 100. (D.1)
Ainsi, en utilisant respectivement pour les cas 2D et 3D des valeurs de N = 1500 et M = 1500
pour la discre´tisation du canal, nous obtenons le graphique suivant :
0 45 90 135 180 225 270 315 360
Angle (degrés)
0
1
2
3
4
Er
re
ur
 re
la
tiv
e 
(%
)
×10-3
Figure D.1 Erreur relative le long de l’interface interne de la couche en ce´ramique pour un
syste`me 2D tel que N = 1500 et un syste`me 3D (sans prise de pression) tel que M = 1500.
Veuillez noter que dans les deux cas nous utilisons une grille de points ayant 1000 e´le´ments
angulaires et que la discre´tisation du canal est effectue´e selon le sche´ma de discre´tisation
de´crit par les expressions (4.27) et (4.40).
En effet, nous constatons que la diffe´rence maximale entre les modules vectoriels ne surpasse
pas une erreur relative de 3.5× 10−3 %.
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ANNEXE E
Tenseur de de´saimantation 2D
Code MATLAB : n2d.m
1 function [ N ] = n2d( x, y, nodes )
2 %N2D - Evaluate the 2D demagnetizing tensor.
3 %
4 % N = N2D(X, Y, NODES)
5
6 format long;
7 %% Initialize variables %%
8
9 Nb_elements = numel(nodes);
10 N = nan(2, 2*Nb_elements);
11
12 %% Main algorithm %%
13
14 for i = 1:Nb_elements
15 matrix = [nodes{i}, nodes{i}(:, 1)];
16 Nb_nodes = numel(nodes{i}(1, :));
17 Nxx = nan(1, Nb_nodes);
18 Nxy = nan(1, Nb_nodes);
19 Nyx = nan(1, Nb_nodes);
20 Nyy = nan(1, Nb_nodes);
21 for j = 1:Nb_nodes
22 x1 = matrix(1, j) - x;
23 y1 = matrix(2, j) - y;
24 x2 = matrix(1, j + 1) - x;
25 y2 = matrix(2, j + 1) - y;
26 I = log((x2 + 1i*y2)/(x1 + 1i*y1))/(2*pi);
27 tx = (x2 - x1)/sqrt((x2 - x1)^2 + (y2 - y1)^2);
28 ty = (y2 - y1)/sqrt((x2 - x1)^2 + (y2 - y1)^2);
29 alpha = real(I);
30 if dot([x1 ; y1], [ty ; -tx]) == 0
31 beta = 0;
32 else
33 beta = imag(I);
34 end
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35 Nxx(j) = ty^2*beta + tx*ty*alpha;
36 Nxy(j) = -tx*ty*beta + ty^2*alpha;
37 Nyx(j) = -(tx*ty*beta + tx^2*alpha);
38 Nyy(j) = tx^2*beta - tx*ty*alpha;
39 end
40 tag = 2*i - 1;
41 N(1, tag) = sum(Nxx);
42 N(1, tag + 1) = sum(Nxy);
43 N(2, tag) = sum(Nyx);
44 N(2, tag + 1) = sum(Nyy);
45 end
46 end
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ANNEXE F
Tenseur de de´saimantation 3D
Code MATLAB : n3d.m
1 function [ N ] = n3d( x, y, z, nodes )
2 %N3D - Evaluate the 3D demagnetizing tensor.
3 %
4 % N = N3D(X, Y, Z, NODES)
5
6 format long;
7 %% Initialize variables %%
8
9 Nb_elements = numel(nodes);
10 N = nan(3, 3*Nb_elements);
11
12 %% Main algorithm %%
13
14 for i = 1:Nb_elements
15 Nb_faces = numel(nodes{i});
16 Nxx = nan(1, Nb_faces);
17 Nxy = nan(1, Nb_faces);
18 Nxz = nan(1, Nb_faces);
19 Nyx = nan(1, Nb_faces);
20 Nyy = nan(1, Nb_faces);
21 Nyz = nan(1, Nb_faces);
22 Nzx = nan(1, Nb_faces);
23 Nzy = nan(1, Nb_faces);
24 Nzz = nan(1, Nb_faces);
25 for j = 1:Nb_faces
26 matrix = [nodes{i}{j}(:, 1:(end - 1)), nodes{i}{j}(:, 1)];
27 Nb_nodes = numel(nodes{i}{j}(1, 1:(end - 1)));
28 R0 = nodes{i}{j}(:, 1) - [x ; y ; z];
29 alpha = zeros(Nb_nodes, 3);
30 beta = zeros(1, Nb_nodes);
31 nx = nodes{i}{j}(1, end);
32 ny = nodes{i}{j}(2, end);
33 nz = nodes{i}{j}(3, end);
34 n = [nx ; ny ; nz];
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35 for k = 1:Nb_nodes
36 R1 = matrix(:, k) - [x ; y ; z];
37 R2 = matrix(:, k + 1) - [x ; y ; z];
38 t = (R2 - R1)/sqrt(dot(R2 - R1, R2 - R1));
39 u = sqrt(dot(R1, R1)) + sqrt(dot(R2, R2)) ...
40 - sqrt(dot(R2 - R1, R2 - R1));
41 v = sqrt(dot(R1, R1)) + sqrt(dot(R2, R2)) ...
42 + sqrt(dot(R2 - R1, R2 - R1));
43 alpha(k, :) = -t/(4*pi)*log(v/u);
44 if k == 1 || k == Nb_nodes || dot(R0, n) == 0
45 beta(k) = 0;
46 continue;
47 end
48 a = cross(R0, R1);
49 b = cross(R1, R2);
50 c = cross(R2, R0);
51 Z1 = dot(a, c) - 1i*sqrt(dot(cross(a, c), cross(a, c)));
52 Z2 = dot(b, a) - 1i*sqrt(dot(cross(b, a), cross(b, a)));
53 Z3 = dot(c, b) - 1i*sqrt(dot(cross(c, b), cross(c, b)));
54 beta(k) = (imag(log(Z1*Z2*Z3*exp(-1i*pi))) + pi)/(4*pi);
55 beta(k) = sign(dot(0.5*(R1 + R2) - R0, cross(t, n)))*beta(k);
56 end
57 alpha = sum(alpha);
58 beta = sign(dot(R0, n))*sum(beta);
59 Nxx(j) = nx^2*beta + nx*nz*alpha(2) - nx*ny*alpha(3);
60 Nxy(j) = nx*ny*beta + ny*nz*alpha(2) + (nx^2 + nz^2)*alpha(3);
61 Nxz(j) = nx*nz*beta - (nx^2 + ny^2)*alpha(2) - ny*nz*alpha(3);
62 Nyx(j) = nx*ny*beta - nx*nz*alpha(1) - (ny^2 + nz^2)*alpha(3);
63 Nyy(j) = ny^2*beta - ny*nz*alpha(1) + nx*ny*alpha(3);
64 Nyz(j) = ny*nz*beta + (nx^2 + ny^2)*alpha(1) + nx*nz*alpha(3);
65 Nzx(j) = nx*nz*beta + nx*ny*alpha(1) + (ny^2 + nz^2)*alpha(2);
66 Nzy(j) = ny*nz*beta - (nx^2 + nz^2)*alpha(1) - nx*ny*alpha(2);
67 Nzz(j) = nz^2*beta + ny*nz*alpha(1) - nx*nz*alpha(2);
68 end
69 tag = 3*i - 2;
70 N(1, tag) = sum(Nxx);
71 N(1, tag + 1) = sum(Nxy);
72 N(1, tag + 2) = sum(Nxz);
73 N(2, tag) = sum(Nyx);
74 N(2, tag + 1) = sum(Nyy);
75 N(2, tag + 2) = sum(Nyz);
76 N(3, tag) = sum(Nzx);
77 N(3, tag + 1) = sum(Nzy);
78 N(3, tag + 2) = sum(Nzz);
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79 end
80 end
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ANNEXE G
Ge´ome´trie elliptique
Code MATLAB : gellipse.m
1 function [ nodes ] = gellipse( xc, yc, xr, yr, n )
2 %GELLIPSE - Generate the nodal positions of an ellipse.
3 %
4 % NODES = GELLIPSE(XC, YC, XR, YR, N)
5
6 format long;
7 %% Main algorithm %%
8
9 phi = (0:360/n:(360 - 360/n)) + (1 + (-1)^(n + 1))*(90/n);
10 r = 1./sqrt((cosd(phi)/xr).^2 + (sind(phi)/yr).^2);
11 nodes = {[r.*cosd(phi) + xc ; r.*sind(phi) + yc]};
12 end
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ANNEXE H
Ge´ome´trie ellipso¨ıdale
Code MATLAB : gellipsoid.m
1 function [ nodes ] = gellipsoid( xc, yc, zc, xr, yr, zr, n, display )
2 %GELLIPSOID - Generate the nodal positions of an ellipsoid.
3 %
4 % NODES = GELLIPSOID(XC, YC, ZC, XR, YR, ZR, N, DISPLAY)
5
6 format long;
7 %% Initialize variables %%
8
9 counter = zeros(1, 2);
10 nodes = {cell(1, n^2)};
11
12 %% Main algorithm %%
13
14 if exist('display', 'var') && ischar(display) && strcmpi(display, 'on')
15 clc;
16 fprintf('Generating ellipsoid...\n');
17 fprintf('Percentage of completion: 0 %%');
18 end
19 theta = 0:180/n:180;
20 z = zr*cosd(theta) + zc;
21 phi = (0:360/n:(360 - 360/n)) + (1 + (-1)^(n + 1))*(90/n);
22 phi = [phi, phi(1) + 360];
23 r = cell(n + 1, 1);
24 for i = 1:(n + 1)
25 u = 1 - ((z(i)*ones(1, n + 1) - zc)/zr).^2;
26 v = (cosd(phi)/xr).^2 + (sind(phi)/yr).^2;
27 rho = sqrt(u./v);
28 r{i}(1, :) = rho.*cosd(phi) + xc;
29 r{i}(2, :) = rho.*sind(phi) + yc;
30 r{i}(3, :) = z(i)*ones(1, n + 1) + zc;
31 end
32 for i = 1:n
33 for j = 1:n
34 counter(1) = counter(1) + 1;
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35 if exist('display', 'var') && ischar(display) ...
36 && strcmpi(display, 'on')
37 if counter(1) == 1 || round((counter(2)/n^2)*100) == 1
38 clc;
39 counter(2) = 0;
40 fprintf('Generating ellipsoid...\n');
41 fprintf('Percentage of completion: %i %%', ...
42 round((counter(1)/n^2)*100));
43 end
44 counter(2) = counter(2) + 1;
45 end
46 upper_layer = r{j}(:, (i + 1):-1:i);
47 lower_layer = r{j + 1}(:, i:(i + 1));
48 if j == 1
49 upper_layer = upper_layer(:, 1);
50 elseif j == n
51 lower_layer = lower_layer(:, 1);
52 end
53 nodes{1}{counter(1)} = [upper_layer, lower_layer];
54 r_rel = nodes{1}{counter(1)}(:, 1) - [xc ; yc ; zc];
55 r21 = nodes{1}{counter(1)}(:, 1) - nodes{1}{counter(1)}(:, 2);
56 r31 = nodes{1}{counter(1)}(:, 1) - nodes{1}{counter(1)}(:, 3);
57 nn = cross(r21, r31)/sqrt(dot(cross(r21, r31), cross(r21, r31)));
58 if sign(dot(r_rel, nn)) == -1
59 clc;
60 error('An unexpected error occurred.');
61 end
62 nodes{1}{counter(1)} = [nodes{1}{counter(1)}, nn];
63 end
64 end
65 if exist('display', 'var') && ischar(display) && strcmpi(display, 'on')
66 clc;
67 end
68 end
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ANNEXE I
Ge´ome´trie annulaire
Code MATLAB : gannulus.m
1 function [ nodes, r_in ] = gannulus( xc, yc, r, phi, Nr, Na, r_gap )
2 %GANNULUS - Generate the nodal positions of an annulus.
3 %
4 % [NODES, R_IN] = GANNULUS(XC, YC, R, PHI, NR, NA, R_GAP)
5
6 format long;
7 %% Verify input data %%
8
9 msg = '';
10 char = {'mean', 'critical'};
11 if ¬exist('r_gap', 'var') % Verify 'r_gap' variable.
12 r_gap = 'mean';
13 elseif ¬isnumeric(r_gap) && ¬ischar(r_gap)
14 msg = 'The variable ''R_GAP'' must be numeric or a character array.';
15 elseif isempty(r_gap)
16 msg = 'The variable ''R_GAP'' cannot be empty.';
17 elseif numel(r_gap(:, 1)) 6= 1
18 msg = 'The variable ''R_GAP'' must have 1 line.';
19 elseif ischar(r_gap) && sum(strcmpi(r_gap, char)) == 0
20 msg = 'An unrecognized character array value for ''R_GAP'' was given.';
21 elseif isnumeric(r_gap) && sum(isnan(r_gap)) 6= 0
22 msg = 'Numerical values of ''R_GAP'' cannot be NaN.';
23 elseif isnumeric(r_gap) && sum(r_gap ≤ 0) 6= 0
24 msg = 'Numerical values of ''R_GAP'' must be > 0.';
25 elseif isnumeric(r_gap) && sum(r_gap ≥ 100) 6= 0
26 msg = 'Numerical values of ''R_GAP'' must be < 100.';
27 end
28 if ¬isempty(msg)
29 clc;
30 error(msg);
31 end
32
33 %% Initialize variables %%
34
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35 counter = 0;
36 nodes = cell(1, Nr*Na);
37 r = r(1):(r(2) - r(1))/Nr:r(2);
38 phi = phi(1):(phi(2) - phi(1))/Na:phi(2);
39 if isnumeric(r_gap) % Numerical array.
40 r_gap = r_gap/100;
41 r_in = cell(1, numel(r_gap));
42 for i = 1:numel(r_gap)
43 r_in{i} = nan(2, Nr*Na);
44 end
45 else % Character array.
46 r_in = nan(2, Nr*Na);
47 end
48
49 %% Main algorithm %%
50
51 for i = 1:Nr % Generate discretization elements.
52 for j = 1:Na
53 counter = counter + 1;
54 r1 = r(i)*[cosd(phi(j)) ; sind(phi(j))] + [xc ; yc];
55 r2 = r(i + 1)*[cosd(phi(j)) ; sind(phi(j))] + [xc ; yc];
56 r3 = r(i + 1)*[cosd(phi(j + 1)) ; sind(phi(j + 1))] + [xc ; yc];
57 r4 = r(i)*[cosd(phi(j + 1)) ; sind(phi(j + 1))] + [xc ; yc];
58 nodes{counter} = [r1, r2, r3, r4];
59 end
60 end
61 for i = 1:numel(nodes) % Generate inner points.
62 r1 = nodes{i}(:, 1);
63 r2 = nodes{i}(:, 2);
64 r3 = nodes{i}(:, 3);
65 r4 = nodes{i}(:, 4);
66 %=========================================================================%
67 if strcmpi(r_gap, 'critical') % Point of zero gradient.
68 %=========================================================================%
69 matrix = nan(2);
70 matrix(1, 1) = r3(1) - r1(1);
71 matrix(1, 2) = r2(1) - r4(1);
72 matrix(2, 1) = r3(2) - r1(2);
73 matrix(2, 2) = r2(2) - r4(2);
74 vector = [r2(1) - r1(1) ; r2(2) - r1(2)];
75 t = matrix\vector;
76 x = (r3(1) - r1(1))*t(1) + r1(1);
77 y = (r3(2) - r1(2))*t(1) + r1(2);
78 r_in(:, i) = [x ; y];
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79 %=========================================================================%
80 elseif strcmpi(r_gap, 'mean') % Mean nodal point.
81 %=========================================================================%
82 x = mean([r1(1), r2(1), r3(1), r4(1)]);
83 y = mean([r1(2), r2(2), r3(2), r4(2)]);
84 r_in(:, i) = [x ; y];
85 %=========================================================================%
86 elseif isnumeric(r_gap) % Relative spacing point(s).
87 %=========================================================================%
88 xx = mean([r1(1), r2(1), r3(1), r4(1)]);
89 yy = mean([r1(2), r2(2), r3(2), r4(2)]);
90 rr = [xx - xc ; yy - yc]/sqrt((xx - xc)^2 + (yy - yc)^2);
91 x_base = mean([r1(1), r4(1)]);
92 y_base = mean([r1(2), r4(2)]);
93 x_top = mean([r2(1), r3(1)]);
94 y_top = mean([r2(2), r3(2)]);
95 m_base = sqrt((x_base - xc)^2 + (y_base - yc)^2);
96 m_top = sqrt((x_top - xc)^2 + (y_top - yc)^2);
97 for j = 1:numel(r_gap)
98 m = (1 - r_gap(j))*m_base + r_gap(j)*m_top;
99 x = m*rr(1) + xc;
100 y = m*rr(2) + yc;
101 r_in{j}(:, i) = [x ; y];
102 end
103 %=========================================================================%
104 else
105 %=========================================================================%
106 clc;
107 error('An unknown value for ''R_GAP'' was given.');
108 %=========================================================================%
109 end
110 end
111 if isnumeric(r_gap) && numel(r_gap) == 1
112 r_in = r_in{1};
113 end
114 end
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ANNEXE J
Ge´ome´trie cylindrique
Code MATLAB : ghcylinder.m
1 function [ nodes, r_in ] = ...
2 ghcylinder( xc, yc, zc, r, phi, h, Nr, Na, Nz, r_gap )
3 %GHCYLINDER - Generate the nodal positions of a hollow cylinder.
4 %
5 % NODES = GHCYLINDER(XC, YC, ZC, R, PHI, H, NR, NA, NZ)
6
7 format long;
8 %% Verify input data %%
9
10 msg = '';
11 char = {'mean', 'critical'};
12 if ¬exist('r_gap', 'var') % Verify 'r_gap' variable.
13 r_gap = 'mean';
14 elseif ¬isnumeric(r_gap) && ¬ischar(r_gap)
15 msg = 'The variable ''R_GAP'' must be numeric or a character array.';
16 elseif isempty(r_gap)
17 msg = 'The variable ''R_GAP'' cannot be empty.';
18 elseif numel(r_gap(:, 1)) 6= 1
19 msg = 'The variable ''R_GAP'' must have 1 line.';
20 elseif ischar(r_gap) && sum(strcmpi(r_gap, char)) == 0
21 msg = 'An unrecognized character array value for ''R_GAP'' was given.';
22 elseif isnumeric(r_gap) && sum(isnan(r_gap)) 6= 0
23 msg = 'Numerical values of ''R_GAP'' cannot be NaN.';
24 elseif isnumeric(r_gap) && numel(r_gap) 6= 1
25 msg = 'Numerical values of ''R_GAP'' must contain 1 element.';
26 elseif isnumeric(r_gap) && r_gap ≤ 0
27 msg = 'Numerical values of ''R_GAP'' must be > 0.';
28 elseif isnumeric(r_gap) && r_gap ≥ 100
29 msg = 'Numerical values of ''R_GAP'' must be < 100.';
30 end
31 if ¬isempty(msg)
32 clc;
33 error(msg);
34 end
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35
36 %% Initialize variables %%
37
38 counter = 0;
39 r_in = nan(3, Nr*Na*Nz);
40 if isnumeric(r_gap) % Numerical array.
41 r_gap = r_gap/100;
42 end
43 nodes = cell(1, Nr*Na*Nz);
44 r = r(1):(r(2) - r(1))/Nr:r(2);
45 phi = phi(1):(phi(2) - phi(1))/Na:phi(2);
46 z = -h/2:h/Nz:h/2;
47
48 %% Main algorithm %%
49
50 for i = 1:Nz % Generate discretization elements.
51 for j = 1:Nr
52 for k = 1:Na
53 counter = counter + 1;
54 for l = 1:6
55 if l == 1
56 r1 = r(j);
57 r2 = r(j + 1);
58 r3 = r(j + 1);
59 r4 = r(j);
60 phi1 = phi(k);
61 phi2 = phi(k);
62 phi3 = phi(k);
63 phi4 = phi(k);
64 z1 = z(i);
65 z2 = z(i);
66 z3 = z(i + 1);
67 z4 = z(i + 1);
68 elseif l == 2
69 r1 = r(j + 1);
70 r2 = r(j + 1);
71 r3 = r(j + 1);
72 r4 = r(j + 1);
73 phi1 = phi(k);
74 phi2 = phi(k + 1);
75 phi3 = phi(k + 1);
76 phi4 = phi(k);
77 z1 = z(i);
78 z2 = z(i);
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79 z3 = z(i + 1);
80 z4 = z(i + 1);
81 elseif l == 3
82 r1 = r(j + 1);
83 r2 = r(j);
84 r3 = r(j);
85 r4 = r(j + 1);
86 phi1 = phi(k + 1);
87 phi2 = phi(k + 1);
88 phi3 = phi(k + 1);
89 phi4 = phi(k + 1);
90 z1 = z(i);
91 z2 = z(i);
92 z3 = z(i + 1);
93 z4 = z(i + 1);
94 elseif l == 4
95 r1 = r(j);
96 r2 = r(j);
97 r3 = r(j);
98 r4 = r(j);
99 phi1 = phi(k + 1);
100 phi2 = phi(k);
101 phi3 = phi(k);
102 phi4 = phi(k + 1);
103 z1 = z(i);
104 z2 = z(i);
105 z3 = z(i + 1);
106 z4 = z(i + 1);
107 elseif l == 5
108 r1 = r(j);
109 r2 = r(j + 1);
110 r3 = r(j + 1);
111 r4 = r(j);
112 phi1 = phi(k + 1);
113 phi2 = phi(k + 1);
114 phi3 = phi(k);
115 phi4 = phi(k);
116 z1 = z(i);
117 z2 = z(i);
118 z3 = z(i);
119 z4 = z(i);
120 elseif l == 6
121 r1 = r(j);
122 r2 = r(j + 1);
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123 r3 = r(j + 1);
124 r4 = r(j);
125 phi1 = phi(k);
126 phi2 = phi(k);
127 phi3 = phi(k + 1);
128 phi4 = phi(k + 1);
129 z1 = z(i + 1);
130 z2 = z(i + 1);
131 z3 = z(i + 1);
132 z4 = z(i + 1);
133 end
134 r1 = [r1*cosd(phi1) + xc ; r1*sind(phi1) + yc ; z1 + zc];
135 r2 = [r2*cosd(phi2) + xc ; r2*sind(phi2) + yc ; z2 + zc];
136 r3 = [r3*cosd(phi3) + xc ; r3*sind(phi3) + yc ; z3 + zc];
137 r4 = [r4*cosd(phi4) + xc ; r4*sind(phi4) + yc ; z4 + zc];
138 normal = cross(r2 - r1, r3 - r1);
139 normal = normal/sqrt(dot(normal, normal));
140 nodes{counter}{l} = [r1, r2, r3, r4, normal];
141 end
142 end
143 end
144 end
145 for i = 1:numel(nodes) % Generate inner points.
146 r1 = nodes{i}{6}(:, 1);
147 r2 = nodes{i}{6}(:, 2);
148 r3 = nodes{i}{6}(:, 3);
149 r4 = nodes{i}{6}(:, 4);
150 %=========================================================================%
151 if strcmpi(r_gap, 'critical') % Point of zero gradient.
152 %=========================================================================%
153 matrix = nan(2);
154 matrix(1, 1) = r3(1) - r1(1);
155 matrix(1, 2) = r2(1) - r4(1);
156 matrix(2, 1) = r3(2) - r1(2);
157 matrix(2, 2) = r2(2) - r4(2);
158 vector = [r2(1) - r1(1) ; r2(2) - r1(2)];
159 t = matrix\vector;
160 x = (r3(1) - r1(1))*t(1) + r1(1);
161 y = (r3(2) - r1(2))*t(1) + r1(2);
162 %=========================================================================%
163 elseif strcmpi(r_gap, 'mean') % Mean nodal point.
164 %=========================================================================%
165 x = mean([r1(1), r2(1), r3(1), r4(1)]);
166 y = mean([r1(2), r2(2), r3(2), r4(2)]);
98
167 %=========================================================================%
168 elseif isnumeric(r_gap) % Relative spacing point(s).
169 %=========================================================================%
170 xx = mean([r1(1), r2(1), r3(1), r4(1)]);
171 yy = mean([r1(2), r2(2), r3(2), r4(2)]);
172 rr = [xx - xc ; yy - yc]/sqrt((xx - xc)^2 + (yy - yc)^2);
173 x_base = mean([r1(1), r4(1)]);
174 y_base = mean([r1(2), r4(2)]);
175 x_top = mean([r2(1), r3(1)]);
176 y_top = mean([r2(2), r3(2)]);
177 m_base = sqrt((x_base - xc)^2 + (y_base - yc)^2);
178 m_top = sqrt((x_top - xc)^2 + (y_top - yc)^2);
179 m = (1 - r_gap)*m_base + r_gap*m_top;
180 x = m*rr(1) + xc;
181 y = m*rr(2) + yc;
182 %=========================================================================%
183 else
184 %=========================================================================%
185 clc;
186 error('An unknown value for ''R_GAP'' was given.');
187 %=========================================================================%
188 end
189 r_in(:, i) = [x ; y ; mean([nodes{i}{5}(3, 1), nodes{i}{6}(3, 1)])];
190 end
191 end
