Abstract. Privacy requirements are often not well considered in system design. The objective of this paper is to help interested system designers in three ways: First, it is discussed how "privacy" should be understood when designing systems that take into account the protection of individuals' rights and their private spheres. Here specifically the concept of linkage control as an essence of privacy is introduced. Second, the paper presents a list of ten issues in system design collected during the daily work of a Data Protection Authority. Some of the mistakes are based on today's design of data processing systems; some belong to typical attitudes or mindsets of various disciplines dealing with system design (technology, law, economics and others). Third, it is explained how working with protection goals can improve system design: In addition to the well-known information security protection goals, namely confidentiality, integrity and availability, three complementing privacy protection goals -unlinkability, transparency and intervenability -are proposed.
Introduction
IT security consultants have been publishing information on typical security mistakes for a long time. From these mistakes, organizations and individuals can learn, and thereby they may avoid repeating the same mistakes all over again. Several of the mistakes might reside in human nature or in the professional socialization, for some mistakes poor design of data processing systems may be accounted. The same is true for "privacy mistakes", or to narrow it down: mistakes in system design from a privacy perspective. The findings of this paper are derived from the experiences of the author after having worked for more than 15 years in a Data Protection Authority. Being a computer scientist herself, the author has collaborated with people from various disciplines and thereby identified some typical attitudes or mindsets of system designers that may explain the vulnerability for various mistakes and other wrong-doings, be it intentional or not. The collection of Top 10 mistakes have been presented first at the IFIP Summer School 2011 on privacy and identity management, thereafter the list has been further discussed and developed. Cases illustrating the mistakes have been used for education and sensibilization purposes. Moreover, they support the work with privacy-specific protection goals that complement the well-known IT security protection goals confidentiality, integrity and availability.
The text is organized as follows: Section 2 describes the notion of privacy that is used in this text and gives an overview of general principles. The Top 10 mistakes in system design are presented in Section 3. Section 4 focuses on protection goals, how to use them for system design and why it makes sense to extend the widely employed set by the privacy-specific protection goals unlinkability, transparency and intervenability. Finally, Section 5 summarizes the results and gives an outlook.
Privacy Perspective
The terms "privacy" and "data protection" are very often used with varying meanings [1] . This paper does not try to give the one-and-only definition. It is motivated by the author's experiences working for a German Data Protection Authority whose role is defined by data protection law. However, this does not cover all possible influences to the private sphere or the personality rights of a human being. When discussing system design, the view should be broadened -this is meant by "privacy perspective" in this text. This section firstly introduces basic definitions (2.1), lists relevant data protection principles (2.2) and then widens the scope to achieve an understanding of an extended notion of privacy (2.3).
Classical Definitions of "Privacy" and "Data Protection"
Although privacy properties have been playing a role since the ancient times, famous definitions are much younger. Warren and Brandeis stated an individual's "right to privacy" in the meaning of a "right to be let alone" in 1890 [2] . It is often overlooked that their work must not be reduced to this single statement; in fact, they already considered balancing between private and public interests and touched upon the relevance of context. Westin provided the following definition of a right to privacy in 1967: "Individuals, groups, or institutions have the right to control, edit, manage, and delete information about them and decide when, how, and to what extent that information is communicated to others." [3] Note that this definition is not restricted to an individual, but also includes groups and institutions. Again with a focus on individuals, a similar definition -not of privacy, but of a so-called right to informational self-determination -stems from the ruling of the German Federal Constitutional Court on the 1983 census and demands that each person can ascertain at any time who knows what about him or her [4] . The census decision has become an important cornerstone for data protection in Germany and beyond. A great number of legal norms have been created to specifically regulate processing of personal data. "Data protection" was chosen as the term that should not only express the IT security notion of ensuring the data's confidentiality or integrity, but its objective should be "to protect the individual against infringement of his/her personality right as the result of the handling of his/her personal data" ( § 1(1) of the German Federal Data Protection Act). The pivotal elements for data protection are "personal data" of an individual, the "data subject", which are handled by a "data controller" (determining the purposes and means of the processing) and processed by a "data processor" (on the controller's behalf).
Data Protection Principles
The following seven principles (further developed from [5] ) show the main characteristics of data protection. Note that the first principle includes already the possibility of exceptions to the other principles. In this case the exceptions have to be laid down in statutory provisions.
Lawfulness:
Processing of personal data is lawful only if a statutory provision permits it or if the data subject has consented. 2. Consent: Consent means a freely given specific, informed and explicit indication of the data subject's wish. 3. Purpose Binding: Personal data obtained for one purpose must not be processed for other purposes.
Necessity and Data Minimization:
Only personal data necessary for the respective purpose may be processed. Personal data must be erased as soon as they are not needed anymore.
Transparency and Data Subject Rights:
Collection and use of personal data has to be transparent for data subjects. Data subjects have rights to access and rectification as well as (constrained) to blocking and erasure of their personal data. 6. Data Security: Unauthorized access to personal data must be prevented by technical and organizational safeguards. 7. Audit and Control: Internal and external auditing and controlling of the data processing is a necessity.
Extended Notion of Privacy
On the one hand, the legally specified obligations concerning data protection provide a good instrument to work with -on the other hand, they still offer a lot of room for interpretation (e.g., what data are really necessary?), and many aspects of a protection against infringement of the private sphere are not tackled (e.g., related to profiling and derived decisions that affect individuals or groups). While Westin's definition already contained the idea of a group's right to privacy [3] , this has not been widely discussed. Also newer approaches that address already privacy-enhancing system design and thereby widen the idea of privacy, have hardly gained any practical effect [6] . For clarifying the scope of system design, several typical phases in enriching information on a person or a group of persons have been identified and discussed [7] , as illustrated in Fig. 1 . 1 shows the following: data -in the beginning not necessarily personal datamay be observed and collected by various parties. They can be related with other data, this information can be analyzed, and on this basis decisions can be generated which lead to consequences for single individuals or for groups of people. It is not guaranteed that the data and the aggregation methods are accurate, and even on the basis of correct information the decisions may be false or affect the wrong people. In any case it may be difficult for all persons whose private sphere is concerned to find out what exactly went wrong, who is to be held responsible and how to achieve remedy.
Having this setting in mind, it has been proposed to establish the paradigm of "linkage control" as the key element of privacy [8] . Linkage control would rely on three components: unlinkability when possible and desired, transparency on possible and actual linkages, and the feasibility for data subjects to exercise control or at least intervene in the processing of data.
This leads to an extended notion of what "privacy perspective" means in this text: the protection of individuals (single and in groups) against infringement of their private spheres and their personality, in particular as the result of handling of their data.
Top 10 Mistakes in System Design From a Privacy Perspective
Almost each year computer magazines and blogs publish lists and reports like "Top 10 Security Mistakes". Sometimes these lists have a quite general content ("Trusting people", top 1 mistake in [9] ), sometimes they go into detail ("The not-so-subtle Postit Note", top 1 mistake in [10] ). Some of the publications are mainly related to technical issues, again with a more general flavor ("Connecting systems to the Internet before hardening them", top 1 mistake in [11] ) or being more specific ("Sending sensitive data in unencrypted email", top 1 mistake in [12] ). Of course, mistakes in IT security are relevant for privacy issues, too. But there are many mistakes that should be pointed out from a specific privacy perspective. This chapter lists ten mistakes in system design that have been put together having in mind years of experience working for the Data Protection Authority of Schleswig-Holstein, Germany (Unabhängiges Landeszentrum für Datenschutz Schleswig-Holstein, ULD). These mistakes cover all kinds of problematic properties or wrongdoings -whether intentional or unintentional. Each of the listed mistakes has appeared several times in various circumstances, but neither is there proof that the list is complete nor should the order of mistakes be overrated. The author is not aware of a truly scientific evaluation of mistakes or wrongdoings in system design from a privacy perspective.
Note that term "system design" mainly addresses the development of information technology systems, but in several cases the observations are also valid for the design of political or societal systems.
Mistake 1: Storage as Default
Storing data is a precondition for all kinds of data processing. At least the data have to be stored for a short time, e.g., in the internal memory of the data processing system. Volatile memory typically requires power to maintain the stored information, e.g., most parts of the random access memory (RAM), whereas for long-term persistent storage non-volatile memory is needed, e.g., hard disks. Sometimes, by so-called swapping, the data held in the RAM is temporarily put in a dedicated section on a hard disk. Similarly temporary files are often stored in various locations, among others in caches. Erasing data from non-volatile memory is frequently not implemented in a way that all parts are gone; in many cases data can be reconstructed after having been "removed". In addition, standard data transfer protocols make use of various (often dynamically chosen) hops as intermediary stations. Again, this requires storage for some time. All these facts show that storage to some extent is a technical necessity which has to be considered when assessing privacy risks. Further, development of IT systems involves storing data for functionality tests or for debugging, and even later it is convenient to track errors if there are informative logfiles. Finally, the comparably low costs for memory while increasing the storage capacity have led to an attitude of "You never know when you're going to need it. So better keep it."
From the privacy perspective, it is difficult to evaluate IT systems because there are numerous possibilities for storing or moving the data. The data may often reside on a plenitude of IT systems with individual providers. All the same there is no guarantee that the data will be effectively erased as soon as they are not necessary any more. In particular, temporary files and logfiles are regularly neglected when assessing privacy risks.
On a higher level, this has been discussed as the "virtue of forgetting" [13] , and even the proposal for a European General Data Protection Regulation [14] foresees a right to be forgotten and to erasure (Art. 17) which extends the scope of erasure according to the current Data Protection Directive 95/46/EC.
Mistake 2: Linkability as Default
For data processing, it is easier to address objects by specific identifiers, and generally this means to assign unique identifiers that enable the linkage "identifier -object" and "identifier -same identifier". When designing relational databases, the so-called database normalization of fields and tables aims at minimizing redundancy. If, e.g., the postal address of a person changes, this should be entered into the database only once and it should be immediately valid for all instances of the data representing the person. This makes sense for keeping information up-to-date which can be good from a privacy perspective.
However, pushing the idea further would lead to a central world-wide database of all subjects and objects where different parties would get different access rights. From a privacy perspective this would be a nightmare because of the mass of linkable data.
In particular the combination of data would make separation of powers difficult, and also the principle of purpose binding could hardly be realized. Therefore data minimization is based on unlinkability as far as possible [15] , and linkage control for data subjects are key for their privacy [7] [8] .
Several examples have shown that database entries that have been pseudonymized (in order to remove the relation to the data subject) often can be linked to the right persons, e.g., in the cases of the published logfiles of the AOL search engine with pseudonymized IP addresses [16] and of the Netflix Prize Dataset with pseudonymized movie rental information that could be linked to public background information from the Internet Movie Database [17] .
Mistake 3: Real Name as Default
Developing further the thoughts on linkability, a special case is the real name policy of many services, among others Facebook and Google in their social networks. These providers as well as various politicians who discuss the topic consider it suspicious if users prefer to act under one or more pseudonyms [18] . The role of the real name is treated differently across cultures [7] . But even outside the online world -in the "real world -the use of nicknames that may differ with different peer groups is socially acceptable. Very often it is not necessary to state one's name or to prove one's identity by showing an official ID document. In the online world it is so difficult to be really anonymous, and linkable data trails are hard to prevent. So from a privacy perspective it should be the tradition for the online world to use not only a few, but a great number of pseudonyms and be anonymous whenever possible. With technologies such as private credentials, anonymity and accountability can be achieved at the same time, so the often debated lack of accountability with pseudonyms is not a valid argument.
However, not many system designers consider pseudonyms, and even if the state in their privacy policy that pseudonyms are accepted, this is not always reflected in their forms and database schemas that contain a mandatory first name and last name.
Mistake 4: Function Creep as Feature
"Function creep" means a widening of the data processing beyond the original purpose or context. This violates the principle of purpose binding and can pose risks to privacy that have to be considered when assessing the system [19] . However, computer science aims at re-using code developed once. The art of programming usually offers many degrees of freedom in adapting IT systems for new contexts. As a related matter, interoperability is highly appreciated. Typically the scope of data processing is not limited to one or very few purposes only. Economists are even more trained to exploit available data for multi-purpose usage. Here often context-spanning identifiers are being assigned so that new usage possibilities of the data, thereby linkable across contexts, can be created later. Here function creep is not regarded as a bug, but as a feature.
Function creep is very much related to de-contextualization, i.e., data are taken out of the original context which can lead to wrong conclusions when interpreting the data. Instead, the principle of purpose binding and the objective of contextual integrity [20] [21] should be taken serious.
Mistake 5: Fuzzy or Incomplete Information as Default
From a privacy perspective, accurate and complete information on the planned and performed data processing is a necessity: Data controllers and data processors have to know how their IT systems and organizational procedures work, and this information is required when asking data subjects for consent or being asked by supervisory authorities. However, most people and organizations do not want to commit themselves more than really necessary. Privacy policies are a good example: Usually they are not drafted by the technology department, but by lawyers or marketing people who do not know the exact details of the data processing. In general, IT people do not tend to invest much time in documenting or explaining their work because developing new things is more interesting. Further, it makes sense to be a bit fuzzy because then there is no need to create a new version of the privacy policy in case of small changes in the IT systems or organizational procedures. Being exact and complete also may lead to long texts that are not very attractive to read.
Some keywords easily show fuzziness in privacy policies, e.g., "including, but not limited to" when discussing data types, business partners to transfer the data or purposes of data processing, similar "such as" or "for <xy> purposes or otherwise". Much harder to detect is when an organization has omitted specific issues in its privacy policy. Very often the statements are unclear and can be misleading [22] .
Sloppy system descriptions and unclear responsibilities bear further risks to privacy. Sometimes the data processor does not provide the exact documentation by default, unless extra charges are being paid. Even when there is a contract between the data controller and the data processor, this does not guarantee that the necessary information is provided without extra costs; this has happened for rule sets of Internet firewalls that were hosted on behalf of the data controller.
3.6
Mistake 6: "Location Does Not Matter"
In principle, technology such as dynamic routing on the Internet or the dynamic assignment of resources in cloud computing offers a dissociation from the location where the data processing takes place. In short: "location does not matter."
However, location does matter in law. Very often the jurisdiction is determined by the location of an action or the place of business when a service is being provided. Since there is no common world-wide valid and accepted law, the location of data processing is definitely relevant. This is not only true for data protection law, but for all kinds of access to the data that is stored or transmitted in a country.
At least for the last ten years U.S. American intelligence officials have warned about possible intelligence and military consequences because Internet data more and more bypass the U.S. [23] . In 2011 it became widely known that U.S. companies and their subsidiaries have to comply with U.S. government requests concerning data under the control by the companies -even if the data are stored in Europe. Legal grounds are, among others, the Patriot Act and the Foreign Intelligence Surveillance Act (FISA) [24] [25] . Note that in addition to the United States there are several countries that have similar legally based access rights, most outside Europe. But also within Europe there are examples, in particular the Swedish FRA law ("Försvarets radioanstalt lagen") that entitles the government agency FRA to intercept all Internet communication that crosses Swedish borders. Summarizing, for all kinds of risk assessment, location does matter from a privacy perspective.
Mistake 7: No Lifecycle Assessment
Many problems occur because the system design did not consider the full lifecycle of the data, the organization or the system itself [26] . For instance, data are created without equally planning how and under which conditions to remove them later on. Further, often there are no plans for emergency management, e.g., in case an incident happens. One reason for that is that it seems to be more important to provide a quick and dirty solution, use the momentum, be early on the market and create precedents than to plan ahead and develop a proper solution from the beginning. Even if the developers have intended to clean their system, "quick & dirty" often survives. Related are lock-in effects where data portability is not offered: If a user has not foreseen an exit strategy, it may be hard to change a provider because there are already established dependencies. Or if the provider can be changed, there is no guarantee that the data are erased on the provider's side.
However, long-term thinking and planning is difficult for human beings, and there are few incentives to think ahead for more than, say, five years: This is similar in the political sector with a session of parliament and in the economic sector when calculating the return on investment [27] .
Mistake 8: Changing Assumptions or Surplus Functionality
Related to the problem of considering the full lifecycle are changing assumptions: In the beginning of designing a system, the developers focus on the functionality. Meanwhile several system designers think of implementing some privacy functions. But this effort may be completely in vain if later the assumptions change or surplus functionality is being implemented. All privacy "guarantees" may be gone, and this has to be communicated.
For instance, in one case a (legally based) cancer registry processed pseudonymized data with some introduced fuzziness, i.e., with some probability, entries belonging to the same person got different pseudonyms, and entries belonging to different persons got the same pseudonym. This was fine for statistics purposes. But after some years, the requirements changed: The cancer registry should establish a feedback system to the persons whose data were processed, but since there was (on purpose) no bijective assignment, this would have created the risk of informing the wrong persons on a very sensitive issue.
Even if we assume that a privacy-compliant service with exemplary data minimization and transparency has been developed, surplus functionality may water down or even contradict the intended privacy guarantees. In particular, a surplus payment method, a business model basing on profiling and advertising, or obligations from the police or homeland security could render all privacy efforts useless.
Mistake 9: No Intervenability Foreseen
Many system developers -no matter whether from the technological, legal or economic discipline -try to build systems that work well to solve a problem. Sometimes they forget an important property: It has to be possible to change the system, and it has to be possible to shut it off. The possibility to intervene is relevant for the entities processing the data, for the supervisory authorities that may inspect the data processing system, and -at least partially -for data subjects whose data are being processed, simply because of their data subject rights. For instance think of an ambient assisted living scenario where a person living in her household is being monitored by video cameras so that a guard can immediately call for help in case of an accident. Still there should be the possibility to deactivate the surveillance for the person concerned if she does not want to be monitored for some time. Of course this would change the obligations of the guard who cannot react without the signals [28] .
Mistake 10: Consent Not Providing a Valid Legal Ground
All processing of personal data is only lawful if a statutory provision permits it or if the data subject has consented. In many cases this means that the data controller has to ask the data subjects for their consent. This is easier said than done: Consent that provides a valid legal ground has to meet various requirements (this has been made explicit in the draft of the European General Data Protection Regulation [14] , but has been discussed and implemented in the law of various Member States):
• "The data subject's consent" means any freely given specific, informed and explicit indication of his or her wishes by which the data subject, either by a statement or by a clear affirmative action, signifies agreement to personal data relating to them being processed.
• The data subject is aware that and to what extent consent is given.
• The consent has to be freely given; this is not the case if the data subject has no genuine and free choice and is subsequently not able to refuse or withdraw consent without detriment.
• Consent should not provide a valid legal ground for the processing of personal data, where there is a clear imbalance between the data subject and the controller.
For instance if the given information is not accurate and comprehensive, the consent does not provide a valid legal ground. The consent must not be hidden in the privacy policy or terms and conditions; statements such as "By using <xy>, you agree to the <xy> Terms of Service" do not form a valid consent. The consent of one person does not cover the consent of others, e.g., the "consent" in a social network that an application may "access my friends' information".
And it is doubtable that anybody would give consent to the following phrase from the (former) "Terms of Use" of World of Warcraft/Blizzard: "Blizzard may monitor, record, review, modify and/or disclose your chat sessions, whether voice or text, without notice to you, and you hereby consent to such monitoring, recording, review, modification and/or disclosure." Or who would consent to all possible modifications of one's chat session without being notified?
Privacy Protection Goals
The ten mistakes listed in the previous section illustrate main areas to specifically look at when designing or assessing systems. However, a more general method can be employed that is widely used in IT security system design: working with protection goals (4.1). IT security protection goals such as confidentiality, integrity and availability are well known. Here we present a complementary set of privacy protection goals (4.2) and give advice how to employ them (4.3). Further, the relation of these protection goals with the data protection principles elaborated in Section 2.2 and with the "privacy by design" method that is being propagated by Cavoukian [29] is discussed (4.4).
Working With Protection Goals
For decades, skilled system designers and engineers have been working with the traditional security protection goals confidentiality, integrity and availability, also called the "CIA triad". These protection goals are driving factors for assessing the risks and investigating potential damages if the desired level of protection cannot be achieved.
Thus, they are part of the work on the information security management system (ISMS) and its core element, the security concept [30] . Fig. 2 . Iterative procedure to conceptualize, implement, review and improve the security concept and appropriate safeguards (revised version from [30] ). It follows the Deming cycle of Plan (P), Do (D), Check (C) and Act (A) that is to be repeated for further adaption.
In the realm of IT security, the established procedures for setting up and maintaining ISMS are described in detail in a series of documents (beginning with [30] ). They are part of the audit on the basis of IT Baseline Protection standardized by the German Federal Office for Security in Information Technology which is also part of the ISO 27001 certification. Note that the security concept and the appropriate safeguards are not grafted on top of the designed systems, but have to be interwoven. Thus, the work on and with ISMS is highly relevant for system design from a security perspective throughout the full lifecycle of development.
Privacy Protection Goals
For privacy-related issues, manuals and catalogues comparable to the elaborated security protection goals are still missing. In particular it would not work to stick to the CIA triad because it reflects the information security perspective only. Therefore, privacy-specific protection goals have been proposed that represent the most important requirements from a privacy perspective: unlinkability, transparency and intervenability [31] [32] . These privacy protection goals are described in the following.
Unlinkability aims at separating data and processes: This means that processes must be operated in such a way that the privacy-relevant data are unlinkable to any other set of privacy-relevant data outside of the domain. If full unlinkability cannot be achieved, it should be realized to the extent that linking would require disproportionate efforts for the entity establishing such linkage. The objective of this protection goal is the minimization of the risk to privacy by misusing privacy-relevant data.
Since unlinkability covers separation from personal data and the related data subjects, it is the key element for data minimization. Further, the separation of data sets belonging to different purposes supports the principle of purpose binding. Clearly, unlinkability and separation of powers are related.
Examples for achieving and enhancing unlinkability comprise data avoidance, separation of contexts by different identifiers, anonymization and pseudonymization mechanisms, and early erasure. Transparency aims at an adequate level of clarity of the processes in privacyrelevant data processing so that the collection, processing and use of the information can be understood and reconstructed at any time. Further, it is important that all parties involved can comprehend the legal, technical, and organizational conditions setting the scope for this processing. This information has to be available before, during and after the processing takes place. Thus, transparency has to cover not only the actual processing, but also the planned processing (ex-ante transparency) and the time after the processing has taken place to know what exactly happened (ex-post transparency).
For data controllers, comprehensive transparency is needed, e.g., they have to know exactly how their data processors handle the data. On request, this level of transparency may be demanded by the supervisory authority. For data subjects, it is important that they can obtain full information on their own personal data and the most important information how the data are processed. This comprises for what purposes the data are processed, for how long, which recipients receive the data, the logic of the data that are undergoing the processing and the intended and possible consequences of such processing, e.g., in case of profiling [14] . All parties should know the risks to privacy and have sufficient information on countermeasures, how to employ them and what limitations they have.
Examples for achieving or enhancing transparency comprise reporting mechanisms, an understandable documentation covering technology, organization and responsibilities, the source code, privacy policies, information of and communication with the data subject.
Intervenability aims at the possibility for parties involved in any privacy-relevant data processing to interfere with the ongoing or planned data processing. The objective of intervenability is the application of corrective measures and counterbalances where necessary.
For data controllers, it is necessary to be able to effectively control the data processor and the used IT systems to influence or stop the data processing at any time. For data subjects, the rights to rectification and erasure of data as well as the right to withdraw consent are part of the intervenability. Moreover, intervenability addresses the data subject's right to lodge a claim or to raise a dispute to achieve remedy. Supervisory authorities may intervene by requesting or enforcing the blocking, erasure or destruction of data or even shutting off the system.
Examples for achieving or enhancing intervenability are established processes for influencing or stopping the data processing fully or partially, manually overturning an automated decision, data portability precautions to prevent lock-in at a data processor, breaking glass policies, single points of contact for data subjects' intervention requests, switches for users to change a setting, e.g., changing to a non-personalized, empty-profile version of a search engine or recommendation system, or deactivating an auto pilot or a monitoring system for some time (see 3.9 for the ambient assisted living scenario).
Working With Privacy Protection Goals
Working with privacy protection goals means to consider the CIA triad as well as unlinkability, transparency and intervenability. In addition to the ISMS, a complementing "Privacy Protection Management System" could be set up. Note that the protection goals have dependencies with each other: For instance, high confidentiality with complex access control mechanisms and encrypted files could complicate the access for authorized persons, too, so that the level of availability would be decreased. Perfect technical integrity of a data collection could hinder necessary contentwise corrections, demanded by intervenability. Also, integrity, availability and transparency of data traces would work against unlinkability and confidentiality. This shows that balancing of the requirements derived from the six protection goals is needed. However, it does not mean that there is necessarily a zero-sum balance between privacy and security [29] , but depending on the choice of instruments improvements in several or all areas may be possible. All of the protection goals can in principle be applied on the data themselves as well as on technical and organizational processes. The perspectives of all parties involved, such as data controllers, data processors, data subjects or third parties, have to be considered when assessing the value of assets and the consequences in case of damage or loss. Privacy protection goals can help to structure the risk analysis as well as the choice of safeguarding instruments when designing the system. For some application scenarios such as ambient assisted living and smart meters the use of the six protection goals has been tested [28] : A three-dimensional matrix has been developed to map protection goals, data types and processes, applying the perspectives of all parties involved. Even without ready-to-use catalogues enlisting safeguarding instruments and their characteristics, a walk-through structured according to the developed matrix has revealed where decisions for system design would have to be made and how they could be argued.
The privacy protection goals are proposed for standardization of the ISO Privacy Reference Architecture [33] and have become part of the revised Data Protection Act Schleswig-Holstein [34] .
Positioning the Protection Goals with Regard to Related Approaches
The most distinct characteristic of the privacy protection goals is their structural similarity to the CIA triad: Thereby, for employing these goals the well established procedures from [30] can be inherited, and system designers and engineers will quickly learn how work with them. This can be further promoted by elaborating catalogues with safeguarding instruments assigned to the respective protection goals. However, the application of privacy protection goals does not guarantee lawfulness, see Table 1 . Unsurprisingly, legal compliance that is based on the existence of statutory provisions with their own complexity cannot be evaluated in an abstract way -without knowing the actual law. But the legal provisions are important factors for the appropriate balancing of the protection goals and for the choice of safeguarding instruments.
Similarly Cavoukian's pleading for privacy by design (PbD) [29] stresses the proprivacy balancing when employing the protection goals. Table 2 shows which PbD principle belongs to which characteristics when employing protection goals.
Some of the seven PbD principles (obviously principle 3, but also 1, 4 and 5) focus on the "by design" part, i.e., they tackle specifically the embedding in the design process, partially with a concentration on specific properties (risk assessment, choice of safeguards, throughout the full lifecycle).
Some principles play a role on balancing the interplay between the various protection goals and of course the main functionality of the system: principles 2 and 4 only emphasize a bias on privacy and encourage to find solutions that maximize both privacy and security; principles 5 to 7 address specific protection goals (5: the CIA triad, 6: transparency, 7: intervenability). Note that mainly the user perspective is taken, probably because this perspective is usually least considered by system designers. However, transparency and intervenability are important for the other parties involved, too.
How much unlinkability, or data minimization, play a role in the seven PbD principles, is not fully clear. Unlinkability could be seen as an instrument to "prevent privacy breaches from occurring" [29] and it also fits when discussing the lifecycle of personal information "from the point of collection through to its secure and timely destruction" [29] although this issue concentrates on "strong security controls".
All in all, privacy by design principles can help working with protection goals by a pro-privacy attitude and a focus on users, while the three-dimensional usage matrix [28] and the standardized procedure laid down in [30] have the advantage of a more comprehensive approach, supported by an ISMS and possibly a privacy protection management system.
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Conclusion and Outlook
This paper has discussed how privacy may be defined and what to keep in mind when designing systems that process data. Here the concept of linkage control is introduced as an essence for privacy protection.
The list of ten important and typical mistakes reveals challenges for system designers. Talking about these mistakes in this paper will not be sufficient to prevent that these mistakes will be repeated, because they are caused or emphasized by the intrinsic logic of current data processing systems and business procedures as well as the education of people designing systems with a technical, legal or economic background. However, it will generate awareness for such problems.
A more general approach, in fact an extension of the idea of linkage control as key to privacy, is the proposal for introducing three protection goals complementing the CIA triad: unlinkability, transparency and intervenability. Since many system designers are aware of the function of protection goals and know procedures for risk assessment, generating security concepts or maintaining information security management systems, this well established set of instruments can be extended by the notion of privacy protection goals. The discussion of related approaches illustrates that a legal analysis of requirements would be still necessary because there might be very specific statutory provisions. A combination with the privacy by design approach could easily be done. The protection goals even could extend it a bit by strengthening the role of unlinkability and considering further parties involved.
Further effort has to be invested to elaborate catalogues that list appropriate instruments for the various privacy protection goals and point out possible dependencies between the goals. The first test cases have been done in the area of upcoming technologies (ambient assisted living, smart meter, cyber-physical systems) rather than fully specified procedures. Working with the privacy protection goals will become daily business for the Data Protection Authority Schleswig-Holstein, Germany, because since January 2012 they have to be considered when designing automatic systems for the public sector in the region.
