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ANALYTIC FUNCTIONS RELATIVE TO A COVARIANCE MAP η:
I. GENERALIZED HAAGERUP PRODUCTS AND ANALYTIC
RELATIONS
YOANN DABROWSKI
Abstract. We generalize module weak-* Haagerup tensor products to obtain complete
quotients of normal Haagerup tensor product included in canonical Hilbert spaces associated
to completely positive normal (covariance) maps η on a finite von Neumann algebra B. We
construct in this way dual operator spaces, providing new examples even in the case of
module extended Haagerup tensor products. This is the basis for defining a matrix normed
algebra of analytic functions that captures the relations of free semicircular variables with
covariance η. We prove that a class of non-commutative random variables having finite
Fisher information relative to η have also no analytic relations among our class of analytic
functions.
Introduction
In a fundamental series of papers, Voiculescu introduced analogs of entropy and Fisher in-
formation in the context of free probability theory. A first microstate free entropy χ(X1, ..., Xn)
is defined as a normalized limit of the volume of sets of microstate i.e. matricial approxi-
mations (in moments) of the n-tuple of self-adjoints Xi living in a (tracial) W
∗-probability
space M . Starting from a definition of a free Fisher information [Voi98], Voiculescu also
defined a non-microstate free entropy χ∗(X1, ..., Xn). For more details, we refer the reader
to the survey [Voi02] for a list of properties as well as applications of free entropies in the
theory of von Neumann algebras.
Morally speaking, finite entropy is a (strengthened) substitute for “absolute continuity”
with respect to free semicircular variables, which are the reference variables. Most assump-
tions of results applying free probability to von Neumann algebras are related to free entropy
or free Fisher information. Especially, the most recent isomorphism results using monotone
transport [GS12] uses analytic assumptions on conjugate variables (the free analogue of score
function) and obtains analytic transport maps.
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Moreover, starting from [Sp98], semicircular variables relative to a subalgebra have been
studied in the framework of conditional free probability. Those variables have been further
investigated from a von Neumann algebra viewpoint, for instance in [Shl99]. In this context,
for a family (Si)i∈I of semicircular variables over a von Neumann subalgebra B, the covariance
map on B defined by ηij(b) = EB(SibSj) is the basic parameter. In general, any η : B →
B ⊗ B(ℓ2(I)) normal completely positive map can be obtained in such a way. However,
we will only consider the tracial case where B has faithful normal tracial state and where
η is τ -symmetric, i.e. τ(ηij(b)c) = τ(bηji(c)), b, c ∈ B which is a necessary and sufficient
condition so that the algebra generated by B and Si to be tracial (see [Shl99, Prop 2.20]).
The corresponding relative entropy has been introduced in [Shl00], see also section 3.3
bellow for a reminder.
Contrary to the setting with η = τ corresponding to ordinary free entropy, that prevents
analytic relations [Dab10, lemma 37] (see also more recent developments in [MSW14, Shl14]),
the general case has to deal with lots of relations. The covariance map η encodes relations
of B and Si. For instance, when η : B → B is a (trace preserving) conditional expectation
η = ED, D ⊂ B, then the variable S commutes with D, and even B and S are free with
amalgamation over D so that the commutation relation is basically the only relation.
Trying to generalize transport for semicircular variables with covariance thus implies to
deal with these relations in a analytic function setting. The goal of this paper and the
following series is to develop the analytic tools needed in this respect. Motivated by an
ongoing joint work with Guionnet and Shlyakhtenko on transport, our analysis will be based
on Haagerup tensor products (see sections 1.1, 1.2 for reminders).
Even though the nice commutation relations of projective tensor product with ℓ1 direct
sum would maybe suggest its use as a first choice for analytic functions, its lack of injectivity
and its complicated kernel, when mapped to minimal tensor product in absence of approxi-
mation properties, makes it hard to use to capture relations. On the other hand, being both
projective and injective, having canonical maps C ⊗h C → C for any operator algebra, the
Haagerup tensor product will be much easier to use. The projective feature will be useful for
the algebraic properties required by analytic functions while the injective feature will help
taking care of relations. We will still need to capture our relations in a new variant of this
tensor product in the general covariance case η.
The case of the already studied module Haagerup tensor product that captures the com-
mutation relation, the case η = ED for us, will be our starting point and an important tool
for our generalization. For obtaining weak-* compactness, we look for dual operator spaces.
The study of module extended Haagerup tensor product with this feature has been started
by Magajna in an impressive series of papers culminating in [M97, M05] with a convenient
duality theory. However, contrary to the non-module case, we don’t have in general equality
but only X ⊗ehD Y ⊂ (X♮ ⊗hD′ Y♮)♮ for an appropriate notion of module predual X♮ and
module dual X♮. Our first main result expresses how this issue does not appear in the
situation we are interested in where X, Y are finite von Neumann algebras (Theorem 15).
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At this stage, we will know X ⊗ehD Y is both a complete quotient of a huger non module
Haagerup tensor product, the normal Haagerup tensor product X⊗σhY and included, in the
case X = Y = M finite von Neumann algebra, in a canonical Hilbert space BSB
L2(W ∗(S,B))
related to the semicircular S of covariance idB.
Those two features will give our guiding line in the general case to get our Haagerup
tensor product relative to η. We will look for a complete quotient included in a Hilbert
space related to semicircular variable of covariance η . Moreover the weak-* topology will
be induced on bounded sets by the one of the Hilbert space and we will indeed obtain
dual operator spaces. The extended Haagerup tensor product will also reappear to obtain a
substitute of associativity in this context in Theorem 29.
Finally, we will be able to introduce a class of analytic functions based on these Haagerup
tensor products of subsection 2.2. Section 3 will explain the most general results, and obtain
evaluation maps and free difference quotients. Then Theorem 44 will show that the relations
captured by these techniques are indeed related to the relative free entropy setting of [Shl00],
generalizing partially [Dab10, lemma 37] and [MSW14, Shl14]. We should emphasize that
our results only says that finite Fisher information prevents having more analytic relations
than semicircular variables, it does not give any answer about the interesting conjecture
that they should exactly the same relations, maybe under more restrictive assumptions on
conjugate variables. A second paper in this series will deal with more technical results on
analytic functions for applications to transport.
Let now describe the content in detail. The paper contains 3 sections after this intro-
duction. Section 1 contains preliminary material, mostly using operator space techniques.
Section 1.1 and 1.2 give background on Haagerup and module Haagerup tensor products.
Section 1.3 starts the specialization to finite von Neumann algebras and describe module
preduals in that case. Since analytic functions will need an appropriate type of ℓ1 direct
sums, we describe an obvious candidate in section 1.4 keeping stable the class of operator
modules. Section 1.5 describes various shuffle maps between various tensor products, mostly
of projective type (or various duals of projective or nuclear tensor products) and Haagerup
type (including normal and extended), that will be useful to define evaluations of our analytic
functions. We also need in that respect a projective product adapted to operator modules.
Technically functoriality often reduces some spaces to be taken only a matrix space. We
also have to keep functoriality of the construction in order to be able to use several times
iteratively on analytic functions. Subsection 1.6 and 1.7 are essentially technical. They use
some matricially normed space structure (which are not operator spaces) on duals to obtain
a density result enabling to prove the automatic normality result in section 2.1. To give an
intuition, we need to put matrix norms natural as algebras of CB maps (for compostion) on
our finite von Neumann algebra instead algebras of bounded operators on a Hilbert space.
This enables us to exploit reflexivity of L2 in a case where considering only bounded op-
erators on a Hilbert space make arrive annoyingly in L1. Hopefully, the original paper of
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Blecher and Paulsen on Haagerup tensor product gave a guiding line for the use of such more
general matricially normed spaces.
The result in section 2.1 is then easily obtained and we can, in that way, identify various
module extended Haagerup products with duals of module Haagerup products without extra
normality conditions. This will be crucial to exploit a dual operator space structure on them
later. Section 2.2 then defines the generalized Haagerup products relative to covariance
maps, and expresses n-ary tensor products in terms of ordinary module extended Haagerup
product of 2-ary products. This will be what will serve as substitute of associativity since
extended Haagerup product is associative. In the same way as multiplication with module
products make appear a notion of commutant, we need to develop the appropriate substitute
in section 3.3 for the case with covariance maps.
We are then ready to introduce analytic functions. We start by a universal class using
normal Haagerup tensor products in section 3.1. It enables to keep weak-* continuity of
evaluation. Then we introduce a natural complete quotient associated to our Haagerup
tensor product with a covariance map. We can build in section 3.2 evaluation maps and free
difference quotients while keeping some weak-* density of ordinary polynomials and some
weak-* continuity properties. Finally, we recall free entropy relative to our covariance map
in section 3.3 and explain our absence of analytic relation result. Most of the preliminary
material has been developed in the universal context of section 3.1 and for building evaluation
maps. The proof is thus quite similar to the case η = τ , once the appropriate analytic
machinery has been developed.
1. Preliminaries
1.1. Haagerup tensor products. We will use variants of Haagerup tensor product A⊗hA
of some C∗ algebra A as a building block for analytic functions. Recall, there is always a
multiplication m : A ⊗h A → A and this characterizes operator algebras (see e.g [P03,
Th 6.2]). The Haagerup tensor product is well known to be associative, non-commutative,
projective and injective. We recall the following well known properties of this tensor product
that will make it well suited for our purposes. We mostly refer to [P03] or to [ER00] for
details.
We now recall more sophisticated results about dual Haagerup tensor products. Even
if we won’t recall definitions, let us remind there are mostly three dual Haagerup tensor
products : the weak-* Haagerup tensor product [BS92] of dual operator spaces such that
X∗⊗w∗h Y ∗ = (X⊗h Y )∗, its extension by injectivity the extended Haagerup tensor product
X ⊗eh Y (cf e.g. [ER03]) and finally a dual version of this last tensor product the normal
Haagerup tensor product [EK] again defined only for dual operator spaces X∗ ⊗σh Y ∗ =
(X ⊗eh Y )∗.
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Theorem 1. (1) [BS92, ER03] For any operator spaces X1, ..., Xn there are completely
isometric inclusions X1 ⊗h ...⊗h Xn →֒ X1 ⊗eh ...⊗eh Xn and
(X1 ⊗h ...⊗h Xn)∗ ≃ X∗1 ⊗eh ...⊗eh X∗n →֒ (X∗1 ⊗σh ...⊗σh X∗n) ≃ (X1 ⊗eh ...⊗eh Xn)∗
the second inclusion having as retract the natural weak-* continuous projection dual of
the first. Moreover ⊗eh and ⊗σh are associative, define contractive tensor products of
maps and if Xi ⊂ Yi completely isometrically, then X1⊗eh ...⊗ehXn ⊂ Y1⊗eh ...⊗ehYn,
completely isometrically (i.e. ⊗eh is injective, but it is not projective)
(2) [EK] ForM ⊂ B(H), N ⊂ B(K) von Neumann subalgebras, the lateral multiplication
map (x ⊗ y) 7→ (ψ0(x ⊗ y) : T 7→ xTy) extends uniquely to a weak-* σ-weakly
homeomorphic isometric (M,N)-bimodule isomorphism of M ⊗σh N with (M ′, N ′)
bimodular completely bounded maps on B(K,H) : CBM ′,N ′(B(K,H), B(K,H)).
As a consequence, (x ⊗ y)#(x′ ⊗ y′) = (xx′ ⊗ y′y) extends to a Banach algebra
multiplication on M ⊗σh N corresponding to composition in the isomorphim above.
(3) [BS92] For M ⊂ B(H), N ⊂ B(K) von Neumann subalgebras, the lateral multiplica-
tion map (x⊗ y) 7→ (ψ0(x⊗ y) : T 7→ xTy) extends uniquely to a complete isometric
weak-* homeomorphic (M,N)-bimodule isomorphism of M ⊗eh N ≃M ⊗w∗h N with
(M ′, N ′) bimodular completely bounded maps from compacts K(K,H) to B(K,H) :
CBM ′,N ′(K(K,H), B(K,H)).
Especially, there is a extension of the multiplication map m : M ⊗σh M → M.
Moreover (x⊗y)#(x′⊗y′) = (xx′⊗y′y) extends to a Banach algebra multiplication
on M ⊗eh N weak-* continuous in the first but not in the second variable.
(4) [BS92] For any von Neumann algebras M,N the canonical map M ⊗eh N → M⊗N
to the von Neumann tensor product is an injection.
As a consequence, if M0 ⊂ M,N0 ⊂ N finite, we have inclusions M ⊗h N ⊂
M ⊗eh N ⊂M⊗N ⊂ L2(M ⊗N, τ) such that the projection PL2(M0⊗N0) restricted to
M ⊗eh N equals EM0 ⊗eh EN0 and restricted to M ⊗h N equals EM0 ⊗h EN0.
The reader should note that from the proof by duality of the last statement, the crucial
injection to the von Neumann tensor product ofM⊗ehN is not valid forM⊗σhN in general.
Looking for such type of inclusion will be crucial for us to generalize those various Haagerup
tensor products.
1.2. Haagerup tensor products of D-modules. There are mainly 3 kinds of Haagerup
tensor products of operator modules over a C∗ algebra D which will be usually a von Neu-
mann algebra.
We follow [M05] for notation. For X a right D operator module (written X ∈ OMD) and
Y a left D operator module, X ⊗hD Y is the quotient of X ⊗h Y by the closed subspace
generated by elements of the form xd⊗y−x⊗dy, x ∈ X, y ∈ Y, d ∈ D, cf. [BLM, section 3.4].
If D is a von Neumann algebra, there is also a notion of extended Haagerup tensor product.
This is the only one not having an obvious quotient description even though there is a less
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obvious one. This is not obvious because, even though the extended Haagerup product is
often a dual operator space, the module variant is not a quotient by a weak-* closed subspace.
The two other products are as follows, for X a strong normal right D operator module and
Y a strong normal left D operator module (see [M97], written X ∈ SOMD) X ⊗ehD Y and,
for normal dual operator modules (see [M05] especially for the terminology above, written
X ∈ NDOMD, Y ∈ DNDOM) a normal Haagerup tensor product X⊗σhDY which coincides
with the obvious quotient by the weak-* closure of the module generated by d⊗1−1⊗d. We
first recall a few known general results.The reader should remember the specific class where
each product is well behaved and defined, respectively operator modules, strong operator
modules and normal dual operator modules which is more and more restrictive.
Theorem 2. (1) (Associativity) [BLM, Th 3.4.10] For X ∈ OMD, Y ∈ DOMD, Z ∈
DOM , we have X ⊗hD Y ∈ OMD, Y ⊗hD Z ∈ DOM and :
(X ⊗hD Y )⊗hD Z = X ⊗hD (Y ⊗hD Z).
[M97, Prop 4.1, Th 4.3] For X ∈ SOMD, Y ∈ DSOMD, Z ∈ DSOM , we have
X ⊗ehD Y ∈ SOMD, Y ⊗ehD Z ∈ DSOM and :
(X ⊗ehD Y )⊗ehD Z = X ⊗ehD (Y ⊗ehD Z).
(2) (Fonctoriality,Injectivity) [BLM, lemma 3.4.5] For any completely bounded D-module
maps between operator spaces
u1 : A1 → B1, u2 : A2 → B2, A1, B1 ∈ OMD, A2, B2 ∈ DOM
the maps
u1 ⊗D u2 : A1 ⊗hD A2 → B1 ⊗hD B2
is completely bounded, and [AP02, section 7] it is completely isometric if u1, u2 are.
[M97, Proof of Prop 3.3] (see also [B97b, Th 2.3]) If D is a von Neumann algebra,
for any completely bounded D-module maps between strong operator spaces u1 : A1 →
B1, u2 : A2 → B2, A1, B1 ∈ SOMD, A2, B2 ∈ DSOM the maps u1 ⊗D u2 : A1 ⊗ehD
A2 → B1⊗ehDB2 is completely bounded, and [M05, Proof of Prop 3.12] it is injective
if u1, u2 are.
(3) (Module duals) [M97, M95, lemma 2.4] If X ∈ SOMD, Y ∈ DSOM there are
completely isometric inclusions X ⊗hD Y →֒ X ⊗ehD Y [M05, Th 3.2,Th 4.2,] if
M,D,N are finite von Neumann algebras in standard form on their L2 space, X ∈
MSOMD, Y ∈ DSOMN , if we call X♮ := CBM(X,B(L2(D), L2(M)))D,
Y ♮ := CBD(X,B(L
2(N), L2(D)))N the (proper) bimodule duals, and (X⊗hDY )♮Dnorm
the subspace of (X ⊗hD Y )♮ := CBM(X ⊗hD Y,B(L2(N), L2(M)))N of maps normal
in D, then if D′ ≃ Dop is the commutant of D in its action on L2(D)
(X ⊗hD Y )♮Dnorm ≃ X♮ ⊗ehD′ Y ♮ ⊃ X♮ ⊗hD′ Y ♮,
X♮ ⊗σhD′ Y ♮ ≃ (X ⊗ehD Y )♮ ≃ X♮ ⊗σh Y ♮/Q(D′).
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with Q(D) the weak-* closed subspace of X♮ ⊗σh Y ♮ generated by all elements of
the form xb⊗ y − x⊗ by, x ∈ X♮, y ∈ Y ♮, b ∈ D′.
(4) (Multiplication, adjoint) [M05, Th 4.4] For M ⊂ B(H), N ⊂ B(K) von Neumann
subalgebras containing D as a common sub-von Neumann algebra the lateral multipli-
cation map (x⊗y) 7→ (ψ0(x⊗y) : T 7→ xTy) extends uniquely to a weak-* homeomor-
phic completely isometric (M,N)-bimodule isomorphism of M ⊗σhD N with (M ′, N ′)
bimodular completely bounded maps from BD(K,H) = D
′ ∩B(K,H) to B(K,H) :
CBM ′,N ′(BD(K,H), B(K,H)) =M ⊗σhD N.
Especially by definition M ⊗ehD N →֒ M ⊗σhD N completely isometrically. As a
consequence, (x⊗ y)#∑(x′ ⊗ y′) =∑(xx′ ⊗ y′y) extends to a Banach space module
map on M ⊗σhD N × (D′ ∩ (M ⊗σhD N)) or a Banach algebra multiplication on
D′ ∩ (M ⊗σhD N) ≃ CBM ′,N ′(BD(K,H), BD(K,H)) corresponding to composition
in the isomorphim above (thus weak-* continuous in each variable) and these maps
restricts to the corresponding extended Haagerup tensor products and Haagerup tensor
product.
Likewise, as a consequence, if M = N the map U ∈ (M ⊗σhD M 7→ U⋆ defined by
U⋆(B) = (U#B∗)∗ for B ∈ BD(H) is an isometric antilinear involution that restricts
to (M ⊗ehD M, (D′ ∩ (M ⊗ehD M), D′ ∩ (M ⊗σhD M .
For X ∈ MOMN , we used the notation of [M05] for the (proper) module dual X♮ :=
CBM(X,B(L
2(N), L2(M)))N .
Because of the normality issue in Theorem 2(3) above, it seems natural to define for X, Y
normal dual operator modules (over D′) with a canonical inclusion
I : X ⊗ehD′ Y ≃ (X♮ ⊗hD Y♮)♮Dnorm ⊂ (X♮ ⊗hD Y♮)♮ =: X ⊗w∗hD′ Y.
In this way there is automatically a completely contractive projection
P : X ⊗σhD′ Y → X ⊗w∗hD′ Y
dual to the inclusion between Haagerup and extended Haagerup tensor products. However,
contrary to the case D = C there is only a complete isometric embedding
J : X♮ ⊗ehD′ Y ♮ →֒ X♮ ⊗σhD′ Y ♮
from [M97, Prop 3.10] (but in general no X♮ ⊗w∗hD′ Y ♮ →֒ X♮ ⊗σhD′ Y ♮) and of course one
sees from the definitions that P ◦J = I. However, it is convenient to use the weak-* topology
on X♮ ⊗w∗hD′ Y ♮ and consider the topology induced on X♮ ⊗ehD′ Y ♮ as will be motivated in
the next proposition in the case we will be interested in. We can also consider on X♮⊗ehD′ Y ♮
the topology generated by the weak-* topology and the supplementary seminorms indexed
by x ∈ X, y ∈ Y and given for Ω ∈ (X ⊗hD Y )♮Dnorm by :
px,y(Ω) = sup
d∈D1
|Ω(x⊗D dy)|.
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We will call this the normal weak-* topology on X♮ ⊗ehD′ Y ♮ and this of course insures
preservation of normality in the limit.
Since we will use often several tensor product variants of [M05, Theorem 3.2] and this will
be crucial for us, we write it explicitly and will use obvious variants of the normal weak-*
topology. We may still refer to it as [M05, Theorem 3.2] except for the supplementary results.
The reader should note that the dual setting is crucial here for the complete quotient map
since the extended Haagerup product is known not to be projective by [ER03] even in the
operator space case.
Lemma 3. Let A1, ...An+1 von Neumann algebras and Xi, Yi ∈ AiNOMAi+1, then (X1 ⊗hA2
... ⊗hAn Xn)♮A2,...,Annormal = X♮1 ⊗ehA′2 ... ⊗ehA′n X♮n completely isometrically as A1 − An+1
bimodules. If Ii : Xi ⊂ Yi is a complete isometry between strong modules, then the module
dual of their tensor product induces a complete quotient map :
(I1 ⊗ ...⊗ In)♮ : Y ♮1 ⊗ehA′2 ...⊗ehA′n Y ♮n → X♮1 ⊗ehA′2 ...⊗ehA′n X♮n.
If moreover Xi ∈ AiNDOMAi+1, then
(X1 ⊗σhA2 ...⊗σhAn Xn) := ((X1)♮ ⊗ehA′2 ...⊗ehA′n (Xn)♮)♮ = (...(X1 ⊗σhA2 X2)...⊗σhAn Xn).
Finally, for Xi ∈ AiSOMAi+1, if
I : X♮1 ⊗ehA′2 ...⊗ehA′n X♮n ⊂ (X1 ⊗hA2 ...⊗hAn Xn)♮ =: X♮1 ⊗w∗hA′2 ...⊗w∗hA′n X♮n,
is the canonical bimodular complete isometry and
P : (X♮1 ⊗σhA′2 ...⊗σhA′n X♮n)→ X♮1 ⊗w∗hA′2 ...⊗w∗hA′n X♮n
the canonical bimodular weak-* continuous complete quotient map, then there is a bimodular
complete isometry
J : X♮1 ⊗ehA′2 ...⊗ehA′n X♮n → (X♮1 ⊗σhA′2 ...⊗σhA′n X♮n)
with commutative diagram P ◦ J = I, and uniquely determined by the relation :
J(v)(
∑
i1∈I1,...in∈In
x
(1)
i1
⊗ x(2)i1,i2 ⊗ ...⊗ x(2)in ) =
∑
i1∈I1,...in∈In
v(x
(1)
i1
⊗ x(2)i1,i2 ⊗ ...⊗ x(n)in ).
Proof. For the first part, the case n = 2 is [M05, Theorem 3.2] and by induction, we
have to check that (X1 ⊗hA2 ... ⊗hAn−1 Xn−1)♮A2,...,An−1normal ⊗ehA′n X♮n = (X1 ⊗hA2 ... ⊗hAn
Xn)
♮A2,...,Annormal. Recall that if Hn is a fixed proper An (Hilbert) module, (X1 ⊗hA2 ...⊗hAn
Xn)
♮ = CBA1(X1 ⊗hA2 ... ⊗hAn Xn, B(Hn+1, H1))An+1. What we know by associativity and
the case n = 2 is that (X1 ⊗hA2 ...⊗hAn Xn)♮Annormal = (X1 ⊗hA2 ...⊗hAn−1 Xn−1)♮ ⊗ehA′n X♮n.
By injectivity of the module extended Haagerup tensor product, we know that the spaces
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we want to identify are subspaces. The complete isometry and modularity will we obvious
once identified the subspaces. Note that
(X1 ⊗hA2 ...⊗hAn−1 Xn−1)♮A2,...,An−1normal ⊗ehA′n X♮n = X♮1 ⊗ehA′2 ...⊗ehA′n X♮n
⊂ (X1 ⊗hA2 ...⊗hAn Xn)♮A2,...,Annormal,
is obvious with the same explicit pairing that in (the easy part of) [M05, Theorem 3.2]
we thus check the converse. Thus take u ∈ M1,I(X1 ⊗hA2 ... ⊗hAn Xn)♮ = CBA1(X1 ⊗hA2
... ⊗hAn−1 Xn−1, B(ℓ2(I) ⊗Hn, H1))An, v ∈ MI,1(X♮n) = CBAn(Xn, B(Hn+1, ℓ2(I) ⊗Hn)An+1
so that u ⊙ v is a typical element of (X1 ⊗hA2 ... ⊗hAn−1 Xn−1)♮ ⊗ehA′n X♮n and assume it
lies in (X1 ⊗hA2 ... ⊗hAn Xn)♮A2,...,Annormal. Then define H = Span{v(x)[h], x ∈ Xn, h ∈
Hn+1} ⊂ ℓ2(I) ⊗ Hn. It is invariant by action of An since for a ∈ An a[v(x)[h]] = v(ax)[h]
and thus the projection on its closure p ∈ A′n ∩ B(ℓ2(I) ⊗ Hn) = MI(A′n). (by default
A′n = A
′
n ∩B(Hn)).Thus by results of Magajna u⊙ v = u⊙ pv = up⊙ pv. Now it suffices to
show that up ∈M1,I(X1⊗hA2 ...⊗hAnXn)♮A2,...,An−1normal, i.e for any ei, i ∈ I for the canonical
basis of ℓ2(I), up(ei ⊗ .) ∈ X1 ⊗hA2 ... ⊗hAn Xn)♮A2,...,An−1normal. Take xm ∈ H tending to
p(ei ⊗ ξ) for ξ ∈ Hn, it is easy to see that u(xm) has the right normality by the assumption
on u ⊙ v, thus by a norm limit up(ei ⊗ ξ)has it too or said otherwise up(ei ⊗ .) is normal
for the weak topology at the target and again by normwise density (of elementary tensors
in trace class) this is enough.
For the complete quotient map, first note that one has a complete contraction (I1 ⊗ ...⊗
In)
♮ : (Y1 ⊗hA2 ... ⊗hAn Yn)♮ → (X1 ⊗hA2 ... ⊗hAn Xn)♮, that induces on the normal part the
map we want. Let us check it is a quotient map. Start with the case n = 2, thus take
Φ ∈ Mn((X1 ⊗hA2 X2)♮A2normal) of norm < 1 and find, by the version of Christensen-sinclair
representation Theorem in [M97, Th 3.9], an Hilbert space H with a normal representation of
A2, Φ1 : X1 → B(H,Hn1 ),Φ2 : X2 → B(Hn3 , H) bimodular completely (strictly) contractive
such that Φ(x1⊗x2) = Φ1(x1)Φ2(x2). Since Φi ∈ X♮i for some (maybe non proper) dual, one
can use, since Xi, Yi are strong [M05, Prop 3.12 (ii)] to get complete quotient maps Y
♮
i → X♮i
thus giving Ψ1 : Y1 → B(H,Hn1 ),Ψ2 : Y2 → B(Hn3 , H) bimodular, completely contractive
extensions of Φi’s. We thus define Ψ(y1⊗y2) = Ψ1(y1)Ψ2(y2) as extension of Φ and from the
normality of H it is easy to see Ψ ∈ Mn((Y1⊗hA2 Y2)♮A2normal) as expected of norm ||Ψ|| ≤ 1.
This concludes to the complete quotient map in the case n = 2, the general case is left to
the reader.
For the last part, we consider only the case n = 3. Then by definition in [M05, section
4] (X1 ⊗σhA2 X2) ⊗σhA3 X3 = ((X1 ⊗σhA2 X2)♮ ⊗ehA′3 (X3)♮)♮. And from [M05, Th 2.17]
(X1 ⊗σhA2 X2)♮ = (X1)♮ ⊗ehA′2 (X2)♮ if and only if this last module is a strong operator
module which is the case by [M97, Prop 4.1]. The result, as well as the general n case by an
easy induction, follows from associativity of module extended Haagerup product of strong
modules [M97, Theorem 4.3].
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J is obtained by iteratively applying [M97, Prop 3.10] and the uniqueness condition ex-
pressing the extension on standard tensors there implies the relation P ◦ J = I. 
1.3. Concrete examples of module duals in the finite case. From now on B,D,M,N
will be finite von Neumann algebras with a fixed faithful normal tracial state τ .
We may still call them only finite von Neumann algebras and sometimes more precisely W ∗
probability space. L2(N) = L2(N, τ) will then be the associated Hilbert space realizing the
standard form Hilbert space for N . All inclusions B ⊂ N will be with agreeing trace.
To describe the proper module dual in the cases we will be interested in, we will need
other results of the paper [M05]. We equip in general the Hilbert space L2(N) with its left
module structure and its column Hilbert space operator space structure as in this paper if
not otherwise specified. If not otherwise specified, we write L2(N)∗ for its dual, the right
module with row Hilbert space structure [BLM, M05]. Then, [M05, Corol 3.5], for X an
M−N operator bimodule, X♮ = (L2(M)⊗hMX⊗hN L2(N))∗ ∈ M ′NDOMN ′ (with operator
space dual structure, the commutant actions referring to commutants on L2(M), L2(N)).
For X ∈ MNDOMN , there is a predual X♮ := NCBM (X,B(L2(N), L2(M)))N . Then,
[M05, Th 2.17, 3.7], X ∈ MOMN is strong if and only if (X♮)♮ = X , and for any X ∈
MNDOMN , X ≃ (X♮)♮ as a completely isometric weak-* homeomorphic isomorphism.
From [M05, Prop 4.3], if A,B ⊂ M von Neumann subalgebras and we consider M ∈
ANDOMB, then
(1) (AMB)♮ ≃ BA(L2(M), L2(A))⊗ehM ′ BB(L2(B), L2(M)),
by identification with the side multiplication map.
We will relate these with natural objects studied by von Neumann algebraist, for D ⊂M,
finite von Neumann algebras: the space of right bounded vectors is
ML
2(M)L2(D) := {ξ ∈ L2(M) : ∃C > 0∀d ∈ D, ||ξd||2 ≤ C||d||2},
normed with ||ξ|| = sup||d||2≤1,d∈D ||ξd||2 = ||ED(ξ∗ξ)||1/2. This space is thus an D-module in
the sense of C∗-modules. We recall the classical norm on Mn(ML2(M)L2(D)) by ||(yij)||2 =
||[∑k ED(y∗kiykj)]ij||Mn(D) as the canonical operator space structure of the (right) C∗-modules
studied in [B97]. It is shown there that ML
2(M)L2(D)⊗hD L2(D)c is completely isometric to
a column Hilbert space, namely L2(M)c.
Likewise, we define
ML
1(M)L2(D) := {ξ ∈ L1(M) : ∃C > 0∀n∀d ∈Mn(D) ⊂ [Mn(L2(D))]∗,
||ξd||
T C (IRn)⊗ˆL1(M) ≤ C||d||2},
normed with ||ξ|| = sup||d||2≤1,d∈Mn(D)⊂[Mn(L2(D))]∗ ||ξd||T C (IRn)⊗ˆL1(M), similarly :
L2(D)L
1(M)M := {ξ ∈ L1(M) : ∃C > 0∀n∀d ∈Mn(D) ⊂ [Mn(L2(D)∗)]∗,
||dξ||
T C (IRn)⊗ˆL1(M) ≤ C||d||2},
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(recall that here the meaning of [Mn(L
2(D)∗)]∗ is the Banach space dual of Mn(L2(D)) with
row norm.) and
L2(D)L
1(M)L2(D) := {ξ ∈ L1(M) : ∃C > 0∀n∀d1, d2 ∈ Dn ⊂ (L2(D))n,
||(d1,iξd2,j)i,j||T C (IRn)⊗ˆL1(M) ≤ C||d1||2||d2||2},
normed with ||ξ|| = sup||di||2,≤1,di∈Dn ||(d1,iξd2,j)i,j||T C (IRn)⊗ˆL1(M),
Proposition 4. Let D ⊂ M finite von Neumann algebras. We have completely isometric
module isomorphisms :
M ′(L2(D)L
2(M)opM )D′ ≃ (MMD)♮, D′(ML2(M)opL2(D))M ′ ≃ (DMM)♮.
the first with the canonical operator space structure when seen as M ′(L2(D)L
2(M)opM )D′ =
M ′L
2(M ′)L2(D′), namely as noted, the opposite structure as defined before. Moreover, we
have isometric isomorphisms :
ML
1(M)L2(D) ≃ (ML2(M)opL2(D))⊗hM ′ L2(M) = (DMC)♮,
L2(D)L
1(M)M ≃ (L2(M))∗ ⊗hM ′ (L2(D)L2(M)opM ) = (CMD)♮,
and we equip the left hand sides with the operator space structure of the right hand sides.
Likewise, we have :
L2(D)L
1(M)L2(D) ≃ (ML2(M)opL2(D))⊗ehM ′ L2(D)L2(M)opM = (DMD)♮.
Moreover (ML
2(M)opL2(D)) is dense in (DMD)♮ = NCB(M,B(L
2(D))) for the topology of
pointwise strong operator topology convergence and L2(D)L
2(M)opM is dense for the topology of
pointwise *-strong operator topology convergence.
Proof. From formula (1), we have
(MMD)♮ = M
′ ⊗ehM ′ BD(L2(D), L2(M)) = BD(L2(D), L2(M)),
(DMM )♮ = BD(L
2(M), L2(D)).
Let us show that the maps ψ1 : L2(D)L
2(M)M → BD(L2(D), L2(M)), ψ2 : ML2(M)L2(D) →
BD(L
2(M), L2(D)) defined by
ψ1(ξ)(η) = ηξ, ψ2(ξ)(η) = ED(ηξ),
are isometric module isomorphisms, the last one is well defined since for ξ ∈ ML2(M)L2(D), η ∈
L2(M), ηξ ∈ ML1(M)L2(D) and ED : ML1(M)L2(D) → L2(D) bounded. To check the module
structure, take x ∈M ′, y ∈ D′
ψ1(x.ξ.y)(η) = ηxξy = ηy
oξxo = ψ1(ξ)(ηy
o)xo,
ψ2(y.ξ.x)(η) = ED(ηx
oξyo) = ψ2(ξ)(ηx
o)yo,
The injectivity of ψi is obvious, and the isometry also by duality, surjectivity can be proved in
noting that BD(L
2(M), L2(D)), BD(L
2(D), L2(M)) ⊂ BD(L2(M), L2(M)) = 〈M ′, eB〉 (the
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later inclusion using composition with eD) and using the usual weakly-* dense subset of the
basic construction.
To see that ψ1 gives a complete isometry, let us make explicit the norm on the spaces in-
volved : Mn(BD(L
2(D), L2(M))) = BD((L
2(D))n, (L2(M))n) and for [ξij] ∈ M ′L2(M ′)L2(D′)
we deduce the formula from the case ξij = (xij)
o ∈ Mo Then
||[ξij]||2 = ||EDo(
∑
k
((xki)
o)∗(xkj)
o)||Mn(Do) = ||([ED(
∑
k
xkjx
∗
ki)]
o)||Mn(Do).
But the norm of (ψ1(xij)) is exactly given by
||(ψ1(xij))|| = sup
η∈(L2(D))n
[∑
ijk
τ((ηjxij)
∗ηkxik)
]1/2
= sup
η∈(L2(D))n
[∑
ijk
τ(ηkED(xikx
∗
ij)η
∗
j )
]1/2
= ||ED(
∑
i
xikx
∗
ij)||1/2,
proving the desired complete isometry.
Similarly, 〈ψ2((xij))((yk)), (zk)〉 =
∑
jk τ(z
∗
k(yjxkj) = τ((zkx
∗
kj)
∗yj) so that :ψ2(X)∗ =
ψ1(X
∗) and thus for X = (xij) we have
||(ψ2(X))|| = ||(ψ1(X∗)|| = ||ED(
∑
i
x∗kixji)||1/2 = ||XT ||Mn(ML2(M)L2(D)) = ||X||Mn(ML2(M)opL2(D)).
For L1 spaces, as before formula (1) gives
(DMC)♮ ≃ BD(L2(M), L2(D))⊗ehM ′ L2(M), (CMD)♮ ≃ (L2(M))∗ ⊗ehM ′ BD(L2(D), L2(M)).
This gives the second isomorphisms since for Hilbert spaces, the extended-Haagerup and
haagerup products coincide [M05, Rmk 2.18].
The first isomorphism is given by coming back to the definition of the predual (DMC)♮ =
NCBD(M,L
2(D)), (CMD)♮ = NCB(M, (L
2(D))∗)D.. Let us show that the isomorphisms is
thus given by ψ3 : L2(D)L
1(M)M → NCB(M,L2(D)∗)D, ψ2 : ML1(M)L2(D) → NCBD(M,L2(D)),
with the same formula for ψ2 and for m ∈ M, d ∈ L2(D):
ψ3(ξ)(m)(d) = τ(ξmd).
Bimodularity and isometry are obvious. The inverse being given by evaluation on L2(D) at
1 and via identification of L1(M) with the predual, this concludes the proof of the second
isomorphisms. Finally the computation of (DMD)♮ is similar, one of them is given by ψ4 :
L2(D)L
1(M)L2(D) → NCBD(M,B(L2(D)))D,
ψ4(ξ)(m)(d) = ED(mdξ).
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For the last density result, write ξ = x ⊗M ′ y ∈ L2(M)opL2(D) ⊗ehM ′ L2(D)L2(M)opM in its
canonical writing and look at yα = α(α + yy
∗)−1y = yα(α + y∗y)−1 (written with opposite
products and ξα = x ⊗M ′ yα get the corresponding multiplication in xyα ∈ (ML2(M)L2(D))
and, with all products in Mo:
τ(d′EDop(x(y−yα)dm))|2 ≤ τ(d′EDop(xx∗)d′∗)||(y−yα)dm||2 ≤ ||d′||22||x||2||(y−yα)dm||2 →α→∞ 0
even uniformly in d′, this concludes. The second case is similar. 
We will explain more on module extended Haagerup products of these spaces in subsection
2.1.
1.4. Operator space direct sums and operator modules. To define analytic functions,
we will need to take ℓ1 direct sums, but unfortunately, there is no reason for an operator
space ℓ1 direct sum (see e.g. [P03, section 2.6]) to be an operator module (this is however
true for a matrix normed module, i.e. a module for the projective opertor tensor product
by commutation of projective tensor product and ℓ1 direct sums, cf [BLM, Rmk 3.1.9]).
However, the ℓ∞ (also written merely ⊕, and c0) direct sums obviously remain operator
modules, we will have by duality and universal property, two (agreeing) candidates to be
operator modules ℓ1 direct sums. We summarize this in the next :
Lemma 5. Let (Ei)i∈I a family of D-D normal operator modules. Consider ⊕fini∈IEi ⊂
(⊕i∈IE♮i )♮, then the completion ℓ1D,D(Ei; i ∈ I) ∈ DNOMD, with complete isometric injection
ǫi : Ei → ℓ1D,D(Ei; i ∈ I) and complete quotient projection πi : ℓ1D,D(Ei; i ∈ I) → Ei and the
duality relations :
c0(Ei; i ∈ I)♮ = ℓ1D,D(E♮i ; i ∈ I), ℓ1D,D(Ei; i ∈ I)♮ = ⊕i∈IE♮i ,
Moreover, if Ei ∈ DSOMD, (resp. DNDOMD) then we have ℓ1D,D(Ei; i ∈ I) ∈ DSOMD.
(resp. DNDOMD), and (⊕i∈IE♮i )♮ = ℓ1D,D(Ei; i ∈ I) (resp. in the normal operator dual case
c0((Ei)♮; i ∈ I) = (ℓ1D,D(Ei; i ∈ I))♮).
Finally, ℓ1D,D(Ei; i ∈ I) has the following universal property: if Z ∈ DOMD and ui : Ei →
Z are D −D module completely contractive maps, there is a unique completely contractive
D −D module map u : ℓ1D,D(Ei; i ∈ I)→ Z, uǫi = ui and
CBD,D(ℓ
1
D,D(Ei; i ∈ I), Z) ≃ ⊕i∈ICBD,D(Ei, Z).
Thus if Ei ⊂ Fi completely contractively as submodule, then ℓ1D,D(Ei; i ∈ I) ⊂ ℓ1D,D(Fi; i ∈ I),
and if C ⊂ D, there is a canonical contractive injection LC→D : ℓ1C,C(Ei; i ∈ I)→ ℓ1D,D(Ei; i ∈
I), with dense image. For general Ei, Fj normal operator modules, we also have the complete
isometry:
ℓ1D,D(Ei; i ∈ I)⊗̂Dℓ1D,D(Fj ; j ∈ J) ≃ ℓ1D,D(Ei⊗̂DFj ; (i, j) ∈ I × J).
Note that we will write E1 ⊕1D E2 for ℓ1D,D(Ei; i ∈ I) when |I| = 2, and ℓ1D,D = ℓ1D.
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Proof. The first statement is obvious since module duality gives module as duals, ǫi, πi comes
from dualization of those for ℓ∞ sums. Note that in order to have ǫi complete isometric, we
use the normality of Ei to identify Ei ⊂ (Ei)♮♮ completely isometrically (cf. the characteriza-
tion of the normal parts (Ei)n of an operator module [M05, Prop 5.7] which is Ei itself when
it is normal). Since c0(Ei; i ∈ I) →֒ ⊕i∈IE♮♮i completely isometrically, one gets a complete
isometric D − D module map ℓ1D,D(E♮i ; i ∈ I) ⊂ (⊕i∈IE♮♮i )♮ → c0(Ei; i ∈ I)♮. Since ⊕fini∈IE♮i
is obviously dense in this last space, this concludes. The second duality result is a specific
case of the universal property, but we will use it in its proof.
Likewise we have the canonical complete isometric bimodule map ⊕i∈IE♮i → (⊕i∈IE♮i )♮♮ →
ℓ1D,D(Ei; i ∈ I)♮ dualizing the defining inclusion, and the surjectivity is obvious since com-
posing ψ ∈ ℓ1D,D(Ei; i ∈ I)♮ with ǫi gives a family (ψǫi) ∈ ⊕i∈IE♮i that has to agree with ψ
by density of finite sums in ℓ1D,D(Ei; i ∈ I).
Let us now check the stability of normal dual operator modules. By [M05, Th 3.7] and
our previous duality result :c0((Ei)♮; i ∈ I)♮ = ℓ1D,D(Ei; i ∈ I), thus the ℓ1 sum is a dual
operator module, and it remains to check normality. Since a (Ei)♮ is a strong module and a
c0 or ℓ
∞ sum obviously remain strong, the predual computation then follows from [M05, Th
2.17]. By [M05, Rmk 2.10], we are done since ℓ1D,D(Ei; i ∈ I) is always a normal module as
complete isometric subspace of a normal dual module.
For the stability of the property of being a strong module, it suffices to check the predual
computation by characterization of a strong module [M05, Th 2.17]. Thus take ψ ∈ (⊕i∈IE♮i )♮
a normal completely bounded map. Obviously the inclusion ǫi : E
♮
i → (⊕i∈IE♮i ) is normal,
thus ψǫi ∈ (E♮i )♮ = Ei by characterization of a strong module. Thus by definition ψ′ =
⊕iψǫi ∈ ℓ1D,D(Ei, i ∈ I), it remains to check this is indeed ψ. But for x ∈ ⊕i∈IE♮i ,⊕i∈Fπi(x)
weak-* converge to x, and ψ(⊕i∈Fπi(x)) = ψ(⊕i∈F ǫiπi(x)) = ψ′(⊕i∈Fπi(x)) we indeed deduce
by weak-* continuity ψ = ψ′.
The only non obvious part of the universal property, is to build u from ui. This comes
from the fact (⊕u♮i)♮ agree with the finite sum of ui on finite sums. The consequences of the
universal property are obvious. To check LC→D is injective, one uses that πDi ◦ LC→D = πCi
(where the superscript emphasizes the type of modules the projection is referring to). This
identity is obvious on finite sums by definition and then goes to the completion. Thus
if LC→D(x) = 0 one has πCi (x) = 0 for all i, thus it is obvious that x is 0 in duality with
⊕fini∈IE♮Ci thus evaluated against its norm closure c0(E♮Ci , i ∈ I) thus also against (⊕i∈IE♮Ci ) =
[ℓ1C,C(Ei; i ∈ I)]♮C = (c0(E♮Ci , i ∈ I))♮♮ = (c0(E♮Ci , i ∈ I))C′∗C′∗. Indeed, by Golstine lemma,
c0(E
♮C
i , i ∈ I) is weak-* dense in its bidual, thus also from the proof of [M05, Corol 3.6]
in (c0(E
♮C
i , i ∈ I))C′∗C′∗ ⊂ (c0(E♮Ci , i ∈ I))∗∗ (recall we write ∗ for operator space duality
written # there) and from the isomorphism in [M05, Corol 3.5] with the dual bimodule, this
weak-* topology in (c0(E
♮C
i , i ∈ I))C′∗C′∗ is the pointwise convergence on ℓ1C,C(Ei; i ∈ I) in
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the weak-* topology of operators. Thus this density is indeed enough to get vanishing on
x ∈ ℓ1C,C(Ei; i ∈ I). Thus x is 0 in ℓ1C,C(Ei; i ∈ I) ⊂ (⊕i∈IE♮Ci )♮C′ .
For commutation with projective operator space tensor product, one uses [BLM, Prop
3.5.9]. 
1.5. Shuffle maps. A shuffle map between tensor products is an extension to completion
of a map on algebraic tensor product S : B ⊗ C1 ⊗ A ⊗ C2 → C1 ⊗ A ⊗ B ⊗ C2 with
S(b ⊗ c ⊗ a ⊗ d) = (c ⊗ a ⊗ b ⊗ d) or of the inverse of S. Two results are available in the
literature, commutation of nuclear and extended Haagerup product and its dual between
normal Haagerup and von Neumann tensor product [ER03, Th 6.1]. There is also the similar
relation between minimal and Haagerup tensor product from [P03, Th 5.15 ]. We will need
variants of these results for other tensor products. Recall that the normal Fubini tensor
product (B∗⊗FA∗) = CB(B,A∗) from [ER00, Th 7.2.3]. The von Neumann (or normal
spatial) tensor product B∗⊗A∗ is the weak-* closed subspace generated by the algebraic
tensor product. We start by a module variant. We gave background on modules in subsection
1.2, but we refer mostly for normal dual operator bimodules DNDOMD (or strong operator
modules) to [M05] and [BLM, section 3.8] but we use the terminology of Magajna.
Proposition 6. Let D be a von Neumann algebra. For any operator space B and any normal
dual operator D-bimodule A,C1, C2, then
(B∗⊗FA) = CB(B,A) ∈ DNDOMD, (B∗⊗A) ∈ DNDOMD
for the multiplications induced pointwise by A and the shuffle map extends to weak-* contin-
uous completely contractive maps (the second extension being unique) :
SFσh = S
B,C1,A,C2
Fσh : C1 ⊗σhD (B⊗FA)⊗σhD C2 → B⊗F [C1 ⊗σhD A⊗σhD C2],
C1 ⊗σhD (B⊗A)⊗σhD C2 → B⊗[C1 ⊗σhD A⊗σhD C2].
The first shuffle map makes commutative diagrams with the canonical maps coming from
functoriality of tensor products from weak-* continuous completely bounded bimodule maps
between normal bimodules j : C1 → C3, k : C2 → C4, l : A → A2. More precisely, we have
[Id⊗ (j ⊗ l ⊗ k)] ◦ SB,C1,A,C2Fσh = SB,C3,A2,C4Fσh ◦ [j ⊗ (Id⊗ l)⊗ k].
Proof. Let us start by building the first shuffle map in the case without module structure
(namely D = C) we build a canonical contractive map I ∈ CB(D ⊗σh CB(B,A) ⊗σh
D,CB(B,D⊗σh A⊗σh D)). But if b ∈ B, b⊗ . : CB(A∗, B⊗ˆA∗) thus defines a dual weak-*
continuous map (b ⊗ .)∗ : CB(B,A)→ A which is merely the evaluation map. It is easy to
see that b 7→ (b⊗ .)∗ ∈ CB(B,NCB(CB(B,A), A)). From [ER03, (5.22)] one gets a map
Id⊗ (b⊗ .)∗ ⊗ Id ∈ NCB(D ⊗σh CB(B,A)⊗σh D,D ⊗σh A⊗σh D))),
and one thus defines I(x)(b) = (Id⊗ (b⊗ .)∗ ⊗ Id)(x). To check it is completely contractive
in b, one uses that for b ∈ Mn(B), then b ⊗ . ∈ CB(Mn(A),Mn(B)⊗ˆMn(A)), (b ⊗ .)∗ ∈
NCB(CB(Mn(B),Mn(A)),Mn(A))→ NCB(CB(B,A),Mn(A)) and (Id⊗(b⊗.)∗⊗Id)(x) ∈
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D⊗σh Mn(A)⊗σh D →Mn(D⊗σh A⊗σh D)) by a very special case of the shuffle map from
[ER03, Th 6.1]. This concludes the case with D = C. The commutativity with functorial
maps is obvious from the definitions.
Since A ∈ DNDOMD, thus A is an operator module so that we have a map D⊗hA⊗hD →
A and from the representation, it is separately weak-* continuous, thus from [ER03, Prop
5.9] it extends to a weak-* continuous completely contractive map D ⊗σh A⊗σh D → A.
From the result without module structure, one gets a weak-* continuous completely con-
tractive map D ⊗σh (B∗⊗FA) ⊗σh D → B∗⊗F (D ⊗σh A ⊗σh D) → (B∗⊗FA) and from
[ER03, Th 6.1] we have the von Neumann tensor product analogue D⊗σh (B∗⊗A)⊗σhD →
B∗⊗(D ⊗σh A ⊗σh D) → (B∗⊗A). Thus using also Effros-Ruan’s CES Theorem for dual
modules [BLM, Th 3.8.3] and from the characterization of weak-* continuity [ER03, (5.22)]
one gets (B∗⊗FA), (B∗⊗A) ∈ DNDOMD.
For the shuffle map in the module case, it suffices to treat the case C2 = C by symmetry
and associativity of the normal Haagerup product (see lemma 3 bellow). Now composing
the weak-* continuous map we obtained to the weak-* continuous completely quotient map
from [M05, Th 4.2], one gets :
C1 ⊗σh (B⊗FA)→ B⊗F [C1 ⊗σh A]→ B⊗F [C1 ⊗σhD A],
and from the same theorem, it suffices to see it induces a map to the quotient. Since the kernel
is weak-* closed, it suffices to show that it contains for any c ∈ C1, d ∈ D, T ∈ CB(B,A) x =
cd⊗T−c⊗dT but for b ∈ B, the image of x is (id⊗(b⊗1)∗)(x) = cd⊗T (b)−c⊗dT (b) which
is 0 when mapped by the quotient map of the normal Haagerup product. This concludes.
An easy diagram chasing with the definition of quotients proves the commutativity with
functorial maps in the module case from the non-module case. The von Neumann tensor
product case is similar starting from the non-module case from [ER03, Th 6.1]. 
As for ℓ1 direct sums, projective tensor products are not well behaved with respect to
operator modules, but this suggests a definition of a module projective product.
Corollary 7. Let D be a von Neumann algebra. For any operator space B and any strong
operator D-bimodule A, B⊗̂D−DA := (B∗ ⊗F A♮)♮ is a strong operator D-bimodule with a
canonical completely contractive map B⊗̂A→ B⊗̂D−DA. It satisfies the following universal
property, it is the unique strong operator bimodule such that for any other strong operator
bimodule X:
CBD(B⊗̂D−DA,X)D = CB(B,CBD(A,X)D).
As a consequence, for B1, B2 operator spaces, we have :
B1⊗̂D−D(B2⊗̂D−DA) ≃ (B1⊗̂B2)⊗̂D−DA.
ANALYTIC FUNCTIONS RELATIVE TO A COVARIANCE MAP η 17
Moreover, the shuffle map extends for C1, C2 strong operator D-bimodule to a completely
contractive D bimodule map :
SPeh = S
B,C1,A,C2
Peh : B⊗̂
D−D
[C1 ⊗ehD A⊗ehD C2]→ C1 ⊗ehD [B⊗̂D−DA]⊗ehD C2,
whose dual module map is the extension of the previous proposition 6
C♮1 ⊗σhD′ (B∗⊗FA♮)⊗σhD′ C♮2 → B∗⊗F [C♮1 ⊗σhD′ A♮ ⊗σhD′ C♮2].
Moreover the shuffle map makes commutative diagrams with the canonical maps coming
from functoriality of tensor products from completely bounded bimodule maps between strong
bimodules j : C1 → C3, k : C2 → C4, l : A → A2. More precisely, we have [j ⊗ehD (Id ⊗
l)⊗ehD k] ◦ SB,C1,A,C2Peh = SB,C3,A2,C4Peh ◦ [Id⊗ (j ⊗ehD l ⊗ehD k)].
Proof. The strong module statement is obvious from the characterization of strong modules
[M05] from [M05, Prop 3.11, Th 3.7] if X is a strong operator D-module
CBD((B
∗ ⊗F A♮)♮, X)D ≃ NCBD′(X♮, B∗ ⊗F A♮)D′ ⊂ CB(B,CBD′(X♮, A♮)D′)
and since both spaces we take modular CB maps on the right hand side are strong, this
isomorphism is even completely isometric from [M05, Prop 3.12]. Moreover, it is easy to see
that NCBD′(X
♮, B∗ ⊗F A♮)D′ = CB(B,NCBD′(X♮, A♮)D′) ≃ CB(B,CBD(A,X)D) maps
that are pointwise valued in normal CB maps. But CB(B,CBD(A,X)D) ⊂ CB(B⊗̂A,X).
Thus taking X = (B∗ ⊗F A♮)♮ one gets from the identity map the expected canonical map
B⊗̂A → (B∗ ⊗F A♮)♮ which is A − A modular for the obvious module structure. We have
also checked the universal property. Associativity follows straightforwardly.
For the shuffle map, we already recalled the two spaces for which we want an extension
are strong, thus from [M05, Prop 3.11, 3.12] again, the unique module predual map S of the
previous shuffle map exists and have same CB norm thus is also contractive and it suffices
to check it extends the shuffle map of the algebraic product. Indeed, for c1 ∈ C1, c2 ∈ C2, b ∈
B, a ∈ A,M ∈ CB(B,A♮), L ∈ C♮1, N ∈ C♮2 :
〈S(b⊗ c1 ⊗ a⊗ c2), L⊗M ⊗N〉 = 〈(c1 ⊗ a⊗ c2), S∗(L⊗M ⊗N)[b]〉
= 〈(c1 ⊗ a⊗ c2), (L⊗M(b) ⊗N)〉
= 〈(c1 ⊗ (b⊗ a)⊗ c2), (L⊗M ⊗N)〉
and by weak-* density of the elements of the form L⊗M ⊗N one concludes to S(b⊗ c1 ⊗
a ⊗ c2) = c1 ⊗ (b ⊗ a) ⊗ c2. The functoriality follows from the dual one in the previous
proposition. 
We conclude by a technical shuffle lemma we did not find in the literature :
Lemma 8. For any operator spaces A,B,C1, C2, the shuffle map extends to a completely
contractive maps in the following situations (the last two maps are unique extensions) :
B⊗̂[C1 ⊗eh A⊗eh C2]→ C1 ⊗eh (A⊗̂B)⊗eh C2,
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B⊗̂[C1 ⊗h A⊗h C2]→ C1 ⊗h (A⊗̂B)⊗h C2,
B⊗nuc[C1 ⊗h A⊗h C2]→ C1 ⊗h (A⊗nucB)⊗h C2,
C1 ⊗eh CB(B,A)⊗eh C2 → CB(B,C1 ⊗eh A⊗eh C2),
C1 ⊗h CB(B,A)⊗h C2 → CB(B,C1 ⊗h A⊗h C2).
Moreover, if C1 (resp. C2) is a D-E (resp. E-D) normal dual operator module over von
Neumann algebra D,E and assume A is now a normal dual operator E bimodule, there is
a completely contractive D bimodular map extending the shuffle map, weak-* continuous on
the normal Haagerup tensor product argument :
SD,EPσh : B⊗̂
D−D
[C1 ⊗σhE A⊗σhE C2]→ C1 ⊗σhE (CB(B,A♮))♮ ⊗σhE C2,
where CB(B,A♮) is given the structure of strong Haageruop E’ module induced by the canoni-
cal map E ′⊗ehCB(B,A♮)⊗ehE ′ → CB(B,E ′⊗ehA♮⊗ehE ′)→ CB(B,A♮). Finally, when E =
D, if k = kDB,A : [B⊗̂
D−D
A]→ (CB(B,A♮))♮ is the canonical map, J : [C1⊗ehEA⊗ehEC2]→
[C1⊗σhEA⊗σhE C2] , I : C1⊗ehE (CB(B,A♮))♮⊗ehEC2 → C1⊗σhE (CB(B,A♮))♮⊗σhEC2 the
contractive inclusions and SPeh : B⊗̂D−D[C1⊗ehDA⊗ehDC2]→ C1⊗ehD [B⊗̂D−DA]⊗ehDC2
the shuffle map of proposition 7, then we have the commutative diagram : I◦(1⊗k⊗1)◦SPeh =
SD,DPσh ◦ [1⊗ J ].
Proof. The first five maps are easy. To get the first, it suffices to take the predual map of
the first map built in proposition 6 in the case D = C and reason as in corollary 7.
The second map follows from the first since the second range is included in the first and
working on elementary tensors enables to restrict to this new range. The third map is
induced from the one
S ′ : B⊗nuc[C1 ⊗eh A⊗eh C2]→ C1 ⊗eh (A⊗nucB)⊗eh C2
from [ER03, Th 6.1] on extended Haagerup products using that C1 ⊗h (A⊗̂B) ⊗h C2 ⊂
C1 ⊗eh (A⊗̂B) ⊗eh C2 completely isometrically and [C1 ⊗h A ⊗h C2] ⊂ [C1 ⊗eh A ⊗eh C2]
so that the canonical map [C1 ⊗h A ⊗h C2]⊗̂B → [C1 ⊗eh A ⊗eh C2]⊗̂B induces a map
by quotient Q : [C1 ⊗h A ⊗h C2]⊗nucB → [C1 ⊗eh A ⊗eh C2]⊗nucB, (using functoriality of
the injective tensor product) so that S ′ ◦ Q has actually a range on the closed subspace
C1 ⊗h (A⊗nucB)⊗h C2 as seen on elementary tensors and is thus our third map.
The fourth and fifth maps are obtained as follows in seeing
CB(C1⊗(e)hCB(B,A)⊗(e)h C2, CB(B,C1 ⊗(e)h A⊗(e)h C2))
= CB(B,CB(C1 ⊗(e)h CB(B,A)⊗(e)h C2, C1 ⊗(e)h A⊗(e)h C2))
and in taking in the right hand side the map corresponding to b 7→ 1⊗ ev(b)⊗ 1 and using
the functoriality from [ER03, (5.11)] (and the well-known one in the Haaggerup case) and
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complete boundeness of ev in b using also usual completely contractive maps C1⊗hMn(A)⊗h
C2 →Mn(C1 ⊗h A⊗h C2) from [P03, Thm 5.15] and :
C1 ⊗eh Mn(A)⊗eh C2 ⊂ [C∗1 ⊗h (Tn⊗̂A∗)⊗h C∗2 ]∗
→ (Tn⊗̂[C∗1 ⊗h A∗ ⊗h C∗2 ])∗
=Mn(C
∗∗
1 ⊗eh A∗∗ ⊗eh C∗∗2 ) ⊃Mn(C1 ⊗eh A⊗eh C2)
the first inclusion using injectivity of extended Haagerup product and its relation to Haagerup
product, the second map in the middle being dual to the second shuffle map built above and
the final map arriving in the smaller target subset without biduals (cf detail later in this
proof for the normal Haagerup case.)
The canonical map to get the strong module structure is obtained in using the fourth map
just built above. This concludes to the strong operator module structure on CB(B,A♮),
using A♮ is strong from [M05, Th 2.17].
To build the D bimodular map extension of the shuffle map, one can use the universal
property proved in proposition 7. Indeed the target space is a strong D-bimodule as any dual
operator module since the module map extends to normal Haagerup thus to the included
extended Haagerup product from which we deduce the defining stability for strong modules.
Thus, it suffices to build a map :
S = SD,EPσh ∈ CB(B,NCBD([C1 ⊗σhE A∗ ⊗σhE C2], C1 ⊗σhE (CB(B,A♮))♮ ⊗σhE C2)D)
corresponding to the shuffle map.
But for any b ∈ B, we already noted that ev(b) ∈ CBE′(CB(B,A♮), A♮)E′ with ev ∈
CB(B,CB(CB(B,A)♮, A♮) ≃ CB(CB(B,A♮), CB(B,A♮)) corresponds to identity. Thus
since A♮, CB(B,A)♮ are strong modules, by [M05, Prop 3.12,Th 3.7] the map induces a map
(ev(b))♮ ∈ NCBE(A, (CB(B,A♮))♮)E with same cb norm, so that
S(b) = Id⊗ ((ev(b))♮⊗ Id ∈ NCBD([C1⊗σhE A⊗σhE C2], C1⊗σhE (CB(B,A♮))♮⊗σhE C2)D.
The D-modularity is obvious, so is normality, and we check the map is indeed completely
bounded. Indeed for b ∈ Mn(B),
(ev(b))♮ ∈ NCBE(A, (CB(Mn(B), A♮)♮)E → NCBE(A,Mn[(CB(B,A♮))♮)])E
the last map being obtained by dualising the canonical map (obtained using evaluation
maps and commutativity of projective product. We also use [P03, Th 2.5.1] to recall
Mn(A) ⊂ Mn(A∗∗) ≃ CB(A∗,Mn(C)) = CB(A∗, CB(Tn,C)) = CB(Tn, A∗∗) ⊃ CB(Tn, A)
all inclusions being completely isometric so that CB(Tn, A) = Mn(A) with Tn = Mn(C)
∗)
and for K a proper left Hilbert E ′ module (the third map comes from the induced modular
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quotient of the fifth map above) :
Tn⊗̂(K∗ ⊗hE′ CB(B,A♮)⊗hE′ K)→ Tn⊗̂(K∗ ⊗hE′ CB(Mn(B),Mn(A♮))⊗hE′ K)
= Tn⊗̂(K∗ ⊗hE′ CB(Tn, CB(Mn(B), A♮))⊗hE′ K)
→ Tn⊗̂CB(Tn, [(K∗ ⊗hE′ CB(Mn(B), A♮))⊗hE′ K])
→ K∗ ⊗hE′ CB(Mn(B), A♮)⊗hE′ K.
Thus it suffices to note there is a completely contractive map
C1 ⊗σhE Mn((CB(B,A♮))♮)⊗σhE C2 →Mn(C1 ⊗σhE (CB(B,A♮))♮ ⊗σhE C2)
which is again a special case of (the module variant from proposition 6 of )[ER03, Th 6.1]
to deduce the expected complete boundedness for S.
It is also easy to see that S restricts to the expected shuffle map on elementary tensors.
For the functoriality statement, since the maps are build by the universal property of the
tensor product, it suffices to prove the relation for b ∈ B fixed. Let also S ′ = SPeh for short.
Of course, one can define
T (b) = Id⊗ ((ev(b))♮ ⊗ Id ∈ CBD([C1 ⊗ehE A⊗ehE C2], C1 ⊗ehE (CB(B,A♮))♮ ⊗ehE C2)D,
and S(b)J = IT (b) is easy from the definitions.
Then recall [B⊗̂D−DA] = [CB(B,A♮)]♮ and that k = k♮1 ◦ k2 with k2 : [CB(B,A♮)]♮ →
[CB(B,A♮)]♮ the injection and k♮1 : [CB(B,A
♮)]♮ → [CB(B,A♮)]♮ the dual of the complete
isometry k1 : CB(B,A♮)→ CB(B,A♮).
We have to check (1 ⊗ k ⊗ 1) ◦ S ′(b) = T (b) and since the source and target space are
strong modules, from [M05, Prop 3.11] there is a unique predual map so that it suffices to
check
T (b)♮ = S ′(b)♮ ◦ (1⊗ k♮⊗ 1) ∈ NCB(C♮1⊗σhE′ (CB(B,A♮))♮♮⊗σhE′ C♮2, [C1⊗ehE A⊗ehE C2]♮).
Both map are weak-* continuous thus it suffices to check they agree on the weak-* dense
set C♮1 ⊗hE′ (CB(B,A♮)) ⊗hE′ C♮2 (from [M05, Th 4.2, Corol 3.6]and [ER03, lemma 5.8])
where T (b)♮ = 1 ⊗ ev(b) ⊗ 1. But on this subspace (1 ⊗ k♮ ⊗ 1) = k1 and by definition
S ′(b)♮ = 1 ⊗ ev(b) ⊗ 1 on C♮1 ⊗σhE′ (CB(B,A♮)) ⊗σhE′ C♮2 one indeed obtain the expected
equality S ′(b)♮k1 = T (b)♮.
Of course one can deal with the case E 6= D if we change the previous corollary to deal
with this case. 
1.6. Extended Haagerup products with matricially normed spaces. We will need
to leave sometimes the class of operator spaces to consider more general matricially normed
space in the sense [BP91], i.e. satisfying axioms (i),(ii) p 264. For X such a matricially
normed space, we call column dual X ′c = (X
′
l)
op = (Bl(X,C))
op the opposite of the left dual
of their example 2.7, alternatively described in proposition 2.9 using example 2.8. We recall
that a matrix cross normed space in the sense of [MP95, p 1764] is a matricially normed
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space such that the norm on Mn(X) is a cross normed in Banach space sense (also called
reasonnable tensor norm, namely a norm between projective and injective tensor norm).
To stick to matricially normed spaces in the sense above, we will use a variant of Bl(X, Y )
as in [BP91, ex 2.8], agreeing in the case Y = C. We won’t use the variant Πl(X, Y ) they
suggested, but rather put a alternative matricially normed structure on completely bounded
maps.
Example 9. Let X, Y be matricially normed spaces. We write CBl(X, Y ) the set of com-
pletely bounded maps with matricially normed space structure defined (as for Πl) by the isom-
etry Mn(CBl(X, Y )) ≃ CB(Cn ⊗h X,Cn ⊗h Y ) with Φ = (φij) ∈ Mn(CBl(X, Y )) mapped
to Φ((x1, ..., xn)
T ) = (
∑
i φ1i(xi), ...,
∑
i φni(xi))
T . Similarly the space of completely bounded
maps is given the matricially normed space structure CBr(X, Y ) = (CBl(X
op, Y op))op. Ob-
viously CBr(X, .), CBl(X, .) are (covariant) functors.
We will even have to use an extended Haagerup tensor product with one argument being
a matricially normed space and not an operator space. This will be used mostly to handle
infinite matrix spaces over matricially normed spaces and corresponding operations. For this
we use Pisier’s factorization by an Hilbert space as a definition.
If X1, ..., Xn are operator spaces and Y is a matricially normed space, we define
X1⊗eh...⊗ehXn⊗ehY := ΓσR(X∗1⊗h...⊗hX∗n, Y ), Y⊗ehX1⊗eh...⊗ehXn := ΓσC(X∗1⊗h...⊗hX∗n, Y ).
where ΓR(X, Y ) (resp. ΓC(X, Y ) = ΓR(X
op, Y op)op) is as in [P96, p 39-40] is the matricially
normed space of maps factorizing through a row Hilbert space (resp. a column Hilbert
space) with matrix normed structure as in [ER91] where this space is studied in more detail.
The index σ indicates we take maps weak-* continuous in each arguments, namely with the
notation of [ER03] for normal maps
ΓσR(X
∗
1 ⊗h ...⊗h X∗n, Y ) := ΓR(X∗1 ⊗h ...⊗h X∗n, Y ) ∩ CBσm(X∗1 × ...×X∗n, Y ∗∗).
Note that when Y is an operator space we can gather results from the literature to get
the expected consistency statement :
Lemma 10. If X1, ..., Xn, Y are operator spaces the usual extended Haagerup product satis-
fies
X1⊗eh...⊗ehXn⊗ehY = ΓσR(X∗1⊗h...⊗hX∗n, Y ), Y⊗ehX1⊗eh...⊗ehXn = ΓσC(X∗1⊗h...⊗hX∗n, Y ).
Moreover, if Y is only a matricially normed space, the new extended Haagerup result has the
following associativity maps which are completely contractive :
X1⊗eh ...⊗ehXn⊗eh Y ≃ (X1⊗eh ...⊗ehXn)⊗eh Y,X1⊗eh (Y ⊗ehX2) ≃ (X1⊗eh Y )⊗ehX2,
X1 ⊗eh X2 ⊗eh Y → X1 ⊗eh (X2 ⊗eh Y ).
The last map is even a complete isometry when X2 = Hc. We also have for any Hilbert space
H and Y matricially normed spaces , a complete isometry Y ⊗eh Hr ≃ CBl(H∗c , Y ).
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Finally, if M1,n(Y ) is 2-column summing for all n, we have a completely isometric map :
X1 ⊗h ...⊗h Xn ⊗h Y → X1 ⊗eh ...⊗eh Xn ⊗eh Y.
Proof. From [ER03] we have in the operator space case
X1 ⊗eh ...⊗eh Xn ⊗eh Y = (X∗1 ⊗h ...⊗h X∗n ⊗h Y ∗)∗σ ⊂ (X∗1 ⊗h ...⊗h X∗n ⊗h Y ∗)∗
Moreover, from [ER91, (5.8)]
(X∗1 ⊗h ...⊗h X∗n ⊗h Y ∗)∗ = ΓR(X∗1 ⊗h ...⊗h X∗n, Y ∗∗) ≃ ΓR(X∗1 , ...,ΓR(X∗n, Y ∗∗)...).
Thus adding the normality conditions and using the notation of [ER03], one gets
X1⊗eh...⊗ehXn⊗ehY = ΓR(X∗1⊗h...⊗hX∗n, Y ∗∗)∩CBσm(X∗1×...×X∗n, Y ∗∗)∩CB((X∗1⊗h...⊗hX∗n), Y )
But from [ER91, Prop 5.2] and its proof, one gets a complete isometry (since the intersection
norm is the factorization norm):
ΓR(X
∗
1 ⊗h ...⊗h X∗n, Y ∗∗) ∩ CB((X∗1 ⊗h ...⊗h X∗n), Y ) ≃ ΓR(X∗1 ⊗h ...⊗h X∗n, Y ).
We thus got the expected formula and the column case is similar.
Let now Y be any matricially normed space. For simplicity we only consider the case
n = 2. By [ER03, (5.22)], we have an obvious completely contractive restriction map to
X∗1 ⊗h X∗2 ⊂ (X1 ⊗eh X2)∗ :
(X1 ⊗eh X2)⊗eh Y = ΓR((X1 ⊗eh X2)∗, Y ) ∩ CBσ((X1 ⊗eh X2)∗, Y ∗∗)
= ΓR((X1 ⊗eh X2)∗, Y ) ∩ CBσm(X∗1 ×X∗2 , Y ∗∗)→ X1 ⊗eh X2 ⊗eh Y.
To show it is a completely isometric isomorphism, it suffices to show any map in the
target has an extension with the same norm in the source (injectivity follows from [ER03,
lemma 5.8]. But take a map u ∈ ΓR(X∗1 ⊗h X∗2 , Y )∩CBσm(X∗1 ×X∗2 , Y ∗∗) with factorization
u = AB,A ∈ CB(Hr, Y ), B ∈ CB(X∗1 ⊗h X∗2 , Hr). Up to getting smaller norms we can
replace H by a space anti-isomorphic to K∗ = A∗(Y ∗) ⊂ H∗ which is a closed subspace and
composing B with the projection, but in this case, for k = A∗(y∗) ∈ K∗k ◦ B = y∗ ◦ u is
normal in each argument thus so is B ∈ CBσm(X∗1 ×X∗2 , Kr) and by [ER03, (5.22)] again B
extends to B˜ ∈ CBσ((X1⊗ehX2)∗, Kr) and thus u˜ = AB˜ is the desired factorization for the
unique extension (which thus exists with this factorization). We can reason similarly at the
matrix level to see complete isometry.
The second associativity isomorphism easily comes from (the proof of) commutativity
of projective tensor product. Indeed, if U ∈ X1 ⊗eh (Y ⊗eh X2), one has a factorzation
U = AB, B ∈ CB(X∗1 , Hr), A ∈ CB(Hr,ΓC(X∗2 , Y )). For any ei ∈ Hr, i ∈ I in an or-
thonormal basis, one writes A(ei) = CiDi, Di ∈ CB(X∗2 , (Ki)c), Ci ∈ CB((Ki)c, Y ). Then
define, K = ⊕i∈IK,i D(
∑
λiei)(y) = ⊕i∈IλiDi(y) so that D ∈ B(Hr, CB(X∗2 , Kc)) and if
C(⊕ixi)
∑
i Ci(xi) so that if we assumed before that Di(X
∗
2 ) is dense in Ki...
For u ∈ X1 ⊗eh X2 ⊗eh Y one takes a decomposition u = AB as before and we now see
B ∈ CBσm(X∗1 ×X∗2 , Kr) ⊂ ΓR(X∗1 ×X∗2 , Kr) ≃ ΓR(X∗1 ,ΓR(X∗2 , Kr)) by [ER91, (5.8)] Thus
ANALYTIC FUNCTIONS RELATIVE TO A COVARIANCE MAP η 23
take B = CD,D ∈ ΓR(X∗1 , Hr), C ∈ ΓR(Hr,ΓR(X∗2 , Kr)), it is easy to see that taking H
as the closure of D(X∗1 ), one can get C(ξ) ∈ ΓR(X∗2 , Kr) normal and thus also, from the
choice of K above, [[A ◦ .] ◦ C](ξ) := A ◦ (C(ξ)) ∈ X2 ⊗eh Y and ||[[A ◦ .] ◦ C](ξ)||X2⊗ehY ≤
||A||cb||(C(ξ))||cb ≤ ||A||cb||C||ΓR(Hr ,ΓR(X∗2 ,Kr))||ξ||, i.e. [[A ◦ .] ◦ C] ∈ CB(Hr, X2 ⊗eh Y ) and
from a matrix variant one estimates the completely bounded norm by ||A||cb||C||cb. We have
thus written u = [[A ◦ .] ◦ C]D ∈ ΓR(X∗1 , X2 ⊗eh Y ) with the right norm estimate. It only
remains to check normality, i.e. u ∈ CBσ(X∗1 , (X2 ⊗eh Y )∗∗). But take a net xn → x in
X∗ weak-*. Arguing as in the previous paragraph, maybe replacing H , one can assume D
weak-* continuous and thus D(xn) → D(x) weak-* in H and let φ ∈ (X2 ⊗eh Y )∗. Since
φ(u(xn)) bounded, it suffices to get φ(u(x)) as unique cluster point, thus take a subnet
with φ(u(xn)) converging to y, (D(xn), φ(u(xn))) converging to (D(x), y) in an Hilbert (thus
reflexive) space, and by Hahn Banach there is a convex combination of points in this net
converging normwise to (D(x), y). Taking a corresponding convex combination zn of xn, we
have another net with (D(zn), φ(u(zn)))→ (D(x), y). But now u(zn) converges normwise to
u(x)thus φ(u(zn)) → φ(u(z)) = y. Now, conversely, if X2 = Hc, U ∈ ΓσR(X∗1 ,ΓσR(X∗2 , Y )), U
factorizes as AB, A ∈ CB(Kr, CB(H∗c , Y )), B ∈ CB(X∗1 , Kr) completely isometrically. But
we have CB(Kr, CB(H
∗
c , Y )) ≃ CB(Kr⊗ˆH∗c , Y ) ≃ CB(Kr⊗hH∗c , Y ), (the second complete
isometry coming from a well known identity e.g. [ER00, Prop 9.3.2], the first identity being
similar to the case Y operator space). Thus A(B⊗ I) is a row Hilbert space factorization of
Φ(U) seen in CBσ(X∗1 ×X∗2 , Y ) (which is multiplicative as a consequence). This gives
||Φ(U)||X1⊗eh(X2⊗ehY ) ≤ ||U ||X1⊗ehX2⊗ehY ,
using the separate normality is equivalent to the weak-* to weak continuity coming from
X1 ⊗eh X2 by [ER03, Prop 5.9] (which does not use the target operator space and is mostly
a Banach space result). The complete isometry is obvious since it boils down to replacing Y
by Mn(Y ).
We can now prove the final statement relating Haagerup and extended Haagerup prod-
ucts. First from associativity of Haagerup and extended Haagerup products,injectivity of
the Haagerup product in this setting [BP91] and since it is known in the operator space case
X1 ⊗h ...⊗h Xn → X1 ⊗eh ...⊗eh Xn is a complete isometry [ER03], we can be content with
the case n = 1. This is then a consequence of the reamrk after [BP91, Th 3.11] since the
factorization norm is the norm taken in X ′′1 ⊗h Y , which is, since X1 is an operator space
and we are in position to apply the matricial case of injectivity of Haagerup tensor product,
the same as the norm in X1 ⊗h Y.
Let us now prove the identity with Hr. It boils down to the study of the matrix norm given
in [ER91] to ΓC(H
∗
c , Y ) since the isometry is obvious by definition. Thus take φ ∈ (φij) ∈
Mn(ΓC(H
∗
c , Y )) and write it as φij = τi ◦ σj as in this paper with σ : Hc → M1,n(Kc), τ :
Kc → Mn,1(Y ) for Kc a column Hilbert space. Then one induces σ ⊗ 1 : Hc ⊗h Cn →
Kc ⊗h Rn ⊗h Cn and composing with the trace on trace class Tr : Rn ⊗h Cn → C for
v = (vj)j=1...n ∈ Hc ⊗h Cn = Mn,1(Hc)
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σ′ : v 7→ (1 ⊗ Tr) ◦ (σ ⊗ 1)[v] = ∑j σj(vj) which has CB norm less than ||σ||. Thus the
map v 7→∑j φij(vj) is τ ◦σ′ and thus ||φ||Mn(CBl(H∗c ,Y )) ≤ ||τ |−||σ|| and taking the infemum,
||φ||Mn(CBl(H∗c ,Y )) ≤ ||φ||ΓC(H∗c ,Y ).
Conversely, we consider the following decomposition with Kc = Mn,1(Hc) = Cn ⊗h Hc,
σ(x) = x⊗ Idn = (e1⊗ x, ..., en ⊗ x)) ∈M1,n(Kc) so that of course ||σ||cb = 1. Then we take
τ(φ) : Mn,1(Hc) → Mn,1(Y ) the map with τ(φ)(
∑
j ej ⊗ vj) = (
∑
j φij(vj))i. Thus indeed
τ(φ)i ◦ σj(v) = τ(φ)i(ej ◦ v) = φij(v) as expected and we thus deduce the reverse inequality
:||φ||ΓC(H∗c ,Y ) ≤ ||φ||Mn(CBl(H∗c ,Y )). 
We take inspiration of infinite matrix representations of [?] and of the operator module
case in [M97]. We even push further the idea to avoid the use of operator space duality as
in the first context and of concrete Hilbert space representations as in the second.
For Z a matricially normed space, we write
MI,J(Z) = (ℓ
2(I))c ⊗eh (Z ⊗eh (ℓ2(J)∗)r) ≃ ((ℓ2(I))c ⊗eh Z)⊗eh (ℓ2(J)∗)r
for sets I, J . Note that from lemma 10, one deduces MK,L(MI,J(Z)) ≃MI×K,J×L(Z).
For B ∈ MK,I(C) = B(ℓ2(I), ℓ2(K)) = CB(ℓ2(I)c, ℓ2(K)c) we have actions MK,I(C) ×
MI,J(Z) → MK,J(Z),MI,J(Z) × MJ,K(Z) → MI,K(Z). For instance the first one BU ∈
MK,J(Z) ≃ CB((ℓ2(K)∗)r,M1,J(Z)) is the composition U ◦ B∗ with the same viewpoint for
U ∈ CB((ℓ2(I)∗)r,M1,J(Z)).
We will need this in the next preparatory subsection.
1.7. Left module duals and Haagerup tensor product. As a technical tool for our
next result, we have now to use a left module duality. We start by some reminders.
For X a matricially normed spaces with A-B h-bimodule (i.e. with a map A⊗hX⊗hB →
X , with A,B von Neumann algebras, really soon assumed finite) we will write CBl(X,B)B ⊂
CBl(X,B) completely isometrically the subspace of right B modular maps i.e. with φ(.b) =
φ(.)b, b ∈ B. It has a B-A bimodule structure given by (bφa)(x) = bφ(ax). More generally
we have
Lemma 11. Let X a matrix cross normed space as well as all Mn(X) and Y, Z matricially
normed spaces we have canonical complete contractions :
SXY,Z : X ⊗h CBl(Y, Z)→ CBl(Y,X ⊗h Z), evlY,Z : CBl(Y, Z)⊗h Y → Z,
AZX,Y : CBl(X ⊗h Y, Z)→ CBl(X,CBl(Y, Z)).
The last map is even a complete isometry when X, Y operator spaces.
Let A,B,C C∗ algebras. As a consequence, for X an A-B h-bimodule, Y a C-B h-bimodule,
CBl(X, Y )B is a C−A h-bimodule, i.e. the module structure (cφa)(x) = cφ(ax), c ∈ C, a ∈ A
extends to map
C ⊗h CBl(X, Y )B ⊗h A→ CBl(X, Y )B.
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If moreover X, Y are dual Banach spaces and A⊗h X → X,C ⊗h Y → Y are pointwise (in
A,C) weak-* continuous (in X, Y ), the space of weak-* continuous map NCBl(X, Y )B is
also a C-A h-bimodule.
Proof. The first map is induced from SXY,Z(x, φ) : b 7→ x⊗ φ(b) and for a decomposition U =∑
k Ak⊙Bk, Ak ∈Mn,nk(X), Bk ∈Mnk,n(CBl(Y, Z)) = CB(Mn,1(Y ),Mnk,1(Z)) one wants to
show SXY,Z(U) ∈ CB(Mn,1(Y ),Mn,1(X ⊗h Z)) thus take y = (y(ij),l)j≤n,i,l≤K ∈ MK(Mn,1(Y ))
so that Bk(y) ∈MK(Mnk ,1(Z))
||SXY,Z(U)(y)||MK(Mn(X⊗hZ)) = ||
∑
k
(Ak ⊗ IdK)⊙ (Bk(y))||
≤
∑
k
||Ak ⊗ IdK||MK(Mn,nk (X))||Bk(y)||MK(Mnk,1(Z))
≤
∑
k
||Ak||Mn,nk (X)||Bk||CB(Mn,1(Y ),Mnk,1(Z))||y||MK(Mn,1(Y ))
using ||Ak ⊗ IdK ||MK(Mn,nk (X)) = ||Ak||Mn,nk (X) since X is a matrix cross normed space, and
thus establishing the stated complete contraction.
Similarly for U =
∑
k Ak ⊙ Bk, Ak ∈ Mn,nk(CBl(Y, Z)) = CB(Mnk ,1(Y ),Mn,1(Z)), Bk ∈
Mnk,n(Y ) we have the estimate giving the second complete contraction :
||evlY,Z(U)||Mn(Z) ≤
∑
k
||Ak(Bk)||Mn(Z) ≤ ||Ak||CB(Mnk,1(Y ),Mn,1(Z))||Bk||Mnk,n(Y )
For φ ∈ CB(X ⊗h Y, Z) we have
||AZX,Y (φ)||CB(X,CBl(Y,Z)) = sup
KL
sup
||(xkl)||MKL(X)≤1
||AZX,Y (φ)(xkl)||MKL(CBl(Y,Z))=CB(ML,1(Y ),MK1(Z))
= sup
KLn
sup
||(xkl)||MKL(X)≤1
sup
||(y(jl)i)||Mn(ML,1(Y ))≤1
||
∑
l
AZX,Y (φ)(xkl ⊗ Idjj)(y(jl)i)||Mn(MK1(Z))
= sup
KLn
sup
||(xkl)||MKL(X)≤1
sup
||(y(jl)i)||Mn(ML,1(Y ))≤1
||φ(
∑
lj
(xkl ⊗ Idjj)⊗ y(jl)i)||Mn(MK,1(Z))
≤ sup
Kn
sup
||(ukn)||Mn(MK,1(X⊗hY ))≤1
||φ(uki)||MKn(Z) = ||φ||CB(X⊗hY,Z)
since ||(xkl ⊗ Idjj)(kj),(lj)|| = ||(xkl)|| so that one gets the stated contraction and we have
equality in the operator space case, using [BP91, lemma 3.2] For the complete statement,
one uses :
Mn(CBl(X ⊗h Y, Z)) ≃ CB(Cn ⊗h X ⊗h Y, Cn ⊗h Z)
CB(Cn ⊗h X,CBl(Y, Cn ⊗h Z)) ≃ CB(Cn ⊗h X,Cn ⊗h CBl(Y, Z)) ≃Mn(CBl(X,CBl(Y, Z))).
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One can now compose respectively the following contractions and complete contractions :
.⊗h IdZ : CB(CBl(X, Y ), CBl(Z⊗hX, Y )))→ CB(CBl(X, Y )⊗hZ,CBl(Z⊗hX, Y ))⊗hZ),
AYCBl(Z⊗hX,Y ))⊗hZ,X(ev
l
Z⊗hX,Y ) : CBl(Z ⊗h X, Y ))⊗h Z → CBl(X, Y )
for the previously built evlZ⊗hX,Y ∈ CB(CBl(Z⊗hX, Y )⊗h(Z⊗hX), Y ) to define ΨZX,Y (u)[x] =
AYCBl(Z⊗hX,Y ))⊗hZ,X(ev
l
Z⊗hX,Y )[(u⊗h IdZ)(x)] so that we get a contraction
ΨZX,Y : CB(CBl(X, Y ), CBl(Z ⊗h X, Y )))→ CB(CBl(X, Y )⊗h Z,CBl(X, Y ))
Starting with the adjoint of a multiplication mapm : A⊗hX → X one gets by functoriality
of duality a map m∗ : CBl(X, Y )→ CBl(A⊗hX, Y ). Applying the above map gives exactly
the multiplication map we want: ΨAX,Y (m
∗) ∈ CB(CBl(X, Y )⊗h A,CBl(X, Y ))
Moreover, for the B−A h-bimodule structure, B⊗hCBl(X,B)B → CBl(X,B)B is induced
from the composition of the canonical map and the multiplication map for h-modules B ⊗h
CBl(X, Y )→ CBl(X,B ⊗h Y )→ CBl(X, Y ).
The weak-* continuous case is obvious since then we have a map C ⊗h NCBl(X, Y )B ⊗h
A→ CBl(X, Y )B, and since c⊗h φ ⊗h b 7→ (x 7→ cφ(ax)) has range in NCBl(X, Y )B, so is
the norm convergent extension.

Thus for X a matricially normed spaces with A-B h-bimodule CBl(X,B)B = Y is B-A h-
bimodule and thus CBl(A, Y )A is matricially normed spaces with B-A h-bimodule structure.
We define the module dual as
X♮l := CBl(A,CBl(X,B)B)A.
Note that if say A,X are operator spaces CBl(A,CBl(X,B)) = CBl(A ⊗h X,B). Thus
using the multiplication map :A ⊗h X → X and its right inverse 1 ⊗ . : X → A ⊗h X
one gets maps CBl(X,B) → CBl(A ⊗h X,B) → CBl(X,B) which restricts to a complete
isomorphism :CBl(X,B)B ≃ X♮l . If moreover X has a strong A-module structure, namely
an extension of the multiplication map A⊗ehX → X this is a completely isometric subspace
X♮l ⊂ CBl(A⊗ehX,B)B. If A,B are von Neumann algebras and X is a normal dual operator
module, we introduce a predual left module dual :
Xl♮ = NCBl(X,B)B.
Lemma 12. Let A,B von Neumann algebras, and X a strong operator A-B bimodule, then
Mi,I(X
♮
l ) = CBl(ℓ
2(I)c, CBl(X,Mi,1(B))B)) ≃ CBl(ℓ2(I)c ⊗h X,Mi,1(B))B)
⊂ CBl(ℓ2(I)c ⊗eh X,Mi,1(B))B) = CBl(MI,1(X),Mi,1(B))B).
Moreover, there are multiplication maps for any sets I, J,K, and k, k′ finite, extending the
operator module structure (resp. for X ∈ ANDOMB):
.[.] : Mk,I(X
♮
l )×MI,J(A)→Mk,J(X♮l ), (resp. .[.] : Mk,I(Xl♮)×MI,J(A)→Mk,J(Xl♮) ),
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⊡ : Mk,I(X
♮
l )×MI,J(X)→Mk,J(B).
Finally, we have the relations ∀b ∈Mk′,k(B), ∀u ∈Mk,I(X♮l ), ∀v ∈MI,J(X):
∀x ∈MI,J(A), (bu)[x] = b(u[x]), ∀a ∈MJ,K(A), u[xa] = (u[x])[a], b(u⊡ v) = (bu)⊡ v,
and if X ∈ ANDOMB we also have
∀u ∈Mk,I(Xl♮), ∀c ∈MJ,K(B), u⊡ (vc) = (u⊡ v)c, ∀a ∈MI,I(A), (u[a])⊡ v = u⊡ (av).
Proof. The first identity comes from lemma 10 and the second from lemma 11. This last
inclusion follows from [ER03, Th 5.1] as their Th 5.7 corresponding to B = C first in the
case B = B(H), the general case using strongly B von Neumann algebra thus closed for the
strong operator topology in B(H).
Note that ℓ2(I)c⊗hX is a [ℓ2(I)c⊗hA⊗h (ℓ2(I)∗)r]−B h-bimodule from the map obtained
from associativity and the canonical trace on trace class operators [(ℓ2(I)∗)r⊗h ℓ2(I)c]→ C,
and the product [A⊗h X ⊗h B]→ X :
[ℓ2(I)c⊗hA⊗h(ℓ2(I)∗)r]⊗h[ℓ2(I)c⊗hX ]⊗hB ≃ ℓ2(I)c⊗h[A⊗h[(ℓ2(I)∗)r⊗hℓ2(I)c]⊗hX⊗hB]→ ℓ2(I)c⊗hX
and this is of course consistent with inclusions of set I ⊂ J. From lemma 11, one deduces
Mk,I(X
♮
l ) is an Mk(B)− [ℓ2(I)c ⊗h A ⊗h (ℓ2(I)∗)r] h-bimodule (consistent with inclusion in
k, I. It suffices to extend it to an Mk(B)−MI,I(A) h-bimodule for the canonical inclusion
[ℓ2(I)c ⊗h A⊗h (ℓ2(I)∗)r] ⊂MI,I(A) ≃ MI(C)⊗A ≃ [ℓ2(I)c ⊗σh A⊗σh (ℓ2(I)∗)r]
the weak-* continuous isomorphism coming from the predual identity [ER00, (9.3.3-4-7)]:
(MI(C))∗⊗̂A∗ ≃ [ℓ2(I)∗r ⊗h A∗ ⊗h (ℓ2(I))c] ≃ [ℓ2(I)∗r ⊗eh A∗ ⊗eh (ℓ2(I))c].
Let us take as Mk(B)−MI,I(A) h-bimodule structure the unique pointwise (on ℓ2(I)c ⊗h
X) weak-* (for Mi,1(B) and MI(A)) continuous extension on CBl(ℓ
2(I)c ⊗h X,Mi,1(B))B)
i.e. with a 7→ u[a](x), x ∈ ℓ2(I)c ⊗h X weak-* continuous. Uniqueness is obvious, for
existence, note that since ℓ2(I)c⊗ehX is an MI(A)−B h-bimodule (agreeing by restriction,
CBl(ℓ
2(I)c ⊗eh X,Mi,1(B))B) is a B −MI(A) h bimodule and it is easy to see it is weak-*
continuous in the MI(A) argument. Then
CBl(ℓ
2(I)c⊗ehX,Mi,1(B))B)⊗hMI(A)→ CBl(ℓ2(I)c⊗ehX,Mi,1(B))B)→ CBl(ℓ2(I)c⊗hX,Mi,1(B))B)
is also agreeing and weak-* continuous as expected (the last map being the adjoint of restric-
tion), and also when restricted to CBl(ℓ
2(I)c ⊗h X,Mi,1(B))B). All the identities for .[.] for
the module structure are extended by (separate) weak-* continuity (of product) (we extend
in x ∈MI,J(A) first then in a ∈MJ,K(A))
The case X normal dual is easier.
Mk,I(Xl♮) = CB
σ
l (ℓ
2(I)c ⊗h X,Mi,1(B))B)) = NCBl(ℓ2(I)c ⊗σh X,Mi,1(B))B))
the first σ meaning meaning separately normal in each argument (the ℓ2 argument being
automatic by reflexivity) and the normal Haagerup identity coming from [ER03]. Since
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ℓ2(I)c ⊗σh X = ℓ2(I)c ⊗eh X is a normal dual MI(A) − B bimodule, the normal case of
lemma 11 applies directly (and the map is of course the restriction of the previous map).
We reason similarly for the second map. One uses the identities noted before u ∈
Mk,I(CBl(X,B)B) ≃ CBl(ℓ2(I)c ⊗h X,Ck ⊗h B)B ⊂ CBl(ℓ2(I)c ⊗eh X,Ck ⊗h B)B. More-
over we obtain for v ∈MI,J(X) = CB((ℓ2(J))c, CB((ℓ2(I)∗)r, X)) defines an element I⊗v ∈
CB((ℓ2(J))c, CB((ℓ
2(I))c⊗eh (ℓ2(I)∗)r, (ℓ2(I))c⊗ehX)) so that one can compose u◦(I⊗v) ∈
CB((ℓ2(J))c, CB((ℓ
2(I))c ⊗eh (ℓ2(I))r, Ck ⊗h A1)) = CB((ℓ2(J))c, CB(MJ(C), Ck ⊗h A1))).
Applying this to Id ∈ MJ (C) one defines our expected product u ⊡ v = [u ◦ (I ⊗ v)](Id) ∈
CB((ℓ2(J))c, Ck ⊗h A1) =Mk,J(A1).
The identities are easy to check for finite matrices a, b, c and it suffices to note the appropri-
ate continuities to extend them by weak-* density in those von Neumann algebras. Obviously
u 7→ u⊡v is continuous from point weak-* topology convergence to (operator) weak topology
convergence, and the point weak-* topology was exactly the target topology of continuity of
a 7→ u[a] as expected. If moreover u ∈Mk,I(NCBl(X,B)B) = NCBl(ℓ2(I)c⊗ehX,Ck⊗hB)B
and note that what we called v 7→ (I ⊗ v)(Id) is nothing but the composition at target with
the map CB((ℓ2(I)∗)r, X) → (ℓ2(I))c ⊗eh X) dual of the canonical map [ER00, (9.3.4)]
(ℓ2(I)∗)r ⊗h X∗ ≃ (ℓ2(I)∗)r⊗̂X∗. Thus v 7→ (u ⊡ v) is continuous from the weak-* topology
to the operator weak topology since a convergent net in v implies pointwise on ℓ2(J) weak-
* convergence of (I ⊗ v)(Id) by the result above and by normality of u convergence after
application of u weak-* in Mi,1(B). The operator weak topology is weaker than this point
weak-* Mi,1(B) convergence. Since MI,J(X) is also normal dual operator module, one can
use weak-* continuity of c 7→ vc, a 7→ av to extend the identities. 
We are now ready to prove our module duality result and exploit it to obtain a useful
density result.
Proposition 13. Let Ai, i = 0, ..., n von Neumann algebras. Let Xi be normal dual Ai−Ai+1
operator bimodules , then their bimodule left predual (Xi)l♮ are matricially normed Ai+1−Ai
bimodules and, we have a completely contractive canonical map of An+1 −A0 bimodules :
(Xn)l♮ ⊗hAn ...⊗hA1 (X0)l♮ → (X0 ⊗ehA1 ...⊗ehAn Xn)♮l .
As a consequence, for D ⊂ (M, τ) finite von Neumann algebras ML2(M)L2(D) ⊂ (DMD)♮r =
(DMC)
♮
r completely isometrically and there is a canonical contractive map
L2(Mop)r ⊗hDop (ML2(M)opL2(D))⊗hDopn → (L2(D)L1(M)L2(D))⊗hD′n ⊗hD′ (ML1(M)L2(D))
with normwise dense range.
Proof. To get the map from the non-module Haagerup tensor product, take u = un⊙ ...⊙u0
ui ∈ Mki,ki−1((Xi)l♮) (k−1 = 1 = kn, ki finite). Let x = x0 ⊙ ... ⊙ xn, xi ∈ MIi,Ii+1(Xi)
(I0 = 1, In+1 finite, Ii sets) then we define for a ∈ A0 u(a)[x] ∈M1,In+1(An+1) in noting that
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by using our various maps built above in lemma 12 :
u0[a] ∈Mk0,I0((X0)l♮), u0[a]⊡ x0 ∈Mk0,I1(A1),
u1[u0[a]⊡ x0] ∈Mk1,I1((X1)l♮), u1[u0[a]⊡ x0]⊡ x1 ∈Mk1,I2(A2)...
and finally one defines
u(a)[x] = un[· · · [u1[u0[a]⊡ x0]⊡ x1] · · · ]⊡ xn ∈Mkn,In+1(An+1) = M1,In+1(An+1).
From the modularity of the operations it is easy to see it only depends on x in the extended
Haagerup product and it is completely contractive in x from [M05] equation (2.6). Then,
the modularity in u variables shows u 7→ u(.)[.] ∈ (X0⊗ehA1 ...⊗ehAn Xn)♮l induces a map on
the quotient which is the module Haagerup tensor product.
We now turn to statement for the inclusion D ⊂ M . We saw before the proof (DMD)♮r =
CBrD(M,D) = (DMC)
♮
r. Now, take (ξij) ∈Mn(ML2(M)L2(D)) and consider for (m(k,K)(j,l)) ∈
Mk×L,n×L(M), then
∑
j ED(m(k,K)(j,l)ξji) ∈Mk×L,n×L(D) and
||
∑
j
ED(m(k,K)(j,l)ξji)||2Mk×L,n×L(D) = ||
∑
j,j′,k,K
ED(ξ
∗
j′i′m
∗
(k,K)(j′,l′))ED(m(k,K)(j,l)ξji)||Mn×L,n×L(D)
≤ ||
∑
j,j′
ED(ξ
∗
j′i′(m
∗m)(j′,l′)(j,l)ξji)||Mn×L,n×L(D)
≤ ||
∑
j
ED(ξ
∗
ji′ξji)||Mn×L,n×L(D)||m∗m||Mn×L,n×L(M)
= ||m||2Mk×L,n×L(M)||ξ||2Mn(ML2(M)L2(D))
showing that (ξij) defines a map in Mn(CBrD(M,D)) = CBrD(M1,n(M),M1,n(D)). Since
[(1+
∑
j ED(ξ
∗
j.ξj.))
−1]lkξ∗ik ∈Mn(M) if the image of (ξil) is zero, one deduces [(1+
∑
j ED(ξ
∗
j.ξj.))
−1]lk
∑
iED(ξ
∗
ikξil) =
0 and thus by functional calculus
∑
iED(ξ
∗
ikξil) = 0 i.e. (ξil) = 0. We thus obtained the ex-
pected injection ML
2(M)L2(D) ⊂ (DMD)♮r.
Of course ((DMD)
♮
r)
op is a Dop − Dop module, and we thus deduce from the first part of
the proof a map
(ML
2(M)opL2(D))
⊗hDop(n+1) ⊂ [(DMD)♮r)op]⊗hDopn⊗hDop[(DMC)♮r)op]→ ([D(M⊗ehDn⊗ehDM)C]♮r)op.
Now, by [B97] L2(Mop)r⊗hDop(ML2(M)opL2(D))⊗hDopn = L2(Dop)r⊗hDop(ML2(M)opL2(D))⊗hDop(n+1)
and we have a canonical map from (a CB/modular variant of) lemma ?? :
[D(M
⊗ehDn ⊗ehD M)C]♮r ⊗hD L2(D)c = CBrD(M⊗ehDn ⊗ehD M,D)⊗hD L2(D)c
→ CBrD(M⊗ehDn ⊗ehD M,D ⊗hD L2(D)c)
= CBrD(D(M
⊗ehD(n+1))C, L2(D)c)
= (D(M
⊗ehD(n+1))C)♮
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the last equality being only isometric and not competely isometric and comes from the defini-
tion in [M05]. Now from the definition of duality there, the map from (ML
2(M)opL2(D))
⊗hDop(n+1) →
(L2(D)L
1(M)L2(D))
⊗hD′n ⊗hD′ (ML1(M)L2(D)) ⊂ (D(M⊗ehD(n+1))C)♮1 can be identified with
the inclusion in L2(Dop)r ⊗hDop (ML2(M)opL2(D))⊗hDop(n+1) followed by the opposite map to
[D(M
⊗ehDn ⊗ehD M)C]♮r ⊗hD L2(D)c followed by the map above. Since the first inclusion is
dense, one deduces our contraction by extension
L2(Dop)r ⊗hDop (ML2(M)opL2(D))⊗hDop(n+1) → (L2(D)L1(M)L2(D))⊗hD′n ⊗hD′ (ML1(M)L2(D)).
It remains to show it has dense range inductively on n equivalently when replacing L2(Dop)
by Dop. The case n = 0 is obvious since M normwise dense in L2(M) and by the description
of (ML
1(M)L2(D)) in the last proposition. Assume recurrence hypothesis, take ξ ⊗ η, ξ ∈
M1,k(L2(D)L
1(M)L2(D)), η ∈ Mk,1(L2(D)L1(M)L2(D))⊗hD′n−1 ⊗hD′ (ML1(M)L2(D)) in the dense
subspace of elementary tensors and get η′ ∈ (ML2(M)opL2(D))⊗hDopn with ||η′ − η|| ≤ ǫ/2.
One can assume ||ξ|| ≤ 1. take a bounded net M1,k(ML2(M)opL2(D)) ∋ ξn → ξ converging
in the sens of the last proposition and let us show that for n large enough ||ξn ⊗ η′ − ξ ⊗
η||
(D(M
⊗ehD(n+1) )C)♮
≤ ǫ which will be enough by the isometric embedding above. Of course it
suffices ||(ξn − ξ)⊗ η′||(D(M⊗ehD(n+1))C)♮ ≤ ǫ/2.
But we have by definition the inequality
||(ξn−ξ)⊗η′||(D(M⊗ehD(n+1) )C)♮ ≤ sup
m1∈(M1,I (M))1,m2∈(MI,1(M⊗ehDn))1
∑
j
||ED[m1ED(m2η′j1)(ξn−ξ)1,j]||2.
This indeed tends to 0 since ED(m2η
′
j1) ∈MI,1(D) thus m1ED(m2η′j1) ∈M and the type of
convergence of the previous proposition is thus enough. 
2. Generalized weak-∗ Haagerup products
2.1. Supplementary results on Haagerup tensor products of D-modules.
1the last inclusion being isometric since D(M
⊗ehD(n+1))C ⊂ (L2(D)L1(M)L2(D))⊗hD′n ⊗hD′
(ML
1(M)L2(D)))
♮ completely isometrically, cf the next proposition from [M05], so that
(L2(D)L
1(M)L2(D))
⊗
hD′
n ⊗hD′ (ML1(M)L2(D))) ⊂ [D′(L2(D)L1(M)L2(D))⊗hD′n ⊗hD′ (ML1(M)L2(D))C]♮♮
⊂ (D(M⊗ehD(n+1))C)♮
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Proposition 14. Let D ⊂ M finite von Neumann algebras. We have completely isometric
isomorphisms and embeddings (for k ≥ 0):
(MMD)⊗ehD(DMD)⊗ehDk ⊗ehD (DMM)
≃ [(L2(D)L2(M)M )⊗hD′ (L2(D)L1(M)L2(D))⊗hD′k ⊗hD′ (ML2(M)L2(D))]♮D′norm
⊂ [(L2(D)L2(M)M )⊗hD′ (L2(D)L1(M)L2(D))⊗hD′k ⊗hD′ (ML2(M)L2(D))]♮
= (MMD)⊗w∗hD (DMD)⊗w∗hDk ⊗w∗hD (DMM ),
so that (with an ordinary duality compatible with M −M module structure)
(MMD)⊗ehD(DMD)⊗ehDk ⊗ehD (DMM) =:M⊗ehDk+2
= [(L2(D)L
1(M)M )⊗hD′ (L2(D)L1(M)L2(D))⊗hD′k ⊗hD′ (ML1(M)L2(D))]∗D′norm
⊂ [(L2(D)L1(M)M )⊗hD′ (L2(D)L1(M)L2(D))⊗hD′k ⊗hD′ (ML1(M)L2(D))]∗
= (MMD)⊗w∗hD (DMD)⊗w∗hDk ⊗w∗hD (DMM) =: M⊗w∗hDk+2,
such that for instance form1⊗D...⊗Dmk+2 ∈M⊗w∗hDk+2, ξ1⊗D′ ...⊗D′ξk+2 ∈ L2(D)L1(M)M)⊗hD′
(L2(D)L
1(M)L2(D))
⊗hD′k ⊗hD′ (ML1(M)L2(D)) =: L1(M)⊗hD′k+2:
〈ξ1 ⊗D′ ...⊗D′ ξk+2, m1 ⊗D ...⊗D mk+2〉
= τ(ξ1m1ED(m2ED(m3...ED(mk+1ED(mk+2ξk+2)ξk+1)....ξ3)ξ2)).
The inclusion M⊗ehDk+2 ⊂M⊗w∗hDk+2 is a weak-* closed subspace so that both spaces are
dual operator spaces.
Moreover, there is a completely contractive weak-* continuousM−M bimodule embeddings
:M⊗w∗hDk+2 →֒ (L2(M)⊗Dk+2)∗, such that moreover the projection ED′ on L2(M)⊗Dk+2 re-
stricts to contractive mapsM⊗w∗hDk+2 → D′∩M⊗w∗hDk+2 ≃ (L1(M)⊗hD′k+2/[D,L1(M)⊗hD′k+2])∗,
weak-* continuous on bounded sets and from M⊗ehDk+2 → D′ ∩M⊗ehDk+2.
Finally, for any x ∈ L2(M), y ∈ M , the map Tx,y : M⊗ehD2 → (L2(M)∗ ⊗hD L2(M))
induced from T : L2(M)∗ ⊗eh (M⊗ehhD2) ⊗eh L2(M) → (L2(M)∗ ⊗hD L2(M)) (by Tx,y(U) =
T (x⊗U⊗y)) is completely contractive weak-* continuous and an embedding when x = y = 1.
Proof. The two first statements are consequences of general results stated above and the for-
mula for the duality couplings follows easily from our previous computations. The statement
that the extended Haagerup product is a dual operator space is standard from the weak*
closedness statement (cf. e.g. [BLM, lemmas 1.4.6, 1.4.7]).
The fact that the extended Haagerup tensor product is closed in the weak-* Haagerup
tensor product follows from the statement that for a bounded (say by 1) convex sets C in
the extended space, its closure for the weak-* topology inside the weak-* product is ac-
tually its closure for the normal weak-* topology (and thus is in the extended product).
For, let a net (ξi)i∈I ∈ C ⊂ (MMD) ⊗ehD (DMD)⊗ehDk ⊗ehD (DMM ) converges to ξ (in the
weak-* product) for the weak-* topology. Define J =]0, 1[×L × L′ where L is the set of
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finite sets η = {η1, ..., ηn} of any length such that ηl = (ηl,a, ηl,b), ηl,a ∈ (L2(D)L1(M)M )⊗hD′
(L2(D)L
1(M)L2(D))
⊗hD′m, 0 ≤ m = m(l) ≤ k ηl,b ∈ (L2(D)L1(M)L2(D))⊗hD′k−m⊗hD′(ML1(M)L2(D))
with ||ηi,j|| ≤ 1 in their respective norms and L′ is the set of µ = {µ1, ..., µn}, µi ∈
(L2(D)L
1(M)M )⊗hD′ (L2(D)L1(M)L2(D))⊗hD′k⊗hD′ (ML1(M)L2(D)).We will order J by product
order (inverse order in ]0, ǫ[, and inclusion for L,M) and build a net indexed by J converging
to ξ in the weak-* topology and moreover converging in the normal weak-* topology and
still in C. Thus fix (ǫ, η, µ) ∈ J.
We know (ML
2(M)opL2(D))
⊗hD′k−m(l)+1 is normwise dense in (L2(D)L1(M)L2(D))⊗hD′k−m(l)⊗hD′
(ML
1(M)L2(D)) by the previous lemma 13. Thus let ηl,c ∈ (ML2(M)opL2(D))⊗hD′k−m(l)+1 such
that
||ηl,c − ηl,b|| ≤ ǫ
4min(1, ||ηl,a||) .
One also gets from the same lemma :
||dηl,c||(
L2(D)L
1(M)
L2(D))
⊗
hD′
k−m(l)⊗hD′(ML1(M)L2(D))
≤ ||d||2||ηl,c||(ML2(M)op
L2(D)
)⊗hD′k−m(l)+1
.
Thus 〈Ψ(ηl,a, ηl,c)(m1 ⊗D ... ⊗D mk+2), d〉 = 〈ηl,a ⊗D′ dηl,c, m1 ⊗D ... ⊗D mk+2〉 defines
Ψ(ηl,a, ηl,c)(m1 ⊗D ...⊗D mk+2) ∈ L2(D).
But Ψ(ηl,a, ηl,c)(ξi) weakly converges in L
2(D) for all l. Indeed, we saw it is bounded in
L2(D), and sinceD ⊂ L2(D) is normwise dense, we only have to see weak convergence against
elements in D, which is part of the assumed weak convergence of ξi. Thus if we write its limit
with a slight abuse of notation (Ψ(ηl,a, ηl,c)(ξ))l∈1,...,n ∈ ((Ψ(η1,a, η1,c), ...,Ψ(ηn,a, ηn,c))(C)||.||2
by a standard consequence of Hahn-Banach theorem. One can take Ξǫ,η,µ ∈ C such that for
all l ∈ 1, ..., n ||Ψ(ηl,a, ηl,c)(Ξǫ,η,µ− ξ)||2 ≤ ǫ2 and thus ||(Ψ(ηl,a, ηl,c)(Ξǫ,η,µ− ξ)||1 ≤ ǫ. We can
also get |〈µi,Ξǫ,η− ξ〉| ≤ ǫ. Thus Ξǫ,η,µ is a net of C converging to ξ for the weak-* topology
and converging for the normal weak-* topology, as wanted.
For the last embedding (say for k = 0, the general case is similar using the last density
result of the previous proposition), it suffices to get an essentially surjective completely
contrative predual map :
(L2(M)⊗D L2(M))→ (L2(D)L1(M)M )⊗hD′ (ML1(M)L2(D)).
Let us see C(L2(D)L
2(M)M )D′ = M ′L
2(M ′)L2(D′) as a (right) C−D′ correspondence as in the
sense of [B97b, section 3] and L2(M) D′ −C correspondence. Thus by [B97b, Theorem 3.1]
(or even [B97, Theorem 4.3] since we don’t use the weak-* topology) L2(M) ⊗D L2(M) ≃
(L2(D)L
2(M)M )⊗ehD′L2(M) ≃ (L2(D)L2(M)M)⊗hD′L2(M) completely isometrically (the last
isomorphism is explained in [M05], here recall that L2(M)⊗D L2(M) and L2(M) have their
column Hilbert space structures).
Now we have essentially surjective (canonical) complete contractions
π1 : C(L2(D)L
2(M)M)D′ ≃M ′⊗hM ′(L2(D)L2(M)M → L2(D)L1(M)M ≃ (L2(M))∗⊗hM ′(L2(D)L2(M)M )
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and
π2 : L
2(M) ≃M ′ ⊗hM ′ L2(M)→ ML1(M)L2(D) ≃ (ML2(M)L2(D))⊗hM ′ L2(M)
using the complete isometries given in (1) for compatibility of the operator space structures.
The reader should note that π1 is normwise essentially surjective, while π2 is only weakly
essentially surjective with a proof similar to the last density statement in proposition 4.
Obviously, π1⊗hD′ π2 is the map we wanted which is weakly essentially surjective. The case
with more than two tensors is similar using also the last density statement in proposition 4.
For the conditional expectations, note that on L2, it is well known that ED′(x) is a limit
of a net of convex combinations ξi =
∑
λuuxu
∗, u ∈ U(D). Since when x is in the weak-*
Haagerup tensor product; such sum has also bounded norm, it has a weak-* convergent
limit point which has to coincide with ED′(x). The statement for extended Haagerup tensor
product then follows from the normal weak-* closability statement of weak-* closed bounded
sets. The weak-* continuity follows by duality and density in preduals. ED′ induces the
isomorphism between the commutant and the quotient. The identification of the predual of
the commutant is obvious from the bimodule structures.
It remains to prove the final statement. For, we have to produce Tx,y as the adjoint of a
map :
Sx,y : [(L2(D)L
2(M)M )⊗hDop ((ML2(M)L2(D))]→ ((L2(D)L1(M)M)⊗hDop (ML1(M)L2(D))).
We define Sx,y(ξ ⊗hDop ξ′) = x⊗M ′ ξ ⊗hDop ξ′⊗M ′ y ∈ [(L2(M))∗⊗hM ′ (L2(D)L2(M)M )]⊗hDop
[(ML
2(M)L2(D))⊗hM ′ L2(M)] with the isomorphism of Proposition 4, or said otherwise
Sx,y(ξ ⊗hDop ξ′) = (ξx⊗hDop yξ′).
Now, we have the claimed adjoitness realtion :
〈Sx,y(ξ⊗hDopξ′), η⊗hDη′〉 = τ(ED(ξxη)η′yξ′) = 〈ξ⊗hDopξ′, xη⊗hDη′y〉 = 〈ξ⊗hDopξ′, Tx,y(η⊗hDη′)〉,
thus Tx,y = S
∗
x,y|M⊗ehD2 is indeed completely contractive and weak-* continuous. 
We can now finish improving our last result to get our first main theorem.
Theorem 15. Let D ⊂ M finite von Neumann algebras. We have a completely isometric
weak-* homeomorpic isomorphism (for k ≥ 0):
(MMD)⊗ehD(DMD)⊗ehDk ⊗ehD (DMM) ≃ (MMD)⊗w∗hD (DMD)⊗w∗hDk ⊗w∗hD (DMM).
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Proof. First, note that (following the argument in [M05, Th 4.2] by injectivity of Haagerup
tensor product and
L2(D)(L
1(M))M ⊗hD′ M(L1(M))L2(D)
≃ L2(D)(L1(M))M ⊗hD′ D′ ⊗hD′ M(L1(M))L2(D)
⊂ L2(D)(L1(M))M ⊗hD′ B(L2(D))⊗hD′ M(L1(M))L2(D)
≃ L2(D)(L1(M))M ⊗hD′ [L2(D)⊗eh (L2(D))∗]⊗hD′ M(L1(M))L2(D)
⊂ L2(D)(L1(M))M ⊗ehD′ [L2(D)⊗eh (L2(D))∗]⊗ehD′ M(L1(M))L2(D)
≃ [L2(D)(L1(M))M ⊗ehD′ L2(D)]⊗eh [(L2(D))∗ ⊗ehD′ M(L1(M))L2(D)
≃ (L1(M))M ⊗eh [M(L1(M))]
Thus the dual map gives a weak-* continuous complete quotient mapM⊗σhM →M⊗w∗hDM
(this map is also the composition of known maps M ⊗σh M → M ⊗σhD M →M ⊗w∗hD M).
Similarly, one gets weak-* continuous complete quotient map :
M⊗σh(k+2) → (MMD)⊗w∗hD (DMD)⊗w∗hDk ⊗w∗hD (DMM).
But from [ER03, lemma 5.8], the algebraic tensor product is weak-* dense in M⊗σh(k+2) and
obviously mapped to (MMD)⊗ehD (DMD)⊗ehDk ⊗ehD (DMM ), thus this space is also weak-*
dense in (MMD)⊗w∗hD (DMD)⊗w∗hDk ⊗w∗hD (DMM). But we saw in the last proposition it is
also weak-* closed, thus they are equal. 
2.2. Haagerup tensor products relative to covariance maps. We start by observing
that M ⊗w∗hD M is weak-* continuously completely isometric to a quotient of M ⊗σh M as
in the proof of theorem 15.
And thus M ⊗σh M →M ⊗w∗hD M ⊂ (L2(M)⊗D L2(M))∗ and the adjoint map actually
factorizes (with value in the predual)
J : L2(M)⊗D L2(M)→ L2(D)(L1(M))M ⊗hD′ [M(L1(M))L2(D)] ⊂ (L1(M))M ⊗eh [M(L1(M))].
We even have the following explicit description when we see (L1(M))M ⊗eh [M(L1(M))] ⊂
(M ⊗h M)∗ that will be useful to compare with our general theory :
Lemma 16. For tensors in the algebraic tensor product, y⊗ x ∈ L2(M)⊗D L2(M)m⊗ n ∈
M ⊗h M the duality pairing is given by
〈J(y ⊗ x), m⊗ n〉 = τ(xmED(ny)).
Proof. If (ei) is an orthonormal basis of L
2(D) so that y ⊗ x is represented by x ⊗ 1D ⊗
y ∈ L2(D)(L1(M))M ⊗hD′ B(L2(D)) ⊗hD′ M(L1(M))L2(D) in the inclusion above and then,
decomposing 1D′ = 1 =
∑
i ei ⊗ e∗i ∈ [L2(D) ⊗eh (L2(D))∗], by
∑
i eix ⊗ ye∗i . Thus by
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definition the pairing is given by
〈J(y ⊗D x), m⊗ n〉 =
∑
i
〈eix⊗ ye∗i , m⊗ n〉 =
∑
i
τ(eixm)τ(ye
∗
in)
=
∑
i
τ(eiED(xm))τ(ED(ny)e
∗
i ) = τ(xmED(ny)).

Replacing L2(M,ED) ≃ L2(M) ⊗D L2(M) by L2(M, η ◦ ED) we will now generalize this
situation to general covariance maps.
Recall that η : D → B(ℓ2(I)) ⊗ D is a normal τ -symmetric completely positive map
with supi∈I ||ηi(1)|| ≤ C. We let (Si)i∈I a semicircular system of covariance η over D. We
define various ”direct sums” of Haagerup tensor products to take care of our several variable
setting. For X, Y matricially normed spaces we define :
X ⊗(I,1)h Y = X ⊗h ℓ1(I)⊗h Y, X ⊗(I,∞)h Y = X ⊗h c0(I)⊗h Y
with ℓ1(I) given its standard operator space structure as dual of c0(I), predual of ℓ
∞(I)
both being given their standard operator space structure as C∗-algebras. Likewise, if X, Y
are operator spaces (respectively for σh products dual operator spaces), we define :
X ⊗(I,1)eh Y = X ⊗eh ℓ1(I)⊗eh Y, X ⊗(I,∞)eh Y = X ⊗eh ℓ∞(I)⊗eh Y,
X ⊗(I,1)σh Y = X ⊗σh (ℓ∞(I))∗ ⊗σh Y, X ⊗(I,∞)σh Y = X ⊗σh ℓ∞(I)⊗σh Y.
We have the following result following from well-known properties of Haagerup tensor
products :
Lemma 17. For X, Y matricially normed spaces, one has completely contractive maps :
(X∗ ⊗(I,∞)eh Y ∗)→ (X ⊗(I,1)h Y )∗, (X∗ ⊗(I,1)eh Y ∗)→ (X ⊗(I,∞)h Y )∗.
If moreover, X, Y are operator spaces the maps above are complete isomorphisms and we
have completely isometric maps :
(X∗ ⊗(I,∞)σh Y ∗) ≃ (X ⊗(I,1)eh Y )∗, (X∗ ⊗(I,1)σh Y ∗) ≃ (X ⊗(I,∞)eh Y )∗.
Proof. The first operator space duality result is for instance [ER03, Th 5.3] and since, for
instance (X∗ ⊗(I,∞)eh Y ∗) = CBσm((X∗)∗ × (ℓ∞(I))∗ × (Y ∗)∗,C) composing with completely
bounded maps to standard operator space biduals X → (X∗)∗, Y → (Y ∗)∗, ℓ1(I)→ (ℓ∞(I))∗
one gets the result in the matricially normed space case using [BP91]. The second duality
result is mostly the definition [ER03, p 148] and duality results of sequence spaces. 
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Note that one gets weak-* continuous completely bounded maps
.#S : M ⊗(I,1)σh M → W ∗(M,Si, i ∈ I) = Nη ⊂ L2(Nη)c ∩ L2(Nη)r
this map extending (mi) 7→
∑
imi#Si defined on Haagerup tensor product.
More precisely, since S = (Si)i∈I ∈ ⊕i∈INη = NCB((ℓ∞(I))∗, Nη), one defines x#S =
m[(1 ⊗ S ⊗ 1)(x)] when x ∈ M ⊗(I,1)σh M = M ⊗σh (ℓ∞(I))∗ ⊗σh M , 1 ⊗ S ⊗ 1 is defined on
this space by [ER03] so that (1 ⊗ S ⊗ 1)(x) ∈ M ⊗σh Nη ⊗σh M is weak-* continuous in x
and m : M ⊗σh Nη ⊗σhM → Nη is the canonical weak-* continuous multiplication map (see
beginning of subsection 2.3 for more details).
Of course the image of this map is a set dense into an isomorphic copy of (L2(M, η ◦ED)
we will thus see as a closed subspace of L2(Nη).
Let us examine the dual map in using our section ?? and prove :
Proposition 18. The dual map of .#S :M ⊗(I,1)σh M → (L2(M, η ◦ED)c∩ (L2(M, η ◦ED)r ⊂
L2(Nη)c ∩ L2(Nη)r when restricted to M ⊗(I,1)h M gives a predual map (.#S)∗ : (L2(M, η ◦
ED)c + L
2(M, η ◦ ED)r)→ L1(M)⊗(I,∞)eh L1(M) ⊂ ((M ⊗h M)I)∗ for the original .#S.
Proof. Since we checked the first map is weak-* continuous, it has a predual map, and,
moreover, the former is from [ER03, Prop 5.9] the unique weak-* continuous extension of
the restriction. The dual map of the restriction, by reflexivity of the target, has a target space
the space of separately continuous maps, i.e. as written, the predual and thus necessarily
agrees with the predual map as in the proof of their proposition 5.9. 
We could have taken D = M from the beginning in starting from a covariance map on M
instead of η ◦ ED.
Definition 19. We define the weak-* Haagerup tensor product relative to the covariance
map η on M by the operator space dual :
M ⊗w∗hη M = ((.#S)∗[(L2(M, η)c + L2(M, η)r)]L
1(M)⊗(I,∞)
eh
L1(M)
)∗
By definition and the last proposition there is a weak-* continuous completely quotient
map (also called complete metric surjection, see e.g. [P03, Prop 2.4.2]) from the σ haagerup
product and a weak-* continuous completely contractive injection to a Hilbert space (with
intersection of row and column structure) which is even weak-* homeomorphic on bounded
sets :
pη : M ⊗(I,1)σh M → M ⊗w∗hη M, iη : M ⊗w∗hη M ⊂ L2(M, η)c ∩ (L2(M, η)r.
Note that Ker(pη) = Ker(.#S).
Definition 20. We define the extended Haagerup tensor product relative to the covariance
map η on M by the image : M ⊗ehη M := pη(M ⊗(I,1)eh M) ⊂ M ⊗w∗hη M.
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The above definition uses the canonical injection M ⊗(I,1)eh M ⊂ M ⊗(I,1)σh M coming from
[?]
Example 21. If |I| = 1 and η = idD, (L2(M, η ◦ ED))r = (L2(M) ⊗D L2(M))r ≃
L2(M)r ⊗ehDop ML2(M)opL2(D) = L2(M)r ⊗hDop ML2(M)opL2(D) (by [B97b] where the oppo-
site identification is given (L2(M) ⊗D L2(M))c ≃ ML2(M)L2(D) ⊗ehD L2(M)c and using
also e.g. [M05, Rmk 2.18] for the last equality) is the usual module tensor product and
(.#S)∗ coincides with the restriction of the map explained at the beginning of this subsection
L2(D)(L
1(M))M ⊗hD′ M(L1(M))L2(D) ⊂ (L1(M))M ⊗eh [M(L1(M))], as we can see from it
concrete inclusion in the dual of M ⊗hM in lemma 16. The closure considered in the defini-
tion of the weak-* haagerup tensor product is thus merely (using the density result in lemma
13) L2(D)(L
1(M))M ⊗hD′ M(L1(M))L2(D). Its operator space dual is thus what we defined as
M ⊗w∗hD M in section 1.2 and it agrees with our new M ⊗w∗h(idD) M. Since from [M05],
one sees any element in M ⊗ehDM can be seen as an image of an element in M ⊗ehM and
conversely, one also gets M ⊗ehD M ≃M ⊗eh(idD) M.
Example 22. If |I| = 1 and η = EB, the trace preserving conditional expectation to B ⊂ D it
is easy to see by construction (using EB semicircular systems agree with idB ones over B) that
M ⊗w∗h(EB)M = M ⊗w∗h(idB)M ≃M ⊗w∗hBM,M ⊗eh(EB)M = M ⊗eh(idB)M ≃ M ⊗ehBM.
(The last isomorphisms from our previous example).
Another interesting examples comes from the relation of free probability to cross-products
explained in [Shl99, section 7.3].
Example 23. If |I| = 2 and α : D → D is a trace preserving ∗-automorphism, we define
η11(a) = α(a) + α
−1(a) = η22(a), η12(a) = −i(α(a) − α−1(a)) = −η21(a), so that η : A →
M2(A) is a covariance map. It is shown in [Shl99, section 7.3] that for (S1, S2) η-semicircular
system, C = S1 + iS2 then for all d ∈ D, dC = Cα(d). This suggests a description of our
previous tensor products we now explain.
We briefly generalize our tensor products to n-ary tensor products.
Thus for j = 1, ..., n, let ηj : M → B(ℓ2(Ij)) ⊗ M be normal τ -symmetric completely
positive map with supi∈Ij ||ηi(1)|| ≤ Cj. We let (S(j)i )i∈Ij a semicircular system of covariance
ηj over M . We sometimes call η = (η1, ..., ηn) for short. We can build them all in N(η) =
Nη1 ∗M ... ∗M Nηn with the previous notation for Nηj =W ∗(M,S(j)i , i ∈ Ij).
One gets an obvious definition of M ⊗(I1,1)σh ...⊗(In,1)σh M = (...(M ⊗(I1,1)σh M)...⊗(In,1)σh M by
associativity and similarly for other tensor products and of :
.#(S(1), ..., S(n)) : M ⊗(I1,1)σh ...⊗(In,1)σh M → N(η) ⊂ L2(N(η))c ∩ L2(N(η))r.
Proposition 24. The dual map of .#(S(1), ..., S(n)) : M ⊗(I1,1)σh ... ⊗(In,1)σh M → N(η) ⊂
L2(N(η))c ∩ L2(N(η))r when restricted to M ⊗(I1,1)h ... ⊗(In,1)h M → N(η) gives a predual map
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(.#(S(1), ..., S(n)))∗ : L2(N(η))c + L2(N(η))r) → L1(M) ⊗(I1,∞)eh ... ⊗(In,∞)eh L1(M) ⊂ (M ⊗(I1,1)h
...⊗(In,1)h M)∗ for the original map .#(S(1), ..., S(n)).
Proof. This is again [ER03, Prop 5.9]. 
There are some subtleties in the multitensor case. We start by an intermediate definition.
Definition 25. We define the strict weak-* Haagerup tensor power relative to the list of
covariance maps η = (η1, ..., ηn) on M by the operator space dual :
M⊗sw∗hη = ((.#(S(1), ..., S(n)))∗[(L2(N(η))c + L2(N(η))r)]
L1(M)⊗(I1,∞)
eh
...⊗(In,∞)
eh
L1(M)
)∗
with weak-* continuous completely quotient map and completely contractive injection (the
injection is even weak-* homeomorphic on bounded sets) :
psη :M ⊗(I1,1)σh ...⊗(In,1)σh M →M⊗sw∗hη, isη : M⊗sw∗hη ⊂ L2(N(η))c ∩ (L2(N(η))r.
Example 26. As in example 21, using the density result in lemma 13, one seesM⊗sw∗h(ED ,...,ED) =
M⊗w∗hDn completely isometrically and weak-* homeomorphically.
Let us now describe more explicitly the completion involved in the definition above as
predual in operator algebraic terms. We start by recalling basic identities that will enable
us to define a better notion of tensor product with associativity.
Remark 27. Using a (specific case D = C of a) description in proposition 2 L1(M) ≃
L2(M)r ⊗hM ′ L2(M)c ≃ L2(M)r ⊗ehM ′ L2(M)c (via [M05, Rmk 2.18]), one gets :
L1(M)⊗eh(n+1) ≃ L2(M)r ⊗hM ′ ([B(L2(M))]⊗ehM′n)⊗hM ′ L2(M)c
so that one recovers the identification for the duals (from [EK],[EE88] using [M97] to
identify definitions of tensor products)
M⊗σh(n+1) = ([B(L2(M))]⊗ehM′n)♮M′,M′ = CBM ′([B(L2(M))]⊗ehM′n;B(L2(M)))M ′ .
For the Haagerup product, one replaces bounded operators by compact ones :
L1(M)⊗h(n+1) ≃ L2(M)r ⊗hM ′ ([K(L2(M))]⊗hM′n)⊗hM ′ L2(M)c,
M⊗eh(n+1) = CBM ′([K(L2(M))]⊗hM′n;B(L2(M)))M ′ .
Definition 28. We define the weak-* Haagerup tensor power relative to the list of covariance
maps η = (η1, ..., ηn) onM by aM
′-normal part (separately in all arguments) in the operator
space dual :
M⊗w∗hη =[L2(M)r ⊗hM ′ ((.#S(1))∗[L2(M, η1)L2(M)]
ℓ∞(I1)⊗B(L2(M)) · · · ⊗hM ′ L2(M)c]∗M ′normal
∩ [L2(M)r ⊗hM ′ ((.#S(1))∗[L2(M)L2(M, η1)]
ℓ∞(I1)⊗B(L2(M)) · · · ⊗hM ′ L2(M)c]∗M ′normal
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with weak-* continuous completely quotient map and completely contractive injection (thanks
to which one defines the intersection space structure above in L2(N(η))c + (L
2(N(η))r):
pη : M ⊗(I1,1)σh ...⊗(In,1)σh M →M⊗w∗hη, iη :M⊗w∗hη ⊂M⊗sw∗hη ⊂ L2(N(η))c ∩ (L2(N(η))r.
We define the extended Haagerup tensor power relative to η on M by the image with
induced norm from the inclusion : M⊗ehη := pη(M ⊗(I1,1)eh ...⊗(In,1)eh M) ⊂M⊗w∗hη.
If η is the empty list, both spaces are by convention M . Note that the fact that pη is well
defined is not obvious and will follow from the next automatic normality result.
The main technical result is the following
Theorem 29. ForM a finite von Neumann algebra, η = (η1, ...ηn) a list of covariance maps,
we have a complete isometry :
(M ⊗w∗hη1 M)⊗ehM · · · ⊗ehM (M ⊗w∗hηn M) ≃M⊗w∗hη =M⊗sw∗hη.
Moreover, for M ⊂ N finite von Neumann algebras, we have a canonical weak-* continuous
inclusion M⊗w∗hη → N⊗w∗hη◦EM . Finally, there is a canonical complete quotient map
Pη : (M⊗(I1,1)σh M)⊗ehM · · ·⊗ehM (M⊗(In,1)σh M)→ (M⊗w∗hη1M)⊗ehM · · ·⊗ehM (M⊗w∗hηnM)
such that for the canonical complete isometry
Jη : (M ⊗(I1,1)σh M)⊗ehM · · ·⊗ehM (M ⊗(In,1)σh M)→
σhM⊗
j=1...n
(M ⊗(Ij ,1)σh M) ≃M ⊗(I1,1)σh ...⊗(In,1)σh M
we have the commutative diagram psη ◦ Jη = Pη.
We will by now consider only the weak-* Haagerup product notation with the weak-*
topology coming from the strict weak-* Haagerup definition.
This is an obvious consequence of the following lemma and theorem 15 (since the inter-
section we describe in the bellow is then trivial since one of the spaces is included in the
second giving the equality above).
Lemma 30. The predual as a M −M normal dual operator module of M ⊗w∗hηi M is
(M ⊗w∗hηi M)♮ = (.#S(i))∗[L2(M, ηi)L2(M)]
M ′,M ′
= (.#S(i))∗[L2(M)L2(M, ηi)]
M ′,M ′
the closure for theM ′−M ′ topology (cf [?]) of either right or left bounded vectors in L2(M, ηi)
when sent via (.#S(i))∗ to L2(M)c⊗(Ii,∞)eh L2(M)r ≃ ℓ∞(Ii)⊗B(L2(M)).Moreover, we have a
complete isometry :
(M ⊗w∗hη1 M)⊗ehM · · · ⊗ehM (M ⊗w∗hηn M) ≃M⊗w∗hη.
Finally, if we see canonically
M⊗w∗hη ⊂M⊗sw∗hη ⊂ Nη1 ⊗w∗hM ...⊗w∗hM Nηn ,
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M⊗w∗hη ⊂ Nη1 ⊗ehM ...⊗ehM Nηn ⊂ Nη1 ⊗w∗hM ...⊗w∗hM Nηn ,
then
M⊗w∗hη = Nη1 ⊗ehM ...⊗ehM Nηn ∩M⊗sw∗hη,
so that all inclusions above have weak-* closed image, all the spaces are normal dual operator
M-M bimodules with all the inclusions weak-* continuous as well as ιη which is even weak-*
homeomorphic on bounded sets as well as the maps above which are isometric.
Note that this last statement gives a substitute of associativity, essential for later algebraic
uses of this tensor product.
Proof. First, from the weak-* continuous complete quotient map, we have an inclusion
(M ⊗w∗hηi M)♮ ⊂ (M ⊗(Ii,1)σh M)♮ = L2(M)c ⊗(Ii,∞)eh L2(M)r from [M05, Def 4.1, Th 4.2,Th
2.17] since (MMC)♮ = M ′[L
2(M)c]C and (CMM)♮ = C[L
2(M)r]M ′ (see e.g. [M05, proof of
Corol 3.3]) and since an extended Haagerup product of strong modules is strong [M97, Prop
4.1].
The identification L2(M)c⊗eh ℓ∞(Ii)⊗ehL2(M)r = L2(M)c⊗w∗min ℓ∞(Ii)⊗w∗minL2(M)r =
ℓ∞(Ii)⊗B(L2(M)) is well-known and it is clear from the definition that for ξ ∈ L2(M, ηi) right
or left bounded, (.#S(i))∗(ξ) : (xj)j∈Ii → (EM [ξxjS(i)j ])j∈Ii is the element of ℓ∞(Ii)⊗B(L2(M))
in the identification above. Since the two left hand sides are closed in the M ′−M ′ topology,
thus strong M ′−M ′ modules, it suffices, again from [M05, Th 2.17], to identify their duals,
e.g. for Y = (.#S(i))∗[L2(M, ηi)L2(M)]
M ′,M ′
:
M ⊗w∗hηi M = (Y )♮ = (L2(M)r ⊗hM ′ Y ⊗hM ′ L2(M)c)∗,
the last identity from [M05, Corol 3.4]. And for this by definition, it suffices to check
L2(M)r ⊗hM ′ Y ⊗hM ′ L2(M)c
= (.#(S(i)))∗[(L2(Nηi)c + L2(Nηi)r)]
L2(M)r⊗hM′ (ℓ∞(Ii)⊗B(L2(M)))⊗hM′L2(M)c
with the identification of the last remark. Since the left hand side is closed this boils down
to a density result, checkable on basic tensors (since we have Haagerup tensor product on
both sides), but if one takes x, y ∈ L2(M), Y ∋ ξ = limn(.#S(i))∗(ξn), ξn ∈ L2(M, ηi)L2(M)
(the convergence being in the M −M topology and from [?, Th 3.5] the net can be taken
bounded in (ℓ∞(Ii)⊗B(L2(M)))) and yn ∈ M tending to y. Thus (.#S(i))∗(ynξnx) = x ⊗
(.#S(i))∗(ξn) ⊗ yn → x ⊗ (.#S(i))∗(ξ) ⊗ y. since replacing yn by y is easy by boundedness
and then the normwise convergence x⊗ (.#S(i))∗(ξn)⊗ y → x⊗ (.#S(i))∗(ξ)⊗ y is easy from
the definition of the M ′ −M ′ topology (and basically its definition).
This concludes the proof of the first identity. For the second identity, one uses that for
ξ ∈ L2(M)L2(M, ηi)]ξ
√
α[α + EM(ξ
∗ξ)]−1/2 ∈ L2(M, ηi)L2(M) (actually it is both right and
left bounded) and it is easy to see the convergence of its image by (.#S(i))∗ to (.#S(i))∗(ξ)
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when α→∞ in the M ′−C topology. With a symmetric argument, one thus checks the two
inclusions concluding to the second equality :
(.#S(i))∗[L2(M)L
2(M, ηi)] ⊂ (.#S(i))∗[L2(M, ηi)L2(M)]
M ′,C
,
(.#S(i))∗[L2(M, ηi)L2(M)] ⊂ (.#S(i))∗[L2(M)L2(M, ηi)]
C,M ′
.
From [M05, Corol 3.5] (and [M05, Prop 3.13] for the automatic normality on the sides), if
we call
Yi = M ′((.#S(i))∗[L2(M, ηi)L2(M)]
ℓ∞(Ii)⊗B(L2(M))
M ′
,
Zi = M ′((.#S(i))∗[L2(M)L2(M, ηi)]
ℓ∞(Ii)⊗B(L2(M))
M ′
,
then
M⊗w∗hη = [Y1 ⊗hM ′ · · · ⊗hM ′ Yn]♮M ′normal ∩ [Z1 ⊗hM ′ · · · ⊗hM ′ Zn]♮M ′normal
≃ Y ♮1 ⊗ehM · · · ⊗ehM Y ♮n ∩ Z♮1 ⊗ehM · · · ⊗ehM Z♮n
with the last isomorphism by the multitensor variant of [M05, Theorem 3.2]. But similarly
Y ♮i = [L
2(M)r⊗hM ′ ((.#S(i))∗[L2(M, ηi)L2(M)]
ℓ∞(Ii)⊗B(L2(M))⊗hM ′ L2(M)c]∗ but L2(M)r⊗hM ′
((.#S(i))∗[L2(M, ηi)L2(M)]
ℓ∞(Ii)⊗B(L2(M)) ⊗hM ′ L2(M)c is a closed subspace of L1(M) ⊗Ii,∞eh
L1(M) (by completeness and injectivity of module Haagerup tensor product) in which
L2(M)r⊗hM ′ L2(M, ηi)L2(M)⊗hM ′ L2(M)cis dense, thus this is the closure of this space which
is nothing but ((.#S)∗[(L2(M, ηi)c)] as explained before.
One thus obtains ((.#S)∗[(L2(M, ηi)c)] = L2(M)r⊗hM ′((.#S(i))∗[L2(M, ηi)L2(M)]
ℓ∞(Ii)⊗B(L2(M))⊗hM ′
L2(M)c. But similarly one sees this also equals L
2(M)r⊗hM ′((.#S(i))∗[L2(M, ηi)L2(M)]
M ′−M ′⊗hM ′
L2(M)c = ((.#S)∗[(L2(M, ηi)c)]. From the previous computations in the M ′ −M ′ topology,
one sees this is nothing but
L2(M)r ⊗hM ′ ((.#S(i))∗[L2(M, ηi)L2(M) + L2(M)L2(M, ηi)]
M ′−M ′ ⊗hM ′ L2(M)c
= ((.#S)∗[(L2(M, ηi)c) + (L2(M, ηi)r)].
Thus by definition we have M ⊗w∗hηi M = Y ♮i = Z♮i (similarly) and one gets the stated
isomorphism. (The reader should note that this change from norm to M ′ −M ′ closure does
not work for more than one tensor implying the more restrictive definition in this case).
Note finally that the inclusion
M⊗w∗hη ⊂ [Y1 ⊗hM ′ · · · ⊗hM ′ Yn]♮ ∩ [Z1 ⊗hM ′ · · · ⊗hM ′ Zn]♮
≃ [Y1 ⊗hM ′ · · · ⊗hM ′ Yn + Z1 ⊗hM ′ · · · ⊗hM ′ Zn]♮ = M⊗sw∗hη
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since the reasoning above again shows
Y1⊗hM ′ · · · ⊗hM ′ Yn + Z1 ⊗hM ′ · · · ⊗hM ′ Zn
= ((.#(S(1), ..., S(n)))∗[(L2(N(η))c + L2(N(η))r)]
L1(M)⊗(I1,∞)eh ...⊗
(In,∞)
eh L
1(M)
)
and the inclusion stated (even in the definition) is now clear.
From the definition, we have ιηi((M ⊗w∗hηi M)) ⊂ Nηi weak-* continuously so that we
have a canonical map by functoriality M⊗w∗hη → Nη1 ⊗ehM ...⊗ehM Nηn . We will see later it
is injective. We have Nη1 ⊗ehM ... ⊗ehM Nηn ⊂ Nη1 ⊗w∗hM ... ⊗w∗hM Nηn as a weak-* closed
both dual operator spaces with the induced weak-* topology by proposition 14.
In order to see the last weak-* continuous inclusion M⊗sw∗hη ⊂ Nη1 ⊗w∗hM ... ⊗w∗hM Nηn
we won’t build the explicitly, not so obvious, predual map but use a common inclusion in a
third space. Using example 26 and the projection L1(N(η))→ L1(Nηi), one gets the weak-*
continuous inclusions weak-* homeomorphic on bounded sets :
I : Nη1 ⊗w∗hM ...⊗w∗hM Nηn ⊂ N⊗w∗hMn(η) = N
⊗sw∗h(EM,...,EM )
(η) ⊂ N(η) ∗M (L(Fn)⊗M)
with this last embedding realized as .#(Y1, ..., Yn−1) the evaluation on n−1 free semicircular
variables in L(Fn−1). Now it is easy to see that MS(1)Y1M...MS(n−1)Yn−1MS(n)M generate
an isomorphic M − M Hilbert bimodule than MS(1)M...MS(n−1)MS(n)M in L2(N(η) ∗M
(L(Fn) ⊗M)), L2(N(η)). Let J the corresponding map with J(S(i)) = S(i)Yi. Then I−1J ◦
[.#(S(1), ..., S(n))] = I−1[.#(S(1)Y1, ..., S(n−1)Yn−1, S(n))] is the weak-* continuous inclusion
M⊗sw∗hη ⊂ Nη1 ⊗w∗hM ... ⊗w∗hM Nηn we want. The fact it has closed image is obvious by
weak-* compactness.
From the previous inclusions, one thus deducesM⊗w∗hη ⊂ Nη1⊗ehM ...⊗ehMNηn∩M⊗sw∗hη,
let us prove the converse. For, one takes f ∈ M⊗sw∗hη and one has to prove the normality
condition on the predual in assuming also f ∈ Nη1 ⊗ehM ...⊗ehM Nηn . Thus take by density
z1 ∈ (.#S(1))∗[L2(M, η1)L2(M)]⊗hM ′ · · · ⊗hM ′ (.#S(k))∗[L2(M, ηk)L2(M)],
z2 ∈ (.#S(k+1))∗[L2(M, ηn+1)L2(M)]⊗hM ′ · · · ⊗hM ′ (.#S(n))∗[L2(M, ηn)L2(M)]
and one has to showm 7→ f(z1⊗mz2) normal inM ′ but following our isomorphisms, it is clear
that z1, z2 comes from elements for instance in L2(M)L
1(Nη1) ⊗hM ′ L2(M)L1(Nη2)L2(M) ⊗hM ′
...⊗hM ′L2(M)L1(Nηk)L2(M) giving the expected normality from the characterization ofNη1⊗ehM
...⊗ehM Nηn by a normality condition in [M05, Th 3.2].
From the now proved equality with an intersection of two weak-* closed sets, M⊗w∗hη is
thus a weak-* closed set of a dual operator space M⊗sw∗hη, thus a dual operator space. The
remaining weak-* continuities are then obvious. 
Proof of Thm 29. As explained, it only remains to build the inclusion. As explained, the
equality implies that the normality condition in the definition of M⊗w∗hη can be removed
showing that pη is well defined and weak-* continuous as stated, and equal to psη.
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First, the canonical weak-* continuous map i∞N,I : M
⊗σhI → N⊗σhI is injective since the
predual map is given by a tensor product to projection EM : L
1(N) → L1(M) which is
surjective. From the inclusion i1N : L
1(M) → L1(N) its tensor products and duals, we also
see M⊗σhI → N⊗σhI is completely isometric since it is complemented by the map coming
from tensor product of conditional expectations EM .
Looking at the composition u = pη◦EM ◦ i∞N,I : MσhI → N⊗w∗hη◦EM An element is in its
kernel if and only if it is in the one of ιη◦EM ◦ u = (.#(S1, ..., Sn)η◦EM ) ◦ i∞N,I = ιη ◦ pη
since a free product with amalgamation over N(η◦EM ) = N ∗M N(η) gives the canonical space
for η ◦ EM variables. Thus Keru = Kerpη and u fatorizes to our expected injective map
u′ : M⊗w∗hη → N⊗w∗hη◦EM unique with u′ ◦ pη = u.
But note that looking at preduals in the strict Haagerup picture, on L2(N(η◦EM )) we have
the identity easily checked by duality and characterization of projections :
(i∞N,I)∗ ◦ (.#(S1, ..., Sn)η◦EM )∗ = (.#(S1, ..., Sn)η)∗ ◦ EL2(N(η◦EM ))→L2(N(η))
which enables to build an induced map v : (N⊗w∗hη◦EM )∗ → (M⊗w∗hη)∗ with
v|(.#(S1,...,Sn)η◦EM )∗(L2(N(η◦EM )) = (.#(S1, ..., Sn)η)∗ ◦ EL2(N(η◦EM ))→L2(N(η))
so that
(i∞N,I)∗ ◦ (pη)∗ = (pη◦EM )∗ ◦ v
and this induced map gives the expected predual map of the strict weak-* Haagerup
product. Indeed, the dual relation gives pη ◦ i∞N,I = v∗ ◦ pη◦EM that characterizes our u′ = v∗.
Let us turn to proving the commutative diagram. Note that to build Pη, we use lemma
3 to get an extended Haagerup product of quotient maps pηi using the module predual
inclusions computed in lemma 30. The construction of Jη is obvious from associativity of
normal Haagerup product and lemma 3. Note that by this lemma if
Iη : (M⊗(I1,1)σh M)⊗ehM · · ·⊗ehM (M⊗(In,1)σh M) ⊂ (M⊗(I1,1)σh M)⊗w∗hM · · ·⊗w∗hM (M⊗(In,1)σh M),
Tη : (M⊗(I1,1)σh M)⊗σhM · · ·⊗σhM (M⊗(In,1)σh M)→ (M⊗(I1,1)σh M)⊗w∗hM · · ·⊗w∗hM (M⊗(In,1)σh M),
are the canonical inclusion and projection we have Tη ◦ Jη = Iη. Moreover, by definition Pη
is obtained as a restrition of
Qη : (M⊗(I1,1)σh M)⊗w∗hM · · ·⊗w∗hM (M⊗(In,1)σh M)→
w∗hM⊗
j=1...n
(M⊗w∗hηjM) =
ehM⊗
j=1...n
(M⊗w∗hηjM)
so that Qη ◦ Iη = Pη. Thus it remains to check psη = Qη ◦ Tη. This is obvious since the
predual maps are compositions of inclusions (using injectivity of Haagerup tensor product
on the inclusion of the first part of lemma 30) :
hM ′⊗
j=1...n
(M ⊗w∗hηj M)♮ ⊂
hM ′⊗
j=1...n
(M ⊗(Ij ,1)σh M)♮ ⊂
ehM ′⊗
j=1...n
(M ⊗(Ij ,1)σh M)♮.
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
In order to deal with the analogue of commutants needed in this context to produce the
operadic structure needed to get composition of analytic functions, and not only in the weak-
* Haagerup context but also in the extended Haagerup context we need a definition inspired
from our result in the module case.
Definition 31. A list of covariance maps η = (η1, ..., ηn) (resp. a set of covariance map
η = {ηi, i ∈ I}) has (w*CIEHP) or has weak-* closed inclusion of extended Haagerup powers
if the unit ball of M⊗ehη is weak-* closed in M⊗w∗hη (resp for any i1, ..., in ∈ I, (ηi1 , ..., ηin)
has (w*CIEHP))
We thus saw in proposition 14 that {EB} has (w*CIEHP) and this can be generalized to
{EB, B ⊂ M}. It is an interesting question to determine the set of covariance maps having
this property but we won’t try to solve this technical problem here.
2.3. Spaces of variables relative to η and multiplication on generalized Haagerup
tensor products. The goal of this section is first to define spaces of variables relative to η,
or what we could call η-commutants since they will coincide with commutants of D in the
case η = ED.
Then we will produce projections on these spaces and we will provide multiplication maps
in the spirit of Theorem 2 (4).
Note that ifX is a normal dual operator D-bimodule (recall this is writtenX ∈ DNDOMD,
the canonical map D⊗hX ⊗hD → X, is normal when restricted to each argument D,X,D
(see e.g. [M05, Th 2.9, Tmk 2.10], thus by [ER03, Prop 5.9] is extends uniquely to a weak-*
continuous CB map m : D ⊗σh X ⊗σh D → X.
For such an X , there is a completely bounded separately weak-* continuous pairing
.#. : D ⊗(I,1)σh D × ℓ∞(I,X)→ X.
Recall that Mn(ℓ
∞(I,X)) = ⊕i∈IMn(X) ≃ CB(ℓ1(I),Mn(X)) ≃ CB([Mn(X)]∗, ℓ∞(I)) ≃
NCB((ℓ∞(I))∗,Mn(X)) (where ℓ1(I) is as usual given its maximal operator space structure).
It is defined for x ∈Mn(ℓ∞(I,X)) by d#x = (idMn ⊗m)Sσ[(1⊗ x⊗ 1)(d)] since (1⊗ x⊗
1)(d) ∈ D ⊗σh Mn(X) ⊗σh D is defined by functoriality (see [ER03, p 149]) of the normal
Haagerup tensor product for normal maps as an element x ∈ NCB((ℓ∞(I))∗,Mn(X)) and
Sσ : D ⊗σh (Mn⊗¯X)⊗σh D → Mn⊗¯[D ⊗σh X ⊗σh D] is the shuffle map of [ER03, Th 6.1].
Definition 32. Let X ∈ DNDOMD and η : D → B(L2(I)) ⊗ D a symmetric covariance
map. The set of η variables (or η-commutant), written η′∩ℓ∞(I,X) is the subset of ℓ∞(I,X)
of elements x = (xi)i∈I such that d#x = 0 for all d ∈ Ker(pη) ⊂ D ⊗(I,1)σh D.
We first note this is the convenient condition to define multiplication maps from our tensor
product relative to η.
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Proposition 33. Let X ∈ DNDOMD and η : D → B(L2(I))⊗D a symmetric covariance
map. The paring .#. induces (after switch of the arguments) complete contractions in:
MD,I,X#σh ∈ CBD((ℓ∞(I,X))⊗̂
D−D
(D ⊗(I,1)σh D), X)D,
MD,η,X#w∗h ∈ CBD([η′ ∩ ℓ∞(I,X)]⊗̂
D−D
(D ⊗w∗hη D), X)D.
They are weak-* continuous in the second argument (i.e. d 7→ d#x is weak-* continuous)
and the first one also extends uniquely to a complete contraction
MD,I,X#σh∗ ∈ NCBD([CB(ℓ∞(I,X), (D⊗(I,1)σh D)♮)]♮, X)D.
Moreover, the pairing .#. extends to ℓ∞(I,D ⊗(I,1)σh D) × ℓ∞(I,X) → ℓ∞(I,X) and for
any x ∈ η′ ∩ ℓ∞(I,X), any d ∈ ℓ∞(I,Ker(pη)), d#x = 0. Finally, ℓ∞(I,D ⊗w∗hη D) ≃
ℓ∞(I,D⊗(I,1)σh D)/ℓ∞(I,Ker(pη)). As a consequence, the extended pairing induces one CB([η′∩
ℓ∞(I,X)]⊗̂D−Dℓ∞(I,D ⊗w∗hη D), ℓ∞(I,X)).
Proof. One considers the case A = ℓ1(I), A∗∗ = (ℓ∞(I))∗, B = (ℓ∞(I,X)), C1 = C2 = D of
the map built in lemma 8 and one gets :
S : ℓ∞(I,X)⊗̂D−D[D ⊗σh (ℓ∞(I))∗ ⊗σh D]→ D ⊗σh (ℓ∞(I,X)⊗̂ℓ1(I))∗∗ ⊗σh D.
But we saw (ℓ∞(I,X)⊗̂ℓ1(I))∗ = CB(ℓ∞(I,X), ℓ∞(I)) = CB(CB(X∗, ℓ∞(I)), ℓ∞(I)) and
the evaluation map thus gives a completely bounded map
E : X∗ → CB(CB(X∗, ℓ∞(I)), ℓ∞(I)) = (ℓ∞(I,X)⊗̂ℓ1(I))∗
and by duality a normal CB map
E∗ : (ℓ∞(I,X)⊗̂ℓ1(I))∗∗ → X.
Note that for any x ∈ ℓ∞(I,X), f ∈ (ℓ1(I))∗∗, E∗(x ⊗ f) = x(f) in the identification
ℓ∞(I,X) ≃ι CB(X∗, ℓ∞(I) ≃κ NCB((ℓ1(I))∗∗, X) for which κ(x) = ι(x)∗ is the adjoint map
Indeed for y ∈ X∗ we have
〈E(y), (x⊗ f)〉 = 〈ι(x)[y], f〉〈y, κ(x)[f ]〉 =: 〈y, x(f)〉.
Thus using [ER03] again to build Id⊗ E∗ ⊗ Id and the extended multiplication map for
normal dual modulesm : D⊗σhX⊗σhD → X, it remains to show thatm◦(Id⊗E∗⊗Id)◦S is
the expected map induced by .#. and we only have to check on elementary tensor products.
Since the definition of both maps end withm, it suffices to show that (Id⊗E∗⊗Id)◦S(x⊗d) =
(1⊗ x⊗ 1)(d) for x ∈ ℓ∞(I,X) = NCB((ℓ∞(I))∗, X), d ∈ [D ⊗σh (ℓ∞(I))∗ ⊗σh D] and from
the normality we checked in the second argument (for S, the folowing compositions being
obvious), it suffices to check equality on d = c1 ⊗ f ⊗ c2, c1, c2 ∈ D, f ∈ ℓ1(I)∗, Then
(Id⊗ E∗ ⊗ Id) ◦ S(x⊗ d) = c1 ⊗ E∗(x⊗ f)⊗ c2 = c1 ⊗ x(f)⊗ c2
as expected.
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For the second map induced by quotient, we use again the universal property proved in
corollary 7 first to note that .#. ∈ CB([η′ ∩ ℓ∞(I,X)], CBD(D⊗(I,1)σh D,X)D) by restriction.
In order to get a map in CBD([η
′∩ℓ∞(I,X)]⊗̂D−D(D⊗w∗hηD), X)D, it suffices to note that by
definition any element in d ∈ Ker(pη) induces the 0 map once restricted on the commutant,
so that our pairing induces by quotient a map .#. ∈ CB([η′ ∩ ℓ∞(I,X)], CBD(D ⊗w∗hη
D,X)D). This concludes. To see normality in the second argument, since the map before
quotient was normal, one can consider pointwise its predual map (.#x)∗ : X∗ → [D⊗(I,1)σh D]∗
but Kerpη = (D ⊗w∗hη D)∗]⊥ and from the bipolar theorem (D ⊗w∗hη D)∗ = (Kerpη)⊥ so
that the vanishing on Kerpη of (.#x)∗(y) for y ∈ X, x ∈ η′ ∩ ℓ∞(I,X) guaranties (.#x)∗ is
then valued in (D ⊗w∗hη D)∗ concluding to the weak-* continuity.
In order to build the extension of the first map, one build the module predual map, one
build the module predual map in CBD′(X♮, CB(ℓ
∞(I,X), (D ⊗(I,1)σh D)♮))D′ and uses that
the source and target space are strong module (see lemma 8 for the target) so that the dual
map will be also contractive by [M05, Prop 3.12] with same norm. Of course one uses again
ℓ∞(I,X) ≃ CB(X∗, ℓ∞(I)). Note that (D⊗(I,1)σh D)♮ ≃ D♮D,C⊗eh ℓ∞(I)⊗ehD♮C,D and since X
is a normal dual operator module we have a normal contraction D ⊗σh X ⊗σh D → X thus
from [M05, Prop 3.11] there is a unique module predual map m♮X♮ → D♮D,C⊗ehX∗⊗ehD♮C,D
also contractive since both module are strong so that one can use [M05, Prop 3.12]. One
thus gets our map by composing this m♮ to a map in
CBD′(D♮D,C ⊗eh X∗ ⊗eh D♮C,D , CB(ℓ∞(I,X), (D⊗(I,1)σh D)♮))D′
= CB(CB(X∗, ℓ∞(I)), CBD′(D♮D,C ⊗eh X∗ ⊗eh D♮C,D , D♮D,C ⊗eh ℓ∞(I)⊗eh D♮C,D)D′)
of course the canonical map corresponding to T 7→ (1 ⊗ T ⊗ 1). It is apparent that for
x ∈ ℓ∞(I,X) fixed, the dual map is indeed the same as .#x so that one obtains in the way
an extension of .#. as expected.
For the uniqueness of this extension, it suffices to check the canonical map B⊗̂D−D(D⊗(I,1)σh
D)→ [CB(B, (D ⊗(I,1)σh D)♮)]♮ has weak-* dense image.
But note that the map decomposes as
B⊗̂D−D(D ⊗(I,1)σh D) = [CB(B, (D ⊗(I,1)σh D)♮)]♮
→ [CB(B, (D ⊗(I,1)σh D)♮)]♮
→ [CB(B, (D ⊗(I,1)σh D)♮)]♮
where the first map is weak-* dense by Goldstine lemma and the interpretation of the module
bidual as a complete quotient of the ordinary bidual in [M05, Corol 3.5 (iii)], and the second
map is also a weak-* continuous complete quotient map by [M05, Prop 3.12 (ii)] as the
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module dual of the complete isometry CB(B, (D ⊗(I,1)σh D)♮) ⊂ CB(B, (D ⊗(I,1)σh D)♮), in a
case where source and target spaces are strong modules.
For the last extension one starts by seeing .#. ∈ CB(ℓ∞(I,X), NCBD(D ⊗(I,1)σh D,X)D)
thus giving using normality and the predual map .#. ∈ CB(ℓ∞(I,X), CB(X∗, [D⊗(I,1)σh D]∗))
and by universal property of ℓ1 direct sums .#. ∈ CB(ℓ∞(I,X), CB(ℓ1(I,X∗), ℓ1(I, [D⊗(I,1)σh
D]∗))) this thus gives again by dual map (and checking by hand the modularity by density
of finite sums) the expected
.#. ∈ CB(ℓ∞(I,X), NCBD(ℓ∞(I,D ⊗(I,1)σh D), ℓ∞(I,X))D).
The extended relation d#x = 0 is obvious by normality and the first argument and using
weak-* density of finitely supported sequences in ℓ∞(I,Ker(pη)) and the induced map will
be obtained as before once proved the quotient relation. But the canonical map from the
universal property ℓ∞(I,D ⊗(I,1)σh D) → ℓ∞(I,D ⊗w∗hη D) is onto and induces obviously a
quotient map ℓ∞(I,D⊗(I,1)σh D)/ℓ∞(I,Ker(pη))→ ℓ∞(I,D⊗w∗hηD).Moreover, the universal
map corresponds to the restriction map
ℓ∞(I,D⊗(I,1)σh D) ≃ CB((D⊗(I,1)σh D)∗, ℓ∞(I))→ CB((D⊗w∗hηD)∗, ℓ∞(I)) ≃ ℓ∞(I,D⊗w∗hηD)
and thus since ℓ∞(I) is injective, by [ER00, lemma 4.1.7], this map is a complete quotient
map, and it suffices to identify its kernel to be ℓ∞(I,Ker(pη)) to conclude. We already said
the kernel contain this space, but if x in the kernel, it is obvious that the coordinate map
x(i) ∈ D ⊗(I,1)σh D) is sent to the coordinate for 0 ∈ ℓ∞(I,D ⊗w∗hη D), i.e. x(i) ∈ Ker(pη)
and this concludes.

3. Generalized Analytic non-commutative functions relative to covariance
maps
3.1. Universal Analytic functions. We are now ready to introduce our generalized an-
alytic functions. We consider B a finite von Neumann algebra, and BR is then the unit
ball of radius R.Let also I = (I1, ..., In) a family of sets (made to evaluate Xi ∈ ℓ∞(Ii, N)
some finite N ⊃ B) The set of monomials m in X1, ..., Xn, is written M(X1, ..., Xn), |m|
its length and I(m) = (Ii1 , ..., Ii|m|) if m = Xi1 ...Xi|m| .Recall that for J = (J1, ..., Jn), then
B⊗σh[J,1] := (...(B ⊗(J1,1)σh B)...⊗(Jn,1)σh B). We also set :
B⊗σeh[J,1] :=
ehB⊗
i=1...n
(B ⊗(Ji,1)σh B) ⊂
σhB⊗
i=1...n
(B ⊗(Ji,1)σh B) = B⊗σh[J,1].
Thus we can define analytic functions with ℓ1 direct sums in the above sense for C ⊂ B a
von Neumann subalgebra :
Bσh〈X1, ..., Xn : I, R, C〉 := B ⊕1C ℓ1C
(
R|m|B⊗σh[I(m),1];m ∈M(X1, ..., Xn), |m| ≥ 1
)
,
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Bσeh〈X1, ..., Xn : I, R, C〉 := B ⊕1C ℓ1C
(
R|m|B⊗σeh[I(m),1];m ∈ M(X1, ..., Xn), |m| ≥ 1
)
,
When D = C we don’t write the extra index C and write C1 − C2 if we consider different
modules on each side. R|m|E means the space E with standard norm multiplied by R|m|.
We may write Bσh〈X : I, R, C〉 for short. There is also an obvious variant with several
radius of convergence R, S, Bσh〈X1, ..., Xn; I, R; Y1, ..., Ym : J, S, C〉, for a second list of sets
J = (J1, ..., Jm). We will use it freely later.
Then, we have several basic results, the first one considers evaluations :
Theorem 34. Bσeh〈X1, ..., Xn : I, R, C〉 ⊂ Bσh〈X1, ..., Xn : I, R, C〉 are Banach alge-
bras (even matrix normed) and respectively strong and normal dual operator C bimodules,
with separately weak-* continuous product in the second case. The algebra generated by
B,X1, ..., Xn is weak-* dense in Bσh〈X : I, R, C〉. When C = C they are even ∗-algebras.
For N ⊃ B a finite von Neumann algebra, P ∈ Bσh〈X1, ..., Xn : I, R, C〉 defines a map
(still written)
P :
n∏
i=1
[ℓ∞(Ii, N)]R → N,
by evaluation (in the algebraic case and then uniquely extended) and evσh(X1,...,Xn) : P 7→
P (X1, ..., Xn) ∈ W ∗(B,X1, ..., Xn) for Xi ∈ [ℓ∞(Ii, N)]R is a weak-* continuous C-bimodular
algebra morphism. This is also a ∗ morphism when C = C and Xi = X∗i .
Proof. From lemma 5, it suffices to note that each term of the direct sum is a strong (resp.
normal dual) operator B (thus C) bimodule, to check that the direct sum is a strong (resp.
normal dual) operator C bimodule. Both cases are easy by associativity of eh and σh
products.
For m1, m2 ∈ M(X1, ..., Xn)from associativity of module σh product and its definition as
quotient, one deduces a B bimodular completely contractive map :
R|m1|B⊗σh[I(m1),1]⊗̂BR|m2|B⊗σh[I(m2),1] → R|m1|B⊗σh[I(m1),1]⊗σhBR|m2|B⊗σh[I(m2),1] → R|m1|+|m2|B⊗σh[I(m1m2),1].
Note that the separate weak-*continuity of this map is easy from the charaterization of
[ER03, (5.22)].
From the commutation of ⊗̂C and ℓ1C and there universal properties, one deduces the
matrix normed algebra structure :
Bσh〈X1, ..., Xn : I, R, C〉⊗̂CBσh〈X1, ..., Xn : I, R, C〉 → Bσh〈X1, ..., Xn : I, R, C〉.
Separate weak-* continuity is easily extended to this setting by norm density of finite
sums in the ℓ1 direct sums, the commutations above and weak-* continuity of the canoni-
cal inclusion. Note also that once obtained weak-* continuity in the second argument for
B〈X1, ..., Xn : I, R, C〉⊗̂CR|m2|B⊗σh[I(m2),1] → B〈X1, ..., Xn : I, R, C〉, one deduces the full
case by considering for fixed first argument the predual maps and gathering them by uni-
versal property of c0 direct sums. The case of Bσeh is similar.
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For the weak-* density of polynomials, it suffices to check it in each space of multilinear
variables since finite sums of variables are normwise dense in the full infinite sum. But this
is easy since from [ER03, lemma 5.8], the algebraic tensor products is weak-* dense (using
also ℓ1(Ii) is weak-* dense in its bidual by goldstine lemma and thus so are finite sums in it)
in the σ Haagerup tensor product.
The antilinear map a1 ⊗ ei... ⊗ ek ⊗ a|m| 7→ a∗|m| ⊗ ek ⊗ .... ⊗ ei ⊗ a∗1 extends weak-*
continuously to B⊗σh[I,1] giving a completely contractive map we call .∗ : B⊗σh[I,1] → B⊗σh[I,1]
The corresponding map on ℓ1 direct sums gives our ∗ algebra structure.
Form = Xi1 ...Xi|m| , we got from associativity of corollary 7, B
⊗σh[I,1] ≃
σhB⊗
j=1...|m|
(B⊗(Ij ,1)σh B)
weak-* homeomorphically and the last shuffle map of lemma 8, a complete contraction weak-
* continuous in the second argument:
Sσhm
 ⊗̂
j=1...|m|
[ℓ∞(Iij , N)]
 ⊗̂B−BB⊗σh[I,1] → σhB⊗
j=1...|m|
(
[CB(ℓ∞(Iij , N), (B ⊗(Ij ,1)σh B)♮)]♮
)
and then compose with the tensor products of the normal extension obtained in proposition
33 to get a map valued in N⊗σhB(|m|+1) :
Mσh(I) :=
σhB⊗
j=1...|m|
M
B,Iij ,N
#σh∗ :
σhB⊗
j=1...|m|
(
[CB(ℓ∞(Iij , N), (B ⊗(Ij ,1)σh B)♮)]♮
)
→ N⊗σhB(|m|+1),
which we finally compose to the canonical weak-* continuous multiplication map to mσ :
N⊗σhB(|m|+1) → N . Since the map mσ ◦Mσh(I) ◦ Sσhm is C bimodular, it extends to direct
sum, after using also diagonal maps to projective tensor product, and restriction to unit balls
to obtain contractions after multiplication of the norm by R|m|. Normality then enables to
build module predual maps with the same cb norm, that can be gathered via the universal
property of c0 sums and gives the expected weak-* continuity. This concludes to the definition
of ev. The ∗ algebra morphism property is easy on the polynomial algebra and extended by
separate weak-* continuity and density. 
For a second list of sets I ′ = (I ′1, ..., I
′
m), we will write Bσ(e)h⊗I′〈X1, ..., Xn : I, R, C〉 or for
short, Bσ(e)h⊗I′〈X : I, R, C〉 the subspace of Bσ(e)h〈X1, ..., Xn, Y1, ..., Ym : (I, I ′), R, C〉 linear
in each Yk with Yk’s in increasing order of k in each monomial.
We will use this space to deal with free difference quotients on this space of analytic
functions.
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Proposition 35. Bσ(e)h〈X1, ..., Xn : I, R, C〉 is mapped completely boundedly weak-* contin-
uously by the iterated free difference quotients ∂k(i1,...,ik) = (∂Xi1 ⊗ 1⊗k−1) . . . ∂Xik to
Bσ(e)h⊗I(i1,...,ik)〈X : I, S, C〉
⊂ Bσh〈X : D,S, C − C〉 ⊗(Ii1 ,1)σh Bσh〈X : D,S,C〉⊗σh(k−1) ⊗
(Iik ,1)
σh Bσh〈X : D,S,C− C〉
(these last inclusions being completely contractive but not isometric) with I(i1,...,ik) = (Ii1 , ..., Iik)
for S < R.
Moreover Bσ(e)h⊗I′〈X1, ..., Xn : I, R, C〉 is a (matrix normed) bimodule over Bσ(e)h〈X1, ..., Xn :
I, R, C〉 with separately weak-* continuous product so that ∂Xi becomes a derivation and, for
N ⊃ B a finite von Neumann algebra, P ∈ Bσ(e)h⊗I′〈X1, ..., Xn : I, R, C〉 defines a map (still
written)
P :
n∏
i=1
[ℓ∞(Ii, N)]R → N⊗σ(e)h[I′,1],
by evaluation (in the algebraic case and then uniquely extended) and ev
σ(e)h⊗I′
(X1,...,Xn)
: P 7→
P (X1, ..., Xn) ∈ W ∗(B,X1, ..., Xn)⊗σ(e)h[I′,1], for Xi ∈ [ℓ∞(Ii, N)]R, is a (weak-* continuous in
the case without index e) C-bimodular contraction and compatible with the Bσ(e)h〈X1, ..., Xn :
I, R, C〉 module structure with the relation
evσh⊗I
′
(X1,...,Xn)
◦ ι⊗I′ = ιN,I′ ◦ evσeh⊗I′(X1,...,Xn)
for the canonical inclusions ιN,I′ : N
⊗σeh[I′,1] → N⊗σh[I′,1], ι⊗I′ : Bσeh⊗I′〈X1, ..., Xn : I, R, C〉 →
Bσh⊗I′〈X1, ..., Xn : I, R, C〉
Proof. Let us write nXi(m) the number of variable Xi in a monomial. For the free difference
quotient, we start from the formal differentiation :
∂Xi : Bσ(e)h〈X1, ..., Xn : η, R, C〉 → ℓ1C
(
S |m|(B⊗σ(e)h[I(m),1])⊕
1
C
nXi(m);m ∈M(X1, ..., Xn), |m| ≥ 1
)
.
These are completely bounded maps since |m|(S/R)|m| are bounded. For the free differ-
ence quotient, to see there is a canonical map to the expected B〈X1, ..., Xn : D,R〉 ⊗ehD
B〈X1, ..., Xn : D,R〉, one uses the following lemma to each term of the direct sum induc-
tively, and then the universal property of ℓ1 direct sums to combine them. The iterated case
is similar and building the evaluation map similar to the one of the previous theorem. The
matrix normed module map is induced by the multiplication on Bσ(e)h〈X1, ..., Xn, Y1, ..., Ym :
(I, I ′), R, C〉. The relation between evaltuations is similar to a relation that will be explained
in detail in the proof of Theorem 39 bellow and also left to the reader. The derivation prop-
erty for ∂Xi is obvious on polynomials and then extended by weak-* density using various
separate weak-* continuities. 
The following result is a normal Haagerup variant of [OP97, lemma 7], the proof is the
same using universal property of ℓ1 − c0 direct sums and standard duality tricks.
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Lemma 36. Let E1, E2, F1, F2 dual operator spaces, let X = (E1 ⊕1 E2) ⊗σh (F1 ⊕1 F2).
Let S be the closure of the subspace obtained by functoriality of Haagerup tensor product
(E1 ⊗σh F1) + (E2 ⊗σh F2) ⊂ X. Then we have :
S ≃ (E1 ⊗σh F1)⊕1 (E2 ⊗σh F2),
completely isometrically.
Proof. From the complete isometric inclusion
(E1 ⊗h F1)⊕1 (E2 ⊗h F2)→ (E1 ⊕1 E2)⊗h (F1 ⊕1 F2)
one gets by duality the composition of canonical inclusion and complete quotient map
((E1)∗⊕∞(E2)∗)⊗eh((F1)∗⊕∞(F2)∗) ⊂ (E∗1⊕∞E∗2)⊗eh(F ∗1⊕∞F ∗2 )→ (E∗1⊗ehF ∗1 )⊕∞(E∗2⊗ehF ∗2 )
but by the universal property one have a map
((E1)∗ ⊕∞ (E2)∗)⊗eh ((F1)∗ ⊕∞ (F2)∗)→ ((E1)∗ ⊗eh (F1)∗)⊕∞ ((E2)∗ ⊗eh (F2)∗)
that coincides with the previous map when composed with the canonical injection.
To see this map is a complete quotient map, take contractions u ∈ ((E1)∗ ⊗eh (F1)∗) ⊂
CB(E1 ⊗h F1,C), v ∈ ((E2)∗ ⊗eh (F2)∗) ⊂ CB(E2 ⊗h F2,C) and now use Christensen-
Sinclair theorem as in [OP97, lemma 7] but in the version of [ER03, Thm 5.1] so that
u(x1 ⊗ x2) = u1(x1)u2(x2), v(y1 ⊗ y2) = v1(y1)v2(y2) with v1 ∈ CB(E2, B(C, H)), v2 ∈
CB(F2, B(H,C)), u1 ∈ CB(E1, B(C, H)), u2 ∈ CB(F1, B(H,C)) contractions with all the
maps weak-* continuous. Then the map α = u1 ⊕ v1 : (E1 ⊕1 E2)→ B(C, H), β = u2 ⊕ v2 :
(F1 ⊕1 F2) → B(H,C) are complete contractions and weak-* continuous and α.β is the ex-
tension of u+ v to (E1⊕1E2)⊗h (F1⊕1 F2). By separate weak-* continuity this extension is
in ((E1)∗⊕∞ (E2)∗)⊗eh ((F1)∗⊕∞ (F2)∗) so that one gets the stated complete quotient map
that gives the desired complete isometry by duality.

It will be convenient for us to gather evaluations of free difference quotient in a map with
values in series to obtain a Taylor expansion. We need extra notation. For convenience,
we write for a monomial m = Xi1 ...Xi|m| , ∂
|m|
m = ∂
|m|
(i1,...,i|m|)
. For m ∈ M(Y1, ..., Yn) with
m = Yi1 ...Yi|m| we write m(X) = Xi1...Xi|m| ∈ M(Y1, ..., Yn). A submonomial l ⊂ m is
merely l = Yj1...Yj|l| for which there is an increasing sequence k1 < ... < k|l| with jo = iko
the sequence k being fixed in the submonomial (as a range of a map is fixed in a map).
(l ⊂ m)(T, Z) is then the monomial in T1, ..., T|l|, Z1, ..., Zn defined by (l ⊂ m)(T, Z) =
Zi1 ...Zik1−1T1Zik1+1...Zik2−1T2... i.e. we replace Yi by Zi except at the positions of k where
we substitute Ti in increasing order.
Finally recall that, with ℓ1 direct sums, comes canonical injections so that for a word
in m ∈ M(Z1, ..., Zn, Y1, ..., Ym) having only one of each Yi in increasing order, there is a
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completely contractive weak-* continuous maps
ιm : R
|m|B⊗σ(e)h[(I,I
′)(m),1] → Bσ(e)h〈X : I, R, C〉.
Lemma 37. Let N ⊃ B a finite von Neumann algebraXi ∈ [ℓ∞(Ii, N)] and n ∈M(Y1, ..., Yn),
A =W ∗(B,X1, ..., Xn). Assumemini[R−||Xi||] = S > 0, then for any P ∈ Bσ(e)h⊗I′〈X1, ..., Xn :
I, R, C〉 we have
ev
σ(e)h−an
(X1,...,Xn)
(∂
|n|
n(X)P ) :=
[∂|n|n(X)P ](X)⊕ ⊕
n⊂m∈M(Y1,...,Yn)
ι(n⊂m)(Y,Z)(ev
σ(e)h⊗I(m)
(X1,...,Xn)
[∂
|m|
m(X)(P )])

∈ Aσ(e)h⊗I(n)〈Z1, ..., Zn : I, S, C〉
and evσeh−an(X1,...,Xn) is a (weak-* continuous in the case without index e) C-bimodular contraction
and algebra homomorphism such that for any Zi ∈ [ℓ∞(Ii, N)]S we have
evσh(Z1,...,Zn)(ev
σh−an
(X1,...,Xn)
(∂
|n|
n(X)P )) = ev
σh
(X1+Z1,...,Xn+Zn)
(∂
|n|
n(X)P ).
Proof. The last equation is obvious on polynomials and is nothing but a rewriting of [Dab10,
(17)] in a more abstract language, or said otherwise this is a non-commutative Taylor formula
for polynomials. Once ev
σ(e)h−an
(X1,...,Xn)
built, this will extend by weak-* density and continuity.
Let T = max(||Xi||) so that S + T = R.
To build ev
σ(e)h−an
(X1,...,Xn)
we decompose in the composition of two maps, one associated with a
formal differentiation
evσ(e)h−an(∂|n|n(X)P ) :=
[∂|n|n(X)P ]⊕ ⊕
n⊂m∈M(Y1,...,Yn)
ι(n⊂m;P )(Y,Z;X)([∂
|m|
m(X)(P )])

∈ Bσ(e)h⊗I(n)〈Z1, ..., Zn : I, S;X1, ..., Xn : I, T, C〉
with ι(n⊂m;P )(Y,Z;X) as before but with all the other variables of P formally evaluated at X .
Seeing this map is completely contractive is only applying binomial formula on (S + T )n for
each monomial block P in which case the map reduces to a map of the form P 7→ (P...., P )
of copied monomial index with different weight in the monomial expansion. It then suffices
to apply a universal property of ℓ1 sums to go beyond the monomial case.This map is then
composed with evaluation in Xi variables which is treated as before and as much weak-*
continuous as before. 
We can also use evaluation in a flexible way to produce operations on non-commutative
analytic functions we will need later :
Lemma 38. Let N ⊃ B a finite von Neumann algebraXi ∈ [ℓ∞(Ii, N)]R and n = Xi1 ..., Xim ∈
M(X1, ..., Xn). For any P ∈ Bσ(e)h〈X1, ..., Xn : I, R, C〉 a1, ..., am−1 ∈ A = W ∗(B,X1, ..., Xn), jk ∈
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Iik , there is Q ∈ CB(A,Bσ(e)h〈X1, ..., Xn : I, R, C〉) such that for any a, b, c ∈ A,
τ(evσh(X1,...,Xn)(Q(a))b) = τ(bS
(m,im)
jm am−1...a1S
(1,i1)
j1
a[evσh(X1,...,Xn)(∂
|n|
n P ))]#(S
(1,i1), ..., S(m,im)),
τ ([evσh⊗Ik(X1,...,Xn)(∂Xim+1Q(a))#S
(m+1,im+1)]cS
(m+1,im+1)
jm+1
b)
= τ(cS
(m+1,im+1)
jm+1
bS
(m,im)
jm
am−1...a1S
(1,i1)
j1
a[evσh(X1,...,Xn)(∂
|n|+1
nXim+1
P ))]#(S(1,i1), ..., S(m+1,im+1))),
where (S(1,i1), ..., S(m+1,im+1))) are a semicircular system free with amalgamation of one an-
other and from A and S(j,ij) being an ηij semicircular over B.
Once Q(a) is understood as a polynomial version of
EA[S
(m,im)
jm am−1...a1S
(1,i1)
j1
a[evσh(X1,...,Xn)(∂
|n|
n P ))]#(S
(1,i1), ..., S(m,im))],
the result is obvious, we make C act on the space for Q by (c1Qc2)(a) = Q(ac1)c2 so that
the map P 7→ Q will be C bimodular and will pass to modular ℓ1 direct sums. The existence
of this map by separate evaluation is easy on each monomial space and left to the reader.
3.2. Definition and evaluations. We are now ready to introduce our generalized analytic
functions relative to covariance maps. We consider B a finite von Neumann algebra. Let
also η = (η1, ..., ηn) a family of covariance maps ηi : B →MIi(B).
We are going to define B〈X1, ..., Xn : η, R〉 This will be a set of non-commutative analytic
functions that will be evaluated at Xi in a set of ηi variables. The radius of convergence in
X variables will be R. For a vector space X , XR will be the ball of radius R. The set of
monomials m in X1, ..., Xn, is writtenM(X1, ..., Xn), |m| its length and η(m) = (ηi1 , ..., ηi|m|)
if m = Xi1 ...Xi|m| .
Thus we can define analytic functions with ℓ1 direct sums in the above sense for C ⊂ B a
von Neumann subalgebra :
B〈X1, ..., Xn : η, R, C〉 := B ⊕1C ℓ1C
(
R|m|B⊗w∗hη(m);m ∈M(X1, ..., Xn), |m| ≥ 1
)
.
When D = C we don’t write the extra index C. R|m|E means the space E with stan-
dard norm multiplied by R|m|. There is also an obvious variant with several radius of
convergence R, S, B〈X1, ..., Xn : η, R; Y1, ..., Ym : η′, S〉 for a second list of covariance maps
η′ = (η′1, ..., η
′
m). We will use it freely later.
Note we will still call weak-* topology the topology on Bσeh〈X1, ..., Xn : I, R, C〉 ⊂
Bσh〈X1, ..., Xn : I, R, C〉 induced by the weak-* topology (even if this is a dense subspace).
Then, we have several basic results, the first one considers evaluation and composition :
Theorem 39. B〈X1, ..., Xn : η, R, C〉 is a Banach algebra (even matrix normed) and a
normal dual operator C bimodule.
P σeh : Bσeh〈X1, ..., Xn : I, R, C〉 → B〈X1, ..., Xn : η, R, C〉
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is a weak-* continuous complete quotient map inducing a final topology of the weak-* topology
(induced by Bσh) which is separated and we will call σeh-weak * topology. The algebra
generated by B,X1, ..., Xn in it is σeh-weak-* dense thus weak-* dense . When C = C it is
even a ∗-algebra.
For N ⊃ B a finite von Neumann algebra, P ∈ B〈X1, ..., Xn : η, R, C〉 defines a map (still
written)
P :
n∏
i=1
[η′i ∩ ℓ∞(Ii, N)]R → N,
by evaluation (in the algebraic case and then uniquely extended) and ev(X1,...,Xn) : P 7→
P (X1, ..., Xn) ∈ W ∗(B,X1, ..., Xn) for Xi ∈ [η′i ∩ ℓ∞(Ii, N)]R is a C-bimodular algebra mor-
phism. Moreover we have ev(X1,...,Xn) ◦ P σeh = evσh(X1,...,Xn) so that ev(X1,...,Xn) is σeh-weak-*
continuous. This is also a ∗ morphism when C = C and Xi = X∗i .
The reader should note that our proof of the relation with previous evaluations uses
strongly one considers P σeh and not a variant defined on Bσh〈X : I, R, C〉.
Proof. For m1, m2 ∈M(X1, ..., Xn), from the canonical isomorphism of B⊗w∗hη(mi) as an ex-
tended Haagerup product over B proved in lemma 30, one deduces a B bimodular completely
contractive map :
R|m1|B⊗w∗hη(m1)⊗̂BR|m2|B⊗w∗hη(m2) → R|m1|+|m2|B⊗w∗hη(m1m2).
From the commutation of ⊗̂C and ℓ1C and there universal properties, one deduces the matrix
normed algebra structure :
B〈X1, ..., Xn : η, R, C〉⊗̂CB〈X1, ..., Xn : η, R, C〉 → B〈X1, ..., Xn : η, R, C〉.
From lemma 5, it suffices to note that each term of the direct sum is a normal dual operator
B (thus C) bimodule, what we did in lemma 30, to check that the direct sum is a normal
dual operator C bimodule.
P σeh is easily combined from the maps Pη built in theorem 29. From the commutative di-
agram there, we also have a similar complete quotient map P σh : Bσh〈X1, ..., Xn : I, R, C〉 →
B〈X1, ..., Xn : η, R, C〉 which is obviously weak-* continuous from this property for psη and
such that if ι : Bσeh〈X1, ..., Xn : I, R, C〉 ⊂ Bσh〈X1, ..., Xn : I, R, C〉 is the inclusion we have
P σh ◦ ι = P σeh. One deduces the stated weak-* continuity for P σeh. The separatedness of
the final topology then follows from the separatedness of the weak-* topology at the target.
The σeh-weak-* density then follows readily from theorem 34.
The antilinear map a1 ⊗ a2 7→ a∗2 ⊗ a∗1 extends weak-* continuously to B ⊗σh B giving a
completely contractive map we call .∗ : B⊗σhB → B⊗σhB and (X#S(1))∗ = X∗#S(1). Thus
it induces a map B⊗w∗hηiB → B⊗w∗hηiB. Of course we extend it to B⊗w∗hη(m) → B⊗w∗hη(m)
by a1 ⊗B ...⊗B a|m| 7→ a∗|m| ⊗B .... ⊗B a∗1, ai ∈ B ⊗w∗hη(m)i B. The corresponding map on ℓ1
direct sums gives our ∗ algebra structure.
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We now build evaluation maps ev(X1,...,Xn), ev
σeh
(X1,...,Xn)
the second one on Bσeh〈X1, ..., Xn :
I, R, C〉. We show the expected relation ev(X1,...,Xn)P σeh = evσeh(X1,...,Xn) and we will then show
evσeh(X1,...,Xn) coincides with the restriction of the map built in theorem 34. Separating the
reasoning in two steps will enable to divide questions around quotients from those around
inclusion of extended to normal Haagerup products that have to be treated with different
preliminary arguments we established earlier.
For m = Xi1 ...Xi|m| , we got from associativity and shuffle maps of corollary 7 a complete
contraction
Sm :
 ⊗̂
j=1...|m|
[η′ij ∩ ℓ∞(Iij , N)]
 ⊗̂B−BB⊗w∗hη(m) → ehB⊗
j=1...|m|
(
[η′ij ∩ ℓ∞(Iij , N)]⊗̂
B−B
(B ⊗w∗hηij B)
)
and similarly
Sσehm :
 ⊗̂
j=1...|m|
[ℓ∞(Iij , N)]
 ⊗̂B−BB⊗σeh[I(m),1] → ehB⊗
j=1...|m|
(
[ℓ∞(Iij , N)]⊗̂
B−B
(B ⊗(Iij ,1)σh B)
)
.
From the commutative diagram in the stated corollary, one deduces the relation between
them if we recall Pη(m) = pηi1 ⊗ehB ... ⊗ehB pηi|m| from theorem 29, we have when restricted
to common domains
Sm ◦ (1⊗ Pη(m)) = [
ehB⊗
j=1...|m|
(1⊗ pηij )] ◦ Sσehm .
Then we can compose with the tensor products of maps obtained in proposition 33 to get
a map valued in N⊗ehB |m| :
Mσeh(I) :=
ehB⊗
j=1...|m|
M
B,Iij ,N
#σh :
ehB⊗
j=1...|m|
(
[ℓ∞(Iij , N)]⊗̂
B−B
(B ⊗(Iij ,1)σh B)
)
→ N⊗ehB(|m|+1),
Mw
∗h(η) :=
ehB⊗
j=1...|m|
M
B,ηij ,N
#w∗h :
ehB⊗
j=1...|m|
(
[η′ij ∩ ℓ∞(Iij , N)]⊗̂
B−B
(B ⊗w∗hηij B)
)
→ N⊗ehB(|m|+1).
By definition from restriction and quotient we have Mw
∗h(η) ◦ [
ehB⊗
j=1...|m|
(1 ⊗ pηij )] = Mσeh(I).
We of course finally compose to a multiplication map to m : N⊗ehB(|m|+1) → N . Since the
maps m◦Mw∗h(η) ◦Sm and m◦Mσeh(I) ◦Sσehm are C bimodular completely contractive , they
extend to direct sum, using also diagonal maps to projective tensor product, and restriction
to unit balls to obtain contractions after multiplication of the norm by R|m|. This concludes
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to the definition of ev(X1,...,Xn), ev
σeh
(X1,...,Xn)
respectively. From m◦Mw∗h(η) ◦Sm ◦ (1⊗Pη(m)) =
m ◦Mσeh(I) ◦ Sσehm , one deduces the expected relation ev(X1,...,Xn)P σeh = evσeh(X1,...,Xn).
It remains to check that P σeh is the restriction of P σh. First note that using the argument
for the commutative diagram in lemma 8 and with some notation from there and with
I :
ehB⊗
j=1...|m|
Aj →
σhB⊗
j=1...|m|
Aj, for Aj =
(
[CB(ℓ∞(Iij , N), (B ⊗(Ij ,1)σh B)♮)]♮
)
, and Jη(m) from
theorem 29, one gets:
I ◦ (
ehB⊗
j=1...|m|
kB
ℓ∞(Iij ,N),(B⊗
(Iij
,1)
σh B)
) ◦ Sσehm = Sσhm ◦ (1⊗ Jη(m))
If similarly, IN : N
⊗ehB(|m|+1) → N⊗σhB(|m|+1) then it is easy to see on canonical represen-
tation that Mσh(I) ◦ I = IN ◦Mσeh(I)∗ with
Mσeh(I)∗ :=
ehB⊗
j=1...|m|
M
B,Iij ,N
#σh∗ :
ehB⊗
j=1...|m|
(
[CB(ℓ∞(Iij , N), (B ⊗(Ij ,1)σh B)♮)]♮
)
→ N⊗ehB(|m|+1),
so that one can use the extension relation obtained in proposition 33M
B,Iij ,N
#σh∗ ◦kB
ℓ∞(Iij ,N),(B⊗
(Iij
,1)
σh
B)
=
M
B,Iij ,N
#σh to get using also mσ ◦ IN = m (note this is the relation that has no analogue for
the projection between normal and extended Haagerup products)
m ◦Mσeh(I) ◦ Sσehm = mσ ◦ IN ◦Mσeh(I) ◦ Sσehm = mσ ◦Mσh(I) ◦ Sσhm ◦ (1⊗ Jη(m)).
Since ι : Bσeh〈X1, ..., Xn : I, R, C〉 ⊂ Bσh〈X1, ..., Xn : I, R, C〉 is gathered by direct sum
from Jη(m), we have thus obtained our extension relation ev
σh
(X1,...,Xn)
◦ ι = evσeh(X1,...,Xn).
The ∗ algebra morphism property for ev(X1,...,Xn) is easy since so are P σeh and evσh(X1,...,Xn).

For a second list of covariance maps η′ = (η′1, ..., η
′
m). we will write B⊗η′〈X1, ..., Xn :
η, R, C〉 or for short, B⊗η′〈X : η, R, C〉 the subspace of B〈X1, ..., Xn, Y1, ..., Ym : (η, η′), R, C〉
linear in each Yk with Yk’s in increasing order of k in each monomial. One also deduces an
induced complete quotient map and the corresponding σeh-weak-* topology :
P σeh⊗η′ : Bσeh⊗I′〈X1, ..., Xn : I, R, C〉 → B⊗η′〈X1, ..., Xn : η, R, C〉.
We will use this space to deal with free difference quotients on this space of analytic
functions.
Proposition 40. B〈X1, ..., Xn : η, R, C〉 is mapped weak-* continuously completely bound-
edly by the iterated free difference quotients ∂k(i1,...,ik) = (∂Xi1 ⊗ 1⊗k−1) . . . ∂Xik to B⊗η′〈X :
η, S, C〉 with η′ = (ηi1 , ..., ηik). Moreover, P σeh⊗η′ ∂k(i1,...,ik) = ∂k(i1,...,ik)P σeh so that ∂k(i1,...,ik) is also
σeh-weak-* continuous.
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Finally B⊗η′〈X1, ..., Xn : η, R, C〉 is a (matrix normed) bimodule over B〈X1, ..., Xn :
η, R, C〉 and, for N ⊃ B a finite von Neumann algebra, P ∈ B⊗η′〈X1, ..., Xn : I, R, C〉
defines a map (still written)
P :
n∏
i=1
[η′i ∩ ℓ∞(Ii, N)]R → N⊗w∗hη
′◦EB ,
by evaluation (in the algebraic case and then uniquely extended) and ev⊗η
′
(X1,...,Xn)
: P 7→
P (X1, ..., Xn) ∈ W ∗(B,X1, ..., Xn)⊗w∗hη′◦EB , for Xi ∈ [η′i ∩ ℓ∞(Ii, N)]R, with
ev⊗η
′
(X1,...,Xn)
◦ P σeh⊗η′ = PN,η′ ◦ evσeh⊗I
′
(X1,...,Xn)
with the canonical map PN,η′ : N
⊗σeh[I′,1] → N⊗w∗hη′◦EB so that ev⊗η′(X1,...,Xn) is a C-bimodular
contraction which is continuous from σeh-weak-* to weak-* topology, and compatible with
the B〈X1, ..., Xn : η, R, C〉 module structure.
Sketch of Proof. The proof being similar, we mostly leave it to the reader. We only emphasize
some key tools. We use the following commutation relations for B ⊂ N , ιw∗hηi : B⊗w∗hηiB →
N ⊗w∗hηi N the inclusion from theorem 29 is defined in the proof there to satisfy with
ισh : B ⊗(Ii,1)σh B → N ⊗(Ii,1)σh N the relation pηi◦EB ◦ ισh = ιw∗hηi ◦ pη. Moreover, one also uses
pηi◦EB is N bimodular between normal bimodule so that bimodularity extends to normal or
extended haagerup products. Finally we use the relation evσh⊗I
′
(X1,...,Xn)
◦ ι⊗I′ = ιN,I′ ◦evσeh⊗I′(X1,...,Xn)
stated in proposition 35 to check evσeh⊗I
′
(X1,...,Xn)
is continuous from the topology induced from
the weak-* topology by ι⊗I′ to the topology induced on N⊗σeh[I
′,1] for the topology induced
by the weak-* topology of N⊗σh[I
′,1], i.e. the initial topology for ιN,I′ . We then use PN,η′ is
continuous from this topology to the weak-* topology. Since the σeh-weak-* is merely the
final topology via P σeh⊗η′ from the one induced from the weak-* topology by ι⊗I′ , the relation
we stated ev⊗η
′
(X1,...,Xn)
◦ P σeh⊗η′ = PN,η′ ◦ evσeh⊗I
′
(X1,...,Xn)
implies exactly the stated continuity. 
3.3. Conjugate variables and analytic relations. We recall the definition from [Shl00]
of η-conjugate variables slightly extended it to a family of (τ -symmetric) covariance maps
η = (η1, ..., ηn) with ηi : B → B ⊗B(L2(Ii)). The case stated there is the case with |Ii| = 1.
Note that with the remark before lemma 3.2, the original definition uses a change concrete
realization of te variable with same law to look at algebraically free variables in a way
perfectly similar to the more recent definition in [MSW14] (in the case η = τ). Our phrasing
is more similar to this version.
Definition 41. Let (N, τ) ⊃ B aW ∗ probability space and η as above. LetX = (X1, ..., Xn),
Xi ∈ ℓ∞(Ii, N). We say that (ξ(1), ..., ξ(n)) with ξi ∈ ℓ∞(Ii, L1(W ∗(B,X))) are (first-order)
conjugate variables for X relative to η if for any P ∈ B〈X1, ..., Xn〉 ⊂ Bσeh〈X1, ..., Xn :
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I, R, C〉, the algebra generated by B,X1, .., Xn in it we have :
∀i, ∀j ∈ Ii τ(P (X)ξ(i)j ) = τ(S(i)j [(∂XiP )(X)]#S(i)),
with (∂XiP )(X) ∈ N⊗(Ii,1)σh N defined in proposition 35, (S(i)j )j∈Ii a family of ηi semicircular
variables relative to N and .#S(i) is defined before proposition 18.
Lemma 42. Let (ξ(1), ..., ξ(n)) be conjugate variables for X relative to η, Xi ∈ ℓ∞(Ii, N).
(1) If ||Xi|| < R for all i then, for any P ∈ Bσh〈X1, ..., Xn : I, R, C〉 we have
∀i, ∀j ∈ Ii τ(P (X)ξ(i)j ) = τ(S(i)j [(∂XiP )(X)]#S(i)).
(2) If ξ(i) ∈ ℓ∞(Ii,W ∗(B,X)) (we say bounded conjugate variables) then
ξ(i) ∈ η′i ∩ ℓ∞(Ii,W ∗(B,X)).
Proof. (1) is obvious from the weak-* continuity and density in theorem 34, proposition 35
for evaluations and free difference quotients and the one of d 7→ d#S(i) from proposition 33
(2) For d1, d2 ∈ D since D is in the kernel of ∂Xi , then
τ(P (X)d1ξ
(i)
j d2) = τ(S
(i)
j [(∂Xi(d2Pd1)(X)]#S
(i)) = τ(d1S
(i)
j d2[(∂Xi(P )(X)]#S
(i)).
Now, since d 7→ d#ξ(i), and x 7→ x#S(i) are weak-* continuous from proposition 33 and
D ⊗alg ℓ1(Ii)⊗alg D ⊂ D ⊗(Ii,1)σh D is weak-* dense, one deduces, for all d ∈ D ⊗(Ii,1)σh D :
τ(P (X)d#ξ(i)) = τ(d#S(i)[(∂Xi(P )(X)]#S
(i)).
Thus since if d ∈ Ker(pηi), we have d#S(i) = 0 by definition and since P (X) are weak-*
dense in W ∗(B,X) on deduces d#ξ(i) = 0 as expected. 
Example 43. We have the typical example of [Shl00, Prop 3.12]. Let X1, ..., Xn ∈ (N, τ) free
with amalgamation over B with S1, ..., Sn free with amalgamation with respect to one another
and Si an ηi semicircular variable over B, then for ǫ > 0, Y = (X1 +
√
ǫS1, ..., Xn +
√
ǫSn)
has conjugate variable ( 1√
ǫ
EW ∗(Y,B)(S1), ...,
1√
ǫ
EW ∗(Y,B)(Sn)).
We are now ready to get an absence of analytic relations in the spirit of [Dab10, lemma
37]. Our preparatory work reduced the proof to be formally the same.
Theorem 44. Let (ξ(1), ..., ξ(n)) be conjugate variables for X relative to η with ||Xi|| < R.
Then the evaluation map evσh(X1,...,Xn) on Bσh〈X1, ..., Xn : I, R,B〉 has its kernel included in the
one of the complete quotient map P σh : Bσh〈X1, ..., Xn : I, R,B〉 → B〈X1, ..., Xn : η, R,B〉.
Especially, if we assume Xi ∈ η′i ∩ ℓ∞(Ii, N) Then the evaluation map ev(X1,...,Xn) on
B〈X1, ..., Xn : η, R,B〉 from theorem 39 is one-to-one.
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Proof. Consider P in the kernel of evσh(X1,...,Xn). From the derivation property, of ∂Xi on
Bσh〈X1, ..., Xn : I, R, C〉 we have for P,Q,R ∈ Bσh〈X1, ..., Xn : I, R, C〉 we have
τ (Q(X)S
(i)
j R(X)[(∂XiP )(X)]#S
(i))
= τ(R(X)P (X)Q(X)ξ
(i)
j )− τ(S(i)j [(∂XiR)PQ+RP (∂XiQ)](X)#S(i)) = 0.
By weak-* density, one deduces that one can replace Q(X), R(X) by a, b ∈ W ∗(B,X) and
then again by density one deduces ev⊗ηi(X1,...,Xn)[(∂XiP )] = 0 in W
∗(B,X)⊗w∗hηi◦EB W ∗(B,X)
since this space has been defined so that .#S(i) is one-to-one.
Let us show by induction on m that for η′ = (ηi1 , ...ηim),ev
⊗η′
(X1,...,Xn)
(∂m(i1,...,im)(P )) = 0 in
W ∗(B,X)⊗w∗hη
′◦EB .
Assuming by induction the length k, one uses lemma 38 with n = Xi1 ...Xim . From the
induction step and the first formula in the lemma, one gets ev⊗ηi(X1,...,Xn)(Q(a)) = 0 so that by
the reasoning above ev
⊗ηim+1
(X1,...,Xn)
[(∂Xim+1Q(a))] = 0 and the the second formula in the lemma
implies ev
⊗η(nXim+1 )
(X1,...,Xn)
(∂m+1(i1,...,im,im+1)(P )) = 0 in W
∗(B,X)⊗w∗hη(nXim+1 )◦EB . This completes the
induction step.
This implies ev
σ(e)h−an
(X1,...,Xn)
(∂
|n|
n(X)P ) = 0 and thus from lemma 37 in seeing sXi = Xi +
(s − 1)Xi, that for s close to 1, ev⊗η
′
(sX1,...,sXn)
(∂k(i1,...,ik)(P )) = 0 in W
∗(B,X)⊗w∗hη
′◦EB . Then
iterating, one gets the same for all s ∈ [0, 1] and thus especially ev⊗η′(0,...,0)(∂k(i1,...,ik)(P )) = 0 in
B⊗w∗hη
′ ⊂W ∗(B,X)⊗w∗hη′◦EB (from theorem 29 for the inclusion) This is exactly P σh(P ) = 0
in B〈X1, ..., Xn : η, R,B〉 seen componentwise in the ℓ1 direct sum. This concludes. 
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