A sender chooses ex ante how her information will be disclosed to a privately informed receiver who then takes one of two actions. The sender wishes to maximize the probability that the receiver takes the desired action. As a result, the sender faces an ex ante tradeo¤ between the frequency and persuasiveness of messages: sending positive messages more often (in terms of the sender's information) makes it less likely that the receiver will take the desired action (in terms of the receiver's information).
Introduction
This paper studies optimal information disclosure from a sender to a privately informed receiver. Most of the literature on communication assumes that only the sender has private information.
1 But typically, agents obtain information from various sources, so everyone has some private information. The central goal of this paper is to understand economic aspects of optimal information disclosure in such an environment.
In my model, the receiver decides whether to act or not to act. The sender's utility depends only on the action taken by the receiver, and she prefers the receiver to act. The receiver's utility depends both on his action and on information. The receiver takes an action that maximizes his expected utility, given his private information and information disclosed by the sender. Before obtaining her private information, the sender can commit to how her private information will be disclosed to the receiver. Formally, the sender can choose any (stochastic) mapping from her information to messages, which I call a mechanism. The sender chooses the mechanism that maximizes the ex ante probability that the receiver will act.
For example, consider a school that chooses a disclosure policy for a student in order to persuade a potential employer to hire him. The school has a lot of freedom in choosing which part of available information about the student will appear on his transcript. Moreover, the school chooses its disclosure policy before it learns anything about the student. The employer observes the student's transcript but also obtains private information from conducting an employment interview. In addition, the school uses the same disclosure policy for all students who apply to di¤erent employers, which also contributes to the receiver's private information in terms of my model.
2
Since the receiver has private information, he acts or does not act depending not only on a message received from the sender but also on his private information. Thus, from the sender's perspective, each message generates a probability distribution over receiver's actions.
Therefore, when the sender chooses a mechanism, she faces an important tradeo¤ between the frequency and persuasiveness of messages that she will later send: sending positive messages more often (in terms of the sender's private information) makes it less likely that the receiver will act upon receiving them (in terms of the receiver's private information). The optimal mechanism balances these two con ‡icting objectives. For example, when the school chooses lower standards for getting good grades, more students get good-looking transcripts, but employers rationally account for this and each student with a good-looking transcript will …nd it harder to get a job.
Interestingly, under the optimal mechanism, the sender's and receiver's expected utilities are not monotonic in the precision of the receiver's private information. 3 First, as the receiver becomes more informed, his expected utility may decrease despite the fact that he is the only player who takes an action that directly a¤ects his utility. This happens because the optimal mechanism changes with the precision of the receiver's private information, and the sender may prefer to disclose signi…cantly less information as the receiver becomes more informed. 4 Second, it may be easier for the sender to in ‡uence a more informed receiver. This happens because the sender may optimally choose to target only the receiver with positive private information. In this case, it becomes easier for the sender to persuade the receiver with more precise positive information and thus the sender may be able to persuade the receiver with a higher overall probability.
Under a weak assumption that receiver's types can be ordered according to their willingness to act, the sender's problem of …nding an optimal mechanism reduces to a linear program, which is similar to a transportation problem. Using duality theory, I show how one can obtain primitive necessary and su¢ cient conditions for a candidate mechanism to be optimal, which is the main technical contribution of the paper. For example, schools choose various disclosure policies and duality theory allows us to …nd primitive conditions on the environment that justify each particular choice of a disclosure policy. In particular, the full revelation mechanism is optimal if and only if the sender prefers to reveal any two of her types than to pool them. In contrast, the no revelation mechanism is optimal if and only if the sender prefers to pool any three of her types than to pool two of them and reveal the third one. Under further assumptions, I show that the amount of information that is optimally disclosed is determined by the convexity properties of the distribution function of the receiver's private information.
In the benchmark model, I assume that the receiver does not communicate with the sender. This assumption …ts many real-life examples. In particular, the school gives the same transcripts to students, regardless of where they are applying for a job and before they get 3 In contrast, in Kolotilin (2012) , I show that the sender's and receiver's expected utilities are monotonic in the sender's information and in public information if the receiver does not have private information. 4 Continuing the school-employer application, Arvey and Campion (1982) summarize research on employment interviews and report low reliability for interview-based assessments, which may actually be bene…cial for employers because it motivates schools to design more informative disclosure policies.
interviewed by employers. However, this assumption is not without loss of generality because the sender can potentially increase the probability that the receiver acts by conditioning the mechanism on the receiver's report. I provide examples when allowing more general mechanisms with two-way communication helps the sender and when it does not.
Similar to my paper, Ostrovsky and Schwarz (2010) , Rayo and Segal (2010) , Kamenica and Gentzkow (2011) , and Kolotilin (2012) study environments where the sender can commit to an information disclosure mechanism. Kamenica and Gentzkow (2011) study a much more general model but focus on the case where the receiver does not have private information. In my companion paper Kolotilin (2012) , I fully characterize the optimal mechanism and derive monotone comparative statics results for the case of the uninformed receiver. In contrast, in this paper I focus on the case in which the receiver does have private information, where both the results and analytical techniques are very di¤erent. Similar to this paper, Rayo and Segal (2010) assume that the receiver has a binary action choice, but they allow the sender's utility to depend not only on the action but also on information. To make the analysis tractable, they impose a special assumption on the receiver's information structure that would make my model trivial in that the sender's expected utility would be the same under any mechanism, as follows from part 1 of my Theorem 1. Ostrovsky and Schwarz (2010) study information disclosure in matching markets with private information. The main conceptual di¤erence is that they study equilibrium rather than optimal information disclosure.
The rest of the paper is organized as follows. Section 2 develops a general model. Section 3 presents two examples that illustrate (i) the main tradeo¤ of the sender (between the frequency and persuasiveness of messages), (ii) non-monotone comparative statics, and (iii) informativeness of the optimal mechanism. Section 4 considers the case where the sender's and receiver's information has a fairly general structure. This section partially characterizes the optimal mechanism and derives primitive necessary and su¢ cient conditions for optimality of the full revelation and no revelation mechanisms. Section 5 extends the model to allow two-way information disclosure between the sender and receiver. Section 6 concludes.
Appendix A completely characterizes the optimal mechanism for the case where the sender's and receiver's information structures are binary. Appendix B contains all formal proofs.
Model
Consider a communication game between a female sender and a male receiver. The receiver takes a binary action a = 0; 1. Say that the receiver acts if he takes a = 1 and the receiver does not act if he takes a = 0. The sender's utility depends only on a, but the receiver's utility depends both on a and on (r; s) where components r and s denote the receiver's and sender's types, respectively. That is, the sender's utility is a, and the receiver's utility is au (r; s) where u is a continuously di¤erentiable function. Before s is realized, the sender can commit to a mechanism that sends a message m to the receiver as a (stochastic) function of her type s; speci…cally, the sender chooses the conditional distribution (mjs) of m given s.
With a slight abuse of notation, the joint distribution of (m; s) is denoted by (m; s).
Assume that the set of messages is the continuum, the set of receiver's types R is [r; r], and the set of sender's types S is [s; s]. The information (r; s) has some joint distribution.
Unless stated otherwise, assume that for this distribution, the marginal distribution F (s) of s and the conditional distribution G (rjs) of r given s admit strictly positive continuously di¤erentiable densities f (s) and g (rjs).
The timing of the communication game is as follows:
1. The sender publicly chooses a mechanism (mjs).
2. A triple (m; r; s) is drawn according to , F , and G.
3. The receiver observes (m; r) and takes an action a.
4. Utilities of the sender and receiver are realized.
The solution concept used is a Perfect Bayesian Equilibrium (PBE). I view PBEs as identical if they have the same equilibrium mapping from information (s; r) to the receiver's action a. At the third stage, the receiver forms a belief about s and acts if and only if the conditional expectation E [u (r; s) jm; r] of s given (m; r) is at least 0. At the …rst stage, the sender chooses an optimal mechanism that maximizes her expected utility, the probability that the receiver acts.
Hereafter, use the following de…nitions and conventions. All notions are in the weak sense, unless stated otherwise. For example, increasing means non-decreasing and higher means not lower. Two mechanisms are equivalent if they result in the same probability that the receiver acts. One mechanism dominates another mechanism if the former results in a higher probability that the receiver acts than the latter. The full revelation mechanism (denoted by f ull ) is a mechanism that sends a di¤erent message for each s. The no revelation mechanism (denoted by no ) is a mechanism that sends the same message regardless of s. The survival function H of a random variable with distribution H is de…ned as H 1 H.
Examples
In this section, I discuss two illustrative examples. For these examples, I derive the optimal mechanism and illustrate the central tradeo¤ that the sender faces. Further, I show that the sender's and receiver's expected utilities are non-monotonic in information. Finally, I discuss what determines how much of information is optimally disclosed.
Binary Example
In this example, the sender's and receiver's types are binary. Further, the sender is perfectly informed, but the receiver is partially informed. That is, the sender knows the receiver's utility from acting, but the receiver only gets a signal about his utility. Speci…cally, the receiver's utility from acting is equal to the sender's type s that takes two values: s = 1 with probability 1=5 and s = 1 with probability 4=5. The receiver's type (equivalently signal) r also takes two values r = 1 and r = 1 according to the following conditional probabilities:
Pr (r = 1js = 1) = Pr (r = 1js = 1) = p:
The parameter p captures the precision of the receiver's private signal. In the schoolemployer application, p may correspond to the quality of an interview conducted by the employer. Without loss of generality, assume that p 2 [1=2; 1]. For a given mechanism, the receiver r = 1 assigns a higher probability that s is 1, than the receiver r = 1. Moreover, the di¤erence in their assessments of the probability that s is 1 increases with p. Thus, p can be alternatively viewed as the measure of polarization between the optimistic receiver (r = 1) and the pessimistic receiver (r = 1).
A message m under a mechanism generates a posterior probability Pr (sjm) of s given m for each value s. The probability Pr (s = 1jm; r) that s is 1 given m and r can be calculated using Bayes'rule. The receiver acts if Pr (s = 1jm; r) 1=2. It is straightforward to calculate that upon receiving m, the optimistic receiver acts if Pr (s = 1jm) 1 p, and the pessimistic receiver acts if Pr (s = 1jm) p. Clearly, if m induces the pessimistic receiver to act, it also induces the optimistic receiver to act. Thus, by the revelation principle, we can restrict attention to mechanisms with three messages: (i) m ; that induces the receiver not to act regardless of his signal (Pr (s = 1jm ; ) 2 [0; 1 p)), (ii) m 1 that induces only the optimistic receiver to act (Pr (s = 1jm 1 ) 2 [1 p; p)), and (iii) m 1; 1 that induces the receiver to act regardless of his signal (Pr (s = 1jm 1; 1 ) 2 [p; 1]). Because the sender's expected utility is equal to the probability that the receiver acts, she would strictly prefer to send m 1; 1 over m 1 and m 1 over m ; if there were no constraints on how often she can send various messages.
The prior distribution of s, however, imposes a constraint on how often the sender can send various messages:
where Pr (m) denotes the probability that m is sent under a mechanism . Constraint
(1) implies that to maximize the probability of the messages m 1; 1 and m 1 , the sender should choose a mechanism that satis…es: Pr (s = 1jm ; ) = 0, Pr (s = 1jm 1 ) = 1 p, and
5 That is, m ; gives the most possible evidence against acting; m 1
gives the minimal possible evidence to make the optimistic receiver act; and m 1; 1 gives the minimal possible evidence to make the pessimistic receiver act. These observations imply that the sender's expected utility simpli…es to:
and constraint (1) simpli…es to:
The sender's problem of …nding the optimal mechanism can be viewed as a problem of maximizing the linear utility function (2) over probabilities Pr (m ; ), Pr (m 1 ), and Pr (m 1; 1 ) subject to the budget constraint (3). That is, the price and the marginal utility of persuading the receiver not to act are both equal to 0; the price and the marginal utility of persuading only the optimistic receiver to act are equal to 1 p and 2p (1 p), respectively; and the price and the marginal utility of persuading the receiver to always act are equal to p and 1, respectively. Thus, the sender faces a tradeo¤ between the frequency and persuasiveness of messages. Sending m ; is free, but it persuades the receiver not to act. Sending m 1 is 5 Formally, the optimal mechanism is derived in Appendix A for a setting that nests this example. 6 Equation (2) is obtained using the fact that m 1; 1 induces the receiver to act with probability 1, m 1 induces the receiver to act with probability p Pr (s = 1jm 1 ) + (1 p) Pr (s = 1jm 1 ), and m ; induces the receiver to act with probability 0. more expensive and it persuades the optimistic receiver to act. Finally, sending m 1; 1 is the most expensive, but it persuades the receiver to act regardless of his signal. This tradeo¤ is resolved by a choice of a mechanism that sends messages with the highest marginal utilityprice ratio. Before discussing the optimal mechanism in a greater detail, I highlight nonmonotone comparative statics and a small amount of information that is optimally disclosed. Figure 1 shows the sender's and receiver's expected utilities under the optimal mechanism.
Naive intuition may suggest that (i) the sender's expected utility should decrease with p because it is harder to in ‡uence the better informed receiver and (ii) the receiver's expected utility should increase with p because the better informed receiver takes a more appropriate action. This naive intuition, however, does not take into account that the optimal mechanism changes with p, and the sender may choose to disclose signi…cantly less information if the receiver is more informed. Contrary to the naive intuition, this e¤ect may result in the sender being better o¤ and the receiver being worse o¤ as the receiver becomes more informed. In fact, the sender's expected utility strictly increases with p for p 2 1= p 2; 4=5 , and the receiver's expected utility jumps down to zero as p exceeds 1= p 2.
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I stress that these non-monotone comparative statics results with respect to the precision of information arise only when the receiver is privately informed. If the receiver's signal was 7 Consistent with the naive intuition, the sender's expected utility decreases and the receiver's expected utility increases with the precision of the receiver's information if this precision is either low or high. Indeed, the sender is best o¤ and the receiver is worst o¤ when the receiver is uniformed. On the contrary, the sender is worst o¤ and the receiver is best o¤ when the receiver is perfectly informed.
public, then both the sender's and receiver's expected utilities would be monotonic in the precision of the sender's private information and in the precision of public information, as I show in Kolotilin (2012) .
Figure 1 also sheds light on the extent to which information disclosure can a¤ect the receiver's action and on the informativeness of the optimal mechanism. As the left panel shows, for a wide range of p, the probability that the receiver acts is considerably higher under the optimal mechanism than under the two benchmark mechanisms: the full revelation and no revelation mechanisms. As the right panel shows, from the receiver's perspective, the optimal mechanism is maximally uninformative if p = 1 2 or p 2 1= p 2; 1 ; and its informativeness gradually increases with p for p 2 1=2; 1= p 2 . 8 I now explain the three forms that the optimal mechanism can take as p increases from 1=2 to 1.
First, if the receiver's signal is imprecise in that p is close to 1=2, then it is almost as cheap to persuade the pessimistic receiver to act so as to persuade the optimistic receiver to act, because the prices p and 1 p are close. Thus, the sender prefers to target the pessimistic receiver, so the optimal mechanism sends the messages m 1; 1 and m ; . As p increases, it becomes harder to persuade the pessimistic receiver to act and, thus, sending m 1; 1 becomes more expensive. As a result, the sender's expected utility decreases with p. The optimal mechanism gives no rent to the pessimistic receiver, but it gives a strictly positive rent to the optimistic receiver. The receiver's expected utility increases with p for two reasons. First, for a given mechanism, the more informed optimistic receiver gets a higher rent from acting when he receives m 1; 1 . Second, the optimal mechanism makes m 1; 1 even more favorable for acting in that Pr (s = 1jm 1; 1 ) = p increases with p.
Second, as p exceeds 1= p 2 (but falls behind 4=5), the polarization between the optimistic and pessimistic receivers becomes so high that it becomes much more expensive to persuade the pessimistic receiver to act than to persuade the optimistic receiver to act. Thus, the sender prefers to target the optimistic receiver, so the optimal mechanism sends the messages m 1 and m ; . In other words, the sender switches from the more expensive and more persuasive message m 1; 1 to the less expensive and less persuasive message m 1 . As p increases, the price 1 p of sending m 1 decreases because it becomes easier to persuade the optimistic receiver to act. As a result, the sender's expected utility increases with p. The receiver's expected utility jumps down to 0 as p exceeds 1= p 2, and it stays at 0 because the optimal mechanism 8 Indeed, if p = 1=2 or p 2 1= p 2; 1 , then the receiver's expected utility is the same under the optimal and no revelation mechanisms. If p 2 1=2; 1= p 2 , then the receiver's expected utility under the optimal mechanism is strictly higher than under the no revelation mechanism and strictly lower than under the full revelation mechanism.
makes the receiver indi¤erent to act whenever he acts.
Third, as p exceeds 4=5, the receiver's signal becomes so precise that the sender can persuade the optimistic receiver to act by disclosing no information. Thus, the sender prefers to target the optimistic receiver with certainty and the pessimistic receiver with some probability, so the optimal mechanism sends m 1 and m 1; 1 . As p increases further, the sender can persuade the pessimistic receiver to act more often, so the optimal mechanism sends m 1; 1 with a higher probability. But the probability of the receiver being optimistic decreases, so m 1 induces the receiver to act with a lower probability. In this example, the latter e¤ect dominates the former, so the sender's expected utility decreases with p. The receiver's expected utility increases with p because the more informed receiver takes a more appropriate action and the optimal mechanism gives no rent to the receiver.
The sender's tradeo¤ between the frequency and persuasiveness of messages illustrated
here carries on to a general version of the model. As I show in Section 4 and Appendix A, this tradeo¤ is resolved by the choice of messages with the highest marginal utility-price ratio as long as (i) the sender's signal has a binary structure, and (ii) one sender's signal is more favorable for acting than the other sender's signal, regardless of the receiver's signal.
However, if (i) is violated, the tradeo¤ becomes more intricate because the budget constraint becomes multidimensional (Sections 3.2 and 4); and if (ii) is violated, the tradeo¤ becomes more intricate because the prices of some messages become negative (Appendix A).
Continuous Example
In this example, the receiver's utility is additive in sender's and receiver's types that are independent of each other. More formally, u(r; s) = s r where s and r are independently distributed with distributions F and G. The supports are such that the receiver r always acts (r < s) and the receiver r never acts (r > s). For example, s may correspond to the student's ability privately known by the school, and r to the opportunity cost from hiring privately known by the employer. Note that a message m under a mechanism induces the receiver to act if and only if r E [sjm], so for simplicity I identify each message m with the receiver's type that is indi¤erent to act. Thus, m induces the receiver to act if and only if r m. Proposition 1 formulates the sender's problem as a problem of maximizing the expectation of G (m) subject to the constraint that the distribution of m has to be less variable than the prior distribution F .
Proposition 1 Let H denote the marginal distribution of m under the optimal mechanism.
subject to F is a mean-preserving spread of H:
The intuition for Proposition 1 is as follows. The objective function in (4) is simply the probability that the receiver acts under the mechanism . If F is a mean-preserving spread of H, then F is more informative about the underlying (hypothetical) state than H ( Blackwell (1953) ). Since the sender has full commitment, she can garble her information to achieve any less informative distribution H than her prior distribution F . If she then fully reveals this garbled information to the receiver, then the distribution of m will be H.
Conversely, since the sender cannot make her information more precise in any sense, then for any feasible mechanism, F must be a mean-preserving spread of H.
Proposition 1 suggests that the sender faces a similar tradeo¤ to that of the binary example. The sender's marginal utility from sending m is G (m), but the budget constraint now requires not only the expectation of m to be equal to the expectation of s but also the distribution of m to be less variable than the prior distribution of s. Proposition 2 shows that the shape of the optimal mechanism is determined by the curvature of G.
Proposition 2 In this example:
1. All mechanisms are equivalent if and only if G is linear on S.
2. f ull is optimal if and only if G is convex on S.
no is optimal if and only if the concave closure
in that
for all r 1 ; r 2 2 S such that r no 2 (r 1 ; r 2 ).
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Figure 2: The distribution G and its concave closure G for r 2 S.
, and G (r no ) < G(r no ), then the optimal mechanism reveals s for s < s c and sends the same message r c E [sjs s c ] for s s c where s c < s i is uniquely determined by
The …rst three parts of Proposition 2 are straightforward because the optimal mechanism is the solution to problem (4). First, if G is linear, then the sender is risk neutral, so all mechanisms are equivalent. Second, if G is convex, then the sender is risk loving, so the full revelation mechanism is optimal. Third, if G is concave, then the sender is risk averse, so the no revelation mechanism is optimal.
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11 The mathematical structure of this example is similar to Ostrovsky and Schwarz (2010) who analyze information disclosure in matching markets. In particular, we can reinterpret this continuous example as if a student with ability s receives a transcript m according to a distribution (mjs) and then he is matched to an employer of quality G (m). The main technical di¤erence is that in Ostrovsky and Schwarz (2010) the function G is endogenously determined by information disclosure mechanisms of schools. The …rst three parts of Proposition 2 can alternatively be derived using tools developed in Kamenica and Gentzkow (2011) .
Moreover, these three parts are similar to the results obtained in Section VIII B of Rayo and Segal (2010) .
Part 4 of Proposition 2, however, is new to the literature to the best of my knowledge.
The last part of Proposition 2 derives the optimal mechanism under a natural assumption that the distribution G has an "S"shape as shown in Figure 2 . 12 Let G denote the concave
, otherwise no is optimal by part 3. If F were to put strictly positive probabilities only on s and s, then the optimal mechanism would send two messages s and s t and the probability that the receiver acts would be G (r no ). This mechanism, however, is not feasible when F admits a density because s is equal to s with probability 0. Thus, the optimal mechanism reveals s for s < s c and sends the same message for all s s c where the cuto¤ s c is such that the sender is indi¤erent between revealing s c or pooling it with s s c .
Note that the optimal mechanism may be very sensitive to primitives of the model. For example, if G is almost uniform but strictly convex, then f ull is uniquely optimal. However, if G is almost uniform but concave, then no is uniquely optimal. This observation gives an explanation for why many similar-looking schools may choose very di¤erent disclosure policies regarding whether to give transcripts to potential employers and what information to report on transcripts (grading scale, class rank, distinctions).
I conclude by discussing comparative statics in this example. By Proposition 1, as F becomes more informative in the mean-preserving spread sense, the set of feasible mechanisms expands and thus the sender's expected utility increases. 13 Moreover, Proposition 1 implies that as the sender's and receiver's priors become more favorable for acting (F increases and G decreases in the …rst-order stochastic dominance sense), the sender's expected utility increases. These monotone comparative statics results are similar in spirit to the results in Kolotilin (2012).
However, similarly to the binary example, there are no monotone comparative statics results with respect to the precision of the receiver's private information. In particular, the sender's expected utility may decrease as the receiver's private information G becomes more precise in the mean-preserving spread sense. To see this, consider F that puts probability one on some s and note that the sender's expected utility G (s) changes ambiguously. Moreover, the receiver's expected utility may decrease with the precision of his private information.
To see this, suppose that G 1 is almost uniform but convex, and G 2 is concave and slightly more informative than G 1 in that G 2 is close to G 1 (and is a mean-preserving spread of G 1 ).
12 It is straightforward (though notationally heavy) to characterize the optimal mechanism if G has more than one in ‡ection point at which the curvature changes sign. 13 In the two extreme cases, if F were to put probability one on some s, then the only feasible H would put probability one on m = s, but if F were to put strictly positive probabilities only on s and s, then any
By Proposition 2, f ull is optimal under G 1 and no is optimal under G 2 . Thus, from the receiver's perspective a small gain from having more precise private information under G 2 is outweighed by a large loss from getting less precise information from the sender.
General Case
This section generalizes the examples of Section 3. The key assumption that is maintained throughout this section is that the receiver with a higher type is always more willing to act.
14 Section 4.1 develops necessary machinery and partially characterizes the optimal mechanism. Section 4.2 completely characterizes necessary and su¢ cient conditions for optimality of the two most important mechanisms: the full revelation and no revelation mechanisms.
Characterization of Optimal Mechanism
If the sender's type is binary, then similarly to the binary example, the optimal mechanism maximizes a linear utility function subject to a linear budget constraint. However, if the sender's type is not binary, then the budget constraint becomes multidimensional and it becomes hard to …nd the optimal mechanism. Nevertheless, the optimal mechanism always solves a linear program and thus duality theory applies. Using duality theory, I characterize general properties of the optimal mechanism and show how one can solve the inverse problem, namely, …nding necessary and su¢ cient conditions on the primitives of the model that ensure that a candidate mechanism is optimal. For example, one can provide conditions under which an actual disclosure policy chosen by a school is optimal.
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In this section, I impose the following single-crossing assumption. If the receiver with a given type prefers to act upon receiving some message, then the receiver with a higher type also prefers to act upon receiving the same message. Moreover, for each s there exists the unique and distinct type r who is indi¤erent to act. Formally, this assumption can be stated as follows. The function v H (r) R S e u (r; s) dH (s) crosses the horizontal axis once and from below for all distributions H on S, where e u (r; s) u (r; s) g (rjs). Moreover, b r (s)
is strictly decreasing in s where b r (s) is the unique r that solves u (r; s) = 0. The singlecrossing assumption allows us to restrict attention to mechanisms such that a message m 14 In the binary example, the optimistic receiver is more willing to act. In the continuous example, the receiver with a lower opportunity cost (a higher type r) is more willing to act. 15 Since all mechanisms are equivalent in the continuous example with linear G from Section 3.2, we know that any disclosure policy is optimal under some conditions.
induces the receiver to act if and only if r m.
The essence of the single-crossing assumption is that v H (r) crosses the horizontal axis once and in the same direction, the remaining requirements are just technical conditions.
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The continuous example satis…es the single-crossing assumption, and the binary example satis…es this weak version of the single-crossing assumption. 17 To illustrate broad applicability of this assumption, Proposition 3 provides an alternative representation and primitive su¢ cient conditions for this weak version of the single-crossing assumption.
Proposition 3 Let all assumptions imposed in Section 2 hold.
1. The function v H (r) crosses the horizontal axis at most once and from below for all distributions H if and only if for any r 2 r 1 there exists a constant b 0 such that e u (r 2 ; s) be u (r 1 ; s) for all s.
2. If u (r; s) is increasing in both r and s, and the density g (rjs) has the monotone likelihood ratio property in that g (r 2 js 2 ) g (r 1 js 1 ) g (r 2 js 1 ) g (r 1 js 2 ) 0 for all s 2 s 1 and r 2 r 1 , then v H (r) crosses the horizontal axis at most once and from below for all distributions H.
Before turning to the general problem where both the sender's and receiver's types are continuous, it is instructive to consider the case where the receiver's type is continuous but the sender's type is binary in that G (rjs) admits a density g (rjs) but F is supported on s and s. For all r 2 b R [b r (s) ; b r (s)], denote p (r) as the probability of s at which the receiver r is indi¤erent to act. In the optimal mechanism, the distribution H of messages
The objective function is the probability that the receiver acts and the constraint is the feasibility constraint that requires that posterior probabilities Pr (sjm) average out to the 16 Extending u (r; s) to e R R for all s and making g (rjs) in…nitesimally small for all s and r = 2 R yields that v H (r) crosses the horizontal axis exactly once on e R. Reordering R yields that v H (r) crosses the horizontal axis from below. Considering H that puts probability one on s yields that u (r; s) crosses the horizontal axis once for all s, so b r (s) is well de…ned. Finally, reordering S yields that b r (s) is decreasing. 17 The reader interested in an example that does not satisfy even the weak version of the single-crossing assumption is referred to the binary case with misalined preferences in Appendix A. 18 Explicitly, p (r) = e u (r; s) = (e u (r; s) e u (r; s)) and Pr (r mjm) = p (m) G (mjs) + (1 p (m)) G (mjs).
prior probability Pr (s). Again, the objective function can be interpreted as a linear utility function and the constraint as a Bayesian budget constraint. As a result, the sender faces the same tradeo¤ between the frequency and persuasiveness of messages as in the binary example of Section 3. Sending a lower message m is more expensive (the price p (m) is higher), but it has a greater impact on the receiver (the marginal utility Pr (r mjm) is higher). To resolve this tradeo¤, the optimal mechanism sends at most two messages with the highest marginal utility-price ratio Pr (r mjm) =p (m).
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In general (if both the sender's and receiver's types are continuous), the optimal mechanism is a distribution that
subject to
Z e R S e u (r; s) d (r; s) = 0 for any measurable set e R R.
The objective function is the probability that the receiver acts under the mechanism .
The …rst constraint (6) is the requirement that the marginal distribution of s for is F .
Intuitively, (6) is a multidimensional Bayesian budget constraint. The second constraint (7) is the requirement that a message r makes the receiver r indi¤erent to act. Intuitively,
determines multidimensional prices of various messages.
The problem (5) is called the primal problem. This primal problem is a linear program, which is analogous to the mass transfer problem, an in…nite dimensional extension of the well-known transportation problem. Unfortunately, the transportation problem is notorious for being hard to analyze. The dual problem 20 is to …nd bounded functions and that
Say that is feasible for (5) if it is a distribution that satis…es (6) and (7). Similarly, say that and are feasible for (8) if they are bounded functions that satisfy (9). Feasible and ( ; ) that solve their respective problems (5) and (8) are called optimal solutions.
19 The optimal mechanism is a solution to a linear program, so it is an extreme point of the constraint set.
If s is binary, then the constraint is one dimensional, so the optimal mechanism sends at most two messages. 20 At this point the reader should not be concerned about how the dual problem is derived. What is important is the linkage between the primal and dual problems stated in Lemmas 1 and 2. Nevertherless, a reader interested in linear programming is referred to Gale (1989) for a …nite dimensional case and to Anderson and Nash (1987) for an in…nite dimensional case.
The properties of the primal and dual problems are intimately linked by duality theory.
Weak duality gives an easy way to check that candidate feasible solutions and ( ; ) are optimal:
Lemma 1 If is feasible for (5), and ( ; ) is feasible for (8), then Z
Moreover, if inequality (10) holds with equality, then and ( ; ) are optimal solutions, and
Strong duality establishes the existence of optimal solutions:
Lemma 2 There exists an optimal mechanism , an optimal solution to the primal problem (5). There exists an optimal solution to the dual problem (8). Moreover, inequality (10) holds with equality for these optimal and ( ; ).
Now I show how, using duality theory, we can …nd necessary and su¢ cient conditions on the primitives u, F , and G that guarantee that a given mechanism is optimal. For a given candidate optimal mechanism , the complementarity condition (11) implies that (9) holds with equality ( (s) = G (rjs) e u (r; s) (r)) at each (r; s) in the support of for a candidate optimal solution ( ; ) to the dual problem (8). Then we can …nd primitive conditions on u (r; s), F (s), and G (rjs) such that the constraint (9) of the dual problem (8) is satis…ed for all (r; s) 2 R S and some (r). Weak duality implies that these conditions are su¢ cient for to be optimal, and strong duality implies that these conditions are necessary for to be optimal. It turns out, however, that the necessary conditions can be easily established directly without strong duality.
I conclude this section by introducing a few new de…nitions that are used in the next section. Let r no be the unique r that solves R S e u (r; s) f (s) ds = 0. Note that the no revelation mechanism no sends the same message r no for all s 2 S, whereas the full revelation mechanism f ull sends the message b r (s) for each s 2 S.
For any s 1 < s 2 , and r 2 (b r (s 2 ) ; b r (s 1 )), the sender prefers to reveal s 1 and s 2 than to pool them at r if
Similarly, the sender prefers to pool s 1 and s 2 at r than to reveal them if inequality (12) is reversed to " ". Finally, the sender is indi¤erent to reveal s 1 and s 2 or to pool them at r if (12) holds with equality. To provide the intuition for these de…nitions, suppose that the prior distribution of s puts probabilities e u (r; s 2 ) = (e u (r; s 2 ) e u (r; s 1 )) on s 1 and e u (r; s 1 ) = (e u (r; s 1 ) e u (r; s 2 )) on s 2 . If inequality (12) 
Optimality of Speci…c Mechanisms
By de…nition, a mechanism is optimal if and only if it dominates all feasible mechanisms.
This observation gives trivial necessary and su¢ cient conditions for optimality of . However, to check these conditions, one needs to compare to all feasible mechanisms, which requires a lot of comparisons. It turns out that for the optimality of , it is necessary and su¢ cient to check that only certain deviations from do not increase the probability that the receiver acts.
Using duality theory, this section presents necessary and su¢ cient conditions for (i) all mechanisms to be equivalent, (ii) the full revelation mechanism f ull to be optimal, and (iii) the no revelation mechanism no to be optimal. There are at least two reasons that make mechanisms no and f ull prominent. First, if the sender did not have commitment power, then no would be the unique equilibrium outcome under unveri…able information of the sender in the sense of Crawford and Sobel (1982) , and f ull would be the unique equilibrium 21 The existence of such p 1 , p 2 , p 3 is equivalent to (r no b r (s 1 )) (r no b r (s 3 )) < 0; and (r b r (s 1 )) (r b r (s 2 )) < 0: 22 Mathematically, this requirement is given by: 1 e u(r;s2) G (r no js 2 ) G (rjs 2 ) + e u(rno;s2) e u(rno;s3) G (b r (s 3 ) js 3 ) G (r no js 3 ) 1 e u(r;s1) G (r no js 1 ) G (rjs 1 ) + e u(rno;s1) e u(rno;s3) G (b r (s 3 ) js 3 ) G (r no js 3 ) :
outcome under veri…able information of the sender in the sense of Milgrom (1981) . 23 The second reason is that these two mechanisms are extremal:
Proposition 4 Let the single-crossing assumption hold.
1. The receiver's expected utility under no is strictly lower than under any other mechanism.
2. The receiver's expected utility under f ull is strictly higher than under any other mechanism.
A more informed receiver is better at maximizing his expected utility by taking a more appropriate action, so a weak version of Proposition 4 is immediate. The single-crossing assumption guarantees that the strict version of Proposition 4 holds. Note that the strict version does not hold when the receiver is uninformed. Indeed, in Kolotilin (2012), I show that in the case of an uninformed receiver, the optimal mechanism is di¤erent from no , yet the receiver's expected utility under the optimal mechanism is the same as under no .
I now present the main result of this section, which states that it is necessary and suf…cient to consider only pairwise and triplewise deviations for optimality of f ull and no , respectively.
Theorem 1 Let the single-crossing assumption hold. Then:
1. All mechanisms are equivalent if and only if the sender is indi¤erent to reveal s 1 and s 2 than to pool them at r for all s 1 ; s 2 2 S and r 2 (b r (s 2 ) ; b r (s 1 )), so that there exists a strictly positive function b (r) such that
2. f ull is optimal if and only if the sender prefers to reveal s 1 and s 2 than to pool them at r for all s 1 ; s 2 2 S and r 2 (b r (s 2 ) ; b r (s 1 )), so that (12) holds.
23 Under unveri…able communication, if the sender sent two di¤erent messages r 1 and r 2 in equilibrium, then she would strongly prefer to send min fr 1 ; r 2 g regardless of s, which leads to a contradiction. Under veri…able communication, if the sender sent the same message r for two or more di¤erent s in equilibrium, then there would exist e s such that the sender e s sent r but u (r; e s) > 0, which leads to a contradiction because the sender e s would strongly prefer to reveal e s instead.
3. no is optimal if and only if the sender prefers to pool s 1 , s 2 , s 3 at r no than to pool s 1 , s 2 at r and to reveal s 3 for all feasible s 1 , s 2 , s 3 , r, so that (13) holds.
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The "only if"parts of Theorem 1 are straightforward because for optimality of a candidate mechanism, we need to check all deviations from a candidate optimal mechanism, including those described in the theorem.
The intuition for "if" parts of Theorem 1 relies on Lemma 3. Consider a message r of a mechanism . This message r generates a lottery (sjr) that makes the receiver r indi¤erent to act. Lemma 3 shows that this lottery can be decomposed into simpler lotteries indexed by e in such a way that (i) the support of each lottery e contains at most two elements, and
(ii) each lottery e makes the receiver r indi¤erent to act.
Lemma 3 Let the single-crossing assumption hold. For each mechanism (r; s), there exists a mechanism ' (m; s) with two dimensional messages m = (r; e) 2 R [0; 1] such that for each m, the support of ' (:jm) contains at most two elements of S and R S e u (r; s) d' (sjm) = 0.
We now discuss each "if"part of Theorem 1 in turn. Suppose that the sender is indi¤erent to reveal s 1 and s 2 or to pool them at r for all feasible s 1 , s 2 , and r. By Lemma 3 we can focus on mechanisms in which each message is sent only by some two types s 1 and s 2 .
Consider such a mechanism. Since the sender is indi¤erent to reveal s 1 and s 2 or to pool them, this mechanism is equivalent to the mechanism that di¤ers only in that it reveals s 1 and s 2 . Sequentially modifying the mechanism for each message, we get that any mechanism is equivalent to f ull , so part 1 follows. Note that all mechanisms are equivalent in the knife-edge case when e u (r; s) has representation (14).
Similar to this paper, Rayo and Segal (2010) assume that actions are binary and the sender has full commitment. In contrast to this paper, they allow the sender's utility to depend on both the action and the state. However, to get tractable results, they assume that the utility of the receiver from acting is u (r; s) = r + s, where r is uniformly distributed on 
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We now turn to part 2 of Theorem 1. Again we can focus on mechanisms in which each message is sent only by two types s 1 and s 2 . Consider such a mechanism. Since the sender 24 As the proof shows, the condition of this part can be replaced with two weaker conditions: (i) the sender prefers to pool s 1 and s 2 at r no than to reveal them for all s 1 and s 2 such that r 2 (b r (s 2 ) ; b r (s 1 )); (ii) the condition of this part holds only for s 3 ! s no where s no is the unique s that solves u (r no ; s) = 0. 25 Note that the continuous example of Section 3 has the same functional form of the receiver's utility (rede…ne r as r), but it does not assume that r is uniformly distributed. prefers to reveal s 1 and s 2 than to pool them, this mechanism is dominated by the mechanism that di¤ers only in that it reveals s 1 and s 2 . Sequentially modifying the mechanism for each message, we get that f ull dominates all mechanisms, so part 2 follows.
Finally, I provide the intuition for a weaker quadraplewise version of part 3 of Theorem 1. Namely, if the sender prefers to pool s 1 , s 2 , s 3 , s 4 at r no than to pool s 1 , s 2 at r 1;2 and to pool s 3 , s 4 at r 3;4 for all feasible s 1 , s 2 , r 1;2 , s 3 , s 4 , r 3;4 , then no is optimal. Again we can focus on mechanisms such that any message r 1;2 r no is sent only by two types s 1 and s 2 and any message r 3;4 r no is sent only by two types s 3 and s 4 . Any such mechanism is dominated by the mechanism that di¤ers only in that it sends the message r no instead of r 1;2 and r 3;4 . Sequentially applying this argument for pairs of messages, we get that no dominates all mechanisms, so the weaker version of part 3 follows.
Extensions: Two-Way Communication
This section explores robustness of the benchmark model of Section 2 to introduction of communication from the receiver to sender. I show that the motivating example of Section 3.1 is robust and provide an example which is not.
Assume that the sender has full commitment in that she chooses a mechanism before (s; r) is realized and therefore before the receiver makes a report to the sender. In this case, the revelation principle applies (Myerson (1982) ). 26 Thus, it is without loss of generality to consider the following timing: 1. The sender publicly chooses a mechanism, a conditional distribution (mjs; n) of a message m given the sender's type s and the receiver's report n.
2. The receiver's type r is drawn according to G. 3. The receiver privately observes r and makes a report n 2 N . 4. A pair (m; s) is drawn according to and F . 5. The receiver gets a message m and takes an action a. 6. Utilities are realized.
Further, it is without loss of generality to focus on an incentive compatible direct mechanism in which (i) the set of receiver's reports N coincides with the set R; (ii) a mechanism sends only two messages m 1 and m 0 ; 27 (iii) the receiver r prefers to report n = r; and (iv) the receiver prefers to act if he receives m 1 and not to act if he receives m 0 , regardless of r and n.
Under certain assumptions, which, in particular, allow the binary example, it is without 26 To nest my model into Myerson (1982) , assume that the principal is the sender who designs a mechanism for two agents. The …rst agent has type s, has no action to take, and always gets 0 utility. The second agent has type r, privately chooses a = 0; 1, and his utility is au (r; s). 27 In this case, (m 1 js; n) denotes the probability of the message m 1 .
loss of generality to consider benchmark mechanisms where the receiver is not allowed to make reports:
Proposition 5 In the binary example of Section 3, the set of mappings from (s; r) to the receiver's action a that can be supported by a mechanism is the same under (mjs) and under (mjs; n).
The following example shows that Proposition 5 does not hold generally:
Example 1 Let s = (s 1 ; s 2 ) 2 f0; 1g f0; 1g and r 2 fr 1 ; r 2 ; r 3 g. Moreover, let all combinations of (s; r) be equally likely. Finally, let u (s; r 1 ) = s 1 1, u (s; r 2 ) = s 2 1, and
Consider the following mechanism of the two-way communication game:
(m 1 js; n) =
( 1 if n = r 1 and s 1 = 1, or if n = r 2 and s 2 = 1, or if n = r 3 , 0 otherwise.
Intuitively, this mechanism reveals the component s 1 if the receiver reports r 1 and reveals the component s 2 if the receiver reports r 2 . Clearly, under this mechanism, it is incentive compatible for the receiver to truthfully report r and act whenever he receives m 1 . Thus, the probability that the receiver acts under is:
Pr (a = 1) = Pr (r = r 1 ) Pr (s 1 = 1) + Pr (r = r 2 ) Pr (s 2 = 1) + Pr (r = r 3 ) = 2 3 .
However, the sender cannot induce the receiver to act with probability 2=3 in the benchmark model. To see this, note …rst that the receiver r 1 acts only if he is certain that s 1 = 1, and the receiver r 2 acts only if he is certain that s 2 = 1. Thus, under any mechanism , the probability that the receiver acts cannot exceed 2=3. The only possibility of how the sender could achieve this probability would be to reveal both s 1 and s 2 , but in that case the receiver r 3 would not act when (s 1 ; s 2 ) = (1; 1).
Conclusions
In this paper, I have studied optimal information disclosure mechanisms with two-sided asymmetric information. The receiver bases his action not only on the information disclosed by the sender but also on his private information. Thus, from the sender's perspective, each message results in a stochastic action by the receiver. The analysis reveals an important tradeo¤ between the frequency and persuasiveness of messages. The optimal mechanism …nds a balance between these two con ‡icting objectives. This balance is easiest to explain when the sender's information has a binary structure. In this case, the prior distribution of the sender's information imposes a budget constraint on the frequencies of various messages, whereas the distribution of the receiver's information determines the sender's expected utility, which is linear in the frequencies of various messages. The optimal mechanism sends messages with the highest marginal utility-price ratio.
I also derive interesting non-monotone comparative statics results with respect to the receiver's private information for the binary example in which the sender is perfectly informed but the receiver is partially informed. If the receiver's private information is either very precise or very imprecise, then the sender's expected utility decreases and the receiver's expected utility increases with the precision of the receiver's information. However, if the precision of the receiver's information is intermediate, then these results can be overturned.
Surprisingly, the receiver may become worse o¤ as he becomes more informed even though he is the only player who takes an action that directly a¤ects his utility. Thus, if there is an earlier stage when the receiver can publicly choose how informed he will be, he may not want to be as informed as possible.
faces a more subtle tradeo¤, which results in a variety of possible optimal mechanisms. In particular, both the full revelation and no revelation mechanisms can generally be optimal.
Using the revelation principle, for any mechanism, we can …nd an equivalent mechanism that sends at most four messages: (i) m ; that induces the receiver not to act for all r, (ii) m 1 that induces the receiver to act only if r = r 1 , (iii) m 2 that induces the receiver to act only if r = r 2 , and (iv) m 1;2 that induces the receiver to act for all r.
For notational simplicity, this appendix uses di¤erent notation than the rest of the paper.
In particular, denote Pr (m = m K ; s = s j ) for i; j = 1; 2 and K = f;g ; f1g ; f2g ; f1; 2g.
Indexes i and j are reserved for r and s, respectively. Note that k i is the cuto¤ posterior belief Pr (s 2 ) at which the receiver r i is indi¤erent to act because
Aligned Preferences
If one sender's signal is more favorable for acting than the other for all r, then the analysis is analogous to that of the binary example in Section 3.1. In particular, the sender faces a tradeo¤ between the frequency and persuasiveness of messages, which is resolved by the choice of a mechanism that sends messages with the highest marginal utility-price ratio.
To make the analysis non-redundant, assume that u i1 < 0 < u i2 for i = 1; 2, k 2 < k 1 , and p 2 < k 1 . Strict inequalities rule out non-generic cases. Inequalities u i2 > u i1 and k 2 < k 1 can be obtained by relabelling elements of S and R, respectively. If u i1 and u i2 had the same sign for some i, then the receiver r i would take the same action regardless of the mechanism and the analysis would be as if the receiver was uninformed (Kolotilin (2012)). Finally, if p 2 k 1 , the no revelation mechanism would induce the receiver to act for all r, and, thus, it would be optimal.
Under these assumptions, the optimal mechanism can take the three forms that were identi…ed in Section 3, as follows from:
Proposition 6 If u i1 < 0 < u i2 , k 2 < k 1 , and p 2 < k 1 , then the optimal mechanism sends two messages.
1. If p 1j2 + p 2j1 e u 22 =e u 21 e u 12 =e u 11 , it sends m 1;2 and m ; : m 1;2 with certainty if s = s 2 and with a non-trivial probability if s = s 1 .
2. If p 1j2 + p 2j1 e u 22 =e u 21 < e u 12 =e u 11 and p 2 < k 2 , it sends m 2 and m ; : m 2 with certainty if s = s 2 and with a non-trivial probability if s = s 1 .
3. If p 1j2 + p 2j1 e u 22 =e u 21 < e u 12 =e u 11 and p 2 k 2 , it sends m 2 and m 1;2 : m 2 with a non-trivial probability both if s = s 2 and if s = s 1 .
In all cases, m ; reveals s 1 in that Pr (s 2 jm ; ) = 0; m 2 makes the receiver r 2 indi¤erent to act in that Pr (s 2 jm 2 ) = k 2 ; and m 1;2 makes the receiver r 1 indi¤erent to act in that Pr (s 2 jm 1;2 ) = k 1 . The receiver's expected utility under the optimal mechanism is strictly greater than that under the no revelation mechanism only in case 1.
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The intuition for Proposition 6 is analogous to that of the binary example in Section 3.1.
The receiver r i acts upon receiving a message m under a mechanism if Pr (s 2 jm)
If the message m persuades the receiver r 1 to act, it also persuades the receiver r 2 to act because k 2 < k 1 by assumption. Thus, we can restrict attention to mechanisms with the three messages m ; , m 2 , and m 1;2 . To maximize the probability that the receiver acts, each message of the optimal mechanism either makes the receiver exactly indi¤erent to act for some r (Pr (s 2 jm 1;2 ) = k 1 and Pr (s 2 jm 2 ) = k 2 ) or makes the receiver certain that s = s 1 so that it is optimal not to act (Pr (s 2 jm ; ) = 0).
Thus, the sender's problem is to maximize the probability that the receiver acts:
over probabilities q ; , q 2 , and q 1;2 of the messages m ; , m 2 , and m 1;2 subject to the constraint imposed by the prior distribution of s:
Similar to Section 3, we can interpret k 2 and k 1 as unit prices of sending m 2 and m 1;2 , and the probabilities k 2 p 2j2 + (1 k 2 ) p 2j1 and 1 as the marginal utilities of sending m 2 and m 1;2 . If p 1j2 + p 2j1 e u 22 =e u 21 e u 12 =e u 11 , then the marginal utility-price ratio is highest for m 1;2 , and the sender prefers to send m 1;2 than m 2 , so the optimal mechanism sends m 1;2 and m ; .
If p 1j2 + p 2j1 e u 22 =e u 21 < e u 12 =e u 11 , then the ratio is highest for m 2 , and the sender prefers to send m 2 than m 1;2 . The optimal mechanism then depends on whether the no revelation mechanism induces the receiver r 2 to act or not. If so (p 2 k 2 ), then it sends the messages m 2 and m 1;2 , otherwise it sends the messages m 2 and m ; .
28 If s and r are independent, then p ij2 = p ij1 = Pr (r i ), so e u ij can be replaced with u ij for all i; j = 1; 2 in all expressions.
Misaligned Preferences
The main goal of this section is to illustrate the variety of possible optimal mechanisms in the case where di¤erent sender's signals are more favorable for acting depending on the receiver's type. For example, a school may know whether a student is good at natural sciences or liberal arts, but it may be unsure which of these two qualities are valued by the employer. Note that this case violates the single-crossing assumption of Section 4.
All forms that the optimal mechanism can take are characterized by Proposition 7. Similar to the previous subcase, to make the analysis non-redundant, I impose certain assumptions.
Proposition 7 If u 12 < 0 < u 11 , u 21 < 0 < u 22 , and p 2 > k 1 , then the optimal mechanism sends at most two messages.
1. If k 2 k 1 , it sends m 2 and m 1;2 . The message m 2 reveals s 2 in that Pr (s 2 jm 2 ) = 1 and the message m 1;2 makes the receiver r 1 indi¤erent to act in that Pr (s 2 jm 1;2 ) = k 1 . I only sketch the intuition for this proposition because it is tedious and involves many cases. Note that a message m that assigns a higher probability to s 2 is more persuasive for the receiver r 2 , and less persuasive for the receiver r 1 . The messages m 1 and m 2 are always feasible because revealing s 1 induces the receiver r 1 to act, and revealing s 2 induces the receiver r 2 to act. However, if k 2 k 1 (part 1 of Proposition 7), then the message m 1;2 is feasible, but the message m ; is not. In this case, the sender wants to send m 1;2 as often as possible. As a result, the optimal mechanism sends two types of messages: those that give minimal possible evidence to make the receiver act regardless of his signal, and those that reveal s. In contrast, if k 1 < k 2 (part 2 of Proposition 7), then the message m ; is feasible, but the message m 1;2 is not. In this case, the optimal mechanism can take …ve di¤erent forms, which, in particular, include the full revelation and no revelation mechanisms.
If k

Appendix B: Proofs
Proof of Proposition 1. For any mechanism , r = E [sjr], which implies that F is a mean-preserving spread of H. Conversely, if F is a mean-preserving spread of H, then s has the same distribution as r + z for some z such that E [zjr] = 0. De…ne (e r; e s) = Pr (r e r; r + z e s) for all (e r; e s) 2 R S. For this , the marginal distribution of s is F and
Therefore, is a feasible mechanism. Finally, R 1 1 from (15) if s = r.) For (r; s) 2 S S, we can set:
It is straightforward to verify that is convex and greater than G and is a subderivative of . Thus, (15) holds. Further, (15) holds with equality if (r; s) lies in the support of the described mechanism. Thus, weak duality condition (10) holds.
Proof of Proposition 3. Mathematically, the statement that v H (r) crosses the horizontal axis at most once and from below means that v H (r 1 ) 0 and r 2 r 1 imply v H (r 2 ) 0.
Denote e u i (s) as the function e u (r i ; s) of s. If e u 2 (s) be u 1 (s) for all s and some constant b 0, then v H (r) crosses the horizontal axis at most once and from below for all distributions H because R S e u 1 (s) dH (s) 0 and r 2 r 1 imply: that (s 2 ) (s 1 ) 0 for all s 2 > s 1 , which in turn implies that H is a distribution function on S. Recalling that V ( ) > 0, e u 1 2 C, (e u 2 ) < 0 and (c) 0 for all c 2 C yields v H (r 1 ) 0 and v H (r 2 ) < 0, which is a contradiction.
Suppose that v H (r 1 ) 0, r 2 r 1 , and the functions u and g satisfy the suppositions of the second part. The second part follows from:
The …rst inequality holds because u is increasing in r. Since g has the monotone likelihood ratio, the distribution of s given r 2 …rst-order stochastically dominates the distribution of s given r 1 in that:
for all e s 2 S,
as Milgrom (1981) shows. Thus, the second inequality holds because the function u (r 1 ; s) is increasing in s.
Proof of Lemma 1. The proof of similar results can be found in Anderson and Nash (1987) . However, to make the paper self-contained, I prove this lemma.
Multiplying (6) by and integrating over S gives
Multiplying (7) by and integrating over R gives Z R S e u (r; s) (r) d (r; s) = 0:
Summing up these two equalities gives
Conditions (16) and (17) yield (10).
Suppose that inequality (10) holds with equality for some feasible ( ; ) and :
Consider any other feasible e . Inequality (10) implies Z R S G (rjs) d e (r; s)
Combining this inequality with (18) gives
showing that is an optimal solution to the primal problem (5). An analogous argument proves that ( ; ) is optimal solutions to (8). Finally, combining (16) and (18) for optimal and ( ; ) gives (11).
Proof of Lemma 2. I omit the proof of this lemma because it is not used in the subsequent analysis and its proof essentially repeats that of Theorem 5.2 in Anderson and Nash (1987) .
Proof of Proposition 4. I start by proving the …rst part. The receiver's expected utilities under any mechanism and the no revelation mechanism no are: For a mechanism , denote the conditional distribution of s given a message r by (sjr) and the marginal distribution of a message r by (r). Fubini's Theorem (Theorem 11.27 of Aliprantis and Border (2006) ) gives
By the single-crossing assumption, we have R S e u (e r; s) d (sjr) > 0 for e r > r. Therefore, R rno r R S e u (e r; s) d (sjr) de r > 0 for r < r no . Since (r) of any mechanism that di¤ers from no puts strictly positive probability on messages in [r; r no ), the …rst integral in (19) Proof of Theorem 1. I prove each part in turn.
The "only if" part of 1. Suppose to get a contradiction that there exist s 1 , s 2 , and r such that the sender is not indi¤erent to reveal s 1 and s 2 or to pool them at r. where " 1 and " 2 are su¢ ciently small and satisfy
Clearly, these two mechanisms are not equivalent. Therefore, if all mechanisms are equivalent, then the sender is indi¤erent to reveal s 1 and s 2 or to pool them at r for all r 2 (b r (s) ; b r (s)) and all s 1 , s 2 such that u (r; s 1 ) < 0 < u (r; s 2 ):
Therefore, we can de…ne the required b as e u (r; s) = G (b r (s) js) G (rjs) , which is strictly positive and does not depend on s.
The "if" part of 1. Consider any mechanism . Substituting (14) into (7) gives
Taking into account (6) gives
which implies that the probability that the receiver acts is the same for all mechanisms.
The "only if"part of 2. Suppose to get a contradiction that there exist s 1 , s 2 , and r such that it is strictly better to pool s 1 and s 2 at r than to reveal them. Consider the mechanism that di¤ers from f ull only in that it sends the same message if s 2 [s 1 ;
where " 1 and " 2 are su¢ ciently small and satisfy
Clearly, this mechanism strictly dominates f ull .
The "if" part of 2. The complementarity condition (11) suggests that
Taking into account that e u (b r (s) ; s) = 0 gives (s) = G (b r (s) js) for all s 2 S. Note that weak duality condition (10) is satis…ed with equality for (s) = G (b r (s) js). Therefore, by Lemma 1, f ull is optimal if there exists such that
which is equivalent to 
;2 v i (e r; e) q i (e r; e) Pr (e u (e r; s) = v i (e r; e) jr = e r) = 0;
Pr (v 1 (e r; e) < e u (e r; s) < v 2 (e r; e) jr = e r) + P i=1;2 q i (e r; e) Pr (e u (e r; s) = v i (e r; e) jr = e r) = e for all (e r; e) 2 R [0; 1]. De…ne distribution ' of (e r; e; s) as follows. The marginal distribution of e r for ' coincides with the marginal distribution of e r for . The conditional distribution of e given e r is uniform on the unit interval [0; 1]. The conditional distribution of s given e r and e puts probabilities p 1 and 1 p 1 on s 1 and s 2 , where s 1 and s 2 satisfy e u (e r; s 1 ) = v 1 (e r; e) and e u (e r; s 2 ) = v 2 (e r; e), and p 1 solves p 1 v 1 (e r; e) + (1 p 1 ) v 2 (e r; e) = 0. Clearly, this ' satis…es the required properties of Lemma 3.
Proof of Proposition 5. I prove this proposition under weaker assumptions imposed in Proposition 6. Denote ij = (m 1 jr i ; s j ) p j . A mechanism has to satisfy the receiver's incentive constraints for reporting his true type r and for acting whenever he receives m 1 : 
Note that and are related by:
1j p 1jj = Pr (a = 1; r = r 1 ; s = s j ) = j 1;2 p 1jj for j = 1; 2; 2j p 2jj = Pr (a = 1; r = r 2 ; s = s j ) = 
Consider the relaxed problem that omits the last two constraints with strict inequalities.
The solution to the relaxed problem satis…es where " is a small positive number. These observations together with k 2 < k 1 imply that the solution to the relaxed problem satis…es the last two constraints and, therefore, it also solves the original problem. The original problem simpli…es to the maximization of Proof of Proposition 7. The optimal mechanism maximizes Pr (a = 1) = p 1j1 = 0 for i = 1; 2: Note that e u 11 Pr (s 1 jm) + e u 12 Pr (s 2 jm) 0 is equivalent to Pr (s 2 jm) k 1 , and e u 21 Pr (s 1 jm) + e u 22 Pr (s 2 jm) 0 is equivalent to Pr (s 2 jm) k 2 . Therefore, the receiver r 1 acts if Pr (s 2 jm) k 1 , and the receiver r 2 acts if Pr (s 2 jm) k 2 . If k 2 k 1 , then no mechanism can send the message m ; because Pr (s 2 jm) < k 2 and Pr (s 2 jm) > k 1 cannot both hold. On the contrary, if k 2 > k 1 , then no mechanism can send the message m 1;2 because Pr (s 2 jm) k 2 and Pr (s 2 jm) k 1 cannot both hold. Consider these two cases in turn.
Let k 2 k 1 and, thus, 
