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Cap´ıtulo 1
Introduccio´n
La sucesio´n de los valores observados de una determinada variable, recogidos a lo largo
del tiempo, es lo que se conoce como serie temporal. En economı´a, las series temporales
suelen verse como realizaciones de procesos estoca´sticos, dada la existencia de perturba-
ciones o innovaciones inesperadas. La identificacio´n de estas perturbaciones y su dina´mica
o ley de probabilidad se revela como un aspecto fundamental en la teor´ıa econo´mica, ya
que sera´n la base para la validacio´n de teor´ıas y la compresio´n y prediccio´n de la variable
que conforma la serie. Una parte importante de este ana´lisis consiste en la construccio´n
y estimacio´n de modelos de series temporales emp´ıricos que capturen las posibles dina´mi-
cas de las series. En la pra´ctica, las dina´micas suelen ser excesivamente complejas, con
lo que su estudio se debe centrar en aquellas caracter´ısticas que el investigador considera
fundamentales, como la persistencia, volatilidad, asimetr´ıas etc.
En este contexto, los modelos lineales han dominado el desarrollo de las series tempora-
les durante mucho tiempo. Este dominio se ha basado en la metodolog´ıa propuesta por Box
y Jenkins (1976) sobre los modelos autoregresivos integrados de medias mo´viles, ARIMA.
Las principales ventajas de estos modelos son su completo desarrollo teo´rico y su relativo
e´xito como instrumento para el ana´lisis, prediccio´n y control en las series temporales. La
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fuerza de los modelos ARIMA reside en el Teorema de representacio´n de Wold, (pa´g. 187 de
Brockwell y Davis, 1993) que garantiza que el componente estoca´stico de cualquier proceso
estacionario puede ser aproximado por un modelo ARMA. Sin embargo, la existencia de
una determinada modelizacio´n para una serie no garantiza que e´sta sea la mas adecuada
para estudiar todas las caracter´ısticas de la misma.
Este es el caso de muchas teor´ıas econo´micas que suelen implicar caracter´ısticas no
esta´ndar o no lineales en las variables, como son los casos de Business Cycle, costes de
transaccio´n, puntos de saturacio´n, diferentes pol´ıticas de almacenamiento o “Buffer stock”,
funciones de inversio´n, produccio´n o curvas de Phillips no lineales, etc. Estas caracter´ısticas
no lineales suelen incluir, por ejemplo, no normalidad, asimetr´ıas, bimodalidad, relaciones
no lineales entre las variables, irreversibilidad, sensibilidad a las condiciones iniciales, etc.
Dichas caracter´ısticas esta´n fuera del alcance de los modelos gaussianos. Por lo tanto, en
un marco estacionario podemos definir los modelos no lineales como aquellos para los que
la representacio´n de Wold no genera innovaciones independientes. Entre los modelos no
lineales podemos distinguir dos tipos. Unos, los que se denominan “impl´ıcitos”, mantienen
la estructura lineal de los modelos ARMA, pero las innovaciones poseen una distribucio´n
no gaussiana apropiada, ver Tong (1990). Sin embargo, como recoge Potter (1994), los
modelos no lineales “impl´ıcitos” no podra´n generar dina´micas asime´tricas, que so´lo podra´n
ser recogidas a trave´s de los modelos no lineales “expl´ıcitos”, en los que la variable de intere´s
se expresa como una funcio´n no lineal de su pasado. Son este tipo de modelos en los que
nos centraremos a lo largo de la Tesis. El intere´s en estudiar las caracter´ısticas no lineales
de las series temporales, ha hecho que en los u´ltimos an˜os haya habido un desarrollo muy
importante en la modelizacio´n no lineal de series temporales, ve´ase, entre otros, Barnet et
al. (2000), Day and Chen (1993), Fan y Yao (2003), Pesaran y Potter (1993), Granger and
Tera¨svirta (1993), Tong (1990). Lamentablemente, los modelos no lineales propuestos por
la teor´ıa econo´mica distan de ser exactos. Esto, unido a la infinidad de posibles modelos
9no lineales y la complejidad de un desarrollo teo´rico completo, ha impedido que su avance
haya sido todo lo amplio que cabr´ıa desear. Por ello, la modelizacio´n econome´trica debe
enfatizar modelos relativamente simples y aplicables, que por supuesto, sean capaces de
recoger las caracter´ısticas fundamentales de la serie que se quiere estudiar.
Entre los modelos no lineales ma´s extendidos, cabe destacar los modelos threshold. La
clave fundamental de los modelos threshold es que se trata de aproximaciones lineales por
reg´ımenes. Adema´s de poseer una modelizacio´n e interpretacio´n simple e intuitiva, cabe
destacar su versatilidad. Pra´cticamente, cualquier funcio´n suave no lineal puede ser apro-
ximada, tanto como deseemos, por un modelo threshold. Es lo que se denomina “principio
threshold”, propuesto por Tong (1987, 1990). Estos modelos se han usado con relativo e´xito
en el estudio del “Business Cycle”, la ley de precio u´nico (PPP), el tipo de cambio, en el
estudio de volatilidades, etc.
El estudio de las asimetr´ıas y no linealidades en economı´a se inicia con las teor´ıas
del Business Cycle, descritas ya por Keynes (1936) o Burns y Mitchell (1946), segu´n las
cuales, las series econo´micas no se comportan igual en las expansiones que en las recesiones.
Concretamente, se definen dos tipos de asimetr´ıas: “Deepness”, que implica que la distancia
a la tendencia es mayor en las recesiones que en la expansiones; y “steepness” que supone
que las recesiones son mas abruptas que las expansiones. La literatura que estudia la
modelizacio´n no lineal de estas asimetr´ıas en el Business Cycle es muy extensa, ve´ase
por ejemplo, Acemoglu y Scott (1997), Geweke y Terui (1991), Hamilton (1989), Neftc¸i
(1984), Potter (1991), Semmler (1994), Thygesen et al. (1991). Igualmente los modelos no
lineales se han utilizado con e´xito en el estudio de la volatilidad, como es el caso de los
modelos autoregresivos de heterocedasticidad condicional (ARCH), introducidos por Engle
(1982). Estos modelos aunque lineales en la media, no son completamente lineales por su
modelizacio´n de la varianza. Posteriormente se han introducido estructuras no lineales ma´s
complejas, que permiten comportamientos asime´tricos ma´s completos de la volatilidad.
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Otra caracter´ıstica relevante y comu´n en las series econo´micas es la persistencia cuyo
estudio a trave´s de modelos no lineales ha sido menos desarrollado. En el caso de la modeli-
zacio´n lineal ARIMA, la persistencia se recoge a trave´s de las ra´ıces unitarias, que implican
que todas las perturbaciones provocan un efecto permanente y del mismo grado en la serie.
La ausencia de ra´ıces unitarias supone que todas las perturbaciones son transitorias. Poste-
riormente, estos modelos se extendieron a trave´s de los modelos fraccionalmente integrados,
ARFIMA, que permiten que las perturbaciones tengan un mayor grado de persistencia, sin
llegar a ser permanentes. En todos los casos, todas las perturbaciones de la serie tendra´n
el mismo grado de persistencia, lo que en un contexto econo´mico supone una restriccio´n
muy fuerte. Las asimetr´ıas en la persistencia de las perturbaciones fueron inicialmente es-
tudiadas por Wecker (1981), que introduce un modelo de medias mo´viles con threshold,
en el que la persistencia depende del signo de la perturbacio´n. Posteriormente, Beaudry
y Koop (1993) analizan el mismo tipo de asimetr´ıas utilizando una variable proxy para
el signo de la perturbacio´n. Este trabajo es revisado por Hess e Iwata (1997) y Elwood
(1997). Este u´ltimo, generaliza el modelo de Wecker al caso autoregresivo. Sin embargo,
en ninguno de estos casos hay un estudio detallado de las propiedades asinto´ticas de los
estimadores, y aunque existe asimetr´ıa en la persistencia, las perturbaciones son o todas
transitorias o todas permanentes. Finalmente, dentro de los modelos no lineales suaves o
“smooth transition model”, cabe destacar el trabajo de Engle y Smith (1999) en el que
introducen los modelos que denominan “Stochastic Permanent Break”, (STOPBREAK),
en los que la persistencia de la perturbacio´n dependera´ de su taman˜o. De nuevo, a pesar
de la diferente persistencia en las perturbaciones, todas ellas son permanentes.
El objetivo de esta Tesis es extender el estudio de las asimetr´ıas en la persistencia a un
contexto ma´s general. Para ello, permitiremos que las perturbaciones que afectan a la serie
puedan tener un distinto grado de persistencia dependiendo de determinadas propiedades
de la perturbacio´n o de alguna variable econo´mica de intere´s. Un caso preferente y muy
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relevante sera´ la existencia de perturbaciones transitorias y permanentes, que hasta la fe-
cha no ha sido tratado en este marco por la literatura. Como bien es sabido (ver Quah,
1992), la persistencia en el largo plazo de una perturbacio´n no es suficiente para su identi-
ficacio´n. Son necesarios supuestos adicionales que hasta la fecha no se han relacionado con
las asimetr´ıas ( ver Harvey 1985, Clark 1987 y Pierce 1979, entre otros). En esta Tesis se
muestra que las asimetr´ıas en la persistencia de las perturbaciones, dependiendo de deter-
minadas propiedades o caracter´ısticas de una variable econo´mica (que puede ser la propia
perturbacio´n), son suficientes para su identificacio´n. Este ana´lisis deriva en la propuesta
de un nuevo me´todo de identificacio´n del componente permanente y transitorio de la serie
ma´s robusto y endo´geno.
Para todo ello, se introducen los modelos que denominaremos autoregresivos integrados
con threshold en la media mo´vil, ARTIMA. Estos modelos se caracterizan por poseer una
ra´ız unitaria en el componente autorregresivo y diferentes reg´ımenes en la media mo´vil,
con la posibilidad de que alguno de ellos sea no invertible. En cada caso se estudiara´n
las condiciones suficientes para la invertibilidad del modelo, as´ı como para la existencia
de asimetr´ıas en las perturbaciones en te´rminos de transitorio y permanente. Igualmente,
se estudiara´ la consistencia y distribucio´n asinto´tica de los estimadores que permitan la
inferencia estad´ıstica sobre los aspectos relevantes del modelo. E´stos, se traducen en dos
hipo´tesis fundamentales para la teor´ıa econo´mica, que son, la existencia de asimetr´ıas y la
existencia de perturbaciones transitorias y permanentes. Finalmente, la tesis abordara´ un
estudio detallado de la relacio´n entre modelos con este tipo de asimetr´ıas en la persistencia
y los modelos de larga memoria.
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1.1. Estructura y principales aportaciones de la Tesis
La presente Tesis Doctoral se estructura en seis cap´ıtulos: El primero es un cap´ıtulo
introductorio, los Cap´ıtulos 2, 3, 4 y 5 constituyen el nu´cleo central de la Tesis y recogen las
principales aportaciones novedosas de la misma. En el sexto se muestran las conclusiones
generales del presente trabajo.
El Cap´ıtulo 1 introduce y expone la motivacio´n general de la Tesis. La Seccio´n 1.2
introduce la funcio´n respuesta a un impulso, adema´s discute algunos conceptos relevantes
que se basan en dicha funcio´n, los cuales se usara´n de forma continua en el resto de los
cap´ıtulos, como son los conceptos de persistencia, perturbacio´n permanente y perturbacio´n
transitoria.
El Cap´ıtulo 2 introduce un nuevo tipo de modelos no lineales que denominaremos
modelos ARTIMA. Estos modelos facilitara´n el estudio de un nuevo tipo de asimetr´ıa
en la persistencia en te´rminos de transitorio y permanente. Los modelos ARTIMA son
procesos integrados con una modelizacio´n threshold o por umbrales de su componente
de medias mo´viles, lo que implica diferentes reg´ımenes lineales en dicho componente. La
aportacio´n fundamental de los modelos ARTIMA es la posibilidad de que las perturbaciones
pertenecientes a determinados reg´ımenes sean netamente transitorias, mientras que las del
resto, son permanentes. Dependiendo de las propiedades de la variable que determine el
re´gimen al que pertenece la perturbacio´n, se distinguira´n dos clases fundamentales de
modelos ARTIMA, los modelos ARTIMA-Observables, cuando esta variable es observable,
y los modelos ARTIMA-Shock, cuando esta variable es la propia perturbacio´n, y por tanto,
no observable. En este cap´ıtulo tambie´n se estudiara´n en detalle las propiedades de los
modelos ARTIMA-Observables, fundamentalmente las relacionadas con su invertibilidad y
persistencia. Se propone el me´todo de mı´nimos cuadrados condicionales para la estimacio´n,
obtenie´ndose las condiciones suficientes para la identificabilidad de los para´metros y la
consistencia de los estimadores. Igualmente, se propone una estrategia para el contraste
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de las hipo´tesis ba´sicas del modelo, que sera´n dos: la primera, la existencia de asimetr´ıas
en la persistencia; la segunda, la existencia de perturbaciones transitorias y permanentes.
Finalmente se obtendra´ la distribucio´n asinto´tica de los estad´ısticos propuestos para el
contraste de estas hipo´tesis ba´sicas, realiza´ndose un pequen˜o experimento de Monte Carlo
sobre su comportamiento en muestras finitas. El cap´ıtulo se cierra con una aplicacio´n del
modelo ARTIMA-Observable a la tasa de desempleo en Estados Unidos.
El Cap´ıtulo 3 estudiara´ en detalle los modelos ARTIMA-Shock introducidos en el
Cap´ıtulo 2, y en los que la asimetr´ıa en la persistencia de las perturbaciones viene pro-
vocada por alguna propiedad de la propia perturbacio´n. En este cap´ıtulo nos centraremos
en las propiedades del taman˜o y del signo. El caso del signo de la perturbacio´n como cau-
sante de la asimetr´ıa en persistencia fue modelizado por Wecker (1981), aunque hasta la
fecha no se han obtenido resultados de teor´ıa asinto´tica para los me´todos de estimacio´n
tradicionales. El caso del taman˜o, fue introducido por Engle y Smith (1999), aunque en
el modelo que proponen no se admite la posibilidad de asimetr´ıas en te´rminos de per-
turbaciones transitorias y permanentes. As´ı, los modelos ARTIMA-Shock desarrollados en
este cap´ıtulo suponen una generalizacio´n de las caracter´ısticas de la asimetr´ıa, permitiendo
la existencia de perturbaciones transitorias y permanentes. Otra aportacio´n fundamental
de este cap´ıtulo es la obtencio´n de resultados asinto´ticos para los me´todos de estimacio´n
y contraste propuestos. Como en el caso Observable, se propone la estimacio´n por mı´ni-
mos cuadrados condicionales para la que se obtiene su comportamiento asinto´tico. E´ste
supondra´ una novedad respecto a los resultados tradicionales en la estimacio´n threshold.
Cuando la variable threshold es la propia perturbacio´n y el modelo no es continuo, todos
los estimadores, y no solo el del para´metro threshold, sera´n superconsistentes. Igualmente,
se muestra la distribucio´n asinto´tica de los estad´ısticos propuestos para el contraste de
las hipo´tesis ba´sicas del modelo, existencia de asimetr´ıas y existencia de perturbaciones
transitorias. Como en el cap´ıtulo anterior, tambie´n se estudiara´n las propiedades ba´sicas
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del modelo, invertibilidad y persistencia, y el comportamiento en muestras finitas de los
contrastes propuestos. Finalmente, el cap´ıtulo se cierra con la aplicacio´n de los resulta-
dos obtenidos para el caso del signo a diferentes series de ı´ndices de precios industriales
utilizadas por Wecker.
El Cap´ıtulo 4 es una aplicacio´n teo´rica del nuevo me´todo de identificacio´n de las per-
turbaciones introducido con los modelos ARTIMA. Este nuevo me´todo de identificacio´n
presenta dos caracter´ısticas fundamentales. La primera, hace referencia a la posibilidad
de identificar las perturbaciones en base a criterios econo´micos y lo´gicos. La segunda, a
la posibilidad de contrastar la validez de dichos criterios. Basado en este nuevo me´todo
de identificacio´n, este cap´ıtulo presenta una nueva definicio´n del componente transitorio
y permanente de una serie. Se analizara´n las ventajas que presenta la nueva definicio´n
frente a las ya existentes. Igualmente, se estudiara´ el efecto que la modelizacio´n ARTIMA
tiene en los me´todos de descomposicio´n tradicionales, fundamentalmente los propuestos
por Beveridge y Nelson (1981) y Componentes Inobservados (UC). El Cap´ıtulo finaliza
con dos aplicaciones de los me´todos propuestos a los precios de los activos y al Producto
Nacional Bruto Real de Estados Unidos. En el primer caso, la descomposicio´n permanente-
transitorio sirve para medir la eficiencia del mercado. En el segundo caso, la descomposicio´n
permitira´ estudiar en detalle los ciclos econo´micos.
El Cap´ıtulo 5 analiza la relacio´n existente entre los modelos no lineales threshold y la
propiedad de larga memoria, que tradicionalmente se ha modelizado a trave´s de los procesos
fraccionalmente integrados o ARFIMA. En concreto se analizara´n los modelos ARTIMA,
introducidos a lo largo de la Tesis, y los modelos Threshold Unit Root, TUR, introducidos
por Gonza´lez y Gonzalo (1998). Este tipo de relacio´n ha sido estudiada para otro tipo de
modelos no lineales por Diebold e Innoue (2001), Granger y Hyung (1999) y Granger y
Terasvirta (1999) entre otros. En este cap´ıtulo se prueba que esta relacio´n es similar a la
existente entre la propiedad de larga memoria y los modelos con break aleatorios en la
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media, utilizados por la teor´ıa para justificar la existencia de larga memoria en las series
econo´micas. Esta relacio´n depende del taman˜o muestral, por ello, a trave´s de un estudio de
Monte Carlo se muestra el comportamiento del estimador del para´metro de larga memoria
en los modelos ARTIMA y TUR para distintos taman˜os y bajo diferentes condiciones.
Tambie´n se estudia el comportamiento de los contrastes de larga memoria propuestos por
Geweke y Porter-Hudak (1983) y Tanaka (1999), y el contraste de ra´ız unitaria propuesto
por Dickey y Fuller (1979, 1981). Finalmente, este comportamiento se compara con el que
presentan dichos me´todos en los modelos lineales ARIMA y ARFIMA derivados de los
modelos no lineales ARTIMA y TUR. El objetivo de esta comparacio´n es comprobar que
porcentaje de esta larga memoria se debe netamente a las asimetr´ıas.
Finalmente, el Cap´ıtulo 6 expone las l´ıneas de investigacio´n futuras y presenta las
principales conclusiones de la Tesis.
1.2. Conceptos previos
El objeto de la Tesis es el estudio detallado de las asimetr´ıas en persistencia, as´ı como
de los modelos propuestos para su estudio. Por lo tanto, a lo largo de la misma se hara´ un
uso continuado del concepto de persistencia. Este concepto ha sido ampliamente tratado
en la literatura, aunque las definiciones que se han proporcionado de e´l no siempre han
sido coincidentes, sobre todo en el contexto de modelos no lineales. Por ello es conveniente
establecer desde el principio los matices que se consideran en esta Tesis.
Lo primero que conviene hacer notar es que, en un marco de asimetr´ıas en persistencia
donde las perturbaciones pueden ser permanentes o transitorias en funcio´n de las pro-
piedades de alguna variable relevante, la persistencia de la serie no va a coincidir con la
persistencia de todas las perturbaciones que la afectan. En este sentido, a lo largo de la
Tesis nos centraremos en la persistencia de las perturbaciones y no de la serie.
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Empezamos definiendo el tipo de perturbaciones que vamos a estudiar. E´stas sera´n las
que se producen a trave´s de las innovaciones ξt que definimos como la siguiente diferencia
de martingalas (mds) :
ξt = yt − E[yt| =t−1],
donde yt es la serie de intere´s, =t−1 = σ(yt−1, yt−2, ...) el sigma a´lgebra de Borel generado
por el pasado de la serie yt hasta t− 1 y E[yt| =t−1] la esperanza condicional. La seleccio´n
de esta definicio´n se basa en su fa´cil interpretacio´n y su relacio´n con las expectativas
racionales. Una perturbacio´n es aquello que se produce en t y que no era esperado en t−1.
Otra posibilidad, como proponen Gallant et al. (1993) en un contexto no parame´trico, es
definir las perturbaciones en te´rminos de variaciones de la propia serie yt, expresadas como
δyt. Esta definicio´n presenta la dificultad de identificacio´n e interpretacio´n de δ.
El concepto de persistencia de una perturbacio´n en una serie temporal se refiere a la
existencia de una dependencia entre las observaciones futuras y la propia perturbacio´n. Es
importante destacar que puede hacer referencia tanto a la duracio´n de la relacio´n como a la
magnitud de la misma. En concreto, a lo largo de esta Tesis, las asimetr´ıas hara´n referencia
a las diferentes magnitudes en la relacio´n entre las observaciones futuras y las perturbacio-
nes cuando la distancia entre ambas tiende a infinito. As´ı, definiremos como perturbaciones
transitorias aquellas que no tengan relacio´n, magnitud cero, con las observaciones futuras
cuando la distancia tienda a infinito. En cualquier otro caso, la perturbacio´n sera´ perma-
nente. Por lo tanto, para definir la persistencia sera´ necesaria una herramienta capaz de
medir dicha relacio´n. Esta herramienta es la funcio´n respuesta a un impulso. En la siguiente
seccio´n se hace un estudio detallado de las distintas definiciones de funcio´n respuesta a un
impulso, as´ı como de sus principales propiedades, centra´ndonos en el caso no lineal.
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1.2.1. Funcio´n respuesta a un impulso
Las definiciones que se muestran en esta seccio´n han sido adaptadas de los art´ıculos de
Koop et al. (1996) y Potter (2000). La funcio´n respuesta a un impulso mide el efecto de una
perturbacio´n en el comportamiento futuro de la serie. Por supuesto, hay muchas maneras
de medir este efecto. Para el caso lineal distinguimos las siguientes cuatro funciones. Sea
yt la variable de intere´s y Lk(yt, yt−1, ...) el predictor lineal de yt+k dada la realizacio´n
(yt, yt−1, ...). Por simplicidad, asumiremos que tomadas d diferencias de yt el proceso es
estacionario, de forma que usando la representacio´n de Wold tenemos que
Lk(yt, yt−1, ...) = (t+ k)µ+
∞∑
i=0
ψk+iut−i
donde ut es un ruido blanco. Las diferentes definiciones para la funcio´n respuesta a un
impulso son,
La funcio´n respuesta a un impulso lineal, (lirfk(δ)) que mide el efecto sobre la pre-
diccio´n lineal de yt+k de un cambio en yt de taman˜o δ:
lirfk(δ) = Lk(yt + δ, yt−1, ...)− Lk(yt, yt−1, ...) = ψkδ
La derivada del predictor lineal con respecto a yt:
dlirfk =
∂Lk(yt, yt−1, ...)
∂yt
= ψk
La funcio´n adaptativa lineal, que mide el cambio en la prediccio´n lineal ante la nueva
llegada de informacio´n en t:
ludk(ut) = Lk(yt, yt−1, ...)− Lk(yt−1, yt−2, ...) = ψkut
Estas tres definiciones comparten las siguientes propiedades; no dependen ni del futuro
ni del pasado de la serie y son sime´tricas respecto a cualquier caracter´ıstica de la perturba-
cio´n, esto es, el efecto de δ es igual al de −δ con signo opuesto y la mitad que 2δ. Adema´s,
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como es fa´cil comprobar, convenientemente estandarizadas las tres definiciones coinciden.
Estas propiedades son fa´cilmente derivables si tenemos en cuenta las propiedades de la
u´ltima definicio´n de funcio´n respuesta a un impulso propuesta por Potter (2000) y que
denomina “sample path operator”.
Consideremos dos realizaciones de un ruido blanco para las innovaciones {ut},
{
u∗j
}∞
j=−∞
y {uj}∞j=−∞, iguales excepto en t. Podemos obtener, por lo tanto,
{
y∗j
}∞
j=−∞ y {yj}
∞
j=−∞.
El “sample path operator”vendra´ dado por
y∗t+k − yt+k = ψk [u∗t − ut]
Por lo tanto, en el caso de procesos lineales, el efecto en la serie de u∗t respecto a ut,
solo depende de la diferencia entre ambas perturbaciones, no depende ni de ut o u
∗
t , ni del
pasado o futuro de la serie.
Sin embargo, cuando el proceso es no lineal, el “sample path operator”dependera´ de
las perturbaciones comparadas, u∗t y ut, as´ı como del pasado y futuro de la serie, con lo
que las diferentes definiciones no coincidira´n. Adema´s, esta dependencia del “sample path
operator”en las perturbaciones, el futuro o el pasado de la serie, invalida la representacio´n
de Wold de un modelo no lineal para estudiar las asimetr´ıas de la serie (ve´ase Potter, 2000).
Para extender las definiciones anteriores al caso no lineal Potter propone utilizar la
esperanza condicional como predictor, por lo tanto, las extensiones se definir´ıan como:
nlirfk(δ,=t) = E [yt+k| yt + δ, yt−1, ...]− E [yt+k| yt, yt−1, ...]
dnlirfk(=t) = l´ımδ→0 ∂nlirfk(δ,=t)∂δ
nludk(=t) = E [yt+k| =t]− E [yt+k| =t−1]
De esta forma, el efecto de la perturbacio´n en el futuro de la serie sera´ funcio´n de la
propia perturbacio´n (excepto en el caso de dnlirf) y del pasado de la serie. La dependencia
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del futuro es resuelta considerando su valor esperado. Dado que las definiciones no han de
coincidir, debemos decidir cual de ellas usaremos en la definicio´n de persistencia. En el caso
de la funcio´n nlirf , existe el problema de la seleccio´n e interpretacio´n de δ. El problema
fundamental de la definicio´n basada en la derivada, dnlirf , es que no siempre esta´ definida
e impone el ana´lisis de perturbaciones infinitesimales. Finalmente, teniendo en cuenta el
tipo de perturbaciones objeto de estudio a lo largo de la Tesis, yt −E[yt| =t−1], la funcio´n
nlud se revela como la eleccio´n natural.
Por lo tanto, como hacen Potter y Koop et al., la definicio´n de persistencia que usaremos
a lo largo de la Tesis se basara´ en la funcio´n nlud, y que estos autores denominan, funcio´n
respuesta a un impulso generalizada (GI), que tendra´ la siguiente expresio´n,
GI(k, ξt,=t−1) = E[yt+k| ξt,=t−1]− E[yt+k| =t−1],
cuando las innovaciones ξt sean la u´nica informacio´n adicional de t − 1 a t. La funcio´n
respuesta a un impulso dependera´, en general, del horizonte k, la perturbacio´n, ξt, y el
pasado =t−1.
1.2.2. Persistencia
En el caso de la funcio´n respuesta a un impulso lineal, una perturbacio´n sera´ transitoria
si los valores futuros de la serie no dependen de dicha perturbacio´n, lo cual se cumplira´ si
y so´lo si
l´ım
k→∞
dlirfk = 0,
donde dlirf puede ser sustituida por el resto de definiciones, dado que todas son equivalen-
tes. Cuando el valor de la funcio´n en el l´ımite sea distinto de 0, diremos que la perturbacio´n
es permanente. Respecto a la comparacio´n de dos perturbaciones permanentes, diremos que
es ma´s persistente aquella para la que l´ımk→∞ dlirfk es mayor.
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En el caso no lineal, como ya hemos comentado, usar la esperanza incondicional de la
GI puede eliminar efectos asime´tricos de las perturbaciones, por lo tanto, lo conveniente
sera´ considerar la GI como una variable aleatoria en ξt o =t−1 (con εt y wt realizaciones de
dichas variables aleatorias (v.a)). En general, podremos condicionar en una determinada
perturbacio´n, εt, y considerar la GI como una v.a en la historia de la serie,
GI(k, εt,=t−1) = E[yt+k| εt,=t−1]− E[yt+k| =t−1].
Alternativamente, podemos condicionar en una particular realizacio´n del pasado, wt−1 ∈
=t−1, y considerar la GI como una v.a en la perturbacio´n,
GI(k, ξt, wt−1) = E[yt+k| ξt, wt−1]− E[yt+k|wt−1].
En la pra´ctica, dependiendo de la informacio´n a priori y del ana´lisis a realizar, lo
habitual sera´ condicionar en subconjuntos particulares de la historia o la perturbacio´n,
GI(k,A,B) = E[yt+k| ξt ∈ A,=t−1 ∈ B]− E[yt+k| =t−1 ∈ B].
As´ı, si pensamos en yt como el Producto Nacional Bruto (PNB), A podr´ıa ser el conjunto
de las perturbaciones negativas y B el conjunto de todas las historias en las que la economı´a
se encontraba en recesio´n en el periodo ma´s reciente.
Al considerar la GI como una posible v.a, las medidas de persistencia de la respuesta
se hara´n a trave´s de la funcio´n de densidad de la GI. En concreto, y como propone Potter
(2000), usaremos la dispersio´n de la GI como medida de persistencia. Bajo estacionariedad,
ambas esperanzas condicionadas en la GI convergen al mismo valor, y por lo tanto, la GI
y su dispersio´n convergera´n a 0. Por el contrario, en el caso de un paseo aleatorio, la
dispersio´n de la GI se mantendra´ constante a medida que el horizonte de “prediccio´n” se
incrementa. En general, una mayor dispersio´n de la GI supone una mayor probabilidad de
valores extremos, y por lo tanto, una mayor magnitud en la relacio´n entre la observacio´n
futura y la perturbacio´n actual.
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Concretamente, diremos que una perturbacio´n perteneciente al subconjunto A y con-
dicionada a que =t−1 ∈ B es transitoria, si la GI(k,A,B) converge a cero cuando k tiende
a ∞ con probabilidad uno. En cualquier otro caso, la perturbacio´n perteneciente a A y
condicionada al suceso =t−1 ∈ B sera´ permanente. Cuando no exista una fo´rmula cerrada
para la GI, sera´ dif´ıcil comprobar la propiedad de transitoriedad, dado que las esperanzas
condicionadas se tendra´n que estimar, y por lo tanto, presentara´n siempre una varianza
residual. Para comparar la persistencia de las perturbaciones es necesario, por tanto, defi-
nir una medida de dispersio´n. En el caso de que las densidades de la GI tengan la misma
esperanza, Koop et al. (1996) y Potter (2000) proponen como medida de dispersio´n la do-
minancia estoca´stica de segundo orden. En concreto, la v.a X domina a Y en dominancia
estoca´stica de segundo orden si,∫
λ<t
FX(λ)∂λ−
∫
λ<t
FY (λ)∂λ ≤ 0, ∀t ∈ <
donde FX y FY son las funciones de distribucio´n de X e Y respectivamente. En general,
nos referiremos a dominancia “estricta”, esto es, para algu´n t la desigualdad es estricta
y por lo tanto cuando digamos que X domina a Y , supondremos que Y no domina a
X. As´ı, si la persistencia disminuye a medida que el horizonte temporal se incrementa, la
GI para el largo plazo debe dominar en dominancia estoca´stica de segundo orden a la de
corto plazo. Si existe un efecto multiplicativo, esto es, la persistencia es cada vez mayor, la
relacio´n de dominancia sera´ la opuesta. Igualmente, una perturbacio´n perteneciente a A y
condicionada a la historia B sera´ ma´s persistente que una perteneciente a A′ condicionada
a la historia B′ en el horizonte k si GI(k,A′, B′) domina a GI(k,A,B) en dominancia
estoca´stica de segundo orden.
El problema fundamental de la dominancia estoca´stica de segundo orden es que no
genera un orden completo. Otra posibilidad ser´ıa usar la desviacio´n t´ıpica como medida
de dispersio´n, ya que e´sta si generar´ıa un orden completo, aunque lo har´ıa a costa de una
definicio´n de persistencia ma´s de´bil.
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Finalmente, conviene comentar el caso particular en el que laGI(k,A,B) converge a una
constante µA,B distinta de 0 cuando k → ∞. En este caso, la dispersio´n de GI(k,A,B)
se anula cuando k tiende a infinito, aunque hay un efecto permanente en la esperanza
condicional. En este sentido, las perturbaciones pertenecientes a A condicionadas a la
historia B, pueden considerarse permanentes. Este efecto permanente se produce en el
componente determinista de la serie, por eso la GI(k,A,B) converge a una constante.
Esto es, la perturbacio´n desaparecera´ de la serie en el largo plazo, pero no su efecto en el
componente determinista. Por otro lado, si consideramos la descomposicio´n de Beveridge y
Nelson (1981), (B-N en adelante), para el componente permanente y transitorio de la serie,
las perturbaciones pertenecientes a A no formara´n parte de este componente permanente.
Esto se debe a que en la descomposicio´n de B-N se eliminan del componente permanente
los efectos deterministas de largo plazo. En este sentido, podr´ıamos considerar que las
perturbaciones pertenecientes a A son transitorias si la dispersio´n de GI(k,A,B) tiende
a cero, aunque su media sea distinta de cero. Sin embargo, en este caso la perturbacio´n
no podra´ ser considerada puramente transitoria, ya que presenta un efecto permanente,
aunque sea so´lo en el componente determinista.
1.3. Conclusiones
Este primer cap´ıtulo introductorio ha pretendido, por una parte, plantear la motivacio´n
para escoger el tema de investigacio´n que se desarrolla en la Tesis. E´sta fue doble, en primer
lugar, la necesidad de identificar las perturbaciones en base a me´todos endo´genos y ma´s
robustos, para lo cual, se introduce una nueva clase de modelos que desarrollan un concepto
de asimetr´ıa ma´s general y en la que se basara´ la identificacio´n de dichas perturbaciones.
En segundo lugar, el desarrollo de la teor´ıa asinto´tica necesaria para la estimacio´n y el
contraste de las hipo´tesis ba´sicas de este modelo. Por otra parte, este cap´ıtulo presenta la
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estructura y principales aportaciones, tanto en el campo teo´rico, como en su aplicacio´n a
series econo´micas reales. Por u´ltimo, se ha introducido tambie´n los conceptos ba´sicos en
los que se basa el desarrollo teo´rico de la presente Tesis Doctoral.
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Cap´ıtulo 2
Modelos ARTIMA. El Caso
Observable.
Resumen: En este cap´ıtulo introducimos los modelos Autoregresivos Integrados con
Threshold en la Media Mo´vil, que denominaremos modelos ARTIMA. En funcio´n de las
propiedades de la variable threshold distinguiremos dos clases fundamentales de modelos
ARTIMA. Cuando la variable threshold sea observable, hablaremos de modelos ARTIMA-
Observables. Cuando la variable threshold sea la perturbacio´n de la serie, y por tanto no
observable, hablaremos de modelos ARTIMA-Shock. Para el primer grupo de modelos,
ARTIMA-Observables, se estudiara´n en detalle las propiedades relacionadas con la per-
sistencia e invertibilidad. Se propondra´ un me´todo de estimacio´n para el que se obtienen
las condiciones suficientes de consistencia y normalidad asinto´tica. Igualmente, se presenta
la estrategia para el contraste de las hipo´tesis fundamentales asociadas al modelo. Final-
mente, el cap´ıtulo se concluye con una aplicacio´n pra´ctica del modelo a la tasa de desempleo
de Estados Unidos.
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2.1. Introduccio´n
Es comu´nmente aceptado que las series temporales en economı´a pueden tener respuestas
asime´tricas a las perturbaciones que forman la serie. Este es el caso del PNB, la tasa de
desempleo e inflacio´n, donde la respuesta asime´trica se ha relacionado con el Business Cycle
o el signo de la perturbacio´n, ver Breadry y Koop (1994), Falk (1986), Hamilton (1989),
Elwood (1998) y Nefti (1984) entre otros. Sin embargo, las asimetr´ıas en la respuesta a las
perturbaciones tambie´n aparecen en otras series, como determinados precios industriales o
stocks y tipos de cambio o intere´s, ver por ejemplo Wecker (1981), Engle y Smith (1999),
Obstfeld y Taylor (1997) y Bec, Salem y Carrasco (2004), entre otros. Estas asimetr´ıas
necesitan de modelos no lineales, entre los cuales cabe destacar, por su amplia aplicacio´n,
los modelos threshold. Como ya se comento´ en la introduccio´n, los modelos threshold se
caracterizan por considerar distintos reg´ımenes en la dina´mica de la serie, de forma que en
cada uno de los reg´ımenes la dina´mica es lineal, y el re´gimen se determina a trave´s de una
variable (que denominaremos variable threshold) y un vector de umbrales o thresholds.
A pesar del intere´s creciente de las asimetr´ıas en las series temporales y la potencial
aplicacio´n de los modelos threshold en este contexto, el desarrollo de la teor´ıa asinto´tica en
la estimacio´n e inferencia para determinados casos de los modelos threshold es limitada.
Los modelos threshold fueron introducidos por Tong (1983) y Wecker (1981) para el caso
particular de medias mo´viles. Para el caso de threshold en la parte autoregresiva (modelos
TAR), algunos resultados sobre consistencia e inferencia asinto´tica se pueden encontrar en
Chan (1993), Hansen (2000), Caner y Hansen (2001) y Gonzalez y Gonzalo (1998) entre
otros. Para el caso de threshold en la media mo´vil, (modelos TMA), hay varios trabajos
describiendo estos modelos, ver por ejemplo, Elwood (1998), Gooijer (1998) y Bra¨nna¨s y
Gooijer (1994), aunque no se presentan resultados teo´ricos sobre las propiedades asinto´ticas
de los estimadores. Solo en el contexto de inferencia indirecta se presentan resultados de
este tipo, ver por ejemplo Guay y Scaillet (2003).
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Otros modelos no lineales relacionados con los anteriores y utilizados en el estudio de
asimetr´ıas, son los modelos de transicio´n suave, caracterizados porque la transicio´n de un
re´gimen a otro se realiza a trave´s de una funcio´n suave, normalmente diferenciable. Algunas
propiedades y resultados teo´ricos sobre estos modelos se pueden encontrar, por ejemplo, en
Luukkonen, et al. (1988), Granger y Terasvirta (1993), Terasvirta (1994) y Engle y Smith
(1999). Finalmente, otra aproximacio´n diferente es la propuesta por Hamilton (1989) en
la que el cambio de re´gimen es el resultado de un proceso de Markov de estados discreto.
En este caso, la variable threshold no es observable, pero adema´s no es identificable, con
lo que no es posible explicar porque las asimetr´ıas se producen cuando e´stas se producen.
As´ı, el objetivo de este cap´ıtulo es introducir una nueva clase de modelos que permi-
ta extender el estudio de las asimetr´ıas en la respuesta a las perturbaciones de la serie,
incluyendo el caso de respuestas transitorias y permanentes, caso no estudiado hasta el
momento. A esta nueva clase de modelos la denominaremos modelos autoregresivos in-
tegrados con threshold en la media mo´vil, ARTIMA. Los modelos ARTIMA poseen un
componente de paseo aleatorio en la parte autoregresiva y diferentes reg´ımenes threshold
en la parte de medias mo´viles. En principio, dado que la serie es integrada de orden uno,
todas las perturbaciones sera´n permanentes, sin embargo, permitiendo una ra´ız unitaria en
algu´n re´gimen de la media mo´vil, se puede probar que bajo determinadas condiciones las
perturbaciones pertenecientes a ese re´gimen sera´n transitorias. Por lo tanto, estos modelos
permitira´n proponer un nuevo me´todo de identificacio´n de las perturbaciones basado en su
comportamiento a largo plazo, permanente o transitorio, y en criterios econo´micos gene-
rales, con la ventaja de que estos criterios son contrastables. Estos criterios se establecen
en funcio´n de la variable threshold, distinguiendo dos casos fundamentales, cuando la va-
riable threshold es observable, ARTIMA-Observable, y cuando es la propia perturbacio´n,
ARTIMA-Shock, y por lo tanto no observable.
En este cap´ıtulo se estudiara´n las propiedades de invertibilidad y persistencia del mode-
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lo ARTIMA-Observable. Igualmente, se prueba que los para´metros del modelo ARTIMA-
Observable esta´n identificados, proponie´ndose el me´todo de mı´nimos cuadrados condiciona-
dos (CLS) para su estimacio´n. Adema´s, se dan las condiciones para consistencia y normali-
dad asinto´tica de dichos estimadores que permitira´n la inferencia sobre las hipo´tesis ba´sicas
del modelo. Por lo comentado anteriormente, estas hipo´tesis ba´sicas sera´n dos, la existen-
cia de asimetr´ıas y la existencia de perturbaciones transitorias. La estrategia consistira´ en
un contraste en dos etapas. En primer lugar, se contrastara´ la existencia de asimetr´ıas o
efecto threshold. Bajo la hipo´tesis nula no habra´ efecto threshold, por lo que cuando el
para´metro threshold sea desconocido, no estara´ identificado, con lo que el estad´ıstico pro-
puesto sera´ del tipo supremo, ver Davies (1977, 1987). En segundo lugar, cuando se haya
rechazado la nula de ausencia de efecto threshold y los reg´ımenes en la MA no invertibles
sean factibles, la existencia de perturbaciones transitorias se hara´ a trave´s de un contraste
para la presencia de ra´ıces unitarias en algu´n re´gimen de la MA.
El resto del cap´ıtulo se organiza como sigue. En la Seccio´n 2 se presentan los modelos
ARTIMA. En la Seccio´n 3 se analizan las propiedades de invertibilidad y persistencia del
modelo ARTIMA-Observable. En la Seccio´n 4, se estudia la estimacio´n de dichos modelos.
En la Seccio´n 5, se discute la inferencia ba´sica del modelo. La Seccio´n 6 incluye la aplicacio´n
del modelo a la tasa de desempleo. La Seccio´n 7 presenta las conclusiones. Finalmente, el
Anexo 1 incluye una breve descripcio´n de los diferentes conceptos de dependencia as´ı como
determinadas propiedades y resultados de los mismos que se utilizara´n en diferentes pruebas
a lo largo de la Tesis. Todas las pruebas se encuentran en el Anexo 2, al final del cap´ıtulo.
2.2. Modelos ARTIMA.
En su forma general, los modelos autoregresivos integrados con threshold en la media
mo´vil, ARTIMA(p,m,d,1), son:
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Φp(L)(1− L)dyt = µ+
m+1∑
j=1
((1− θjL)εt) 1(rj−1 < zt−1 ≤ rj), (2.1)
donde Φp(L) es un polinomio de retardos de orden p con todas sus ra´ıces fuera del c´ırculo
unidad, 1(.) denota la funcio´n indicador, d ≥ 1 y zt−1 es la variable threshold que determina
el cambio de re´gimen. El te´rmino de error aleatorio εt es una secuencia real iid con E |εt|2γ
para algu´n γ > 2. Los para´metros threshold denotados (r1, ..., rm) con r0 = −∞, rm+1 =∞
son tales que ri ∈ <m∀i = 1, ...,m con <m = {(r1, ..., rm) : −∞ < r < r1 < ... < rm < r <∞}.
De esta manera todos los para´metros threshold deben pertenecer al intervalo acotado [r, r]
correspondiente al espacio muestral de la variable threshold. El para´metro d representa el
orden de integracio´n de la serie. En principio, los modelos ARTIMA presentan un compo-
nente de medias mo´viles siempre de orden 1. La funcio´n de la MA en los procesos ARTIMA
es recoger la posibilidad de perturbaciones transitorias en el marco de un proceso integra-
do. Para ello, es suficiente una MA de orden 1 y d = 1. El comportamiento de la serie
en el corto plazo se recogera´ en el componente autoregresivo. Finalmente, la seleccio´n de
zt−1 como variable threshold en vez de zt permite que, como veremos ma´s adelante, la
persistencia de εt dependa de zt.
A lo largo de la Tesis distinguiremos dos clases fundamentales de modelos ARTI-
MA. En el primer caso, la variable threshold es funcio´n de una variable observable en
t, zt−1 = g
(
z∗t−1
)
. Este caso lo denotaremos como ARTIMA-Observable y un ejemplo ser´ıa
el incremento de la serie, z∗t−1 = (1− L) yt−1. El segundo caso aparece cuando la varia-
ble threshold es una funcio´n de la propia perturbacio´n, zt−1 = g (εt−1), y por lo tanto no
observable, y que denotaremos por ARTIMA-Shock. Adema´s, en este caso distinguiremos
dos tipos de funciones g(.), la funcio´n identidad, g (εt) = εt, que cuando m = 1 y r1 = 0
esta asociada al signo de la variable threshold, y la funcio´n valor absoluto, g (εt) = |εt|,
asociada al taman˜o de la perturbacio´n.
Para presentar los resultados principales de los modelos ARTIMA usaremos una versio´n
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ma´s simple del modelo 2.1, donde m = d = 1,
Φp(L)(1− L)yt = µ+
 εt − θ1εt−1 if zt−1 > rεt − θ2εt−1 if zt−1 ≤ r, (2.2)
o de forma ma´s compacta,
Φp(L)(1− L)yt = µ+ εt − θt−1εt−1, (2.3)
con θt−1 = θ1 si zt−1 > r e igual a θ2 en otro caso. Como veremos ma´s adelante, este modelo
permitira´, bajo determinadas condiciones que se establecera´n en cada caso, la existencia de
perturbaciones permanentes y transitorias dependiendo del re´gimen de la media mo´vil en
el que se generen. En concreto, la existencia de una ra´ız unitaria en uno de los reg´ımenes
de la media mo´vil sera´ una condicio´n necesaria para este tipo de asimetr´ıa.
En general, los threshold en la parte autoregresiva no generara´n este tipo de asimetr´ıas.
Los threshold en el AR generan asimetr´ıas en la magnitud de la persistencia en el corto
plazo, pero a largo plazo, todas las perturbaciones sera´n transitorias o permanentes, de-
pendiendo de las propiedades de memoria de zt. En el caso de los threshold en la MA, la
posibilidad de una ra´ız unitaria en uno de los reg´ımenes podra´ generar, al cancelar la ra´ız
unitaria de la parte AR, perturbaciones transitorias. Para ello es necesario que la serie de
intere´s, yt, sea integrada.
En el resto del cap´ıtulo estudiaremos las propiedades del modelo ARTIMA-Observable,
el me´todo de estimacio´n y las diferentes estrategias de contraste de las hipo´tesis de intere´s.
2.3. ARTIMA-Observable
Como se establecio´ en la seccio´n anterior, a continuacio´n realizamos un ana´lisis deta-
llado de la principales propiedades del modelo ARTIMA-Observable, que corresponde a
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la expresio´n (2.2) con zt observable. De ahora en adelante requerimos los siguientes su-
puestos, donde f(.) es la funcio´n de densidad de εt, =t−1 = σ(εt−1, zt−1, εt−2, zt−2, ...) es el
σ − algebra generado por las v.a (ε, z) hasta t − 1 (ver Anexo 1), y θ0 = (θ01, θ02, r0) y σ2ε
representan los verdaderos valores de los para´metros del proceso.
G.0 εt iid (0, σε), con una funcio´n de densidad continua 0 < f (εt) < ∞ para ∀εt y
E|εt|2γ <∞ con γ > 2.
G.1 |θ01 − θ02| = ∂0 > 0.
G.2 zt y xt = (1 − L)yt son estacionarios, ergo´dicos y φ − mixing de taman˜o −a con
a > 1.
G.3 Φp(L) tiene todas las ra´ıces fuera del circulo unidad, y µ ∈ [−µ, µ] con µ <∞.
I.0 θi = 1 para algu´n i = 1, 2.
I.1 E [εt| =t−1] = 0 y E [εt(1− θt)| =t−1] = 0 para todo t.
A.0 E (log(θ2t )) < 0.
A.1 θ0 ∈ Θθ = {[−1 + δ, 1 + δ]× [−1 + δ, 1− δ]× [r, r] }, con δ > 0, tal que
E
(
q−1∏
i=0
|θt−i|2γ
/
=t−q
)
< λ < 1, con θt = (1 + δ)1(zt > r) + (1− δ)1(zt ≤ r)
para algu´n q <∞.
A.2 E
( |εt|2γ 1 (z′ ≤ zt ≤ z)/=t−1) ≤ |z − z′|σ2γε/z con σ2γε/z <∞ y γ ≥ 1,
E (1 (z′ ≤ zt ≤ z)/=t−1) ≤ |z − z′|M, con M < ∞, y z′ < z ∈ [r, r] dos valores
diferentes de zt.
A.3 mı´nz′,z E
(|εt−1|2γ 1 (z′ < zt−1 < z)) ≥ |z − z′|σ2ε/z > 0
M(r) = E
[
1(zt−1 < r)Xt−1X ′t−1
]
> 0
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M(r) = E
[
1(zt−1 > r)Xt−1X ′t−1
]
> 0
con X ′t−1 = [xt−1, ..., xt−p, 1, εt−1] y z
′ < z ∈ [r, r] dos valores diferentes de zt.
La definicio´n de φ−mixing se encuentra en el Anexo 1. Los supuestos generales G.0 a
G.2 son usuales en los modelos threshold. El supuesto G.3 define el espacio parame´trico de
la parte del modelo no relacionada con el componente threshold. I.0 e I.1 son condiciones
suficientes para obtener perturbaciones transitorias y permanentes definidas en funcio´n
de la GI. I.0 implica que, en este sentido, es necesario una ra´ız unitaria en alguno de los
reg´ımenes de la MA, e I.1, que las perturbaciones han de ser una secuencia de martingalas
en diferencias, (mds en adelante) en el modelo y en cada uno de los reg´ımenes. A.0 establece
las condiciones suficientes para la invertibilidad del modelo. Finalmente, A.1 a A.3 se usan
en la prueba de consistencia y normalidad asinto´tica de los estimadores. A.1 describe el
espacio parame´trico relacionado con el componente threshold. No´tese que solo el re´gimen
zt > r puede ser no invertible. Sin embargo, esta condicio´n no excluye la otra posibilidad,
dado que {zt < r} ≡ {−zt > −r}. A.2 es una cota de los momentos condicionales de εt y
zt, y A.3 implica una condicio´n de rango completo que se usa en la identificacio´n de los
para´metros, y que fundamentalmente establece la discontinuidad del modelo. Los supuestos
A.2 y A.3 esta´n en el esp´ıritu de los supuestos 1.4, 1.5, 1.7 y 1.8 de Hansen (2000).
En las Figuras 2.1 a 2.3, se encuentran representadas varias series correspondientes a
modelos ARTIMA-Observables, incluyendo en cada caso un paseo aleatorio. En los gra´ficos
del lado izquierdo se muestran las series para distintos valores de r, θi y µ, y en el derecho
sus funciones de autocorrelacio´n. Concretamente, los modelos son:
Figura 2.1: (1−L)yt = µ+εt−θ1εt−11(|xt−1| > r)−θ2εt−11(|xt−1| ≤ r) con xt = (1−L)yt.
Figura 2.2: (1− L)yt = µ+ εt − θ1εt−11(xt−1 > r)− θ2εt−11(xt−1 ≤ r)
Figura 2.3: (1− L)yt = µ+ εt − θ1εt1((|zt−1| > r)− θ2εt1(|zt−1| ≤ r) con zt ∼ iidN(0, 1).
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Los valores que pueden tomar θ1 y θ2 son 0 y 1. Si θi = 1 denotaremos al re´gimen i como
transitorio, y si θi = 0 como permanente. En el gra´fico que representa la autocorrelacio´n se
muestra el porcentaje de perturbaciones en cada uno de los reg´ımenes. Un hecho destacable
es que la funcio´n de autocorrelacio´n del paseo aleatorio no muestra siempre el decaimiento
ma´s lento, a pesar de ser la serie con mayor porcentaje de perturbaciones permanentes. La
razo´n se encuentra en la varianza estimada de la serie, con la que se estandariza la funcio´n
de autocorrelacio´n. El decaimiento en la autocorrelacio´n sera´ ma´s lento en la medida en que
las perturbaciones permanentes contribuyan menos a la varianza de la serie. Este efecto
se puede ver claramente en la Figura 2.1. Otro hecho destacable, es que esta diferencia
desaparece cuando introducimos deriva en el modelo.
Despue´s de describir las condiciones suficientes que usaremos en el ana´lisis de los mo-
delos ARTIMA-Observables y algunos gra´ficos de las series, en el resto de esta seccio´n nos
centramos en el estudio de la persistencia, a trave´s de la funcio´n respuesta a un impulso,
y la invertibilidad.
2.3.1. Funcio´n Respuesta a un Impulso
Como se comento´ en el cap´ıtulo introductorio, para definir la persistencia de las per-
turbaciones, y por tanto, para establecer si una perturbacio´n es permanente o transitoria,
nos basaremos en la funcio´n respuesta a un impulso general (GI) propuesta por Koop
et al. (1996) y Potter (2000). Recordamos la expresio´n de la GI para una determinada
perturbacio´n εt e historia wt−1,
GI (k, εt, wt−1) = E [yt+k| εt, wt−1]− E [yt+k|wt−1] para k = 0, 1, 2, .. (2.4)
Para el caso de los modelos ARTIMA-Observables, es fa´cil comprobar que la persistencia
de cada perturbacio´n dependera´ tambie´n de zt. Como zt es observable en t, proponemos
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Figura 2.1: Serie ARTIMA con zt = |xt|
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Nota: ARTIMA: (1− L)yt = µ + εt − θ1εt−11(|(1− L)yt−1| > r)− θ2εt−11(|(1− L)yt−1| < r); RW: (1− L)yt = µ + εt.
Re´gimen Transitorio: θi = 1; Re´gimen Permanente: θi = 0.
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Figura 2.2: Serie ARTIMA con zt = xt
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Nota: ARTIMA: (1− L)yt = µ + εt − θ1εt−11((1− L)yt−1 > r)− θ2εt−11((1− L)yt−1 < r); RW: (1− L)yt = µ + εt.
Re´gimen Transitorio: θi = 1; Re´gimen Permanente: θi = 0.
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Figura 2.3: Serie ARTIMA con zt = |ut|
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Nota: ARTIMA: (1− L)yt = µ + εt − θ1εt−11(|ut−1| > r)− θ2εt−11(|ut−1| < r), ut ∼ iidN(0, 1); RW: (1− L)yt = µ + εt.
Re´gimen Transitorio: θi = 1; Re´gimen Permanente: θi = 0.
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extender la definicio´n anterior de GI para vt = (εt, zt):
GI(k, vt, wt−1) = E [yt+k| vt, wt−1]− E [yt+k|wt−1] para k = 0, 1, 2, ..
donde en este caso, wt−1 es la historia pasada de vt. Cuando zt no sea contempora´nea a
εt, la generalizacio´n no sera´ necesaria ya que zt se podra´ incluir en wt−1. Cuando zt sea
contempora´nea a la perturbacio´n, no podra´ entrar en wt−1, y la generalizacio´n sera´ necesaria
para una correcta interpretacio´n de la GI.
El siguiente lema establece la relacio´n entre la ra´ız unitaria en uno de los reg´ımenes de
la MA y la existencia de perturbaciones transitorias en los modelos ARTIMA.
Lema 2.1 Sea yt un proceso ARTIMA como (2.2) con
Ψ(L) =
∞∑
j=0
ψjL
j,
el polinomio de retardos en su representacio´n MA(∞) de Φp(L)xt = ²t, bajo G.3, I.0 e I.1,
la funcio´n GI de yt viene dada por
GI (k, vt, wt−1) =
 ψk−1εt si θt = 1[(1− θ)∑k−2j=0 ψj + ψk−1] εt si θt = θ 6= 1,
donde ψ0 = 1 y l´ımk→∞ ψk = 0;
Claramente cuando θt = 1, lo que implica un re´gimen MA no invertible, la pertur-
bacio´n εt es transitoria, dado que l´ımk→∞ ψk−1εt = 0. En el otro caso, cuando θt 6= 1, la
perturbacio´n εt sera´ permanente ya que (1− θ)
∑k−2
j=0 ψj sera´ diferente de 0 cuando k →∞.
Conviene destacar dos comentarios respecto al resultado del lema 2.1. El primero, es que
la persistencia de εt dependera´ de zt, y no de zt−1. Y el segundo, que bajo las condiciones
del lema se obtiene la expresio´n exacta de la GI, y no es necesaria su estimacio´n. En los
modelos no lineales este no sera´ el resultado habitual. La clave para este resultado es el
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supuesto I.1. Una condicio´n suficiente para I.1 es que 1(zt > r) no este causado en media
en el sentido de Granger por εt, esto es, E [1(zt ≤ r)/ εt,=t−1) = E (1(zt ≤ r)/=t−1].
Para un mejor entendimiento del comportamiento de la GI y de sus peculiaridades en
el caso de los modelos ARTIMA-Observable, a continuacio´n consideramos varios ejemplos
de modelos lineales y no lineales para los que se calcula la GI teo´rica y estimada.
Ejemplo 1: En este ejemplo consideramos el modelo lineal general,
yt =
∞∑
j=0
θjεt−j.
Como vimos en el Cap´ıtulo 1, la GI para este modelo sera´,
GI(k, εt, wt−1) = θkεt.
Por lo tanto, existen dos posibilidades, l´ımk→∞ θk = 0 o l´ımk→∞ θk 6= 0. En el primer
caso, todas las perturbaciones son transitorias. En el segundo, todas son permanentes. Las
propiedades de persistencia de εt so´lo dependen de θk, ni del pasado ni de s´ı misma. Para
realizar el ejercicio comparativo consideramos el paseo aleatorio:
RW: yt = yt−1 + εt,
con la siguiente funcio´n GI:
GI(k, εt, wt−1) = εt.
Claramente, todas las perturbaciones son permanentes.
Ejemplo 2: En este ejemplo consideraremos el siguiente modelo TAR:
yt = φ1yt−11 (zt−1 > r) + φ2yt−11 (zt−1 ≤ r) + εt.
Como puede probarse fa´cilmente,
GI (k, εt, wt−1) =
k−1∑
j=0
[E (φt+k,jεt+k−j|wt−1, εt)− E (φt+k,jεt+k−j|wt−1)]
+E (φt+k,kεt|wt−1)− E (φt+k,k| εt, wt−1) εt.
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con φt = φ11 (zt > r) + φ21 (zt < r) y φt+k,j =
∏j
i=1 φt+k−i. La funcio´n GI en los modelos
TAR es no lineal, y puede depender del pasado y de εt. En general, sera´ dif´ıcil obtener las
esperanzas condicionadas que aparecen en la parte derecha de la igualdad, por lo que ha-
bra´ que estimarlas por simulacio´n. Esta estimacio´n se describe detalladamente en pa´rrafos
posteriores. En cualquier caso, bajo la condicio´n I.1,
GI (k, εt, wt−1) = E (φt|εt, wt−1)
t+k−1∏
j=t+1
E (φj|εt, wt−1) εt.
Bajo determinadas propiedades de estacionariedad y ergodicidad de zt la GI conver-
gera´ a 0 cuando k →∞ si E (φt) < 1. Por lo tanto, aunque se obtenga un comportamiento
asime´trico en la persistencia, todas la perturbaciones sera´n transitorias.
Los modelos concretos usados en la comparacio´n son:
TAR 1 : yt = yt−11 (|zt−1| > 0.6) + 0.5yt−11 (|zt−1| ≤ 0.6) + εt con zt iid N(0, 1) indepen-
diente de εt.
TAR 2 : yt = yt−11 (|xt−1| > 0.6) + 0.5yt−11 (|xt−1| ≤ 0.6) + εt con xt = (1− L)yt.
Ejemplo 3: Finalmente en este ejemplo consideramos los modelos ARTIMA-Observables
de la ecuacio´n (2.2) y cuya GI, bajo las condiciones I.0 e I.1, esta´ descrita en el lema 2.1.
Los modelos concretos considerados son:
ARTIMA 1 : (1− 0.5L)(1− L)yt = εt − 0.5εt−11 (|zt−1| > 0.6)− εt−11 (|zt−1| ≤ 0.6) con
zt iid N(0, 1) independiente de εt.
ARTIMA 2 : (1− 0.5L)(1− L)yt = εt − 0.5εt−11 (|xt−1| > 0.6)− εt−11 (|xt−1| ≤ 0.6) con
xt = (1− L)yt.
En las Figuras 2.4 y 2.6 se representan las estimaciones de la funcio´n de densidad de la
GI para los modelos RW, TAR 1, ARTIMA 1 y RW, TAR 2, ARTIMA 2 respectivamente.
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En todos los casos, εt es iid N(0, 1). En la estimacio´n de la GI generamos un solo pasado
de la serie, de taman˜o T − 1 con T = 200, B = 500 replicaciones de (εlT , zlT ), y para cada
una de las B replicaciones de (εlT , z
l
T ), B1 = 1000 replicaciones de
{
(εiT+j, z
i
T+j)
}N
j=0
con
N = 30. As´ı, obtenemos
{
GI(k, (εlT , z
l
T ), wT−1),
}B
l=1
con:
GI(k, (εlT , z
l
T ), wT−1) = Ê
(
ylT+k
/
(εlT , z
l
T ), wT−1
)− Ê (ylT+k/wT−1)
Ê
(
ylT+k
/
(εlT , z
l
T ), wT−1
)
= B1−1
B1∑
i=1
yi,lc,T+k
Ê
(
ylT+k
/
wT−1
)
= B1−1
B1∑
i=1
yi,lT+k
e yi,lc,T+k obtenido de la ecuacio´n del modelo correspondiente, con (ε
l
T , z
l
T ) y
{
(εiT+j, z
i
T+j)
}N
j=1
,
mientras que yi,lT+k se obtiene de la misma ecuacio´n pero con
{
(εiT+j, z
i
T+j)
}N
j=0
. Por lo tanto,
para estimar la GI de una perturbacio´n perteneciente al re´gimen zt ∈ A, usaremos:
Ê
(
ylT+k
/
εlT , z
l
T ∈ A,wT−1
)
= B1−1
B1∑
i=1
yi,lc,T+k1
(
zlt ∈ A
)
.
En cada ejemplo, calcularemos la GI condicionada a que |zt| > r y su complementa-
rio, |zt| > r. En la Figura 2.4 se muestra la densidad estimada para el primer grupo de
modelos, cuando la variable threshold es una v.a independiente, y por lo tanto cumple las
condiciones I.0 e I.1. En el caso ARTIMA, podemos ver como la densidad estimada de las
perturbaciones para el re´gimen transitorio, (valores de zt pequen˜os), esta´ centrada en cero
y su dispersio´n converge hacia cero. Por el contrario, la dispersio´n de la densidad estima-
da de las perturbaciones para el re´gimen permanente, (valores de zt grandes), se mantiene
constante, replicando el resultado del lema 2.1. Como puede verse en las otras dos columnas
de gra´ficos, correspondientes a los casos del modelo TAR y Paseo Aleatorio, estos modelos
no replican este tipo de asimetr´ıa. Claramente, el caso del Paseo Aleatorio, por lineal, no
presenta asimetr´ıa. El caso del modelo TAR, aunque presenta asimetr´ıas en la persistencia
en funcio´n del taman˜o de la variable zt, las perturbaciones de ambos reg´ımenes son transi-
torias. Esto se aprecia mejor en la Figura 2.5, donde se representa la esperanza estimada
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Figura 2.4: Densidad Estimada de la GI. zt ∼ iid|N(0, 1)|.
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Figura 2.5: Esperanza Estimada de la GI
εt
. zt ∼ iid|N(0, 1)|.
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de la GI estandarizada, esto es, GI(k, vt, wt)/εt. Si no estandarizamos, la esperanza de la
GI sera´ cero en cada caso, y no tendra´ sentido la comparacio´n. En este gra´fico se aprecia
claramente como para el modelo TAR, aunque el efecto de las perturbaciones de re´gimen
|zt| > 0.6 decae ma´s lentamente que el resto, tambie´n son transitorias, ya que su efecto
tiende a cero. Para el modelo ARTIMA, las perturbaciones del re´gimen |zt| > 0.6 tienen el
mismo efecto que en la ra´ız unitaria, mientras que las del re´gimen |zt| ≤ 0.6 se asemejan
a las del modelo TAR, y por lo tanto, son transitorias. La esperanza de la GI se obtiene a
trave´s de la mediana muestral para evitar posibles valores extremos al dividir por εt.
Para el segundo grupo de modelos, la variable threshold es |xt|, el valor absoluto del
incremento de la serie. El resultado es similar al anterior, sin embargo, para el modelo
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ARTIMA no se puede concluir que las perturbaciones pertenecientes al re´gimen de incre-
mentos pequen˜os, |xt| ≤ 0.6, generen efectos transitorios, y esto a pesar de que el re´gimen
es no invertible. La razo´n de este comportamiento se encuentra en que el modelo ARTIMA
con zt = |xt| no cumple la condicio´n I.1. Como en el caso anterior, en la Figura 2.7 se
representa la esperanza estimada de la GI estandarizada. Claramente, el efecto medio de
las perturbaciones del re´gimen |xt| ≤ 0.6 no tiende a cero. Sin embargo, la asimetr´ıa en este
modelo ARTIMA sigue siendo diferente a la del TAR, ya que la asimetr´ıa en la persistencia
en el modelo ARTIMA afecta al efecto a largo plazo, k →∞, y no solo a corto plazo.
En este estudio, so´lo hemos tenido en cuenta las posibles asimetr´ıas provocadas por
zt. Sin embargo, es posible que estos modelos, ARTIMA-Observable y TAR, presenten
asimetr´ıas en la persistencia en funcio´n de las propiedades de otras variables, como por
ejemplo, el signo o taman˜o de la perturbacio´n.
2.3.2. Invertibilidad
En esta seccio´n estudiaremos la invertibilidad del modelo ARTIMA-Observable. Como
en el caso de la funcio´n respuesta a un impulso, la no linealidad elimina la posibilidad de
usar la definicio´n cla´sica de invertibilidad. Por ello, usaremos una definicio´n de invertibi-
lidad ma´s general introducida por Granger y Andersen (1978) y mejorada posteriormente
por Hallin (1980). Hallin prueba que bajo no linealidad y con coeficientes constantes, am-
bas definiciones son equivalentes. Claramente, los modelos ARTIMA entran dentro de esta
clase, aunque podr´ıan interpretarse como modelos lineales con coeficientes aleatorios.
La definicio´n de Granger y Andersen es la siguiente,
Definition 2.1 (Granger y Andersen) El proceso xt = g(xt−1, εt−1, ..., xt−p, εt−p) + εt es
invertible si
l´ım
t→∞
E
(
v2t
)
= 0
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Figura 2.6: Densidad Estimada de la GI. zt = |xt|.
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Figura 2.7: Esperanza Estimada de la GI
εt
. zt = |xt|.
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con
vt = εt − ε̂t = εt − (xt − g(xt−1, ε̂t−1, ..., xt−p, ε̂t−p))
Esta definicio´n de invertibilidad garantiza que en los procesos invertibles las innovacio-
nes se podra´n recuperar de la serie observada, de forma que el error cometido tiende a 0 con
t. Cuando se trabaja con MA, ya sean lineales o no lineales, y prediccio´n, la invertibilidad
se convierte en una propiedad fundamental, ya que las predicciones de la serie dependera´n
de la innovaciones pasadas, que no son observadas, y por lo tanto, han de obtenerse de la
serie observada.
El principal resultado sobre invertibilidad para el modelo ARTIMA-Observable se pre-
senta en el siguiente lema.
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Lema 2.2 Sea yt un proceso ARTIMA como (2.2), con zt observable, entonces bajo G.0,
G.2 y A.0, yt es invertible.
Por lo tanto, a la vista del lema 2.2, es posible que el proceso yt sea invertible y tener
algu´n re´gimen MA no invertible. Las condiciones suficientes G.0, G.2 y A.0, son muy
similares a las de estacionariedad en los modelos Threshold Autoregresivos, TAR.
2.4. Estimacio´n
En esta seccio´n presentamos el me´todo de estimacio´n propuesto y los resultados de
identificabilidad, consistencia y tasa de convergencia de los estimadores. Para el u´ltimo re-
sultado definimos el orden de convergencia Op(T
−α) en el siguiente sentido, XT es Op(T−α)
si para ∀ε > 0 ∃4ε <∞ y Tε ≥ 1 entero tal que P [|T αXT | > 4ε] < 1− ε para ∀T > Tε.
Como me´todo de estimacio´n se propone Mı´nimos Cuadrados Condicionales (CLS), que
es el me´todo propuesto por Chan (1993) para la estimacio´n de los para´metros en los modelos
SETAR. Los resultados de intere´s respecto a los estimadores, se probara´n para el siguiente
caso particular de modelo ARTIMA-Observable:
(1− ρL)∆yt = (1− ρL)xt = µ+ εt − θt−1εt−1 = µ+
 εt − θ1εt−1 if |zt−1| > rεt − θ2εt−1 if |zt−1| ≤ r,
con ∆ = (1 − L). Las pruebas para el caso mas general, p > 1, se siguen directamente
a partir de las pruebas desarrolladas en esta Tesis. As´ı, en este modelo los para´metros
a estimar sera´n cinco, (θ1, θ2, ρ, µ, r). En esta seccio´n probaremos que bajo determinadas
condiciones y a trave´s de la estimacio´n CLS estos para´metros esta´n identificados y sus
estimadores son consistentes.
En general, para los modelos Threshold autoregresivos (TAR), la tasa de convergencia
de los estimadores es T 1/2, excepto para r, el para´metro threshold, que sera´ T . Este parti-
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cular resultado para el estimador de r, se debe a la clase de discontinuidad que el modelo
presenta en el para´metro r a trave´s de la funcio´n indicador.
En el me´todo CLS la funcio´n objetivo sera´ la suma de los errores al cuadrado, la cual,
definiendo β = (θ1, θ2, ρ, µ), se puede expresar como,
QT (β, r) =
T∑
t=1
e2t (β, r) .
con
et (β, r) = xt − ρxt−1 − µ+ θt−1et−1 (β, r) , e0 = 0,
θt−1 =
 θ1 if zt−1 > rθ2 if zt−1 ≤ r.
Por tanto, el estimador de mı´nimos cuadrados condicionales (CLSE) de φ0, con φ0 =
(β0, r0) el verdadero valor de los para´metros, se define como φ̂T =
(
β̂T , r̂T
)
, que debe
satisfacer:
β̂T (r) = arg mı´n
β∈Θβ
QT (β, r)
y
r̂T = arg mı´n
r∈[−r,r]
QT
(
β̂T (r), r
)
donde Θβ = {β t.q θ ∈ Θθ, ρ ∈ [−1 + δ, 1− δ] y µ ∈ [−µ, µ]} con Θθ y δ definidos
en el supuesto A.1. Los resultados respecto a φ̂T se resumen en el siguiente teorema.
Teorema 2.2 Bajo G.0-G.3 y A.1-A.3, β̂i,T = β
0
i + Op
(
T−1/2
)
para i = 1, ..., 4 y r̂T =
r0 +Op (T
−1).
Prueba, ver Anexo 2.
Este Teorema establece la existencia de un u´nico mı´nimo en QT (β, r) alcanzado en φ
0,
la consistencia de los CLSE y su tasa de convergencia. Concretamente, los estimadores de
los para´metros en los que la funcio´n QT (β, r) es continua, sera´n consistentes con tasa de
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convergencia igual a T 1/2. Adema´s, el estimador del u´nico para´metro respecto al cual la
funcio´n objetivo no es continua, r0, sera´ superconsistente con tasa T . La discontinuidad de
QT (β, r) en r se establece por el supuesto A.3. Este resultado coincide con el obtenido por
Chan (1993) para los modelos SETAR.
2.5. Inferencia
En esta seccio´n estudiamos los resultados necesarios para desarrollar la inferencia rela-
tiva al modelo ARTIMA-Observable. De las propiedades de este tipo de modelos, se deduce
que dos son las hipo´tesis principales a contrastar, la existencia de asimetr´ıas en la persis-
tencia de las perturbaciones, y la existencia de perturbaciones transitorias y permanentes.
La estrategia de contraste de ambas hipo´tesis sera´ la siguiente: en primer lugar, contras-
taremos la existencia de asimetr´ıas o efecto threshold, donde la hipo´tesis nula sera´ la no
existencia de efecto threshold, esto es, el modelo es lineal. En caso de rechazar esta hipo´tesis
nula, pasamos a contrastar la existencia de perturbaciones transitorias, que como vimos en
la Seccio´n 2.3.1, se traduce en el contraste de ra´ız unitaria en algu´n re´gimen de la media
mo´vil, asumido que se cumple I.1.
El resto de la seccio´n se distribuye de la siguiente manera. En primer lugar presentamos
los resultados de inferencia asinto´tica cuando r0 es conocido. En este caso, el resultado
respecto a la distribucio´n asinto´tica de los estimadores sera´ suficiente para el contraste
de las dos hipo´tesis de intere´s. En segundo lugar, estudiaremos la inferencia cuando r0 es
desconocido. En este caso, el contraste de existencia de threshold necesitara´ de resultados
adicionales, dado que bajo H0, r
0 no esta´ identificado.
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2.5.1. Inferencia cuando r0 es conocido
Conocer el valor del para´metro threshold no es el contexto habitual, excepto cuando
las asimetr´ıas vengan provocadas por el signo de alguna variable. En este caso, la eleccio´n
natural es r0 = 0, y podr´ıa estar justificado asumir que r0 es conocido.
Los resultados relevantes para la inferencia asinto´tica cuando r0 es conocido se resumen
en los siguientes dos Teoremas que presentamos a continuacio´n. El primer Teorema, dado
que r0 es conocido, muestra la distribucio´n asinto´tica de β̂ =
(
θ̂1, θ̂2, µ̂, ρ̂
)
. El segundo
teorema establece la consistencia del estimador de la matriz de varianzas y covarianzas de
la distribucio´n asinto´tica.
Teorema 2.3 Sea β̂ el estimador CLS para el modelo ARTIMA descrito en (2.2), con zt
observable, bajo G.0, G.2, G.3 y A.1-A.3,
T 1/2
(
β̂ − β
)
d−→ N
(−→
0 , σ2εH
−1
)
con,
H = E
[
ht
(
φ0
)
h′t
(
φ0
)]
ht =
(
h
(1)
t , h
(2)
t , h
(3)
t , h
(4)
t
)′
=
∂et(β)
∂β
∣∣∣∣
β=β0
h
(1)
t =
t∑
j=0
j∏
k=1
θ0t−kε
+
t−1−j, h
(2)
t =
t∑
j=0
j∏
k=1
θ0t−kε
−
t−1−j
h
(3)
t = −
t∑
j=0
j∏
k=1
θ0t−kxt−1−j, h
(4)
t = −
t∑
j=0
j∏
k=1
θ0t−k
0∏
k=1
θ0t−k = 1
θ0t = θ
0
11 (zt > 0) + θ
0
21 (zt < 0)
ε+t = 1(zt > r
0)εt y ε
−
t = εt − ε+t .
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Prueba, ver Anexo 2.
Como en el caso esta´ndar de los modelos TAR, la distribucio´n asinto´tica de los es-
timadores de los para´metros respecto a los cuales el modelo es continuo, es una normal
multivariante de media 0, y matriz de varianzas y covarianzas que depende de las derivadas
del proceso et(β) respecto a los para´metros β. Sin embargo, esta matriz de varianzas es des-
conocida. Por lo tanto, para poder hacer inferencia basada en esta distribucio´n asinto´tica,
sera´ necesario obtener un estimador consistente de la matriz de varianzas y covarianzas.
Este estimador y su consistencia, se proponen en el siguiente teorema.
Teorema 2.4 Bajo los supuestos del Teorema 2.3
σ̂2ε
1
T
T∑
t=2
Ĥ i,jt
p−→ σ2εH i,j
con
σ̂2ε = T
−1
T∑
t=1
ε̂2t
Ĥ i,jt = ĥ
(i)
t ĥ
(j)
t
ĥ
(1)
t =
t∑
j=0
j∏
k=1
θ̂0t−kε̂
+
t−1−j, ĥ
(2)
t =
t∑
j=0
j∏
k=1
θ̂0t−kε̂
−
t−1−j
ĥ
(3)
t = −
t∑
j=0
j∏
k=1
θ̂0t−kxt−1−j, ĥ
(4)
t = −
t∑
j=0
j∏
k=1
θ̂0t−k
ε̂t = et(β̂), ε̂
+
t = ε̂t1
(
zt > r
0
)
, ε̂−t = ε̂t − ε̂+t
θ̂t = θ̂11(zt > r
0) + θ̂21(zt < r
0).
Prueba, ver Anexo 2.
Con los resultados presentados en estos dos Teoremas, ya es posible realizar la inferencia
relevante sobre el modelo cuando r0 es conocido. En primer lugar, presentamos el estad´ıstico
utilizado para contrastar la existencia de asimetr´ıas o efecto threshold. Este contraste, esta
basado en la siguiente hipo´tesis nula:
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H0 : θ1 = θ2,
bajo la cual, el modelo es sime´trico, frente a la alternativa:
Ha : θ1 6= θ2.
Para construir el contraste, utilizamos el siguiente estad´ıstico:
W0,T =
T
(
R′β̂
)2[
σ̂2ε
(
R′Ĥ−1R
)]
con R′ = (1,−1, 0, 0). Bajo la hipo´tesis nula de no existencia de efecto threshold conver-
gera´ a una χ21. Este resultado sale directamente de la aplicacio´n de los Teoremas 2.3 y 2.4.
As´ı, rechazaremos la H0 al nivel de significacio´n α cuando W0,T > χ1,α, con χ1,α tal que
P [χ21 > χ1,α] = α. Conviene hacer notar que en este contraste los supuestos del Teorema
han de cumplirse bajo H0. La hipo´tesis nula afecta fundamentalmente a G.2. En el caso
en que zt = xt y p = 0, para que xt sea φ −mixing bastara´ con que lo sea εt. Si p > 0,
entonces sera´n necesarias condiciones adicionales sobre εt, ver Doukham (1995), Mokkaden
(1990) y Davidson (1994).
En un segundo paso, si rechazamos la hipo´tesis nula anterior, contrastamos la existencia
de perturbaciones transitorias en un determinado re´gimen. En este caso, la hipo´tesis nula
es:
H0 : θi = 1,
frente a la alternativa:
Ha : θi 6= 1,
para i = 1, 2. El estad´ıstico se basara´ en el siguiente estad´ıstico:
W1,T =
T
(
θ̂i − 1
)2[
σ̂2ε
(
Ĥ−1(1, 1)
)] ,
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que bajo H0 convergera´ a una χ
2
1. Como en el estad´ıstico anterior, este resultado se deriva
directamente de la aplicacio´n de los Teoremas 2.3 y 2.4. Rechazaremos la H0 al nivel de
significacio´n α cuando W1,T > χ1,α con χ1,α definido anteriormente.
Este contraste se desarrolla bajo dos supuestos impl´ıcitos. El primero, es la existencia
de una ra´ız unitaria en el componente AR. El segundo, hace referencia al hecho de que
el re´gimen de perturbaciones transitorias es conocido y se cumple el supuesto I.1 bajo la
nula.
2.5.2. Inferencia cuando r0 es desconocido
Como dec´ıamos en la seccio´n anterior, excepto para el caso de asimetr´ıas por razo´n de
signo, r0 suele ser desconocido. En esta seccio´n, se obtienen los resultados necesarios para
la implementacio´n de los contrastes descritos anteriormente cuando r0 es desconocido. En
primer lugar, se deriva la distribucio´n asinto´tica de β̂(r̂) bajo el supuesto de existencia
de efecto threshold. Este resultado, que se apoya en la superconsistencia de r̂, permite
contrastar la existencia de perturbaciones transitorias. Sin embargo, no sera´ valido para
contrastar la hipo´tesis nula de efecto threshold, ya que bajo esta hipo´tesis el para´metro r0
no esta´ identificado, y por tanto, r̂ no sera´ consistente.
As´ı, en el siguiente Teorema se muestra que cuando r0 es desconocido y existe efecto th-
reshold, la distribucio´n asinto´tica de β̂ es independiente de r̂. Este resultado es equivalente
al obtenido por Chan (1993) para los modelos SETAR.
Teorema 2.5 Bajo los supuestos G.0-G.3 y A.1-A.3,
T 1/2
(
β̂(r̂)− β
)
d−→ N
(−→
0 , σ2εH
−1
)
donde H se definio´ en el Teorema 2.3.
Prueba, ver Anexo 2.
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Con este resultado, el estad´ıstico para el contraste de existencia de ra´ız unitaria presen-
tado en la seccio´n anterior sigue siendo valido si sustituimos r0 por r̂. Igualmente, la matriz
de varianzas y covarianzas descrita en el Teorema 2.4, sigue siendo consistente cuando uti-
lizamos r̂. La prueba de consistencia de este estimador se encuentra dentro de la prueba
del Teorema 2.5.
Contraste para la existencia de Threshold cuando r0 es desconocido
A continuacio´n presentamos el estad´ıstico de contraste para la existencia de efecto thres-
hold cuando r0 es desconocido, as´ı como la teor´ıa asinto´tica necesaria para su desarrollo.
Como comentamos anteriormente, bajo la hipo´tesis nula de simetr´ıa o no threshold, el
para´metro r no estara´ identificado, y los resultados anteriores no sera´n va´lidos. Este tipo
de contraste se engloba dentro de la clase de contrastes con para´metros ruidosos presentes
solo bajo la alternativa. La literatura sobre este tipo de contrastes es bastante amplia,
ve´ase, por ejemplo, Andrews (1993), Andrews y Ploberger (1994), Davies (1987) y Hansen
(1996) entre otros.
La nueva estrategia de contraste se basara´ en la siguiente ecuacio´n de regresio´n modi-
ficada:
xt = ρxt−1 + µ− θεt−1 − αεt−11(zt−1 < r) + εt, (2.5)
donde los para´metros de la ecuacio´n, β = (θ, α, µ, ρ), se estimara´n por CLS. La razo´n
fundamental de modificar la ecuacio´n de regresio´n es que en esta ecuacio´n solo uno de los
regresores depende de r, lo que facilita la demostracio´n de los resultados obtenidos. As´ı,
en este caso,
et (β, r) = xt − ρxt−1 − µ+ θet−1 (β, r) + α(r)et−1 (β, r) 1(zt−1 ≤ r) con e0 = 0.
Utilizando esta regresio´n, la hipo´tesis de simetr´ıa respecto a zt, es:
H0 : α(r) = 0.
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Ana´logamente, la hipo´tesis alternativa de asimetr´ıa sera´:
Ha : α(r) 6= 0.
Por lo tanto, un estad´ıstico natural para este contraste sera´ ΓT (r) =
T α̂2(r)
V̂ (α̂(r))
, con:
V̂ (α̂ (r)) = σ̂2εR
′H−1T
(
β̂, r
)
R
R′ = (0, 1, 0, 0)
H−1T
(
β̂, r
)
= T−1
T∑
t=1
ht
(
β̂, r
)
h′t
(
β̂, r
)
h′t
(
β̂, r
)
=
(
t∑
j=1
θ0j−1et−j
(
β̂, r
)
,
t∑
j=1
θ0j−1e−t−j
(
β̂, r
)
,−
t∑
j=1
θ0j−1xt−1,−
t∑
j=1
θ0j−1
)
e−t−j
(
β̂, r
)
= 1 (zt−j < r) et−j
(
β̂, r
)
.
Dado que bajo la hipo´tesis nula r no esta´ identificado, proponemos contrastar H0
con el supr∈[r,r] ΓT (r), como sugiere Davies (1977, 1987). Para estudiar el comportamien-
to asinto´tico de este estad´ıstico definimos previamente los siguientes procesos. En pri-
mer lugar, s (r), que sera´ un proceso gaussiano de media cero y funcio´n de covarianzas
igual a K (r1, r2) = σ
2
εE (ht (β
0, r1)h
′
t (β
0, r2)) con h
(i)
t (β
0, r) = ∂et(β,r)
∂βi
∣∣∣
βi=β0i
. En segun-
do lugar, S (r) = R′H−1 (r) s (r) , que de nuevo sera´ un proceso gaussiano de media ce-
ro pero cuya funcio´n de covarianzas es K (r1, r2) = R
′H−1 (r1)K (r1, r2)H−1 (r2)R, con
H (r) = E (ht (β
0, r)h′t (β
0, r)) y R′ = (0, 1, 0, 0) .
El siguiente Teorema muestra la distribucio´n asinto´tica del estad´ıstico propuesto en
esta seccio´n, donde ⇒ implica convergencia uniforme en distribucio´n.
Teorema 2.6 Bajo H0 y los supuestos G.0, G.2, G.3, y A.1-A.3, para cualquier funcional
continuo G (.) : [r, r]→ R, se tiene que
G (ΓT (r))⇒ G
(
S
′
(r)K
−1
(r, r)S (r)
)
,
2.5. INFERENCIA 59
Prueba, ver Anexo 2.
Dado que el supr∈[r,r] es un funcional continuo de [r, r] en R tenemos que bajo H0 :
sup
r∈[r,r]
T α̂2 (r)
V̂ (α̂ (r))
⇒ sup
r∈[r,r]
S
′
(r)K
−1
(r, r)S (r) .
El Teorema 2.6 muestra la distribucio´n asinto´tica de ΓT (r) , que vendra´ dada por
S
′
(r)K
−1
(r, r)S (r) , que para un r fijo, coincidira´ con una χ2, ver el caso de r0 = 0 conoci-
do. En general, la distribucio´n bajoH0 de G (ΓT (r)) dependera´ de la funcio´n de covarianzas
K (r1, r2) , y los valores cr´ıticos no podra´n ser tabulados excepto en casos especiales. Por lo
tanto, para poder realizar el contraste, proponemos una aproximacio´n bootstrap que nos
permita calcular el p− valor del estad´ıstico, y que describimos a continuacio´n.
De ε̂t, el estimador CLS de εt en la ecuacio´n (2.5), generamos M muestras de {ηit}Tt=1,
{vit}Tt=1 y {xit}Tt=1 , con ηit iid (0, 1), vit = ηitε̂t y xit = ρ̂xit−1+ µ̂− θ̂vit−1+ vit para i = 1, ...,M,
de forma que las series {xit}Tt=1 estara´n construidas bajo H0. Para cada muestra {xit}Tt=1,
estimamos por CLS en la ecuacio´n (2.5), α˜i(r) y supr∈[r,r]
T α˜2(r)
V˜ (α˜(r))
. Por lo tanto, tomando
la distribucio´n emp´ırica del supr∈[r,r]
T α˜2(r)
V˜ (α˜(r))
como una aproximacio´n de la distribucio´n del
supr∈[r,r] ΓT (r), rechazaremos H0 si
sup
r∈[r,r]
ΓT (r) > q²,
donde ² = P̂
[
supr∈[r,r]
T α˜2(r)
V˜ (α˜(r))
> q²
]
, y P̂ es la distribucio´n emp´ırica del supr∈[r,r]
T α˜2(r)
V˜ (α˜(r))
.
Cuando la nula de simetr´ıa en zt sea rechazada, entonces podremos pasar a contrastar
la hipo´tesis de existencia de perturbaciones transitorias, utilizando el estad´ıstico descrito
en la seccio´n anterior.
Finalmente, el resultado del Teorema permite extender el ana´lisis a cualquier otro es-
tad´ıstico basado en un funcional continuo de ΓT (r) , como es el caso de los propuestos por
Andrews y Ploberger (1994) que utilizan distintas medias de ΓT (r).
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2.5.3. Comportamiento de los contrastes en muestras finitas
En esta seccio´n se examina, a trave´s de un estudio de Monte Carlo, el comportamiento
en muestras finitas de los contrastes para la existencia de threshold propuestos en las
secciones anteriores, en concreto, para los casos r0 conocido y desconocido. El estudio se
ha realizado para el caso en que la variable threshold es el incremento de la serie, esto es,
para zt = g(xt) en la ecuacio´n (2.2) con xt = (1 − L)yt, Φp(L) = 1 y µ = 0. Por motivos
computacionales, el taman˜o del Monte Carlo seleccionado fue M = 400 y B = 400 para las
replicaciones del Wild Bootstrap. Todos los casos se analizara´n para los taman˜os muestrales
T = 200 y T = 600 y los niveles de significacio´n α =0.05 y α =0.10. Los ca´lculos fueron
llevados a cabo con el programa informa´tico Digital Visual Fortran 6.
Para estudiar el taman˜o y potencia del contraste de existencia de threshold cuando r0
es conocido, desarrollado en la Seccio´n 2.5.1, nos centraremos en el caso del signo y por lo
tanto, r0 = 0. Para el taman˜o se ha considerado el proceso ARIMA(0,1,1):
(1− L)yt = xt = εt − θεt−1,
donde εt son innovaciones iid N(0, 1) y θ =(-0.5,0,0.5). Dado que para r
0 conocido la
distribucio´n asinto´tica es conocida y tabulable, el contraste se realiza utilizando los valores
cr´ıticos asinto´ticos (obtenidos de una χ2 de 1 grado de libertad) y los obtenidos a trave´s del
procedimiento Wild bootstrap descrito en la seccio´n anterior. Los resultados se recogen en
la Tabla 2.1. Como se puede comprobar la aproximacio´n Wild Bootstrap es sensiblemente
mejor que la aproximacio´n asinto´tica. Sin embargo, ambos casos presentan distorsiones
para los valores de θ =(-0.5,0.5), debidos probablemente al taman˜o del estudio de Monte
Carlo. Para θ =-0.5 el contraste resulta conservador, obteniendose el resultado opuesto
para θ =0.5.
Para el estudio de la potencia se genera el proceso ARTIMA:
(1− L)yt = xt = εt − θ1εt−11(xt−1 > 0)− θ2εt−11(xt−1 ≤ 0)
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donde εt son innovaciones iid N(0, 1), θ1 = 0 y θ2 =(-0.8,-0.6,-0.4,-0.2,0.2,0.4,0.6,0.8).
Los resultados se muestran en las Tablas 2.3 y 2.4 para el taman˜o T = 200 y T = 600
respectivamente. A parte del porcentaje de rechazos para los dos taman˜os del contraste,
0.05 y 0.10, y para ambas aproximaciones de los valores cr´ıticos, se muestra el porcentaje
medio de incrementos negativos y la varianza media de las innovaciones en dicho regimen
para cada uno de los valores de θ2. Como cab´ıa esperar, a medida que aumenta ∂ = |θ1 − θ2|
aumenta la potencia del contraste. Adema´s, el resultado es sime´trico entorno a θ, a pesar
de que P (xt < 0) y E(ε
2
t1(xt < 0)) son menores para los valores positivos de θ2. Este
resultado puede deberse al sesgo conservador del contraste para los valores de θ < 0.
Para el caso en que el para´metro threshold r0 es desconocido, y por lo tanto, para el
estad´ıstico supr∈[r,r] ΓT (r) desarrollado en la Seccio´n 2.5.2, nos centraremos en el caso del
taman˜o del incremento de la serie, esto es, el proceso de la ecuacio´n (2.2) con zt = |xt|. En el
caso de r0 desconocido, aunque la distribucio´n asinto´tica es conocida, no es tabulable, y por
lo tanto, usaremos unicamente la aproximacio´n Wild Bootstrap. Para el estudio del taman˜o
usaremos los procesos ARIMA(0,1,1) descritos anteriormente en el caso de r0 conocido. Los
resultados se muestran en la Tabla 2.2. Esta confirma el buen comportamiento del contraste
respecto al taman˜o.
Para el estudio de la potencia se genera el proceso ARTIMA,
(1− L)yt = xt = εt − θ1εt−11(|xt−1| > r)− θ2εt−11(|xt−1| < r)
donde εt son iid N(0, 1), (θ1, θ2) = (0, 1) y r =(0.35,0.5,0.7). Los resultados se muestran
en la tabla 2.5. Como cab´ıa esperar, fijados (θ1, θ2), a medida que aumenta r la potencia
del contraste es mayor.
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Cuadro 2.1: Taman˜o del contraste de existencia de Threshold, r0 = 0.
Valores Cr´ıticos Bootstrap Valores Cr´ıticos Asinto´ticos
T=200 T=600 T=200 T=600
α− level α− level
θ 0.05 0.10 0.05 0.10 0.05 0.10 0.05 0.10
-0.5 0.040 0.077 0.027 0.067 0.032 0.090 0.030 0.067
0.0 0.050 0.095 0.042 0.080 0.062 0.105 0.040 0.070
0.5 0.057 0.130 0.062 0.135 0.100 0.167 0.085 0.152
Cuadro 2.2: Taman˜o del contraste de existencia de Threshold. r0 desconocido.
T=200 T=600
α− level
θ 0.05 0.10 0.05 0.10
-0.5 0.042 0.100 0.047 0.095
0.0 0.070 0.165 0.047 0.100
0.5 0.050 0.067 0.045 0.110
2.6. Aplicacio´n a la tasa de desempleo.
La literatura tradicional en macroeconomı´a suele distinguir entre la tasa de desempleo
actual y la de equilibrio, de forma que la u´ltima no se ve afectada por la primera. De
acuerdo con esto, los movimientos en la tasa de desempleo causados por perturbaciones en
la demanda sera´n movimientos de corto plazo, y en el largo plazo, la tasa de desempleo
regresa a su tasa natural o de equilibrio. En esta literatura, la tasa natural de desempleo
esta´ determinada por las condiciones institucionales del mercado de trabajo. Sin embargo,
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Cuadro 2.3: Potencia del contraste de existencia de Threshold, r0 = 0. T = 200
θ1 = 0 θ2
-0.8 -0.6 -0.4 -0.2 0.2 0.4 0.6 0.8
α− level Valor Cr´ıtico Bootstrap
0.05 1.000 0.885 0.505 0.120 0.110 0.445 0.885 0.995
0.10 1.000 0.930 0.610 0.255 0.210 0.575 0.945 0.985
α− level Valor Cr´ıtico Asinto´tico
0.05 1.000 0.865 0.460 0.145 0.125 0.425 0.840 1.000
0.10 1.000 0.910 0.580 0.255 0.210 0.555 0.905 1.000
P (xt < 0) 0.594 0.581 0.560 0.531 0.469 0.441 0.420 0.403
Var(εt1 (xt < 0)) 0.445 0.420 0.397 0.382 0.380 0.383 0.384 0.380
Cuadro 2.4: Potencia del contraste de existencia de Threshold, r0 = 0. T = 600
θ1 = 0 θ2
-0.8 -0.6 -0.4 -0.2 0.2 0.4 0.6 0.8
α− level Valor Cr´ıtico Bootstrap
0.05 1.000 1.000 0.940 0.355 0.285 0.880 1.000 1.000
0.10 1.000 1.000 0.965 0.490 0.400 0.955 1.000 1.000
α− level Valor Cr´ıtico Asinto´tico
0.05 1.000 1.000 0.920 0.360 0.270 0.865 1.000 1.000
0.10 1.000 1.000 0.960 0.475 0.420 0.945 1.000 1.000
P(xt < 0) 0.594 0.580 0.559 0.531 0.469 0.442 0.420 0.405
Var(εt1 (xt < 0)) 0.417 0.392 0.370 0.356 0.354 0.358 0.358 0.355
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Cuadro 2.5: Potencia del contraste de existencia de Threshold. r0 desconocido.
T=200 T=600
θ1 = 0, θ2 = 1 r
α− level 0.35 0.5 0.7 0.35 0.5 0.7
0.05 0.195 0.485 0.975 0.540 0.985 1.000
0.10 0.360 0.705 0.995 0.690 1.000 1.000
P (|xt| < r) 0.268 0.370 0.490 0.271 0.375 0.495
Var(εt1 (|xt| < r)) 0.014 0.040 0.104 0.014 0.042 0.106
la experiencia europea muestra que esta visio´n convencional no captura aspectos fundamen-
tales de la realidad. Durante la crisis del petro´leo, Europa sufrio´ un per´ıodo de crecimiento
del desempleo. En los 80’s, la tasa de desempleo alcanzo pra´cticamente el doble de la tasa
de equilibrio de los 70’s, sin embargo, hay una ausencia de perturbaciones adversas que
puedan explicar este incremento. Por lo tanto, se hizo necesario el desarrollo de teor´ıas
sobre el desempleo alternativas que fueran capaces de explicar la alta persistencia que pre-
senta la tasa de desempleo. Estas teor´ıas desarrollan la idea de que la tasa de equilibrio del
desempleo depende de su historia. Tales teor´ıas se enmarcan en lo que se ha denominado
histe´resis.
En esta seccio´n nos centraremos en dos explicaciones de la histe´resis, debidas a Blan-
chard y Summers (1986) y Ball (1999), y que se centran en el funcionamiento del mercado
de trabajo y la relacio´n entre desempleo y salario. La explicacio´n propuesta por Blanchard
y Summers, y que denominaremos la teor´ıa de los “miembros”, esta basada en la distincio´n
entre insiders y outsiders, y explora la idea de que los salarios son establecidos por los
insiders ma´s que por los outsiders. La propuesta por Ball, es la teor´ıa de duracio´n, y distin-
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gue entre desempleo de corto y largo plazo, estableciendo que el desempleo de largo plazo
ejerce escasa presio´n sobre el salario. En ambas teor´ıas, un incremento ( o disminucio´n )
relativamente grande del desempleo podr´ıa afectar a la persistencia del desempleo as´ı como
a su tasa natural.
En el modelo de Blanchard y Summers, el salario es establecido u´nicamente por los
miembros de un grupo, que normalmente se identifica con un sindicato. Dependiendo de
las relaciones entre los miembros y los desempleados podemos obtener distintos grados
de persistencia en la tasa de desempleo. En el caso extremo en el que los miembros sean
so´lo las personas empleadas, la tasa de desempleo se comportara´ como un paseo aleatorio
con deriva, esto es, cualquier cambio en la tasa de desempleo sera´ permanente. En el
caso opuesto, cuando uno siempre forma parte del grupo, la tasa de desempleo sera´ un
ruido blanco. En los casos intermedios, cuando son necesarios varios periodos para que
un desempleado (empleado) pierda (gane) su estatus de miembro, cambios duraderos y
grandes de la tasa de desempleo pueden provocar cambios permanentes en el desempleo.
El modelo de duracio´n de Ball distingue entre el desempleo de corto y largo plazo. Este
u´ltimo esta caracterizado por pe´rdidas en el capital humano y de relacio´n con la fuerza de
trabajo, de forma que los desempleados de largo plazo se situ´an entre los u´ltimos a con-
tratar, impidie´ndoles hacer presio´n en el salario. As´ı, las firmas preferira´n (o simplemente
es ma´s fa´cil) contratar desempleados de corto plazo. Sin embargo, en los casos en los que
haya un elevado nivel de demanda, la empresas preferira´n contratar a un desempleado de
largo plazo que no contratar. Por lo tanto, la probabilidad de ser vuelto a contratar en un
desempleado de corto plazo dependera´ del nu´mero de desempleados de corto plazo, pero
no de los de largo plazo. Claramente, pequen˜as variaciones en el volumen de desempleados
de corto plazo provocara´n variaciones transitorias. Sin embargo, un incremento elevado de
la tasa de desempleo implicara´ un aumento de la probabilidad de pasar a ser un desem-
pleado de largo plazo, lo cual provocar´ıa un cambio permanente en la tasa de desempleo.
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Rec´ıprocamente, una fuerte disminucio´n de la tasa de desempleo implica que las empresas
contratan desempleados de largo plazo, produciendo una disminucio´n de la tasa natural de
desempleo.
En esta seccio´n estudiamos la tasa de desempleo para Estados Unidos (EEUU) y con-
trastamos la hipo´tesis de que la persistencia en la tasa de desempleo depende de su incre-
mento, presentando por tanto, histe´resis. En concreto contrastaremos, como se deriva de
los modelos anteriores, que los incrementos (disminuciones) elevados en la tasa desempleo
provocan cambios ma´s persistentes que incrementos (disminuciones) pequen˜os. En la figura
2.6 se presenta el logaritmo de la tasa de desempleo para EEUU.
Figura 2.8:
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Para contrastar la hipo´tesis de asimetr´ıas en la persistencia del desempleo, planteamos
la siguiente ecuacio´n:
xt = ρ1xt−1 + ρ2xt−2 + µ− θεt−1 − α(r)εt−11(|xt−1| 6= r) + εt,
con xt el incremento de la tasa de desempleo en el periodo t. Como puede verse en la ecua-
cio´n, si α(r) 6= 0, la persistencia de la perturbacio´n dependera´ del taman˜o del incremento
de la tasa de desempleo, representado por |xt|. Dado que no existe una definicio´n a priori
de lo que es un incremento grande, esto es, no se conoce el valor de r0, usamos el estad´ıstico
propuesto en la Seccio´n 2.5.2:
sup
r
T α̂2(r)
V̂ (α̂2(r))
.
A trave´s de los resultados del Teorema 2.6 y la aproximacio´n bootstrap propuesta
en dicha seccio´n, realizamos el contraste de existencia de efecto threshold. El estad´ıstico
obtenido es 47.476, con un p− valor de 0.02. Por lo tanto, al 5% rechazamos la hipo´tesis
nula de simetr´ıa en la persistencia de las perturbaciones y aceptamos la existencia de
histe´resis.
Con este resultado, ajustamos un modelo ARTIMA(2,1,1,1) a la serie. Para minimizar la
funcio´n objetivo, esto es, la suma de los errores al cuadrado, usamos la subrutina DBCPOL
de FORTRAN. Los resultados se encuentran en la Tabla 2.6. No´tese, que para que la
estimacio´n sea consistente, xt ha de ser φ−mixing. Sin embargo, este resultado es dif´ıcil
de demostrar, con lo que entrara´ como un supuesto en el resto de esta seccio´n1.
Como predicen la teor´ıas sobre los miembros y la duracio´n, los incrementos pequen˜os
sera´n menos persistentes que los grandes. Sin embargo, dado que la variable threshold
es |xt|, la histe´resis es reversible. Los incrementos pequen˜os sera´n aquellos que supongan
una variacio´n inferior a 0.73% de la tasa de desempleo. Esto supone el 28.18% de los
1En cualquier caso, podr´ıa probarse que una condicio´n suficiente para la consistencia es que xt sea
L2 −NED de taman˜o −∞ en εt, (ver Anexo 1).
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Cuadro 2.6: Resultados de la Estimacio´n de los Modelos ARIMA y ARTIMA-Observable
para la Tasa de Desempleo
ARIMA(2,1,1) ARTIMA(2,1,1,1) ARTIMA(2,1,1,1)
No restringido Restringido
µ
0.001
(0.003)
0.0001
(0.0003)
0.0001
(0.0003)
ρ1
0.712
(0.097)
0.628
(0.047)
0.635
(0.048)
ρ2
0.149
(0.058)
0.169
(0.046)
0.170
(0.046)
θ
0.669
(0.090)
θ1
0.582
(0.044)
0.588
(0.045)
θ2
1.075
(0.070)
1
r 0.0073 0.0073
σε × 102 2.650 2.613 2.613
AIK -4.413 -4.425 -4.429
incrementos. Adema´s, no puede rechazarse al 5% la existencia de una ra´ız unitaria en el
re´gimen de los incrementos pequen˜os. Sin embargo, en principio no podemos inferir que las
perturbaciones producidas en este re´gimen sean transitorias, ya que el modelo no cumple el
supuesto I.1, que garantizar´ıa que dichas perturbaciones son transitorias. Por cumplirse I.0,
la variacio´n provocada por la perturbacio´n en dicho re´gimen se cancelara´ en el largo plazo.
Sin embargo, esta perturbacio´n afectara´ a la probabilidad de que en el periodo siguiente
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Figura 2.9: Funcio´n Respuesta a un Impulso en la Tasa de Desempleo
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se de un incremento grande, lo que afectara´ en media y de forma permanente a la serie.
Por eso, la GI para la perturbacio´n en este re´gimen no se anula. Pero este efecto no se
descarta en el modelo de Blanchard y Summers o Ball, por lo que, aunque se hable en ellos
de perturbaciones transitorias, este te´rmino no es del todo correcto bajo el prisma de la
GI.
En la Figura 2.6 puede verse la funcio´n GI estimada para el modelo ARTIMA ajustado.
La funcio´n GI estimada se ha dividido entre la perturbacio´n para eliminar las distorsiones
producidas por el taman˜o. Claramente, las perturbaciones producidas en el re´gimen de
incrementos pequen˜os son menos persistentes, y muy cercanas a las perturbaciones transi-
torias, ya que la GI desciende hacia cero. Esto implica que las perturbaciones afectan muy
poco a la probabilidad de que se de cada re´gimen en el periodo siguiente.
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2.7. Conclusiones
En este Cap´ıtulo se ha presentado un nuevo tipo de modelos no lineales con threshold
en el componente de media mo´vil, y que denominamos ARTIMA. Estos modelos permiten
generalizar las asimetr´ıas en la persistencia que pueden presentar las perturbaciones de la
serie. Como se prueba a lo largo del Cap´ıtulo, bajo determinadas condiciones descritas en
el mismo, las perturbaciones podra´n ser transitorias o permanentes dependiendo de alguna
propiedad determinada por la variable threshold. Dependiendo de las caracter´ısticas de esta
variable threshold, distinguiremos dos tipos de modelos, ARTIMA-Observable (cuando la
variable threshold es observable) y ARTIMA-Shock (cuando es la propia perturbacio´n).
Igualmente, se profundiza en el estudio del modelo ARTIMA-Observable, obtenie´ndo-
se las condiciones suficientes para su invertibilidad. A su vez, se propone como me´todo
de estimacio´n el de mı´nimos cuadrados condicionales, proba´ndose la consistencia e iden-
tificabilidad de los para´metros. Tambie´n se obtiene la normalidad asinto´tica de todos los
estimadores, excepto el del para´metro threshold. Al igual que en Chan (1993), se obtiene
que el para´metro threshold, r, es superconsistente, y su distribucio´n independiente de la
del resto de estimadores.
De las propiedades ba´sicas del modelo, dos son las hipo´tesis de intere´s: la existencia de
asimetr´ıas en la persistencia; y la posibilidad de que esta implique la existencia de perturba-
ciones transitorias y permanentes. Por lo tanto, se propone contrastar en una primera etapa
la existencia de asimetr´ıas. Aqu´ı se distinguen dos casos, segu´n r sea conocido o no. En
el primer caso, utilizaremos un estad´ıstico de Wald, cuya distribucio´n asinto´tica sera´ una
χ2. En el segundo caso, r no estara´ identificado, utiliza´ndose un estad´ıstico basado en el
supremo, y cuya distribucio´n asinto´tica, aunque conocida, no sera´ tabulable. Por ello, para
obtener el p-valor se propone un me´todo Wild Bootstrap. Para confirmar estos resultados,
se realiza un pequen˜o estudio de Monte Carlo en el que se estudia el comportamiento de
los estad´ısticos propuestos en muestras finitas.
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En una segunda etapa, y cuando se rechace la nula de linealidad, podremos contrastar
la existencia de perturbaciones transitorias y permanentes. Esta hipo´tesis se traduce en la
existencia de una ra´ız unitaria en algu´n re´gimen de la media mo´vil. De nuevo, se propone
un estad´ıstico de Wald, cuya distribucio´n asinto´tica es una χ2.
Finalmente, y a modo de ejemplo que ilustre el uso de los me´todos propuestos, se estudia
la hipo´tesis de la histe´resis, propuesta en los modelos de Blanchard y Summers (1986) y
Ball (1999), en la tasa de desempleo de EEUU a trave´s de un modelo ARTIMA-Observable
y con el incremento de la tasa como variable threshold. Se obtiene una respuesta afirmativa,
esto es, la tasa de desempleo de equilibrio depende de su pasado, y adema´s, depende de
forma asime´trica.
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2.9. Anexo 1
Con la intencio´n de facilitar la lectura de la Tesis y dotarla de un formato autoconte-
nido, en esta seccio´n se presentan los principales conceptos de dependencia de los que se
hara´ uso en las demostraciones a lo largo de la Tesis. Junto con las definiciones, tambie´n
se hara´ referencia a los principales resultados necesarios para la obtencio´n de leyes de los
grandes nu´meros. Estos se presentan en una serie de Teoremas propuestos por diferentes
autores, y cuyas pruebas no reproduciremos aqu´ı.
Los conceptos de dependencia de un proceso, xt, definido en un espacio probabil´ısti-
co (Ω,=, P ), y que describiremos a continuacio´n, se basan en los conjuntos de Borel ge-
nerados por subconjuntos de la historia del proceso, y que denotaremos como =n+mn =
σ (xn, ..., xn+m) . A continuacio´n, definimos dos medidas de dependencia entre dos σ−a´lge-
bras.
Definition 2.7 Sean G y H dos σ−a´lgebras, entonces
φ (G,H) ≡ sup
{g∈G,h∈H:P (g)>0}
|P (H|G)− P (H)|
α (G,H) ≡ sup
{g∈G,h∈H}
|P (H ∩G)− P (H)P (G)| .
Basados en estas medidas, podemos definir los procesos φ−mixing o uniform mixing,
(ver Iosifescu y Theodorescu, 1969) y α−mixing o strong mixing (ver Rosenblatt, 1956).
Definition 2.8 Sea xt un proceso aleatorio, =t−∞ la coleccio´n ma´s pequen˜a de subconjuntos
de Ω que contiene a la unio´n de σ−a´lgebras =tn cuando n → −∞, y =∞t+m la coleccio´n
mas pequen˜a de subconjuntos de Ω que contiene a la unio´n de σ−a´lgebras =nt+m cuando
n → ∞, definimos el coeficiente φ −mixing, φ (m) = supt φ
(=t−∞,=∞t+m) y α −mixing,
α (m) = supt α
(=t−∞,=∞t+m) . Por lo tanto, si φ (m) → 0 con m → ∞, diremos que xt es
φ − mixing. Ana´logamente, si α (m) → 0 con m → ∞, diremos que xt es α − mixing.
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Adema´s, si φ (m) = O (m−a) , xt sera´ φ − mixing de taman˜o −a. Si α (m) = O (m−a) ,
entonces xt sera´ α−mixing de taman˜o −a.
Hay varias definiciones para el te´rmino “taman˜o”, en esta Tesis adoptaremos la pro-
puesta por Davidson (1994), McLeish (1975) y White (1984) entre otros, y que es la descrita
en la definicio´n 2.8. Entre la amplia literatura dedicada a los procesos mixing destacamos
Doukhan (1995), que presenta un amplio nu´mero de propiedades y ejemplos, as´ı como
una detallada bibliograf´ıa al respecto. Como es fa´cilmente comprobable, φ − mixing es
un concepto mixing ma´s fuerte que α −mixing, en el sentido de que φ−mixing implica
α−mixing, pero no al reve´s.
El problema fundamental de los procesos mixing aparece a nivel pra´ctico, ya que puede
implicar restricciones muy fuertes, ( ve´ase, por ejemplo, Davidson 1994, ejemplos 14.6
y 14.8). Si ut es un proceso mixing, y xt una funcio´n de infinitos retardos de ut, xt =
g (ut, ut−1, ...) , xt puede no ser mixing. Por ello, en esta Tesis trabajaremos con un concepto
de dependencia ma´s potente a nivel pra´ctico, introducido por McLeish (1975, 1977), que
denominaremos mixingala y que supone una generalizacio´n del concepto de martingala en
diferencias. Antes de definir el concepto de mixingala, definimos la norma Lp, que viene
dada por
‖xt‖p = E1/p (xpt ) .
Definition 2.9 Sea xt una variable aleatoria integrable, diremos que es una Lp−mixingala
si existe una secuencia de constantes no negativas {ct}∞−∞ y {vm}∞0 tal que vm → 0 cuando
m→∞ y
‖E (xt| =t−m)‖p ≤ ctvm (2.6)
‖xt − E (xt| =t+m)‖p ≤ ctvm+1, (2.7)
se cumple para todo t y m ≥ 0.
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Claramente, una martingala en diferencias es una mixingala con vm = 0 para ∀m.
Adema´s, si xt es =t medible, la condicio´n 2.7 se cumple trivialmente. Ana´logamente a los
procesos mixing, el taman˜o de la mixingala vendra´ determinado por el orden de convergen-
cia de vm, esto es, si vm = O (m
−a) , xt sera´ una L2 −mixingala de orden −a y constante
ct. Como en el caso de las martingalas, las desigualdades “maximales” son centrales en las
aplicaciones del concepto de mixingala en la teor´ıa asinto´tica y las leyes de los grandes
nu´meros. El siguiente Teorema establece el principal resultado al respecto. Se trata de un
corolario al Teorema 1.6 de McLeish (1975) y cuya prueba se puede encontrar en Davidson
(1994) pa´g. 255.
Teorema 2.10 Sea {xt,=t} una secuencia L2 −mixingala de taman˜o −1/2 y constante
ct. Entonces
E
ma´x
1≤j≤T
(
T∑
t=1
xt
)2 ≤ K T∑
t=1
c2t , (2.8)
con K <∞.
Lo que hace u´til a nivel pra´ctico el concepto de mixingala es la idea que se desarrolla
en la siguiente definicio´n, y que establece que aunque xt = g(ut, ut−1, ...) no sea mixing,
es suficiente con que dependa casi en su totalidad de los retardos ma´s recientes de ut.
Esta idea fue introducida por Ibragimov (1962), y formalizada en diferentes definiciones
por Billingsley (1968), McLeish (1975), Bierens (1983), Gallant y White (1988), Andrews
(1988) y Po¨tscher y Prucha (1991), entre otros. La definicio´n que se presenta en este anexo
abarca y extiende la mayor´ıa de las existentes, y se debe a Davidson (1994).
Definition 2.11 Sea =t+mt−m = σ (ut−m, ..., ut, ..., ut+m) , para {ut}∞−∞ una secuencia es-
toca´stica, posiblemente vectorial, en un espacio probabil´ıstico (Ω,=, P ) . Si para p > 0
la secuencia de v.a integrables {xt}∞−∞ satisface
‖xt − E (xt| =t−m)‖p ≤ ctvm, (2.9)
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donde vm → 0 cuando m → ∞ y {ct}∞−∞ es una secuencia de constantes positivas, xt
sera´ una secuencia near-epoch dependent en norma Lp (Lp −NED) en ut.
Como en los dos casos anteriores, el taman˜o vendra´ dado por el orden de convergencia
de vm y su constante por ct. En particular, si vm ∼ mϕλm con λ < 1 y ϕ < ∞, diremos
que xt es Lp − NED en ut de taman˜o −∞ y constante ct. La ventaja de los procesos
Lp−NED es que desde el punto de vista pra´ctico, engloban a una gran cantidad de modelos
econome´tricos dina´micos. El supuesto de Lp − NED no es exactamente un sustituto del
de mixing, si no una propiedad del mapa de ut a xt. El concepto adquiere importancia,
cuando ut es mixing. Esto se pone de manifiesto en el siguiente teorema, que relaciona los
conceptos de Lp −NED y mixingala.
Teorema 2.12 Sea {xt}∞−∞ una secuencia de media cero y Lr acotada, ‖xt‖r < ∞, para
r > 1. Sea {ut}∞−∞ una secuencia φ−mixing, de taman˜o −a. Si xt es Lp−NED de taman˜o
−b en ut para 1 ≤ p ≤ r con constantes {ct}∞−∞ , entonces
{
xt,=t−∞
}
es una secuencia
Lp −mixingala de taman˜o −mı´n {b, a(1− 1/r)} , con constantes ct ¿ ma´x {ct, ‖xt‖r} .
El Teorema se puede relajar al caso en que ut es α − mixing, pero entonces se ha
de cumplir que r > p. Sin embargo, el caso r = p, con p = 2, resulta fundamental en
las pruebas de las tasas de convergencia de los estimadores que se llevan a cabo en este
cap´ıtulo y el siguiente. La prueba de este Teorema puede encontrarse en Davidson (1994)
pa´g. 264.
Finalmente, presentamos dos Teoremas que establecen dos resultados ba´sicos a la hora
de trabajar con transformaciones de procesos L2 −NED.
Teorema 2.13 Sean xt e yt procesos Lp−NED en ut de taman˜os −ax y −ay y constantes
cx,t y cy,t, respectivamente. Entonces xt + yt es Lp − NED de taman˜o −mı´n {ax, ay} y
constante ma´x {cx,t, cy,t} .
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Teorema 2.14 Sean xt e yt procesos Lp−NED en ut de taman˜os −ax y −ay y constantes
cx,t y cy,t, respectivamente, tal que ‖xt‖2r <∞ y ‖yt‖2r <∞. Entonces xtyt es L2 −NED
de taman˜o −mı´n {ax, ay} (r − 2) /2 (r − 1) , y constante vxy, con
v2(r−1)xy = 2mı´n
{(
c2−ry,t ‖xt‖22r ‖yt − E (yt| =t−m)‖r2r
)
,
(
c2−rx,t ‖xt‖22r ‖xt − E (xt| =t−m)‖r2r
)}
.
La prueba de estos dos Teoremas se puede encontrar en Davidson (1994), pa´g. 267 y
pa´g. 273, respectivamente.
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Prueba del lema 2.1. Dado que Φp (L) tiene todas sus ra´ıces fuera del c´ırculo unidad,
existira´ Ψ (L) con ψ0 = 1 y ψ∞ = 0. En primer lugar escribimos (2.2) de la siguiente manera,
(1− L) yt+k = Ψ(L)µ+Ψ(L) (εt+k + θt+k−1εt+k−1)
=
Ψ (L)
1− Lµ+
∞∑
l=0
εt+k−l +
∞∑
l=0
∞∑
j=0
(ψj+1 − θt+k−1−j−lψj) εt+k−1−j−l
=
Ψ(L)
1− Lµ+ εt+k +
k−2∑
s=0
{
s∑
j=0
ψj (1− θt+k−1−s) εt+k−1−s + ψs+1εt+k−1−s
}
+
+
[
(1− θt)
k−1∑
j=0
ψj + ψk
]
εt+
+
∞∑
s=k
{
s∑
j=0
ψj (1− θt+k−1−s) εt+k−1−s + ψs+1εt+k−1−s
}
.
Usando I.1 y la ley de las esperanzas iteradas (LIE),
E (yt+k| vt, wt−1)− E (yt+k|wt−1) =
[
(1− θt)
k−1∑
j=0
ψj + ψk
]
εt.
Finalmente, usando I.0,
l´ım
k→∞
GI (k, vt, wt−1) =
 ψkεt if θt = 1[(1− θ)∑k−1j=0 ψj + ψk] εt if θt 6= 1.
Prueba del lema 2.2. Dado que zt es observable, de la ecuacio´n (2.2), ε̂t y vt (ver
Definicio´n 2.1) se pueden escribir como:
ε̂t = Φp (L)xt − µ+ θt−1 (zt−1) ε̂t−1,
vt = ε̂t − εt = θt−1 (zt−1) (ε̂t−1 − εt−1) ,
con θt−1 (zt−1) =
 θ1 si zt−1 > rθ2 si zt−1 ≤ r.
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Por lo tanto es fa´cil ver que
v2t =
t∏
j=1
θ2t−j (zt−j) v
2
0.
Una condicio´n suficiente para la invertibilidad de yt es,
l´ım
t→∞
E
(
t∏
j=1
θ2t−j (zt−j)
)
= 0,
asumiendo que v0 < ∞. Esta igualdad sera´ cierta si los supuestos G.2 y A.0 se cumplen.
Bajo estos supuestos, dado que θt (.) es una funcio´n medible, θt (zt) sera´ ergo´dico. Usando el
teorema de ergodicidad, 1
T
∑T
t=1 ln θ
2
t (zt)
as−→ E (ln θ2t (zt)) < 0. Por lo tanto,
∏T
t=1 θ
2
t (zt) =
exp
{∑T
t=1 ln θ
2
t (zt)
}
as−→ 0. Dada la integrabilidad uniforme de ∏Tt=1 θ2t (zt) , obtenemos
que l´ımT→∞
∥∥∥∏Tt=1 θ2t (zt)∥∥∥
1
= 0, (ver el Teorema 18.14 de Davidson (1994)).
2.10.1. Consistencia y tasa de convergencia.
El Teorema 2.2 establece la tasa de convergencia del estimador CLS a los verdaderos va-
lores de los para´metros del modelo ARTIMA-Observable, y por lo tanto, su identificabilidad
y consistencia. Antes de probar la tasa de convergencia de dicho estimador, empezaremos
por probar su identificabilidad y consistencia. Como se establecio´ en la Seccio´n 2.4, la
prueba se realiza para el caso p = 1, el caso ma´s general es fa´cilmente derivable a partir
de este caso particular. Por lo tanto, denotamos φ = (φ1, φ2, φ3, φ4, φ5) = (θ1, θ2, ρ, µ, r) .
Ana´logamente, φ0 = (φ01, φ
0
2, φ
0
3, φ
0
4, φ
0
5) = (θ
0
1, θ
0
2, ρ
0, µ0, r0) , denotara´n el verdadero valor
de los para´metros del proceso. Por el supuesto A.1 sabemos que φ ∈ Θ, si (θ1, θ2, r) ∈ Θθ,
ρ ∈ (−1, 1) y µ ∈ [−µ, µ] . El estimador CLS de φ0, φ̂T , vendra´ dado por:
φ̂T = argmı´n
φ∈Θ
QT (φ) .
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Siguiendo Po¨tcher and Prucha (1997) para probar la consistencia del estimador defini-
mos la siguiente distancia:
% (φ∗, φ) = ma´x
i
{|φ∗i − φi|} .
As´ı, diremos que φ̂T es consistente si %
(
φ̂T , φ
0
)
p−→ 0. Una condicio´n suficiente para
%
(
φ̂T , φ
0
)
p−→ 0, es que para ∀² > 0
l´ım inf
T→∞
P
([
inf
φ|%(φ,φ0)>²
QT (φ)−QT
(
φ0
)]
> 0
)
T→∞−→ 1. (2.10)
Esta condicio´n adema´s, garantiza la identificabilidad de los para´metros φ0.
Por simplicidad, asumiremos que ε0 = ε̂0 = 0, y por lo tanto QT (φ
0) =
∑T
t=1 ε
2
t . Dada
la invertibilidad del proceso bajo G.2 y A.1, los resultados se mantendra´n si no se cumple
dicha igualdad.
As´ı, es fa´cil probar que
inf
φ|%(φ,φ0)>²
QT (φ)−QT
(
φ0
) ≥ inf
φ|%(φ,φ0)>²
T∑
t=1
v2t
(
φ, φ0
)− sup
φ|%(φ,φ0)>²
∣∣∣∣∣
T∑
t=1
2εtvt
(
φ, φ0
)∣∣∣∣∣ . (2.11)
donde vt (φ, φ
0) = et (φ)− εt.
De la desigualdad (2.11) y la condicio´n (2.10), es fa´cil ver, teniendo en cuenta que
T > 0, que la consistencia de los estimadores se obtiene de las siguientes dos proposiciones.
Proposicio´n 2.15 Para todo ² > 0 y η > 0,
P
[
sup
φ|%(φ,φ0)>²
∣∣∣∣∣
∑T
t=1 2εtvt (φ, φ
0)
T
∣∣∣∣∣ < η
]
T→∞−→ 0.
Proposicio´n 2.16 Para todo ² > 0, ∃a (²) > 0 tal que
P
[
inf
φ|%(φ,φ0)>²
1
T
T∑
t=1
v2t
(
φ, φ0
)
> a (²)
]
T→∞−→ 1.
Ambas proposiciones implican una ley uniforme de los grandes nu´meros (ULLN) para
ambos procesos, εtvt (φ, φ
0) y v2t (φ, φ
0) . Para ello, sera´ necesario acotar la variacio´n de estos
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procesos en φ con procesos que cumplan alguna ley de los grandes nu´meros. A continuacio´n,
definimos estos procesos “cota” que usaremos en las pruebas de ambas proposiciones:
et = (|xt|+ |xt−1|+ µ) +
t−2∑
j=0
j∏
i=0
∣∣θt−i−1∣∣ (|xt−j−1|+ |xt−j−2|+ µ) , (2.12)
hit (φ
′) =
∂et
∂φi
∣∣∣∣
φ′
para i = 1, ..., 4 (2.13)
ht = [2et−1 + |xt−1|+ 1] +
t−2∑
j=0
j∏
i=0
θt−i−1 [2et−j−2 + |xt−1|+ 1] (2.14)
δt (r
∗, ν) = 1 (r∗ − ν < zt < r∗ + ν) |2 + 2δ|
vt (φ
∗, φ) = et (φ∗)− et (φ) (2.15)
vt (φ
∗, ν) = ν [|xt−1|+ 1 + 2et−1] + δt−1 (r∗, ν) et−1 + θt−1vt−1 (φ∗, φ) (2.16)
s
(i)
t (φ
∗, φ) = h(i)t (φ
∗)− h(i)t (φ) para i = 1, .., 4 (2.17)
st (φ
∗, ν) = 2δt−1 (r∗, ν)
[
et−1 + ht−1
]
+ vt−1 (φ∗, ν) + νht−1 + θt−1st−1 (φ∗, φ) , (2.18)
con ν > 0. Como es fa´cil probar, supθ∈Θθ |θt(zt)| ≤ θt, con θt definido en el supuesto
A.1. Con este resultado se tiene que supφ∈Θ|et(φ)| ≤ et y el supφ∈Θ|h(i)t (φ)| ≤ ht, don-
de et y ht, no dependen de φ. Ana´logamente, el supφ/%(φ∗,φ)≤ν |vt(φ∗, φ)| ≤ vt(φ∗, ν) y
supφ/%(φ∗,φ)≤ν |st(φ∗, φ)| ≤ st(φ∗, ν), donde vt(φ∗, ν) y st(φ∗, ν) solo dependen de φ∗ y ν, la
distancia entre los para´metros. As´ı, estos procesos servira´n de cota a las variaciones de
sus respectivos procesos en φ. Adema´s, como comentamos en un principio, es necesaria
alguna ley de los grandes nu´meros (LLN) para cada uno de los procesos de (2.12) a (2.18).
Claramente, los procesos de intere´s son complejos y no lineales, por lo que sus propiedades
de memoria se establecera´n en te´rminos de L2 − NED y L2 −mixingalas, introducidos
por McLeish (1975), y cuya aplicacio´n a este tipo de procesos es mucho ma´s flexible. Una
breve descripcio´n y varios resultados de intere´s pueden encontrarse en el Anexo 1.
Los siguientes tres lemas establecen los momentos de los procesos (2.12) a (2.18), sus
propiedades de memoria y una cota para la suma parcial de los mismos. Estos lemas sera´n
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clave en la prueba de las proposiciones 2.15 y 2.16.
Lema 2.3 Bajo los supuestos G.0 y A.1-A.2, para todo 0 < k ≤ 2γ, se cumple que
(a) E
(
ekt
) ≤ Ke
(b) E
(
h
k
t
)
≤ Kh
(c) E
(
vkt (φ
∗, ν)
) ≤ ma´x (νk, ν)Kv
(d) E
(
skt (φ
∗, ν)
) ≤ ma´x (νk, ν)Ks
con todas las constantes menores que ∞.
Prueba del Lema 2.3. Usando la desigualdad de Minkowski, la ley de esperanzas
iteradas y los supuestos del lema, se puede probar que para t > q,
‖et‖k ≤ ‖(|xt|+ |xt−1|+ µ)‖k +
t−2∑
j=1
∥∥∥∥∥
j∏
i=1
∣∣θt−i∣∣ (|xt−j|+ |xt−j−1|+ µ)
∥∥∥∥∥
k
≤ ‖6εt + µ‖k
[
q−1∑
n=0
(1 + δ)n
]
+
[ t−2q ]∑
j=1
λ
j ‖6εt + µ‖k
[
q∑
n=1
(1 + δ)n
]
+
+ λ
[ t−2q ]
t−2−q[ t−2q ]∑
n=1
‖6εt + µ‖k (1 + δ)nk
≤ Kδ,q ‖6εt + µ‖k
1− λ <∞.
De la misma manera, para ht tenemos que∥∥ht∥∥k ≤ Kδ,q [‖et‖k + ‖xt‖k + 1]1− λ <∞,
dado que [‖et‖k + ‖xt‖k + 1] < ∞ por el resultado previo. Con lo que queda probado (a)
y (b).
Usando la LIE, G.0 y A.2 es fa´cil probar que
E
[
|et−1|k δkt−1 (r∗, ν)
]
≤ νKe
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donde Ke esta´ acotada. Usando este resultado, y la desigualdad de Minkowsky, obtenemos
que ∥∥ν [|xt−1|+ 1 + 2et−1] + δt−1 (r∗, ν) et−1∥∥k ≤ ma´x (ν, ν1/k)K1/kv ,
y siguiendo los mismos pasos que para ‖et‖k, se prueba que
‖vt (φ∗, ν)‖k ≤ ma´x
(
ν, ν1/k
)
K
1/k
v ,
que implica (c). Para la prueba de (d) usamos adema´s que
E
[∣∣ht−1∣∣k δkt−1 (r∗, ν)] ≤ νKh,
el resto es similar a la de (c).
Lema 2.4 Bajo los supuestos G.0, G.2 y A.1-A.2 et, ht, vt (φ
∗, ν) y st (φ∗, ν) son procesos
L2γ− acotados y L2 − NED de taman˜o −∞ en wt = (εt, xt, zt) con constantes ‖et‖2 ,∥∥ht∥∥2 , ‖vt (φ∗, ν)‖2 y ‖st (φ∗, ν)‖2 respectivamente.
Prueba del Lema 2.4. La primera parte de la prueba, L2γ− acotados, se obtiene
directamente del lema 2.3.
Para probar que et es L2 −NED, (ver definicio´n 2.11), debemos probar que∥∥et − E (et/=t+mt−m)∥∥2 ≤ dtυm, (2.19)
donde υm = O
(
m−b
)
, y dt es una secuencia de constantes positivas finitas. Para probar
(2.19), definimos
emt = (|xt|+ |xt−1|+ µ) +
m−1∑
j=1
j∏
i=1
∣∣θt−i∣∣ (|xt−j|+ |xt−j−1|+ µ) ,
que es =t+mt−m −medible. Al igual que en el lema 2.3, usando la LIE y el supuesto A.1,
‖et − emt ‖2 ≤
∥∥∥∥∥
m−1∏
i=1
∣∣θt−i−1∣∣ t−2∑
j=m−1
j∏
i=m−1
∣∣θt−i−1∣∣ (|xt−j−1|+ |xt−j−2|+ µ)
∥∥∥∥∥
2
≤ λ[
m−1
q ] ‖et‖2 .
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Dado que emt es una aproximacio´n =t+mt−m −medible,∥∥et − E (et/=t+mt−m)∥∥2 ≤ ‖et − emt ‖2 ≤ λ[m−2q ] ‖et‖2 .
Finalmente, tomando υem = λ
[m−2q ] y det = ‖et‖2, (2.19) queda probado, ya que υem decrece
exponencialmente conm y su tasa de convergencia sera´∞ por definicio´n. Para ht, definimos
m = m∗q + 2 con m∗ ≥ 2 una secuencia de enteros positivos, y
h
m∗q+2
t =
[
2em
∗q+1
t−1 + 1
]
+
m∗q∑
j=1
j∏
i=1
θt−i
[
2em
∗q−j+1
t−j−1 + 1
]
.
Como en el caso de et,∥∥∥ht − hm∗q+2t ∥∥∥
2
≤ 2
∥∥∥et−1 − em∗q+1t−1 ∥∥∥
2
+ 2
m∗q∑
j=1
∥∥∥∥∥
j∏
i=1
θt−i
∣∣∣et−j−1 − em∗q−j+1t−j−1 ∣∣∣
∥∥∥∥∥
2
+
∥∥∥∥∥
m∗q∏
i=1
∣∣θt−i−1∣∣ t−2∑
j=m∗q+1
j∏
i=m∗q+1
∣∣θt−i∣∣ (2et−j−1)
∥∥∥∥∥
2
≤ 2υem∗q+1det + 2
m∗∑
j=1
[
q−1∑
i=1
(1 + δ)iυem∗q−i−q(j−1)+1d
e
t
]
λ
j−1
+ λ
m∗ ∥∥ht∥∥2
≤
[
λ
m∗
+
m∗∑
j=1
λ
j−1
λ
m∗−j+1
+ λ
m∗
]
2
∥∥ht∥∥2 = (2 +m∗)λm∗2∥∥ht∥∥2 ,
usando que υem∗q−i−q(j−1)+1 = λ
[
m∗q−i−q(j−1)+1
q
]
= λ
m∗−j+1
λ
−[ i−1q ] = λ
m∗−j+1
dado que
i < q. Definiendo υhm =
(
3 +
[
m−2
q
])
λ
[m−2q ] y dht =
∥∥ht∥∥2 , queda probado que ht es
L2−NED de taman˜o −∞. Para los otros dos casos, vt (φ∗, ν) y st (φ∗, ν), la prueba sigue
los mismos pasos que los dos casos anteriores.
Lema 2.5 Bajo los supuestos G.0, G.2 y A.1-A.2,
E
ma´x
1≤j≤T
(
j∑
t=1
χt
)2 ≤ K T∑
t=1
‖χt‖22 ,
para χt = et − E (et) , ht − E
(
ht
)
, |εt| vt − E (|εt| vt) y |εt| st − E (|εt| st) con K <∞.
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Prueba del Lema 2.5. Dado que |εt| es φ−mixing, es directo probar que |εt| vt y |εt| st
son L2 − NED con las mismas propiedades que vt y st. Adema´s, los cuatro procesos son
L2γ − bounded, por lo que la prueba de este lema se obtiene directamente de la aplicacio´n
del lema 2.4 y los Teoremas 2.10 y 2.12 del Anexo 1.
Vistos los procesos y sus propiedades a trave´s de estos tres lemas, pasamos a continua-
cio´n a probar las proposiciones 2.15 y 2.16, que a su vez prueban la identificabilidad de los
para´metros y consistencia de los estimadores.
Prueba de la Proposicio´n 2.15. La proposicio´n 2.15 establece que para todo ² > 0
y η > 0
P
[
sup
φ|%(φ,φ0)>²
∣∣∣∣∣
∑T
t=1 2εtvt (φ, φ
0)
T
∣∣∣∣∣ < η
]
T→∞−→ 1,
donde vt (φ, φ
0) se define en (2.15). Para probar esta convergencia, descompondremos el
proceso vt (φ, φ
0) en su parte diferenciable y no diferenciable. Para ello, usaremos que
vt
(
φ, φ0
)
= vt (φ, φ
′) + vt
(
φ′, φ0
)
,
donde φ′ = (θ01, θ
0
2, ρ
0, µ0, r). Para un r dado, vt (φ, φ
′) es diferenciable con respecto a φi,
para i = 1, ..., 4 y usando un desarrollo de Taylor de orden uno en φ′, tenemos que
T∑
t=1
vt (φ, φ
′) =
T∑
t=1
4∑
i=1
(
φi − φ0i
)
h
(i)
t
(
φ0
)
+
T∑
t=1
4∑
i=1
(
φi − φ0i
) (
h
(i)
t
(
φ0
)− h(i)t (φ∗)) ,
(2.20)
donde h
(i)
t se define en (2.13) y % (φ
′, φ∗) ≤ % (φ′, φ).
Definimos B² = {φ ∈ Θ| % (φ, φ0) > ²}. Entonces,
sup
φ∈B²
∣∣∣∣∣
∑T
t=1 2εtvt (φ, φ
0)
T
∣∣∣∣∣ ≤ supφ∈B²
∣∣∣∣∣
∑T
t=1 2εtvt (φ, φ
′)
T
∣∣∣∣∣ (2.21)
+ sup
φ∈B²
∣∣∣∣∣
∑T
t=1 2εtvt (φ
′, φ0)
T
∣∣∣∣∣ (2.22)
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La parte diferenciable, (2.21)2, usando la ecuacio´n (2.20), se puede escribir como
sup
φ∈B²
∣∣∣∣∣
∑T
t=2 εtvt (φ, φ
′)
T
∣∣∣∣∣ ≤ supφ∈B²
∣∣∣∣∣
∑T
t=2 εt
∑4
i=1 (φi − φ0i )hit (φ0)
T
∣∣∣∣∣+ (2.23)
+ sup
φ∈B²
∣∣∣∣∣
∑T
t=2 εt
∑4
i=1 (φi − φ0i ) (hit (φ0)− hit (φ))
T
∣∣∣∣∣ . (2.24)
Para probar la convergencia a 0 del te´rmino diferenciable, trabajamos con cada uno de
los supremos de (2.23) y (2.24). Empezamos con (2.23). Dado que εth
(i)
t (φ
0) no depende
de φ, tenemos que supφ∈B²
∣∣∣T−1∑Tt=1 εth(i)t (φ0)∣∣∣ = ∣∣∣T−1∑Tt=1 εth(i)t (φ0)∣∣∣ , que es una suma
de diferencia de martingalas (mds), ya que h
(i)
t (φ
0) es =t−1 − medible y εt iid. Adema´s
h
(i)
t (φ
0) ≤ ht, con ht definida en (2.14) y L2− acotada, con lo que obtenemos que para
η > 0,
P
[
sup
φ∈B²
∣∣∣∣∣
∑T
t=1 εth
(i)
t (φ
0)
T
∣∣∣∣∣ > η
]
≤
σ2ε
(∥∥∥h(i)t (φ0)∥∥∥
2
)2
Tη2
T→∞→ 0.
Finalmente,
sup
φ∈B²
∣∣∣∣∣2
∑T
t=2 εt
∑4
i=1 (φi − φ0i )h(i)t (φ0)
T
∣∣∣∣∣ ≤ 2 |2µ+ 6|
∣∣∣∣∣
∑T
t=1 εth
(i)
t (φ
0)
T
∣∣∣∣∣ ,
para i = 1, 2, ..., 4, por lo tanto, queda probado que el te´rmino de (2.23) convergera´ a 0.
El otro te´rmino, (2.24), s´ı depende φ. Para probar la convergencia acotaremos el pro-
ceso a trave´s de una suma de procesos convergentes. Para ello usaremos que el espacio
parame´trico para φl es acotado, de forma que podemos definir jl y Jl para l = 1, 2, ..., 5,
con jl = −Jl,−Jl + 1, ..., Jl, tal que φjll = φ0l + jlν establece una particio´n de cada
subespacio parame´trico, con ν > 0 y que definiremos posteriormente. Basado en esta
particio´n para cada uno de los para´metros, definimos la siguiente secuencia de vecto-
res de ı´ndices, `j = (j1, j2, j3, j4, j5) , para j = 1, ..., J, y vectores de para´metros φ
`j =(
φj11 , φ
j2
2 , φ
j3
3 , φ
j4
4 , φ
j5
5
)
con φjll para l = 1, 2, ..., 5 definido anteriormente. Finalmente, defini-
mos B²,jl (φ) =
{
φ ∈ B²
/
0 ≤
∣∣∣φl − φ`jl ∣∣∣ ≤ ν} y B²,`j (φ) = 5∏
l=1
B²,jl (φ) con
5∏
l=1
el producto
2En general, y salvo que se exprese lo contrario, nos referiremos siempre a la parte derecha de la igualdad
o desigualdad.
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cartesiano de los 5 subconjuntos. Con estas definiciones, es fa´cil probar que B²,`j (φ) cons-
tituye una particio´n de B², con B² ⊂ ∪J`j=1B²,`j (φ) y J =
5∏
l=1
Jl. Como en el caso de
(2.23),
sup
φ∈B²
∣∣∣∣∣∣
2
∑T
t=2 εt
∑4
i=1 (φi − φ0i )
(
h
(i)
t (φ
0)− h(i)t (φ∗)
)
T
∣∣∣∣∣∣ ≤ supφ∈B² 2 ∣∣φi − φ0i ∣∣ supφ∈B²
∣∣∣∣∣
∑T
t=2 εts
(i)
t (φ
0, φ∗)
T
∣∣∣∣∣ ,
para i = 1, 2, ..., 4, con sit definido en (2.17) y supφ∈B² 2 |φi − φ0i | < 2 |2µ+ 6| <∞. Usando
la particio´n B²,`j (φ) definida anteriormente, se tiene que
sup
φ∗∈B²
∣∣∣∣∣
∑T
t=2 εts
(i)
t (φ
0, φ∗)
T
∣∣∣∣∣ ≤ ma´x`j
∣∣∣∣∣
∑T
t=2 εts
(i)
t
(
φ0, φ`j
)
T
∣∣∣∣∣+ (2.25)
+ ma´x
`j
sup
φ∈B²,`j (φ)
∣∣∣∣∣
∑T
t=2 εts
(i)
t
(
φ, φ`j
)
T
∣∣∣∣∣ . (2.26)
Por lo tanto, para (2.25) y todo η > 0
P
[
ma´x
`j
∣∣∣∣∣
∑T
t=2 εt
∑4
i=1 s
(i)
t
(
φ0, φ`j
)
T
∣∣∣∣∣ > η
]
≤
J∑
j=1
P
[∣∣∣∣∣
∑T
t=2 εt
∑4
i=1 s
(i)
t
(
φ0, φ`j
)
T
∣∣∣∣∣ > η
]
.
(2.27)
Dado que s
(i)
t
(
φ0, φ`j
)
es =t−1−medible, εts(i)t
(
φ0, φ`j
)
es una mds con E
(
εts
(i)
t
(
φ0, φ`j
))2
=
E (εt)
2E
(
sit
(
φ0, φ`j
))2
.Del lema 2.3, la esperanza de sit
(
φ, φ`j
)
solo dependera´ de %
(
φ0, φ`j
)
,
y por lo tanto del ma´xl |jl| . Con este resultado y usando la desigualdad de Markov, en la
suma de (2.27) podemos distinguir cinco casos, dependiendo de que ı´ndice en |jl| sea el
ma´ximo, obteniendo que para todo η > 0,
P
[
ma´x
`j
∣∣∣∣∣
∑T
t=2 εt
∑4
i=1 s
(i)
t
(
φ0, φ`j
)
T
∣∣∣∣∣ > η
]
≤ 5
J∗∑
j=1
j5ma´x(ν2, ν)σ2εKs
Tη2
≤
≤ K1
Tη2ν5
T→∞−→ 0,
con J∗ = ma´xl Jl. Para el otro te´rmino, (2.26), usamos que supφ∈B²,`j (φ)
∣∣∣s(i)t (φ, φ`j)∣∣∣ ≤
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st(φ
`j , ν), donde st esta´ definido en (2.18), para obtener que
sup
φ∈B²,`j (φ)
∣∣∣∣∣
∑T
t=2 εts
(i)
t
(
φ, φ`j
)
T
∣∣∣∣∣ ≤ 4
∑T
t=1
(|εt| st(φ`j , ν)− E [|εt| st(φ`j , ν)])
T
+
+
∑T
t=1E
[|εt| st(φ`j , ν)]
T
.
As´ı, usando los lemas 2.3 (d) y 2.5 se puede probar que para todo η > 0,
P
[
ma´x
`j
∑T
t=1 |εt| st(φ`j , ν)− E
[|εt| st(φ`j , ν)]
T
> η/2
]
≤ K2
Tη2
,
y
ma´x
`j
∑T
t=1E
[|εt| st(φ`j , ν)]
T
≤ νKs
Tomando ν, que define la particio´n B²,`j , suficientemente pequen˜o, tal que νKs <
η
2
,
tenemos que para todo η > 0,
P
[
ma´x
`j
sup
φ∈B²,`j (φ)
∣∣∣∣∣
∑T
t=2 εts
(i)
t
(
φ, φ`j
)
T
∣∣∣∣∣ > η
]
T→∞−→ 0.
Dado que supφ∈B²,`j (φ) |φi − φ
0
i | < 2 |2µ+ 6| < ∞ y los resultados de (2.25) y (2.26),
para todo η > 0,
P
[
sup
φ∈B²
∣∣∣∣∣
∑T
t=2 εt
∑4
i=1 (φi − φ0i ) s(i)t (φ0, φ)
T
∣∣∣∣∣ > η
]
T→∞−→ 0.
Con este resultado, y los anteriores obtenidos para (2.23) se prueba que el te´rmino
diferenciable, (2.21), converge a 0.
En el te´rmino no diferenciable, (2.22), so´lo φ5 = r puede ser diferente, luego usaremos
la siguiente particio´n, B²,j (φ) = {φ ∈ B² /φ5 ∈ (r0 + ν(j + 1), r0 + νj)},
con φ′,j = (φ01, φ
0
2, φ
0
3, φ
0
4, r0 + νj) y j = −J5, ..., J5, para acotar la suma de forma similar a
(2.24),
sup
φ∈B²
∣∣∣∣∣
∑T
t=1 εtvt (φ
′, φ0)
T
∣∣∣∣∣ ≤ ma´xj
∣∣∣∣∣
∑T
t=1 εtvt (φ
′,j, φ0)
T
∣∣∣∣∣ (2.28)
+ ma´x
j
sup
B²,j(φ)
∣∣∣∣∣
∑T
t=1 εtvt (φ, φ
′,j)
T
∣∣∣∣∣ . (2.29)
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Como en los casos anteriores, probamos que cada te´rmino converge en probabilidad a 0.
Para el primer te´rmino, (2.28), el lema 2.3 (c) junto con que vt (φ
′,j, φ0) es =t−1−medible,
garantizan que εtvt (φ
′,j, φ0) es una mds con E (ε2tv
2
t (φ
′,j, φ0)) ≤ νKv. Luego es fa´cil probar
que
P
[
ma´x
`j
∣∣∣∣∣
∑T
t=1 2εtvt (φ
′,j, φ0)
T
∣∣∣∣∣ > η
]
≤ Kc
νTη2
T→∞−→ 0.
Para el segundo te´rmino, (2.29), la prueba sera´ similar a la de (2.26). En este caso,
supB²,j(φ) εtvt (φ, φ
′,j) ≤ |εt| vt (φ′,j+1, φ′,j) con lo que por los lemas 2.3 (c) y 2.5 se prueba
que para todo η > 0,
P
[
ma´x
j
sup
B²,j(φ)
∣∣∣∣∣
∑T
t=1 εtvt (φ, φ
′,j)
T
∣∣∣∣∣ > η2
]
≤ Kd
Tη2
T→∞−→ 0,
siguiendo los mismos pasos que en (2.26).
Este resultado termina la prueba de la proposicio´n 2.15. La convergencia en probabilidad
a 0 de los te´rminos (2.28) y (2.29) implica la convergencia en probabilidad a 0 de (2.22).
Igualmente, la convergencia en probabilidad a 0 de (2.23) y (2.24), implica lo mismo para
(2.21). Con esto, queda probado que para ∀η > 0,
P
[
sup
φ∈B²
∣∣∣∣∣
∑T
t=1 2εtvt (φ, φ
0)
T
∣∣∣∣∣ ≥ η
]
T→∞−→ 0,
y con ello la proposicio´n 2.15.
Prueba de la Proposicio´n 2.16. La proposicio´n 2.16 establece que, para todo ² > 0,
∃a (²) > 0 tal que
P
[
inf
φ|%(φ,φ0)>²
1
T
T∑
t=1
v2t
(
φ, φ0
)
> a (²)
]
T→∞−→ 1,
o lo que es lo mismo,
P
 inf
φ|%(φ,φ0)>²
T−1
[T2 ]∑
ι=2
Wk(ι)
(
φ, φ0
)
> a (²)
 T→∞−→ 1 (2.30)
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con,
inf
φ|%(φ,φ0)>²
[T2 ]∑
ι=1
Wk(ι)
(
φ, φ0
)
= inf
φ|%(φ,φ0)>²
[T2 ]∑
ι=1
v2k(ι)−1
(
φ, φ0
)
+ v2k(ι)
(
φ, φ0
)
, (2.31)
para k (ι) = 2ι y [x] la parte entera de x. Definiendo δ0φ,l = φl − φ0l , podemos expresar
vk(ι) (φ, φ
0) como,
vk(ι)
(
φ, φ0
)
= δ0φ,3xk(ι)−1 + δ
0
φ,4 +
(
θk(ι)−1 − θ0k(ι)−1
)
εk(ι)−1 + θk(ι)−1vk(ι)−1
(
φ, φ0
)
,
y condicionando al suceso
E =
{∣∣vk(ι)−1 (φ, φ0)∣∣ > 1
2 (1 + δ)
∣∣δ0φ,3xk(ι)−1 + δ0φ,4 + (θk(ι)−1 − θ0k(ι)−1) εk(ι)−1∣∣} ,
y a su complementario, Ec, obtenemos que
Wk(ι)
(
φ, φ0
) ≥ 1
4 (1 + δ)2
∣∣δ0φ,3xk(ι)−1 + δ0φ,4 + (θk(ι)−1 − θ0k(ι)−1) εk(ι)−1∣∣2 = 1
4 (1 + δ)2
ϑ2k(ι)
(
δ0φ
)
con
ϑ2k(ι)
(
δ0φ
)
=
[
ϑ2k(ι),1
(
δ0φ
)
+ ϑ2k(ι),2
(
δ0φ
)]
ϑ2k(ι),1
(
δ0φ
)
= 1
(
zk(ι)−1 < r
) ∣∣δ0φ,3xk(ι)−1 + δ0φ,4 + δ0φ,2εk(ι)−1∣∣2+
+ 1
(
zk(ι)−1 > r
) ∣∣δ0φ,3xk(ι)−1 + δ0φ,4 + δ0φ,1εk(ι)−1∣∣2
ϑ2k(ι),2
(
δ0φ
)
= 1
(
r0 < zk(ι)−1 < r0 + δ0φ,5
) ∣∣δ0φ,3xk(ι)−1 + δ0φ,4 + (θ01 − θ2) εk(ι)−1∣∣2 ,
si δ0φ,5 > 0. El caso δ
0
φ,5 < 0 es ide´ntico. Adema´s, distinguiremos otros dos casos, cuando
ma´xi≤4
∣∣δ0φ,i∣∣ > b1 para un valor de b1, 0 < b1 < ², que definiremos ma´s adelante, y su
complementario. Definiendo
Mk(ι)−1 (r) = 1
(
zk(ι)−1 < r
) (
xk(ι)−1, 1, εk(ι)−1
)′ (
xk(ι)−1, 1, εk(ι)−1
)
Mk(ι)−1 (r) = 1
(
zk(ι)−1 > r
) (
xk(ι)−1, 1, εk(ι)−1
)′ (
xk(ι)−1, 1, εk(ι)−1
)
,
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y usando el supuesto A.3 se obtiene que,
E
[
ϑ2k(ι),1
(
δ0φ
)]
= c0′1 E
(
Mk(ι)−1 (r)
)
c01 + c
0′
2 E
(
Mk(ι)−1 (r)
)
c02 ≥ ma´x
i≤4
∣∣δ0φ,i∣∣2 a1, (2.32)
con a1 > 0, c
0
1 =
(
δ0φ,4, δ
0
φ,3, δ
0
φ,1
)
y c02 =
(
δ0φ,4, δ
0
φ,3, δ
0
φ,2
)
. Usando adema´s que Mk(ι)−1 (r) y
Mk(ι)−1 (r) son φ−mixing y c01 y c02 acotados es fa´cil probar que,
P
sup
c01
1
T
∣∣∣∣∣∣∣
[T2 ]∑
ι=2
c0′1
[
Mk(ι)−1 (r)− E
(
Mk(ι)−1 (r)
)]
c01
∣∣∣∣∣∣∣ > η
 T→∞−→ 0
P
sup
c02
1
T
∣∣∣∣∣∣∣
[T2 ]∑
ι=2
c0′2
[
Mk(ι)−1 (r)− E
(
Mk(ι)−1 (r)
)]
c02
∣∣∣∣∣∣∣ > η
 T→∞−→ 0.
Por lo tanto, si ma´xi≤4
∣∣δ0φ,i∣∣ > b1, tenemos que
P
 inf
φ|%(φ,φ0)>²
T−1
[T2 ]∑
ι=2
ϑ2k(ι),1
(
δ0φ
)
> E
[
ϑ2k(ι),1
(
δ0φ
)]− η
 T→∞−→ 1, (2.33)
con E
[
ϑ2k(ι),1
(
δ0φ
)]− η > 0 por (2.32) y para η suficientemente pequen˜o.
Para el segundo caso, ma´xi≤4
∣∣δ0φ,i∣∣ < b1, probamos que
P
 sup
r/r−r0>²
T−1
∣∣∣∣∣∣∣
[T2 ]∑
ι=2
[
δk(ι)
(
r0, r
)
ε2k(ι)−1 − E
(
δk(ι)
(
r0, r
)
ε2k(ι)−1
)]∣∣∣∣∣∣∣ > η
 ≤ ε (2.34)
P
 sup
r/r−r0>²
T−1
∣∣∣∣∣∣∣
[T2 ]∑
ι=2
[
δk(ι)
(
r0, r
)
Nk(ι)−1 − E
(
δk(ι)
(
r0, r
)
Nk(ι)−1
)]∣∣∣∣∣∣∣ > η
 ≤ ε, (2.35)
con δk(ι) (r, r
′) = 1
(
r < zk(ι)−1 < r′
)
y Nk(ι)−1 =
∣∣xk(ι)−1εk(ι)−1 + εk(ι)−1∣∣ . U´nicamente pro-
baremos la desigualdad de (2.34), ya que la otra desigualdad es similar. Para ello, usamos
2.10. ANEXO 2 95
la particio´n B²,j (φ) , definida en la proposicio´n 2.15, de forma que
sup
r|r−r0>²
T−1
∣∣∣∣∣∣∣
[T2 ]∑
ι=2
[
δk(ι)
(
r0, r
)
ε2k(ι)−1 − E
(
δk(ι)
(
r0, r
)
ε2k(ι)−1
)]∣∣∣∣∣∣∣ ≤
ma´x
j
T−1
∣∣∣∣∣∣∣
[T2 ]∑
ι=2
[
δk(ι)
(
r0, rj
)
ε2k(ι)−1 − E
(
δk(ι)
(
r0, rj
)
ε2k(ι)−1
)]∣∣∣∣∣∣∣+
+ma´x
j
T−1
∣∣∣∣∣∣∣
[T2 ]∑
ι=2
[
δk(ι)
(
rj, rj+1
)
ε2k(ι)−1 − E
(
δk(ι)
(
rj, rj+1
)
ε2k(ι)−1
)]∣∣∣∣∣∣∣+
+ma´x
j
sup
r∈B²,j(φ)
T−1
∣∣∣∣∣∣∣
[T2 ]∑
ι=2
[
E
(
δk(ι)
(
rj, rj+1
)
ε2k(ι)−1
)− E (δk(ι) (rj, r) ε2k(ι)−1)]
∣∣∣∣∣∣∣ ,
usando que δk(ι) (r
0, r) ε2k(ι)−1 es creciente en r. Usando los resultados del lema 2.3 y que
ε2k(ι)−1 es φ−mixing, siguiendo los mismos pasos que en la ecuacio´n (2.28), es fa´cil obtener
que para todo η > 0
P
ma´x
j
T−1
∣∣∣∣∣∣∣
[T2 ]∑
ι=2
[
δk(ι)
(
r0, rj
)
ε2k(ι)−1 − E
(
δk(ι)
(
r0, rj
)
ε2k(ι)−1
)]∣∣∣∣∣∣∣ > η
 ≤ K
Tνη2
T→∞−→ 0
P
ma´x
j
T−1
∣∣∣∣∣∣∣
[T2 ]∑
ι=2
[
δk(ι)
(
rj, rj+1
)
ε2k(ι)−1 − E
(
δk(ι)
(
rj, rj+1
)
ε2k(ι)−1
)]∣∣∣∣∣∣∣ > η
 ≤ K
Tη2
T→∞−→ 0.
Adema´s,
ma´x
j
sup
r∈B²,j(φ)
T−1
∣∣∣∣∣∣∣
[T2 ]∑
ι=2
[
E
(
δk(ι)
(
rj, rj+1
)
ε2k(ι)−1
)− E (δk(ι) (rj, r) ε2k(ι)−1)]
∣∣∣∣∣∣∣ ≤ νK,
con νK tan pequen˜o como queramos. As´ı, estos tres u´ltimos resultados prueban la desi-
gualdad (2.34). Siguiendo los mismos pasos, obtenemos la desigualdad (2.35). Con estas
dos desigualdades, y asumiendo b1 > 0 suficientemente pequen˜o, se prueba que
P
 inf
r|r−r0>²
T−1
[T2 ]∑
ι=2
δk(ι)
(
r0, r
) [(
δ0 − b1
)2
ε2k(ι)−1 − 2
(
δ0 − b1
)
b1Nk(ι)−1
]
> ²a2
 T→∞−→ 1,
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con a2 > 0. Por lo tanto, se tiene que,
inf
r/|r−r0|>²
T−1
[T2 ]∑
ι=2
ϑ2k(ι),2
(
δ0φ
) ≥
inf
r|r−r0>²
T−1
[T2 ]∑
ι=2
δk(ι)
(
r0, r
) [(
δ0 − b1
)2
ε2k(ι)−1 − 2
(
δ0 − b1
)
b1Nk(ι)−1
]
,
y
P
 inf
r|r−r0>²
T−1
[T2 ]∑
ι=2
ϑ2k(ι),2
(
δ0φ
)
> ²a2
 T→∞−→ 1. (2.36)
Los resultados (2.33) y (2.36) prueban la proposicio´n 2.16.
Probadas ambas proposiciones, queda probada la consistencia de los estimadores CLS
y la identificabilidad de los para´metros.
A continuacio´n desarrollamos la prueba respecto a la tasa de convergencia. Esta se basa
en la prueba del Teorema 2 de Chan (1993).
Prueba del Teorema 2.2.
Para el Teorema 2.2 debemos probar que φ̂l,T = φ
0
l + Op
(
T−1/2
)
para l = 1, ..., 4 y
r̂T = r0 +Op (T
−1) . Definimos, por tanto,
B4,² =
{
φ ∈ Θ :
√
4
T
≤ |φl − φ0l | = δ0φ,l ≤ ² para l = 1, ..., 4 y 4T ≤ |r − r0| = δ0φ,5 ≤ ²
}
,
que sera´ acotado. La prueba se desarrolla para algu´n ² > 0 suficientemente pequen˜o. Por la
consistencia de los estimadores, φ̂T ∈ B4,² con probabilidad tan cercana a 1 como queramos,
para todo T ≥ T ∗² , con T ∗² suficientemente grande. Probar que la tasa de convergencia es
la establecida en el Teorema 2.2 sera´ lo mismo que probar que para todo ε > 0 y T ≥ T ∗ε
existe 4 < ∞ tal que P
[
ma´xi≤4
∣∣∣φ̂i,T − φ0i ∣∣∣ >√4T ] < ε y P [|r̂T − r0| > 4T ] < ε. Como
en el caso de consistencia, una condicio´n suficiente es que para todo ε > 0 y T ≥ T ∗ε existe
4 <∞ tal que:
P
[
inf
{φ∈B4,²}
QT (ω, φ)−QT
(
ω, φ0
)
> 0
]
≥ 1− ε,
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o lo que es lo mismo,
P
[
inf
{φ∈B4,²}
QT (ω, θ)−QT (ω, θ0)
T%2 (φ, φ0)
> 0
]
≥ 1− ε, (2.37)
con % (φ, φ∗) = ma´xl≤4
(
|φl − φ∗l | , |φ5 − φ∗5|1/2
)
, dado que T%2 (φ, φ0) > 0. Los pasos
para probar (2.37), son los mismos que para la consistencia, aunque en este caso, las sumas
se estandarizan con [T%2 (φ, φ0)]
−1
en vez de T−1. As´ı, (2.37) se deriva de las siguientes dos
proposiciones, similares a las proposiciones 2.15 y 2.16.
Proposicio´n 2.17 Para todo η, ε > 0, ∃4 <∞ tal que
P
[
sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 2εt (vt (φ, φ
0))
T%2 (φ, φ0)
∣∣∣∣∣ > η
]
≤ ε.
Proposicio´n 2.18 Para todo ε > 0, ∃4 <∞ y η > 0 tal que
P
[
inf
φ∈B4,²
∑T
t=1 (vt (φ, φ
0))
2
T%2 (φ, φ0)
> η
]
≥ 1− ε.
Prueba de la Proposicio´n 2.17. A lo largo de esta prueba, η y ε sera´n dos nu´meros
reales positivos cualesquiera. El proceso de intere´s, εtvt (φ, φ
0), es el mismo que el de la
proposicio´n 2.15, luego sus propiedades sera´n las mismas. Como en aquel caso, descom-
ponemos el proceso en su parte diferenciable y no diferenciable. En la parte diferenciable,
debemos probar que, para algu´n 4 suficientemente grande,
P
[
sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 2εtvt (φ, φ
′)
T%2 (φ, φ0)
∣∣∣∣∣ > η
]
≤ ε. (2.38)
Usando un desarrollo de Taylor de orden uno en φ′, obtenemos los te´rminos correspon-
dientes a (2.23) y (2.24). As´ı, para el te´rmino correspondiente a (2.23), se tiene que
sup
φ∈B4,²
∣∣∣∣∣∣
∑T
t=2 εt
(
φi − φ0(i)
)
h
(i)
t (φ
0)
T%2 (φ, φ0)
∣∣∣∣∣∣ ≤
∣∣∣∣∣
∑T
t=2 εth
(i)
t (φ
0)√
T4
∣∣∣∣∣
P
[∣∣∣∣∣
∑T
t=2 εth
(i)
t (φ
0)√
T4
∣∣∣∣∣ > η
]
≤
σ2ε
(∥∥∥h(i)t (φ0)∥∥∥
2
)2
4η2 , (2.39)
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usando que supφ∈B4,²
|φi−φ0i |
%2(φ,φ0)
≤ 1
%(φ,φ0)
y εth
(i)
t (φ
0) es una mds. Tomando4 suficientemente
grande, la probabilidad de (2.39) sera´ tan pequen˜a como queramos.
Para el otro te´rmino, (2.24), desarrollamos la prueba para el caso φl > φ
0
l , con l =
1, ..., 5. El resto de casos se obtienen siguiendo los mismos pasos. De forma similar a la
proposicio´n 2.15, definimos φjll = φ
0
l +
√
4
T
bji para l = 1, 2, ..., 4, φj55 = r
j5 = r0 + 4
T
bj5 y
b > 1. Para cada subespacio parame´trico, definimos la siguiente particio´n, Bl²,jl (4, φl) ={
φl ∈ B+4,²
/
0 ≤ φl−φ
jl
l
φ
jl
l −φ0l
≤ (b− 1)
}
, con B+4,² = B4,²
(
φjll > φ
0
l
)
. Como entonces, defi-
niendo, `j = (j1, j2, j3, j4, j5) , para j = 1, ..., J, es directo probar que B
+
4,² ⊂ ∪J`j=1B4²,`j (φ) ,
con B4²,`j (φ) =
∏5
l=1B
l
²,jl
(4, φl). Igualmente, se puede probar que para φ`j =(
φj11 , φ
j2
2 , φ
j3
3 , φ
j4
4 , φ
j5
5
)
, el sup φ∈B4²,`j (φ)
%
(
φ`j , φ
)
= ν∆ (`j) = %
(
φ`j , φ0
)
(b− 1)1/2.
Por lo tanto, tenemos que,
sup
φ∈B+4,²
∣∣∣∣∣
∑T
t=2 (φi − φ0i ) εts(i)t (φ0, φ)
T%2 (φ, φ0)
∣∣∣∣∣ ≤ ²ma´x`j
∣∣∣∣∣
∑T
t=2 εts
(i)
t
(
φ0, φ`j
)
T%2 (φ`j , φ0)
∣∣∣∣∣+
ma´x
`j
sup
φ∈B4²,`j (φ)
∣∣∣∣∣∣
(
φ
`j
i − φ0i
)∑T
t=2 εts
(i)
t
(
φ0, φ`j
)
T%2 (φ`j , φ0)
− (φi − φ
0
i )
∑T
t=2 εts
(i)
t (φ
0, φ)
T%2 (φ, φ0)
∣∣∣∣∣∣
 ,
dado que ma´x`j
∣∣φ`j − φ0i ∣∣ < ². Adema´s, usando que
ma´x
`j
sup
φ∈B4²,`j (φ)

%2
(
φ`j , φ0
) (φi−φ0i )
φ
`j
i −φ0i
− %2 (φ, φ0)
%2 (φ, φ0)
 ≤ 2,
obtenemos que
sup
φ∈B+4,²
∣∣∣∣∣
∑T
t=2 (φi − φ0i ) εts(i)t (φ0, φ)
T%2 (φ, φ0)
∣∣∣∣∣ ≤ ma´x`j 3
∣∣∣∣∣
∑T
t=2 εts
(i)
t
(
φ0, φ`j
)
T%2 (φ`j , φ0)
∣∣∣∣∣+
+ma´x
`j
sup
φ∈B4²,`j (φ)
3
∣∣∣∣∣
∑T
t=2 εtst
(
φ`j , ν (`j)
)
T% (φ`j , φ0)
∣∣∣∣∣ . (2.40)
Para el primer sumando de (2.40), como en el caso del sumando (2.27), distinguimos
cinco casos dependiendo de que componente de `j sea ma´ximo. Usando la teor´ıa sobre mds
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obtenemos que,
P
[
ma´x
`j
∣∣∣∣∣
∑T
t=2 εts
i
t
(
φ0, φ`j
)
T%2 (φ`j , φ0)
∣∣∣∣∣ > η
]
≤ 5
J∗∑
j=1
j4
(4
T
bj
)
σ2εK
1
s
Tη2
(4
T
bj
)2
≤
∞∑
j=1
j4K ′a
η24bj , (2.41)
con J∗ = ma´xl Jl. Tomando b > 1,
∑∞
j=1
j4K′a
η24bj < ∞, con lo que para 4 suficientemente
grande la probabilidad sera´ tan pequen˜a como queramos. Para el segundo sumando de
(2.40), siguiendo los mismos pasos que en (2.41), obtenemos que
P
[
ma´x
`j
∣∣∣∣∣
∑T
t=1 |εt| st
(
φ`j , ν (`j)
)− E [|εt| st (φ`j , ν (`j))]
T% (φ`j , φ0)
∣∣∣∣∣ > η
]
≤
J∗∑
j=1
j4Kb
η24bj (2.42)
ma´x
`j
E
[|εt| st (φ`j , ν (`j))]
% (φ`j , φ0)
≤ (b− 1)1/2Kc, (2.43)
donde la u´ltima desigualdad, (2.43), se obtiene por el lema 2.3, que garantiza que
E
[|εt| st (φ`j , ν (`j))] ≤ ν (`j)Ks ≤ Ks% (φ`j , φ0) (b− 1)1/2. Tomando b suficientemente
cercano a 1, esta cantidad sera´ tan pequen˜a como queramos, con lo que para 4 suficiente-
mente grande obtenemos el resultado deseado para el segundo te´rmino de (2.40). Con este
resultado, concluimos la prueba para el caso en que el supφ∈B4,² del te´rmino diferenciable
pertenece a B+4,². El resto de casos, se obtiene de ide´ntica forma.
La parte no diferenciable, so´lo depende del te´rmino r, nos concentramos en r > r0, (el
otro caso es igual), y por tanto, definimos la particio´nB4,j (φ) = {φi = φ0i , r ∈ (rj, rj+1) , i ≤ 4}
con rj = r0 + 4
T
bj y supj
4
T
bj ≤ ². Sea δjφ,5 = |rj − r0| y νj = (rj+1 − rj) = 4T bj (b− 1),
debemos probar que,
P
[
sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 2εtvt (φ
′, φ0)
T%2 (φ`j , φ0)
∣∣∣∣∣ > η
]
≤ P
[
sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 2εtvt (φ
′, φ0)
Tδφ,5
∣∣∣∣∣ > η
]
≤ ε. (2.44)
Como en los casos anteriores, obtenemos los siguientes resultados,
P
[
ma´x
j
∣∣∣∣∣
∑T
t=1 2εtvt (φ
′,j, φ0)
Tδjφ,5
∣∣∣∣∣ > η
]
≤ 14
∞∑
j=1
Kd
bjη2
(2.45)
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P
[
ma´x
j
∣∣∣∣∣
∑T
t=1 |εt| vt (θ′,j, νj)− E (|εt| vt (θ′,j, νj))
Tδjφ,5
∣∣∣∣∣ > η
]
≤ 14
∞∑
j=1
(b− 1)Kd
bjη2
(2.46)
ma´x
j
E (|εt| vt (θ′,j, νj))
δjφ,5
≤ (b− 1)K ′d (2.47)
ma´x
j
sup
φ∈B4,j(φ)
δjφ,5
δφ,5
≤ b, (2.48)
que conjuntamente, y para 4 suficientemente grande y b cercano a 1, prueban (2.44), y
por lo tanto la proposicio´n 2.17.
Prueba de la Proposicio´n 2.18. La prueba de esta proposicio´n es paralela a la
proposicio´n 2.16. En concreto, debemos probar que para algu´n 4 suficientemente grande
y algu´n η > 0,
P
[
inf
φ∈B4,²
T∑
t=1
(vt (φ, φ
0))
2
T%2 (φ, φ0)
> η
]
≥ 1− ε,
para ∀ε > 0.
De la proposicio´n 2.16,
inf
φ∈B4,²
T∑
t=1
(vt (φ, φ
0))
2
T%2 (φ, φ0)
≥ inf
φ∈B4,²
[T2 ]∑
ι=2
ϑ2k(ι),1
(
δ0φ
)
T%2 (φ, φ0)
+ inf
φ∈B4,²
[T2 ]∑
ι=2
ϑ2k(ι),2
(
δ0φ
)
T%2 (φ, φ0)
.
Como en aquel caso, dividimos B4,² en dos subespacios. El primero, cuando el ma´ximo
de |φl − φ0l | se obtiene para l = 5, lo cual implica que %2 (φ, φ0) = |r − r0| > 4T . Bajo este
supuesto, bastara´ probar que para todo ε > 0, existe 4 suficientemente grande y η > 0 tal
que
P
 inf
φ∈B4,²
[T2 ]∑
ι=2
ϑ2k(ι),2
(
δ0φ
)
T |r − r0| > η
 ≥ 1− ε. (2.49)
2.10. ANEXO 2 101
Como entonces, este resultado se deriva de los siguientes dos resultados,
P
 sup
φ∈B4,²
∣∣∣∣∣∣∣
[T2 ]∑
ι=2
δk(ι) (r
0, r) ε2k(ι)−1 − E
(
δk(ι) (r
0, r) ε2k(ι)−1
)
T |r − r0|
∣∣∣∣∣∣∣ > η
 ≤ ε (2.50)
P
 sup
φ∈B4,²
∣∣∣∣∣∣∣
[T2 ]∑
ι=2
δk(ι) (r
0, r)Nk(ι)−1 − E
(
δk(ι) (r
0, r)Nk(ι)−1
)
T |r − r0|
∣∣∣∣∣∣∣ > η
 ≤ ε, (2.51)
ya que infφ∈B4,² E
(
1
(
r0 < zk(ι)−1 < r0 + δ0φ,5
)
ε2k(ι)−1
)
/ |r − r0| > σ2ε/z. > 0 y
supφ∈B4,² E
(
δk(ι) (r
0, r)Nk(ι)−1
)
/ |r − r0| ≤ σ2ε/zM, con lo que para ² y η suficientemente
pequen˜os,
P
 inf
φ∈B4,²
[T2 ]∑
ι=2
(δ0 − ²)2 δk(ι) (r0, r) ε2k(ι)−1 − (δ0 − ²) ²δk(ι) (r0, r)Nk(ι)−1
T |r − r0| > a1
 ≥ 1− ε,
con a1 = (δ
0 − ²)2 σ2ε/z − (δ0 − ²) ²σ2ε/zM − η > 0. Para probar las desigualdades de (2.50)
y (2.51), usaremos la particio´n basada en rj = r
0 ± 4
T
bj con b > 1, como en la proposicio´n
2.17, y seguiremos los pasos seguidos en (2.34).
Para el segundo caso, cuando el ma´ximo de |φl − φ0l | se alcanza para l ≤ 4, tenemos
que
inf
φ∈B4,²
[T2 ]∑
ι=2
ϑ2k(ι),1
(
δ0φ
)
T%2 (φ, φ0)
≥ inf
c
1
T
[T2 ]∑
ι=2
c′Mk(ι)−1 (r) c
inf
φ∈B4,²
[T2 ]∑
ι=2
ϑ2k(ι),1
(
δ0φ
)
T%2 (φ, φ0)
≥ inf
c
1
T
[T2 ]∑
ι=2
c′Mk(ι)−1 (r) c,
con c ∈ [1, 1]3 y tal que ma´xi c2i = 1. Como en la proposicio´n 2.16, usando que Mk(ι)−1 (r)
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y Mk(ι)−1 (r) son φ−mixing y ma´xi,j cicj ≤ 1, es fa´cil probar que
P
sup
c
1
T
∣∣∣∣∣∣∣
[T2 ]∑
ι=2
c′
[
Mk(ι)−1 (r)− E
(
Mk(ι)−1 (r)
)]
c
∣∣∣∣∣∣∣ > η
 T→∞−→ 0
P
sup
c
1
T
∣∣∣∣∣∣∣
[T2 ]∑
ι=2
c′
[
Mk(ι)−1 (r)− E
(
Mk(ι)−1 (r)
)]
c
∣∣∣∣∣∣∣ > η
 T→∞−→ 0.
Usando que E
(
Mk(ι)−1 (r)
)
y E
(
Mk(ι)−1 (r)
)
son definidas positivas y ma´xi c
2
i = 1,
obtenemos que
c′
[
E
(
Mk(ι)−1 (r)
)]
c ≥ a2 + η > 0
c′
[
E
(
Mk(ι)−1 (r)
)]
c ≥ a3 + η > 0.
Por lo tanto, para T y 4 suficientemente grandes,
P
 [T2 ]∑
ι=2
ϑ2k(ι),2
(
δ0φ
)
T%2 (φ, φ0)
≥ a1
 ≥ 1− ε si %2 (φ, φ0) = ∣∣r − r0∣∣
P
 inf
φ∈B4,²
[T2 ]∑
ι=2
ϑ2k(ι),1
(
δ0φ
)
T%2 (φ, φ0)
≥ a2
 ≥ 1− ε si %2 (φ, φ0) = ∣∣φl − φ0l ∣∣ para l = 1, 3, 4
P
 inf
φ∈B4,²
[T2 ]∑
ι=2
ϑ2k(ι),1
(
δ0φ
)
T%2 (φ, φ0)
≥ a3
 ≥ 1− ε si %2 (φ, φ0) = ∣∣φl − φ0l ∣∣ para l = 2, 3, 4.
As´ı,
P
[
inf
φ∈B4,²
T∑
t=1
(vt (φ, φ
0))
2
T%2 (φ, φ0)
> mı´n
i≤3
(ai)
]
≥ 1− ε,
con mı´ni≤3 (ai) > 0. Con esto, la proposicio´n 2.18 queda probada.
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2.10.2. Inferencia.
Normalidad asinto´tica cuando r0 es conocido.
A lo largo de esta seccio´n, dado que r0 es conocido, trabajaremos con β = (β1, β2, β3, β4) =
(θ1, θ2, ρ, µ) y β
0 = (θ01, θ
0
2, ρ
0, µ0) . Adema´s, todos los procesos que en su definicio´n depen-
dan de r, sera´n evaluados en r0, sin que se especifique expl´ıcitamente en la notacio´n. Como
vimos en la Seccio´n 2.4, la funcio´n objetivo sera´ diferenciable respecto a β. De la prueba
del Teorema 2.2 sabemos que
QT (β)−QT
(
β0
)
=
T∑
t=1
(
vt
(
β, β0
))2
+
T∑
t=1
2εtvt
(
β, β0
)
.
Si definimos
2H i,lt (β
∗) =
∂2 (vt (β, β
0))
2
∂βi∂βl
∣∣∣∣∣
β=β∗
= 2
[
h
(l)
t (β
∗)h(i)t (β
∗) + vt
(
β∗, β0
)
hi,lt (β
∗)
]
,
hi,lt (β
∗) =
∂2et (β)
∂βi∂βl
∣∣∣∣
β=β∗
=
∂h
(i)
t (β)
∂βl
∣∣∣∣∣
β=β∗
,
QT
(
β̂
)
− QT (β0) se podra´ escribir, utilizando un desarrollo de Taylor de orden uno en
torno a QT (β
0), como
QT
(
β̂
)
−QT
(
β0
)
=
1
2
4∑
i=1
4∑
l=1
T∑
t=1
(
β̂i − β0i
)
2H i,lt (β
∗)
(
β̂l − β0l
)
+
+
4∑
i=1
T∑
t=1
2
(
β̂i − β0i
)
εth
(i)
t
(
β0
)
+
1
2
4∑
i=1
4∑
l=1
T∑
t=1
2
(
β̂i − β0i
)
εth
il
t (β
∗)
(
β̂l − β0l
)
, (2.52)
con β∗ tal que % (β∗, β0) < %
(
β̂, β0
)
, β̂ = argmı´nβ∈Θβ QT (β) , Θβ = {φ = (β, r0) ∈ Θ} y
usando que
∂(vt(β,β0))
2
∂βi
∣∣∣∣
β0
= 0.
Para obtener la normalidad asinto´tica usaremos los resultados de los tres lemas que se
describen a continuacio´n, y que muestran el comportamiento asinto´tico de cada uno de los
tres sumandos de la ecuacio´n (2.52).
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Lema 2.6 Bajo los supuestos G.0, G.2, A.1, A.2 y A.3,
4∑
i=1
4∑
l=1
T∑
t=1
(
β̂i − β0i
)
εth
il
t (β
∗)
(
β̂l − β0l
)
= op (1)
Prueba del Lema 2.6. Sera´ suficiente probar que para todo i, l ≤ 4 y η > 0
l´ım
T→∞
P
 sup
β∗/%(β∗,β0)<%(β̂,β0)
∣∣∣∣∣ 1T
T∑
t=1
εth
il
t (β
∗)
∣∣∣∣∣ > η
 = 0,
dado que, β̂ es Op
(
T−1/2
)
y por lo tanto, T
(
β̂i − β0i
)(
β̂l − β0l
)
= Op (1). Este resultado
se puede obtener fa´cilmente del Teorema 2.2 sin necesidad de asumir G.1, que so´lo es
necesario en la proposicio´n 2.16 y 2.18 para la consistencia de r̂. Dado que r0 en este caso
es conocido, G.1 no es necesario y la prueba se deriva directamente del Teorema 2.2.
De la definicio´n de hi,lt (φ) , y dado que h
i,l
t (φ) es derivable respecto a β, se puede probar
que
sup
β/%(β,β0)<%(β̂,β0)
∣∣∣hi,lt (β0)− hi,lt (β)∣∣∣ ≤ %(β̂, β0)hi,lt , (2.53)
con h
i,l
t =t−1 −medible y E
[(
h
i,l
t
)2]
<∞, para i, l ≤ 4. Por lo tanto,
sup
β∗/%(β∗,β0)<%(β̂,β0)
∣∣∣∣∣ 1T
T∑
t=1
εth
il
t (β
∗)
∣∣∣∣∣ ≤
∣∣∣∣∣ 1T
T∑
t=1
εth
il
t
(
β0
)∣∣∣∣∣+ %(β̂, β0) 1T
T∑
t=1
|εt|hi,lt .
Dado que εth
il
t (β
0) es unamds, E
(∣∣∣hi,lt (β0)∣∣∣) ≤ Khh, %(β̂, β0) = op (1) y 1T ∑Tt=1 |εt|hi,lt =
Op (1) , el lema queda probado.
Lema 2.7 Bajo los supuestos G.0, G.2, A.1, A.2 y A.3,
1
T
T∑
t=1
(
H i,lt (β
0)−H i,l (β0)) = op (1)
sup
β∗/%(β∗,β0)<%(β̂,β0)
T∑
t=1
(
β̂i − β0i
) [
H i,lt (β
∗)−H i,lt (β0)
] (
β̂l − β0l
)
= op (1) ,
con H i,l (β0) = E
(
h
(i)
t (β
0)h
(l)
t (β
0)
)
.
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Prueba del Lema 2.7. La primera parte del lema, dado que H i,lt (β
0) = h
(i)
t (β
0)h
(l)
t (β
0)
es L2 −mixingala de taman˜o −1/2 para i, j ≤ 4, se obtiene directamente de la aplicacio´n
de una LLN para L2−mixingalas, (ver por ejemplo McLeish, 1975, o el Corolario 20.16 de
Davidson, 1994). Esta propiedad de H i,lt (β
0) se obtiene siguiendo los mismos argumentos
de los lemas 2.4 y 2.5.
Para la segunda parte, por definicio´n
1
T
T∑
t=1
(
H i,lt (β)−H i,lt
(
β0
))
=
1
T
T∑
t=1
s
(i)
t
(
β, β0
)
h
(l)
t
(
β0
)
+
1
T
T∑
t=1
s
(l)
t
(
β, β0
)
h
(i)
t (β)
+
1
T
T∑
t=1
vt
(
β, β0
)
hi,lt (β) .
Por lo tanto, el supβ∗/%(β∗,β0)<%(β̂,β0)
1
T
∑T
t=1
(
H i,lt (β)−H i,lt (β0)
)
p−→ 0, si para cada
uno de estos sumandos su supremo converge a 0. Primero probamos que para todo η > 0,
se cumple que
l´ım
T→∞
P
 sup
β∗/%(β∗,β0)<%(β̂,β0)
1
T
T∑
t=1
s
(i)
t−1
(
β, β0
)
h
(l)
t−1 (β) > η
 = 0.
De las definiciones (2.14) y (2.18), y usando que φ5 = φ
0
5, se obtiene que st (β
0, % (β, β0)) =
% (β, β0) st, donde st no depende de φ y E (s
4
t ) ≤ Ks <∞. As´ı
sup
β∗/%(β∗,β0)<%(β̂,β0)
1
T
T∑
t=1
s
(i)
t
(
β, β0
)
h
(l)
t (β) ≤
1
T
T∑
t=1
%
(
β̂, β0
)
stht.
Ahora, usando la desigualdad de Ho¨lder,
E
∣∣stht∣∣ ≤ ‖st‖2 ∥∥ht∥∥2
≤ Ks,h <∞,
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obtenemos como antes que, 1
T
∑T
t=1 stht = Op (1), %
(
β̂, β0
)
= op (1) y por lo tanto
l´ım
T→∞
P
 sup
β∗/%(β∗,β0)<%(β̂,β0)
1
T
T∑
t=1
s
(i)
t
(
β, β0
)
h
(l)
t (β) > η
 T→∞−→ 0,
l´ım
T→∞
P
 sup
β∗/%(β∗,β0)<%(β̂,β0)
1
T
T∑
t=1
s
(i)
t
(
β, β0
)
h
(l)
t
(
β0
)
> η
 T→∞−→ 0.
Para el tercer sumando, 1
T
∑T
t=1 vt (β, β
0)hi,lt (β), se puede probar, usando la definicio´n
(2.16) y φ5 = φ
0
5, que vt (β
0, % (β, β0)) = % (β, β0) vt donde vt no depende de φ y E (v
4
t ) ≤
Ks <∞. Por la desigualdad de Ho¨lder y (2.53)
E
vt sup
β∗/%(β∗,β0)<%(β̂,β0)
hi,lt (β)
 ≤ Kv,h <∞.
As´ı, como en el caso anterior, 1
T
∑T
t=1 vth
i,l
t = Op (1), %
(
β̂, β0
)
= op (1) y
l´ım
T→∞
P
 sup
β∗/%(β∗,β0)<%(β̂,β0)
1
T
T∑
t=1
vt
(
β, β0
)
hi,lt (β) > η
 = 0.
Lo cual, con los resultados anteriores, prueba el lema.
Antes de presentar el u´ltimo lema necesario para la prueba del Teorema 2.3, definimos
DT
(
β0
)
=
1
T 1/2
T∑
t=1
εtht
(
β0
)
=
1
T 1/2
T∑
t=1
εt
(
h
(1)
t
(
β0
)
, h
(2)
t
(
β0
)
, h
(3)
t
(
β0
)
, h
(4)
t
(
β0
))′
Ω = E
[
ε2tht
(
β0
)
h′t
(
β0
)]
= σ2εE
[
ht
(
β0
)
h′t
(
β0
)]
= σ2εH
(
β0
)
,
usando en la u´ltima igualdad que εt es iid y ht (β
0) =t−1 − medible. El siguiente lema
describe el comportamiento asinto´tico de DT (β
0) .
Lema 2.8 Bajo los supuestos G.0, G.2, A.1 y A.2, DT (β
0)
d−→ N
(−→
0 ,Ω
)
.
Prueba del Lema 2.8. Si definimos
E
(
ε2th
(i)
t
(
β0
)
h
(l)
t
(
β0
))
= σ2εσh,i,l,
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se tiene que
ε2th
(i)
t
(
β0
)
h
(l)
t
(
β0
)− σ2εσh,i,l
es L2 −mixingala para i, l ≤ 4. Usando el supuesto A.2 definimos
σ4εhil = E
(
ε2th
(i)
t
(
β0
)
h
(l)
t
(
β0
)− σ2εσh,i,l)2 <∞. (2.54)
Por lo tanto usando una LLN para L2 −mixingalas, obtenemos que
ΩT (i, l) =
1
T
T∑
t=1
ε2th
(i)
t
(
β0
)
h
(l)
t
(
β0
) as−→ Ω (i, l) = σ2εσh,i,l (2.55)
Por otro lado, definimos Xt,T =
∑4
i=1 µi
εth
(i)
t (β0)√
T
, con ‖µ‖ = 1. Entonces usando (2.55),
T∑
t=1
X2t,T =
T∑
t=1
4∑
i=1
µ2i
(
εth
(i)
t (β
0)√
T
)2
+ 2
T∑
t=1
4∑
i=2
i−1∑
l=1
µiµl
ε2th
(i)
t (β
0)h
(l)
t (β
0)
T
as−→ σ2x,µ <∞.
(2.56)
Adema´s, teniendo en cuenta que εth
(i)
t (β
0) es una mds, X∗t,T = Xt,T/ σ
2
x,µ tambie´n
sera´ una mds. Por lo tanto, para probar que
∑T
t=1X
2
t,T converge a una N (0, 1) , usaremos
un Teorema Central del L´ımite (CLT) para martingalas, por ejemplo, el propuesto por
Davidson, Teorema 24.3, para el que debemos probar que
a)
∑T
t=1X
∗2
t,T
as−→ 1.
b) ma´x1≤t≤T
∣∣X∗t,T ∣∣ pr−→ 0.
La condicio´n a) se obtiene de (2.56). La condicio´n b) se cumple dado que εth
(i)
t (φ
0) es
uniformemente integrable, lo que se sigue de la ecuacio´n (2.54), (ver los Teoremas 24.4 y
12.10 de Davidson). Por lo tanto, con estas dos condiciones y el Teorema 24.3 de Davidson,
se obtiene que
∑T
t=1X
∗2
t,T
d−→ N (0, 1) . Dado que este resultado es va´lido para todo µ tal
que ‖µ‖ = 1, se tiene que DT (β0) d−→ N
(−→
0 ,Ω
)
, y con ello la prueba del lema.
Ahora ya estamos en disposicio´n de probar el Teorema 2.3.
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Prueba del Teorema 2.3. Usando los lemas 2.7 y 2.6, obtenemos que
QT
(
β̂
)
−QT
(
β0
)
= T
(
β̂ − β0
)′
HT
(
β0
) (
β̂ − β0
)
+ 2T 1/2
(
β̂ − β0
)′
DT
(
β0
)
+ op (1) ,
con HT (β
0) = 1
T
∑
h′ (β0)h (β0).
Define T 1/2
(
β˜ − β0
)
= −H−1T (β0)DT (β0) , tal que
QT
(
β˜
)
−QT
(
β0
)
= T
(
β˜ − β0
)′
HT (β
∗∗)
(
β˜ − β0
)
+ 2T 1/2
(
β˜ − β0
)′
DT
(
β0
)
+ op (1) ,
para β∗∗ ∈
(
β˜, β0
)
. Entonces
QT
(
β̂
)
−QT
(
β0
)
= T
(
β̂ − β0
)′
HT
(
β0
) (
β̂ − β0
)
− 2T
(
β̂ − β0
)′
HT
(
β0
) (
β˜ − β0
)
+ op (1)
QT
(
β˜
)
−QT
(
β0
)
= −T
(
β˜ − β0
)′
HT
(
β0
) (
β˜ − β0
)
+ op (1) .
La u´ltima igualdad se obtiene dado que −H−1T (β0)DT (β0) = T 1/2
(
β˜ − β0
)
es Op (1) ,
por lo tanto %
(
β˜, β0
)
p−→ 0 y % (β∗∗, β0) p−→ 0. Con esto, y siguiendo los pasos del
lema 2.7, tenemos que HT (β
∗∗)
p−→ HT (β0). Ahora, dado que QT
(
β˜
)
− QT (β0) −[
QT
(
β̂
)
−QT (β0)
]
≥ 0,
0 ≤ −T
(
β˜ − β0
)′
HT
(
β0
) (
β˜ − β0
)
− T
(
β̂ − β0
)′
HT
(
β0
) (
β̂ − β0
)
+
+2T
(
β̂ − β0
)′
HT
(
β0
) (
β˜ − β0
)
+ op (1) ,
y reasignando te´rminos,
T
(
β̂ − β0
)′
HT
(
β0
) (
β̂ − β˜
)
+ T
(
β˜ − β̂
)′
HT
(
β0
) (
β˜ − β0
)
≤ op (1)
T
(
β̂ − β0
)′
HT
(
β0
) (
β̂ − β˜
)
− T
(
β˜ − β0
)′
HT
(
β0
) (
β̂ − β˜
)
≤ op (1)
T
(
β̂ − β˜
)′
HT
(
β0
) (
β̂ − β˜
)
≤ op (1) .
Del lema 2.7, tenemos que HT (β
0)
p−→ H (β0) > 0, con lo que
T
(
β̂ − β˜
)′
HT
(
β0
) (
β̂ − β˜
)
≤ op (1)⇒ T
(
β̂ − β˜
)′
HT
(
β0
) (
β̂ − β˜
)
≤ op (1)⇒
T
∥∥∥β̂ − β˜∥∥∥2C ≤ op (1) .
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Finalmente, usando el lema 2.8, obtenemos la normalidad asinto´tica de T 1/2
(
β˜ − β0
)
,
T 1/2
(
β˜ − β0
)
d−→ N
(−→
0 , H−1
(
β0
)
ΩH−1
(
β0
)) ≡ N (−→0 , σ2εH−1 (β0)) ,
que a su vez implica, a trave´s del Teorema de Slutzky y dado que
∥∥∥β̂ − β˜∥∥∥2 ≤ op (1) , que
T 1/2
(
β̂ − β0
)
d−→ N
(−→
0 , σ2εH
−1 (β0)) .
Esto finaliza la prueba del Teorema 2.3.
Prueba del Teorema 2.4. La prueba se obtiene directamente del lema 2.7, y teniendo
en cuenta que,
σ̂2ε − σ2ε =
1
T
(
QT (β̂)−QT (β0)
)
p−→ 0.
Normalidad asinto´tica cuando r0 es desconocido.
Durante esta seccio´n mantenemos la notacio´n β = (β1, β2, β3, β4) = (θ1, θ2, ρ, µ) ,con
φ = (β, r) y φ0 = (β0, r0) . Sin embargo la dependencia de los procesos en el para´metro
r aparecera´ en la notacio´n de forma expl´ıcita. Para un r dado, la funcio´n objetivo, como
vimos en la prueba de consistencia, es derivable respecto a βl para l ≤ 4. Similar al Teorema
2.3, utilizando un desarrollo de Taylor de orden dos entorno a φ0,
QT
(
β̂, r̂
)
−QT
(
φ0
)
=
4∑
i=1
T∑
t=1
2
(
β̂i − β0i
)
εth
(i)
t
(
β0, r̂
)
+
4∑
i=1
4∑
l=1
T∑
t=1
(
β̂i − β0i
)
εth
il
t (β
∗, r̂)
(
β̂i − β0i
)
+ 2
4∑
i=1
T∑
t=1
(
β̂i − β0i
)
vt
(
β0, r̂, φ0
)
h
(i)
t
(
β0, r̂
)
+
+
4∑
i=1
4∑
l=1
T∑
t=1
(
β̂i − β0i
)
vt
(
β∗, r̂, φ0
)
hi,lt (β
∗, r̂)
(
β̂i − β0i
)
+
+
4∑
i=1
4∑
l=1
T∑
t=1
(
β̂i − β0i
)
h
(l)
t (β
∗, r̂)h(i)t (β
∗, r̂)
(
β̂l − β0l
)
, (2.57)
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donde vt (β, r̂, φ
0) = et (β, r̂) − εt, hi,lt se definio´ en la seccio´n anterior y β∗ cumple que
% (β∗, β0) ≤ %
(
β̂, β0
)
. La prueba del Teorema 2.5, como en el caso del Teorema 2.3, se
seguira´ de la siguiente igualdad:
QT
(
β̂, r̂
)
−QT
(
φ0
)
=
4∑
i=1
4∑
l=1
T∑
t=1
(
β̂i − β0i
)
H i,lt
(
φ0
) (
β̂i − β0i
)
+
+
4∑
i=1
T∑
t=1
2
(
β̂i − β0i
)
εth
(i)
t
(
φ0
)
+ op (1) . (2.58)
Para probar esta igualdad, usaremos los siguientes tres lemas.
Lema 2.9 Bajo los supuestos del Teorema 2.5, para todo η > 0,
l´ım
ν→0
P
[
sup
%(φ,φ0)<ν
1
T
T∑
t=1
[
h
(l)
t (φ)− h(l)t
(
φ0
)]
h
(i)
t (φ) > η
]
= 0
para l, i ≤ 4.
Prueba del Lema 2.9. Usando las definiciones (2.12) y (2.18),
sup
%(φ,φ0)<ν
1
T
T∑
t=1
[
h
(l)
t (φ)− h(l)t
(
φ0
)]
h
(i)
t (φ) ≤
1
T
T∑
t=1
st
(
φ0, ν
)
h
(i)
t .
Del lema 2.3 y las desigualdades de Markov y Ho¨lder,
P
[
1
T
T∑
t=1
st
(
φ0, ν
)
h
(i)
t > η
]
≤ νKsh
η
,
que convergera´ a 0 si ν lo hace, dado que Ksh <∞.
Lema 2.10 Bajo los supuestos del Teorema 2.5 y para 3/4 < α < 1,
l´ım
T→0
P
[
sup
%(r,r0)< 4
Tα
1
T 1/2
T∑
t=1
vt
(
β0, r, φ0
)
h
(i)
t
(
β0, r
)
> η
]
= 0
l´ım
T→0
P
[
sup
%(r,r0)< 4
Tα
1
T 1/2
T∑
t=1
εt
[
h
(i)
t
(
β0, r̂
)− h(i)t (φ0)] > η
]
= 0,
para i ≤ 4.
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Prueba del Lema 2.10. De la definicio´n de vt (φ, φ
0) ,
sup
%(r,r0)< 4
Tα
vt
(
β0, r, φ0
)
h
(i)
t
(
β0, r
) ≤ vt(φ0, 4
T α
)
h
(i)
t .
Por la desigualdad de Ho¨lder,
E
∣∣∣∣vt(φ0, 4Tα
)
h
(i)
t
∣∣∣∣ ≤ ∥∥∥∥vt(φ0, 4T α
)∥∥∥∥
3/2
∥∥∥h(i)t ∥∥∥
3
≤ 4
T 2α/3
Kvh.
Por lo tanto,
P
[
sup
%(r,r0)< 4
Tα
1
T 1/2
T∑
t=1
vt
(
β0, r, φ0
)
h
(i)
t
(
β0, r
)
> η
]
≤ T 12− 2α3 Kvh T→∞−→ 0,
dado que α > 3/4. Para el segundo l´ımite, obtenemos las siguiente desigualdades,
sup
%(r,r0)< 4
Tα
∣∣∣h(i)t (β0, r̂)− h(i)t (φ0)∣∣∣ ≤ st(φ0, 4Tα
)
,
E
[
|εt| st
(
φ0,
4
Tα
)]
≤ 4
Tα
Ksε.
Con esta u´ltima desigualdad, y siguiendo los mismos pasos que el primer caso, probamos
el segundo l´ımite del lema.
Lema 2.11 Bajo los supuestos del Teorema 2.5,
l´ım
ν→0
P
[
sup
%(φ,φ0)<ν
1
T
T∑
t=1
εt
[
hilt (φ)− hilt
(
φ0
)]
> η
]
= 0
l´ım
ν→0
P
[
sup
%(φ,φ0)<ν
1
T
T∑
t=1
vt
(
φ, φ0
)
hi,lt (φ) > η
]
= 0,
para l, i ≤ 4.
Prueba del Lema 2.11. Para el primer l´ımite, de la definicio´n de hilt (φ) y siguiendo
los mismos pasos que en el lema 2.3, se prueba que
E
(
sup
%(φ,φ∗)<ν
∣∣hilt (φ)− hilt (φ∗)∣∣
)
≤ νKhh,
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con Khh <∞. De nuevo, usando la desigualdad de Markov y Ho¨lder
P
[
sup
%(φ,φ0)<ν
1
T
T∑
t=1
εt
[
hilt (φ)− hilt
(
φ0
)]
> η
]
≤ νKhhσε
η
.
Para el segundo l´ımite, usando que
∥∥∥supφ∈Θ hi,lt (φ)∥∥∥ < ∞, se obtiene a trave´s de la
desigualdad de Ho¨lder que,
E
(
sup
%(φ,φ∗)<ν
∣∣∣vt (φ0, ν)hi,lt (φ)∣∣∣
)
≤ ν2/3Kvh,
por lo tanto,
P
[
sup
%(φ,φ0)<ν
1
T
T∑
t=1
vt
(
φ, φ0
)
hi,lt (φ) > η
]
≤ ν
2/3Kvh
η
.
Ambas probabilidades convergera´n a 0 cuando lo haga ν.
Prueba del Teorema 2.5 . Para probar la igualdad ( 2.58) empezamos probando
que
4∑
i=1
4∑
l=1
T∑
t=1
(
β̂i − β0i
) [
h
(l)
t (β
∗, r̂)h(i)t (β
∗, r̂)− h(l)t
(
φ0
)
h
(i)
t
(
φ0
)] (
β̂l − β0l
)
= op (1) .
Para ello es suficiente probar que T−1
∑T
t=1
[
h
(l)
t (β
∗, r̂)h(i)t (β
∗, r̂)− h(l)t (φ0)h(i)t (φ0)
]
=
op (1) para todo i, l ≤ 4. Este resultado se obtiene de la aplicacio´n del lema 2.9 con νT = T−d
con 0 < d < 1/2 y el Teorema 2.2 que garantiza que el l´ımT→∞ P [% (φ, φ0) < νT ] = 1.
Con un argumento similar, usando el lema 2.10 y dado que el l´ımT→∞ P
[|r̂ − r0| < 4
Tα
]
=
1 para 3/4 < α < 1,
4∑
i=1
T∑
t=1
2
(
β̂i − β0i
)
εt
[
h
(i)
t
(
β0, r̂
)− h(i)t (φ0)] = op (1)
4∑
i=1
T∑
t=1
(
β̂i − β0i
)
vt
(
β0, r̂, φ0
)
h
(i)
t
(
β0, r̂
)
= op (1) .
Usando los resultados del lema 2.11 y con la argumentacio´n anterior, obtenemos que
4∑
i=1
4∑
l=1
T∑
t=1
2
(
β̂i − β0i
)
εt
[
hilt (β
∗, r̂)− hilt
(
φ0
)] (
β̂i − β0i
)
= op (1)
4∑
i=1
4∑
l=1
T∑
t=1
(
β̂i − β0i
)
vt
(
β∗, r̂, φ0
)
hi,lt (β
∗, r̂)
(
β̂i − β0i
)
= op (1) .
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Finalmente, del lema 2.6, tenemos el siguiente resultado,
4∑
i=1
4∑
l=1
T∑
t=1
2
(
β̂i − β0i
)
εth
il
t
(
φ0
) (
β̂i − β0i
)
= op (1) .
As´ı, con estos resultados es directo probar la igualdad de la ecuacio´n (2.58). La nor-
malidad asinto´tica de T 1/2
(
β̂ − β0
)
a partir de la igualdad (2.58) esta desarrollada en el
Teorema 2.3 y la consistencia de la matriz de varianzas y covarianzas se obtiene fa´cilmente
a partir del lema 2.9.
Contraste para la existencia de Threshold cuando r0 es desconocido.
El esquema de esta seccio´n es el siguiente. En primer lugar probaremos que el estad´ıstico
del Teorema 2.6 puede ser escrito como una funcio´n del siguiente proceso:
H−1T (r) sT (r) + op (1) ,
donde el op (1) es uniforme sobre r, sT es una mds y HT (r) converge uniformemente en r
a H (r) . Para ello, necesitamos, en primer lugar, que la tasa de convergencia obtenida en
el Teorema 2.2 para todos los para´metros, excepto el para´metro threshold r, se cumpla de
forma uniforme para todo r y bajo la hipo´tesis nula de no efecto threshold. Los pasos para
obtener este resultado son similares a los seguidos en el Teorema 2.2, aunque en este caso
asumiremos que los estimadores son consistentes, lo cual se obtiene fa´cilmente de dicho
Teorema. En segundo lugar, probaremos que el proceso emp´ırico sT (r) converge en distri-
bucio´n uniformemente a s(r), esto es, debemos probar la convergencia finito dimensional,
(sT (r1) , sT (r2) , ...sT (rk))
d−→ (s (r1) , s (r2) , ...s (rk)), y que el proceso es tight. Al final de
la seccio´n se encuentra la prueba del Teorema 2.6, que reagrupa los resultados obtenidos
hasta entonces.
Para esta seccio´n, denotamos β = (β1, β2, β3, β4) = (θ, α, ρ, µ) , con φ = (β, r), φ
0 =
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(β0, r0) y
et (φ) = xt − ρxt−1 − µ+ θet−1 (φ) + αet−1 (φ) 1 (zt−1 < r)
vt
(
φ, φ0
)
=
(
ρ0 − ρ)xt−1 + (µ0 − µ)+ (θ − θ0) εt−1 + αet−1 (φ) 1 (zt−1 < r) + θvt−1 (φ, φ0) .
Empezamos por la tasa uniforme de convergencia, esto es, probando que el
supr∈[r,r]
√
T
(
%
(
β̂ (r) , β0
))
= Op (1) . Para obtener este resultado redefinimos
B4,² =
{
φ ∈ Θ :
√
4
T
≤ |φl − φ0l | = δ0φ,l ≤ ² para l = 1, ..., 4 y r ∈ [r, r]
}
. Con esta nueva
definicio´n de B4,², et (φ) y vt (φ, φ0) la tasa de convergencia uniforme propuesta se obten-
dra´ de las siguientes dos proposiciones.
Proposicio´n 2.19 Para todo η, ε > 0 ∃4 <∞ tal que
P
[
sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 2εt (vt (φ, φ
0))
T%2 (β, β0)
∣∣∣∣∣ > η
]
≤ ε.
Proposicio´n 2.20 Para todo ε > 0 ∃4 <∞ y η > 0 tal que
P
[
inf
φ∈B4,²
∑T
t=1 (vt (φ, φ
0))
2
T%2 (β, β0)
> η
]
≥ 1− ε.
Prueba de la Proposicio´n 2.19. Dado que para un r fijo, QT (β, r) es diferenciable
respecto a βi e i = 1, ..., 4, tenemos que
T∑
t=1
εt
(
vt
(
φ, φ0
))
=
T∑
t=1
4∑
i=1
(
βi − β0i
)
εth
(i)
t
(
β0, r
)
+
T∑
t=1
4∑
i,l=1
(
βi − β0i
)
εth
i,l
t (β
∗, r)
(
βl − β0l
)
,
(2.59)
con % (β, β∗) ≤ % (β, β0) y
h
(1)
t (β, r) = et−1 (β, r) + θt−1h
(1)
t (β, r)
h
(2)
t (β, r) = et−1 (β, r) 1 (zt−1 < r) + θt−1h
(2)
t−1 (β, r)
h
(3)
t (β, r) = −xt−1 + θt−1h(3)t−1 (β, r)
h
(4)
t (β, r) = −1 + θt−1h(4)t−1 (β, r) , (2.60)
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con θt−1 = θ1 (zt−1 > r) + (θ + α) 1 (zt−1 < r) y et (β0, r) = εt. Dado que la definicio´n de
et (β, r) ha cambiado, tambie´n cambiara´n sus derivadas. Para el primer sumando de la
ecuacio´n (2.59), tenemos que
sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1
∑4
i=1 (βi − β0i ) εth(i)t (β0, r)
T%2 (β, β0)
∣∣∣∣∣ ≤
4∑
i=1
sup
r∈[r,r]
∣∣∣∣∣
∑T
t=1 εth
(i)
t (β
0, r)
T 1/24
∣∣∣∣∣ .
De las definiciones de (2.60), solo h
(2)
t (β
0, r) dependera´ de r. As´ı, para i = 1, 3, 4
T−1/2
∑T
t=1 εth
(i)
t−1 (β
0, r) = Op(1). Como probaremos ma´s adelante, T
−1/2∑T
t=1 εth
(2)
t−1 (β
0, r)
es tight en r, as´ı que supr∈[r,r] T
−1/2∑T
t=1 εth
(2)
t−1 (β
0, r) = Op (1) . Por lo tanto, tomando 4
suficientemente grande, para ∀η > 0 y ε > 0,
P
[
4∑
i=1
sup
r∈[r,r]
∣∣∣∣∣
∑T
t=1 εth
(i)
t−1 (β
0, r)
T 1/24
∣∣∣∣∣ > η
]
≤ ε.
Para el segundo sumando,
sup
φ∈B4,²
∑T
t=1
∑4
i,l=1 (βi − β0i ) εthi,lt (β∗, r) (βl − β0l )
T%2 (β, β0)
≤
4∑
i,l=1
sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 εth
i,l
t (φ)
T
∣∣∣∣∣ .
Como en otras ocasiones, para un φ dado, T−1
∣∣∣∑Tt=1 εthi,lt (φ)∣∣∣ = op (1) , luego nece-
sitamos una ULLN para completar la prueba de esta proposicio´n. La prueba es la mis-
ma que para el sumando (2.24), dado que
∣∣∣hi,lt−1 (φ)− hi,lt−1 (φ∗)∣∣∣ ≤ % (φ, φ0)hi,lt−1 con hi,lt−1
L2−mixingala de taman˜o −1/2. Este resultado se obtiene siguiendo lo mismos pasos que
para h
(i)
t−1 (φ) en los lemas 2.3 y 2.4. Con esta ley uniforme, y el resultado para el primer
sumando de (2.59) se completa la prueba de la proposicio´n.
Prueba de la Proposicio´n 2.20. Dada la nueva definicio´n de vt (φ, φ
0), tenemos que
inf
φ∈B4,²
T∑
t=1
v2t
(
φ, φ0
)
= inf
φ∈B4,²
[T2 ]∑
ι=2
Wk(ι)
(
φ, φ0
)
para k (ι) = 2 (ι− 1) + 1,
con
Wk(ι)
(
φ, φ0
) ≥ 1 (zk(ι)−1 > r) (δ0φ,3xt−1 + δ0φ,4 + δ0φ,1εt−1)2+
+ 1
(
zk(ι)−1 < r
) (
δ0φ,3xt−1 + δ
0
φ,4 + δ
0
φ,2εt−1
)2
,
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donde en este caso, δ0φ,1 = (β1 − β01) y δ0φ,2 = δ0φ,1 + β2. Como en el caso de la proposicio´n
2.18,
inf
{φ∈B4,²}
∑T
t=1 (vt (φ, φ
0))
2
T%2 (φ, φ0)
≥ inf
c
∑T
t=1 c
′Mk(ι)−1 (r) c
T
+ inf
c
∑T
t=1 c
′Mk(ι)−1 (r) c
T
, (2.61)
con ma´xi c
2
i = 1. Bajo los supuestos G.2 y A.3, como vimos en la proposicio´n 2.18, cada
sumando de la ecuacio´n (2.61) convergera´ al infcE
[
c′Mk(ι)−1 (r) c
]
e infcE
[
c′Mk(ι)−1 (r) c
]
respectivamente. En este caso, dividimosB4,² en dos subconjuntos, el primero, 2 |β1 − β01 | >
β2, y su complementario. Para el primero, infcE
[
c′Mk(ι)−1 (r) c
]
> a∗2 > 0 y para el segundo
infcE
[
c′Mk(ι)−1 (r) c
]
> a∗3 > 0. Por lo tanto, como en la proposicio´n 2.18, obtenemos que
P
[
inf
{φ∈B4,²}
∑T
t=1 (vt (φ, φ
0))
2
T%2 (φ, φ0)
> η
]
≥ 1− ε.
Con la prueba de ambas proposiciones, queda probado que supr∈[r,r]
√
T
(
%
(
β̂ (r) , β0
))
=
Op (1) . Ahora pasamos a probar que T
1/2
(
β̂ − β0
)
= HT (r) sT (r) + op (1). Usando un
desarrollo de Taylor de orden dos para QT
(
β̂, r
)
en torno a QT (β
0, r), tenemos que
QT
(
β̂, r
)
−QT
(
β0, r
)
=
4∑
i=1
T∑
t=1
2
(
β̂i − β0i
)
εth
(i)
t
(
β0, r
)
+
+
4∑
i=1
4∑
l=1
T∑
t=1
(
β̂i − β0i
)
εth
i,l
t (β
∗, r)
(
β̂l − β0l
)
+
4∑
i=1
4∑
l=1
T∑
t=1
(
β̂i − β0i
)
H i,lt−1 (β
∗, r)
(
β̂l − β0l
)
,
con
H i,lt−1 (β
∗, r) = h(l)t−1 (β
∗, r)h(i)t−1 (β
∗, r) ,
y β∗ tal que % (β∗, β0) ≤ %
(
β̂, β0
)
. El segundo sumando, εth
i,l
t (β
∗, r) , como vimos en
la proposicio´n 2.19 convergera´ uniformemente a 0. Para el tercer sumando, utilizamos los
siguientes dos lemas.
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Lema 2.12 Bajo los supuestos del Teorema 2.6
sup
r∈[r,r]
sup
β/%(β,β0)≤
√4
T
1
T
T∑
t=1
H i,lt−1 (β, r)−H i,lt−1
(
β0, r
)
= op (1) .
Prueba del Lema 2.12. De la definicio´n de H i,lt−1 (φ, r) , obtenemos que
H i,lt−1 (β, r)−H i,lt−1
(
β0, r
)
=
[
h
(l)
t−1
(
β0, r
)− h(l)t−1 (β, r)]h(i)t−1 (β0, r)+
+
[
h
(i)
t−1
(
β0, r
)− h(i)t−1 (β, r)]h(l)t−1 (β, r)
≤ 2%
(
β̂, β0
)
st−1ht−1
De las definiciones en (2.60), para un r dado, tenemos que
∣∣∣h(l)t−1 (β0, r)− h(l)t−1 (β, r)∣∣∣ ≤
% (β, β0) st−1, donde st−1 no depende de φ. Dado que E
(
st−1ht−1
)
< Ksh <∞ y
supr∈[r,r] %
(
β̂, β0
)
= op (1) , el resultado del lema se obtiene directamente.
Lema 2.13 Bajo los supuestos del Teorema 2.6
sup
r∈[r,r]
1
T
T∑
t=1
H i,lt−1
(
β0, r
)−H i,l (r) = op (1) ,
con E
(
H i,lt−1 (β
0, r)
)
= H i,l (r) .
Prueba del Lema 2.13. Por definicio´n, ver ecuacio´n (2.60),
h
(1)
t (β
0, r)
h
(2)
t (β
0, r)
h
(3)
t (β
0, r)
h
(4)
t (β
0, r)

=

∑t
j=1 θ
0j−1εt−j∑t
j=1 θ
0j−11 (zt−j < r) εt−j∑t
j=1 θ
0j−1xt−1∑t
j=1 θ
0j−1

.
Como en los lemas 2.4 y 2.5, se puede probar que h
(l)
t (β
0, r)h
(i)
t (β
0, r) para l, i = 1, ..., 4
son L2 −mixingalas de taman˜o −1/2. Por lo tanto, para l, i = 1, 3, 4 la prueba del lema
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es directa, ya que h
(l)
t (β
0, r)h
(i)
t (β
0, r) no depende de r. Para el resto de casos, se prueba
que
sup
r/|r−r′|<ν
h
(l)
t
(
β0, r
)
h
(i)
t
(
β0, r
)− h(l)t (β0, r∗)h(i)t (β0, r∗) ≤ st (β0, ν)ht
E
(
st
(
β0, ν
)
ht
) ≤ ν1/2Ksh
y st (β
0, ν)ht es un proceso L2−mixingala, de taman˜o −1/2, y constante
∥∥st (β0, ν)ht∥∥2 .
Para ello, primero se prueba que st (β
0, ν) y ht son L2−NED, de taman˜o −∞ como en el
lema 2.4. Posteriormente, usando el Teorema 2.14 en el Anexo 1, se prueba que tambie´n lo
es el producto, st (β
0, ν)ht. La propiedad L2 −mixingala, se obtiene del Teorema 2.12 en
el Anexo 1. As´ı, siguiendo los pasos de la prueba de la desigualdad (2.34) en la proposicio´n
2.16, se obtiene el lema cuando l o i son iguales a 2.
Usando el lema 2.12, se tiene que,
QT
(
β̂, r
)
−QT
(
β0, r
)
=
4∑
i=1
T∑
t=1
2
(
β̂i − β0i
)
εth
(i)
t
(
β0, r
)
+
+
1
2
4∑
i=1
4∑
l=1
(
β̂i − β0i
)
H i,lT
(
β0, r
) (
β̂l − β0l
)
+ op (1)
donde el op (1) es uniforme en r. Como en la prueba del Teorema 2.3, T
1/2
(
β̂(r)− β0
)
para un r dado se puede escribir como
[
H i,lT
(
β0, r
)]−1
T−1/2
T∑
t=1
εtht
(
β0, r
)
+ op (1) ,
donde el op (1) es uniforme en r y H
i,l
T (β
0, r) = T−1
∑T
t=2H
i,l
t−1 (β
0, r). Adema´s, por el
lema 2.13, H i,lT (β
0, r) converge uniformemente en r a H i,l (β0, r) . Definimos a continuacio´n
sT (r) = T
−1/2∑T
t=1 εtht (β
0, r) , que para un r fijo sera´ una mds estacionaria y cuadrado-
integrable. Por lo tanto, dado que bajo H0 : α = 0, α̂T (r) = T
1/2R′
(
β̂(r)− β0
)
, con
R′ = (0, 1, 0, 0) , y queda probado que el estad´ıstico es un funcional de H−1T (r) sT (r) .
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Lema 2.14 Bajo los supuestos G.0, G.2 y A.2, el proceso sT (r) = T
−1/2∑T
t=1 εtht (β
0, r)
es tight.
Prueba del Lema 2.14. Teniendo en cuenta que h
(i)
t (β
0, r) para i = 1, 3, 4 no depende
de r, la tightness del proceso sT (r) dependera´ de la tightness del proceso
T−1/2
∑T
t=1 εt
∑t
j=1 θ
0,j−11 (zt−j < r) εt−j. Por el Teorema 4.2 de Billingsley (1968), y usan-
do la siguiente descomposicio´n,
T−1/2
T∑
t=1
εt
t∑
j=1
θ0
j−1
1 (zt−j < r)εt−j = T−1/2
T∑
t=m
εt
m−1∑
j=1
θ0
j−1
1 (zt−j < r)εt−j+
+ T−1/2
T∑
t=m
εt
t∑
j=m
θ0
j−1
1 (zt−j < r)εt−j+
+ T−1/2
m∑
t=1
εt
t∑
j=1
θ0
j−1
1 (zt−j < r)εt−j,
sera´ suficiente probar que para todo η > 0,
l´ım
m→∞
l´ım
T→∞
P
[
sup
r∈[r,r]
T−1/2
∣∣∣∣∣
m∑
t=1
εt
t∑
j=1
θ0
j−1
1 (zt−j < r)εt−j
∣∣∣∣∣ > η/2
]
= 0
l´ım
m→∞
l´ım
T→∞
P
[
sup
r∈[r,r]
T−1/2
∣∣∣∣∣
T∑
t=m
εt
t∑
j=m
θ0
j−1
1 (zt−j < r)εt−j
∣∣∣∣∣ > η/2
]
= 0,
y la tightness del proceso T−1/2
∑T
t=m εt
∑m−1
j=1 θ
0j−11 (zt−j < r) εt−j.
Claramente, para la primera probabilidad,
l´ım
m→∞
l´ım
T→∞
P
[
sup
r∈[r,r]
T−1/2
∣∣∣∣∣
m∑
t=1
εt
t∑
j=1
θ0
j−1
1 (zt−j < r) εt−j
∣∣∣∣∣ ≥ η/2
]
≤ l´ım
m→∞
l´ım
T→∞
mK
T−1/2η2
= 0.
Para la segunda probabilidad, usaremos la particio´n que se obtiene de rl = r + T
−1/2l,
para l = 0, ...., L = (r − r)T 1/2, con la que obtenemos que
sup
r∈[r,r]
T∑
t=m
εt
t∑
j=m
θ0
j−1
1 (zt−j < r)εt−j = θ0
m−1
sup
r∈[r,r]
T∑
t=m
εt
t−m∑
j=1
θ0
j−1
1 (zt−m−j < r)εt−m−j,
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y
sup
r∈[r,r]
T−1/2
∣∣∣∣∣
T∑
t=m
εt
t−m∑
j=1
θ0
j−1
1 (zt−m−j < r) εt−m−j
∣∣∣∣∣ ≤
ma´x
l
T−1/2
∣∣∣∣∣
T∑
t=m
εt
t−m∑
j=1
θ0
j−1
1 (zt−m−j < rl) εt−m−j
∣∣∣∣∣+
+ma´x
l
sup
r∈[rl,rl+1]
T−1/2
∣∣∣∣∣
T∑
t=m
εt
t−m∑
j=1
θ0
j−1
1 (rl < zt−m−j < r) εt−m−j
∣∣∣∣∣ .
Por lo tanto,
P
[∣∣θ0∣∣m−1 sup
r∈[r,r]
T−1/2
∣∣∣∣∣
T∑
t=m
εt
t−m∑
j=1
θ0
j−1
1 (zt−m−j < r)εt−m−j
∣∣∣∣∣ > η
]
≤
P
[∣∣θ0∣∣m−1 ma´x
l
T−1/2
∣∣∣∣∣
T∑
t=m
εt
t−m∑
j=1
θ0
j−1
1 (zt−m−j < rl)εt−m−j
∣∣∣∣∣ > η/2
]
+ (2.62)
+P
[∣∣θ0∣∣m−1 ma´x
l
T−1/2
T∑
t=m
|εt|
t−m∑
j=1
θ0
j−1
1 (rl < zt−m−j < rl+1) |εt−m−j| > η/2
]
. (2.63)
Para obtener los resultados deseados respecto a las probabilidades (2.62) y (2.63) defi-
nimos la siguiente mds Ut (r) = εt
∑t−m
j=1 θ
0j−11 (zt−m−j < r) εt−m−j. Bajo los supuestos del
Teorema 2.6, E (U2t ) ≤ Kσ <∞. Igualmente definimos U1,t (r1, r) =∑t−m
j=1 θ
0j−11 (rl < zt−m−j < r) |εt−m−j| , que bajo los supuestos del Teorema 2.6 cumplira´ que,
U1,t (r1, r)−E (U1,t (r1, r)) y U21,t (r1, r)−E
(
U21,t (r1, r)
)
son L2−NED de taman˜o −∞ en
(zt, εt) con constante |r1 − r|1/2K. Dado que (zt, εt) son φ −mixing, usando el Teorema
2.12, se obtiene que son L2−mixingalas de taman˜o −1/2 con constante |r1 − r|1/2K. Por
lo tanto,
E
(
U41,t (r1, r)
) ≤ |r1 − r|Kσ
E
(
T∑
t=n
U21,t (r1, r)− E
(
U21,t (r1, r)
))2
= T |r1 − r|Kσ.
Para la primera probabilidad, ecuacio´n (2.62), usamos el Teorema 12.2 de Billingsley
(1968). Para ello, debemos probar que para cualquier entero i < j entre 0 y L (definidos
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en la particio´n de [r, r]),
P
[
T−1/2
T∑
t=m
Ut (ri)− Ut (rj) ≥ η
]
= P
[
T−1/2
T∑
t=m
εt
t−m∑
j=1
θ0
j−1
1 (ri < zt−m−j < rj)εt−m−j ≥ η
]
≤ |ri−rj|piK,
con pi > 1. Para ello, usando la desigualdad de Burkholder, los resultados previos y que
(ε2t − E (ε2t ))2 U41,t (ri, rj) es una mds, tenemos que
E
(
T∑
t=m
εt
t−m∑
j=1
θ0
j−1
1 (ri < zt−m−j < rj)εt−m−j
)4
≤ E
(
T∑
t=m
ε2tU
2
1,t (ri, rj)
)2
E
(
T∑
t=m
ε2tU
2
1,t (ri, rj)
)2
= E
(
T∑
t=m
(
ε2t−E
(
ε2t
))
U21,t (ri, rj) + E
(
ε2t
)
U21,t (ri, rj)
)2
≤
T∑
t=m
(
ε2t−E
(
ε2t
))2
U41,t (ri, rj) + E
(
T∑
t=m
E
(
ε2t
)
U21,t (ri, rj)
)2
≤
≤ T |rj − ri|Kσ + E
(
T∑
t=m
E
(
ε2t
)
U21,t (ri, rj)
)2
.
Con los resultados sobre los momentos de U21,t (ri, rj),
E
(
T∑
t=m
U21,t (ri, rj)− E
(
U21,t (ri, rj)
)
+ E
(
U21,t (ri, rj)
))2 ≤ TC |rj − ri|+
+ E
(
T∑
t=m
E
(
U21,t (ri, rj)
))2
≤ TC |rj − ri|+ T 2 |rj − ri|2Kσ.
Reasignando,
E
(
T−1/2
T∑
t=m
εt
t−m∑
j=1
θ0
j−1
1 (ri < zt−m−j < rj) εt−m−j
)4
≤ C |rj − ri|
T
+ |rj − ri|2Kσ
≤ |rj − ri|2K∗σ,
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usando que |ri − rj| > T−1/2. Del Teorema 12.2 de Billingsley (1968),
l´ım
m→∞
l´ım
T→∞
P
[∣∣θ0∣∣m−1 ma´x
l
T−1/2
∣∣∣∣∣
T∑
t=m
Ut(rl)εt−m−j
∣∣∣∣∣ > η/2
]
≤ l´ım
m→∞
l´ım
T→∞
|θ0|2m−2 Kη,σ
η4
= 0.
Para la segunda probabilidad, (2.63),
l´ım
m→∞
l´ım
T→∞
P
[
ma´x
l
|θ0|m−1
T 1/2
∣∣∣∣∣
T∑
t=m
[|εt| − E (|εt|)]U1,t (rl, rl+1)
∣∣∣∣∣ > η/4
]
≤ l´ım
m→∞
|θ0|2m−2K
η2
= 0
l´ım
m→∞
l´ım
T→∞
P
[
ma´x
l
|θ0|m−1
T 1/2
∣∣∣∣∣
T∑
t=m
[U1,t (rl, rl+1)− E (U1,t (rl, rl+1))]
∣∣∣∣∣ > η/8
]
≤ l´ım
m→∞
|θ0|2m−2K
η2
= 0
l´ım
m→∞
l´ım
T→∞
θ0
m−1
ma´x
l
T−1/2
T∑
t=m
E (U1,t (rl, rl+1)) < l´ım
m→∞
∣∣θ0∣∣2m−2 = 0,
donde para la primera desigualdad se usa que [|εt| − E (|εt|)]U1,t (rl, rl+1) es una mds con
segundo momento acotado por T−1/2K. Para la segunda, usamos que
[U1,t (rl, rl+1)− E (U1,t (rl, rl+1))] es una L2 − mixingala de taman˜o −1/2 con constante
T−1/2K. Resumiendo,
l´ım
m→∞
l´ım
T→∞
P
[∣∣θ0∣∣m−1 sup
r∈[r,r]
T−1/2
∣∣∣∣∣
T∑
t=m
εt
t−m∑
j=1
θ0
j−1
1 (zt−m−j < r)εt−m−j
∣∣∣∣∣ ≥ η
]
= 0.
Por lo tanto, las condiciones del Teorema 4.2 de Billingsley (1968) son satisfechas y
sera´ suficiente probar la tightness de
P
[
sup
r∈[r,r]
T−1/2
T∑
t=m
εtθ
0j−11 (zt−j > r) εt−j ≥ η
]
≤ ²
para j = 1, ...,m− 1, dado que la suma finita de procesos tight sera´ tight.
As´ı, del lema 3.1 de Koul y Stute (1999), para obtener la tightness del proceso
T−1/2
∑T
t=m εtθ
0j−11 (zt−j < r) εt−j, sera´ suficiente probar que para todo r < r1 < r2 <
r3 < r,
E
{
[αT (r1)− αT (r2)]2 [αT (r2)− αT (r3)]2
} ≤ |r1 − r2| |r2 − r3|K,
donde,
αT (r) = T
−1/2
T∑
t=m
εt1 (zt−j < r) εt−j.
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Concretamente, de las definiciones anteriores tenemos que,
[αT (r1)− αT (r2)]2 [αT (r2)− αT (r3)]2 =
T−2
[
T∑
t=n
εt1 (r2 < zt−j ≤ r1) εt−j
]2 [ T∑
t=n
εt1 (r3 < zt−j ≤ r2) εt−j
]2
= T−2
∑
t,i,k,l
U1,tU1,iV1,kV1,l,
donde U1,t = εt1 (r2 < zt−j < r1) εt−j y V1,t = εt1 (r3 < zt−j < r2) εt−j. Ahora, si el ı´ndice
mayor de t, i, k, l no es alcanzado por otro, E (U1,tU1,iV1,kV1,l) = 0. Tambie´n, dado que los
intervalos, (r3, r2] y (r2, r1] son disjuntos, U1,iV1,i = 0. Por lo tanto,
E
[
T−2
∑
t,i,k,l
U1,tU1,iV1,kV1,l
]
= T−2E
[∑
t,i<k
V1,tV1,iU
2
1,k
]
+ T−2E
[∑
t,i<k
U1,tU1,jV
2
1,k
]
.
Acotamos la primera esperanza, la otra se obtiene de forma similar. As´ı,
E
[∑
t,i<k
V1,tV1,iU
2
1,k
]
= E
(k−1∑
t=1
V1,t
)2
U21,k
 = σ2εE
(k−1∑
t=1
V1,t
)2
1 (r2 < zk−j < r1) ε2k−j
 ,
teniendo en cuenta que V1,tV1,i1 (r2 < zk−j < r1) ε2k−j es una mds para t > i, excepto para
t = k − j, es fa´cil probar que,
E
(k−1∑
t=1
V1,t
)2
1 (r2 < zk−j < r1) ε2k−j
 ≤ k |r1 − r2| |r2 − r3|Kv
usando que E
(
1 (r2 < zt < r1) ε
k
t
/=t−1) ≤ |r1 − r2|K < ∞, para k = 1, 2, 3, 4, por el
supuesto A.2. Por lo tanto,
E
[∑
t,i<k
V1,tV1,iU
2
1,k
]
≤ k |r1 − r2| |r2 − r3|Kvσ2ε
Un resultado similar se puede obtener para la segunda esperanza, con lo que
E
[
T−2
∑
t,i,k,l
U1,iU1,jV1,kV1,l
]
≤ |r1 − r2| |r2 − r3|Kvσ2ε .
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Con esto, se completa la prueba del lema 2.14.
Prueba del Teorema 2.6. La prueba de este Teorema es similar a la del Teorema 1
de Hansen (1996). Empezamos probando que sT (r) =⇒ s (r) , donde s (r) es un proceso
gaussiano de media cero, y funcio´n de covarianzas, K (r1, r2) = E (s (r1) s (r2)) . Dado que
para cada r, sT (r) es una mds estacionaria y cuadrado-integrable, podemos aplicar el
Teorema Central del L´ımite (TCL) puntual. Adema´s, si suponemos que
T−1
T∑
t=1
ε2tht
(
β0, r1
)
h′t
(
β0, r2
) p−→ K (r1, r2) = σ2εE (ht (β0, r1)h′t (β0, r2)) = K (r1, r2)
(2.64)
uniformemente en r, el TCL multivariante establecera´ la convergencia finito dimensional.
La prueba de (2.64) se obtiene del lema 2.13, teniendo en cuenta que ε2tht (β
0, r1)h
′
t (β
0, r2)
tiene las mismas propiedades de memoria y momentos que ht (β
0, r)h′t (β
0, r) . Por lo
tanto, usando el lema 2.14, que prueba la tightness del proceso sT (r) , tenemos que
sT (r) =⇒ s (r) . As´ı, como se ha probado a lo largo de esta seccio´n, T 1/2
(
β̂ (r)− β0
)
=
H−1T (β
0, r) sT (r) + op (1) , y por lo tanto
T 1/2R′
(
β̂ (r)− β0
)
=⇒ R′H−1 (β0, r) s (r) = S (r) .
Finalmente, usando los resultados de los lemas 2.12 y 2.13 no es dif´ıcil probar que
σ̂2εR
′H−1T
(
β̂, r
)
R
p−→ σ2εR′H−1
(
β0, r
)
R
uniformemente en r. Por lo tanto, dado que α̂ (r) = R′
(
β̂ (r)− β0
) [
V̂ (α̂ (r))
]−1
y
V̂ (α̂ (r)) = σ̂2εR
′H−1T
(
β̂, r
)
R para R′ = (0, 1, 0, 0), y usando el Teorema del Funcional
Continuo,
G
(
T α̂2 (r)
V̂ (α̂ (r))
)
=⇒ G
(
S
2
(r)
σ2εR
′H−1 (β0, r)R
)
.
Cap´ıtulo 3
Modelos ARTIMA-Shock. El Caso
No Observable.
Resumen: En este cap´ıtulo estudiaremos el caso particular de los modelos ARTIMA-
Shock, esto es, cuando la variable threshold es una funcio´n de la propia perturbacio´n, y
por lo tanto, no observable. A lo largo del cap´ıtulo nos centraremos en los casos particu-
lares del taman˜o y signo de la perturbacio´n. Concretamente, se estudiara´n las propiedades
relacionadas con la persistencia e invertibilidad de la serie. Se propondra´ un me´todo de
estimacio´n de los para´metros del modelo, del que se obtendra´n las condiciones suficien-
tes para consistencia y normalidad asinto´tica. Igualmente, se describe la estrategia para el
contraste de las hipo´tesis fundamentales asociadas al modelo. Finalmente, el cap´ıtulo se
concluye con una aplicacio´n de la metodolog´ıa propuesta a diferentes series de ı´ndices de
precios industriales.
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3.1. Introduccio´n
En este cap´ıtulo, estudiaremos la otra clase de modelos ARTIMA tratados en la Te-
sis, los modelos ARTIMA-Shock. Como se comento´ en el cap´ıtulo anterior, los modelos
ARTIMA-Shock se caracterizan porque las asimetr´ıas en la persistencia de las perturba-
ciones esta´n generadas por alguna propiedad o caracter´ıstica de la propia perturbacio´n.
Esto implica que la variable threshold no es observable. El primer modelo de este tipo, con
threshold en la media mo´vil y variable threshold no observable, fue propuesto por Wecker,
y en e´l se permite que las perturbaciones tengan distinta persistencia en funcio´n de su
signo. Wecker estudia la invertibilidad y funcio´n de autocorrelacio´n de este tipo de series,
aunque no se presenta ningu´n resultado de teor´ıa asinto´tica respecto al me´todo de estima-
cio´n. En los posteriores trabajos con este tipo de modelos, ver por ejemplo, Elwood (1998)
y Bra¨nnas y De Gooijer (1994), tampoco encontramos resultados asinto´ticos del me´todo
de estimacio´n. Solo en el contexto de Inferencia Indirecta, se presentan resultados de este
tipo, ver por ejemplo, Guay y Scaillet (2003) y Bra¨nna¨s y Luna (1998). Sin embargo, esta
metodolog´ıa presenta el problema fundamental de la identificabilidad de los para´metros.
Otro modelo, tambie´n usado en el estudio de las asimetr´ıas en la persistencia provocadas
por las perturbaciones, es el modelo STOPBREAK presentado por Engle y Smith (1999).
Este es un modelo de transicio´n suave en el que es el taman˜o de la perturbacio´n el que genera
las asimetr´ıas. Engle y Smith obtienen la consistencia y normalidad asinto´tica del estimador
ma´ximo veros´ımil del modelo. Sin embargo, este modelo no es va´lido para estudiar aquellos
casos en los que existen perturbaciones transitorias para algu´n taman˜o de la perturbacio´n,
ya que todas las perturbaciones son permanentes. Otros modelos de transicio´n suave en la
media mo´vil son estudiados en Bra¨nnas, De Gooijer y Tera¨svirta (1998).
Finalmente, otra aproximacio´n diferente, cuando la variable que genera las asimetr´ıas
es no observable, es el modelo propuesto por Hamilton (1989). Sin embargo, en este tipo de
modelos la variable threshold no es identificable, y por lo tanto, tampoco lo sera´ la causa
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de la asimetr´ıa, lo cual limita claramente su aplicacio´n teo´rica.
Los modelos ARTIMA-Shock, que estudiaremos en este cap´ıtulo, permiten generalizar
las asimetr´ıas en la persistencia provocadas por las propias perturbaciones, permitiendo
la existencia de perturbaciones transitorias y permanentes en funcio´n de alguna carac-
ter´ıstica o propiedad de la propia perturbacio´n. En principio, este cap´ıtulo se centrara´ en
las caracter´ısticas del signo y el taman˜o, generalizando el caso del signo a valores del
para´metro threshold distintos de 0. Estudiaremos las propiedades de persistencia, dando
las condiciones suficientes bajo las cuales estas caracter´ısticas pueden generar perturbacio-
nes transitorias y permanentes. Igualmente, se estudiara´ la propiedad de invertibilidad y
sus condiciones suficientes.
A lo largo del Cap´ıtulo se obtienen, a su vez, las condiciones suficientes para la identi-
ficabilidad de los para´metros y la validez asinto´tica de los contrastes propuestos. Respecto
al me´todo de estimacio´n, como en el caso observable, estara´ basado en mı´nimos cuadrados
condicionales. Sin embargo, los resultados asinto´ticos cambiara´n radicalmente, obtenie´ndo-
se la superconsistencia de todos los estimadores. Las hipo´tesis ba´sicas sobre del modelo
seguira´n siendo la existencia de efecto threshold y la existencia perturbaciones transitorias
y permanentes, para las que se propone una estrategia de contraste en dos etapas. Todos
estos resultados sera´n aplicables al modelo propuesto por Wecker, cubriendo as´ı la ausen-
cia de este tipo de resultados para ese modelo. En la aplicacio´n emp´ırica, compararemos
los resultados obtenidos por Wecker para diferentes ı´ndices de precios industriales con los
obtenidos a trave´s de la metodolog´ıa propuesta en este cap´ıtulo.
El resto del cap´ıtulo se organiza como sigue. En la Seccio´n 2 se estudian la funcio´n
respuesta a un impulso y la invertibilidad de los modelos ARTIMA-Shock. En la Seccio´n 3,
se obtienen las propiedades asinto´ticas del me´todo de estimacio´n propuesto. En la Seccio´n 4,
se estudia la inferencia ba´sica del modelo. La Seccio´n 5, incluye la aplicacio´n a los diferentes
ı´ndices de precios industriales. La Seccio´n 6 presenta las conclusiones. Finalmente, el Anexo
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1 presenta un estudio comparativo del contraste de existencia de asimetr´ıas propuesto.
Todas las pruebas se encuentran en el Anexo 2 al final del cap´ıtulo.
3.2. Modelo ARTIMA-Shock
El modelo ARTIMA-Shock corresponde a la expresio´n (2.2) del Cap´ıtulo 2, donde la
variable threshold es una funcio´n de la perturbacio´n del modelo, zt−1 = g (εt−1). Como
hemos comentado en la introduccio´n, dos son las caracter´ısticas de las perturbaciones que
guiara´n las asimetr´ıas en las perturbaciones que estudiamos en este cap´ıtulo, el signo y
el taman˜o. Estas caracter´ısticas se correspondera´n con g (εt) = εt y r
0 = 0, para el signo
y que denominaremos modelo ARTIMA-Shock-Sign; y g (εt) = |εt| , para el taman˜o, que
denominamos ARTIMA-Shock-Size. En este cap´ıtulo, el caso del signo se generalizara´ al
caso de r0 6= 0. Por otro lado, el caso del taman˜o, g (εt) = |εt|, implica que la propiedad
de taman˜o es sime´trica, esto es, una perturbacio´n positiva es grande cuando es mayor que
r2 > 0, y una negativa si es menor que r1, con r1 = −r2. Este caso tambie´n se puede
generalizar, permitiendo que r1 6= −r2, aunque no se abordara´ expl´ıcitamente en este
cap´ıtulo. Sin embargo, los resultados obtenidos en el mismo, son fa´cilmente extrapolables
a dicho caso.
Como hicimos en el cap´ıtulo anterior, a continuacio´n pasamos a enumerar los supuestos
que utilizaremos a lo largo del cap´ıtulo. As´ı, f(.) sera´ la funcio´n de densidad de εt, =t−1 =
σ(εt−1, εt−2, ...) el σ − algebra generado por la v.a ε hasta t− 1, y θ0 = (θ01, θ02, r0) y σ2ε los
verdaderos valores de los para´metros del proceso.
GS.0 εt iid (0, σε), con una funcio´n de densidad continua 0 < f (εt) < ∞ para ∀εt y
E|εt|2γ <∞ con γ > 2.
GS.1 |θ01 − θ02| = ∂0 > 0.
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GS.2 Φp(L) tiene todas las ra´ıces fuera del circulo unidad, y µ ∈ [−µ, µ] con µ <∞.
I.0 θi = 1 para algu´n i = 1, 2.
I.1 E [εt| =t−1] = 0 y E [εt(1− θt)| =t−1] = 0.
ASZ.0 [a] Si |θ1| < |θ2|, λ∗1 = [∂rf ∗ + E (|θ (εt−1) |)] < 1,
[b] Si |θ2| < |θ1|, λ∗1 = |θ1|+ ∂rf ∗ < 1
donde, ∂ = |θ1 − θ2|, y f ∗ = 2ma´xε fε (ε)
ASZ.1 [a] Si |θ01| < |θ02|, θ0 ∈ Θθ = {[−1 + δ, 1− δ]× [−1 + δ, 1]× [r, r]} tal que
λ1(θ) = [2∂rf
∗ + λ2 (θ)] < λ1 < 1 y |θ1| < |θ2| ∀θ ∈ Θ, donde
λ2 (θ) = |θ1| (1− p (r)) + |θ2| p (r), p (r) ≥ supk P (|εt + k| < r), y δ > 0.
[b] Si |θ02| < |θ01|, θ0 ∈ Θθ =
{
[−1 + δ, 1− δ]2 × [r, r]} tal que
λ1(θ) = |θ1|+ ∂rf ∗ < λ1 < 1 donde δ > 0 y f ∗ fue definida en ASZ.0.
ASZ.2 M(r) = E
[
1(|εt−1| < r)Xt−1X ′t−1
]
> 0
M(r) = E
[
1(|εt−1| > r)Xt−1X ′t−1
]
> 0
con X ′t−1 = [xt−1, ..., xt−p, 1, εt−1] y r > 0.
ASG.0 λ∗1 = maxi|θi|+ |θ1 − θ2|r 12f ∗ < 1 donde f ∗ = 2maxεf(ε)
ASG.1 θ0 ∈ Θθ =
{
(−1, 1)2 × [r, r]} tal que
λ∗1 (φ) = maxi|θi|+ |θ1 − θ2|rf ∗ < λ1 < 1 donde f ∗ fue definida en ASG.0.
ASG.2 M(r) = E
[
1(εt−1 < r)Xt−1X ′t−1
]
> 0
M(r) = E
[
1(εt−1 > r)Xt−1X ′t−1
]
> 0
con X ′t−1 = [xt−1, ..., xt−p, 1, εt−1].
Los supuestos GS.0 a GS.2 e I.0-I.1 coinciden en motivacio´n y contenido con los uti-
lizados en el modelo ARTIMA-Observable. Los supuestos ASZ.0 y ASG.0, establecen las
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condiciones suficientes para la invertibilidad del modelo en el caso del signo y el taman˜o
respectivamente. Los supuestos ASZ.1 y ASG.1 establecen las condiciones suficientes para
la consistencia e inferencia asinto´tica en el caso del signo y el taman˜o. Finalmente, las
condiciones ASZ.2 y ASG.2 representan las condiciones de rango completo para ambos
casos y garantizan la identificabilidad de los para´metros. Como es fa´cilmente comproba-
ble, bajo las condiciones GS.0 a GS.2 se cumplira´ la condicio´n A.2 utilizada en el modelo
ARTIMA-Observable, y que no tiene correspondencia en los supuestos aqu´ı presentados.
En las figuras 3.1 y 3.2, se encuentran representadas varias series correspondientes a
modelos ARTIMA-Shock, incluyendo en cada caso un paseo aleatorio. En los gra´ficos del
lado izquierdo se muestran las series para distintos valores de r, θi y µ, y en el derecho sus
funciones de autocorrelacio´n. Concretamente, los modelos son:
Figura 2.1: (1− L)yt = µ+ εt − θ1εt−11(|εt−1| > r)− θ2εt−11(|εt−1| < r)
Figura 2.2: (1− L)yt = µ+ εt − θ1εt−11(εt−1 > r)− θ2εt−11(εt−1 < r)
Los valores que pueden tomar θ1 y θ2 son 0 y 1. Si θi = 1 denotaremos al re´gimen i
como transitorio, y si θi = 0 como permanente. Como en el Cap´ıtulo 2, en el gra´fico que
representa la autocorrelacio´n se muestra el porcentaje de perturbaciones en cada uno de los
reg´ımenes, y como suced´ıa entonces, la funcio´n de autocorrelacio´n del paseo aleatorio no
muestra siempre el decaimiento ma´s lento, a pesar de ser la serie con mayor porcentaje de
perturbaciones permanentes. De nuevo, se observa que en el caso en que las perturbaciones
permanentes son las de mayor varianza, la tasa de decaimiento es similar. Esta diferencia
en el decaimiento, desaparece cuando se introduce la deriva.
Despue´s de ver los supuestos suficientes para los resultados que se obtendra´n en adelante
y algunos gra´ficos de las series, pasamos a estudiar la funcio´n respuesta a un impulso
generalizada e invertibilidad de los modelos ARTIMA-Shock.
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Figura 3.1: Serie ARTIMA con zt = |εt|
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Nota: ARTIMA: (1− L)yt = µ + εt − θ1εt−11(|εt−1| > r)− θ2εt−11(|εt−1| < r); RW: (1− L)yt = µ + εt.
Re´gimen Transitorio: θi = 1; Re´gimen Permanente: θi = 0.
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Figura 3.2: Serie ARTIMA con zt = εt
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Nota: ARTIMA: (1− L)yt = µ + εt − θ1εt−11(εt−1 > r)− θ2εt−11(εt−1 < r); RW: (1− L)yt = µ + εt.
Re´gimen Transitorio: θi = 1; Re´gimen Permanente: θi = 0.
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3.2.1. Funcio´n Respuesta a un Impulso.
En el cap´ıtulo introductorio se discutieron la propiedades de la GI para los modelos no
lineales, y en el cap´ıtulo anterior, se demostro´ en el lema 2.1 que bajo los supuestos I.0 e
I.1, su expresio´n para los modelos ARTIMA viene dada por:
GI (k, vt,=t−1) =
 ψk−1εt si θt = 1[(1− θ)∑k−2j=0 ψj + ψk−1] εt si θt = θ 6= 1.
Para el caso de los modelos ARTIMA-Shock, vt = εt y =t−1 = σ (εt−1, εt−2, ...). Como es
fa´cilmente comprobable, para los modelos ARTIMA-Shock-Size, una condicio´n suficiente
para I.1 es que εt sea iid con funcio´n de densidad sime´trica respecto a 0. Sin embargo, para
el caso de ARTIMA-Shock-Sign nunca se cumplira´ la condicio´n I.1 para θ1 6= θ2, y por lo
tanto, no sera´ posible obtener, en funcio´n de la GI, perturbaciones transitorias. Para el caso
del signo se obtiene que E [εt (1− θt)/=t−1] = µE 6= 0, con lo que la perturbacio´n en el
re´gimen no invertible no es puramente transitoria, aunque no forma parte del componente
permanente en la descomposicio´n de Beveridge y Nelson de la serie, como ya se discutio´ en
el cap´ıtulo introductorio.
Como en el caso Observable, conviene destacar que la seleccio´n de εt−1 como varia-
ble threshold garantiza que sean el signo o taman˜o de la propia perturbacio´n, εt, quien
determine su persistencia.
Por u´ltimo, y como hicimos en la correspondiente seccio´n del cap´ıtulo anterior, presen-
tamos a continuacio´n la estimacio´n de la funcio´n GI para una serie de modelos ARTIMA-
Shock, TAR y el paseo aleatorio. El me´todo de estimacio´n es el mismo que entonces, y los
modelos seleccionados, a parte del paseo aleatorio, son:
ARTIMA 1 : (1− 0.5L)(1− L)yt = εt − 0.5εt−11 (|εt−1| > 0.6)− εt−11 (|εt−1| < 0.6).
TAR 1 : yt = yt−11 (|εt−1| > 0.6) + 0.5yt−11 (|εt−1| < 0.6) + εt.
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ARTIMA 2 : (1− 0.5L)(1− L)yt = εt − 0.5εt−11 (εt−1 > 0)− εt−11 (εt−1 < 0).
TAR 2 : yt = yt−11 (εt−1 > 0) + 0.5yt−11 (εt−1 < 0) + εt.
En todos los procesos, εt es iid N(0, 1). En el primer grupo de modelos, ARTIMA 1 y
TAR 1, la asimetr´ıa en la persistencia viene provocada por el taman˜o de la perturbacio´n,
mientras que en el segundo grupo, por el signo. Como es fa´cilmente comprobable, dado que
εt es iid, para los procesos TAR1 y TAR2, se tiene que:
GI(k, εt, wt−1) = E(φt /εt )E(φt)k−1εt,
con φt = θ11(g(εt) > r) + θ21(g(εt) > r). Las figuras 3.3 y 3.4 muestran los resultados
para el caso del taman˜o. En la figura 3.3 se presentan los resultados de estimacio´n de
la GI a trave´s de la funcio´n de densidad condicionada al taman˜o, para cada uno de los
tres modelos. Para el modelo ARTIMA, y como se obtiene del lema 2.1, la dispersio´n de
la densidad de la GI condicionada a las perturbaciones pequen˜as converge a 0, dado que
θ2 = 1. Para las perturbaciones grandes, sin embargo, la dispersio´n se mantiene constante.
Para el caso TAR, y tambie´n de acuerdo al resultado teo´rico, la dispersio´n de la GI converge
a 0 en ambos casos. Por el contrario, en el caso del paseo aleatorio, la dispersio´n de la
GI se mantiene constante. Adema´s, y como se muestra en el gra´fico 3.4, en este caso
no hay asimetr´ıas de ningu´n tipo en la persistencia, consecuencia obvia de la linealidad
del modelo. Sin embargo, para el caso TAR, si hay asimetr´ıas en te´rminos de la tasa de
convergencia media. Como en el Cap´ıtulo anterior, la figura 3.4 representa la mediana
de las GI condicionadas y estandarizadas por εt, y en ella podemos ver como la respuesta
media de una perturbacio´n grande en el modelo ARTIMA es igual a la obtenida en el paseo
aleatorio, mientras que la de las perturbaciones pequen˜as se asemeja a la de un proceso
autoregresivo estacionario.
Las figuras 3.5 y 3.6 muestran los resultados para el caso del signo. En este caso, el
re´gimen de MA no invertible corresponde a las perturbaciones negativas, lo que implica,
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Figura 3.3: Densidad Estimada de la GI. Caso |εt|.
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Figura 3.4: Esperanza Estimada de la GI
εt
. Caso |εt|.
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como puede verse en la figura 3.5, que la dispersio´n de la GI condicionada a este tipo
de perturbacio´n converge a 0. Sin embargo, como refleja la figura 3.6 la densidad no esta
centrada en 0. El resto de resultados para los otros dos modelos son similares a los obtenidos
en el caso anterior.
3.2.2. Invertibilidad
En esta seccio´n discutiremos las condiciones bajo las cuales los procesos ARTIMA-Shock
son invertibles, segu´n la definicio´n de invertibilidad para modelos no lineales introducida
por Granger y Andersen, y recogida en el cap´ıtulo anterior en la definicio´n 2.1. Como vimos
en la Seccio´n 2.3.2, esta definicio´n garantiza la recuperacio´n de las perturbaciones a trave´s
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Figura 3.5: Densidad Estimada de la GI. Caso εt.
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Figura 3.6: Esperanza Estimada de la GI
εt
. Caso εt.
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de la serie observada, y da sentido, por tanto, a la prediccio´n en el contexto de MA y a la
definicio´n de =t−1 en la GI en funcio´n de εt.
Los principales resultados sobre invertibilidad para los modelos ARTIMA-Shock se
recogen en los siguientes lemas.
Lema 3.1 Sea yt un proceso ARTIMA-Shock-Size; entonces bajo los supuestos G.0, G.2 y
ASZ.0 a) o b), yt sera´ invertible.
Prueba, ver Anexo 2.
Lema 3.2 Sea yt un proceso ARTIMA-Shock-Sign; entonces bajo los supuestos G.0, G.2
y ASG.0, yt sera´ invertible.
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Prueba, ver Anexo 2.
Estudiando en detalle los supuestos ASZ.0 Y ASG.0, podemos distinguir dos partes.
La primera hace referencia a E (|θ(εt−1)|) o maxiθi, que debe ser menor que 1. Esta condi-
cio´n elimina la posibilidad de sobrediferenciacio´n, fundamentalmente cuando permitimos
la posibilidad de una ra´ız unitaria en alguno de los reg´ımenes MA. Sin embargo, la no
invertibilidad no es solo una cuestio´n de sobrediferenciabilidad, si no que tambie´n es una
cuestio´n de no linealidad y discontinuidad. La segunda parte del supuesto, ∂rf ∗, controla el
grado de discontinuidad, medido como el producto del taman˜o de la discontinuidad, ∂r, y
la probabilidad de que esta se produzca, f ∗. As´ı, por ejemplo, en el caso del signo, si r = 0,
el proceso sera´ continuo en todos los para´metros, y la condicio´n se reduce al supuesto de
sobrediferenciacio´n, que coincide con la condicio´n establecida por Wecker (1981). Para el
caso del taman˜o, no existe la posibilidad de continuidad, de forma que la discontinuidad
del modelo ha de ser acotada si se quiere preservar la condicio´n de invertibilidad.
La condicio´n ASZ.0 en el caso del taman˜o, so´lo permite la ra´ız unitaria en el re´gimen de
MA asociado a las perturbaciones pequen˜as. Luego, so´lo el caso de perturbaciones pequen˜as
transitorias admite una representacio´n invertible. En el caso del signo, la invertibilidad
del proceso no permite la existencia de ra´ıces unitarias en ninguno de los reg´ımenes. Sin
embargo, como ya comentamos en el apartado anterior, la existencia de esta ra´ız unitaria
en algu´n re´gimen MA, no garantizaba la existencia de perturbaciones transitorias puras.
Respecto a las condiciones ASZ.0 y ASG.0, conviene comentar que en el caso del signo,
con r 6= 0, la restriccio´n de no linealidad aparece en funcio´n de 1/2f ∗, ya que en el modelo
hay dos reg´ımenes en la MA. En el caso del taman˜o, la restriccio´n de no linealidad aparece
en funcio´n de f ∗, ya que son tres los reg´ımenes en la MA. As´ı, en general, cuando tengamos
m+ 1 reg´ımenes, la restriccio´n de no linealidad aparecera´ en funcio´n de m/2f ∗.
Finalmente, en las Figuras 3.7 y 3.8 se representan los valores de θ1, r y el porcentaje
de perturbaciones transitorias que satisfacen las condiciones ASZ.0 y ASZ.1 cuando θ2 = 1
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Figura 3.7: Espacio Parame´trico Invertible y Consistente con εt ∼ N(0, 1)
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y la funcio´n de densidad de εt es una N(0, 1), Figura 3.7, y una t-Student de 5 grados
de libertad, figura 3.8. La l´ınea superior, marca la frontera para la invertibilidad, el a´rea
rallada, el espacio parame´trico para la consistencia. En el caso de laN(0, 1), la invertibilidad
permitira´ ma´s de un 50% de perturbaciones transitorias, y la consistencia ma´s de un 30%.
En el caso de una t − Student, los porcentajes de perturbaciones transitorias disminuye,
aunque el valor de r ma´ximo admitido aumenta. Se puede comprobar, que en ambos casos,
el porcentaje de perturbaciones transitorias es independiente de σ2ε .
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Figura 3.8: Espacio Parame´trico Invertible y Consistente con εt ∼ t5
-1.0 -0.5 0.0 0.5 1.0
θ1
0.
0
0.
1
0.
2
0.
3
0.
4
P
o
rc
e
n
ta
je
 T
ra
ns
ito
rio
s
0
0.1
0.2
0.4
0.5
r
Consistencia
Invertibilidad
3.3. Estimacio´n
En esta seccio´n se presentan los resultados de identificabilidad, consistencia y tasa de
convergencia del me´todo de estimacio´n propuesto para los modelos ARTIMA-Shock. Como
en el caso Observable, las pruebas se obtendra´n para el modelo,
(1− ρL)∆yt = (1− ρL)xt = µ+ εt − θt−1εt−1 = µ+
 εt − θ1εt−1 si g (εt−1) > rεt − θ2εt−1 si g (εt−1) < r (3.1)
para g (εt−1) = εt−1 y g (εt−1) = |εt−1| . Las pruebas para el caso ma´s general, p > 1 se
obtienen fa´cilmente de las aqu´ı presentadas.
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En este caso, la funcio´n objetivo se puede expresar como,
QT (β, r) =
T∑
t=1
e2t (β, r)
con β = (θ1, θ2, ρ, µ) y
et (β, r) = xt − ρxt−1 − µ+ θt−1et−1 (β, r) e0 = 0
θt−1 =
 θ1 if g (et−1) > rθ2 if g (et−1) < r .
Definimos, por tanto, el estimador de mı´nimos cuadrados condicionales (CLSE) de
φ0, con φ0 = (β0, r0) el verdadero valor de los para´metros, como φ̂T = (β̂, r̂), que debe
satisfacer:
β̂T (r) = arg mı´n
β∈Θβ
QT (β, r)
y
r̂T = arg mı´n
r∈[r,r]
QT (β̂T (r)),
donde Θβ = {φ t.q θ ∈ Θθ, ρ ∈ (−1, 1), µ ∈ [−µ, µ]} y Θθ esta´ definido en los supuestos
ASG.1 y ASZ1 para el caso del signo y del taman˜o respectivamente. La diferencia funda-
mental con el caso observable, es que la funcio´n objetivo no sera´ derivable con respecto a
los errores et, ya que estos entran a trave´s de la funcio´n indicadora, 1 (g (et) > r) . Por lo
tanto, la funcio´n objetivo no sera´ derivable respecto a ningu´n para´metro. Esto marcara´ las
diferencias en los resultados sobre la tasa de convergencia de los estimadores. Estos resul-
tados se muestran en los siguientes dos Teoremas. As´ı, para el caso del taman˜o, tenemos
el siguiente resultado.
Teorema 3.1 Bajo las condiciones G.0-G.3, y ASZ.1-ASZ.2, φ̂i,T = φ
0
i + Op (T
−1) para
i = 1, ..., 5.
Prueba, ver Anexo 2.
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Este Teorema, establece las condiciones suficientes para la identificabilidad y consisten-
cia de los estimadores en el caso de los modelos ARTIMA-Shock-Size. Si comparamos este
resultado con el obtenido en el Teorema 2.2, vemos que los resultados son muy diferentes,
ya que la tasa de convergencia de estos estimadores es en todos los casos T. Por lo tanto,
todos los estimadores son superconsistentes. Como comentamos en el pa´rrafo anterior, la
razo´n de este resultado se encuentra en que, en este caso, todos los para´metros comparten
la no linealidad del para´metro r a trave´s de la funcio´n indicador. Como veremos en la
seccio´n siguiente, este resultado marcara´ la estrategia a seguir para realizar la inferencia
sobre los para´metros del modelo.
Para el caso de los modelos ARTIMA-Shock-Sign, los resultados se muestran en el
siguiente Teorema.
Teorema 3.2 Bajo las condiciones G,0-G,3, y ASG,1,
a) Si r0 = 0 y conocido, φ̂i,T = φ
0
i +Op
(
T−1/2
)
para i = 1, ..., 4.
b) Si |r0| > 0, φ̂i,T = φ0i +Op (T−1) para i = 1, ..., 5.
Prueba, ver Anexo 2.
De nuevo, este Teorema establece la identificabilidad de los para´metros y la consistencia
de todos los estimadores. Respecto a la tasa de convergencia de los mismos, se distinguen
dos casos. Como vimos en la seccio´n de invertibilidad, en el caso del signo, cuando r0 = 0 y
conocido, el proceso es continuo en los para´metros, aunque no diferenciable. Por lo tanto,
en este caso, la tasa de convergencia coincide con el caso Observable, que tambie´n presenta
continuidad en todos los para´metros excepto r0. Sin embargo, cuando |r0| > 0 el proceso
sera´ discontinuo, y lo sera´ respecto a todos los para´metros. En este caso, el resultado es el
mismo que en el caso del taman˜o.
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3.4. Inferencia
Como en el caso Observable, las hipo´tesis ba´sicas de los modelos ARTIMA-Shock son
dos, la primera, la existencia de efecto threshold, y la segunda, la existencia de asimetr´ıas
en te´rminos de perturbaciones transitorias y permanentes. Por lo tanto, en una primera
etapa contrastamos la hipo´tesis nula de no existencia de threshold. Cuando rechacemos
esta hipo´tesis nula, y sea factible un re´gimen MA no invertible en el modelo, pasaremos a
contrastar la hipo´tesis nula de existencia de perturbaciones transitorias en dicho re´gimen.
En lo que resta de seccio´n, dividiremos los resultados de inferencia en dos casos, segu´n
r0 sea conocido o no.
3.4.1. Inferencia para r0 conocido
Como se comento en el capitulo anterior para el caso Observable, este no es el esce-
nario ma´s probable, exceptuando el caso del signo con r0 = 0. Adema´s, para los modelos
ARTIMA-Shock con |r0| > 0, conocer el valor de r0 no modifica la teor´ıa asinto´tica (al
contrario de lo que ocurre en el caso Observable), ya que la funcio´n objetivo a minimizar
sigue sin ser continua en el resto de los para´metros. Por esta razo´n, en esta seccio´n so´lo
abordaremos el caso de ARTIMA-Shock-Sign con r0 = 0 conocido.
El siguiente Teorema establece los supuestos para la normalidad asinto´tica de los estima-
dores. Este resultado sera´ suficiente para la realizacio´n de los dos contrastes anteriormente
descritos, al igual que suced´ıa en el caso observable.
Teorema 3.3 Sea yt un proceso ARTIMA-Shock-Sign con r
0 = 0 conocido, entonces bajo
G.0, G.2, G.3, ASG.1 y ASG.2,
T 1/2
(
β̂ − β
)
d−→ N
(−→
0 , σ2εH
−1
)
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con,
H = l´ım
T→∞
T−1
T∑
t=1
E
[
ht
(
β0
)
h′t
(
β0
)]
ht =
(
h
(1)
t , h
(2)
t , h
(3)
t , h
(4)
t
)′
h
(1)
t =
t∑
j=0
j∏
k=1
θ0t−kε
+
t−1−j, h
(2)
t =
t∑
j=0
j∏
k=1
θ0t−kε
−
t−1−j,
h
(3)
t = −
t∑
j=0
j∏
k=1
θ0t−kxt−1−j, h
(4)
t = −
t∑
j=0
j∏
k=1
θ0t−k
θ0t = θ
0
11 (εt > 0) + θ
0
21 (εt < 0)
ε+t = 1(εt > 0)εt y ε
−
t = εt − ε+t .
Prueba, ver Anexo 2.
Como se puede comprobar, la distribucio´n de los estimadores es asinto´ticamente nor-
mal de media 0, con matriz de varianzas y covarianzas similar a la obtenida en el caso
Observable, diferencia´ndose en la definicio´n de ε+t , ε
−
t y θ
0
t . Como en aquel caso, para hacer
factible la inferencia, es necesario obtener una estimacio´n consistente de dicha matriz de
varianzas. En el siguiente Teorema se establece el estimador de la matriz de varianzas y
covarianzas y su consistencia bajo las condiciones del Teorema 3.3.
Teorema 3.4 Bajo las condiciones del Teorema 3.3
σ̂2ε
1
T
T∑
t=2
Ĥ i,jt
p−→ σ2εH i,j
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con
σ̂2ε =
1
T
T∑
t=1
ε̂2t
Ĥ i,jt = ĥ
(i)
t ĥ
(j)
t
ĥ
(1)
t =
t∑
j=0
j∏
k=1
θ̂0t−kε̂
+
t−1−j, ĥ
(2)
t =
t∑
j=0
j∏
k=1
θ̂0t−kε̂
−
t−1−j,
ĥ
(3)
t = −
t∑
j=0
j∏
k=1
θ̂0t−kxt−1−j, ĥ
(4)
t = −
t∑
j=0
j∏
k=1
θ̂0t−k
ε̂t = et(β̂); ε̂
+
t = ε̂t1 (ε̂t > 0) ; ε̂
−
t = ε̂t − ε̂+t
θ̂t = θ̂11(ε̂t > 0) + θ̂21(ε̂t < 0).
y β̂ el estimador CLS.
Prueba, ver Anexo 2.
Apoyados en los resultados de estos dos Teoremas, para realizar el contraste de exis-
tencia de efecto threshold proponemos el siguiente estad´ıstico:
W0,T =
T
(
R′β̂
)2[
σ̂2ε
(
R′Ĥ−1R
)] ,
con R′ = (1,−1, 0, 0) y que bajo H0 : θ1 = θ2 convergera´ a una χ21. Este estad´ıstico coincide
con el propuesto por Bra¨nnas y De Gooijer (1994), aunque en su trabajo no se justifican
los resultados asinto´ticos.
En el caso del signo, la condicio´n de invertibilidad excluye la posibilidad de θi = 1 para
algu´n re´gimen de la MA, con lo que, en principio, el contraste de existencia de perturba-
ciones transitorias basado en la hipo´tesis nula θi = 1 no sera´ va´lido asinto´ticamente.
3.4.2. Inferencia cuando r0 es desconocido
En esta seccio´n presentamos los resultados asinto´ticos que nos permitira´n realizar los
contrastes de hipo´tesis cuando r0 es desconocido. Al igual que en el caso Observable, em-
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pezaremos asumiendo que existen asimetr´ıas en la persistencia y calculando la distribucio´n
asinto´tica de los estimadores.
Como se ha visto a lo largo del cap´ıtulo, si |r0| > 0 la funcio´n objetivo no es continua
en ninguno de los para´metros, lo cual dificulta la obtencio´n de la distribucio´n asinto´tica.
Por lo tanto, aprovechando la superconsistencia de los estimadores, se propone estimar los
para´metros en dos etapas. En el siguiente Teorema se prueba que cuando r0 es desconocido,
pero |r0| > 0, la distribucio´n asinto´tica de los estimadores de la segunda etapa para β0 =
(θ01, θ
0
2, ρ
0, µ0), es normal multivariante de media cero.
El procedimiento sera´ el siguiente. En la primera etapa, estimamos los para´metros por el
me´todo CLS descrito en la seccio´n de estimacio´n. De esta primera estimacio´n, obtenemos,
ε̂t = xt − ρ̂xt−1 − µ̂+ θ̂t−1 (g (ε̂t−1)) ε̂t−1,
que usaremos como regresor en la estimacio´n de la segunda etapa, con g (ε̂t) = |ε̂t| en el
caso del taman˜o, y g (ε̂t) = ε̂t en el caso del signo. En esta segunda etapa, se propone la
estimacio´n por Mı´nimos Cuadrados Ordinarios (MCO) de la siguiente ecuacio´n
xt = α1 + α2xt−1 + α3ε̂t−11 (g (ε̂t−1) > r̂) + α4ε̂t−11 (g (ε̂t−1) < r̂) + ut. (3.2)
El siguiente Teorema establece al normalidad asinto´tica de los estimadores MCO de
esta ecuacio´n.
Teorema 3.5 Si |r0| > 0 y bajo los supuestos del Teorema 3.1 y 3.2 para el caso del
taman˜o y del signo respectivamente,
T−1/2
(
α̂− α0) d→ N (0, σ2εE (Z0′t Z0t )−1) ,
con α̂ el estimador MCO de la ecuacio´n (3.2), Z0′T =
(
Z0T,1, ..., Z
0
T,T−1
)
,
Z0′T,t−1 = (1, xt−1, εt−11 (g (εt−1, ) > r
0) , εt−11 (g (εt−1) < r0)), y α0′ = (µ0, ρ0, θ01, θ
0
2).
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Prueba, ver Anexo 2.
Para el caso del taman˜o, como quedo´ probado en el Lema 2.1, las perturbaciones pe-
quen˜as pueden ser transitorias y el modelo seguir siendo invertible. Por lo tanto, toda
la teor´ıa asinto´tica desarrollada en esta seccio´n es va´lida para contrastar la hipo´tesis de
perturbaciones pequen˜as transitorias. Para ello planteamos el siguiente contraste:
H0: θ2 = 1⇔ α4 = 1
Ha: θ2 6= 1⇔ α4 6= 1.
El estad´ıstico propuesto para este contraste es,
W1,T =
T (α̂4 − 1)2[
V̂ (β̂)[4, 4]
] ,
con
V̂ (β̂) = σ̂2εT
−1
(
Ẑ ′T ẐT
)−1
Ẑ ′T,t = (1, xt−1, ε̂t−11 (|ε̂t−1| > r̂) , ε̂t−11 (|ε̂t−1| < r̂)) .
La consistencia de V̂ (β̂) se encuentra en la prueba del Teorema 3.5. Por lo tanto,
bajo la hipo´tesis nula y usando el resultado de este Teorema, el estad´ıstico de contraste
convergera´ asinto´ticamente a una χ21. Como en el caso Observable, un supuesto impl´ıcito
para que las perturbaciones pequen˜as sean transitorias es I.1.
Contraste para la existencia de Threshold cuando r0 es desconocido
En esta seccio´n analizaremos el contraste de existencia de efecto threshold o contraste
de simetr´ıa cuando el valor de r0 es desconocido y distinto de 0. Como ya hemos comen-
tado, en este contexto y bajo la hipo´tesis nula, el para´metro r no estara´ identificado y no
habra´ superconsitencia de los estimadores, lo que invalida la teor´ıa anterior. Como en el
caso Observable, planteamos la siguiente regresio´n:
xt = µ+ ρxt−1 − θεt−1 − α(r)εt−11 (g (εt−1) < r) + εt
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Basada en esta regresio´n, la hipo´tesis nula de no existencia de efecto threshold sera´:
H0 : α (r) = 0
y la alternativa,
Ha : α (r) 6= 0,
para r ∈ [r, r]. Al igual que en el caso Observable, proponemos el supr∈[r,r] ΓT (r) como
estad´ıstico de contraste, con
ΓT (r) =
T α̂2 (r)
V̂ (α̂ (r))
,
donde
V̂ (α̂ (r)) = σ̂2εR
′H−1T
(
β̂, r
)
R
R′ = (0, 1, 0, 0)
H−1T
(
β̂, r
)
= T−1
T∑
t=1
ht
(
β̂, r
)
h′t
(
β̂, r
)
h′t
(
β̂, r
)
=
(
t∑
j=1
θ0j−1et−j
(
β̂, r
)
,
t∑
j=1
θ0j−1e−t−j
(
β̂, r
)
,−
t∑
j=1
θ0j−1xt−1,−
t∑
j=1
θ0j−1
)
e−t−j
(
β̂, r
)
= 1
(
g
(
et−j
(
β̂, r
))
< r
)
et−j
(
β̂, r
)
.
La distribucio´n asinto´tica del estad´ıstico vendra´ determinada por los siguientes pro-
cesos, s (r), que sera´ un proceso gaussiano de media cero y funcio´n de covarianzas igual
a K (r1, r2) = σ
2
εE (ht (β
0, r1)h
′
t (β
0, r2)). Tambie´n por S (r) = R
′H−1 (r) s (r) , que de
nuevo sera´ un proceso gaussiano de media cero y funcio´n de covarianzas K (r1, r2) =
R′H−1 (r1)K (r1, r2)H−1 (r2)R, con
H (r) = E
(
ht
(
β0, r
)
h′t
(
β0, r
))
.
y R descrita anteriormente.
El siguiente Teorema muestra la distribucio´n asinto´tica del estad´ıstico propuesto en
esta seccio´n, donde ⇒ implica convergencia uniforme en distribucio´n.
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Teorema 3.6 Bajo H0 y los supuestos G.0, G.2, G.3, y ASZ.1-ASZ.2, en el caso del
taman˜o, o ASG.1-ASG.2 en el caso del signo, para cualquier funcional continuo G (.) :
[r, r]→ R, se tiene que
G (ΓT (r))⇒ G
(
S
′
(r)K
−1
(r, r)S (r)
)
,
Prueba, ver Anexo 2.
Dado que supr∈[r,r] es un funcional continuo de [r, r]→ R, tenemos que bajo H0 :
sup
r∈[r,r]
T α̂2 (r)
V̂ (α̂ (r))
⇒ sup
r∈[r,r]
S
′
(r)K
−1
(r, r)S (r) .
Exceptuando la matriz de varianzas y covarianzas del proceso, en su definicio´n de zt, la
distribucio´n asinto´tica del estad´ıstico es la misma que en el caso Observable, y por tanto,
para un r fijo esta coincidira´ con una χ21, ver el caso de r
0 = 0 conocido. Igualmente,
la distribucio´n bajo H0 de G (ΓT (r)) dependera´, en general, de la funcio´n de covarianzas
K (r1, r2) , y los valores cr´ıticos no podra´n ser tabulados excepto en casos especiales. Por lo
tanto, para poder realizar el contraste proponemos la misma aproximacio´n bootstrap que
describimos en el cap´ıtulo anterior para el caso Observable.
Cuando la hipo´tesis nula de no efecto threshold sea rechazada, podemos pasar a con-
trastar la hipo´tesis de existencia de perturbaciones transitorias en el caso del taman˜o y
para las perturbaciones pequen˜as, utilizando el estad´ıstico descrito anteriormente a trave´s
de la estimacio´n en dos etapas.
Finalmente, el resultado del Teorema permite extender el ana´lisis a cualquier otro es-
tad´ıstico basado en un funcional continuo de ΓT (r).
3.4.3. Comportamiento de los contrastes en muestras finitas
Como hicimos en el cap´ıtulo anterior, en esta seccio´n se lleva a cabo un breve estudio
sobre el comportamiento de los contrastes para la existencia de threshold, propuestos y
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desarrollados en las secciones anteriores. Con la intencio´n de realizar un ana´lisis compa-
rativo, los para´metros del estudio de Monte Carlo sera´n los mismos que los seleccionados
en el Cap´ıtulo anterior. Por tanto, el taman˜o del Monte Carlo sera´ M=400 y el del Wild
Bootstrap B=400. Igualmente, el estudio se realizara´ para los niveles de significacio´n α =
0.05, 0.10 y los taman˜os muestrales T = 200, 600.
En primer lugar, analizaremos el comportamiento del contraste de existencia de thres-
hold para el caso en que la variable threshold es el signo de la perturbacio´n, descrito en
la Seccio´n 3.4.1. Para el estudio del taman˜o generaremos las mismas series ARIMA(0,1,1)
del cap´ıtulo anterior, esto es,
(1− L)yt = xt = εt − θεt−1
con εt iid N(0, 1) y θ =(-0.5,0,0.5). La tabla 3.1 muestra los resultados, que son muy
similares al caso Observable tratado en el Cap´ıtulo anterior, aunque conviene destacar un
mejor comportamiento de la aproximacio´n asinto´tica en este caso.
Para el estudio de la potencia generaremos el siguiente proceso ARTIMA-Shock,
(1− L)yt = xt = εt − θ1εt−11(εt−1 > 0)− θ2εt−11(εt−1 < 0)
para los valores de los para´metros θ1 =0 y θ2 =(-0.8,-0.6,-0.4,-0.2,0.2,0.4,0.6,0.8) donde εt
es iid N(0, 1). Las tablas 3.3 y 3.4 muestran los resultados del estudio de potencia para
T = 200 y T = 600 respectivamente.
Los resultados son similares a los obtenidos en el caso Observable. De nuevo, a medida
que aumenta ∂ = |θ1−θ2|, aumenta la potencia. En este caso, al ser el porcentaje y varianza
de las perturbaciones negativas constante para los distintos valores de θ2, la potencia es
ligeramente mayor para los valores de θ2 > 0.
Para el caso en que r0 es desconocido, y por lo tanto, en el ana´lisis del comportamiento
del estad´ıstico supr∈[r,r] ΓT (r), nos centraremos en el caso del ARTIMA-Shock-Size, donde
es el taman˜o de la perturbacio´n, |εt|, la variable threshold. Como en los casos anteriores,
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para el estudio del taman˜o generamos las series ARIMA(0,1,1). Los resultados se muestran
en la Tabla 3.2, y como suced´ıa en el caso observable su comportamiento es superior al
caso del signo.
Finalmente, para la potencia generamos el proceso ARTIMA-Shock-Size,
(1− L)yt = εt − θ1εt−11(|εt−1| > r)− θ2εt−11(|εt−1| < r)
con (θ1, θ2) = (0, 1), r =(0.35,0.5,0.7) y εt iid N(0, 1), esto es, el caso de perturbaciones
pequen˜as transitorias. Los resultados se encuentran en la Tabla 3.5. Como vimos en la
Seccio´n 3.2.2 a trave´s de las Figuras 3.7 y 3.8, un porcentaje de perturbaciones transitorias
inferior al 50% garantiza la invertibilidad del proceso. Para la muestra usada en este
estudio, ese valor se obtiene para el caso r =0.7. Igualmente, la consistencia se garantiza
para un porcentaje de transitorios entorno al 30%, que coincidir´ıa en nuestra muestra con
el caso r =0.5.
Como en el caso Observable tratado en el Cap´ıtulo 2, de nuevo, cuanto mayor es el valor
de r, mayor es la potencia del contraste, debido a que fijado (θ1, θ2), con r tambie´n aumenta
el porcentaje y varianza de las perturbaciones transitorias. Sin embargo, el contraste de
existencia de threshold en el ARTIMA-Shock presenta una potencia sensiblemente inferior.
La razo´n se encuentra, fundamentalmente, en que la varianza de las perturbaciones en
el re´gimen “transitorio” es inferior en el caso del ARTIMA-Shock que en el ARTIMA-
Observable.
Finalmente, aunque la potencia para los casos en los que el modelo se puede estimar
de forma consistente, r <0.5, pueda parecer baja, en el Ape´ndice 1 de este Cap´ıtulo se
muestra que el comportamiento del contraste propuesto es netamente superior al contraste
de incorrelacio´n en diversos contextos lineales.
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Cuadro 3.1: Taman˜o del contraste de existencia de Threshold. r0 = 0
Valores Cr´ıticos Bootstrap Valores Cr´ıticos Asinto´ticos
T=200 T=600 T=200 T=600
α− level α− level
θ 0.05 0.10 0.05 0.10 0.05 0.10 0.05 0.10
-0.5 0.052 0.090 0.037 0.082 0.055 0.100 0.042 0.077
0.0 0.047 0.090 0.042 0.077 0.055 0.105 0.042 0.075
0.5 0.070 0.125 0.080 0.135 0.092 0.150 0.090 0.137
Cuadro 3.2: Taman˜o del contraste de existencia de Threshold. r0 desconocido.
T=200 T=600
α− level
θ 0.05 0.10 0.05 0.10
-0.5 0.052 0.097 0.0325 0.080
0.0 0.050 0.112 0.0425 0.105
0.5 0.055 0.107 0.0475 0.087
3.5. Aplicacio´n al I´ndice de Precios Industriales
En esta seccio´n aplicaremos los resultados obtenidos para el modelo ARTIMA-Shock-
Sign al ı´ndice de precios industriales (PPI), con la intencio´n de comparar los resultados
obtenidos por Wecker (1981) con los obtenidos a trave´s de la metodolog´ıa propuesta en
este cap´ıtulo. Adema´s se extendera´ hasta la actualidad el ana´lisis de una de las series, en
la que parece haber un cambio estructural que modifica el comportamiento de los precios.
Wecker (1981) ajusta los modelos de medias mo´viles asime´tricos en el signo de la per-
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Cuadro 3.3: Potencia del contraste de existencia de Threshold, r0 = 0.
θ1 = 0 θ2
-0.8 -0.6 -0.4 -0.2 0.2 0.4 0.6 0.8
α− level Valor Cr´ıtico Bootstrap
0.05 0.970 0.790 0.480 0.145 0.130 0.490 0.825 0.980
0.10 0.995 0.885 0.605 0.235 0.215 0.615 0.900 1.000
α− level Valor Cr´ıtico Asinto´tico
0.05 0.955 0.755 0.445 0.170 0.140 0.430 0.770 0.955
0.10 0.985 0.835 0.570 0.245 0.205 0.530 0.845 0.990
Cuadro 3.4: Potencia del contraste de existencia de Threshold, r0 = 0.
θ1 = 0 θ2
-0.8 -0.6 -0.4 -0.2 0.2 0.4 0.6 0.8
α− level Valor Cr´ıtico Bootstrap
0.05 1.000 1.000 0.875 0.350 0.265 0.875 1.000 1.000
0.10 1.000 1.000 0.915 0.465 0.370 0.915 1.000 1.000
α− level Valor Cr´ıtico Asinto´tico
0.05 1.000 0.995 0.860 0.370 0.275 0.860 1.000 1.000
0.10 1.000 1.000 0.905 0.480 0.370 0.905 1.000 1.000
En este caso, para todos los valores de θ2 el porcentaje y varianza media de las perturba-
ciones negativas es la misma, para T = 200, P (εt < 0) =0.501 y V ar (εt1 (εt < 0)) =0.378,
y para T = 600, P(εt < 0) =0.500 y Var(εt1 (εt < 0)) =0.352.
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Cuadro 3.5: Potencia del contraste de existencia de Threshold. r0 desconocido.
T=200 T=600
θ1 = 0, θ2 = 1 r
α− level 0.35 0.5 0.7 0.35 0.5 0.7
0.05 0.190 0.335 0.860 0.390 0.910 1.000
0.10 0.325 0.565 0.935 0.555 0.980 1.000
P(|εt| < r) 0.269 0.377 0.511 0.273 0.382 0.516
Var(εt1 (|εt| < r)) 0.010 0.030 0.078 0.011 0.030 0.079
turbacio´n a seis series de precios industriales seleccionadas entre las diferentes series reco-
piladas por Stigler y Kindahl (1970). Las series seleccionadas fueron las de los precios del
estan˜o, gasolina y acero, que denominaremos por Tin Plate, Regular Gasoline y Steel Hot
Rolled. Cada precio fue medido basandose en dos me´todos diferentes, uno propuesto por el
Bureau of Labor Statistic (BLS) y el otro, por los autores y denotado por NBER. El prime-
ro se centra en los precios ’spot’ y ’quoted’, el u´ltimo, en los precios de contrato. El gra´fico
del logaritmo de cada serie puede encontrase en la figura 3.9. Stigler y Kindahl encuentran
que el ı´ndice BLS crece respecto al ı´ndice NBER entorno a 0.7, y establece que la u´nica
explicacio´n plausible es una inercia asime´trica en el movimiento de los precios industriales.
Siguiendo su argumentacio´n, esta asimetr´ıa vendr´ıa explicada por la prudencia de los ven-
dedores a la hora de reducir los precios, y el comportamiento opuesto para incrementar el
precio. Adema´s, en el contexto de inflacio´n positiva, la reduccio´n de precios revierte ma´s
a menudo que su incremento. Todo esto implica que las perturbaciones negativas sera´n
menos persistentes que las positivas. Claramente, este comportamiento es consistente con
el precio del vendedor, el cual esta´ mejor recogido en el precio ’spot’ o ’quoted’, y por lo
tanto, en el ı´ndice BLS, pero no en el precio del comprador, medido mejor por el precio de
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contrato, y por lo tanto, en el ı´ndice NBER. Segu´n este razonamiento, es ma´s probable que
el ı´ndice BLS presente asimetr´ıas en la persistencia basada en el signo de la perturbacio´n
que el ı´ndice NBER.
Figura 3.9: I´ndice de Precios Industriales, 1957:01-1966:12
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En la Tabla 3.6 se encuentran los resultados de estimacio´n por CLS para los mode-
los ARIMA y ARTIMA-Shock-Sign. La especificacio´n de cada modelo es la escogida por
Wecker. Para realizar el contraste de asimetr´ıa en persistencia que verifique la validez de
la argumentacio´n expuesta por Stigler y Kindahl, usaremos el estad´ıstico descrito en la
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Seccio´n 3.4.1:
T
(
R′β̂
)2[
σ̂2ε
(
R′Ĥ−1R
)]
con R′ = (1,−1, 0, 0), el cual bajo la hipo´tesis nula de no existencia de efecto threshold
convergera´ a una χ21, por el resultado del Teorema 3.3. En su art´ıculo, Wecker propone el
estimador Ma´ximo Veros´ımil y un estad´ıstico basado en la razo´n de verosimilitudes. Como
puede verse en la Tabla 3.6, los resultados de estimacio´n y contraste obtenidos con los
me´todos propuestos en este Cap´ıtulo son muy similares a los obtenidos por Wecker, esto
es, las tres series BLS presentan asimetr´ıas en la persistencia basadas en el signo de la
perturbacio´n, mientras que esta hipo´tesis es rechazada para las tres series NBER.
Ahora, dado que el ı´ndice BLS para los precios de la gasolina extendido hasta el 2004
esta disponible, completamos el ana´lisis anterior para este precio con este periodo. En la
Figura 3.10 se representa el logaritmo de la serie desde 1957:01 a 2004:02. La serie muestra
un cambio estructural durante los an˜os 70 debido a la crisis del petro´leo. A continua-
cio´n analizaremos si esta crisis afecta al comportamiento de los precios, concretamente,
al comportamiento asime´trico de las perturbaciones. Para ello, ajustaremos el modelo
ARTIMA-Shock-Sign al ı´ndice de precios en dos submuestras, la primera, anterior a la
crisis del petro´leo, periodo 1957:01-1970:01, y la segunda, posterior a la crisis, periodo
1983:01-2004:02. Tambie´n presentamos los resultados para el ajuste de toda la muestra.
Los resultados se muestran en la Tabla 3.7.
Para el periodo anterior a la crisis, ajustamos un ARIMA(2,1,1) para el caso lineal,
dado que los residuos del ARIMA(0,1,1) propuesto por Wecker presentan cierta estructura
de correlacio´n. Por la misma razo´n, para el caso no lineal, ajustamos un ARTIMA(1,1,1,1).
El estad´ıstico para el contraste de asimetr´ıa es igual a 5.043, por lo tanto rechazamos la
hipo´tesis nula de persistencia sime´trica de las perturbaciones en funcio´n de su signo al 5%.
Sin embargo, esta conclusio´n cambia para el periodo posterior a la crisis. En este periodo, no
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Cuadro 3.6: Resultados de Estimacio´n y Contraste para los modelos ARIMA y ARTIMA-
Shock-Sign para los ı´ndices PPI
ARIMA ARTIMA χ21d0,05
θ σε × 102 AIK µ θ1 θ2 σε × 102 AIK 3,84
S. H. Rol.
BLS
−0.040
(0.091)
0.552 -7.54
0.000
(0.000)
0.040
(0.096)
0.920
(0.103)
0.532 -7.58 6.08
NBER
0.045
(0.091)
0.764 -6.90
0.001
(0.001)
0.094
(0.099)
−0.393
(0.298)
0.744 -6.91 1.45
T. Plate
BLS
0.015
(0.092)
0.582 -7.44
0,000
(0.000)
0.012
(0.092)
1.046
(0.088)
0.555 -7.50 8.07
NBER
−0.097
(0.091)
0.653 -7.21
0.000
(0.000)
−0.169
(0.132)
0.016
(0.146)
0.643 -7.20 0.89
R. Gaso.
BLS
−0.205
(0.090)
2.016 -4.96
−0.008
(0.002)
−0.459
(0.149)
0.491
(0.174)
1.928 -5.00 11.4
NBER
0.633
(0.134)
0.361 -8.39
−0.000
(0.000)
−0.251
(0.156)
−0.311
(0.160)
0.376 -8.269 0.05
En pare´ntesis las desviaciones esta´ndar correspondientes. En los modelos lineales, la constante esta
restringida a ser 0. Ecuacio´n del modelo ARTIMA: xt = µ+ εt − θ1ε+t−1 − θ2ε−t−1.
se puede rechazar la hipo´tesis de simetr´ıa en la persistencia. Adema´s, bajo la modelizacio´n
sime´trica o lineal, las perturbaciones son claramente ma´s persistentes en este periodo ma´s
reciente. Cabe destacar tambie´n la mayor varianza de las perturbaciones en ambos modelos,
lineal y no lineal, en el periodo posterior a la crisis. Esta mayor varianza esta relacionada
con el rechazo de la asimetr´ıa en este periodo. Como se comento anteriormente, la hipo´tesis
de asimetr´ıa en la persistencia de las perturbaciones se basa en la oposicio´n del vendedor
a la variacio´n en los precios, sobre todo cuando esta variacio´n implica una reduccio´n del
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Figura 3.10: Precio Regular Gasoline, I´ndice BLS, 1957:01-2004:02
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mismo. Una mayor varianza en las perturbaciones implica una menor reticencia al cambio
en los precios, y por tanto, probablemente a su disminucio´n. A la vista de estos resultados,
podemos concluir que la crisis del petro´leo provoco´ un cambio en el comportamiento de los
precios de la gasolina, y no so´lo un mero incremento de precios a trave´s de un cambio en
la constante.
3.6. Conclusio´n
En este Cap´ıtulo estudiamos en detalle los modelos ARTIMA-Shock, que se caracterizan
porque la asimetr´ıa en la persistencia es provocada por alguna propiedad de la propia
perturbacio´n. En concreto, se analizan las propiedades del signo y taman˜o. Como en el caso
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Cuadro 3.7: Resultados de estimacio´n de los modelos ARIMA y ARTIMA-Shock-Sign para
el ı´ndice BLS de precios de la Regular Gasoline
ARIMA(2,1,1) ARTIMA(1,1,1,1) ARIMA(1,1,1) ARTIMA(1,1,1,1) ARIMA(1,1,1) ARTIMA(1,1,1,1)
1957:01-1970:01 1983:01-2004:02 1957:01-2004:02
µ
−0.000
(0.000)
−0.003
(0.001)
0.000
(0.005)
−0.003
(0.007)
0.003
(0.002)
0.002
(0.003)
ρ1
0.985
(0.080)
0.577
(0.150)
−0.392
(0.112)
−0.391
(0.101)
−0.364
(0.076)
−0.371
(0.070)
ρ2
−0.163
(0.079)
θ
0.983
(0.008)
−0.757
(0.080)
−0.743
(0.054)
θ1
0.508
(0.194)
−0.878
(0.090)
−0.850
(0.065)
θ2
0.929
(0.131)
−0.685
(0.094)
−0.686
(0.064)
σε × 102 1.974 2.005 6.673 6.602 4.759 4.722
AIK -4.961 -4.929 -2.564 -2.566 -3.246 -3.253
χ21d0,05 = 3,84 5.043 2.272 3.474
Entre pare´ntesis la desviacio´n esta´ndar correspondiente.
Observable, se obtienen las condiciones de invertibilidad del modelo, en las que interviene
el grado de discontinuidad del mismo. Estas condiciones permiten que las perturbaciones
pequen˜as puedan ser transitorias. Este resultado no es extensible al caso del signo, donde la
condicio´n I.1 impide que pueda haber perturbaciones transitorias aunque exista un re´gimen
no invertible en la media mo´vil.
El me´todo de estimacio´n propuesto sera´ el de mı´nimos cuadrados condicionales. Para
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el caso del signo con r0 = 0 conocido, los resultados son similares a los obtenidos en el caso
Observable, consistencia y normalidad asinto´tica de los estimadores. Este resultado supone
una aportacio´n fundamental del cap´ıtulo, ya que a pesar de la amplia utilizacio´n de este
modelo, no se hab´ıan obtenido, hasta ahora, resultados de validez asinto´tica de los me´todos
propuestos. Para el resto de casos, |r0| > 0, los resultados son diferentes a los obtenidos
hasta ahora, proba´ndose la superconsistencia de todos los estimadores. Esto hace, que para
obtener la normalidad asinto´tica de los mismos sea necesario utilizar estimaciones en dos
etapas.
Respecto al contraste de existencia de threshold, para el caso del signo con r0 = 0 se
propone un contraste de Wald (ya propuesto por Bra¨nna¨s y De Gooijer, 1994), y cuya
distribucio´n bajo H0 sera´ una χ
2
1. Para el otro caso, |r0| > 0, el contraste usa un estad´ıstico
basado en el supremo similar al del caso Observable, del que conocemos su distribucio´n
asinto´tica, aunque no es tabulable. Por lo tanto, y como en el cap´ıtulo anterior, se propone
una aproximacio´n Wild Bootstrap para obtener el p − valor del contraste. Un pequen˜o
estudio de Monte Carlo corrobora el buen comportamiento de los contrastes propuestos.
Adema´s, cuando se rechace la hipo´tesis nula de simetr´ıa, para el caso particular de los
Modelos ARTIMA-Shock-Size, se propone el contraste de existencia de perturbaciones
pequen˜as transitorias. Este se traduce en el contraste de existencia de ra´ız unitaria en el
re´gimen MA correspondiente a las perturbaciones pequen˜as, que de nuevo se basa en un
estad´ıstico de Wald cuya distribucio´n asinto´tica es una χ21.
Finalmente, el procedimiento propuesto se aplica a los diferentes ı´ndices de precios
usados por Wecker, obtenie´ndose similares resultados, esto es, la existencia de asimetr´ıas
en el signo en los ı´ndices BLS. Adema´s, el ana´lisis se extiende, en el caso del precio de la
gasolina, al periodo posterior a la crisis del petro´leo, proba´ndose que esta no solo provoca
un cambio en la deriva, sino tambie´n en su dina´mica, de la que desaparecen las asimetr´ıas
provocadas por el signo.
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3.8. Anexo 1.
En este Anexo se lleva a cabo un estudio comparativo entre el contraste de existencia
de efecto threshold provocado por el taman˜o de la perturbacio´n y el contraste de incorrela-
cio´n en el contexto lineal. Para ello consideraremos dos aproximaciones lineales al modelo
ARTIMA-Shock-Size:
(1− L) yt = εt − εt−11 (|εt−1| < r) = εLt + εst − εst−1
utilizado en la Seccio´n 3.4.3. La primera corresponde a su representacio´n de Wold:
(1− L)yt = ut − θut−1
tal que
(
1 + θ2
)
V ar (ut) = V ar (εt) + V ar (ε
s
t)
θV ar (ut) = V ar (ε
s
t)
donde ut son iid N(0, σu) con σu > 0. La segunda, sera´ la representacio´n lineal de compo-
nentes inobservados incorrelados (UC-0) (ver Harvey, 1985 y Clark, 1987):
(1− L) yt = zt + ut − ut−1
con,
V ar (zt) = V ar
(
εLt
)
V ar (ut) = V ar (ε
s
t)
donde ut es iid N(0, σu) y zt es iid N(0, σz) e independientes entre si, con σu > 0 y σz > 0.
Para ambos modelos lineales compararemos el contraste de incorrelacio´n de (1− L)yt,
esto es, el contraste de la hipo´tesis nula H0 : θ = 0 en la representacio´n de Wold y
H0 : V ar(ut) = 0 en el modelo UC-0. Ambas hipo´tesis coinciden con la hipo´tesis de
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ausencia de efecto threshold en el modelo ARTIMA. Para el contraste de incorrelacio´n en
ambos modelos lineales, ajustaremos a las series el siguiente modelo ARIMA(0,1,1):
(1− L)yt = ηt + θηt−1
contrastando la hipo´tesis nula H0 : θ = 0 a trave´s del estad´ıstico:
WL =
θ̂2
σ̂θ̂
2 .
Bajo las propiedades de ut y zt, y dado que θ ∈ (−1, 1), la distribucio´n asinto´tica deWL
bajo H0 sera´ una χ
2 de un grado de libertad. Los resultados se muestran en la Tabla 3.8.
Como en el caso del estudio realizado en la Seccio´n 3.4.3, este se realiza para los taman˜os
muestrales T = 200, 600, y los niveles de significacio´n α =0.05, 0.10.
En el primer bloque de la tabla se reproducen los resultados para el contraste threshold
analizado en la Seccio´n 3.4.3, para el caso del taman˜o de las perturbaciones y los distintos
valores de r considerados. En el segundo bloque, se muestran los resultados del estudio
para el taman˜o y potencia del contraste de incorrelacio´n cuando la aproximacio´n al modelo
ARTIMA-Shock-Size se realiza a trave´s de su representacio´n de Wold. Tambie´n se reprodu-
cen los valores de θ y la V ar(ut) correspondientes a cada r. Por u´ltimo, en el tercer bloque,
se presentan los resultados de este contraste cuando la aproximacio´n se realiza a trave´s del
modelo UC-0. Igualmente se muestran los valores de la V ar(ut) y V ar(zt) correspondientes
a cada r. Como ya se comento en dicha seccio´n y prueban los resultados de la Tabla 3.8,
el comportamiento del contraste de existencia de threshold es netamente superior al de
incorrelacio´n en ambos contextos lineales cuando la desviacio´n de la nula es pequen˜a. Esta
diferencia es superior para el caso de la aproximacio´n de Wold, caso que pra´cticamente no
presenta potencia para los distintos valores de r considerados, exceptuando r =0.7.
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Cuadro 3.8: Comparacio´n del contraste threshold para el modelo ARTIMA y de incorrela-
cio´n en el modelo lineal
T=200 T=600
r 0 0.35 0.50 0.70 0 0.35 0.50 0.70
Var(εst) 0.000 0.010 0.030 0.078 0.000 0.011 0.030 0.079
ARTIMA α
0.05 0.050 0.190 0.335 0.860 0.0425 0.390 0.910 1.000
0.10 0.112 0.325 0.565 0.935 0.105 0.555 0.980 1.000
θ 0.000 0.006 0.019 0.050 0.000 0.006 0.019 0.050
ARIMA V ar (ut) 1.000 1.565 1.565 1.562 1.000 1.565 1.565 1.562
(R. Wold) α
0.05 0.070 0.070 0.085 0.145 0.035 0.037 0.057 0.262
0.10 0.110 0.117 0.135 0.217 0.087 0.090 0.130 0.390
V ar (zt) 1.000 1.032 1.013 0.965 1.000 1.032 1.013 0.965
V ar (ut) 0.000 0.010 0.030 0.078 0.000 0.010 0.030 0.078
UC-0 α
0.05 0.065 0.062 0.087 0.210 0.055 0.057 0.100 0.425
0.10 0.105 0.110 0.145 0.342 0.097 0.135 0.162 0.525
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3.9. Anexo 2.
Prueba del Lema 3.1.
Φp (L)xt = µ+ εt − θ11 (|εt−1| > r) εt−1 − θ21 (|εt−1| < r) εt−1,
por lo tanto,
ε̂t = Φp (L)xt − µ+ θ11 (|ε̂t−1| > r) ε̂t−1 + θ21 (|ε̂t−1| < r) ε̂t−1.
Definimos ∂ = |θ1 − θ2| y los sucesos
A1,t−1 = {|εt−1| > r, |ε̂t−1| > r} A2,t−1 = {|εt−1| < r, |ε̂t−1| < r} (3.3)
A3,t−1 = {|εt−1| > r, |ε̂t−1| < r} A4,t−1 = {|εt−1| < r, |ε̂t−1| > r} .
Entonces, vt = ε̂t − εt, se puede escribir como,
vt = θ11 (A1,t−1) vt−1 + θ21 (A2,t−1) vt−1 + θ11 (A3,t−1) vt−1 + (θ2 − θ1) 1 (A3,t−1) ε̂t−1+
+ θ11 (A4,t−1) vt−1 + (θ1 − θ2) 1 (A4,t−1) εt−1
= (θ1 − θ2) [1 (A4,t−1) εt−1 − 1 (A3,t−1) ε̂t−1] +
[
θ11
(
Ac2,t−1
)
+ θ21 (A2,t−1)
]
vt−1, (3.4)
con Ac2,t−1 el suceso complementario de A2,t−1. Si |θ1| < |θ2| , tenemos que
|vt| ≤ ∂ [1 (A4,t−1) |εt−1|+ 1 (A3,t−1) |ε̂t−1|] + [|θ1| 1 (|εt−1| > r) + |θ2| 1 (|εt−1| < r)] |vt−1| ,
con ∂ = |θ1 − θ2| , y por tanto,
E |vt| ≤ ∂rE [1 (A4,t−1) + 1 (A3,t−1)] + E {[|θ1| 1 (|εt−1| > r) + |θ2| 1 (|εt−1| < r)] |vt−1|} .
Usando que vt−1 es =t−2 medible y f ∗ = ma´xe 2f (e),
E [1 (A4,t−1) + 1 (A3,t−1)] ≤ f ∗E (|vt−1|) . (3.5)
Por lo tanto, tomando λ∗1 = [∂rf
∗ + E(|θ(εt−1)|)] ,
E |vt| ≤ [∂rf ∗ + E(|θ (εt−1)|)]E |vt−1| = λ∗,t1 E |v0| .
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Sin embargo, para la invertibilidad sera´ necesario la convergencia de E
(
v2t−1
)
, entonces
v2t ≤ ∂2r2 [1 (A4,t−1) + 1 (A3,t−1)] +
[
θ211 (|εt−1| > r) + θ221 (|εt−1| < r)
]
v2t−1+
+ 2∂r [1 (A4,t−1) + 1 (A3,t−1)] [|θ1| 1 (|εt−1| > r) + |θ2| 1 (|εt−1| < r)] |vt−1| .
Definiendo K = ∂2r2f ∗ + 4∂r,
E
(
v2t
) ≤ KE |vt−1|+ E(|θ(εt−1)|)E (v2t−1) ≤ Kλ∗,t−11 E |v0|+ λ∗1E (v2t−1) ≤ tKλ∗,t−11 E |v0| .
Dado que por el supuesto ASZ.0 a), λ∗1 < 1, se cumple que l´ımt→∞E (v
2
t ) = 0, y por lo
tanto, el proceso sera´ invertible.
Por otro lado, si |θ2| < |θ1|, de la ecuacio´n (3.4) y usando ASZ.0 b), tenemos que
|vt| ≤ ∂ [1 (A4,t−1) |εt−1|+ 1 (A3,t−1) |ε̂t−1|] + |θ1|
E |vt| ≤ λ∗,t1 E |v0| ,
con λ∗1 < 1. El resto de la prueba sigue como en el caso anterior, |θ1| < |θ2| .
Prueba del Lema 3.2. De forma similar al lema 3.1
vt = θ1vt−11 (εt−1 > r, ε̂t−1 > r) + θ2vt−11 (εt−1 < r, ε̂t−1 < r)+
(θ2ε̂t−1 − θ1εt−1) 1 (εt−1 > r, ε̂t−1 < r) + (θ1ε̂t−1 − θ2εt−1) 1 (εt−1 < r, ε̂t−1 > r) .
Usando que
|θ2ε̂t−1 − θ1εt−1| 1 (εt−1 > r, ε̂t−1 < r) ≤ [maxi |θi| |vt−1|+ |θ1 − θ2| r] 1 (εt−1 > r, ε̂t−1 < r)
|θ1ε̂t−1 − θ2εt−1| 1 (εt−1 < r, ε̂t−1 > r) ≤ [maxi |θi| |vt−1|+ |θ1 − θ2| r] 1 (εt−1 < r, ε̂t−1 > r) ,
y el supuesto ASG.0 se puede probar que,
|vt| ≤ ma´x
i
|θi| |vt−1|+ r |θ1 − θ2| [1 (r < εt−1 < r − vt−1) + 1 (r − vt−1 < εt−1 < r)]
E |vt| ≤ ma´x
i
|θi|E |vt−1|+ r |θ1 − θ2| 1
2
f ∗E |vt−1| ≤ λ∗1E |vt−1| .
Por lo tanto, siguiendo los mismos pasos que en el lema 3.1, obtenemos que l´ımt→∞E |v2t | =
0, y el proceso sera´ invertible.
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3.9.1. Consistencia y Tasa de Convergencia.
Caso del Taman˜o
Como en el Teorema 2.2, denotamos φ = (φ1, φ2, φ3, φ4, φ5) = (θ1, θ2, ρ, µ, r) . Igualmen-
te, φ0 = (φ01, φ
0
2, φ
0
3, φ
0
4, φ
0
5) = (θ
0
1, θ
0
2, ρ
0, µ0, r0) denotara´ el verdadero valor de los para´me-
tros del proceso. Diremos que φ ∈ Θ, si (θ1, θ2, r) ∈ Θθ, ρ ∈ (−1, 1) y µ ∈ [−µ, µ] , donde
Θθ esta´ definido en el supuesto ASZ.1. El estimador CLS de φ
0, φ̂T , vendra´ dado por:
φ̂T = argmı´n
φ∈Θ
QT (φ) .
Como en el caso Observable, tenemos la siguiente desigualdad,
inf
φ∈Θ|ρ(φ,φ0)>²
QT (φ)−QT
(
φ0
)
> inf
φ∈Θ|ρ(φ,φ0)>²
T∑
t=1
v2t
(
φ, φ0
)− sup
φ∈Θ|ρ(φ,φ0)>²
∣∣∣∣∣
T∑
t=1
2εtvt
(
φ, φ0
)∣∣∣∣∣ ,
donde vt (φ, φ
0) = et (φ)−εt, et (φ) = xt−ρxt−1−µ+θt−1et−1 (φ) , θt−1 = θ11 (|et−1 (φ)| > r)+
θ21 (|et−1 (φ)| < r) , % (φ∗, φ) = ma´xi {|φ∗i − φi|} y ε0 = 0. Ana´logamente, la consistencia se
deriva de las dos proposiciones, 2.15 y 2.16 del Anexo 2 en el Cap´ıtulo anterior, con las
nuevas definiciones de Θ y vt (φ, φ
0) .
La estrategia de la prueba sera´ tambie´n la misma. En primer lugar definimos los pro-
cesos necesarios para acotar las variaciones producidas en vt (φ, φ
0) ante variaciones en φ,
as´ı como sus propiedades de momentos y dependencia.
Empezamos generalizando la definicio´n de Ai,t de la ecuacio´n 3.3 de la siguiente manera,
A1,t−1 (φ, φ∗) = {|et−1 (φ)| > r, |et−1 (φ∗)| > r∗}
A2,t−1 (φ, φ∗) = {|et−1 (φ)| < r, |et−1 (φ∗)| < r∗}
A3,t−1 (φ, φ∗) = {|et−1 (φ)| > r, |et−1 (φ∗)| < r∗}
A4,t−1 (φ, φ∗) = {|et−1 (φ)| < r, |et−1 (φ∗)| > r∗} (3.6)
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Adema´s, definimos los siguientes procesos, et, vt (φ, φ
∗) = (et (φ)− et (φ∗)) y vt (φ∗, ν),
et = |xt|+ |xt−1|+ µ+ r + (1− ∂) et−1 (3.7)
vt (φ, φ
∗) = (ρ∗ − ρ)xt−1 + (µ∗ − µ) +
2∑
i=1
(θi − θ∗i ) 1 (Ai,t−1 (φ, φ∗)) et−1 (φ∗)+
+ [θ11 (A1,t−1 (φ, φ∗)) + θ∗11 (A4,t−1 (φ, φ
∗))] vt−1 (φ, φ∗)+
+ [θ21 (A2,t−1 (φ, φ∗)) + θ11 (A3,t−1 (φ, φ∗))] vt−1 (φ, φ∗)+
+ (θ1 − θ∗2) 1 (A3,t−1 (φ, φ∗)) et−1 (φ∗) + (θ2 − θ∗1) 1 (A4,t−1 (φ, φ∗)) et−1 (φ) (3.8)
vt (φ
∗, ν) = ν [|xt−1|+ 1 + (r∗ + ν) + 3et−1] + ∂∗r∗
[
1
(
A3,t−1 (φ∗, ν)
)
+ 1
(
A4,t−1 (φ∗, ν)
)]
+
+
∣∣θ∗t−1∣∣ vt−1 (φ∗, ν) (3.9)
con ∂∗ = |θ∗2 − θ∗1| y
1
(
A3,t−1 (φ∗, ν)
)
+ 1
(
A4,t−1 (φ∗, ν)
)
=
1
[
r∗ − ν − vt−1
(
φ∗, φ0
)− vt−1 (φ∗, ν) < εt−1 < r∗ + ν − vt−1 (φ∗, φ0)+ vt−1 (φ∗, ν)]+
+1
[−r∗ − ν − vt−1 (φ∗, φ0)− vt−1 (φ∗, ν) < εt−1 < −r∗ + ν − vt−1 (φ∗, φ0)+ vt−1 (φ∗, ν)] .
(3.10)
Como es fa´cilmente comprobable,
et ≥ sup
φ
et (φ)
1
(
A3,t−1 (φ∗, ν)
)
+ 1
(
A4,t−1 (φ∗, ν)
) ≥ sup
φ∈Θ|ρ(φ,φ∗)<ν
|1 (A3,t−1 (φ, φ∗)) + 1 (A4,t−1 (φ, φ∗))|
vt (φ
∗, ν) ≥ sup
φ∈Θ|ρ(φ,φ∗)<ν
vt (φ, φ
∗)
con et no dependiendo de φ, y Ai,t−1 (φ∗, ν) y vt (φ∗, ν) dependiendo solo de φ∗ y ν. Mos-
tramos a continuacio´n los resultados de momentos y dependencia de estos procesos.
Lema 3.3 Bajo los supuestos G.0 y ASZ.1 se cumple que
(a) E
(
e2γt
) ≤ Ke <∞
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(b) E
(
θ2γt
∣∣Ft−1) ≤ λ2 (φ) < 1
(c) E
(
v2γt (φ
∗, ν)
) ≤ νKv <∞
(d) E
[
1
(
A3,t−1 (φ∗, ν)
)
+ 1
(
A4,t−1 (φ∗, ν)
)] ≤ νKA <∞.
Prueba del Lema 3.3. Para el apartado (a) , de la definicio´n (3.7),
‖et‖2γ = ‖xt‖2γ + ‖xt−1‖2γ + µ+ r + (1− δ) ‖et−1‖2γ ≤
2 ‖xt‖2γ + µ+ r
δ
<∞.
Para el apartado (b) , teniendo en cuenta el supuesto ASZ.1,
E
(
θ2γt
∣∣=t−1) ≤ E ([(1− δ)2γ 1 (|et| > r) + 1 (|et| < r)]∣∣=t−1) ≤
≤ (1− δ)2γ
[
1− sup
k
E (1 (|εt + k| < r))
]
+ sup
k
E (1 (|εt + k| < r))
≤ λ2 (φ) < 1.
Para el apartado (c) , usaremos el siguiente resultado,
E
[
1
(
A3,t−1 (φ∗, ν)
)
+ 1
(
A4,t−1 (φ∗, ν)
)] ≤ 2f ∗ [ν + E (vt−1 (φ∗, ν))] , (3.11)
que se obtiene usando la LIE en la ecuacio´n (3.10) y que vt−1 (φ∗, ν) es =t−1−medible.
Ahora de la definicio´n de vt (φ
∗, ν) en la ecuacio´n (3.9), y los resultados anteriores,
E |vt (φ∗, ν)| ≤ ν [E |xt−1|+ 1 + (r∗ + ν) + 3E (et−1)]
+2∂∗r∗f ∗ [ν + E |vt−1 (φ∗, ν)|] + λ2 (φ∗)E |vt−1 (φ∗, ν)|
≤ ν [E |xt−1|+ 1 + (r
∗ + ν) + 3E (et−1) + 2∂∗r∗f ∗]
1− λ1 = νKv1,
usando en la u´ltima desigualdad que λ1 (φ
∗) = ∂∗r∗2f ∗+λ2 (φ∗) < λ1 < 1, por el supuesto
ASZ.1. Por lo tanto,
‖vt (φ∗, ν)‖2γ ≤ ν ‖|xt−1|+ 1 + (r∗ + ν) + 3et−1‖2γ + λ2 (φ∗) ‖vt−1 (φ∗, ν)‖2γ
+ 2∂∗r∗f ∗ [ν + E |vt−1 (φ∗, ν)|]1/2γ
≤ ν1/2γKv <∞.
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Por u´ltimo, la desigualdad (d) , se obtiene directamente de la ecuacio´n (3.11) y el
apartado (c) .
Lema 3.4 Bajo los supuestos G.0 y ASZ.1,
(a) et (φ) es L2γ − acotado y L2 − NED de taman˜o −∞ en εt, con constante de,t =
%1/2 (φ, φ0)Ke
(b) θt (et) es Lk − NED de taman˜o −∞ en εt, con constante dθ,t = %1/k (φ, φ0)Kθ para
k ≤ 4.
(c) et es L2γ− acotado y L2 −NED de taman˜o −∞ en εt, con constante de,t finita,
con Ke y Kθ finitas.
Prueba del Lema 3.4. La primera parte de los apartados (a) y (c) se obtiene del lema
3.3.
Para la prueba de L2−NED, empezaremos probando que xt es L2−NED de taman˜o
-∞ en εt1. Para ello, definimos
xmt =
m−1∑
j=0
(ρ0)j (εt−j − θt−j−1εt−j−1)−
m−1∑
j=0
(ρ0)jµ
y como en el caso del lema 2.4,
∥∥xt − E (xt/=t+mt−m)∥∥2 ≤ ‖xt − xmt ‖2 ≤ ∥∥(ρ0)mxt−m∥∥2 ≤ (ρ0)m ‖xt−m‖2 .
Tomando vx,m = (ρ
0)m y dx,t = ‖xt‖2 queda probado. Para et, definimos,
emt = εt − θ0t−1εt−1 +
(
ρ0 − ρ)xm−1t−1 + (µ0 − µ)+ θt−1 (em−1t−1 ) em−1t−1 ,
1Si xt es un proceso MA puro, entonces sera´ φ−mixing, dado que εt es iid, y esta prueba no sera´ ne-
cesaria.
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donde θt−1
(
em−1t−1
)
= θ11
(|em−1t−1 | > r)+θ21 (|em−1t−1 | < r). Tomando adema´s e1t−m+1 = εt−m+1,
emt sera´ =t+mt−m −medible. As´ı,
‖et − emt ‖1 ≤
∥∥(ρ0 − ρ) (xt−1 − xm−1t−1 )∥∥1 + ∥∥|θt−1 (et−1)| (et−1 − em−1t−1 )∥∥1+
+∂r
∥∥∣∣1 (|et−1| > r, ∣∣em−1t−1 ∣∣ < r)+ 1 (|et−1| < r, ∣∣em−1t−1 ∣∣ > r)∣∣∥∥1 ,
y usando que
(
et−1 − em−1t−1
)
es =t−2 −medible, se tiene que
‖et − emt ‖1 ≤
(
ρ0 − ρ) ρm−1 ‖xt‖1 + λ2 (φ) ∥∥et−1 − em−1t−1 ∥∥1 + 2∂rf ∗ ∥∥et−1 − em−1t−1 ∥∥1 .
Ahora, por el supuesto ASZ.1,
‖et − emt ‖1 ≤ mma´x (ρ, λ1 (φ))m−1ma´x
((
ρ0 − ρ) ‖xt‖1 ,∥∥vt−m−1 (φ, φ0)∥∥1) .
Sin embargo, para probar que el proceso es L2−NED necesitamos el segundo momento,
para el que se cumple que
‖et − emt ‖2 ≤
∥∥(ρ0 − ρ) (xt−1 − xm−1t−1 )∥∥2 + ∥∥|θt−1 (et−1)| (et−1 − em−1t−1 )∥∥2+
∂r
∥∥1 (|et−1| > r, ∣∣em−1t−1 ∣∣ < r)+ 1 (|et−1| < r, ∣∣em−1t−1 ∣∣ > r)∥∥2
≤ (ρ0 − ρ) ρm−1 ‖xt‖2 + λ2 (φ) ∥∥et−1 − em−1t−1 ∥∥2+
+ ∂r
(
2f ∗mλm−1ρ ma´x
((
ρ0 − ρ) ‖xt‖1 , ∥∥vt−m−1 (φ, φ0)∥∥1))1/2
≤ m3/2λ
m−1
2
ρ
[
ma´x
(
(d1,e,t)
1/2 ,
∥∥vt−m−1 (φ, φ0)∥∥2 , (ρ0 − ρ) ‖xt‖2)K] ,
con λρ = ma´x (ρ, λ1) < 1 y d1,e,t = ma´x ((ρ
0 − ρ) ‖xt‖1 , ‖vt−m−1 (φ, φ0)‖1) . Usando el
lema 3.3 y que
∥∥et − E (et/=t+mt−m)∥∥2 ≤ ‖et − emt ‖2 queda probado el apartado (a) para
ve,m = m
3/2λ
m−1
2
ρ y
de,t =
[
ma´x
(
(d1,e,t)
1/2 ,
∥∥vt−m−1 (φ, φ0)∥∥2 , (ρ0 − ρ) ‖xt‖2)K] ≤ %1/2 (φ, φ0)Ke.
Para θt (et) y k ≤ 4,
‖θt (et)− θt (emt )‖k ≤ ∂
∥∥E1 (|et−1| > r, ∣∣em−1t−1 ∣∣ < r)+ 1 (|et−1| < r, ∣∣em−1t−1 ∣∣ > r)∥∥k ≤
≤ ∂ (2f ∗mλm−1ρ d1,e,t)1/k ,
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y tomado vm = m
1/nλ
m−1
k
ρ (φ) y dθ,t = [2∂f
∗d1,e,t]
1/n, completamos la prueba del apartado
(b).
Finalmente, la prueba para et se obtiene de forma similar teniendo en cuenta que xt es
L2 −NED en εt de taman˜o −∞ y constante finita.
Lema 3.5 Bajo los supuestos G.0 y ASZ.1, vt (φ
∗, ν) es una L2 − mixingala en εt de
taman˜o −1/2 y constante ma´x(%1/2 (φ∗, φ0) , ν1/2)Kv con Kv <∞. Por lo tanto,
E
ma´x
1≤j≤T
(
j∑
t=1
χt
)2 ≤ K T∑
t=1
ma´x(%
(
φ∗, φ0
)
, ν)Kv,
para χt = |εt| vt (φ∗, ν)− E (|εt| vt (φ∗, ν)).
Prueba del Lema 3.5. Para probar que vt (φ
∗, ν) es una L2 − mixingala, primero
probaremos que es un proceso L2 − NED en εt con constante ma´x(%1/2 (φ∗, φ0) , ν1/2)Kv
de taman˜o ∞. Para ello, definimos la siguiente variable =t+mt−m −medible :
vmt (φ
∗, ν) = ν
[∣∣xm−1t−1 ∣∣+ 1 + (r∗ + ν) + 3em−1t−1 (φ)]+ θ∗t−1 (em−1t−1 ) vm−1t−1 (φ∗, ν)
+ ∂∗r∗
[
1
(
A
m−1
3,t−1 (φ
∗, ν)
)
+ 1
(
A
m−1
4,t−1 (φ
∗, ν)
)]
,
donde,
1
(
A
m−1
3,t−1 (φ
∗, ν)
)
+ 1
(
A
m−1
4,t−1 (φ
∗, ν)
)
=
= 1
[
r∗ − vm−1t−1
(
φ∗, φ0
)− ν − vm−1t−1 (φ∗, ν) < εt−1 < r∗ − vm−1t−1 (φ∗, φ0)+ ν + vm−1t−1 (φ∗, ν)]+
+1
[−r∗ − vm−1t−1 (φ∗, φ0)− ν − vm−1t−1 (φ∗, ν) < εt−1 < −r∗ − vm−1t−1 (φ∗, φ0)+ ν + vm−1t−1 (φ∗, ν)] .
Usando que |xt−1| y et (φ) son secuencias L2 −NED en εt de taman˜o −∞, se obtiene
que vt (φ
∗, φ0) tambie´n lo es, con constante de,t. Para ello, definimos
vmt
(
φ∗, φ0
)
= emt (φ
∗)− εt,
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entonces, ∥∥vt (φ∗, φ0)− vmt (φ∗, φ0)∥∥2 ≤ ‖et − εt − emt + εt‖2 ≤ mλm−1ρ de,t.
Por lo tanto, de forma similar al lema 3.4,
‖vt (φ∗, ν)− vmt (φ∗, ν)‖1 ≤ ν
[∥∥|xt−1| − ∣∣xm−1t−1 ∣∣∥∥1 + 3 ∥∥et−1 (φ)− em−1t−1 (φ)∥∥1]+
+
∥∥θ∗t−1 (et−1)− θ∗t−1 (em−1t−1 )∥∥2 ∥∥vm−1t−1 (φ∗, ν)∥∥2+∥∥θ∗t−1 (et−1) [vt−1 (φ∗, ν)− vm−1t−1 (φ∗, ν)]∥∥1+
+ ∂∗r∗
∥∥∥1 (A3,t−1 (φ∗, ν))− 1(Am−13,t−1 (φ∗, ν))+ 1 (A4,t−1 (φ∗, ν))− 1(Am−14,t−1 (φ∗, ν))∥∥∥
1
.
Adema´s,∥∥∥∥∥
4∑
i=3
1
(
Ai,t−1 (φ∗, ν)
)− 1(Am−1i,t−1 (φ∗, ν))
∥∥∥∥∥
1
≤ 2f ∗ ∥∥vt−1 (φ∗, ν)− vm−1t−1 (φ∗, ν)∥∥1+
+ 2f ∗
∥∥vt−1 (φ∗, φ0)− vm−1t−1 (φ∗, φ0)∥∥1 ,
y usando los resultados del lema 3.4,
‖vt (φ∗, ν)− vmt (φ∗, ν)‖1 ≤ ν
[
ρm−1dx,t + 3mλm−1ρ de,t
]
+m1/2λ
m−1
2
ρ de,t
∥∥vm−1t−1 (φ∗, ν)∥∥2+
+ (λ2 (φ
∗) + 2f ∗∂∗r∗)
∥∥vt−1 (φ∗, ν)− vm−1t−1 (φ∗, ν)∥∥1+
+mλm−1ρ d1,e,tf
∗∂∗r∗
≤ m2λ
m−1
2
ρ ma´x
(
ρ
(
φ∗, φ0
)
, ν
)
Kv.
El resto de la prueba sigue los mismos pasos que en el caso de et (φ), teniendo en cuenta
que ∥∥[θ∗t−1 (et−1)− θ∗t−1 (em−1t−1 )] vm−1t−1 (φ∗, ν)∥∥2 ≤ %1/4 (φ∗, φ0) ν1/4K,
y por lo tanto,
‖vt (φ∗, ν)− vmt (φ∗, ν)‖2 ≤ m
5
2λ
m−1
4
ρ ma´x
(
%1/2
(
φ∗, φ0
)
, ν1/2
)
Kv.
con lo que vt (φ
∗, ν) es una secuencia L2−NED de taman˜o −∞ en εt (que es φ−mixing) y
constante ma´x
(
%1/2 (φ∗, φ0) , ν1/2
)
Kv. Con este resultado, y por el Teorema 2.10 del Anexo
1 en el Cap´ıtulo 2, queda probado el lema.
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Con los resultados de estos tres lemas, ya podemos probar la consistencia de los esti-
madores, que se deriva de las proposiciones 2.15 y 2.16.
Prueba de la Proposicio´n 2.15. Debemos probar que para todo η > 0 y ² > 0
P
[
sup
{φ∈Θ:ρ(φ,φ0)≥²}
1
T
∣∣∣∣∣
T∑
t=1
εtvt
(
φ, φ0
)∣∣∣∣∣ > η
]
T→∞−→ 0.
Como en casos anteriores, usaremos Bl²,jl (φl) =
{
φl ∈ B²
/∣∣φjll − φl∣∣ ≤ ν} para definir
la particio´n de B² = {φ ∈ Θ : % (φ, φ0) > ²} , con φjll = φ0l ±νjl para l = 1, 2, ..., 5. Definien-
do, `j = (j1, j2, j3, j4, j5) , para j = 1, ..., J, obtenemos de nuevo que B² ⊂ ∪J`j=1B²,`j (φ) ,
conB²,`j (φ) =
∏5
l=1B
l
²,jl
(φl) y sup φ∈B²,`j (φ)%
(
φ`j , φ
)
= ν, para φ`j =
(
φj11 , φ
j2
2 , φ
j3
3 , φ
j4
4 , φ
j5
5
)
.
Acotamos el supremo con esta particio´n, para obtener que,
sup
{φ∈B²}
1
T
∣∣∣∣∣
T∑
t=1
εtvt
(
φ, φ0
)∣∣∣∣∣ ≤ ma´x`j 1T
∣∣∣∣∣
T∑
t=1
εtvt
(
φ`j , φ0
)∣∣∣∣∣+ma´x`j supφ∈B²,`j 1T
∣∣∣∣∣
T∑
t=1
εtvt
(
φ`j , φ
)∣∣∣∣∣ .
(3.12)
Para el primer ma´ximo de la ecuacio´n (3.12), usamos que εtvt (φ
j, φ0) es una mds y el
lema 3.3, con lo que
P
[
ma´x
`j
∣∣∣∣∣ 1T
T∑
t=1
εtvt
(
φ`j , φ0
)∣∣∣∣∣ > η
]
≤ Kvσ
2
ε
Tη2ν4
T→∞−→ 0 (3.13)
teniendo en cuenta que el ma´x`j E
(
εtvt
(
φ`j , φ0
))
depende del ı´ndice ma´ximo en `j, y
siguiendo los mismos pasos que en la proposicio´n 2.15 en el caso observable.
Para el segundo ma´ximo de (3.12), usamos que supφ∈B²,j vt
(
φ`j , φ
) ≤ vt (φ`j , ν) y el
lema 3.5, para obtener
P
[
ma´x
`j
1
T
∣∣∣∣∣
T∑
t=1
[|εt| vt (φ`j , ν)− E (|εt| vt (φ`j , ν))]
∣∣∣∣∣ > η2
]
≤ Kvσ
2
ε
Tη2ν3
T→∞−→ 0 (3.14)
ma´x
`j
E
(|εt| vt (φ`j , ν)) ≤ νKv,1 (3.15)
De las desigualdades (3.14) y (3.15) para ν suficientemente pequen˜o, es directo probar
que
P
[
ma´x
`j
sup
φ∈B²,`j
∣∣∣∣∣ 1T
T∑
t=1
εtvt
(
φ`j , ν
)∣∣∣∣∣ > η
]
≤ K(ν)
Tη2
T→∞−→ 0 (3.16)
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Con (3.13) y (3.16) queda probada la proposicio´n 2.15.
Prueba de la Proposicio´n 2.16. Como en la proposicio´n 2.16 en el caso Observable,
tenemos,
Wk(ι)
(
φ, φ0
)
= v2k(ι)−1
(
φ, φ0
)
+ v2k(ι)
(
φ, φ0
)
con k (ι) = 2ι,
y definiendo δ0φ,l = φl − φ0l , podemos escribir vk(ι) (φ, φ0) como,
vk(ι)
(
φ, φ0
)
= δ0φ,3xk(ι)−1 + δ
0
φ,4 +
(
θk(ι)−1 − θ0k(ι)−1
)
εk(ι)−1 + θk(ι)−1vk(ι)−1
(
φ, φ0
)
,
con θk(ι)−1 = θk(ι)−1
(
ek(ι)−1 (φ)
)
y θ0k(ι)−1 = θ
0
k(ι)−1
(
εk(ι)−1
)
. Condicionando en los sucesos,
∣∣vk(ι)−1 (φ, φ0)∣∣ ≶ 1
2
mı´n
{∣∣δ0φ,3xk(ι)−1 + δ0φ,4 + (θk(ι)−1 − θ0k(ι)−1) εk(ι)−1∣∣ , ²/n}
para 4 ≤ n <∞ y ² = mı´n(r − r0, r0 − r, ²), y en los sucesos,
∣∣δ0φ,5∣∣ < ²/2
ma´x
l≤4
∣∣δ0φ,l∣∣ ≥ ²∗ > 0,
con ²∗ > 0, que definiremos ma´s adelante, obtenemos que
Wk(ι)
(
φ, φ0
) ≥ mı´n( ²2
n2
, ϑ2k(ι),1
(
δ0φ
))
ϑ2k(ι),1
(
δ0φ
)
=
1
2
1
(∣∣εk(ι)−1∣∣ > r) ∣∣δ0φ,3xk(ι)−1 + δ0φ,4 + δ0φ,1εk(ι)−1∣∣2+
1
2
1
(∣∣εk(ι)−1∣∣ < r) ∣∣δ0φ,3xk(ι)−1 + δ0φ,4 + δ0φ,2εk(ι)−1∣∣2 .
Dado el supuesto ASZ.2, E
(
Mk(ι)−1 (r)
)
y E
(
Mk(ι)−1 (r)
)
son definidas positivas, y,
E
[
ϑ2k(ι),1
(
δ0φ
)] ≥ ma´x
i≤4
∣∣δ0φ,i∣∣2 a1 ≥ ²∗a1,
con a1 > 0. Condicionando en los sucesos complementarios respecto a δ
0
φ,l,
δ0φ,5 > ²/2
ma´x
l≤4
∣∣δ0φ,l∣∣ < ²∗ > 0,
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el caso, δ0φ,5 < −²/2 es similar, se obtiene que,
Wk(ι)
(
φ, φ0
) ≥ mı´n( ²
n2
, ϑ2k(ι),2
(
δ0φ
))
ϑ2k(ι),2
(
δ0φ
)
=
1
2
1
(
r0 < εk(ι)−1 < r0 +
(
δ0φ,5 − ²/4
)) ∣∣²∗xk(ι)−1 + ²∗ + (δ0 − ²∗) εk(ι)−1∣∣2 .
Para ²∗ suficientemente pequen˜o, se tiene que,
E
(
ϑ2k(ι),2
(
δ0φ
)) ≥ 1
4
δ0φ,5f∗Kσ ≥
1
4
²f∗Kσ > 0.
Por lo tanto,
inf
{φ∈Θ:ρ(φ,φ0)≥²}
E
(
Wk(ι)
(
φ, φ0
))
> mı´n
j=1,2
E
(
mı´n
(
²
n2
, ϑ2k(ι),j
(
δ0φ
)))
= mı´n (², ²∗, ²)Kw > 0.
Esta u´ltima desigualdad se obtiene para n suficientemente grande, tal que
mı´nj=1,2E
(
ϑ2k(ι),j
)
≥ ²
n2
, dado que E
(
ϑ4k(ι),j
)
<∞.
Ahora, la prueba de la proposicio´n se seguira´ de una ULLN para T−1
∑[T2 ]
ι=2Wk(ι) (φ, φ
0) .
Para ello acotamos las variaciones respecto a φ deWk(ι) (φ, φ
0) y obtenemos las propiedades
de dependencia y momentos de las cotas. As´ı,∥∥Wk(ι) (φ`j , φ0)∥∥2 ≤ ∥∥v2k(ι)−1 (φ`j , φ0)∥∥2 + ∥∥v2k(ι) (φ`j , φ0)∥∥2
≤ ρ1/2 (φ`j , φ0)Kw,1
sup
φ∈B²,`j
∣∣Wk(ι) (φ`j , φ0)−Wk(ι) (φ, φ0)∣∣ ≤ 1∑
i=0
vk(ι)−i
(
φ`j , ν
) [
2vk(ι)−i
(
φ`j , φ0
)
+ vk(ι)−i
(
φ`j , ν
)]
E| sup
φ∈B²,`j
Wk(ι)
(
φ`j , φ0
)−Wk(ι) (φ, φ0) | ≤ ν1/2KW .
Usando los Teoremas 2.13 y 2.14 en el Anexo 1 del cap´ıtulo anterior se obtiene que
Wk(ι) (φ, φ
0) y
∑1
i=0 vk(ι)−i
(
φ`j , ν
) [
2vk(ι)−i
(
φ`j , φ0
)
+ vk(ι)−i
(
φ`j , ν
)]
son L2−mixingalas
de taman˜o −1/2 y constantes %1/2(φ, φ0)KW y ν1/2KW respectivamente. Con estos resul-
tados, y de forma similar a la proposicio´n 2.19, obtenemos la ULLN, de forma que para
∀η > 0 y ε > 0 ∃T² tal que para ∀T > T²,
P
 sup
{φ∈Θ:ρ(φ,φ0)≥²}
T−1
∣∣∣∣∣∣∣
[T2 ]∑
ι=2
Wk(ι)
(
φ, φ0
)− E (Wk(ι) (φ, φ0))
∣∣∣∣∣∣∣ > η
 ≤ ε
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con lo que queda probada la proposicio´n.
Prueba del Theorema 3.1.
Similar al caso observable, definimos,
B4,² =
{
φ ∈ Θ : 4
T
≤ |φi − φ0i | = δ0φ,i ≤ ² para i = 1, ..., 5
}
,
que es acotado. La prueba se realizara´ para cualquier ² > 0 ya que dada la consistencia
de φ̂i,T , para T
∗
² suficientemente grande, φ̂i,T ∈ B4,² para todo T ≥ T ∗² con probabilidad
tan cercana a 1 como queramos. La prueba del teorema se obtendra´ de las siguientes dos
proposiciones.
Proposicio´n 3.7 Para todo η, ε > 0 ∃4, T ∗² <∞ tal que para todo T ≥ T ∗²
P
 sup
{φ∈B4,²}
∣∣∣∣∣
∑T
t=1 2εt (vt (φ, φ
0))
T% (φ, φ0)
∣∣∣∣∣ > η
 ≤ ε.
Proposicio´n 3.8 Para todo ε > 0 ∃4, T ∗² <∞ y η > 0 tal que para todo T ≥ T ∗²
P
[
inf
{φ∈B4,²}
∑T
t=1 (vt (φ, φ
0))
2
T% (φ, φ0)
> η
]
≥ 1− ε.
La principal diferencia con las proposiciones 2.17 y 2.18 es que, en este caso, los procesos
son estandarizados por T% (φ, φ0) y no por T%2 (φ, φ0) , dado que todos los para´metros
convergen a la misma tasa, T.
Prueba de la Proposicio´n 3.7. De forma similar a la proposicio´n 2.17, realizaremos
la prueba para el caso φl > φ
0
l y l = 1, 2, ..., 5. El resto de casos, se obtiene siguiendo los
mismos pasos. As´ı, definimos la siguiente particio´n para cada subespacio parame´trico,
Bl²,jl (4, φl) =
{
φl ∈ B+4,²
/
0 ≤

φ
jl
l −φl
φ
jl
l −φ0l
≤ (b− 1)
}
con b > 1, φjll = φ
0
l +
4
T
bji y jl =
1, ..., Jl, para l = 1, ..., 5. Por lo tanto, definiendo como en casos anteriores, `j = (j1, j2, j3, j4, j5) ,
para j = 1, ..., J y J =
∏5
l=1 Jl, es directo probar que B4,² ⊂ ∪Jj=1B4²,`j (φ) , con B4²,`j (φ) =∏5
l=1B
l
²,jl
(4, φl). Para este caso, y definiendo φ`j =
(
φj11 , φ
j2
2 , φ
j3
3 , φ
j4
4 , φ
j5
5
)
:
sup φ∈B4²,`j (φ)
%
(
φ`j , φ
)
= ν∆ (`j) = %
(
φ`j , φ0
)
(b− 1) .
3.9. ANEXO 2. 179
Ahora, usando que la esperanza de εtvt
(
φ`j , φ0
)
y |εt| vt
(
φ`j , ν∆ (`j)
)
dependen u´nica-
mente de %
(
φ`j , φ0
)
y ν∆ (`j) respectivamente, podemos distinguir cinco casos en el ma´x`j ,
como en el caso Observable, dependiendo de que ı´ndice es ma´ximo en `j. Por lo tanto,
usando el resultado del lema 3.5, tenemos las siguientes tres desigualdades,
P
[
ma´x
`j
∣∣∣∣∣
∑T
t=1 εt
(
vt
(
φ`j , φ0
))
T% (φ`j , φ0)
∣∣∣∣∣ > η
]
≤ 5
ma´xl Jl∑
j=1
j4
(4
T
bj
)
σ2εKv
Tη2
(4
T
bj
)2
≤ 5σ
2
εKv
4η2
∞∑
j=1
j4
bj
P
[
ma´x
`j
∣∣∣∣∣
∑T
t=1 |εt| vt
(
φ`j , ν∆ (`j)
)− E [|εt| vt (φ`j , ν∆ (`j))]
T% (φ`j , φ0)
∣∣∣∣∣ > η
]
≤ 5σ
2
εKv
4η2
∞∑
j=1
j4
bj
ma´x
`j
E
[|εt| vt (φ`j , ν∆ (`j))]
% (φ`j , φ0)
≤ σεK1/2v (b− 1) .
En la primera desigualdad, usamos que se trata de la suma de una mds. En la segunda,
usamos los resultados del lema 3.5. La tercera desigualdad, se obtiene de forma directa
por el lema 3.3. Dado que ma´x`j
E[|εt|vt(φ`j ,ν∆(`j))]
%(φ`j ,φ0)
es tan pequen˜o como queramos para b
suficientemente cercano a 1,
P
 sup
{φ∈B4,²}
∣∣∣∣∣
∑T
t=1 2εt (vt (φ, φ
0))
T% (φ, φ0)
∣∣∣∣∣ > 3η
 ≤ 10σ2εKv4η2
∞∑
j=1
j4
bj
. (3.17)
Con este resultado queda probada la proposicio´n 3.7, dado que
∑∞
j=1
j4
bj
<∞, y por lo
tanto para 4 suficientemente grande, la probabilidad de la ecuacio´n (3.17) es tan pequen˜a
como queramos.
Prueba de la Proposicio´n 3.8. Debemos probar que, para todo ε > 0 ∃4, T ∗² <∞
y η > 0 tal que para todo T ≥ T ∗²
P
[
inf
{φ∈B4,²}
∑T
t=1 (vt (φ, φ
0))
2
T% (φ, φ0)
> η
]
≥ 1− ε,
o lo que es lo mismo,
P
[
inf
{φ∈B4,²}
2
∑T
t=1 (vt (φ, φ
0))
2
T% (φ, φ0)
> 2η
]
≥ 1− ε.
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Como en la prueba de la proposicio´n 2.16, definimos Wk(ι) (φ, φ
0) =
(
vk(ι) (φ, φ
0)
)2
+(
vk(ι)−1 (φ, φ0)
)2
para k (ι) = 2ι, de forma que
P
[
inf
{φ∈B4,²}
2
∑T
t=1 (vt (φ, φ
0))
2
T% (φ, φ0)
> 2η
]
≥ P
 inf
{φ∈B4,²}
∑[T2 ]
ι=2Wk(ι) (φ, φ
0) +Wk(ι)−1 (φ, φ0)
T% (φ, φ0)
> 2η
 .
Por consistencia, ma´xl≤5
∣∣δ0φ,l∣∣ ≤ ² para T suficientemente grande, y de la definicio´n de
vt (φ, φ
0), condicionando en los sucesos
E =
{∣∣vk(ι)−1 (φ, φ0)∣∣ > 1
2
∣∣(δ0 − ²) (r0 − ²)∣∣ [1 (A3,k(ι)−1 (φ, φ0))+ 1 (A4,k(ι)−1 (φ, φ0))]} ,
y su complementario, Ec, tenemos el siguiente l´ımite inferior para Wk(ι) (φ, φ
0),
Wk(ι)
(
φ, φ0
) ≥ [1
2
(
δ0 − ²) (r0 − ²)]2 [1 (A3,k(ι)−1 (φ, φ0))+ 1 (A4,k(ι)−1 (φ, φ0))]−
−ma´x
l≤4
∣∣δ0φ,l∣∣ (∣∣xk(ι)−1∣∣+ 1 + ∣∣εk(ι)−1∣∣) ∣∣ek(ι)−1∣∣ (1 (A3,k(ι)−1 (φ, φ0))+ 1 (A4,k(ι)−1 (φ, φ0))) .
Por lo tanto, definiendo
ϑ2k(ι),2
(
δ0φ
)
=
2∑
j=1
[
1
2
(
δ0 − ²) (r0 − ²)]2 [1 (A3,k(ι)−j (φ, φ0))+ 1 (A4,k(ι)−j (φ, φ0))]
ϑ2k(ι),1
(
φ, φ0
)
=
2∑
j=1
(∣∣xk(ι)−j∣∣+ 1 + ∣∣εk(ι)−j∣∣) ∣∣ek(ι)−j∣∣ [1 (A3,k(ι)−j (φ, φ0))+ 1 (A4,k(ι)−j (φ, φ0))] ,
se tiene que,
inf
{φ∈B4,²}
∑[T2 ]
ι=2Wk(ι) (φ, φ
0) +Wk(ι)−1 (φ, φ0)
T% (φ, φ0)
≥ inf
{φ∈B4,²}
∑[T2 ]
ι=2 ϑ
2
k(ι),2 (φ, φ
0)
T% (φ, φ0)
−
− sup
{φ∈B4,²}
ma´x
l≤4
∣∣δ0φ,l∣∣ ∑[
T
2 ]
ι=2 ϑ
2
k(ι),1 (φ, φ
0)
T% (φ, φ0)
.
Ahora, usando que E {(|xt−1|+ 1 + |εt−1|) |et−1| [1 (A3,t−1 (φ, φ0)) + 1 (A4,t−1 (φ, φ0))]} ≤
% (φ, φ0)Kϑ es fa´cil probar que para ∀η > 0 ∃T ∗² suficientemente grande, tal que para todo
T > T ∗² ,
P
 sup
{φ∈B4,²}
ma´x
l≤4
∣∣δ0φ,l∣∣ ∑[
T
2 ]
ι=2 ϑ
2
k(ι),1 (φ, φ
0)
T% (φ, φ0)
> η
 ≤ ε
2
,
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dada la consistencia de φ̂T . As´ı, para probar la proposicio´n 3.8, bastara´ con probar
P
 inf
{φ∈B4,²}
∑[T2 ]
ι=2 ϑ
2
k(ι),2 (φ, φ
0)
T% (φ, φ0)
> η
 ≥ 1− ε
2
,
o lo que es lo mismo,
P
 sup
{φ∈B4,²}
∣∣∣∣∣∣∣
∑[T2 ]
ι=2 ϑ
2
k(ι),2 (φ, φ
0)− E
(
ϑ2k(ι),2 (φ, φ
0)
)
T% (φ, φ0)
∣∣∣∣∣∣∣ > η∗
 ≤ ε
2
,
si se cumple que infφ∈B4,²
E(ϑ2k(ι),2(φ,φ0))
2%(φ,φ0)
− η∗ > η, para η∗ suficientemente pequen˜o. Por lo
tanto, en primer lugar, probamos que
inf
{φ∈B4,²}
E
(
ϑ2k(ι),2 (φ, φ
0)
% (φ, φ0)
)
> a > 0
para aplicar posteriormente la ULLN a
∑[T2 ]
ι=2 ϑ
2
k(ι),2(φ,φ0)
T%(φ,φ0)
. Usando la LIE,
inf
{φ∈B4,²}
E
(
ϑ2k(ι),2
(
φ, φ0
)) ≥ [(δ0 − ²) (r0 − ²)] [f∗(2 ∣∣δ0φ,5∣∣+ inf{φ∈B4,²}E (Υk(ι) (φ, φ0, K))
)]
con f∗ = mı´n|e|≤r f (e) > 0, K = mı´n (r0 − r − ², r − r0 − ²) y
E
(
Υk(ι)
(
φ, φ0, K
))
= E
[
2∑
i=1
∣∣vk(ι)−i (φ, φ0)∣∣ 1
(
2∑
i=1
∣∣vk(ι)−i (φ, φ0)∣∣ < K
)]
.
Si
∣∣δ0φ,5∣∣ = % (φ, φ0) > 4T , se obtiene el resultado deseado. Por lo tanto, nos centramos
en el caso,
∣∣δ0φ,5∣∣ < % (φ, φ0) . Condicionando a los sucesos
∣∣vk(ι)−2 (φ, φ0)∣∣ ≷ 1
2
1
(∣∣εk(ι)−1∣∣ > r) ∣∣δ0φ,3xk(ι)−1 + δ0φ,4 + δ0φ,1εk(ι)−1∣∣+
1
2
1
(∣∣εk(ι)−1∣∣ < r) ∣∣δ0φ,3xk(ι)−1 + δ0φ,4 + δ0φ,2εk(ι)−1∣∣ ,
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es fa´cil probar que,
1
(
2∑
i=1
∣∣vk(ι)−i (φ, φ0)∣∣ < K
)[∣∣vk(ι)−1 (φ, φ0)∣∣+ ∣∣vk(ι)−2 (φ, φ0)∣∣] ≥
1
(
2∑
i=1
∣∣vk(ι)−i (φ, φ0)∣∣ < K
)
1
2
1
(∣∣εk(ι)−1∣∣ > r) ∣∣δ0φ,3xk(ι)−1 + δ0φ,4 + δ0φ,1εk(ι)−1∣∣+
+1
(
2∑
i=1
∣∣vk(ι)−i (φ, φ0)∣∣ < K) 1
2
1
(∣∣εk(ι)−1∣∣ < r) ∣∣δ0φ,3xk(ι)−1 + δ0φ,4 + δ0φ,2εk(ι)−1∣∣ .
Adema´s, con el supuesto ASZ.2 y dado que∥∥∥∥∥1
(
2∑
i=1
∣∣vk(ι)−i (φ0, ²)∣∣ > K)
∥∥∥∥∥
2
≤ ²
1/2K
1/2
v
K
,
se tiene que para ² suficientemente pequen˜o,
inf
{φ∈B4,²}
E
[
2∑
i=1
∣∣vk(ι)−i (φ, φ0)∣∣
% (φ, φ0)
1
(
2∑
i=1
∣∣vk(ι)−i (φ, φ0)∣∣ < K
)]
> a > 0,
que garantiza
inf
{φ∈B4,²}
E
(
ϑ2k(ι),2 (φ, φ
0)
% (φ, φ0)
)
>
[(
δ0 − ²) (r0 − ²)] [f∗mı´n (2, a)] > 0.
A continuacio´n probamos la ULLN. Como en casos anteriores, usamos B4²,`j (φ) para
acotar el supremo, tal que,
sup
{φ∈B4,²}
∣∣∣∣∣∣∣
∑[T2 ]
ι=2 ϑ
2
k(ι),2 (φ, φ
0)− E
(
ϑ2k(ι),2 (φ, φ
0)
)
T% (φ, φ0)
∣∣∣∣∣∣∣ ≤
ma´x
`j
∣∣∣∣∣∣∣
∑[T2 ]
ι=2 ϑ
2
k(ι),2
(
φ`j , φ0
)− E (ϑ2k(ι),2 (φ`j , φ0))
T% (φ`j , φ0)
∣∣∣∣∣∣∣+
ma´x
`j
sup
φ∈B4²,`j (φ)
∣∣∣∣∣∣∣
[T2 ]∑
ι=2
ϑ2k(ι),2
(
φ`j , φ0
)− E (ϑ2k(ι),2 (φ`j , φ0))
T% (φ`j , φ0)
−
ϑ2k(ι),2 (φ, φ
0)− E
(
ϑ2k(ι),2 (φ, φ
0)
)
T% (φ, φ0)
∣∣∣∣∣∣∣
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Definiendo,
ϑ
2
k(ι),2
(
φ0, ν∆ (`j)
)
=
[(
δ0 − ²) (r0 − ²)] 2∑
j=1
4∑
i=3
1
(
Ai,k(ι)−j
(
φ0, ν∆ (`j)
))
,
tenemos,
P
 sup
{φ∈B4,²}
∣∣∣∣∣∣∣
∑[T2 ]
ι=2 ϑ
2
k(ι),2 (φ, φ
0)− E
(
ϑ2k(ι),2 (φ, φ
0)
)
T% (φ, φ0)
∣∣∣∣∣∣∣ > η
 ≤
P
ma´x
`j
∣∣∣∣∣∣∣
∑[T2 ]
ι=2 ϑ
2
k(ι),2
(
φ`j , φ0
)− E (ϑ2k(ι),2 (φ`j , φ0))
T% (φ`j , φ0)
∣∣∣∣∣∣∣ > η/2
+
+P
ma´x
`j
∣∣∣∣∣∣∣
[T2 ]∑
ι=2
ϑ
2
k(ι),2 (φ
0, ν∆ (`j))− E
(
ϑ
2
k(ι),2 (φ
0, ν∆ (`j))
)
T% (φ`j , φ0)
∣∣∣∣∣∣∣ > η/4
 ,
usando adema´s que
∥∥∥ϑ2k(ι),2 (φ0, ν∆ (`j))∥∥∥
2
≤ ν∆ (`j)KW , y por lo tanto, para b suficiente-
mente cercano a 1
sup
{φ∈B4,²}
∑[T2 ]
ι=2 E
(
ϑ
2
k(ι),2 (φ
0, ν∆ (`j))
)
T% (φ`j , φ0)
≤ (b− 1)KW
2
≤ η/4
Finalmente, dados los resultados de L2−mixingala para ϑ2k(ι),2 (φ, φ0) y ϑ
2
k(ι),2 (φ
0, ν∆ (`j)) ,
que se obtienen de la forma directa a trave´s de los resultados del lema 3.4, es fa´cil probar
que,
P
ma´x
`j
∣∣∣∣∣∣∣
∑[T2 ]
ι=2 ϑ
2
k(ι),2
(
φ`j , φ0
)− E (ϑ2k(ι),2 (φ`j , φ0))
T% (φ`j , φ0)
∣∣∣∣∣∣∣ > η/2
 ≤ ∞∑
j=1
j4K ′W
4bjη
P
ma´x
`j
∣∣∣∣∣∣∣
[T2 ]∑
ι=2
ϑ
2
k(ι),2 (φ
0, ν∆ (`j))− E
(
ϑ
2
k(ι),2 (φ
0, ν∆ (`j))
)
T% (φ`j , φ0)
∣∣∣∣∣∣∣ > η/4
 ≤ ∞∑
j=1
j4K ′W
4bjη .
Ambas probabilidades pueden ser tan pequen˜as como queramos para4 suficientemente
grande. Por lo tanto,
P
 inf
{φ∈B4,²}
∑[T2 ]
ι=2 ϑ
2
k(ι),2 (φ, φ
0)
T% (φ, φ0)
> inf
{φ∈B4,²}
E
(
ϑ2k(ι),2 (φ, φ
0)
)
2% (φ, φ0)
− η∗
 > 1− ε,
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para 4 suficientemente grande, con
inf
{φ∈B4,²}
E
(
ϑ2k(ι),2 (φ, φ
0)
)
2% (φ, φ0)
− η∗ ≥ [(δ
0 − ²) (r0 − ²)]2 f∗mı´n (2, a)
2
− η∗ > 0,
para η∗ > 0 suficientemente pequen˜o. El resultado de la proposicio´n se obtiene usando que
inf
{φ∈B4,²}
∑T
t=1 (vt (φ, φ
0))
2
T% (φ, φ0)
> inf
{φ∈B4,²}
∑[T2 ]
ι=2 ϑ
2
k(ι),2 (φ, φ
0)
T% (φ, φ0)
− sup
{φ∈B4,²}
∑[T2 ]
ι=2 ϑ
2
k(ι),1 (φ, φ
0)
T% (φ, φ0)
.
Por lo tanto,
P
[
inf
{φ∈B4,²}
∑T
t=1 (vt (φ, φ
0))
2
T% (φ, φ0)
>
[(δ − ²) (r0 − ²)]2 f∗K1
2
− η
]
> 1− ε.
Caso del Signo.
La prueba para este caso es paralela a la del caso del taman˜o. La principal diferencia
aparece en la identificabilidad y tasa de convergencia cuando r0 = 0. Como en el caso ante-
rior, empezamos por generalizar la definicio´n de Ai,t para el caso del signo. As´ı, definimos
los sucesos Ai,t−1 (φ, φ∗) de la siguiente manera,
A1,t−1 (φ, φ∗) = {et−1 (φ) > r, et−1 (φ∗) > r∗} A2,t−1 (φ, φ∗) = {et−1 (φ) < r, et−1 (φ∗) < r∗}
A3,t−1 (φ, φ∗) = {et−1 (φ) > r, et−1 (φ∗) < r∗} A4,t−1 (φ, φ∗) = {et−1 (φ) < r, et−1 (φ∗) > r∗}
(3.18)
donde et (φ) = xt − ρxt−1 − µ+ θt−1et−1 (φ) , θt−1 = θ11 (et−1 (φ) > r) + θ21 (et−1 (φ) < r).
Como en el caso del taman˜o, vt (φ, φ
∗) = (et (φ)− et (φ∗)) . Si |r0| > 0, definimos
vt (φ
∗, ν) = ν [|xt−1|+ 1 + (r∗ + ν) + 3et−1] + ∂∗r∗
[
1
(
A3,t−1 (φ∗, ν)
)
+ 1
(
A4,t−1 (φ∗, ν)
)]
+
+ma´x
i
|θ∗i | vt−1 (φ∗, ν) , (3.19)
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con ∂∗ = |θ∗2 − θ∗1| , et = |xt|+ |xt−1|+ µ+ λ2et−1 y
1
(
A3,t−1 (φ∗, ν)
)
+ 1
(
A4,t−1 (φ∗, ν)
)
=
1
[
r∗ − ν − vt−1
(
φ∗, φ0
)− vt−1 (φ∗, ν) < εt−1 < r∗ − vt−1 (φ∗, φ0)]+
+1
[−r∗ − vt−1 (φ∗, φ0) < εt−1 < −r∗ + ν − vt−1 (φ∗, φ0)+ vt−1 (φ∗, ν)] . (3.20)
Si r0 es conocido e igual a 0, nos centraremos en los para´metros β = (θ1, θ2, ρ, µ),
definiendo vt (β
∗, ν) como,
vt (β
∗, ν) = ν [|xt−1|+ 1 + 3et−1] + ma´x
i
|θ∗i | vt−1 (β∗, ν) . (3.21)
Usando que
(
θiet−1 (φ)− θ∗j et−1 (φ∗)
)
1 (Ak,t−1 (φ, φ∗)) ≤ ma´x
l=i,j
|θ∗l | vt−1 (φ, φ∗) 1 (Ak,t−1 (φ, φ∗))+
+
∣∣θi − θ∗j ∣∣ma´x (|r| , |r∗|) 1 (Ak,t−1 (φ, φ∗)) ,
(3.22)
es fa´cil obtener que
et ≥ sup
φ
et (φ)
1
(
A3,t−1 (φ∗, ν)
)
+ 1
(
A4,t−1 (φ∗, ν)
) ≥ sup
φ∈Θ|ρ(φ,φ∗)<ν
|1 (A3,t−1 (φ, φ∗)) + 1 (A4,t−1 (φ, φ∗))|
vt (φ
∗, ν) ≥ sup
φ∈Θ|ρ(φ,φ∗)<ν
vt (φ, φ
∗)
vt (β
∗, ν) ≥ sup
β∈Θβ|ρ(β,β∗)<ν
vt (β, β
∗) .
Como en los casos anteriores, en la prueba usaremos los siguientes lemas que establecen
las propiedades de dependencia y momentos de los procesos que usaremos como cotas.
Lema 3.6 Bajo los supuestos G.0 y ASG.1 se cumple que
(a) E
(
e2γt
) ≤ Ke <∞
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(b) E
(
v2γt (β
∗, ν)
) ≤ ν2γKv <∞, si r0 = 0
(c) E
(
v2γt (φ
∗, ν)
) ≤ νKv <∞, si |r0| > 0
(d) E
[
1
(
A3,t−1 (φ∗, ν)
)
+ 1
(
A4,t−1 (φ∗, ν)
)] ≤ νKA <∞.
Prueba del Lema 3.6. La prueba de (a) , (c) y (d) es similar a las del lema 3.3.
El apartado (b) , se obtiene directamente de la definicio´n de vt (β
∗, ν) cuando r0 = 0 y
conocido.
Lema 3.7 Bajo los supuestos G.0 y ASG.1,
(a) et (φ) es L2γ−acotado y L2−NED de taman˜o −∞ en εt, con constante %1/2 (φ, φ0)Ke
(b) et es L2γ− acotado y L2 −NED de taman˜o −∞ en εt, con constante de,t finita.
Prueba del Lema 3.7. La primera parte de ambos apartados se obtiene del lema 3.6.
Como en el caso del taman˜o, se puede probar que xt es L2 −NED de taman˜o −∞ en εt
con vm = ρ
m y dt = ‖xt‖2 . Definimos,
emt = εt − θ0t−1εt−1 +
(
ρ0 − ρ)xm−1t−1 + (µ0 − µ)+ θt−1 (em−1t−1 ) em−1t−1 ,
donde θt−1
(
em−1t−1
)
= θ11
(
em−1t−1 > r
)
+ θ21
(
em−1t−1 < r
)
y e1t−m+1 = εt−m+1 tal que e
m
t es
=t+mt−m −medible. As´ı,
‖et − emt ‖1 ≤
∥∥(ρ0 − ρ) (xt−1 − xm−1t−1 )∥∥1 +ma´xi |θi|∥∥(et−1 − em−1t−1 )∥∥1+
∂r
∥∥E ∣∣1 (|et−1| > r, ∣∣em−1t−1 ∣∣ < r)+ 1 (|et−1| < r, ∣∣em−1t−1 ∣∣ > r)∣∣∥∥1 ,
y dado que
(
et−1 − em−1t−1
)
es =t−2 −medible, obtenemos que
‖et − emt ‖1 ≤
(
ρ0 − ρ) ρm−1 ‖xt‖1 +ma´xi |θi| ∥∥et−1 − em−1t−1 ∥∥1 + ∂rf ∗ ∥∥et−1 − em−1t−1 ∥∥1 .
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Usando el supuesto ASZ.1,
‖et − emt ‖1 ≤
(
ρ0 − ρ) ρm−1 ‖xt‖2 + λ1 (φ) ∥∥et−1 − em−1t−1 ∥∥1 ≤
≤ (ρ0 − ρ) ρm−1 ‖xt‖1
[
1 +
m−2∑
j=1
λj1ρ
−j
]
+ λj1 (φ)
∥∥et−m+1 − e1t−m+1∥∥1
≤ mma´x (ρ, λ1 (φ))m−1
[(
ρ0 − ρ) ‖xt‖1 + ∥∥vt−m+1 (φ, φ0)∥∥1]
≤ mλm−1ρ de,t,1.
donde λρ = ma´x (ρ, λ1) < 1 y de,t,1 = [(ρ
0 − ρ) ‖xt‖1 + ‖vt−m+1 (φ, φ0)‖1] . Como en los
casos anteriores, para la norma de orden dos, obtenemos que
‖et − emt ‖2 ≤ m3/2λ
m−1
2
ρ
[(
ρ0 − ρ) ‖xt‖2 + ∂r (f ∗de,t,1)1/2 + ∥∥vt−m+1 (φ, φ0)∥∥2] .
Definiendo vt = m
3/2λ
m−1
2
ρ y de,t =
[
(ρ0 − ρ) ‖xt‖2 + ∂r (f ∗de,t,1)1/2 + ‖vt−m+1 (φ, φ0)‖2
]
,
queda probado el apartado (a). Para et la prueba es similar.
Lema 3.8 Para el caso |r0| > 0, bajo los supuestos G.0 y A.SZ.1, vt (φ∗, ν) es una L2 −
mixingala en εt de taman˜o −1/2 y constante ma´x(%1/2 (φ∗, φ0) , ν1/2)K1/2v con Kv < ∞.
Por lo tanto,
E
ma´x
1≤j≤T
(
j∑
t=1
χt
)2 ≤ K T∑
t=1
ma´x(%
(
φ∗, φ0
)
, ν)Kv,
para χt = |εt| vt (φ∗, ν)− E (|εt| vt (φ∗, ν)).
Prueba del Lema 3.8. Para probar que vt (φ
∗, ν) es L2 − mixingala, como en el
caso del taman˜o, primero probamos que es una secuencia L2 −NED en εt con constante
ma´x(ρ1/2 (φ∗, φ0) , ν1/2)Kv. Definimos la siguiente variable =t+mt−m −medible,
vmt (φ
∗, ν) = ν
[∣∣xm−1t−1 ∣∣+ 3 + (r∗ + ν) + 3em−1t−1 ]+ma´x
i
|θ∗i | vm−1t−1 (φ∗, ν) .
+ ∂∗r∗
[
1
(
A
m−1
3,t−1 (φ
∗, ν)
)
+ 1
(
A
m−1
4,t−1 (φ
∗, ν)
)]
,
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donde,
1
(
A
m−1
3,t−1 (φ
∗, ν)
)
+ 1
(
A
m−1
4,t−1 (φ
∗, ν)
)
=
= 1
[
r∗ − ν − vm−1t−1
(
φ∗, φ0
)− vm−1t−1 (φ∗, ν) < εt−1 < r∗ − vm−1t−1 (φ∗, φ0)]+
+ 1
[−r∗ − vm−1t−1 (φ∗, φ0) < εt−1 < −r∗ + ν − vm−1t−1 (φ∗, φ0)+ vm−1t−1 (φ∗, ν)] .
De forma similar al lema 3.5, se obtiene que,
‖vt (φ∗, ν)− vmt (φ∗, ν)‖1 ≤ ν
[∥∥|xt−1| − ∣∣xm−1t−1 ∣∣∥∥1 + 3 ∥∥et−1 − em−1t−1 ∥∥1]+
+ma´x
i
|θ∗i |
∥∥vt−1 (φ∗, ν)− vm−1t−1 (φ∗, ν)∥∥1+
+ ∂∗r∗
∥∥∥1 (A3,t−1 (φ∗, ν))− 1(Am−13,t−1 (φ∗, ν))+ 1 (A4,t−1 (φ∗, ν))− 1(Am−14,t−1 (φ∗, ν))∥∥∥
1
,
y que vt (φ
∗, φ0) es L2 − NED, en εt, de taman˜o −∞ y constante d0v,t = ρ1/2 (φ∗, φ0)Kv.
Adema´s,∥∥∥∥∥
4∑
i=3
1
(
Ai,t−1 (φ∗, ν)
)− 1(Am−1i,t−1 (φ∗, ν))
∥∥∥∥∥
1
≤ f ∗ ∥∥vt−1 (φ∗, ν)− vm−1t−1 (φ∗, ν)∥∥1+
+ f ∗
∥∥vt−1 (φ∗, φ0)− vm−1t−1 (φ∗, φ0)∥∥1 .
Por lo tanto, agrupando resultados,
‖vt (φ∗, ν)− vmt (φ∗, ν)‖1 ≤ ν
[
ρm−1dx,t + 3mλm−1ρ de,t
]
+
+
(
ma´x
i
|θ∗i |+ f ∗δ∗r∗
)∥∥vt−1 (φ∗, ν)− vm−1t−1 (φ∗, ν)∥∥1 +mλm−1ρ d1e,tf ∗δ∗r∗
≤ m2λ
m−1
2
ρ ma´x
(
ρ
(
φ∗, φ0
)
, ν
)
Kv.
Siguiendo los mismos pasos que en el lema 3.5, se concluye que,
‖vt (φ∗, ν)− vmt (φ∗, ν)‖2 ≤ m2λ
m−1
4
ρ ma´x
(
%1/2
(
φ∗, φ0
)
, ν1/2
)
K
1/2
v ,
que implica que vt (φ
∗, ν) es una secuencia L2 − NED en εt de taman˜o −∞ y constan-
te dv,t = ma´x
(
%1/2 (φ∗, φ0) , ν1/2
)
K
1/2
v , con lo que se deriva el resultado del lema por el
Teorema 2.10 y 2.12 del Anexo 1 en el Cap´ıtulo 2 y dado que εt es iid.
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Lema 3.9 Para el caso r0 = 0, bajo los supuestos G.0 y A.SZ.1, vt (β
∗, ν) es una L2 −
mixingala en εt de taman˜o −1/2 y constante νK1/2v con Kv <∞. Por lo tanto,
E
ma´x
1≤j≤T
(
j∑
t=1
χt
)2 ≤ K T∑
t=1
ν2Kv,
para χt = |εt| vt (β∗, ν)− E (|εt| vt (β∗, ν)).
Prueba del Lema 3.9. Usando la definicio´n de vt (β
∗, ν) para el caso r0 = 0, definimos
la siguiente variable =t+mt−m −measurable,
vmt (β
∗, ν) = ν
[|xt−1|m−1 + 1 + 3em−1t−1 ]+ma´x
i
|θ∗i | vm−1t−1 (β∗, ν) .
En este caso, calculamos directamente la norma 2, esto es
‖vt (β∗, ν)− vmt (β∗, ν)‖2 ≤ ν
[∥∥|xt−1| − |xt−1|m−1∥∥2 + 3 ∥∥et−1 − em−1t−1 ∥∥2]+
+ma´x
i
|θ∗i |
∥∥vt−1 (β∗, ν)− vm−1t−1 (β∗, ν)∥∥2
≤ m2λ
m−1
2
ρ νK
1/2
v .
De esta forma, vt (β
∗, ν) sera´ L2−NED en εt de taman˜o −∞ y constante, en este caso,
dv,t = νK
1/2
v , lo cual implica que sera´ L2−mixingala de taman˜o −1/2 y constante νK1/2v .
Dados estos resultados, las pruebas de las proposiciones 2.15 y 2.16, de las que derivamos
la consistencia de los estimadores se obtienen de forma directa para ambos casos, r0 = 0
conocido y |r0| > 0, por lo que, por motivos de espacio no las reproducimos aqu´ı. A
continuacio´n, probamos el Teorema 3.2 que establece la tasa de convergencia.
Prueba del Teorema 3.2
Empezamos por el caso r0 = 0 conocido, en el que los estimadores presentan una tasa
de convergencia T−1/2.
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Caso r0 = 0 .
Definimos B4,² =
{
β ∈ Θ
/√
4
T
≤ |βi − β0i | ≤ ² < 1, para i = 1, 2, 3, 4
}
. El resulta-
do del Teorema, se deriva de las proposiciones 3.9 y 3.10, que presentamos a continuacio´n.
Proposicio´n 3.9 Para todo η, ε > 0 ∃4, Tε <∞ tal que para todo T > Tε,
P
[
sup
β∈B4,²
∣∣∣∣∣
∑T
t=1 εtvt (β, β
0)
T%2 (β, β0)
∣∣∣∣∣ > η
]
≤ ε
Proposicio´n 3.10 Para todo ε > 0 ∃4, Tε <∞ y η > 0 tal que para todo T > Tε,
P
[
sup
β∈B4,²
∑T
t=1 v
2
t (β, β
0)
T%2 (β, β0)
> η
]
≥ 1− ε
Prueba de la Proposicio´n 3.9. Definimos,
e∗t (β) = xt − ρxt−1 − µ+ θ11 (εt−1 > 0) e∗t−1 (β) + θ21 (εt−1 < 0) e∗t−1 (β)
v∗t (β) = et (β)− e∗t (β) = θ (εt−1) v∗t−1 (β) + (θ1 − θ2) et−11
(
A3,t−1
(
β, β0
))
+ (θ2 − θ1) et−11
(
A4,t−1
(
β, β0
))
st (β, ν) = νv
∗
t−1 (β) + (1− δ) st−1 (β, ν) + 2νvt−1
(
β, β0
)
+
+ 2vt−1 (β, ν)
4∑
i=3
1
(
Ai,t−1
(
β, β0
))
+ 2vt−1
(
β, β0
) 4∑
i=3
1
(
Ai,t−1 (β, ν)
)
,
donde st (β, ν) ≥ supβ∈B4,²/%(β,β∗)≤ν v∗t (β) − v∗t (β∗). Usando la LIE y el lema 3.6, es fa´cil
probar que para |% (β, β0)| < 1,
‖v∗t (β)‖2 ≤ %
(
β, β0
)
Kv
‖st (β, ν)‖2 ≤ ν%
(
β, β0
)
Ks.
Adema´s, usando el lema 3.9, y siguiendo los mismos pasos que en dicho lema, se ob-
tiene que v∗t (β) y st (β, ν) son L2 − mixingalas de taman˜o −1/2 y constantes ‖v∗t (β)‖2
y ‖st (β, ν)‖2 respectivamente. Para probar la proposicio´n 3.9, sera´ suficiente probar que
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para todo η, ε > 0 ∃4, Tε <∞ tal que para todo T > Tε,
P
[
sup
β∈B4,²
∣∣∣∣∣
∑T
t=1 εt (e
∗
t (β)− εt)
T%2 (β, β0)
∣∣∣∣∣ > η
]
≤ ε (3.23)
P
[
sup
β∈B4,²
∣∣∣∣∣
∑T
t=1 εtv
∗
t (β)
T%2 (β, β0)
∣∣∣∣∣ > η
]
≤ ε. (3.24)
La desigualdad (3.23) se obtiene fa´cilmente teniendo en cuenta que (e∗t (β)− εt) es dos
veces diferenciable respecto a β, (ver la prueba del Teorema 2.2 en el Anexo 2 del Cap´ıtu-
lo anterior). Para la desigualdad (3.24), definimos la siguiente particio´n, Bl²,jl (4, βl) ={
βl ∈ B4,²
/
βl−βjll
β
jl
l −β0l
≤ (b− 1) para l = 1, 2, 3, 4
}
con βjll = β
0
l ±
√
4
T
bjl para l = 1, ..., 4
y b > 1. Por lo tanto, definiendo, `j = (j1, j2, j3, j4) , para j = 1, ..., J, es directo pro-
bar que B4,² ⊂ ∪J`j=1B4²,`j (β) , con B4²,`j (β) =
∏4
l=1B
l
²,jl
(4, βl). En este caso, con β`j =(
βj11 , β
j2
2 , β
j3
3 , β
j4
4
)
, sup φ∈B4²,`j (β)
%
(
β`j , β
)
= ν∆ (`j) = %
(
β`j , β0
)
(b− 1) . Siguiendo los pa-
sos de casos anteriores, conseguimos las siguientes tres desigualdades,
P
[
ma´x
`j
∣∣∣∣∣
∑T
t=1 εtv
∗
t
(
β`j
)
T%2 (β`j , β0)
∣∣∣∣∣ > η
]
≤ 4σ
2
εKv
4η2
∞∑
j=1
j3
bj
,
P
[
ma´x
`j
∣∣∣∣∣
∑T
t=1 |εt| st
(
β`j , ν∆ (`j)
)− E [|εt| st (β`j , ν∆ (`j))]
T%2 (β`j , β0)
∣∣∣∣∣ > η
]
≤ 4σ
2
εKv
4η2
∞∑
j=1
j3
bj
,
ma´x
`j
E
[|εt| st (β`j , ν∆ (`j))]
%2 (β`j , β0)
≤ σεK1/2v (b− 1) .
Con estas desigualdades, la prueba de la proposicio´n se obtiene de forma directa.
Prueba de la Proposicio´n 3.10. Dado que r0 es conocido, definimos
Wk(ι)
(
β, β0
)
= v2k(ι)−1
(
β, β0
)
+ v2k(ι)
(
β, β0
)
con k (ι) = 2ι.
Sea δ0φ,l = φl − φ0l , para l = 1, 2, 3, 4, entonces vk(ι) (β, β0) puede escribirse como,
vk(ι)
(
β, β0
)
= δ0φ,3xk(ι)−1 + δ
0
φ,4 +
(
θk(ι)−1 − θ0k(ι)−1
)
εk(ι)−1 + θk(ι)−1vk(ι)−1
(
β, β0
)
,
con θk(ι)−1 = θk(ι)−1
(
ek(ι)−1 (β)
)
y θ0k(ι)−1 = θ
0
k(ι)−1
(
εk(ι)−1
)
.
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En el caso del taman˜o o |r0| > 0, el te´rmino que garantiza la T consistencia es
[(δ0 − ²) (r0 − ²)]2 [1 (A3,t−1 (φ, φ0)) + 1 (A4,t−1 (φ, φ0))] , que, sin embargo, para r0 = 0 sera´ tan
pequen˜o como queramos. Por lo tanto, nos centramos en el error cometido en los sucesos
A1,t−1 (β, β0) y A2,t−1 (β, β0) . As´ı, condicionando a los sucesos∣∣v2k(ι)−1 (β, β0)∣∣ ≶ 12 mı´n{∣∣δ0φ,3xk(ι)−1 + δ0φ,4 + (θk(ι)−1 − θ0k(ι)−1) εk(ι)−1∣∣ , ²2M} ,
con r = ²2M, obtenemos que
Wk(ι)
(
β, β0
) ≥ mı´n (²M, ϑ2k(ι),1 (δ0φ))
ϑ2k(ι),1
(
δ0φ
)
=
1
2
1
(
εk(ι)−1 > r
) ∣∣δ0φ,3xk(ι)−1 + δ0φ,4 + δ0φ,1εk(ι)−1∣∣2+
1
2
1
(
εk(ι)−1 < r
) ∣∣δ0φ,3xk(ι)−1 + δ0φ,4 + δ0φ,2εk(ι)−1∣∣2
= ma´x
l
(
δ0φ,l
)2 [
c′Mk(ι)−1 (r, r) c
]
,
con c ∈ [−1, 1]6 y ma´xi ci = 1. Por el supuesto ASZ.2,
inf
c
E
[
c′Mk(ι)−1 (r, r) c
] ≥ a > 0.
Definiendo Mk(ι)−1 = 2
(∣∣xk(ι)−1∣∣+ 1 + ∣∣εk(ι)−1∣∣)2 , y dado que E (M2k(ι)−1) < ∞,
∃M <∞ tal que infcE
[
c′Mk(ι)−1 (r, r) c1
(∣∣Mk(ι)−1∣∣ < M)] > a/2 > 0. Ahora, por la con-
sistencia de los estimadores, existira´ T suficientemente grande de forma que, ma´xl δ̂
0
φ,l <
² = (r/M)1/2 , con probabilidad tan grande como queramos, con lo que
Wk(ι)
(
β, β0
) ≥ ma´x
l
(
δ0φ,l
)2 [
c′Mk(ι)−1 (r, r) c
]
1
(∣∣Mk(ι)−1∣∣ < M) ,
con la misma probabilidad. Como en el caso de la proposicio´n 3.8, obtenemos que
Mk(ι)−1 (r, r) 1
(∣∣Mk(ι)−1∣∣ < M) es L2 −mixigala de taman˜o −1/2 y constante finita. Por
lo tanto, para ∀η > 0
l´ım
T→∞
P
sup
c
∣∣∣∣∣∣∣
∑[T2 ]
ι=1 c
′
[
M˜k(ι)−1 (r, r)− E
(
M˜k(ι)−1 (r, r)
)]
c
T
∣∣∣∣∣∣∣ > η
 = 0,
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con M˜k(ι)−1 (r, r) =Mk(ι)−1 (r, r) 1
(∣∣Mk(ι)−1∣∣ < M). De esta manera obtenemos que
l´ım
T→∞
P
[
inf
{β∈B4,²}
∑T
t=1 (vt (β, β
0))
2
T%2 (φ, φ0)
> a/2− η
]
= 1
con a/2− η > 0 para η > 0 suficientemente pequen˜o.
Caso |r0| > 0 .
La prueba del Teorema 3.2 para este caso, se obtiene de la misma forma que la prueba
del Teorema 3.1, por lo que no la desarrollaremos aqu´ı.
3.9.2. Inferencia.
Inferencia con r0 = 0 conocido.
Para este caso definimos,
dt (β) =
(
ρ0 − ρ)xt−1 + (µ0 − µ)+ (θ1 − θ01) εt−11 (εt−1 > 0) + (θ2 − θ02) εt−11 (εt−1 < 0)+
+ θ0t−1dt−1 (β)
=
(
ρ0 − ρ) t∑
j=0
j∏
k=1
θ0t−kxt−1−j +
(
µ0 − µ) t∑
j=0
j∏
k=1
θ0t−k +
(
θ1 − θ01
) t∑
j=0
j∏
k=1
θ0t−kε
+
t−1−j+
+
(
θ2 − θ02
) t∑
j=0
j∏
k=1
θ0t−kε
−
t−1−j
=
4∑
i=1
(
βi − β0i
)
h
(i)
t ,
con ε+t−j = εt−11 (εt−1 > 0) y ε
−
t−1 = εt−1 − ε+t−j.
Primero probaremos que
QT
(
β̂
)
−QT
(
β0
)
=
4∑
i=1
4∑
l=1
T∑
t=1
(
β̂i − β0i
)
H i,lt
(
β̂l − β0l
)
+
4∑
i=1
T∑
t=1
2
(
β̂i − β0i
)
εth
(i)
t +op (1) ,
con el op (1) uniforme sobre β y H
i,l
t = h
(i)
t h
(l)
t . Esta igualdad, se deriva de las siguientes
dos proposiciones,
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Proposicio´n 3.11 Bajo los supuestos G.0, G.2, G.4, ASG.1 y ASG.2,
T∑
t=1
εt
(
vt
(
β̂, β0
)
− dt
(
β̂
))
= op (1) .
Proposicio´n 3.12 Bajo los supuestos G.0, G.2 y ASG.1,
T∑
t=1
(
v2t
(
β̂, β0
)
− d2t
(
β̂
))
= op (1) .
Prueba de la Proposicio´n 3.11. El resultado se sigue si para todo η > 0 y ε > 0,
∃Tε tal que para todo T > Tε
P
[∣∣∣∣∣
T∑
t=1
εt
(
vt
(
β̂, β0
)
− dt
(
β̂
))∣∣∣∣∣ > η
]
< ε.
Del Teorema 3.2, sabemos que T−1/2
(
β̂i − β0i
)
= Op (1) para i = 1, 2, 3, 4. Por lo tanto,
para ε > 0 dado, podemos escoger 4 suficientemente grande tal que
P
[
ma´xi
∣∣∣β̂i − β0i ∣∣∣ > T−1/24] < ε/2. Definiendo D4 = [−T−1/24, T−1/24]4 , el resultado
de la proposicio´n se obtendra´, si para todo η > 0 y ε > 0, ∃Tε tal que para todo T > Tε
P
[
sup
β∈D4
∣∣∣∣∣
T∑
t=1
εt
(
vt
(
β, β0
)− dt (β))
∣∣∣∣∣ > η
]
< ε/2.
De la definicio´n de vt (β, β
0) y dt (β), se obtiene que
vt
(
β, β0
)− dt (β) = θ0t−1 (vt−1 (β, β0)− dt−1 (β))+
+
[
(θ1 − θ2) 1
(
A3,t−1
(
β, β0
))
+ (θ2 − θ1) 1
(
A4,t−1
(
β, β0
))]
εt−1+
+
[(
θ1 − θ01
)
1 (εt−1 > 0) +
(
θ2 − θ02
)
1 (εt−1 < 0)
]
vt−1
(
β, β0
)
.
Ahora, definiendo
ct (β, ν) = θ
0
t−1ct−1 (β, ν) + 2ν
[
1
(
A3,t−1
(
β, β0
))
+ 1
(
A4,t−1
(
β, β0
))]
εt−1+
+ 4
[
1
(
A4,t−1 (β, ν)
)
+ 1
(
A3,t−1 (β, ν)
)]
εt−1 + 2
[
%
(
β, β0
)
+ v
]
vt−1 (β, ν)+
+ 2νvt−1
(
β, β0
)
,
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se puede probar que supφ/ρ(φ∗,φ)≤ν |(vt (β, β0)− dt (β))− (vt (β∗, β0)− dt (β∗))| ≤ ct (β∗, ν) .
A trave´s de la LIE y los supuestos de la proposicio´n, y dado que vt−1 (β, ν) y vt−1 (β, β0)
son =t−2 −medibles, se tiene que
E
(
ε2t c
2
t (β, ν)
) ≤ ma´x(ρ2 (β, β0) ν, ν3)Ks
E (|εt| ct (β, ν)) ≤ ma´x(ρ
(
β, β0
)
ν, ν2)Ks.
Adema´s, usando el Teorema 2.12 y de la forma habitual, se tiene que |εt| ct (β, ν) es una
secuencia L2−mixingala en εt de taman˜o −1/2 con constante ma´x(ρ (β, β0) ν1/2, ν3/2)Ks,
con Ks <∞.
Como en casos anteriores, definimos la siguiente particio´n para D4, B
4
`j
(β) =∏4
l=1B
l
jl
(4, βl) , donde Bljl (4, βl) =
{
βl ∈ D4
/∣∣βjll − βl∣∣ ≤ T−1/24ν} con βjll = β0l ±
T−1/24νji para l = 1, ..., 4. Entonces, definiendo, `j = (j1, j2, j3, j4) , para j = 1, ..., J,
con J = 1/ν, es directo probar que D4 ⊂ ∪J`j=1B4`j (β). Para este caso y con β`j =(
βj11 , β
j2
2 , β
j3
3 , v
j4
4
)
, supβ∈B4`j (β)
%
(
β`j , β
)
= T−1/24ν. Ahora,
sup
β∈D4
∣∣∣∣∣
T∑
t=1
εt
(
vt
(
β, β0
)− dt (β))
∣∣∣∣∣ ≤ ma´x`j
∣∣∣∣∣
T∑
t=1
εt
(
vt
(
β`j , β0
)− dt (β`j))
∣∣∣∣∣+
+ma´x
`j
∣∣∣∣∣
T∑
t=1
|εt| ct
(
β`j ,
4
T 1/2
ν
)
− E
(
|εt| ct
(
β`j ,
4
T 1/2
ν
))∣∣∣∣∣+
+ma´x
`j
∣∣∣∣∣
T∑
t=1
E
(
|εt| ct
(
β`j ,
4
T 1/2
ν
))∣∣∣∣∣ .
Por lo tanto,
P
[
ma´x
`j
∣∣∣∣∣
T∑
t=1
εt
(
vt
(
β`j , β0
)− dt (β`j))
∣∣∣∣∣ > η/2
]
≤
J∑
j=1
j3ν2Ks
η2T 1/2
≤ Ks
η2ν2T 1/2
T→∞−→ 0,
P
[
ma´x
`j
∣∣∣∣∣
T∑
t=1
|εt| ct
(
β`j ,
4
T 1/2
ν
)
− E
(
|εt| ct
(
β`j ,
4
T 1/2
ν
))∣∣∣∣∣ > η/4
]
≤ Ks
η2ν4T 172
T→∞−→ 0,
ma´x
`j
∣∣∣∣∣
T∑
t=1
E
(
|εt| ct
(
β`j ,
4
T 1/2
ν
))∣∣∣∣∣ ≤ νKs < η/4,
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para ν suficientemente pequen˜o. La primera desigualdad se sigue de
E
[(
vt
(
β`j , φ0
)− dt (β`j))2] ≤ E [ct (β0, 4T 1/2νma´x `j)] . Con estos resultados, la proposi-
cio´n 3.11 queda probada.
Prueba de la Proposicio´n 3.12. Para este caso,
T∑
t=1
(
v2t
(
β̂, β0
)
− d2t
(
β̂
))
=
T∑
t=1
(
vt
(
β̂, β0
)
− dt
(
β̂
))
vt
(
β̂, β0
)
+
+
T∑
t=1
(
vt
(
β̂, β0
)
− dt
(
β̂
))
dt
(
β̂
)
.
Por lo tanto, la proposicio´n se sigue de
P
[
sup
β∈D4
∣∣∣∣∣
T∑
t=1
(
vt
(
β, β0
)− dt (β)) vt (β, β0)
∣∣∣∣∣ > η/2
]
< ε/2
P
[
sup
β∈D4
∣∣∣∣∣
T∑
t=1
(
vt
(
β, β0
)− dt (β)) dt (β)
∣∣∣∣∣ > η/2
]
< ε/2.
Dado que ε0 = 0, ct
(
β0, 4
T 1/2
) ≥ vt (β, β0) − dt (β), ∥∥c2t (φ0, 4T 1/2 )∥∥2 ≤ (4T )3/4Kc y∥∥vt (β0, 4T 1/2 )∥∥2 ≤ (4T )1/2Kv se tiene que,
P
[
sup
β∈D4
∣∣∣∣∣
T∑
t=1
(
vt
(
β, β0
)− dt (β)) vt (β, β0)
∣∣∣∣∣ > η/2
]
≤
≤ P
[∣∣∣∣∣
T∑
t=1
(
ct
(
β0,
4
T 1/2
))
vt
(
β0,
4
T 1/2
)∣∣∣∣∣ > η/2
]
≤ T
∥∥ct (β0, 4T 1/2 )∥∥2 ∥∥vt (β0, 4T 1/2 )∥∥2
η
≤ Ksv
ηT 1/4
T→∞−→ 0.
El mismo resultado puede obtenerse para la otra probabilidad, teniendo en cuenta que
|dt (β)| ≤ 4T 1/2
∑4
l=1
∣∣∣h(i)t (β0)∣∣∣ con ∥∥∥h(i)t (β0)∥∥∥
2
≤ Kh < ∞. Con esto, queda probada la
proposicio´n 3.12.
Prueba del Teorema 3.3. Por las proposiciones 3.11 y 3.12 obtenemos que
QT
(
β̂
)
−QT
(
β0
)
=
T∑
t=1
d2t
(
β̂
)
+
T∑
t=1
2εtdt
(
β̂
)
+ op (1)
=
4∑
i=1
4∑
l=1
T∑
t=1
(
β̂i − β0i
)
H i,lt
(
β̂l − φ0l
)
+
4∑
i=1
T∑
t=1
2
(
β̂i − β0i
)
εth
(i)
t + op (1) .
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Ahora, es directo probar que h
(i)
t son secuencias L2 −mixingala de taman˜o −1/2 con
constantes finitas. Por lo tanto, siguiendo los mismos pasos que en el Teorema 2.3 para el
caso Observable, se obtiene que
1
T
T∑
t=1
H i,lt
p−→ H i,l (β0) = E (H i,lt ) ,
DT (β0) =
1
T 1/2
T∑
t=1
εth
(i)
t
d−→ N
(−→
0 ,Ω
)
,
con Ω (i, l) = σ2εE
(
h
(i)
t h
(l)
t
)
. Adema´s, dado que las proposiciones 3.11 y 3.12 son ciertas pa-
ra todo β˜ tal que T 1/2
(
β˜ − β0
)
= Op (1) , podemos definir T
1/2
(
β˜ − β0
)
= −H−1T (β0)DT (β0) ,
tal que
QT
(
β˜
)
−QT
(
β0
)
= T
(
β˜ − β0
)′
H
(
β0
) (
β˜ − β0
)
+ 2T 1/2
(
β˜ − β0
)′
DT
(
β0
)
+ op (1) .
Siguiendo la argumentacio´n del Teorema 2.3, concluimos que
T 1/2
(
β̂ − β0
)
d−→ N
(−→
0 , σ2εH
−1 (β0)) .
Prueba del Teorema 3.4. Como en el caso Observable, la prueba de σ̂2ε −σ2ε = op(1)
es directa. Por lo tanto, debemos probar que para ∀η > 0, ∃νT tal que
l´ımT→∞ P
[
%
(
β0, β̂
)
< νT
]
= 1 y
l´ım
T→∞
P
[
sup
β/%(β0,β)<νT
T−1
∣∣∣∣∣
T∑
t=1
h
(i)
t (β)h
(j)
t (β)− h(i)t
(
β0
)
h
(j)
t
(
β0
)∣∣∣∣∣ > η
]
= 0,
con
h
(1)
t (β) =
t∑
j=0
j∏
k=1
θt−ke+t−1−j (β) , h
(2)
t (β) =
t∑
j=0
j∏
k=1
θt−ke−t−1−j (β) ,
h
(3)
t (β) =
t∑
j=0
j∏
k=1
θt−kxt−1−j, h
(4)
t (β) =
t∑
j=0
j∏
k=1
θt−k.
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Como es fa´cilmente comprobable,
sup
β/%(β0,β)<νT
∣∣∣h(i)t (β)− h(i)t (β0)∣∣∣ ≤ st (β0, νT )
sup
β/%(β0,β)<νT
∣∣∣h(i)t (β)∣∣∣ ≤ ht,
con
st (β0, νT ) = 2
t∑
j=1
j∏
k=1
θ0t−kvt−j (β0, νT )+
+
t∑
j=1
j∏
k=1
θ0t−k
[
ν + 1
(
A3,t−j (β0, νT )
)
+ 1
(
A4,t−j (β0, νT )
)] (
1 + |xt−j|+ |εt−j|+ ht−j
)
ht = 1 + |xt−j|+ et−1 + λ1ht−1.
Por la desigualdad de Minkowsky, la LIE y los supuestos del Teorema,
‖st (β0, νT )‖2 ≤ ν1/2T Ks∥∥ht∥∥2 <∞.
Por el Teorema 3.2, sabemos que T 1/2
(
β̂i − β0i
)
= Op (1) , con lo que existira´ 0 < d <
1/2 tal que l´ımT→∞ P
[
%
(
β̂, β0
)
< νT
]
= 1 para νT = T
d. Ahora, para todo η > 0 tenemos
P
[
sup
β/%(β0,β)<ν
1
T
∣∣∣∣∣
T∑
t=1
h
(i)
t (β)h
(j)
t (β)− h(i)t (β0)h(j)t (β0)
∣∣∣∣∣ > η
]
≤ P
[
1
T
∣∣∣∣∣
T∑
t=1
st (β0, νT )ht
∣∣∣∣∣ > η/2
]
.
por lo tanto,
P
[
1
T
∣∣∣∣∣
T∑
t=1
st (β0, νT )ht
∣∣∣∣∣ > η/2
]
≤ 2 ‖st (β0, νT )‖2
∥∥ht∥∥2
η
≤ 2ν
1/2
T Ks
∥∥ht∥∥2
η
→ 0.
Con este resultado, y dado que en el Teorema 3.3 se prueba la convergencia de
1
T
∑T
t=1 h
(i)
t (β0)h
(j)
t (β0) , queda probado este Teorema.
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Inferencia cuando r0 es desconocido
Asumiendo que |r0| > 0 aunque desconocido, se propone realizar la siguiente regresio´n:
xt = α1 + α2xt−1 + α3ε̂t−11 (g (ε̂t−1) > r̂) + α4ε̂t−11 (g (ε̂t−1) < r̂) + ut,
que en te´rminos matriciales se pude expresar como,
XT = ZTα + UT (3.25)
donde α′ = (α1, ..., α4), X ′T = (x2, ..., xT ), U
′
T = (u1, ..., uT−1) y Z
′
T = (ZT,1, ..., ZT,T−1) con
Z ′T,t−1 = (1, xt−1, ε̂t−11 (g (ε̂t−1) > r̂) , ε̂t−11 (g (ε̂t−1) < r̂)) y ε̂t el estimador CLS de la pri-
mera etapa. Definiendo α0′ = (µ0, ρ0, θ01, θ
0
2), U
0′
T = (εT−1, ..., ε1) y Z
0′
T =
(
Z0T,1, ..., Z
0
T,T−1
)
,
con Z0′T,t−1 = (1, xt−1, εt−11 (g (εt−1) > r
0) , εt−11 (g (εt−1) < r0)), XT puede escribirse como,
XT = Z
0
Tα
0 + U0T .
Usando que la matriz E [Z0t Z
0′
t ] es definida positiva, lo cual se deriva de los supuestos
ASZ.2 y ASG.2, que Z0t es estacionaria, εt es iid, y con el resto de supuestos del Teorema
3.5, es fa´cil probar que
α˜ =
(
Z0′T Z
0
T
)−1
Z0′T XT
p→ α0,
T−1/2
(
α˜− α0) d→ N (0, σ2εE (Z0′t Z0t )−1) ,
donde σ2ε = E (ε
2
t ) .
Prueba del Teorema 3.5. Dado el resultado anterior, el Teorema sera´ cierto si
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T−1/2 (α˜− α̂) p→ 0. Para probar esto, definimos
Z ′T (φ) = (ZT,1 (φ) , ..., ZT,T−1 (φ))
Z ′T,t−1 (φ) = (1, xt−1, et−1 (φ) 1 (g (et−1 (φ)) > φ5) , et−1 (φ) 1 (g (et−1 (φ)) < φ5))
VT
(
φ, φ0
)
=
(
0, 0, V1,T
(
φ, φ0
)
, V2,T
(
φ, φ0
))
V1,T,t−1
(
φ, φ0
)
= εt−1
[
1 (g (et−1 (φ)) > φ5)− 1
(
g (εt−1) > r0
)]
+
+ vt−1
(
φ, φ0
)
1 (g (et−1 (φ)) > φ5)
V2,T,t−1
(
φ, φ0
)
= εt−1
[
1 (g (et−1 (φ)) < φ5)− 1
(
g (εt−1) < r0
)]
+
+ vt−1
(
φ, φ0
)
1 (g (et−1 (φ)) < φ5)
donde vt−1 (φ, φ0) esta definido en el Teorema 3.1, para el caso del taman˜o, y en el Teorema
3.2, para el caso del signo. En primer lugar probaremos que
T−1
[
(Z ′TZT )−
(
Z0′T Z
0
T
)]
= T−1
[(
Z ′T
(
φ̂
)
ZT
(
φ̂
))
− (Z0′T Z0T )] p→ 0.
Por las definiciones anteriores,[(
Z ′T
(
φ̂
)
ZT
(
φ̂
))
− (Z0′T Z0T )] = V ′T (φ̂, φ0)VT (φ̂, φ0)+ Z ′T,t−1 (φ0)VT (φ̂, φ0)+
+ V ′T
(
φ̂, φ0
)
ZT,t−1
(
φ0
)
.
Como en casos anteriores, definimos los siguientes procesos cota para VT (φ, φ
0) , V1,T (φ, φ
0)
y V2,T (φ, φ
0) ,
V 1,T,t−1
(
φ0, ν
)
= V 2,T,t−1
(
φ0, ν
)
= |εt−1|
[
1
(
A3,t−1
(
φ0, ν
))
+ 1
(
A4,t−1
(
φ0, ν
))]
+ vt−1
(
φ0, ν
)
V T
(
φ0, ν
)
=
(
0, 0, V 1,T
(
φ0, ν
)
, V 2,T
(
φ0, ν
))
,
donde
[
1
(
A3,t−1 (φ0, ν)
)
+ 1
(
A4,t−1 (φ0, ν)
)]
esta definido en la ecuacio´n (3.10), para el
caso del taman˜o, y (3.20) para el caso del signo, de forma que
sup
φ/%(φ,φ0)<νT
[
(Z ′T (φ)ZT (φ))−
(
Z0′T Z
0
T
)] ≤ V ′T (φ0, νT )V T (φ0, νT )+ ∣∣Z ′T,t−1 (φ0)∣∣V T (φ0, νT )+
+ V
′
T
(
φ0, νT
) ∣∣ZT,t−1 (φ0)∣∣ .
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Siguiendo la demostracio´n de los lemas 3.3, para el caso del taman˜o, y 3.6, para el caso
del signo, es fa´cil probar que para i = 3, 4 y k, k′ ≤ 4,
∥∥∥εk′t−11 (Ai,t−1 (φ0, νT ))∥∥∥
k
≤ v1/kT KA,
por lo tanto, tomado vT = T
−d con d ∈ (0, 1) ,
∥∥∥V ′T (φ0, vT )V T (φ0, vT )∥∥∥
1
= O
(
T−d/2
)
∥∥∣∣Z ′T,t−1 (φ0)∣∣V T (φ0, vT )∥∥1 = O (T−d/2) .
entendiendo que ‖X‖k = O
(
T−d/2
)
, con X una matriz n×m, si la igualdad se cumple
para cada uno de sus elementos. Con estos dos resultados, es directo probar que
sup
φ/%(φ,φ0)<vT
T−1
[
(Z ′T (φ)ZT (φ))−
(
Z0′T Z
0
T
)] p→ 0,
y dado que P
[
%
(
φ̂, φ0
)
< vT
]
T→∞→ 1, por los Teoremas 3.1 y 3.2, se obtiene que
T−1
[(
Z ′T
(
φ̂
)
ZT
(
φ̂
))
− (Z0′T Z0T )] p→ 0.
Ahora probamos que
T−1/2
[
Z ′TXT − Z0′T XT
] p→ 0.
Para ello escribimos el proceso como,
sup
φ/%(φ,φ0)<vT
T−1/2
[(
Z0′T + V
′
T
(
φ, φ0
))
XT − Z0′T XT
] ≤ T−1/2V ′T (φ0, vT ) ∣∣Z0Tβ0∣∣+
+ V
′
T
(
φ0, vT
) ∣∣U0T ∣∣ ,
con vT = T
−d y d ∈ (3/4, 1). Usando la desigualdad de Ho¨lder’s y los resultados anteriores,
202 Cap´ıtulo 3. MODELOS ARTIMA-SHOCK. EL CASO NO OBSERVABLE
para i = 1, 2 y ∀η > 0,
P

∣∣∣∣∣∣∣∣
T∑
t=1
V
′
i,T,t−1 (φ
0, vT ) |εt−1|
T 1/2
∣∣∣∣∣∣∣∣ > η
 ≤ T 1/2 ∥∥∥V ′1,T,t−1 (φ0, vT )∥∥∥3/2 ‖εt−1‖3 = O (T 12− 23d)
P

∣∣∣∣∣∣∣∣
T∑
t=1
V
′
i,T,t−1 (φ
0, vT ) |εt|
T 1/2
∣∣∣∣∣∣∣∣ > η
 ≤ T 1/2 ∥∥∥V ′1,T,t−1 (φ0, vT )∥∥∥3/2 ‖εt‖3 = O (T 12− 23d) .
Ahora, para d > 3/4,
T−1/2
[
V
′
T
(
φ0, νT
) ∣∣Z0Tβ0∣∣+ V ′T (φ0, νT ) ∣∣U0T ∣∣] p→ 0
sup
φ/%(φ,φ0)<vT
T−1/2
[(
Z ′T,t−1
(
φ0
)
+ V ′T
(
φ, φ0
))
XT − Z0′T XT
] p→ 0,
y dado que
[
%
(
φ̂, φ0
)
< vT
]
T→∞→ 1,
T−1/2
[
Z ′TXT − Z0′T XT
] p→ 0.
Por lo tanto, usando el Teorema de Slutsky,
T 1/2
(
β̂ − β0
)
d→ N
(
0, σ2εE
(
Z0′t Z
0
t
)−1)
.
Con esto, queda probado el Teorema.
Contraste de existencia de Threshold para |r0| > 0 desconocido.
En la prueba nos centramos en el caso del taman˜o. El caso del signo se obtiene de forma
similar. Como en el caso Observable, primero probaremos que el supr∈[r,r]
√
T
(
%
(
β̂ (r) , β0
))
=
Op (1) , con β
0 = (θ, α, ρ, µ), ya que bajo la nula de no efecto threshold los estimadores de
φ0 no sera´n T consistentes. Durante la prueba, asumiremos que supr∈[r,r]
(
%
(
β̂ (r) , β0
))
=
op (1) , lo cual se prueba fa´cilmente siguiendo la primera parte del Teorema 3.1. Por lo tan-
to, podemos escoger ² > 0 suficientemente pequen˜o tal que para T suficientemente grande,
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P
[
supr∈[r,r]
(
%
(
β̂ (r) , β0
))
≤ ²
]
≥ 1−². Igualmente, el resultado se obtendra´ de las propo-
siciones 2.19 y 2.20, usadas en el caso Observable. Antes de probar ambas proposiciones para
este caso, estudiamos los procesos que usaremos como cotas. Definimos β = (θ, α, ρ, µ) , y
para un r dado,
et (β, r) = xt − ρxt−1 − µ+ θet−1 (β, r) + αet−1 (β, r) 1 (Bt−1)
et (β, r)− εt = vt
(
β, β0, r
)
=
(
ρ0 − ρ)xt−1 + (µ0 − µ)+ (θ − θ0) et−1 (β, r)+
+ αet−1 (β, r) 1 (Bt−1) + θ0vt−1
(
β, β0, r
)
=
t∑
j=1
θ0j−1
[(
ρ0 − ρ)xt−j + (µ0 − µ)+ (θ − θ0) et−j (β, r) + αet−j (β, r) 1 (Bt−j)]
=
4∑
i=1
(βi − β0)h(i)t (β, r) (3.26)
con Bt−j = 1 (|et−j (β, r)| < r) . Por lo tanto,
sup
β
sup
r∈[r,r]
et (β, r) ≤ et = |xt|+ |xt−1|+ µ+ αr + (1− δ) et−1
sup
β/%(β,β0)<ν
sup
r∈[r,r]
vt
(
β, β0, r
) ≤ vt (β0, r, ν) = νht (r)
ht =
t∑
j=1
θj−10 [|xt|+ 1 + 2et−j]
s
(i)
t (φ, φ
∗) =
4∑
i=1
h
(i)
t (φ)− h(i)t (φ∗) =
t∑
j=1
θj−10 vt−j (φ, φ
∗)+
+
t∑
j=1
θj−10
[
1 (A3,t−j (φ, φ∗)) e∗t−j + 1 (A4,t−j (φ, φ
∗)) et−j
]
sup
φ/%(φ,φ∗)<ν
s
(i)
t (φ, φ
∗) ≤ st (φ∗, ν) =
t∑
j=1
θj−10
[
vt−j (φ∗, ν) + r∗
[
4∑
i=3
1
(
Ai,t−j (φ∗, ν)
)]]
,
donde vt−j (φ∗, ν) y
[
1
(
A3,t−j (φ∗, ν)
)
+ 1
(
A4,t−j (φ∗, ν)
)]
fueron definidas en el Teorema
3.1. Como entonces, et (β, r) , et y vt−j (φ∗, ν) sera´n L2 − NED, con el mismo taman˜o y
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constantes. Respecto a los momentos,
E (et (r))
2 ≤ 2E |xt|
2 + µ+ r
δ2
≤ Ke
E
(
ht (r)
)2 ≤ 2Ke
(1− θ0)2
≤ Kh
E
(
vt
(
β0, r, ν
))2 ≤ ν2Kh
E (vt (φ
∗, ν) |εt−1|)2 ≤ νKvε ⇒ E (vt (φ∗, ν) |et−1 (β∗, r)|)2 ≤ νKve
E (st (φ
∗, ν))2 ≤ νKs.
Siguiendo los mismos pasos que en el Teorema 3.1, se puede probar que vt (β
0, r, ν) y
st (φ
∗, ν) son L2−mixingalas de taman˜o−1/2 con constantes proporcionales a ν y ν1/2, res-
pectivamente. Finalmente, definimos B4,² =
{
φ ∈ Θ : (4
T
)1/2
< % (β, β0) < ², r ∈ [r, r]
}
.
Las proposiciones necesarias son,
Proposicio´n 3.13 Para todo η, ε > 0, ∃4 <∞ tal que
P
[
sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 2εt (vt (β, β
0, r))
T%2 (β, β0)
∣∣∣∣∣ > η
]
≤ ε
Proposicio´n 3.14 Para todo ε > 0, ∃4 <∞ y η > 0 tal que
P
[
inf
φ∈B4,²
∑T
t=1 (vt (β, β
0, r))
2
T%2 (β, β0)
> η
]
≥ 1− ε
Prueba de la Proposicio´n 3.13. Usando los u´ltimos resultados,
sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 2εt (vt (β, β
0, r))
T%2 (β, β0)
∣∣∣∣∣ ≤ supφ∈B4,²
∣∣∣∣∣
∑T
t=1 2εt
∑t−1
j=1 θ
0j−1α1 (Bt−j) εt−j
T%2 (β, β0)
∣∣∣∣∣+ (3.27)
+ sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 2εt
∑t−1
j=1 θ
0j−1 [(θ − θ0) + α1 (Bt−j)] vt−j (β, β0, r)
T%2 (β, β0)
∣∣∣∣∣+ (3.28)
+ sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 2εt
∑t−1
j=1 θ
0j−1 (ρ0 − ρ)xt−j + (µ0 − µ) + (θ − θ0) εt−j
T%2 (β, β0)
∣∣∣∣∣ (3.29)
Ahora, probaremos que cada uno de los supremos de las ecuaciones (3.27) a (3.29) cum-
ple la proposicio´n 3.13. Usando la particio´n, B4²,`j (φ) , construida a partir de B
l
²,jl
(4, φl) =
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{
φl ∈ B+4,²
/
0 ≤

φl−φjll
φ
jl
l −φ0l
≤ (b− 1)
}
con φjll = φ
0
l +
4
T 1/2
bjl para l ≤ 4, B5²,j5 (4, φ5) ={
φ5 ∈ [r, r]
/
0 ≤ φ5 − φj55 ≤ T−1/24 (b− 1)
}
y φj55 = r +
4
T 1/2
(b− 1) j5, la ecuacio´n (3.27)
puede acotarse por,
sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 2εt
∑t−1
j=1 θ
0j−1α1 (Bt−j) εt−j
T%2 (β, β0)
∣∣∣∣∣ ≤
4ma´x
`j
∣∣∣∣∣
∑T
t=1 2εt
∑t−1
j=1 θ
0j−11
(∣∣et−1 (φ`j)∣∣ < r`j) εt−j
T% (β`j , β0)
∣∣∣∣∣+ (3.30)
+4ma´x
`j
sup
φ∈B4²,`j (φ)
∣∣∣∣∣
∑T
t=1 2εt
∑t−1
j=1 θ
0j−1 [1 (∣∣et−1 (φ`j)∣∣ < r`j)− 1 (|et−1 (φ)| < r)] εt−j
T% (β`j , β0)
∣∣∣∣∣
(3.31)
para b suficientemente cercano a 1. Para el ma´ximo de la ecuacio´n (3.30), tenemos que,∑T
t=1 2εt
∑t−1
j=1 θ
0j−11
(∣∣et−1 (φ`j)∣∣ < r`j) εt−j
T% (β`j , β0)
=
∑T
t=1 2εt
∑t−1
j=1 θ
0j−11
(|εt−j| < r`j) εt−j
T% (β`j , β0)
+
∑T
t=1 2εt
∑t−1
j=1 θ
0j−1 [1 (∣∣et−j (φ`j)∣∣ < r`j)− 1 (|εt−j| < r`j)] εt−j
T% (β`j , β0)
. (3.32)
Ahora, usando
∥∥[1 (∣∣et−j (φ`j)∣∣ < r`j)− 1 (|εt−j| < r`j)] ε2t ε2t−j∥∥2 ≤ %1/2 (β`j , β0)Ke,
se tiene que,
P
[
ma´x
`j
∣∣∣∣∣
∑T
t=1 2εt
∑m−1
j=1 θ
0j−1 [1 (∣∣et−1 (φ`j)∣∣ < r`j)− 1 (|εt−j| < r`j)] εt−j
T% (β`j , β0)
∣∣∣∣∣ > η
]
≤
≤
∞∑
j=1
j3Ke
4bjη2
que sera´ tan pequen˜o como queramos para 4 suficientemente grande. Para el primer su-
mando de la ecuacio´n (3.32),
ma´x
`j
∣∣∣∣∣
∑T
t=1 εt
∑t−1
j=m θ
0j−11
(|εt−j| < r`j) εt−j
T% (β`j , β0)
∣∣∣∣∣ ≤ ma´xj5
∣∣∣∣∣
∑T
t=1 εt
∑t−1
j=m θ
0j−11 (|εt−j| < rj5) εt−j
T 1/2∆b
∣∣∣∣∣ .
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Asumiendo que T 1/2
∑T
t=1 2εt
∑t
j=m θ
0j−11 (|εt−j| < r) εt−j es tight en r, tenemos que
para todo η > 0,
P
[
ma´x
j5
∣∣∣∣∣
∑T
t=1 2εt
∑t−1
j=m θ
0j−11 (|εt−j| < rj5) εt−j
T 1/2
∣∣∣∣∣ > η
]
≤ ε∗,
y por lo tanto, para 4 suficientemente grande
P
[
ma´x
j5
∣∣∣∣∣
∑T
t=1 2εt
∑t−1
j=m θ
0j−11 (|εt−j| < rj5) εt−j
T 1/2∆b
∣∣∣∣∣ > η
]
≤ ε,
con ε > 0 tan pequen˜o como queramos. Como en el caso Observable, la tightness de
T 1/2
∑T
t=1 2εt
∑t−1
j=m θ
0j−11 (|εt−j| < r) εt−j se probara´ ma´s adelante.
Para el ma´ximo de la ecuacio´n (3.31) definimos,
Ψt
(
φ`j
)
= |εt|
t−1∑
j=1
θ0j−1 |εt−j|
[
1
(
A3,t−j
(
φ`j , ν
(
φ`j
)))
+ 1
(
A4,t−j
(
φ`j , ν
(
φ`j
)))]
Ψt
(
φ`j
) ≥ sup
φ∈B4²,`j (φ)
εt
t−1∑
j=1
θ0j−1εt−j
[
1
(∣∣et−j (φ`j)∣∣ < r`j)− 1 (|et−j (φ)| < r)]
E
(
Ψt
(
φ`j
)) ≤ ν (φ`j)KΨ
E
(
Ψ2t
(
φ`j
)) ≤ ν (φ`j)KΨ
donde ν
(
φ`j
) ≤ ρ (φ`j , φ) ≤ ρ (β`j , β0) (b− 1) y Ψt (φ`j) es L2 − mixingala de taman˜o
−1/2 con constante T−1/4K1/2Ψ lo cual se puede probar de forma similar a vt (φ∗, ν) en el
Teorema 3.1. Por lo tanto,
P
[
ma´x
`j
∑T
t=1
[
Ψt
(
φ`j
)− E (Ψt (φ`j))]
T% (β`j , β0)
> η
]
≤
T1/2
4 (
r−r
b−1 )∑
k=1
∞∑
j=1
T−1/2j3KΨ
4bjη2 ≤
∞∑
j=1
j3KΨ
42bjη2
ma´x
`j
∑T
t=1E
(
Ψt
(
φ`j
))
T% (β`j , β0)
≤ KΨ (b− 1) .
Para 4 suficientemente grande, la primera probabilidad sera´ tan pequen˜a como que-
ramos. Adema´s, para b suficientemente cercano a 1, el ma´ximo de la segunda desigualdad
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tambie´n sera´ tan pequen˜o como queramos. Resumiendo, para el supremo de (3.27) se cum-
ple que para ∀η, ε > 0 ∃4 suficientemente grande tal que
P
[
sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 2εt
∑t−1
j=1 θ
0j−1∑t−1
j=1 θ
0j−1α1 (Bt−j) εt−j
T%2 (β, β0)
∣∣∣∣∣ > η
]
≤ ε.
Para el supremo de (3.28),
sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 2εt
∑t−1
j=1 θ
0j−1 (θ1 − θ01) vt−j (β, β0, r)
T%2 (β, β0)
∣∣∣∣∣
≤ sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 2εt
∑t−1
j=1 θ
0j−1∑4
i=1 h
(i)
t−j (β, r)
T
∣∣∣∣∣ ,
y
sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 2εt
∑t−1
j=1 θ
0j−1α1 (Bt−j) vt−j (β, β0, r)
T%2 (β, β0)
∣∣∣∣∣
≤ sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 2εt
∑t−1
j=1 θ
0j−1∑4
i=1 1 (Bt−j)h
(i)
t−j (β, r)
T
∣∣∣∣∣
En la primera desigualdad, para h
(i)
t (β, r) con i = 3, 4, la prueba de que el supremo
convergera´ a 0 es directa, dado que h
(i)
t (β, r) no dependera´ de r y β. Para i = 1, 2,
sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 εt
∑t−1
j=1 θ
0j−1h(1)t−j (β, r)
T% (β, β0)
∣∣∣∣∣ ≤ supφ∈B4,²
∣∣∣∣∣
∑T
t=1 εt
∑t−1
j=1 θ
0j−1∑t−j−1
k=1 θ
0k−1et−k (β, r)
T
∣∣∣∣∣
sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 εt
∑t−1
j=1 θ
0j−1h(2)t−j (β, r)
T% (β, β0)
∣∣∣∣∣
≤ sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 εt
∑t−1
j=1 θ
0j−1∑t−j−1
k=1 θ
0k−11 (Bt−k) et−k (β, r)
T
∣∣∣∣∣ .
Ahora, dado (β, r) , ambos supremos convergera´n a 0, por lo tanto, usando las propie-
dades de et−k (β, r) descritas en el Teorema 3.1, podemos obtener la ULLN, que garantiza
la convergencia del supremo. La prueba sera´ similar a los casos anteriores.
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Finalmente, para el supremo de (3.29),
sup
φ∈B4,²
∣∣∣∣∣
∑T
t=1 2εt
∑t−1
j=1 (ρ
0 − ρ) θ0j−1xt−j
T%2 (β, β0)
∣∣∣∣∣ ≤
∣∣∣∣∣
∑T
t=1 2εt
∑t−1
j=1 θ
0j−1xt−j
T 1/24
∣∣∣∣∣
P
[∣∣∣∣∣
∑T
t=1 2εt
∑t−1
j=1 θ
0j−1xt−j
T 1/24
∣∣∣∣∣ > η
]
≤ Kεe42η2 ,
que sera´ tan pequen˜o como queramos para 4 suficientemente grande. El mismo resultado
se obtiene para los procesos εt
∑t−1
j=1 (µ
0 − µ) θ0j−1 y εt
∑t−1
j=1 (θ
0 − θ) θ0j−1εt−j.
Con los resultados para los te´rminos (3.27) a (3.29) queda probada la proposicio´n 3.13.
Prueba de la Proposicio´n 3.14. La prueba de esta proposicio´n se obtiene de forma
paralela a la de la proposicio´n 2.20 en el Teorema 2.6, y por motivo de espacio es omitida.
De ambas proposiciones, 3.13 y 3.14, se tiene que
sup
r∈[r,r]
√
T%1
(
β̂ (r) , β0
)
= Op (1) .
Para obtener la distribucio´n asinto´tica propuesta en el Teorema, expresamosQT
(
φ̂, r
)
−
QT (φ
0) como,
QT
(
β̂, r
)
−QT
(
β0
)
=
T∑
t=1
v2t−1
(
β̂, β0, r
)
+ 2
T∑
t=1
εtvt−1
(
β̂, β0, r
)
=
T∑
t=1
(
4∑
i=1
(
β̂i − β0i
)
h
(i)
t
(
β̂, r
))2
+ 2
T∑
t=1
εt
4∑
i=1
(
β̂i − β0i
)
h
(i)
t
(
β̂, r
)
=
4∑
i=1
4∑
l=1
T∑
t=1
(
β̂i − β0i
)
H i,lt−1
(
β̂, r
)(
β̂l − β0l
)
+
+ 2
T∑
t=1
εt
4∑
i=1
(
β̂i − β0i
)
h
(i)
t
(
β̂, r
)
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Ahora, como en el caso Observable, necesitamos el siguiente resultado
QT
(
β̂, r
)
−QT
(
β0
)
=
4∑
i=1
4∑
l=1
T∑
t=1
(
β̂i − β0i
)
H i,lt−1
(
β0, r
) (
β̂l − β0l
)
+
+ 2
T∑
t=1
εt
4∑
i=1
(
β̂i − β0i
)
h
(i)
t
(
β0, r
)
+ op (1) ,
con el op (1) uniformemente en r. Para ello, usaremos los siguientes dos lemas.
Lema 3.10 Bajo los supuestos del Teorema 3.6,
sup
r∈[r,r]
1√
T
∣∣∣∣∣
T∑
t=1
εt
(
h
(i)
t
(
β̂ (r)
)
− h(i)t
(
β0, r
))∣∣∣∣∣ = op (1)
para i = 1, ..., 4.
Prueba del Lema 3.10. El lema se cumplira´ si para ∀ η > 0,
l´ım
T→∞
P
[
sup
r∈[r,r]
1√
T
∣∣∣∣∣
T∑
t=1
εt
(
h
(i)
t
(
β̂ (r)
)
− h(i)t
(
β0, r
))∣∣∣∣∣ > η
]
= 0.
Para i = 3, 4, la prueba es directa dado que h
(i)
t
(
β̂ (r)
)
no depende de (β, r) y(
h
(i)
t
(
β̂ (r)
)
− h(i)t (β0, r)
)
= 0. Para i = 1,
sup
r∈[r,r]
1√
T
∣∣∣∣∣
T∑
t=1
εt
(
h
(1)
t
(
β̂ (r)
)
− h(1)t
(
β0, r
))∣∣∣∣∣ = supr∈[r,r] 1√T
∣∣∣∣∣
T∑
t=1
εt
t∑
j=1
θ0
j−1
vt−j
(
β̂, β0, r
)∣∣∣∣∣
= sup
r∈[r,r]
1√
T
∣∣∣∣∣
T∑
t=1
εt
t∑
j=1
θ0
j−1
4∑
i=1
(
β̂i − β0i
)
hit−j
(
β̂ (r)
)∣∣∣∣∣ .
Ahora, por los resultados previos, supr∈[r,r]
√
T%
(
β̂ (r) , β0
)
= Op (1) , por lo tanto,
sera´ suficiente probar que para i = 1, ..., 4,
l´ım
T→∞
P
[
sup
φ∈B4
4
T
∣∣∣∣∣
T∑
t=1
εt
t∑
j=1
θ0
j−1
hit−j (β, r)
∣∣∣∣∣ > η
]
= 0,
para B4 =
{
φ ∈ Θ/|βl − β0l | ≤ 4T 1/2 y r ∈ [r, r]}. Para (β, r) dado, el proceso convergera´ a
0. Por lo tanto, para obtener el resultado deseado, necesitamos una ULLN. Dado que B4
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es acotado, podemos encontrar una particio´n Bν,`j , centrada en φ
`j , para j = 1, ..., J <∞,
tal que supφ∈Bν,`j %
(
φ`j , φ
)
< ν y
P
[
sup
φ∈B4
4
T
∣∣∣∣∣
T∑
t=1
εt
t∑
j=1
θ0
j−1
hit−j
(
φ`j
)∣∣∣∣∣ > η
]
≤ P
[
ma´x
`j
4
T
∣∣∣∣∣
T∑
t=1
εt
t∑
j=1
θ0
j−1
hit−j
(
φ`j
)∣∣∣∣∣ > η/2
]
+
P
[
ma´x
`j
4
T
∣∣∣∣∣
T∑
t=1
|εt|
t∑
j=1
θ0
j−1
st−j
(
φ`j , v
)− E [|εt| t∑
j=1
θ0
j−1
st−j
(
φ`j , v
)]∣∣∣∣∣ > η/4
]
,
usando que 4
T
∑T
t=1E
[
|εt|
∑t
j=1 θ
0j−1st−j
(
φ`j , v
)] ≤ νK < η/2 para ν suficientemente
pequen˜o, con st−j definido al principio de la seccio´n. Ahora,
P
[
ma´x
`j
4
T
∣∣∣∣∣
T∑
t=1
εt
t∑
j=1
θ0
j−1
hit−j (β, r)
∣∣∣∣∣ > η/2
]
≤ 4
2J5K
Tη2
T→∞−→ 0,
P
[
ma´x
`j
4
T
∣∣∣∣∣
T∑
t=1
|εt|
t∑
j=1
θ0
j−1
st−j − E
[
|εt|
t∑
j=1
θ0
j−1
st−j
]∣∣∣∣∣ > η/4
]
≤ 4
2J4K
Tη2
T→∞−→ 0,
dado que |εt|
∑t
j=1 θ
0j−1st−j
(
φ`j , v
)
es una secuencia L2 − mixingala de taman˜o −1/2
con constante finita. Esta propiedad se obtiene utilizando las propiedades de L2 − NED
de 1
(
Ai,t (φ
∗, v)
)
y vt (φ
∗, v) establecidas en el Teorema 3.1. Por lo tanto, reagrupando
resultados, para i = 1 tenemos que para ∀η > 0,
l´ım
T→∞
P
[
sup
φ∈B4
4
T
∣∣∣∣∣
T∑
t=1
εt
t∑
j=1
θ0
j−1
h1t−j (β, r)
∣∣∣∣∣ > η
]
= 0.
Ahora probaremos el mismo resultado para i = 2. En este caso,
sup
r∈[r,r]
1√
T
∣∣∣∣∣
T∑
t=1
εt
t∑
j=1
θ0j−1
(
1
(
B̂t−j,1
)
êt−j − 1
(
B0t−j,1
)
εt−j
)∣∣∣∣∣ ≤
≤ sup
r∈[r,r]
1√
T
∣∣∣∣∣
T∑
t=1
εt
t∑
j=1
θ0j−11
(
B̂t−j,1
)
(êt−j − εt−j)
∣∣∣∣∣+
+ sup
r∈[r,r]
1√
T
∣∣∣∣∣
T∑
t=1
εt
t∑
j=1
θ0j−1
(
1
(
B̂t−j,1
)
− 1 (B0t−j,1)) εt−j
∣∣∣∣∣ .
3.9. ANEXO 2. 211
Para el primer supremo, siguiendo los mismos pasos que en el caso de i = 1, obtenemos
que para ∀η > 0,
l´ım
T→∞
P
[
sup
r∈[r,r]
1√
T
∣∣∣∣∣
T∑
t=1
εt
t∑
j=1
θ0j−11
(
B̂t−j,1
)
(êt−j − εt−j)
∣∣∣∣∣ > η
]
= 0.
Para el segundo supremo, debemos probar que para ∀η, ε > 0, ∃Tε tal que para ∀T > Tε
P
[
sup
φ∈B4
1√
T
∣∣∣∣∣
T∑
t=1
εt
t∑
j=1
θ0j−1 [1 (|et−j (β, r)| < r)− 1 (|εt−j| < r)] εt−j
∣∣∣∣∣ > η
]
< ε.
Desarrollamos la prueba para
P
[
sup
φ∈B4
1√
T
∣∣∣∣∣
T∑
t=1
εt
t∑
j=1
θ0j−1
[
1
(
r < εt−j < r + vt−j
(
β, β0, r
))]
εt−j
∣∣∣∣∣ > η
]
< ε,
para el otro caso, es igual. Para ello, definimos la siguiente particio´n del espacio parame´trico
B4, Bv,`j =
∏5
l=1Bv,l, con Bv,l =
{
βl ∈ B4 : βl ∈
[
βjll , β
jl+1
l
]}
, para βjll = β
0
l −4T−1/2 +
νT−1/2jl y l = 1, ..., 4; y Bν,5 = {r ∈ Bb : r ∈ [rj5 , rj5+1]} con rj5 = r + νT−1/2j5. Como en
casos anteriores, `j = (j1, j2, j3, j4, j5) y φ
`j =
(
βj11 , β
j2
2 , β
j3
3 , β
j4
4 , r
j5
)
. Acotamos el supremo
a trave´s de esta particio´n,
sup
φ∈B4
1√
T
∣∣∣∣∣
T∑
t=1
εt
t∑
j=1
θ0j−1
[
1
(
r < εt−j < r + vt−j
(
β, β0, r
))]
εt−j
∣∣∣∣∣ ≤
ma´x
`j
1√
T
∣∣∣∣∣
T∑
t=1
εt
t∑
j=1
θ0j−1
[
1
(
r`j < εt−j < r`j + v
`j
t−j
)]
εt−j
∣∣∣∣∣+ (3.33)
+ma´x
`j
sup
φ∈Bv,lj
1√
T
∣∣∣∣∣
T∑
t=1
εtΥt
(
β`j , r`j , β, r
)∣∣∣∣∣ , (3.34)
(3.35)
con Υt
(
β`j , r`j , β, r
)
=
∑t
j=1 θ
0j−1
[
1
(
r`j < εt−j < r`j + v
`j
t−j
)
− 1 (r < εt−j < r + vt−j)
]
εt−j,
v
`j
t−j = vt−j
(
β`j , β0, r`j
)
y vt−j = vt−j (β, β0, r). El ma´ximo de (3.34), teniendo en cuenta
que vt−j
(
β`j , β0, r`j
)− vt−j (β, β0, r) = vt−j (φ`j , φ) , puede ser acotado por la suma de los
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siguientes tres ma´ximos,
ma´x
`j
1√
T
T∑
t=1
|εt|
t∑
j=1
θ0j−1
[
1
(
r`j + v
`j
t−j − vt−j
(
φ`j ,
ν
T 1/2
)
< εt−j < r`j +
ν
T 1/2
)]
|εt−j|
(3.36)
ma´x
`j
1√
T
T∑
t=1
|εt|
t∑
j=1
θ0j−1
[
1
(
r`j < εt−j < r`j +
ν
T 1/2
)]
|εt−j| (3.37)
ma´x
`j
1√
T
T∑
t=1
|εt|
t∑
j=1
θ0j−1
[
1
(
r`j + v
`j
t−j < εt−j < r
`j +
ν
T 1/2
+ v
`j
t−j + vt−j
(
φ`j ,
ν
T 1/2
))]
|εt−j|
(3.38)
A continuacio´n probaremos que para ∀η, ε > 0, ∃Tε tal que para ∀T > Tε,
P
[
ma´x
`j
1√
T
T∑
t=1
|εt|
t∑
j=1
θ0j−1Ut−j
(
φ`j
) ≥ η] < ε,
con
Ut
(
φ`j
)
=
[
1
(
r`j + v
`j
t < εt < r
`j +
ν
T 1/2
+ v
`j
t + vt
(
φ`j ,
ν
T 1/2
))]
|εt| ,
y siguiendo los mismos pasos, se obtiene el mismo resultado para los te´rminos (3.37) y
(3.38), y por lo tanto,
P
[
ma´x
`j
sup
φ∈Bv,lj
1√
T
∣∣∣∣∣
T∑
t=1
εtΥt
(
β`j , r`j , β, r
)∣∣∣∣∣ ≥ η
]
< ε.
Para obtener dicho resultado, usaremos que, como se probo´ a lo largo del Teorema 3.1,
v
`j
t−j y vt−j
(
φ`j , ν
T 1/2
)
son L2 −NED de taman˜o −∞ con constante T−1/4K. Definimos,
Umt
(
φ`j
)
=
[
1
(
r`j + v
`j ,m
t < εt < r
`j +
ν
T 1/2
+ v
`j ,m
t + v
m
t
(
φ`j ,
ν
T 1/2
))]
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con vmt y v
`j ,m
t la aproximacio´n =tt−m −medible de vt y v`jt respectivamente. Por lo tanto,
1√
T
T∑
t=1
|εt|
t∑
j=1
θ0j−1Ut−j (`j) =
1√
T
T∑
t=m
|εt|
m−1∑
j=1
θ0j−1Um−jt−j
(
φ`j
)
+
+
1√
T
T∑
t=m
|εt|
m−1∑
j=1
θ0j−1
[
Ut−j
(
φ`j
)− Um−jt−j (φ`j)]+
+
1√
T
T∑
t=m
|εt|
t∑
j=m
θ0j−1Ut−j
(
φ`j
)
+
1√
T
m−1∑
t=1
|εt|
t∑
j=1
θ0j−1Ut−j
(
φ`j
)
.
Ahora, probaremos que para todo η > 0 y ε > 0, ∃m,T <∞ suficientemente grandes,
tal que
P
[
ma´x
`j
∣∣∣∣∣ 1√T
m−1∑
t=1
|εt|
t∑
j=1
θ0j−1Ut−j
(
φ`j
)∣∣∣∣∣ ≥ η
]
< ε (3.39)
P
[
ma´x
`j
∣∣∣∣∣ 1√T
T∑
t=m
|εt|
m−1∑
j=1
θ0j−1
[
Ut−j
(
φ`j
)− Um−jt−j (φ`j)]
∣∣∣∣∣ ≥ η
]
< ε (3.40)
P
[
ma´x
`j
∣∣∣∣∣ 1√T
T∑
t=m
|εt|
t∑
j=m
θ0j−1Ut−j
(
φ`j
)∣∣∣∣∣ ≥ η
]
< ε (3.41)
P
[
ma´x
`j
∣∣∣∣∣ 1√T
T∑
t=m
|εt|
m−1∑
j=1
θ0j−1Um−jt−j
(
φ`j
)∣∣∣∣∣ ≥ η
]
< ε. (3.42)
Para (3.39), la prueba es directa. Para la segunda probabilidad, (3.40), usaremos que
Γmt,1 = |εt|
∑m−1
j=1 θ
0j−1 [Ut−j (φ`j)− Um−jt−j (φ`j)] es una secuencia L2−mixingala de taman˜o
−1/2 con constante m1/2λm−12 T−1/4K. Este resultado se obtiene fa´cilmente por el Teorema
2.12, teniendo en cuenta que Γmt,1 es L2 − NED de taman˜o −∞ con constante
∥∥Γmt,1∥∥2 ≤
m1/2λ
m−1
2 T−1/4K. Por lo tanto, usando las propiedades de los procesos L2 −mixingalas,
P
[
ma´x
`j
∣∣∣∣∣ 1√T
T∑
t=m
[
Γmt,1 − E
(
Γmt,1
)]∣∣∣∣∣ ≥ η/2
]
≤
24
ν∑
j=1
j3TT 1/2mλm−1T−1/2K
Tη2
≤ mλ
m−1K
η2ν4
≤ ε
ma´x
`j
∣∣∣∣∣ 1√T
T∑
t=m
[
E
(
Γmt,1
)]∣∣∣∣∣ ≤ T 1/2mλm−1T−1/2K ≤ mλm−1K ≤ η/2,
tomando m suficientemente grande.
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Para la tercera probabilidad, (3.41), como en el caso anterior, usaremos que Γmt,2 =
|εt|
∑t
j=m θ
0j−1 [Ut−m−j (`j)] es un proceso L2−mixingala de taman˜o −1/2 con constante
T−1/4K, con lo que
ma´x
`j
∣∣θ0m−1∣∣ ∣∣∣∣∣ 1√T
T∑
t=m
[
E
(
Γmt,2
)]∣∣∣∣∣ ≤ ∣∣θ0m−1∣∣K ≤ η/2
P
[
ma´x
`j
∣∣∣∣∣ 1√T
T∑
t=m
|εt|
t∑
j=m
θ0j−1Ut−j
(
φ`j
)∣∣∣∣∣ ≥ η
]
≤ P
[
ma´x
`j
∣∣∣∣∣ |θ0m−1|√T
T∑
t=m
[
Γmt,2 − E
(
Γmt,2
)]∣∣∣∣∣ ≥ η/2
]
≤ ∣∣θ0m−1∣∣ 24ν∑
j=1
j3K
η2
≤ ε,
para m suficientemente grande.
Finalmente, para la cuarta probabilidad, (3.42), definimos Γt,3 = |εt|
∑m−1
j=1 θ
0j−1Um−jt−j
(
φ`j
)−
E
[
|εt|
∑m−1
j=1 θ
0j−1Um−jt−j
(
φ`j
)]
, que cumplira´ que,
E
[
|εt|
m−1∑
j=1
θ0j−1Um−jt−j
(
φ`j
)] ≤ ν
T 1/2
K
E
(
T∑
t=m
Γt,3
)4
≤ m3 [Tν2 + T 1/2ν]K,
usando que E
(
Γt,3/=tt−m−1
)
= 0. Por lo tanto,
P
[
ma´x
`j
∣∣∣∣∣ 1√T
T∑
t=m
Γt,3
∣∣∣∣∣ ≥ η/2
]
≤
24
ν∑
j=1
j3T 1/2m3
[
Tν2 + T 1/2ν
]
K
T 2η4
≤ m
3b4K
T 1/2η4ν3
T→∞−→ 0
ma´x
`j
1√
T
T∑
t=m
E
[
|εt|
m−1∑
j=1
θ0j−1Um−jt−j
(
φ`j
)] ≤ νK ≤ η/2,
para ν suficientemente pequen˜o, lo cual prueba (3.42). Probados los resultados de (3.39) a
(3.42), queda probado (3.36). Siguiendo los mismos pasos, se pruevan (3.37) y (3.38), por
lo que para el te´rmino (3.34), se tiene que
P
[
ma´x
`j
sup
φu
1√
T
∣∣∣∣∣
T∑
t=1
εtΥt
(
β`j , r`j , β, r
)∣∣∣∣∣ > η
]
≤ ε.
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Por u´ltimo, falta obtener el mismo resultado para el te´rmino (3.33). Para ello, defini-
mos Γt,4 =
∑t
j=1 θ
0j−1 [1 (r`j < εt−j < r`j + vt−j (β`j , β0, r`j))] εt−j. Dado que εtΓt,4 es una
mds, aplicando la desigualdad de Burkholder, se tiene que
E
(
T∑
t=n
εtΓt,4
)4
≤ KE
(
T∑
t=n
ε2tΓ
2
t,4
)2
.
Como en los casos anteriores, Γt,4 es L2−NED de taman˜o −∞ y constante proporcional
a T−1/4v1/2. Usando los Teoremas 2.12 y 2.14, se tiene que Γ2t,4 es una secuencia L2 −
mixingala de taman˜o −1/2 con constante proporcional a T−1/4v1/2. Esto garantiza que,
P
[
ma´x
`j
1√
T
∣∣∣∣∣
T∑
t=1
εt
t∑
j=1
θ0j−1
[
1
(
r`j < εt−j < r`j + v
`j
t−j
)]
εt−j
∣∣∣∣∣ > η
]
≤ ε.
La prueba es similar a la seguida para el te´rmino (2.62) en la prueba del lema 2.14 en
el Anexo 2 del Cap´ıtulo 2. Esto finaliza la prueba del lema.
Lema 3.11 Bajo los supuestos del Teorema 3.6,
sup
r∈[r,r]
1
T
T∑
t=1
H i,lt−1
(
β̂ (r)
)
−H i,lt−1
(
β0, r
)
= op (1) .
Prueba del Lema 3.11. Usando los mismos argumentos que en el lema 3.10, la prueba
del lema se sigue de
P
[
sup
φ∈B4
1
T
T∑
t=1
(
H i,lt−1 (β, r)−H i,lt−1
(
β0, r
))
> η
]
< ε,
para todo η > 0, ε > 0 y T suficientemente grande. De la definicio´n de H i,lt−1 (β, r) y
H i,lt−1 (β
0, r) ,
(
H i,lt−1 (β, r)−H i,lt−1
(
β0, r
))
=
(
h
(i)
t (β, r)− h(i)t
(
β0, r
))
h
(l)
t (β, r)+
+
(
h
(l)
t (β, r)− h(l)t
(
β0, r
))
h
(i)
t
(
β0, r
)
.
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Dado que para i = 3, 4, h
(i)
t (β, r) no depende de (β, r) , y dado que et (β, r) − εt =∑4
i=1 (βi − β0i )h(i)t (β, r) , el te´rmino de intere´s sera´
sup
φ∈B4
1
T
T∑
t=1
h
(i)
t−1
(
β0, r
) t∑
j=1
θ0j−1 [1 (|et−j (β, r)| < r)− 1 (|εt−j| < r)] εt−j,
para i = 1, ..., 4. La prueba se obtendra´ de la misma forma que en el lema 3.10 para i = 2,
teniendo en cuenta que en este caso el proceso esta multiplicado por h
(i)
t−1 (β
0, r) , que es
L2−NED de taman˜o ∞ y constante finita y la suma esta estandarizada por T y no T 1/2.
Por lo tanto, usando los lemas 3.10 y 3.11, tenemos que
QT
(
β̂, r
)
−QT
(
β0, r
)
=
4∑
i=1
4∑
l=1
T∑
t=1
(
β̂i − β0i
)
H i,lt−1
(
β0, r
) (
β̂l − β0l
)
+
+ 2
T∑
t=1
εt
4∑
i=1
(
β̂i − β0
)
h
(i)
t
(
β0, r
)
+ op (1)
con el op (1) uniforme en r. Finalmente, de forma paralela al caso observable, probaremos
que T−1
∑T
t=1H
i,l
t−1 (θ
0, r) converge uniformemente en r aH i,l (r) = E
(
h
(i)
t (θ
0, r)h
(l)
t (θ
0, r)
)
,
y que sT (r) = T
−1/2∑T
t=1 εtht (β
0, r) es tight en r para i = 1, ..., 4. Esto se establece en
los siguientes dos lemas.
Lema 3.12 Bajo los supuestos del Teorema 3.6
sup
r∈[r,r]
1
T
T∑
t=1
[
H i,lt−1
(
β0, r
)−H i,l (r)] = op (1) ,
con E
(
H i,lt−1 (β
0, r)
)
= H i,l (r) .
Prueba del Lema 3.12. La prueba se deriva directamente del lema 2.13 del Cap´ıtulo
2, dado que en este caso los procesos son ide´nticos con zt = εt, que cumple las condiciones
del lema.
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Lema 3.13 Bajo los supuestos del Teorema 3.6, el proceso sT (r) = T
−1/2∑T
t=1 εtht (β
0, r)
es tight.
Prueba del Lema 3.13. Como en el lema anterior, el proceso es igual al del lema 2.14
en el Cap´ıtulo 2, con zt = εt, que cumple las condiciones del lema, y por tanto este lema
sale de la aplicacio´n directa del lema 2.14.
Prueba del Teorema 3.6.Dados los resultados anteriores, se tiene que T 1/2
(
β̂ (r)− β0
)
=
H−1T (β
0, r) sT (r) + op (1) con el op (1) uniforme en r. De nuevo, los procesos H
−1
T (β
0, r) y
sT (r) cumplen las mismas propiedades que los definidos para el Teorema 2.6 en el Cap´ıtulo
2, por tanto, la prueba del Teorema 3.6 sigue los mismos pasos que la prueba del Teorema
2.6.
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Cap´ıtulo 4
Me´todo No Lineal de Descomposicio´n
en Transitorio y Permanente.
Resumen: Este cap´ıtulo propone una nueva descomposicio´n permanente-transitorio
no lineal, que comparte la ortogonalidad de componentes inobservados y el esp´ıritu de
Beveridge-Nelson. Esta descomposicio´n utiliza un nuevo esquema de identificacio´n, que se
deriva de los modelos ARTIMA, y basado en dos aspectos: (i) el efecto de la perturbacio´n
en el largo plazo (permanente o transitorio) y (ii) el taman˜o de la perturbacio´n (grande
o pequen˜a). Como vimos, a partir de los modelos ARTIMA es posible desarrollar una
estrategia de contraste para determinar si las perturbaciones grandes y pequen˜as tienen un
efecto diferente en el largo plazo, as´ı como si una de ellas es puramente transitoria, lo
cual permite contrastar la idoneidad de la descomposicio´n propuesta. Tambie´n se obtiene
la descomposicio´n de Beveridge-Nelson no lineal para los modelos ARTIMA, proba´ndose
que su comportamiento se encuentra entre el de la descomposicio´n lineal y la ortogonal
de componentes inobservados. El Cap´ıtulo presenta un nuevo contraste, de fa´cil aplicacio´n,
para la existencia de asimetr´ıas en la persistencia en funcio´n del taman˜o de la perturbacio´n.
Los resultados del cap´ıtulo se aplicara´n a un ı´ndice de precios, para medir la calidad del
mercado, y al PNB, para analizar si la persistencia de las perturbaciones es asime´trica.
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4.1. Introduccio´n
¿Cuales son las perturbaciones que gu´ıan la economı´a? ¿De donde procede la persis-
tencia presente en la mayor´ıa de las series temporales econo´micas? ¿Que proporcio´n de
la variacio´n de la produccio´n es debida a perturbaciones de la demanda o la oferta? To-
dos los intentos de responder estas preguntas pasan por la tarea crucial de identificar las
perturbaciones.
Tradicionalmente, esto se ha hecho mediante la descomposicio´n en los componentes per-
manentes y transitorios inobservados de la variable analizada (ver Watson, 1986). Algunos
ejemplos son: (1) La descomposicio´n de Beveridge y Nelson (1981), (B −N en adelante),
donde el componente permanente es un paseo aleatorio y existe una correlacio´n perfecta
entre las perturbaciones transitorias y permanentes, debido a que solo hay una perturba-
cio´n; (2) Los modelos de Componentes Inobservados (UC − 0) (ver Harvey, 1985, y Clark,
1987), donde el componente permanente se asume que es un paseo aleatorio pero las inno-
vaciones esta´n incorreladas con las del componente transitorio. Aqu´ı, es conveniente hacer
notar que no todos los modelos ARIMA pueden ser representados a trave´s de un modelo
UC − 0. Este problema se resuelve si eliminamos la restriccio´n de que ambos componentes
este´n incorrelados, o que el componente permanente sea un paseo aleatorio. En ambas si-
tuaciones tendr´ıamos un problema de identificacio´n extra, que en el caso de eliminacio´n de
la restriccio´n de paseo aleatorio en el componente permanente, es resuelto imponiendo una
condicio´n ad-hoc de suavidad en dicho componente ( ver la descomposicio´n “cano´nica” en
Pierce, 1979). Todas estas descomposiciones presentan dos problemas adicionales a estos
recogidos en Quah (1992), y que son: (i) en todo periodo t hay siempre una perturbacio´n
permanente, y (ii) ningu´n supuesto de los necesarios en la descomposicio´n permanente y
transitorio son contrastables. La aproximacio´n propuesta en este cap´ıtulo trata de resolver
la cuestio´n de la identificacio´n evitando estos problemas.
Nuestra proposicio´n esta basada en dos pilares. El primero, como fue mencionado ante-
4.1. INTRODUCCIO´N 221
riormente, en la aceptacio´n de la existencia de perturbaciones permanentes y transitorias, y
el segundo, que estas se comportan de forma diferente en el largo plazo dependiendo de sus
propias caracter´ısticas (signo, taman˜o, estado de la economı´a, etc.). La primera premisa,
como es bien sabido (ver Quah, 1992), no es suficiente para identificar las perturbaciones
permanentes y transitorias de una serie univariante. Este cap´ıtulo muestra que con nuestro
segundo supuesto, no solo la identificacio´n de las perturbaciones permanentes y transitorias
de una variable econo´mica simple es factible, si no que tambie´n se puede contrastar la vali-
dez del supuesto utilizado. Con la intencio´n de implementar nuestra proposicio´n usaremos
los modelos threshold introducidos en los cap´ıtulos anteriores, los modelos ARTIMA. Como
vimos, la variable threshold puede representar cualquier caracter´ıstica de la economı´a o las
perturbaciones (grandes o pequen˜as, positivas o negativas, expansio´n o recesio´n, etc.) en
la que estemos interesados. Este disen˜o threshold es capaz de capturar la posibilidad de
que diferentes caracter´ısticas de las perturbaciones generen diferentes efectos a largo plazo.
Como hemos visto, bajo determinadas condiciones, la caracter´ıstica asociada al re´gimen
threshold donde la media mo´vil presenta una ra´ız unitaria implica que la perturbacio´n
tendra´ un efecto puramente transitorio.
En este cap´ıtulo nos centraremos en el taman˜o de la perturbacio´n, como en el modelo
STOPBREAK de Engle y Smith (1999). Sin embargo, el ana´lisis que se lleva a cabo en este
cap´ıtulo es extensible a otros casos o caracter´ısticas tratadas en los cap´ıtulos anteriores.
La hipo´tesis que mantendremos a lo largo del Cap´ıtulo sera´ que las perturbaciones grandes
provocara´n efectos permanentes mientras que las pequen˜as producira´n solo efectos transi-
torios. Esta hipo´tesis se basa en el supuesto de que la probabilidad de que ciertas series
temporales reviertan a su media, despue´s de una perturbacio´n grande, es inferior al caso
de una perturbacio´n pequen˜a. Por ejemplo, en el mercado de activos, los inversores pueden
percibir que las perturbaciones grandes contienen informacio´n mientras que las perturba-
ciones pequen˜as son mero ruido. En macroeconomı´a, una cuestio´n no resuelta es la de si
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las fluctuaciones econo´micas se deben a la acumulacio´n de pequen˜as perturbaciones tran-
sitorias o por el contrario, provienen de perturbaciones de gran taman˜o infrecuentes. Un
aspecto importante de nuestra proposicio´n es la posibilidad de contrastar estas hipo´tesis
utilizadas.
La identificacio´n de las perturbaciones permanentes y transitorias a trave´s de los mo-
delos ARTIMA, nos permitira´ construir una nueva descomposicio´n permanente-transitorio
no lineal de la serie original. En esta nueva descomposicio´n, el componente permanen-
te estara´ formado so´lo por las perturbaciones permanentes, y el transitorio, so´lo por las
transitorias. Dadas las caracter´ısticas de los modelos ARTIMA, esto garantiza que ambos
componentes sean ortogonales. Tambie´n es posible obtener una descomposicio´n B −N no
lineal basada en el modelo ARTIMA, que como se probara´ a lo largo del cap´ıtulo, muestra
un comportamiento a medio camino entre la descomposicio´n de B−N lineal y la de UC−0.
El cap´ıtulo finaliza con dos aplicaciones del modelo ARTIMA-Shock-Size y su iden-
tificacio´n de las perturbaciones: primero, a los precios de los activos, donde siguiendo a
Hasbrouck (1993), consideramos el taman˜o del componente transitorio como una medida
de la calidad o eficiencia de los mercados de activos; y segundo al PNB, donde la mayor´ıa
de las investigaciones respecto del taman˜o de su componente permanente ha impuesto im-
pl´ıcitamente la simetr´ıa, y en los escasos casos en los que se permiten las asimetr´ıas, no se
ha alcanzado una conclusio´n definitiva (ver Elwood, 1998).
El resto del cap´ıtulo se estructura de la siguiente manera. En la siguiente seccio´n pre-
sentamos un nuevo estad´ıstico para el contraste de la hipo´tesis de efecto threshold. En la
Seccio´n 3 definimos dos nuevas descomposiciones permanente-transitorio que se comparan
con las descomposiciones lineales ya existentes. Las Secciones 4 y 5 presentan dos aplica-
ciones del modelo ARTIMA-Shock-Size, una, con el objetivo de medir la eficiencia de los
mercados de activos, y la otra, con el de analizar si la persistencia de las perturbaciones
en el PNB es asime´trica. Finalmente, la Seccio´n 7 presenta las conclusiones. La pruebas se
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encuentran en el Anexo al final del cap´ıtulo.
4.2. Contraste de Existencia de Asimetr´ıas
Como hemos visto, un aspecto importante del me´todo que se propone en este Cap´ıtulo
es la posibilidad de contrastar el supuesto de identificacio´n basado en el comportamiento
asime´trico de las perturbaciones. Tanto en el Cap´ıtulo 2 como en el 3, se presentan los
estad´ısticos necesarios para este contraste, en el Cap´ıtulo 2, para el caso observable, y en el
Cap´ıtulo 3, para el caso de la propia perturbacio´n. En concreto, la estrategia propuesta en
estos cap´ıtulos consistira´ en contrastar, en una primera etapa, la existencia de asimetr´ıas, y
en una segunda, cuando se acepte la existencia de asimetr´ıas, la existencia de perturbaciones
puramente transitorias. Los estad´ısticos para el primer contraste, propuestos en ambos
cap´ıtulos, se construyen desde la hipo´tesis alternativa, esto es, desde el modelo no lineal.
En esta seccio´n presentamos un nuevo estad´ıstico construido desde la hipo´tesis nula, y
por lo tanto acorde con los contrastes del multiplicador de Lagrange. En este sentido, el
contraste es similar al propuesto por Engle y Smith (1999) para el modelo STOPBREAK
o el propuesto por Bra¨nna¨s, De Gooijer y Tera¨svirta (1998). Este tipo de estad´ısticos
presentan la ventaja de que su ca´lculo es ma´s fa´cil, ya que el estad´ıstico se construye bajo
el modelo lineal, aunque su potencia suele ser inferior.
Para obtener el estad´ıstico bajo la hipo´tesis nula de linealidad, ajustaremos a yt, la serie
de intere´s, un modelo ARIMA(p,d,q),
Φp(L) (1− L)d yt = µ+Θq(L)εt, (4.1)
y usaremos los residuos, ε̂t, para construir la siguiente regresio´n auxiliar
ε̂t = α(r)ε̂t−11 (|ε̂t−1| > r) + ut. (4.2)
Bajo la hipo´tesis nula α sera´ igual a 0, y bajo la alternativa, α 6= 0. Esta hipo´tesis puede
ser contrastada a trave´s de un t-ratio esta´ndar en la ecuacio´n (4.2). El u´nico problema es
224
Cap´ıtulo 4. ME´TODO NO LINEAL DE DESCOMPOSICIO´N EN TRANSITORIO
Y PERMANENTE
que bajo la nula, r no estara´ identificado, por lo tanto, como se propuso en los Cap´ıtulos
2 y 3, procedemos como Davis (1977, 1987), definiendo el estad´ıstico como el supremo del
t-ratio sobre todos los valores de r ∈ [r, r]. La distribucio´n asinto´tica se presenta en el
siguiente Teorema, para el que es necesario el siguiente supuesto:
A.0 εt iid (0, σε) , con funcio´n de densidad 0 < f (εt) <∞ uniformemente continua para
∀εt, y ‖εt‖2γ <∞ con γ > 2,
y donde ⇒ implica convergencia uniforme en distribucio´n. Antes de enunciar el Teorema,
denotemos por λ̂ =
(
φ̂1, ..., φ̂p, θ̂1, ..., θ̂q
)
al estimador de Mı´nimos Cuadrados de λ0 =(
φ01, ..., φ
0
p, θ
0
1, ..., θ
0
q
)
en la ecuacio´n (4.1), entonces, bajo A.0 es fa´cil probar que,
T 1/2(λ̂i − λ0i ) = T 1/2
T∑
t=1
εtsi,t−1(λ0)H−1i,i (λ
0) + op(1), para i = 1, ..., p+ q,
tal que,
T 1/2(λ̂− λ0) d−→ N(−→0 ,Mλ).
Teorema 4.1 Sea tα(r) el t − ratio para el para´metro α(r) en la regresio´n auxiliar (4.2)
para un r dado. Bajo el supuesto A.0,
tα(r) ⇒ D(r) en [r, r],
con
D(r) ≡
[
D1 (r) +
p+q∑
i=1
VλiΣε (r)
] [
Σε (r)σ
2
ε
]−1/2
,
donde D1(r) es un proceso gaussiano continuo con funcio´n de covarianzas igual a
M1(r1, r2) = E
(
ε2t
)
E
(
ε2t−11 (|εt−1| < mı´n(r1, r2))
)
,
Vλi es una v.a normal con distribucio´n dada por la distribucio´n asinto´tica de T
1/2(λ̂i−λ0i ) y
Σε (r) = E (ε
2
t1 (|εt| < r)). Finalmente, Cov(D1 (r) , Vλi) = E (ε2t )E (εt−1si,t−1(λ0))H−1i,i (λ0).
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Por lo tanto, usando el Teorema del funcional continuo,
sup
r∈[r,r]
|tα(r)| d−→ sup
r∈[r,r]
D(r).
Esta distribucio´n asinto´tica suprD(r) dependera´ de para´metros ruidosos, con lo que
no sera´ posible su tabulacio´n. As´ı, para obtener el p − valor del contraste se propone un
me´todo Wild Bootstrap, que describimos a continuacio´n.
Denotemos ε̂t, Φ̂p(L), µ̂ y Θ̂q(L) a los estimadores de MCO de εt,Φp, µ y Θq(L) res-
pectivamente de la ecuacio´n (4.1). Entonces, para i = 1, . . . ,M ejecutamos los siguientes
pasos:
(i) generamos {ηit}Tt=1 como v.a iid N(0, 1);
(ii) obtenemos vit = η
i
tε̂t e y
i
t de Φ̂p(L) (1− L) yit = µ̂+ Θ̂q(L)vit;
(iii) estimamos por MCO {ε˜it}Tt=1 en la ecuacio´n (4.1) para {yit}Tt=1;
(iv) estimamos por MCO α˜i(r) en la ecuacio´n (4.2) para {ε˜it}Tt=1;
(v) calculamos supir |tα˜(r)|.
Por lo tanto, tomando la distribucio´n emp´ırica del supir |tα˜(r)| como una aproximacio´n
de la distribucio´n asinto´tica del supr |tα(r)|, rechazaremos la hipo´tesis nula al nivel ² si
sup
r
|tα(r)| > q²,
donde ² = P̂α˜
[
supir |tα˜(r)| > q²
]
, y P̂α˜ la distribucio´n emp´ırica de sup
i
r |tα˜(r)|.
Si la hipo´tesis nula de linealidad es rechazada, entonces procederemos a contrastar la
existencia de perturbaciones transitorias mediante la construccio´n del t-ratio de α4 = 1
en la ecuacio´n (3.2) y segu´n se propone en la Seccio´n 3.4.2 del Cap´ıtulo 3. De acuerdo al
Teorema 3.5, este estad´ıstico seguira´ una distribucio´n normal esta´ndar.
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Finalmente, el resultado del Teorema 4.1 es fa´cilmente extensible al resto de los casos
considerados en la Tesis. Para ello, supr |tα˜(r)| se obtendra´ de la siguiente ecuacio´n de
regresio´n auxiliar general:
ε̂t = α(r)ε̂t−11(zt−1 > r) + ut.
4.2.1. Comportamiento del contraste en muestras finitas
En esta seccio´n analizamos el comportamiento, en te´rminos de taman˜o y potencia, del
contraste propuesto en la seccio´n anterior. En el estudio del taman˜o consideraremos los
modelos ARIMA(0,1,1) generados en los ejercicios de simulacio´n de los Cap´ıtulos 3 y 4,
esto es:
(1− L)yt = εt − θεt−1
con θ =(-0.5,0,0.5). Para la potencia, generaremos los procesos ARTIMA-Shock-Size del
Cap´ıtulo 3,
(1− L)yt = εt − θ1εt−11(|εt−1| > r)− θ2εt−11(|εt−1| < r)
donde (θ1, θ2) = (0, 1) y r =(0.35,0.5,0.7,0.9,1.1,1.3,1.6,2.0). En ambos procesos, ARIMA
y ARTIMA, como en los estudios de simulacio´n anteriores, εt es iid N(0, 1), el taman˜o
seleccionado para el Monte Carlo es M = 400 y para el Wild Bootstrap B = 400, el
taman˜o muestral T =200 y los niveles de significacio´n α =0.05, 0.10.
En la Tabla 4.1 se recogen los resultados para el estudio del taman˜o, mientras que en
la Tabla 4.2 se recogen los resultados para la potencia.
Al igual que suced´ıa en el contraste de Wald propuesto en el Cap´ıtulo anterior, a medida
que aumenta r la potencia del contraste aumenta. Sin embargo, a partir de un valor de r,
( 1.3 en este caso) la potencia del contraste disminuye. La razo´n es obvia, a medida que r
se acerca a∞ ma´s cerca volvemos a estar de la hipo´tesis nula. Finalmente, comparado con
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Cuadro 4.1: Taman˜o del contraste lineal de existencia de threshold
α− level
θ 0.05 0.10
-0.5 0.055 0.090
0.0 0.055 0.125
0.5 0.065 0.125
Cuadro 4.2: Potencia del contraste lineal de existencia de threshold
r
α− level 0.35 0.5 0.7 0.9 1.1 1.3 1.6 2.0
0.05 0.145 0.275 0.485 0.565 0.570 0.530 0.515 0.435
0.10 0.205 0.370 0.625 0.705 0.720 0.765 0.690 0.625
E(εt) 0.269 0.377 0.511 0.626 0.724 0.802 0.886 0.950
V ar(εLt ) 0.010 0.030 0.078 0.151 0.248 0.361 0.534 0.735
V ar(εst) 1.032 1.013 0.965 0.892 0.794 0.682 0.509 0.308
εLt = εt1(|εt| > r) y εst = εt − εLt .
dicho contraste de Wald, el comportamiento en el taman˜o es muy similar, aunque respecto
a la potencia, y como cab´ıa esperar, su comportamiento es ligeramente inferior.
4.3. Descomposicio´n Permanente-Transitorio
Tanto por razones emp´ıricas como teo´ricas, frecuentemente es deseable descomponer
una serie temporal econo´mica en la suma de los componentes transitorios y permanentes
inobservados que generan la serie. La mayor parte de la literatura se ha centrado en la
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descomposicio´n de modelos lineales, ver Watson (1986) y ma´s recientemente Mortley et al.
(2001). Como estos autores ponen de manifiesto, esto impl´ıcitamente impone la restriccio´n
de que el componente transitorio (relacionado con el business cycle) es sime´trico, mientras
que recientes investigaciones sugieren lo contrario (ver por ejemplo, Neftci (1984), Hamilton
(1989) y Beadry y Koop (1993)). En esta seccio´n se proponen dos nuevas descomposiciones
permanente-transitorio ( P-T en adelante ) no lineales basadas en los modelos ARTIMA-
Shock-Size, aunque extensible a otros casos tratados en la Tesis y en los que un re´gimen
de media mo´vil no invertible es factible.
Primero presentamos una versio´n modificada de la definicio´n de descomposicio´n P-T
de Quah (1992).
Definition 4.2 Sea Y una secuencia integrada. Una descomposicio´n P-T para Y sera´ un
par de secuencias (Y P , Y T ) tal que:
i.) Y P es integrado e Y T es estacionario en covarianza;
ii.) Y P no posee ninguna perturbacio´n transitoria;
iii.) V ar(4Y P ) y V ar(4Y T ) son estrictamente positivas donde 4 = (1− L);
iv.) Yt = Y
P
t + Y
T
t .
Adema´s, si
v.) 4Y P esta´ incorrelado con Y T para todo retardo.
entonces diremos que la descomposicio´n P − T es ortogonal.
La nueva condicio´n ii) garantiza que el componente permanente esta formado so´lo por
perturbaciones permanentes. Merece la pena comentar que la descomposicio´n de Beve-
ridge y Nelson no satisface la condicio´n v), dado que sus perturbaciones permanentes y
transitorias esta´n perfectamente correladas.
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Dado el siguiente modelo ARTIMA-Shock-Size general, ,
Φ(L)(1− L)yt = µ+ (1− θ1L)εLt + (1− θ2L)εst , (4.3)
con θ2 = 1, la primera nueva descomposicio´n P − T no lineal propuesta es
yPt = µΦ(1)
−1 + yPt−1 + Φ(L)
−1(1− θ1L)εLt , (4.4)
yTt = Φ(L)
−1εst , (4.5)
donde el componente permanente esta´ formado so´lo por las perturbaciones permanentes
(εLt = εt1(|εt| > r)), y el componente transitorio, so´lo por perturbaciones transitorias
(εst = εt1(|εt| ≤ r)). Es obvio que esta descomposicio´n no lineal es una descomposicio´n
ortogonal de acuerdo a la definicio´n 4.2. Una caracter´ıstica importante de esta nueva des-
composicio´n P-T es que su existencia puede ser contrastada, contrastando que θ2 = 1.
Adema´s, esta´ permite una estructura dina´mica ma´s rica en el componente permanente que
la producida por el paseo aleatorio puro.
Hay situaciones donde la teor´ıa econo´mica sugiere que el componente permanente sea
un paseo aleatorio puro (ver la siguiente aplicacio´n a los precios de los activos). Para estos
casos proponemos aplicar la descomposicio´n de B-N directamente al modelo ARTIMA-
Shock-Size. El me´todo desarrollado por Beveridge y Nelson (1981) consiste en definir el
componente permanente como la prediccio´n de largo plazo de la serie original, o la parte que
se mantiene despue´s de que toda la dina´mica transitoria ha sido eliminada. Concretamente,
yt = y
P
t + y
T
t ,
yPt = l´ım
k→∞
[E (yt+k| yt, yt−1, ...)− kE (yt − yt−1)] ,
yTt = yt − yPt .
Para aplicar esta definicio´n al modelo ARTIMA-Shock-Size (4.3), primero lo reescribi-
mos como
(1− L)yt = µΦ(1)−1 + CL(L)εLt + Cs(L)εst ,
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donde CL(L) = Φ
−1(L)(1− θ1L) y Cs(L) = Φ−1(L)(1− θ2L).
Segundo, usamos los resultados algebraicos de Phillips y Solo (1992) por los cuales el
polinomio de retardos C(L) puede ser escrito como C(L) = C(1)+ (1−L)C˜(L). Entonces,
la correspondiente descomposicio´n B-N puede ser fa´cilmente obtenida como
yPt = µΦ(1)
−1 + yPt−1 + CL(1)ε
L
t + Cs(1)ε
s
t , (4.6)
yTt = C˜L(L)ε
L
t + C˜s(L)ε
s
t . (4.7)
Esta descomposicio´n constituye nuestra segunda propuesta de descomposicio´n no lineal.
Para el caso simple de ARTIMA(0,1,1,1),
yPt = µ+ y
P
t−1 + (1− θ1)εLt + (1− θ2)εst ,
yTt = −θ1εLt − θ2εst .
Cuando las perturbaciones pequen˜as sean transitorias (θ2 = 1) la descomposicio´n B−N
no l´ıneal es
yPt = µ+ y
P
t−1 + (1− θ1) εLt , (4.8)
yTt = −θ1εLt − εst . (4.9)
En este caso, y cuando θ1 = 0, ambas descomposiciones no lineales coincidira´n. Adema´s,
comparten la propiedad de que no en todo periodo t existe una perturbacio´n permanente.
En el caso de la descomposicio´n B − N no lineal, las perturbaciones de los componentes
permanente y transitorio no esta´n perfectamente correladas, de manera que esta descompo-
sicio´n de B−N no lineal elimina las dos principales desventajas de la descomposicio´n B-N
lineal (otros ejemplos de descomposicio´n B − N no lineal pueden encontrarse en Clarida
y Taylor, 2003). As´ı, la principal ventaja de esta descomposicio´n B-N no lineal, como el
siguiente Teorema prueba, no se deriva de su componente permanente sino del transitorio.
El siguiente Teorema establece la relacio´n entre las descomposiciones de B-N y UC − 0
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aplicadas a la representacio´n de Wold (1938) de un proceso ARTIMA-Shock-Size (0,1,1,1)
y la descomposicio´n no lineal de B −N ((4.8)-(4.9)).
Teorema 4.3 Sea yt un proceso ARTIMA-Shock-Size (0,1,1,1), entonces
V BN(∆yPt ) = V
ARTIMA(∆yPt ) = V
UC−0(∆yPt ),
V BN(yTt ) ≤ V ARTIMA(yTt ) ≤ V UC−0(yTt ),
donde V BN y V UC−0 son las varianzas de los componentes de la descomposicio´n de
B − N y UC − 0 aplicadas a la representacio´n de Wold de (1 − L)yt, y V ARTIMA es la
varianza de los componentes que forman la descomposicio´n no lineal de B−N de un proceso
ARTIMA-Shock-Size (0,1,1,1). La desigualdad estricta se alcanzara´ si 0 < |θ1| < 1.
Como es bien sabido, la varianza de las innovaciones del componente paseo aleatorio son
siempre las mismas (iguales a la altura de la densidad espectral de (1−L)yt en la frecuencia
cero), independientemente de la descomposicio´n utilizada. Sin embargo, la varianza del
componente transitorio de cada descomposicio´n es diferente. En particular, la varianza del
componente transitorio de la descomposicio´n B − N no lineal para los ARTIMA-Shock-
Size (0,1,1,1) estara´ entre las correspondientes varianzas de la descomposicio´n UC − 0 y
la B −N lineal de su representacio´n de Wold. Este hecho tiene importantes consecuencias
para las aplicaciones analizadas en las siguientes dos secciones.
En la Figura (4.1) se ilustra gra´ficamente las desigualdades del Teorema 4.3 para θ2 = 1
y diferentes valores de θ1 ∈ (0, 1) y σ
2
ε,L
σ2ε
.
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Figura 4.1:
Varianza del Componente Transitorio de las diferentes descomposiciones P-T de un
proceso ARTIMA-Shock-Size
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Nota: σ2ε,L = E(ε
21 (|ε| > r)) y σ2ε = E(ε2). θ2 = 1 y εt ≡ N(0, 1).
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4.4. Aplicacio´n a los Precios de Activos: Una medida
de la Calidad del Mercado de Activos
En esta seccio´n aplicamos los modelos ARTIMA-Shock-Size para medir las desviaciones
entre los precios de transaccio´n y el precio eficiente impl´ıcito, siguiendo la metodolog´ıa
desarrollada por Hasbrouck (1993). La medida de esta diferencia aparece en el ana´lisis
de los mercados financieros en dos importantes contextos. Primero, con el objetivo de
evaluar la actuacio´n de los brokers, y segundo, en el ana´lisis comparativo de las estructuras
reguladoras de los mercados. La aproximacio´n de Hasbrouck se basa en la descomposicio´n
del precio de transaccio´n, pt, en dos componentes, el precio eficiente, mt, y en el precio de
error, st, y en la medida del taman˜o relativo de st. Concretamente, Hasbrouck considera
el logaritmo del precio de transaccio´n observado en el periodo t, como la suma de dos
componentes:
pt = mt + st.
El elemento mt (precio eficiente) se asume que sigue un paseo aleatorio,
mt = mt−1 + εt,
y st (precio de error) es un proceso estacionario en covarianza y de media cero que se
modeliza como
st = βεt + ηt,
donde ηt esta´ incorrelado con εt. Dado que el componente permanente esta identificado con
el paseo aleatorio, la descomposicio´n P-T correcta dependera´ so´lo de los supuestos sobre
la estructura de autocorrelacio´n entre ambos componentes. Si las perturbaciones de ambos
componentes esta´n perfectamente correladas (ηt = 0), usaremos la descomposicio´n de B-N.
Si ambas perturbaciones esta´n incorreladas, (β = 0), se usara´ la descomposicio´n UC − 0.
Desafortunadamente, ninguna de las dos restricciones de identificacio´n es contrastable,
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y como se mostro´ en la anterior seccio´n, ambas implican una dispersio´n del precio de
error diferente. Adema´s, la teor´ıa econo´mica no argumenta de forma definitiva en favor de
ninguna de las dos restricciones de identificacio´n.
El modelo de bid-ask spread de Roll (1984) corresponde al caso β = 0 y ηt = ±(spread)/2.
Roll prueba que el bid-ask spread genera una autocorrelacio´n de primer orden diferente
de 0 en el incremento de los precios de transaccio´n, y esta autocorrelacio´n explica la exis-
tencia del precio de error. La restriccio´n de correlacio´n perfecta es un caso particular del
modelo de Glosten (1987). En este modelo, el spread se debe parcialmente a la informacio´n
asime´trica revelada en la transaccio´n. Sin informacio´n pu´blica, se obtiene β > 0 y ηt = 0.
Partiendo de estos dos modelos, desarrollamos un modelo ma´s completo, el cual ten-
dra´ en cuenta varias cuestiones no consideradas en ninguno de los dos casos anteriores.
Asumiremos la descripcio´n del mercado hecha por Glosten (1987), esto es, hay dos clases
de agentes, los informados y los no informados, con un market maker. El primer aspecto
a ser considerado es que cuando hay un coste de transaccio´n, no toda la nueva informa-
cio´n sera´ trasladada al precio de transaccio´n. Solo la nueva informacio´n que implique un
beneficio superior al coste de transaccio´n se trasladara´ al precio de transaccio´n. En otras
palabras, las innovaciones que dirigen el precio eficiente deben ser perturbaciones “gran-
des” en el precio de transaccio´n. El segundo aspecto es que las transacciones de los agentes
no informados no pueden generar grandes cambios ineficientes en el precio de transaccio´n,
dado que los agentes informados arbitrara´n la situacio´n. Esto implica que las innovacio-
nes del precio de error deben ser perturbaciones “pequen˜as” en el precio de transaccio´n.
Basados en estos dos aspectos y teniendo el modelo de Glosten como punto de partida
proponemos la siguiente especificacio´n para los precios
mt = mt−1 + (1− θ)1(|εt| > r)εt,
st = θ1(|εt| > r)εt + 1(|εt| ≤ r)εt.
El para´metro r recoge el coste de transaccio´n no relacionado con el problema de se-
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leccio´n adversa (Glosten), y solo las perturbaciones mayores que este coste afectara´n al
precio eficiente mt. Por otro lado, θ recogera´ el coste debido a seleccio´n adversa. De esta
especificacio´n se obtiene la siguiente representacio´n del precio de transaccio´n
(1− L)pt =
 εt − θεt−1 si |εt| > rεt − εt−1 si |εt| ≤ r. (4.10)
El modelo (4.10) es un ARTIMA-Shock-Size. En este punto merece la pena puntualizar
que aunque solo se observa una perturbacio´n, εt, en el modelo estructural hay dos tipos
de perturbaciones. Una relacionada con la nueva informacio´n, y por tanto, con el proceso
de precios eficientes, y la otra originada en los agentes no informados y que sera´, por
tanto, de naturaleza transitoria. Usando el razonamiento descrito anteriormente, estos dos
tipos de perturbaciones estructurales se trasladan al proceso de los precios de transaccio´n
en te´rminos de perturbaciones “grandes” y “pequen˜as”. A trave´s de los modelos ARTIMA
somos capaces de contrastar la existencia de dicho mecanismo de revelacio´n, y por lo tanto,
de estos dos tipos de perturbaciones estructurales.
La Figura 4.2 representa el logaritmo de la serie diaria del S&P500. La Tabla 4.3 mues-
tra la estimacio´n de Mı´nimos Cuadrados del modelo lineal ARIMA y no lineal ARTIMA-
Shock-Size ajustado a la serie diaria del S&P500. La estimacio´n del modelo ARTIMA-
Shock-Size fue obtenida nume´ricamente minimizando el cuadrado de los errores estimados
usando el procedimiento de optimizacio´n DBCPOL de FORTRAN. Los estimadores de los
para´metros de la media mo´vil en el modelo ARTIMA son claramente diferentes. Siguiendo
el procedimiento de contraste descrito en la Seccio´n 4.1, contrastamos en dos etapas la
validez de este modelo. En la primera, contrastamos la hipo´tesis de linealidad frente a la
alternativa de existencia de efecto threshold. Si rechazamos esta nula, en un segundo paso
contrastaremos la nula de existencia de ra´ız unitaria en el re´gimen de las perturbaciones
pequen˜as.
Para contrastar linealidad, ajustamos un modelo ARIMA(0,1,1) al logaritmo de la serie,
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Figura 4.2: Logaritmo del S&P500, 2 Enero 1998 - 29 Julio 2003
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Cuadro 4.3: Estimacio´n de Mı´nimos de Cuadrados de los modelos ARIMA(0,1,1) y ARTI-
MA(0,1,1,1) para los precios de los activos
Para´metros θ θ1 θ2 r σε AIC
ARIMA(0, 1, 1) 0.0176
(0.0267)
0.0136 -5.7521
ARTIMA(0,1,1,1) 0.0131
(0.0268)
0.9717
(0.3632)
0.0035 0.0135 -5.7564
Nota: Entre pare´ntesis se encuentran las desviaciones esta´ndar correspondientes.
construyendo la siguiente regresio´n auxiliar con los residuos estimados1
ε̂t = α0 + α1ε̂t−1 + α2ε̂t−11 (|ε̂t−1| < r) + ut,
y contrastamos la significatividad de α2(r). Dado que bajo la hipo´tesis nula el para´metro r
no esta identificado, el contraste propuesto es supr
∣∣tα2(r)∣∣, donde tα2(r) es el t− ratio para
la nula de α2(r) = 0. El resultado de este contraste se muestra en la Tabla 4.4.
La linealidad se rechaza al nivel de significacio´n del 10%, (p− valor =0.067). De la ta-
bla 4.3 la hipo´tesis de ra´ız unitaria en el re´gimen MA correspondiente a las perturbaciones
1Incluimos ε̂t−1 en la regresio´n auxiliar para detectar alguna posible asimetr´ıa en funcio´n del signo.
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Cuadro 4.4: Contraste de Linealidad vs Efecto Threshold por el Taman˜o de la Perturbacio´n
Regresio´n Auxiliar
ε̂t = α0 + α1ε̂t−1 + α2ε̂t−11 (|ε̂t−1| < r)
supr |tα2| p− value α̂0 (r) α̂1 (r) α̂2 (r) r
2.213 0.067 −0.000
(0.0003)
0.004
(0.0268)
−0.806
(0.3645)
0.0035
Nota: ε̂t son los residuos del modelo lineal de la nula. El p-valor
bootstrap es obtenido de 1000 replicaciones. En pare´ntesis las des-
viaciones esta´ndar correspondientes.
pequen˜as no puede ser rechazado a los niveles de significacio´n habituales. Con estos resul-
tados podemos concluir que los datos de S&P500 analizados no rechazan la modelizacio´n
ARTIMA-Shock-Size propuesta. Por lo tanto, para medir el taman˜o del componente precio
de error, st, obtenemos la descomposicio´n B-N no lineal del modelo ARTIMA estimado.
Para ello imponemos que θ2 = 1. Los resultados se muestran en la tabla 4.5. No´tese que
como la teor´ıa sugiere la contribucio´n del componente paseo aleatorio es pra´cticamente la
misma en todas las descomposiciones P-T, y el taman˜o del componente transitorio satisface
la desigualdad establecida en el Teorema 4.3.
Adema´s de esta medida de la calidad del mercado de activos, el modelo ARTIMA-
Shock-Size, provee informacio´n adicional. Por ejemplo, el valor estimado del para´metro
threshold r̂ =0.00283 (imponiendo θ2 = 1) implica que el coste de transaccio´n estimado es
0.283 por ciento del precio del activo. Este valor es muy similar al obtenido por Hasbrouck
(1993) para sus datos intradiarios. Tambie´n, el porcentaje de perturbaciones puramente
transitorias puede ser estimado, en este caso, en 23.65%. Los periodos donde estas pertur-
baciones ocurren pueden ser identificados en este contexto como periodos de informacio´n
no relevante.
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Cuadro 4.5: Descomposicio´n de la Varianza de las diferentes Descomposiciones P −T para
los Precios de los activos
B −N ARIMA(0,1,1) B −N ARTIMA(0,1,1,1) UC − 0 ARIMA(0,1,1)
σ∆mt × 102 1.338 1.370 1.339
σst × 102 0.024 0.074 0.176
Nota: pt = mt + st, con mt paseo aleatorio y st el componente transitorio. σ∆mt y σst son la desviacio´n
esta´ndar de ∆mt y st respectivamente.
4.5. Aplicacio´n al PNB: Persistencia Asime´trica de
las Perturbaciones a la Produccio´n
El objetivo de esta seccio´n es responder emp´ıricamente una importante cuestio´n res-
pecto a las fluctuaciones en la produccio´n: ¿Es la persistencia de las perturbaciones en la
produccio´n asime´trica?. Esta cuestio´n ha sido analizada por Beaudry y Koop (1993), Hess
e Iwata (1997) y Elwood (1998) entre otros. Todos estos autores tratan con las asimetr´ıas
producidas por el signo de la perturbacio´n, y no hay una conclusio´n evidente. Los prime-
ros autores dan una respuesta afirmativa respecto a la existencia de asimetr´ıas, mientras
que el resto contradice este resultado. Nosotros usaremos el modelo ARTIMA-Shock-Size
propuesto en la tesis para concluir que las perturbaciones con taman˜os diferentes tienen
diferente efecto a largo plazo en la produccio´n. Las perturbaciones pequen˜as sera´n transi-
torias, mientras que las grandes sera´n permanentes.
En esta seccio´n, indirectamente, tambie´n trataremos de contestar la pregunta de que´ ti-
po de perturbaciones es responsable de las fluctuaciones econo´micas. Esta cuestio´n ha sido
analizada en detalle por Blanchard y Quah (1989), Cochrane (1994), y muchos otros auto-
res. Cochrane (1994) pone de relieve dos aspectos fundamentales: (i) la identificacio´n de las
perturbaciones (ii) las perturbaciones endo´genas. Sobre el u´ltimo, se demandan nuevos mo-
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delos teo´ricos, probablemente no lineales, que sean capaces de explicar las fluctuaciones del
business cycle en te´rminos de perturbaciones endo´genas. Los modelos ARTIMA-Shock-Size
son candidatos ido´neos para tratar ambos aspectos simulta´neamente.
La Figura 4.3 muestra el logaritmo del PNB real de EEUU para el periodo 1947:01-
2003:03. Como en la aplicacio´n anterior, la estimacio´n del modelo ARTIMA-Shock-Size
fue obtenida nume´ricamente minimizando el cuadrado de los errores estimados usando el
procedimiento de optimizacio´n DBCPOL de FORTRAN. La Tabla 4.6 recoge los resultados
de dicha estimacio´n de Mı´nimos Cuadrados para diferentes modelos lineales ARIMA y no
lineales ARTIMA-Shock-Size en la serie del PNB. Siguiendo a Campbell y Mankiw (1987),
consideramos todos los modelos ARIMA con p y q menores que 3. Por cuestiones de espacio,
la tabla 4.6 solo presenta los resultados para los modelos ARIMA(1,1,0), ARIMA(0,1,1) y
ARIMA(1,1,1). Para el modelo ARTIMA-Shock-Size, el proceso de estimacio´n seguido es
el descrito en la Seccio´n 3.3. El modelo ajustado a la serie es el siguiente ARTIMA(1,1,1,1),
(1− φL) (1− L) yt = µ+ (1− θ1L) εLt + (1− θ2L) εst .
Figura 4.3: Logaritmo del PNB Real, 1947:01-2003:03
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La Tabla 4.6 muestra que todos los modelos lineales ajustan la serie de forma similar.
Siguiendo el criterio AIC el mejor modelo lineal sera´ un ARIMA(1,1,0), sin embargo, para
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Cuadro 4.6: Estimacio´n de Mı´nimos Cuadrados de los Modelos ARIMA y ARTIMA para
PNB Real
Para´metros ARIMA(1,1,0) ARIMA(0,1,1) ARIMA(1,1,1) ARTIMA(1,1,1,1)
φ 0.335
(0.062)
0.453
(0.171)
0.647
(0.182)
θ −0.260
(0.064)
0.131
(0.191)
θ1 0.320
(0.196)
θ2 1.210
(0.396)
r × 102 0.477
σε × 102 0.956 0.969 0.950 0.941
AIC -6.452 -6.424 -6.447 -6.475
Nota: Entre pare´ntesis la desviacio´n esta´ndar correspondiente. Los resultados de la columna ARTI-
MA(1,1,1,1) corresponden a la estimacio´n de la segunda etapa.
eliminar cierta correlacio´n en los residuos, seleccionaremos el modelo ARIMA(1,1,1) para
el contraste de linealidad. La estrategia de este contraste fue descrita en la Seccio´n 4.2 y
usada en la aplicacio´n anterior. Para contrastar la nula de linealidad usamos la siguiente
regresio´n auxiliar con los residuos del modelo lineal ARIMA (1,1,1)
ε̂t = α0 + α1ε̂t−1 + α2ε̂t−11 (|ε̂t−1| < r) + ut.
En esta regresio´n contrastaremos la significatividad de α2(r) con el supr
∣∣tα2(r)∣∣, donde
tα2(r) es el t− ratio para la nula de α2(r) = 0. Los resultados se muestran en la Tabla 4.7.
Claramente la nula de linealidad es rechazada ya que el p − valor es inferior a 0.05. Esto
implica que el taman˜o de la perturbacio´n es capaz de generar asimetr´ıas en su persistencia
en el PNB.
Con la intencio´n de contrastar si las perturbaciones pequen˜as son transitorias o no,
contrastamos que θ2 = 1. Del Teorema 3.5, el contraste se obtiene directamente a trave´s
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Cuadro 4.7: Contraste de Linealidad vs Efecto Threshold por el Taman˜o de la Perturbacio´n
Regresio´n Auxiliar
ε̂t = α0 + α1ε̂t−1 + α2ε̂t−11 (|ε̂t−1| < r)
supr |tα2| p− valor α̂0 (r) α̂1 (r) α̂2 (r) r
2.362 0.045 0,000
(0,0006)
0,021
(0,0676)
−0,789
(0,3363)
0.004
Nota: ε̂t son los residuos bajo el modelo lineal. El p-valor bootstrap
se obtiene de 1000 replicaciones. Entre pare´ntesis las desviaciones
esta´ndar correspondientes.
de la u´ltima columna de la Tabla 4.6, concluyendo que la nula de ra´ız unitaria en este
re´gimen de la MA no puede ser rechazada. Por lo tanto, los datos del PNB considerados no
rechazan que la perturbaciones grandes son permanentes mientras que las pequen˜as sera´n
transitorias.
Imponiendo θ2 = 1, calculamos la descomposicio´n P-T ((4.4)-(4.5)) propuesta en la
Seccio´n 4.3. E´sta es
(1− L) yPt = µ+
(1− θ1L)
(1− φL) ε
L
t ,
yTt =
1
(1− φL)ε
s
t ,
donde εst corresponde a las perturbaciones menores que r̂ = 0.0046. Esto implica que las
perturbaciones menores que σε/2, aproximadamente, sera´n transitorias. Estas representan
el 50.7% de las perturbaciones en el PNB (el 49.3% de ellas sera´n permanentes).
Las Figuras 4.4, 4.5, y 4.6 representan gra´ficamente las descomposiciones P-T discutidas
en la Seccio´n 4.3, junto con los puntos de referencia para el business cycle del NBER.
Nume´ricamente esta comparacio´n se resume en la Tabla 4.8. Ambas descomposiciones,
lineal y no lineal, de B-N producen resultados muy similares (las diferencias pueden deberse
a cuestiones de estimacio´n). Sin embargo, la descomposicio´n no lineal P-T ortogonal es
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claramente diferente. En primer lugar, el componente transitorio es menos vola´til, y en
segundo lugar, el componente permanente evoluciona de forma ma´s suave.
Para finalizar, merece la pena comentar el nexo entre la perturbaciones grandes en el
modelo ARTIMA (1,1,1,1) y los puntos de referencia del NBER para las crisis. En la Figura
4.7 se puede ver que los “picos” y “valles” del business cycles se encuentran relacionados con
perturbaciones grandes de signo opuesto. Las situaciones en las que la produccio´n abandona
la crisis suelen ir acompan˜adas de perturbaciones grandes positivas, los contrario ocurre
cuando se abandona una e´poca de crecimiento.
Figura 4.4: Descomposicio´n B-N del PNB Real basada en el Modelo ARIMA(1,1,1)
1947Q1 1956Q4 1966Q4 1976Q4 1986Q4 1996Q4 2003Q4
7.35
8.31
9.26
B-N Permanent Component of GNP and NBER Reference Points, 1947:01-2003:03
1947Q1 1956Q4 1966Q4 1976Q4 1986Q4 1996Q4 2003Q4
-0.02
-0.01
0
0.01
0.02
B-N Transitory Component of GNP and NBER Reference Points, 1947:01-2003:03
4.5. APLICACIO´N AL PNB: PERSISTENCIA ASIME´TRICA DE LAS PERTURBACIONES
A LA PRODUCCIO´N 243
Figura 4.5: Descomposicio´n B-N del PNB Real basada en el Modelo ARTIMA(1,1,1,1)
Non-Linear Permanent Component of GNP and NBER Reference Points, 1947:01-2003:03
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Figura 4.6: Descomposicio´n Ortogonal del PNB Real basada en el Modelo ARTI-
MA(1,1,1,1)
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Cuadro 4.8: Varianza de las Diferentes descomposiciones P-T para el PNB Real
σ2
∆yPt
× 103 σ2
yTt
× 103
B-N ARIMA(1,1,1) 0.2288 0.0398
B-N ARTIMA(1,1,1,1) 0.1825 0.0229
Ortogonal ARTIMA(1,1,1,1) 0.0982 0.0032
Nota: yt = yPt + y
T
t . En la descomposicio´n B − N yPt es un
paseo aleatorio. En la descomposicio´n ortogonal ARTIMA yPt
esta formada solo por las perturbaciones permanentes, esto es
E(∆yPt , yTt ) = 0 (ver (4.4) y (4.5)). σ2∆yPt y σ
2
yTt
son las varianzas
de ∆yPt y y
T
t respectivamente.
Figura 4.7: Perturbaciones Grandes y Puntos de Referencia del NBER, 1947:01-2003:03
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4.6. Conclusio´n
En este cap´ıtulo se lleva a cabo una aplicacio´n, referente a la descomposicio´n de una
serie, de la capacidad de los modelos ARTIMA para identificar las perturbaciones de un
sistema dina´mico. Esta identificacio´n se basa en el comportamiento a largo plazo de la
perturbacio´n (permanente o transitoria) y en su taman˜o (grande o pequen˜a). Lo u´ltimo es
un caso especial ma´s que una necesidad, ya que como hemos visto en el Cap´ıtulo 2, podr´ıa
considerarse la caracter´ıstica de cualquier otra variable de intere´s. Los modelos ARTIMA
presentan un marco adecuado para contrastar si una perturbacio´n con una caracter´ıstica
determinada (en este Cap´ıtulo su taman˜o) tiene un efecto permanente o transitorio en la
serie. Una vez que las perturbaciones son identificadas se construyen dos nuevas descompo-
siciones permanente-transitorio no lineales, que son comparadas con las descomposiciones
permanente-transitorio lineales esta´ndar B −N y UC − 0 habituales en la literatura.
El cap´ıtulo considera dos aplicaciones. La primera estudia la calidad de los mercados
de activos midiendo la importancia del componente transitorio (precio de error) de la
serie de precios de activos. Esto se desarrolla siguiendo la propuesta de Hasbrouck (1993)
y de acuerdo a una de las nuevas descomposiciones P-T no lineales presentadas en este
cap´ıtulo. La segunda aplicacio´n se realiza para el PNB y trata de contestar a la pregunta
de si la persistencia de las perturbaciones a la produccio´n es asime´trica o no. Elwood (1998)
responde negativamente considerando como efecto diferenciador el signo de la perturbacio´n,
mientras que nuestra respuesta es claramente afirmativa cuando se considera el taman˜o
como la causa de la asimetr´ıa.
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4.8. Anexo
Prueba del Teorema 4.1
Por razones de simplicidad y sin perdida de generalidad, este Teorema sera´ probado
para el caso µ = 0, p = 1 y q = 1. Parte de la prueba hara´ uso de los resultados de Bai
(1994).
Escribamos el proceso ARMA(1,1), representacio´n de xt = (1 − L)yt, como εt =
xt − ρ0xt−1 − θ0εt−1 y los residuos correspondientes como ε̂t = xt − ρ̂xt−1 − θ̂ε̂t−1, donde(
ρ̂, θ̂
)
son los estimadores LS de los para´metros (ρ0, θ0). Estos estimadores satisfacen que
T−1/2 (ρ̂− ρ0) y T−1/2
(
θ̂ − θ0
)
son Op(1).
Substrayendo los errores de los residuos, sustituyendo y haciendo uso de ε̂0 = 0, obte-
nemos que
ε̂t − εt = (−1)t−1 θ̂tε0 − (ρ̂− ρ0)
t−1∑
j=0
(−1)j θ̂jxt−1−j −
(
θ̂ − θ0
) t−1∑
j=0
(−1)j θ̂jεt−1−j. (4.11)
Denotamos φˆ =
(
θ̂,
√
T (ρ̂− ρ0) ,
√
T
(
θ̂ − θ0
))
y φ = (u, v, w) ∈ R3. Definimos
Λφt = u
tε0 + T
−1/2
(
v
t−1∑
j=0
ujxt−1−j + w
t−1∑
j=0
ujεt−1−j
)
= utε0 + T
−1/2ξφt. (4.12)
De (4.2) y la definicio´n de tα(r)
tα(r) =
α̂(r)
σ̂α̂
= T−1/2
T∑
t=2
ε̂tε̂
s
t−1 (r)
[
T−1
T∑
t=2
(
ε̂st−1 (r)
)2
T−1
T∑
t=1
û2t (r)
]−1/2
, (4.13)
donde ε̂st (r) = ε̂t1 (|ε̂t| < r) y ût (r) = ε̂t − α̂ (r) ε̂st−1 (r).
La prueba consiste ba´sicamente en descomponer cada te´rmino de (4.13) en distintas
partes, y estudiar el comportamiento asinto´tico de cada una de esas partes. Para la primera
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parte, T−1/2
∑T
t=2 ε̂tε̂
s
t−1 (r), se prueba que,
T−1/2
T∑
t=2
ε̂tε̂
s
t−1 (r) = X1,T (r) +X2,T (r) + op (1) ,
donde
X1,T (r)
d→ D1 (r) ,
X2,T (r)
d→ D2 (r) ,
uniformemente en r, con D1 (r) y D2 (r) distribuciones no degeneradas. Para la otra parte
en (4.13), se prueba que,
T−1
T∑
t=2
(
ε̂st−1 (r)
)2
T−1
T∑
t=1
û2t (r) = X3,T (r) + op (1) ,
donde
X3,T (r)
p→ Σ (r) ,
uniformemente en r.
Comenzamos con T−1/2
∑T
t=2 ε̂tε̂
s
t−1 (r) , probaremos que es tight y que para todo r ∈
[r, r] converge a una distribucio´n no degenerada. Definimos
Υx,t
(
θ̂
)
=
t−1∑
j=0
(−1)j θ̂jxt−1−j,
Υε,t
(
θ̂
)
=
t−1∑
j=0
(−1)j θ̂jεt−1−j.
De (4.11), T−1/2
∑T
t=2 ε̂tε̂
s
t−1 (r) se puede escribir como
T−1/2
T∑
t=1
ε̂tε̂
s
t−1 (r) = T
−1/2
T∑
t=1
εtεt−11 (|ε̂t−1| < r)−(ρ̂− ρ0)
T 1/2
T∑
t=1
εtΥx,t−1
(
θ̂
)
1 (|ε̂t−1| < r)
+(θ̂−θ0)T−1/2
T∑
t=1
εtΥε,t−1
(
θ̂
)
1 (|ε̂t−1| < r)+(ρ̂− ρ0)T−1/2
T∑
t=1
εt−1Υx,t
(
θ̂
)
1 (|ε̂t−1| < r)
+ (θ̂ − θ0)T−1/2
T∑
t=1
εt−1Υε,t
(
θ̂
)
1 (|ε̂t−1| < r) +R1,t
(
ρ̂, θ̂, r
)
. (4.14)
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Dado que
E
[
sup
u
Υ2x,t (u)
]
≤ KΥx <∞,
E
[
sup
u
Υ2ε,t (u)
]
≤ KΥε <∞,
es directo probar que
sup
r
R1,t
(
ρ̂, θ̂, r
)
= op (1) .
El primer te´rmino de (4.14) puede ser escrito como
T−1/2
T∑
t=1
εtεt−11 (|ε̂t−1| < r) = T−1/2
T∑
t=1
εtεt−11 (|εt−1| < r) (4.15)
+ T−1/2
T∑
t=1
εtεt−1 (1 (|ε̂t−1| < r)− 1 (|εt−1| < r)) .
Usando el Lema 3.1 de Koul y Stute (1999), se puede probar que el proceso emp´ırico
T−1/2
∑T
t=1 εtεt−11 (|εt−1| < r) es tight y,
T−1/2
T∑
t=1
εtεt−11 (|εt−1| < r) d−→ D1 (r) .
donde D1(r) es un proceso gaussiano con funcio´n de covarianzas dado por
M1(r1, r2) = E
(
ε2t
)
E
(
ε2t−11 (r1 < |εt−1| < r2)
)
para r2 > r1.
Para el u´ltimo te´rmino de (4.15) necesitamos probar que
sup
r
T−1/2
T∑
t=1
εtεt−1 (1 (|ε̂t−1| < r)− 1 (|εt−1| < r)) = op (1) .
Dado que εtεt−1 = ε+t ε
+
t−1 + ε
+
t ε
−
t−1 + ε
−
t ε
+
t−1 + ε
−
t ε
−
t−1, donde ε
+
t = εt1 (εt > 0) y ε
−
t =
εt1 (εt < 0), sera´ suficiente con probar que
sup
r
∣∣∣∣∣T−1/2
T∑
t=1
ε+t ε
+
t−1 (1 (ε̂t−1 < r)− 1 (εt−1 < r))
∣∣∣∣∣ = op (1) . (4.16)
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Para ello, usaremos la prueba del Teorema 1 en Bai (1994). Definimos
z (r) = E
∣∣ε+t ∣∣E [∣∣ε+t−11 (εt−1 < r)∣∣] ,
con z (−∞) = 0 y z (∞) = Kz <∞. Entonces, usando (4.11) y (4.12)
T−1/2
T∑
t=1
ε+t ε
+
t−1 (1 (ε̂t−1 < r)− 1 (εt−1 < r)) =
T−1/2
T∑
t=1
ε+t ε
+
t−1
(
1
(
εt−1 < r + Λφ̂t−1
)
− 1 (εt−1 < r)
)
= K̂T (r)−KT (r) .
Para estudiar este proceso, K̂T (r) − KT (r) , sera´ suficiente con estudiar el proceso
auxiliar,
GT (x, φ) = T
−1/2
T∑
t=1
ε+t ε
+
t−1 (1 (εt−1 < r + Λφt−1)− 1 (εt−1 < r)) .
La expresio´n (4.16) se obtiene del siguiente resultado
sup
φ∈Db
sup
r
|GT (x, φ)| = op (1) para todo b > 0, (4.17)
donde Db =
[−θ, θ]× [b, b]2 con 0 < θ < 1 y b > 0. Definimos
ZT (r, φ) = T
−1/2
T∑
t=1
(
ε+t ε
+
t−11 (εt−1 < r + Λφt−1)−z (r + Λφt−1)− ε+t ε+t−11 (εt−1 < r) +z (r)
)
,
ΠT (r, φ) = T
−1/2
T∑
t=1
z (r + Λφt−1)−z (r) .
Por lo tanto, |GT (x, φ)| ≤ |ZT (r, φ)| + |ΠT (r, φ)| . Para probar el resultado (4.17),
sera´ suficiente probar las siguientes dos proposiciones.
Proposicio´n 4.4 Bajo el supuesto A.0, se tiene
sup
φ∈Db
sup
r
|ZT (r, φ)| = op (1) para todo b > 0.
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Proposicio´n 4.5 Bajo el supuesto A.0, se tiene
sup
φ∈Db
sup
r
|ΠT (r, φ)| = op (1) para todo b > 0.
La prueba de ambas proposiciones sigue los mismos pasos que en Bai (1994) y por lo
tanto e´sta no se desarrollara´ en detalle, centra´ndonos u´nicamente en los aspectos relevantes.
No´tese que ε+t ε
+
t−11 (εt−1 < r + Λφt−1) y z(r) mantienen la propiedad de funcio´n creciente
mono´tona en r de la funcio´n indicador de Bai.
Prueba de la Proposicio´n 4.4. Define ηt−1 = C
∑t−1
j=1 τ
j (|xt−j−1|+ |εt−j−1|) para
algu´n C > 0 y τ ∈ (0, 1) , y para todo λ ∈ R,
Z˜T (r, φ, λ) = T
−1/2
T∑
t=1
(
ε+t ε
+
t−11 (εt−1 < r + Γt−1 (φ, λ))−z (r + Γt−1 (φ, λ))
)
−T−1/2
T∑
t=1
(
ε+t ε
+
t−11 (εt−1 < r) +z (r)
)
,
donde Γt (φ, λ) = u
tε0+λtθ
T−1 |ε0|+T−1/2ξφt+λT−1/2ηt. No´tese que Z˜T (r, φ, 0) = ZT (r, φ).
Usando que Db es compacto, este conjunto puede ser particionado en un nu´mero finito
de subconjuntos tal que el dia´metro de cada subconjunto sea menor que ζ. Denote este
subconjunto por 41,42, ...4m(ζ). Fijando k y considerando 4k y φk = (uk, vk, wk) ∈ 4k.
Procediendo como en Bai (1994), elegimos C suficientemente grande y τ ∈ (0, 1) tal que
|Λφkt − Λφt| ≤ ζtθ
T−1 |ε0|+ ζT−1/2ηt para todo φ ∈ 4k.
Con esta desigualdad y la monotoneidad de las funciones de ZT (r, φ), se puede probar
que
ZT (r, φ) ≤ Z˜T (r, φk, ζ) + T−1/2
T∑
t=1
z (r + Γt−1 (φk, ζ))−z (r + Λφt−1) ,
para todo φ ∈ 4k, y la igualdad inversa con ζ sustituida por −ζ. Ahora sera´ necesario el
siguiente lema, el cual se prueba en Bai (1994).
Lema 4.1 Bajo el supuesto A.0, para todo φ = (u, v, w) ∈ Db y todo λ ∈ R dado, tenemos
que
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(a) T−1/2
∑T
t=1
(
|utε0|+ tθt−1 |λε0|
)
= op (1) ,
(b) T−1/2ma´x1≤t≤T (|ξφt|+ |ληt|) = op (1) ,
(c) T−1
∑T
t=1 (|ξφt|+ |ληt|) = Op (1) .
Usando este lema y la siguiente desigualdad
T−1/2
∣∣∣∣∣
T∑
t=1
z (r + Γt−1 (φk, ζ))−z (r + Λφt−1)
∣∣∣∣∣ ≤ 2ζf ∗eT 1/2
T∑
t=1
(
(t− 1)θt−2 |ε0|+ ηt−1
T 1/2
)
= ζOp (1) ,
donde f ∗e = ma´xe ef (e) < Kfe <∞, es directo probar que
sup
φ∈Db
sup
r
T−1/2
∣∣∣∣∣
T∑
t=1
z (r + Γt−1 (φk, ζ))−z (r + Λφt−1)
∣∣∣∣∣ = ζOp (1) .
El Op (1) es uniforme en r y φ. Por lo tanto,
sup
φ∈Db
sup
r
|ZT (r, φ)| ≤ ma´x
k≤m(ζ)
sup
r
∣∣∣Z˜T (r, φk, ζ)∣∣∣+ ma´x
k≤m(ζ)
sup
r
∣∣∣Z˜T (r, φk,−ζ)∣∣∣+ ζOp (1) .
Entonces, ζOp (1) puede ser tan pequen˜o como queramos en probabilidad. La proposi-
cio´n 4.4 se obtiene si los dos primeros te´rminos son op (1) . Esto sera´ cierto si
sup
r
∣∣∣Z˜T (r, φ, ζ)∣∣∣ = op (1) para todo φ, ζ. (4.18)
Para ello sera´ necesario el siguiente lema.
Lema 4.2 Para todo ` ∈ (0, 1/2) , todo φ = (u, v, w) ∈ Db y todo λ ∈ R,
sup
(r1,r2)∈BT,`
T−1/2
T∑
t=1
|z (r2 + Γt (φ, λ))−z (r1 + Γt (φ, λ))| = op (1) ,
donde BT,` =
{
(r1, r2} ∈ R×R; |z (r1)−z (r2)| ≤ Kz,1T−1/2−`
}
para algu´n Kz,1 <∞.
Dada la continuidad uniforme de z(r) y que es acotada, la prueba de este lema es
ana´loga a la del lema 2 de Bai (1994).
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Ahora dividimos la recta real en N(T ) =
[
T−1/2−`
]
+ 1 partes, con ` ∈ (0, 1/2) , por
los puntos 0 = r0 < r1 < ... < rN(T ) = ∞ con z (ri) = iN (T )−1Kz,1. Ademas con
rk < r < rk+1, dado ε
+
t ε
+
t−11 (εt−1 < r) y z (r) son no decrecientes, tenemos que
∣∣∣Z˜T (r, φ, ζ)∣∣∣ ≤ ∣∣∣Z˜T (rk+1, φ, ζ)∣∣∣+ T−1/2 T∑
t=1
[z (rk + Γt−1)−z (r + Γt−1)]
+ T−1/2
T∑
t=1
[
ε+t ε
+
t−11 (εt−1 < rk+1)−z (rk+1)− ε+t ε+t−11 (εt−1 < r) +z (r)
]
,
y la igualdad inversa con rk+1 sustituida por rk. Por lo tanto,
sup
r
∣∣∣Z˜T (r, φ, ζ)∣∣∣ ≤ ma´x
k
∣∣∣Z˜T (rk, φ, ζ)∣∣∣
+ma´x
k
T−1/2
∣∣∣∣∣
T∑
t=1
z (rk+1 + Γt−1)−z (rk + Γt−1)
∣∣∣∣∣ (4.19)
+ sup
|g−g′|≤KzN(T )−1
T−1/2
T∑
t=1
(
ε+t ε
+
t−11
(
εt−1 < z−1 (g)
)− g − ε+t ε+t−11 (εt−1 < z−1 (g′))+ g′) .
(4.20)
Para la expresio´n (4.20), es necesario probar que T−1/2
∑T
t=1
(
ε+t ε
+
t−11 (εt−1 < z−1 (g))− g
)
es tight. Este proceso puede ser escrito como
T−1/2
T∑
t=1
(
ε+t ε
+
t−11
(
εt−1 < F−1 (g)
)− g) = T−1/2 T∑
t=1
(
ε+t − E
(
ε+t
))
ε+t−1
[
1
(
εt−1 < z−1 (g)
)]
+E
(
ε+t
)
T−1/2
T∑
t=1
[
ε+t−11
(
εt−1 < z−1 (g)
)− g/E (ε+t )] .
La tightness de ambos procesos puede probarse usando el lema 3.1 de Koul y Stute
(1999), y por lo tanto, se omite. El op (1) de la expresio´n (4.20) se sigue de la tightness del
proceso y del hecho que Kz,1N (T )
−1 = op (1). El op (1) de la expresio´n (4.19) se sigue del
lema 4.2.
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Finalmente, Z˜T (r, φk, ζ) puede ser expresado como,
Z˜T (r, φk, ζ) = T
−1/2
T∑
t=1
[(
ε+t − E
(
ε+t
)) (
ε+t−11 (εt−1 < r + Γt−1)− ε+t−11 (εt−1 < r)
)]
+ T−1/2E
(
ε+t
) T∑
t=1
[
ε+t−11 (εt−1 < r + Γt−1)−G (r + Γt−1)− ε+t−11 (εt−1 < r) +−G (r)
]
,
con Γt−1 = Γt−1 (φ, ζ) y G (r) = E
[
ε+t−11 (εt−1 < r)
]
. Entonces, los procesos de ambas
sumas son secuencias de martingalas, y podemos aplicar Bai (1994) para obtener que
ma´x
k
∣∣∣Z˜T (rk, φ, δ)∣∣∣ = op(1)
Prueba de la Proposicio´n 4.5. Esta prueba es ana´loga a la de la proposicio´n 2 de
Bai, y por tanto se omite.
Con esto, se prueba el resultado de (4.16). Extendiendo este resultado al resto de
te´rminos, se prueba que
sup
r
T−1/2
T∑
t=1
εtεt−1 (1 (|ε̂t−1| < r)− 1 (|εt−1| < r)) = op (1) .
Por lo tanto, volviendo a la expresio´n (4.15), hemos probado que
T−1/2
T∑
t=1
εtεt−11 (|ε̂t−1| < r) d−→ D1 (r) + op (1) ,
donde el op (1) es uniforme en r.
Ahora, para el resto de te´rminos en (4.14), de forma similar se puede probar que
T−1
T∑
t=1
εtΥx,t−1(θ̂)1(|ε̂t−1| < r) = op(1)
T−1
T∑
t=1
εtΥε,t−1(θ̂)1(|ε̂t−1| < r) = op(1)
T−1
T∑
t=1
εt−1Υx,t(θ̂)1(|ε̂t−1| < r) = T−1
T∑
t=1
ε2t−11(|εt−1| < r) + op(1)
T−1
T∑
t=1
εt−1Υε,t(θ̂)1(|ε̂t−1| < r) = T−1
T∑
t=1
ε2t−11(|εt−1| < r) + op(1),
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donde el op(1) es uniforme en r. Ahora, dado que T
1/2[(θ̂− θ0), (ρ̂−ρ0)] converge a (Vθ, Vρ)
las cuales son distribuciones normales multivariantes de media 0 y matriz de varianzas y
covarianzas Mθ,ρ, es directo probar, usando los resultados anteriores y Slutsky, que
T−1/2
T∑
t=1
ε̂tε̂
s
t−1 (r)
d−→ D1 (r) + (Vθ + Vρ)Ms(r), (4.21)
con Σε = E
(
ε2t−11(|εt−1| < r)
)
, Cov(D1 (r) , Vφ) = E (ε
2
t )E (εt−1s1,t−1(λ
0))H−11,1 (λ
0) y
Cov(D1 (r) , Vθ) = E (ε
2
t )E (εt−1s2,t−1(λ
0))H−12,2 (λ
0).
Finalmente, es necesario probar que
T−1
T∑
t=1
(
ε̂st−1 (r)
)2 p−→ Σε (r) , (4.22)
T−1
T∑
t=1
û2t (r)
p−→ σ2ε , , (4.23)
uniformemente en r ∈ [r, r] con 0 < Σε (r) <∞ y 0 < Σu (r) <∞.
Las pruebas de (4.22) y (4.23) son tediosas y similares a las pruebas anteriores. Por lo
tanto, solo presentaremos su esquema. Para (4.22), no´tese que (ε̂st (r))
2 puede ser escrito
como
(ε̂st (r))
2 = [εt + (εt − ε̂t)]2 1 (|ε̂t| < r)
= ε2t1 (|εt| < r) + ε2t [1 (|ε̂t| < r)− 1 (|εt| < r)] +
(εt − ε̂t)2 1 (|ε̂t| < r) + 2εt (εt − ε̂t) 1 (|ε̂t| < r) .
Sobre el primer te´rmino, T−1
∑T
t=1 ε
2
t1 (|εt| < r) , dado el supuesto A.0, es directo pro-
bar,
T−1
T∑
t=1
ε2t1 (|εt| < r) p−→ Σε (r) ,
uniformemente en r ∈ [r, r] con 0 < Σε (r) < ∞. El resto de te´rminos se pueden tratar
como T−1
∑T
t=1 ε
+
t ε
+
t−1 (1 (ε̂t−1 < r)− 1 (εt−1 < r)) , R1,t
(
ρ̂, θ̂, r
)
y
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T−1
∑T
t=1 εtΥx,t−1
(
θ̂
)
1 (|εt−1| < r) respectivamente. Una vez que (4.22) es probado, sera´ di-
recto probar que
α̂ (r)
p−→ 0, (4.24)
uniformemente en r. De (4.22) y (4.24), es fa´cil obtener (4.23).
El Teorema 4.1,
sup
r
tα(r)(r)
d−→ sup
r
D (r) ,
con
D(r) ≡ [D1 (r) + (Vθ + Vρ)Σε (r)]
[
Σε (r)σ
2
ε
]−1/2
,
se sigue directamente de (4.21), (4.22), y (4.23).
Prueba del Teorema 4.3
Por simplicidad y sin perdida de generalidad presentamos la prueba para el caso de
θ2 = 1.
Sea σ2x = V (xt), y ρx1 = Cov(xt, xt−1) con xt = (1−L)yt. Si yt es un ARTIMA(0,1,1,1),
entonces,
σ2x = 2σ
2
ε − (1− θ21)σ2ε,L, (4.25)
ρx1 = −σ2ε + (1− θ1)σ2ε,L,
donde σ2ε,L = E[(ε
L
t )
2]. De las ecuaciones (4.8) y (4.9),
V ARTIMA(∆yPt ) = σ
2
x + 2ρx1,
V ARTIMA(yTt ) = −ρx1 + (θ21 − θ1)σ2ε .
Para obtener los correspondientes resultados para la descomposicio´n B − N lineal,
usamos la representacio´n de Wold de los procesos ARTIMA(0,1,1,1),
(1− L)yt = µ+ ut − θut−1, (4.26)
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con ut ruido blanco, (E(ut) = 0, σ
2
u = E(u
2
t )). Entonces,
V BN(∆yPt ) = σ
2
x + 2ρx1,
V BN(yTt ) = −θρx1.
Finalmente, de forma similar, la descomposicio´n UC − 0 de (4.26) es
(1− L)yPt = ηPt ,
yTt = η
T
t ,
con E[(ηPt )
2] = σ2ηP , E[(η
T
t )
2] = σ2ηT , E(η
P
t , η
T
t ) = 0, y tal que σ
2
ηP = σ
2
x+2ρx1 y σ
2
ηT = −ρx1.
Por lo tanto,
V UC−0(∆yPt ) = σ
2
x + 2ρx1,
V UC−0(yTt ) = −ρx1.
Entonces, la V ar(∆yPt ) es la misma para las tres descomposiciones. Con respecto a
V ar(yTt ), usando el hecho de que los para´metros θ y θ1 son menores que 1, es directo probar
que el ma´ximo se obtiene para la descomposicio´n UC − 0. Para probar que V BN(yTt ) es
menor o igual que V ARTIMA(yTt ), es suficiente con probar que σ
2
u ≥ σ2ε . Esto se sigue de las
siguientes dos expresiones,
V BN(yTt ) = σ
2
x − σ2u,
V ARTIMA(yTt ) = σ
2
x − σ2ε .
De la representacio´n de Wold (4.26),
σ2u =
σ2x ±
√
σ2x − 4ρ2x1
2
.
Dado que ρx1 = −θσ2u y |θ| < 1, la solucio´n va´lida es,
σ2u =
σ2x +
√
σ4x − 4ρ2x1
2
.
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Sustituyendo σ2x y ρx1 en te´rminos de θ1, σ
2
ε y σ
2
ε,L de (4.25), tenemos
σ4x − 4(ρx1)2 = σ4ε,L(1− θ21)2 + (σ2εσ2ε,L − σ4ε,L)(2− 2θ1)2.
Entonces, usando que σ2x = 2σ
2
ε − (1− θ21)σ2ε,L y σ2ε > σ2ε,L se obtiene que σ2u ≥ σ2ε y por
lo tanto el Teorema.
Cap´ıtulo 5
Modelos Threshold y Larga Memoria
Resumen: En este Cap´ıtulo analizamos la relacio´n de los modelos threshold con las
propiedades que presentan los modelos de larga memoria. Este ana´lisis se engloba dentro
de la reciente literatura que relaciona los modelos con cambios estructurales y los de lar-
ga memoria. Para ello, nos centraremos en los modelos threshold autoregresivos con ra´ız
unitaria, modelos TUR, as´ı como en los modelos threshold introducidos a lo largo de esta
tesis, los modelos ARTIMA, no analizados hasta ahora en este contexto. En concreto, ve-
remos las condiciones necesarias para que este tipo de modelos generen ciertas propiedades
utilizadas para definir los procesos con larga memoria. Igualmente, a trave´s de un estudio
de Monte Carlo, analizaremos los efectos que este tipo de modelos tienen en los contrastes
de larga memoria y ra´ıces unitarias.
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5.1. Introduccio´n
La persistencia es una de las caracter´ısticas ma´s importantes de las series temporales,
no solo por su relevancia teo´rica, sino tambie´n por las consecuencias que tiene en la teor´ıa
estad´ıstica. En un principio, la persistencia de las series se caracterizo´ a trave´s de los pro-
cesos I(0), o no integrados, y los procesos I(1) o integrados de orden 1. Sin embargo, no
siempre es posible aceptar la hipo´tesis nula de un tipo de proceso frente al otro de forma
uniequ´ıvoca. As´ı, los procesos fraccionalmente integrados, FI(d), cubrieron el hueco exis-
tente entre los procesos I(0) e I(1), abriendo una posibilidad a los casos en que ninguno
de los dos tipos de procesos parecen adecuados. Estos casos, 0 < d < 1, son los que deno-
minaremos larga memoria a lo largo de la tesis. Sin embargo, los procesos FI(d) implican
una dependencia de los infinitos retardos de la serie dif´ıcil de justificar a trave´s de mode-
los econo´micos teo´ricos. Esto ha echo que se haya desarrollado una amplia literatura que
trata de explicar y justificar la existencia de este tipo de procesos a trave´s de modelos ma´s
intuitivos desde el punto de vista econo´mico.
Uno de los primeros trabajos en esta direccio´n es el de Granger (1980). Granger prueba
que bajo determinadas condiciones la agregacio´n sectorial de procesos ARMA(p,q) puede
generar larga memoria. Para ello, sera´ necesaria cierta heterogeneidad en los para´metros
de las series ARMA(p,q) que se agregan, que debera´n seguir una determinada distribu-
cio´n Beta. Posteriormente, Lippi y Zaffaroni (1999) sustituyen este supuesto de Granger
sobre la distribucio´n por un supuesto semiparame´trico ma´s de´bil. Por otro lado, Chambers
(1998) considera la agregacio´n temporal, y no so´lo sectorial. Otro me´todo de generar larga
memoria, tambie´n relacionado con la agregacio´n, ha sido estudiado por Cioczek-Georges
y Mandelbrot (1995) y Taqqu et al. (1997). En este caso se agregan variables binarias.
Cada variable toma el mismo valor durante un tiempo n que es aleatorio. Si la funcio´n de
distribucio´n de n presenta colas pesadas, los autores prueban que las series agregadas, con-
venientemente estandarizadas, convergen a un movimiento Browniano Fraccional (MBF).
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Relacionada con esta aproximacio´n se encuentran los modelos de duracio´n del error de
Parke (1999). En estos modelos la serie esta´ formada por la agregacio´n de perturbaciones,
de forma que cada perturbacio´n dura un tiempo aleatorio n, que igualmente debe seguir
una distribucio´n de cola pesada. En este caso, no es necesaria la agregacio´n para obtener
ciertas propiedades de larga memoria, aunque como prueban Davidson y Sibbertsen (2004),
no convergera´n a un MBF.
Otro tipo de aproximacio´n se consigue a trave´s de los cambios estructurales y no linea-
lidades. As´ı, Granger y Tera¨svirta (1999) consideran el modelo no lineal:
yt = sign(yt−1) + εt
y muestran que puede generar larga memoria a medida que la varianza de εt disminuye,
aunque no prueban una relacio´n teo´rica. Posteriormente, Granger y Hyung (1999) generan
propiedades de larga memoria a trave´s del modelo media ma´s ruido. Para ello es necesario
que la probabilidad de cambio en la media dependa del taman˜o muestral. En la misma
direccio´n, Diebold e Inoue (2001) obtienen similares resultados para los modelos media
ma´s ruido, STOPBREAK de Engle y Smith (1999) y modelos de cambio de re´gimen de
Markov. Todos estos casos se caracterizan porque algu´n para´metro del modelo depende del
taman˜o muestral T, bien la probabilidad de cambio estructural o alguno relacionado con
la no linealidad del modelo. Si estos para´metros son constantes, ninguno de estos modelos
generara´n propiedades de larga memoria. Finalmente, Gourieroux y Jasiak (2001) usan las
dos aproximaciones, colas pesadas y probabilidad dependiente del taman˜o muestral, para
modelos de breaks infrecuentes.
Si entendemos la imposibilidad de aceptar de forma uniequ´ıvoca la H0 de un proceso
I(0) o I(1) frente al otro, como la imposibilidad de aceptar que todas las perturbaciones son
o transitorias o permanentes, los modelos ARTIMA suponen una aproximacio´n diferente a
este problema. Los procesos FI(d) proponen una solucio´n que implica que todas las pertur-
baciones presentan un efecto intermedio entre el permanente de los I(1) y el transitorio de
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los I(0). Los procesos ARTIMA, por el contrario, permiten un enfoque diferente en el que
ni todas las perturbaciones son permanentes (caso I(1)) ni todas transitorias (caso I(0)),
sino que unas son transitorias y otras permanentes dependiendo de un criterio econo´mico
que se determina a trave´s de la variable threshold.
En este cap´ıtulo veremos las condiciones bajo las cuales los modelos Threshold son
capaces de generar alguna propiedad de larga memoria de los procesos FI(d), tanto a
trave´s de la agregacio´n como de para´metros dependientes del taman˜o muestral. Igualmente
se realiza un detallado estudio de Monte Carlo que corrobora estos resultados teo´ricos y
que servira´ para analizar los efectos que los modelos threshold estudiados tienen sobre los
contrastes de larga memoria, incluidos los de ra´ıces unitarias.
El cap´ıtulo continua como sigue. En la Seccio´n 2, se prueban las principales propiedades
de los modelos de larga memoria que sirven para definirla. En la Seccio´n 3, se obtienen los
resultados teo´ricos que prueban la relacio´n entre los modelos threshold y la larga memoria.
En la Seccio´n 4 se realiza el estudio de Monte Carlo. Finalmente, la Seccio´n 5 presenta las
conclusiones.
5.2. Definiciones de Larga Memoria
En esta seccio´n realizaremos un breve resumen de las distintas definiciones de larga
memoria, consideradas en la literatura, y sus relaciones. Cabe destacar que a lo largo de
esta seccio´n no trataremos la definicio´n de larga memoria centrada en los casos de I(1) o
ra´ız unitaria, sino en los casos de procesos integrados fraccionales FI(d), con 0 < d < 1.
Tradicionalmente, la larga memoria en el dominio temporal se ha definido a trave´s de
la tasa de decaimiento de la funcio´n de autocorrelacio´n cuando el retardo tiende hacia
infinito. En concreto, para un proceso estacionario en covarianza, xt, la definicio´n de larga
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memoria vendra´ dada por:
γx(k) ' ck2d−1 k →∞
con γx(k) la funcio´n de autocorrelacio´n de xt. Para d > 0 la funcio´n de autocorrelacio´n de
un proceso de larga memoria se caracteriza por un decaimiento hiperbo´lico, ma´s lento que
el exponencial caracter´ıstico de los procesos I(0). En el dominio de frecuencias, la definicio´n
se basara´ en las frecuencias bajas del espectro:
fx($) ' g$−2d $ → 0+
con fx la densidad espectral de xt. Ambas definiciones coincidira´n bajo determinadas con-
diciones, dadas, por ejemplo, en Beran (1994). Una propiedad de los procesos de larga
memoria que se obtiene como consecuencia de las definiciones anteriores, se basa en la
tasa de convergencia de las varianzas de las sumas parciales del proceso xt, ST =
∑T
t=1 xt,
concretamente,
V ar(ST ) = O(T
2d+1)
Para relacionar esta propiedad con el espectro, se ha de tener en cuenta que el l´ımite del
espectro cuando la frecuencia $ tiende a cero es el l´ımite de T−1ST .
5.3. Modelos Threshold y Larga Memoria
En esta seccio´n analizaremos bajo que condiciones los modelos threshold pueden generar
alguna de las propiedades o definiciones de larga memoria descritas en la seccio´n anterior.
Para ello consideramos dos tipos de modelos threshold. Por un lado, los modelos Threshold
Unit Root (TUR), introducidos por Gonza´lez y Gonzalo (1998), y que en su forma ma´s
simple tienen la siguiente expresio´n,
yt =
 yt−1 + εt zt ∈ Aρyt−1 + εt zt ∈ Ac (5.1)
(5.2)
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con ρ ∈ (−1, 1). Por otro, los modelos ARTIMA introducidos a lo largo de esta tesis, y que
en su forma mas simple tienen la siguiente expresio´n,
(1− L)yt =
 εt − θ1εt−1 zt ∈ Aεt − θ2εt−1 zt ∈ Ac (5.3)
(5.4)
Respecto a los modelos ARTIMA, a lo largo de este cap´ıtulo, nos centraremos en el caso del
taman˜o de la perturbacio´n como variable threshold, esto es, zt = εt−1 y A = {|zt| > r}, para
(θ1, θ2) = (0, 1) y (1, 0). En el primer caso, las perturbaciones pequen˜as sera´n transitorias
y las grandes permanentes, y en el segundo, al reve´s. La extensio´n de los resultados a los
otros casos estudiados en esta tesis es directa.
Larga memoria y agregacio´n sectorial
En primer lugar estudiamos el caso de agregacio´n sectorial. Siguiendo a Granger (1980),
consideremos la agregacio´n de N series AR(1),
xi,t = αixi,t−1 + εi,t
con εi,t ruido blanco y varianza var(εi) e independientes de αi y εj,t para todo i, j, t. Se
puede probar que el espectro de la serie agregada xt =
∑N
i=1 xi,t se puede aproximar por,
fx($) ≈ N
2pi
E(var(εi,t))
∫
1
|1− αei$|2∂F (α).
donde F es la funcio´n de distribucio´n de α. Asumiendo que
∂F (α) =
2
B(p, q)
α2p−1(1− α2)q−1∂α 0 ≤ α ≤ 1,
con p > 0 y q > 0, la funcio´n de autocorrelacio´n de xt sera´
γx(k) =
2
B(p, q)
∫ 1
0
α2p+k−1(1− α2)q−1∂α = Ak1−q.
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De esta forma, siguiendo la primera definicio´n de larga memoria, xt sera´ un proceso inte-
grado de orden 1 − q/2, xt ∼ I(1 − q/2). A medida que q tiende a 0, esto es, ma´s masa
de probabilidad hay entorno a α = 1, mayor es la persistencia de la serie. Como ya hemos
comentado, Zaffaroni (1999) prueba que el resultado es el mismo si,
∂F (α) ∼ cqL((1− α)q cuando α→ 1−.
Para extender esta argumentacio´n a los modelos threshold, consideramos en primer
lugar que las series xi,t son generadas por modelos TUR, con la siguiente expresio´n,
yi,t =
 yi,t−1 + εi,t zi,t ∈ Aiρiyi,t−1 + εi,t zi,t ∈ Aci ,
o de forma ma´s compacta,
yi,t = ρi,tyi,t−1 + εi,t,
con εi,t ruido blanco independientes de ρi yAi. Asumiendo que zi,t es iid y E(ρi,tεi,t−1| =t−1) =
0, es fa´cil probar, usando la descomposicio´n de Wold, que
yi,t = ρi,Eyi,t−1 + ui,t
con ρi,E = P (zi,t ∈ Ai) + ρiP (zi,t ∈ Aci) y ui,t ruido blanco. Para replicar los resultados del
caso AR(1) lineal, hemos de justificar que la distribucio´n de ρi,E, fpi,E , cumpla,:
fpi,E(α) ∼ cqL((1− α)q as α→ 1−
Dado que zi,t es iid, la distribucio´n de ρi,E dependera´ solo de la distribucio´n de pi =
P (zi,t ∈ Ai) y ρi. Dado que pi es una probabilidad, la distribucio´n Beta(p,q) se revela como
la ma´s adecuada. Asumiendo la independencia entre pi y ρi tenemos que
fpi,E(α) =
∫ 1
−1
fp(
α− ρ
1− ρ )fρ(ρ)∂ρ ∝ cpE(1− α)
q cuando α→ 1−
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donde fρ es la densidad de ρi y cpE ∝
∫ 1
−1(
α−ρ
1−ρ )
p(1−ρ)−qfρ(ρ)∂ρ, que suponemos existe. Por
lo tanto, la agregacio´n de procesos TUR tambie´n puede generar larga memoria, ofreciendo
una justificacio´n a las distribuciones Beta necesarias para el para´metro autoregresivo.
Para el caso en que las series xi,t sean generadas por procesos ARTIMA, como los
descritos al inicio de la seccio´n, se puede probar que a trave´s de la descomposicio´n de
Wold,
(1− L)xi,t = ui,t − θiui,t−1
con ui,t ruido blanco. Por lo tanto, la representacio´n lineal de los procesos ARTIMA,
sera´ un IMA. Como establece Granger, la agregacio´n de procesos IMA es un IMA, y no es
posible generar procesos que reproduzcan propiedades de larga memoria con d < 1. Por lo
tanto, para estos procesos no sera´ posible generar larga memoria a trave´s de la agregacio´n
sectorial.
Larga memoria y no linealidades
Otros procesos que pueden originar larga memoria son los modelos de cambios estruc-
turales infrecuentes. Consideremos el siguiente modelo, propuesto por Granger y Hyung
(1999) y Diebold e Inoue (2001)
yt = µt + εt
µt = µt−1 + qtvt
qt =
 0 con probabilidad p1 e.o.c
con εt, vt y qt iid. Si definimos ST =
∑T
t=1 yt, es fa´cil probar que V ar(ST ) = O(T
3p). Por lo
tanto si p > 0 y constante, yt ∼ I(1). Sin embargo, si asumimos que p = O(T 2d−2), entonces
V ar(ST ) = O(T
2d+1), con lo que yt reproducira´ la propiedad de un proceso integrado
FI(d) en el orden de magnitud de las sumas parciales. Los valores de d de intere´s son
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d ∈ (−0.5, 1), por lo tanto para obtener alguna propiedad de larga memoria en procesos
con cambios estructurales es necesario que la probabilidad de que haya un break tienda a
0 con el taman˜o muestral, lo cual implica que en una serie de taman˜o infinito el nu´mero
de breaks debe ser finito.
En el caso de los modelos threshold, el para´metro que mide la probabilidad de cambio
de re´gimen es el para´metro threshold. As´ı, para el caso TUR con zt independiente de εt,
sabemos que
V ar(yt) = σ
2
ε
1− σ2tρ
1− σ2ρ
' σ
2
ε
1− σ2ρ
Cov(yt, yt−s) = σ2ερ
s
E
1− σ2tρ
1− σ2tρ
' ρsE
σ2ε
1− σ2ρ
σ2ρ = p+ ρ
2(1− p)
ρE = p+ ρ(1− p)
con p = P (zt ∈ A). Por lo tanto, es fa´cil comprobar que si p es fijo, V ar(ST ) = O(T ) e yt
sera´ un proceso I(0). Por el contrario, supongamos que la probabilidad de cada re´gimen
depende de T , p(T ). Dado que partimos de un proceso I(0), para conseguir que el proceso
genere propiedades de larga memoria sera´ necesario que la probabilidad de estar en el
re´gimen de ra´ız unitaria, zt ∈ A, debera´ tender a 1 con T , p(T ) = 1 − T−δ con δ > 0. En
este caso, σ2ρ = σ
2
ρ(T ) = p(T ) + ρ
2(1 − p(T )) ∝ 1 − T−δ y ρE = 1 − T−δ, por lo tanto,
V ar(ST ) ∝ TσεT 2δ = O(T 1+2δ) con lo que yt tendr´ıa la propiedad de un proceso I(d), con
d = δ, respecto del orden de convergencia de su suma parcial.
Para los procesos ARTIMA, descritos al principio de la seccio´n, trabajaremos con xt =
(1 − L)yt, de forma que si xt ∼ I(d) entonces yt ∼ I(d + 1). En concreto, es fa´cil probar
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que,
V ar(xt) = (1 + θ
2
1)σ
2
ε + (θ
2
2 − θ21)Λ(r)
Cov(xt, xt−s) =
 −[θ1σ2ε + (θ2 − θ1)Λ(r)] si s = 10 si s > 1
con Λ(r) = E(ε2t1(zt ∈ A)) = E(ε2t1(|εt−1| < r)) =
∫ r
−r ε
2fε(ε)∂ε. Por lo tanto, en el caso
de (θ1, θ2) = (0, 1), perturbaciones pequen˜as transitorias, tenemos que
V ar(
T∑
t=1
xt) = T [σ
2
ε − Λ(r)] + 2Λ(r)
Para el segundo caso, (θ1, θ2) = (1, 0), perturbaciones grandes transitorias,
V ar(
T∑
t=1
xt) = TΛ(r) + 2[σ
2
ε − Λ(r)]
Si r es constante, entonces en ambos casos xt ∼ I(0), y por lo tanto yt ∼ I(1). Para
este caso, si queremos obtener alguna propiedad de larga memoria, la probabilidad de estar
en el re´gimen transitorio, θi = 1, debe converger a 1 con el taman˜o muestral T . As´ı, para
el primer caso, (θ1, θ2) = (0, 1), supongamos que r(T ) es tal que σ
2
ε − Λ(r) = O(T−δ).
Bajo esta condicio´n, V ar(
∑T
t=1 xt) = O(T
1−δ) y por lo tanto xt ∼ I(− δ2) e yt ∼ I(1 − δ2).
Por lo tanto, cuando las perturbaciones pequen˜as son transitorias, r debe converger a ∞,
garantizando que la probabilidad de estar en el re´gimen transitorio converge a 1 cuando T
tiende a∞. Para el segundo caso, (θ1, θ2) = (1, 0), sera´ necesario que Λ(r) = O(T−δ). Bajo
esta condicio´n, V ar(
∑T
t=1 xt) = O(T
1−δ) y obtenemos los mismos resultados que en el caso
anterior. As´ı, cuando las perturbaciones grandes son transitorias, r debe converger a 0, lo
cua´l garantiza que la probabilidad de estar en el re´gimen transitorio tiende a 1 cuando T
tiende a ∞.
Por lo tanto, para los procesos ARTIMA, como suced´ıa en el caso de breaks, la pro-
babilidad de que haya una perturbacio´n permanente debe converger a 0, esto es, cuando
la muestra tiende a ∞ el nu´mero de perturbaciones permanentes debe ser finito. En otro
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caso, no sera´ posible reproducir ninguna propiedad de los procesos de larga memoria. Este
resultado se invierte en el caso de los procesos TUR, ya que en el l´ımite, T → ∞, los
procesos debera´n ser integrados.
5.4. Estudio de Monte Carlo
En esta seccio´n, trataremos de analizar la relacio´n de los modelos ARTIMA-Shock con
las propiedades de larga memoria en muestras finitas, a trave´s de un estudio de Monte
Carlo. Este ana´lisis se centrara´ en tres aspectos fundamentales, que detallamos a continua-
cio´n:
i) Comportamiento de la estimacio´n del para´metro de larga memoria, d, en los proce-
sos ARTIMA. Para ello usaremos el me´todo de estimacio´n semiparame´trico propuesto por
Geweke y Porter-Hudak (1983), (GPH en adelante).
ii) Comportamiento de los contrastes de larga memoria en los procesos ARTIMA.
Se analizara´n dos estad´ısticos, el que se deriva de la estimacio´n propuesta por GPH y el
propuesto por Tanaka (1999). El ana´lisis consistira´ en el estudio del porcentaje de rechazo
de las hipo´tesis nulas d = 0 y d = 1 de ambos contrastes. Cuando el porcentaje de rechazo
de ambas hipo´tesis nulas sea elevado, indicara´ un elevado porcentaje de aceptacio´n de larga
memoria (entendida e´sta como el caso d ∈ (0, 1)).
iii) Comportamiento del contraste de ra´ız unitaria propuesto por Dickey-Fuller (1979,
1981), (D-F en adelante).
Dado que el objetivo fundamental del ana´lisis es comprobar la relacio´n de la larga
memoria con la no linealidad, y en particular, con los modelos ARTIMA-Shock-Size pre-
sentados en los cap´ıtulos anteriores, a lo largo del mismo utilizaremos dos modelos lineales
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como marco de referencia, los modelos ARIMA y los modelos ARFIMA. Concretamente,
se analizara´n los tres comportamientos descritos anteriormente en los modelos ARIMA y
ARFIMA que mejor se ajustan a los modelos ARTIMA-Shock en cada caso. Este marco
de referencia permitira´ discernir si este comportamiento se origina en el cara´cter no lineal
del modelo, o por el contrario, es una caracter´ıstica compartida con los modelos lineales.
Finalmente, este ana´lisis se replicara´ para otro modelo no lineal, los modelos TUR, que
como hemos visto son modelos threshold autoregresivos con un re´gimen de ra´ız unitaria.
Concretamente los modelos analizados sera´n:
ARTIMA-Shock-Size 1: (1− L)yt = εt − εt−11 (|εt−1| ≤ r) . (5.5)
ARTIMA-Shock-Size 2: (1− L)yt = εt − εt−11 (|εt−1| > r) . (5.6)
TUR 1: yt = yt−11 (|εt−1| > r) + 0,5yt−11 (|εt−1| ≤ r) + εt. (5.7)
En el primer modelo, ARTIMA-Shock-Size 1, las perturbaciones pequen˜as sera´n tran-
sitorias y las grandes permanentes. En el segundo modelo, ARTIMA-Shock-Size 2, el com-
portamiento es el opuesto. Y en el modelo TUR, todas las perturbaciones sera´n transitorias,
como ya vimos en los cap´ıtulos anteriores. Esto marca la diferencia fundamental entre am-
bos tipos de modelos, ARTIMA y TUR. En principio, los modelos TUR sera´n procesos
I(0), mientras que los modelos ARTIMA sera´n I(1). As´ı, la aproximacio´n ARIMA a los
modelos ARTIMA se hara´ a trave´s del modelo:
(1− L)yt = ut − θut−1 (5.8)
y para el modelo TUR, a trave´s de
yt = φyt−1 + ut. (5.9)
En la aproximacio´n ARFIMA a los tres modelos, se utilizara´ la ecuacio´n:
(1− L)dyt = ut. (5.10)
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As´ı, por ejemplo, para el caso ARTIMA-Shock-Size 1 generaremos a partir de {εit}Tt=1
cada serie {yit}Tt=1 segu´n la ecuacio´n (5.5). A cada serie {yit}Tt=1 le ajustaremos los modelos
(5.8) y (5.10), obteniendo θ̂i y d̂i. Con d̂i y θ, correspondiente a la representacio´n de Wold
de (5.5), y {εit}Tt=1 generaremos las aproximaciones ARIMA y ARFIMA a trave´s de las
ecuaciones (5.8) y (5.10) respectivamente.
Cada estudio se realiza para B=1000 replicaciones y distintos taman˜os muestrales,
T=200, 500, 800, 1500. Finalmente, tambie´n se considerara´n distintos valores del para´me-
tro threshold, que regulara´ la probabilidad de estar en cada re´gimen, excepto en el ca-
so del modelo ARTIMA-Shock-Size 1, perturbaciones grandes permanentes, en el que el
para´metro a controlar sera´ el nu´mero de perturbaciones permanentes. En todos los casos,
la variables εt se obtienen de N(0, 1) independientes.
En las Tablas 5.1, 5.2 y 5.3 se encuentran los resultados de la estimacio´n GPH del
para´metro d para los tres modelos. La Tabla 5.1 muestra los siguientes resultados para el
modelo ARTIMA-Shock-Size 1. En la primera columna, el valor medio de r necesario para
obtener el nu´mero de perturbaciones permanentes considerado. En la segunda columna,
el nu´mero de perturbaciones permanentes, que sera´n, T, 4, 3, 2 y 1. En las siguientes dos
columnas aparecen, la media del para´metro θ correspondiente a la representacio´n de Wold
de un proceso ARTIMA-Shock-Size 1, E(θ), y la media del valor realmente estimado, θ̂,
si ajustamos un modelo ARIMA al proceso ARTIMA-Shock-Size 1. En las siguientes tres
columnas, aparecen la media del valor estimado para el para´metro d en el proceso ARTIMA
y en sus aproximaciones ARIMA y ARFIMA. Finalmente, en las u´ltimas tres columnas
aparece la media del valor estimado para el R2 de la regresio´n necesaria para d en cada uno
de los tres casos anteriormente descritos. En la Tabla 5.2 se obtienen los mismos resultados
para el modelo ARTIMA-Shock-Size 2, aunque en este caso se fija r, presentando la media
del porcentaje de perturbaciones permanentes. La Tabla 5.3, presenta los mismos resultados
para el modelo TUR, y por lo tanto, el porcentaje de permanentes refleja el nu´mero de
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veces que estamos en el re´gimen de ra´ız unitaria. Como cab´ıa esperar, para el modelo
ARTIMA-Shock-Size 1, el valor medio de r necesario para obtener un determinado nu´mero
de perturbaciones permanentes aumenta con T . En el caso de modelo ARTIMA-Shock-Size
2, a medida que aumenta r, aumentara´ el porcentaje de perturbaciones permanentes. En
el modelo TUR, a medida que r aumenta menor sera´ el nu´mero de veces que estamos en
el re´gimen de ra´ız unitaria.
Vistos los resultados de estas tres tablas, las conclusiones que se obtienen ser´ıan las
siguientes. En primer lugar, que los valores estimados de d para el proceso ARTIMA-
Shock-Size 1 se concentran en torno a d = 1, cosa que no sucede en los otros dos casos.
Tambie´n se puede observar que en todos los casos, el ajuste en la estimacio´n de d es mejor
cuanto ma´s se acerca dicha estimacio´n de d a 1. Finalmente, en cuanto a la comparacio´n
de los tres modelos con sus aproximaciones lineales, la propiedad de memoria representada
a trave´s del para´metro d es fielmente recogida por dichas aproximaciones.
En las Tablas 5.4, 5.5 y 5.6 se presentan los resultados del contraste de D-F Aumentado
para los tres modelos objeto de estudio. En la tabla 5.4 aparecen los resultados para el
modelo ARTIMA-Shock-Size 1 y los distintos nu´meros de perturbaciones permanentes y
taman˜os muestrales. La hipo´tesis nula sera´ la existencia de ra´ız unitaria, d = 1, y se
considerara´n cuatro valores posibles para los retardos, k = 0, 3, 6, 10. La justificacio´n en la
utilizacio´n del contraste de D-F aumentado se debe a que la representacio´n de Wold del
proceso es un IMA, ecuacio´n (5.8). Todos los contrastes se hacen al nivel de significacio´n
0.05, y por tanto, dado que los procesos ARTIMA son I(1), el porcentaje de rechazos de
H0 deber´ıa ser del 5%. En las Tablas 5.5 y 5.6 se presentan los mismos resultados para los
procesos ARTIMA-Shock-Size 2 y TUR respectivamente. Sin embargo, como en el ana´lisis
anterior, para estos dos casos se fija el valor del para´metro r. Adema´s, para el proceso TUR,
la hipo´tesis nula d = 1 es falsa, y por tanto, el porcentaje de rechazos deber´ıa converger al
100%.
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A la vista de los resultados las conclusiones son las siguientes. En primer lugar, la
aproximacio´n lineal ARFIMA refleja peor el comportamiento de los modelos no lineales
que el modelo ARIMA, sobre todo para el caso de los modelos ARTIMA. Esto se debe
a que, salvo para d = 1, el modelo ARFIMA no es un I(1). Tambie´n se puede observar
que el modelo lineal ARIMA se comporta de forma muy similar a los tres modelos. Sin
embargo, para el modelo ARTIMA de perturbaciones grandes permanentes, cuando so´lo
hay una perturbacio´n permanente y el nu´mero de retardos introducidos en el estad´ıstico
de contraste es elevado, k = 6, 10, el comportamiento ante el contraste de DF Aumentado
es sensiblemente superior al reproducido por el modelo lineal ARIMA. Por u´ltimo, como
cab´ıa esperar, el contraste de D-F Aumentado funciona mejor para los modelos ARTIMA
de perturbaciones grandes permanentes. Por ejemplo, para el taman˜o T = 500 y k = 10
retardos, es suficiente que el 0.8% de las perturbaciones ma´s grandes sean permanentes
para que el taman˜o del contraste este cercano al 5%. Para las perturbaciones pequen˜as, este
porcentaje asciende al 68% de las perturbaciones. Este resultado refleja la importancia que
en el contraste de D-F tiene la varianza del componente permanente. Para el modelo TUR,
no hay justificacio´n para el contraste de DF Aumentado, por lo tanto, en la comparacio´n
seleccionamos k = 0. Para el taman˜o T = 500, sera´ suficiente con que la probabilidad de
estar en el re´gimen “transitorio” sea 0.08 para obtener una potencia del 80%.
Por u´ltimo, en las Tablas 5.7, 5.8 y 5.9 se presentan los resultados de los contrastes de
GPH y Tanaka para las hipo´tesis nulas d = 1 y d = 0 y los tres modelos estudiados. Como
se comento anteriormente, cuando el porcentaje de rechazo de ambas hipo´tesis sea elevado,
esto implicara´ un porcentaje elevado en la aceptacio´n de larga memoria. El contraste de
GPH utiliza la estimacio´n del para´metro d presentada en las Tablas 5.1, 5.2 y 5.3 para
construir el estad´ıstico. Como el estimador, se tratara´ de un contraste semiparame´trico,
esto es, aunque el modelo bajo la nula sea ARFIMA(p,d,q) no es necesaria la especificacio´n
y estimacio´n de la parte ARMA(p,q). El estad´ıstico sera´ un t-ratio esta´ndar construido a
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partir de la ecuacio´n de regresio´n usada en la estimacio´n de d. Por el contrario, el contraste
de Tanaka es un contraste parame´trico en el que es necesario la estimacio´n de la parte
ARMA(p,q). As´ı, si suponemos que la serie yt sigue la ecuacio´n (5.10) con
(1− bL)ut = (1− aL)εt
y εt iid, el estad´ıstico de Tanaka sera´:
ST = T
T1∑
k=1
1
k
ρ̂k,
donde ρ̂k es la autocorrelacio´n de orden k de los residuos ε̂1, ..., ε̂T−1, con
ε̂t = (1− âL)(1− b̂L)−1(1− L)d0yt.
A la hora de calcular este estad´ıstico para el modelo TUR, supondremos a = 0 y
b = α 6= 0. Sin embargo, para el caso de los modelos ARTIMA, supondremos b = 0 y
a = α 6= 0. En ambos casos, y bajo H0 : d = d0,
1√
T
ST → N(0, w),
donde,
ŵ2 =
pi2
6
− 1− α̂
2
α̂2
(log(1− α̂))2 .
Respecto al contraste de GPH y el modelo ARTIMA-Shock-Size 1, el porcentaje de
rechazos de d = 0, esto es, la potencia del contraste, es muy cercana a 1 en todos los casos.
Respecto al taman˜o, porcentaje de rechazos de d = 1, el comportamiento es algo peor,
empeorando al aumentar T y fundamentalmente para los casos de 1 o´ 2 perturbaciones
permanentes. En el peor de los casos, T = 1500 y 1 perturbacio´n permanente, el 31% de las
veces aceptaremos la existencia de larga memoria basados en este contraste. En cuanto a la
comparacio´n de este comportamiento con el de su aproximacio´n lineal ARIMA, conviene
destacar que el comportamiento en ambos casos es muy similar, aunque el contraste en
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este caso lineal parece mejorar levemente en potencia y empeorar en taman˜o. Respecto a
la aproximacio´n ARFIMA, el porcentaje de rechazos de H0 : d = 1 es superior al caso
ARTIMA y ARIMA, aunque tiende a igualarse a medida que T aumenta y el nu´mero de
perturbaciones permanentes disminuye.
Para el modelo ARTIMA de perturbaciones pequen˜as permanentes, ARTIMA-Shock-
Size 2, la potencia del contraste funciona igualmente bien, aunque el taman˜o se comporta
peor. En concreto, para el taman˜o muestral T = 800 y un porcentaje de perturbaciones
permanentes del 19% aceptaremos la existencia de larga memoria en el 75% de los casos.
Como se vio en la seccio´n anterior, los resultados reflejan que para aceptar la existencia de
larga memoria, a medida que aumenta el taman˜o muestral, debe disminuir el porcentaje de
perturbaciones permanentes. Comparado con su aproximacio´n ARIMA, el comportamiento
del contraste es muy similar. Respecto a la aproximacio´n ARFIMA los resultados son
similares a los obtenidos para los modelos ARTIMA y ARIMA.
En el modelo TUR es donde el contraste de GPH se comporta peor. En este caso, la
potencia del contraste se mide en el porcentaje de rechazos de la hipo´tesis d = 1, que es
sensiblemente inferior a los casos anteriores. El taman˜o del contraste vendra´ dado por el
porcentaje de rechazos de d = 0, que en general es muy superior al teo´rico del 5%. En
particular, para el taman˜o T = 800 y una probabilidad de 0.86 de estar en el re´gimen
de ra´ız unitaria aceptaremos la existencia de larga memoria en el 87% de los casos. De
nuevo, este comportamiento es reproducido de forma similar por la aproximacio´n lineal
ARFIMA, y fielmente por la aproximacio´n ARIMA. No sucede as´ı para el contraste de
Tanaka. Este estad´ıstico presenta un mejor taman˜o, empeorando levemente en la potencia,
siendo esta mejora en el taman˜o y empeoramiento en la potencia mucho mayor en el caso
de la aproximacio´n lineal ARIMA que en el TUR.
Para el caso del modelo ARTIMA con perturbaciones pequen˜as permanentes, el compor-
tamiento del contraste de Tanaka mejora ostens´ıblemente, siendo la potencia muy cercana
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a 1 y el taman˜o a 0.05 en la mayor´ıa de los casos. La mejor´ıa es sensiblemente superior
para la aproximacio´n ARIMA. Sin embargo, esta mejora, fundamentalmente en el taman˜o,
se hace a costa de una disminucio´n de la potencia cuando el porcentaje de permanentes es
exactamente 0, esto es, d = 0 y sin embargo el porcentaje de rechazos de d = 1 no supera el
25%. Estas conclusiones son extrapolables al caso de perturbaciones grandes permanentes.
Por lo tanto, el contraste de Tanaka parece el ma´s adecuado para rechazar la existen-
cia de larga memoria en el contexto de modelos no lineales, aunque conlleva un coste en
te´rminos de potencia cuando el proceso verdadero es un ruido blanco. Esta disminucio´n
de la potencia se debe a que a pesar de ser ruido blanco, ajustamos a la serie un ARI-
MA(0,1,1). Por lo tanto, como cab´ıa esperar al tratarse de un contraste parame´trico, si la
especificacio´n es correcta, el contraste funciona mejor que el de GPH. Sin embargo, cuando
la especificacio´n es erro´nea, caso r = 0, el contraste presenta un comportamiento peor que
el de GPH. Finalmente, todas las aproximaciones lineales se comportan de forma similar
a sus modelos threshold, exceptuando el modelo TUR para el contraste de Tanaka.
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Cuadro 5.1: Resultados de la Estimacio´n
ARTIMA: Perturbaciones Grandes Permanentes
T=200 ARIMA d R2
r noPerman E (θ) θ̂ ARTIMA ARIMA ARFIMA ARTIMA ARIMA ARFIMA
0 T 0
0,003
(0,073)
0,988
(0,206)
0,988
(0,206)
0,930
(0,309)
0,661
(0,165)
0,661
(0,165)
0,646
(0,234)
2.322 4 0.666
0,679
(0,057)
0,903
(0,224)
0,889
(0,223)
0,881
(0,308)
0,609
(0,171)
0,600
(0,182)
0,595
(0,226)
2.425 3 0.699
0,713
(0,055)
0,876
(0,235)
0,867
(0,227)
0,858
(0,313)
0,600
(0,178)
0,585
(0,186)
0,581
(0,229)
2.568 2 0.739
0,754
(0,057)
0,830
(0,277)
0,832
(0,234)
0,814
(0,353)
0,571
(0,195)
0,559
(0,192)
0,555
(0,245)
2.814 1 0.799
0,807
(0,042)
0,771
(0,297)
0,752
(0,249)
0,763
(0,386)
0,510
(0,200)
0,500
(0,205)
0,526
(0,243)
T=500 ARIMA d R2
r noPerman E (θ) θ̂ ARTIMA ARIMA ARFIMA ARTIMA ARIMA ARFIMA
0 T 0
0,003
(0,073)
0,990
(0,187)
0,990
(0,187)
0,934
(0,276)
0,596
(0,154)
0,596
(0,154)
0,586
(0,221)
2.322 4 0.759
0,764
(0,031)
0,907
(0,207)
0,893
(0,201)
0,882
(0,275)
0,543
(0,167)
0,532
(0,169)
0,535
(0,215)
2.425 3 0.784
0,788
(0,030)
0,894
(0,198)
0,871
(0,205)
0,873
(0,270)
0,537
(0,166)
0,517
(0,172)
0,527
(0,213)
2.568 2 0.816
0,820
(0,031)
0,843
(0,249)
0,833
(0,211)
0,828
(0,313)
0,499
(0,174)
0,492
(0,174)
0,493
(0,224)
2.814 1 0.861
0,861
(0,022)
0,772
(0,250)
0,749
(0,224)
0,769
(0,337)
0,429
(0,170)
0,435
(0,181)
0,451
(0,221)
T=800 ARIMA d R2
r noPerman E (θ) θ̂ ARTIMA ARIMA ARFIMA ARTIMA ARIMA ARFIMA
0 T 0
0,001
(0,033)
0,990
(0,187)
0,990
(0,187)
0,934
(0,276)
0,596
(0,154)
0,596
(0,154)
0,586
(0,221)
2.806 4 0.799
0,800
(0,021)
0,907
(0,207)
0,893
(0,201)
0,882
(0,275)
0,543
(0,167)
0,532
(0,169)
0,535
(0,215)
2.897 3 0.810
0,822
(0,021)
0,894
(0,198)
0,871
(0,205)
0,873
(0,270)
0,537
(0,166)
0,517
(0,172)
0,527
(0,213)
3.025 2 0.846
0,849
(0,022)
0,843
(0,249)
0,833
(0,211)
0,828
(0,313)
0,499
(0,174)
0,492
(0,174)
0,493
(0,224)
3.246 1 0.884
0,884
(0,017)
0,772
(0,250)
0,749
(0,224)
0,769
(0,337)
0,429
(0,170)
0,435
(0,181)
0,451
(0,221)
T=1500 ARIMA d R2
r noPerman E (θ) θ̂ ARTIMA ARIMA ARFIMA ARTIMA ARIMA ARFIMA
0 T 0
0,001
(0,025)
1,004
(0,149)
1,004
(0,149)
0,963
(0,218)
0,593
(0,132)
0,593
(0,132)
0,590
(0,194)
3.005 4 0.843
0,843
(0,015)
0,924
(0,154)
0,925
(0,159)
0,922
(0,202)
0,543
(0,136)
0,540
(0,141)
0,542
(0,171)
3.093 3 0.860
0,860
(0,015)
0,900
(0,162)
0,907
(0,162)
0,902
(0,211)
0,523
(0,138)
0,527
(0,142)
0,525
(0,175)
3.212 2 0.882
0,882
(0,016)
0,864
(0,194)
0,874
(0,168)
0,872
(0,243)
0,496
(0,146)
0,504
(0,146)
0,504
(0,183)
3.425 1 0.912
0,912
(0,012)
0,801
(0,189)
0,799
(0,182)
0,819
(0,255)
0,433
(0,133)
0,452
(0,153)
0,458
(0,179)
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Cuadro 5.2: Resultados de la Estimacio´n
ARTIMA: Perturbaciones Pequen˜as Permanentes
ARIMA d R2
T=200 % Perman E (θ) θ̂ ARTIMA ARIMA ARFIMA ARTIMA ARIMA ARFIMA
r=0.0 0.0 1.000 0.934
−0,005
(0,225)
−0,005
(0,225)
0,003
(0,420)
0,072
(0,090)
0,072
(0,090)
0,188
(0,186)
r=0.5 38.4 0.836 0.840
0,700
(0,243)
0,698
(0,248)
0,705
(0,337)
0,456
(0,202)
0,462
(0,204)
0,475
(0,247)
r=1.0 68.3 0.609 0.619
0,932
(0,217)
0,917
(0,217)
0,898
(0,285)
0,624
(0,170)
0,620
(0,175)
0,615
(0,220)
r=1.5 86.7 0.394 0.402
0,981
(0,215)
0,964
(0,209)
0,930
(0,281)
0,656
(0,159)
0,650
(0,167)
0,636
(0,223)
r=2.0 95.5 0.214 0.220
0,987
(0,209)
0,980
(0,207)
0,932
(0,293)
0,659
(0,166)
0,657
(0,166)
0,643
(0,227)
ARIMA d R2
T=500 % Perman E (θ) θ̂ ARTIMA ARIMA ARFIMA ARTIMA ARIMA ARFIMA
r=0.00 0.0 1.000 0.959
−0,012
(0,218)
−0,012
(0,218)
−0,015
(0,414)
0,052
(0,071)
0,052
(0,071)
0,147
(0,159)
r=0.25 19.8 0.937 0.930
0,471
(0,235)
0,454
(0,239)
0,466
(0,357)
0,239
(0,165)
0,235
(0,169)
0,260
(0,206)
r=0.50 38.4 0.836 0.838
0,822
(0,220)
0,806
(0,213)
0,806
(0,299)
0,477
(0,176)
0,474
(0,175)
0,473
(0,220)
r=1.00 68.3 0.610 0.614
0,965
(0,199)
0,956
(0,189)
0,926
(0,246)
0,574
(0,158)
0,574
(0,160)
0,574
(0,209)
r=1.50 86.7 0.395 0.398
0,994
(0,193)
0,980
(0,186)
0,946
(0,255)
0,596
(0,152)
0,590
(0,155)
0,586
(0,211)
ARIMA d R2
T=800 % Perman E (θ) θ̂ ARTIMA ARIMA ARFIMA ARTIMA ARIMA ARFIMA
r=0.00 0.0 1.000 0.969
−0,011
(0,183)
−0,011
(0,183)
−0,017
(0,351)
0,040
(0,053)
0,040
(0,053)
0,119
(0,130)
r=0.10 8.0 0.983 0.965
0,142
(0,192)
0,138
(0,189)
0,132
(0,327)
0,068
(0,079)
0,064
(0,075)
0,123
(0,131)
r=0.25 19.8 0.938 0.934
0,577
(0,202)
0,568
(0,211)
0,572
(0,313)
0,324
(0,168)
0,319
(0,168)
0,322
(0,205)
r=0.50 38.4 0.836 0.838
0,888
(0,173)
0,866
(0,184)
0,868
(0,232)
0,541
(0,148)
0,531
(0,155)
0,536
(0,192)
r=0.75 54.7 0.724 0.727
0,959
(0,169)
0,940
(0,173)
0,927
(0,217)
0,587
(0,142)
0,582
(0,146)
0,582
(0,186)
ARIMA d R2
T=1500 % Perman E (θ) θ̂ ARTIMA ARIMA ARFIMA ARTIMA ARIMA ARFIMA
r=0.00 0.0 1.000 0.977
0,007
(0,159)
0,007
(0,159)
0,017
(0,309)
0,028
(0,038)
0,028
(0,038)
0,091
(0,105)
r=0.10 8.0 0.983 0.972
0,210
(0,176)
0,213
(0,181)
0,219
(0,289)
0,076
(0,079)
0,080
(0,082)
0,116
(0,119)
r=0.25 19.8 0.938 0.936
0,689
(0,191)
0,688
(0,190)
0,705
(0,270)
0,375
(0,156)
0,375
(0,155)
0,377
(0,186)
r=0.50 38.3 0.836 0.837
0,927
(0,157)
0,931
(0,157)
0,923
(0,197)
0,543
(0,134)
0,544
(0,140)
0,543
(0,172)
r=0.75 54.7 0.724 0.726
0,974
(0,153)
0,979
(0,151)
0,957
(0,191)
0,574
(0,138)
0,578
(0,134)
0,577
(0,174)
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Cuadro 5.3: Resultados de la Estimacio´n
TUR
ARIMA d R2
T=200 % Perman E (φ) φ̂ TUR ARIMA ARFIMA TUR ARIMA ARFIMA
r=0.01 99.2 0.996 0.970
0,990
(0,218)
0,998
(0,213)
0,919
(0,306)
0,647
(0,160)
0,650
(0,155)
0,638
(0,238)
r=0.10 92.0 0.960 0.938
0,810
(0,239)
0,822
(0,222)
0,783
(0,370)
0,517
(0,182)
0,535
(0,177)
0,528
(0,254)
r=0.17 86.5 0.932 0.915
0,676
(0,243)
0,687
(0,225)
0,668
(0,408)
0,430
(0,190)
0,446
(0,188)
0,450
(0,259)
r=0.25 80.2 0.901 0.891
0,547
(0,234)
0,562
(0,225)
0,546
(0,414)
0,348
(0,186)
0,360
(0,189)
0,374
(0,250)
r=0.50 61.7 0.808 0.829
0,314
(0,237)
0,318
(0,227)
0,314
(0,421)
0,188
(0,158)
0,191
(0,156)
0,263
(0,221)
ARIMA d R2
T=500 % Perman E (θ) θ̂ TUR ARIMA ARFIMA TUR ARIMA ARFIMA
r=0.01 99.2 0.996 0.986
0,989
(0,207)
0,985
(0,208)
0,921
(0,302)
0,556
(0,143)
0,550
(0,149)
0,570
(0,238)
r=0.10 92.1 0.960 0.952
0,751
(0,225)
0,770
(0,15)
0,730
(0,360)
0,415
(0,166)
0,421
(0,160)
0,419
(0,230)
r=0.17 86.5 0.933 0.929
0,586
(0,210)
0,599
(0,217)
0,572
(0,370)
0,309
(0,159)
0,315
(0,158)
0,316
(0,216)
r=0.25 80.3 0.901 0.904
0,439
(0,216)
0,452
(0,213)
0,425
(0,381)
0,217
(0,144)
0,222
(0,144)
0,243
(0,197)
r=0.50 61.7 0.806 0.841
0,193
(0,210)
0,203
(0,212)
0,181
(0,392)
0,087
(0,090)
0,092
(0,096)
0,160
(0,158)
ARIMA d R2
T=800 % Perman E (θ) θ̂ TUR ARIMA ARFIMA TUR ARIMA ARFIMA
r=0.01 99.2 0.996 0.990
0,987
(0,170)
0,986
(0,175)
0,934
(0,250)
0,578
(0,128)
0,572
(0,130)
0,589
(0,210)
r=0.10 92.0 0.960 0.955
0,669
(0,189)
0,678
(0,182)
0,672
(0,324)
0,378
(0,153)
0,384
(0,144)
0,387
(0,214)
r=0.17 86.5 0.932 0.931
0,481
(0,185)
0,488
(0,184)
0,482
(0,337)
0,252
(0,140)
0,254
(0,138)
0,272
(0,202)
r=0.25 80.2 0.901 0.907
0,338
(0,186)
0,343
(0,183)
0,336
(0,342)
0,159
(0,118)
0,160
(0,118)
0,201
(0,178)
r=0.50 61.6 0.808 0.843
0,142
(0,176)
0,134
(0,184)
0,135
(0,337)
0,063
(0,068)
0,062
(0,070)
0,131
(0,138)
ARIMA d R2
T=1500 % Perman E (θ) θ̂ TUR ARIMA ARFIMA TUR ARIMA ARFIMA
r=0.01 99.2 0.996 0.992
0,988
(0,160)
0,984
(0,161)
0,945
(0,216)
0,533
(0,112)
0,530
(0,116)
0,572
(0,196)
r=0.10 92.2 0.960 0.958
0,595
(0,171)
0,606
(0,163)
0,603
(0,289)
0,298
(0,128)
0,303
(0,124)
0,311
(0,185)
r=0.17 86.5 0.932 0.934
0,389
(0,167)
0,403
(0,161)
0,398
(0,290)
0,165
(0,104)
0,173
(0,106)
0,193
(0,159)
r=0.25 80.3 0.901 0.910
0,252
(0,163)
0,266
(0,159)
0,260
(0,290)
0,092
(0,081)
0,097
(0,082)
0,134
(0,132)
r=0.50 61.7 0.809 0.845
0,093
(0,160)
0,098
(0,157)
0,102
(0,291)
0,038
(0,046)
0,037
(0,045)
0,091
(0,101)
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Cuadro 5.4: Resultados del Contraste de DF Aumentado
ARTIMA: Perturbaciones Grandes Permanentes
% Rechazos H0 : d = 1
T=200 ARTIMA ARIMA ARFIMA
noPerma 0 3 6 10 0 3 6 10 0 3 6 10
T 0.049 0.049 0.049 0.049 0.049 0.049 0.049 0.049 0.249 0.164 0.124 0.106
4 0.922 0.155 0.064 0.060 0.903 0.183 0.073 0.057 0.353 0.207 0.164 0.111
3 0.956 0.206 0.081 0.079 0.940 0.255 0.087 0.061 0.378 0.222 0.167 0.137
2 0.998 0.280 0.153 0.138 0.964 0.346 0.125 0.073 0.425 0.242 0.200 0.162
1 1.000 0.321 0.174 0.169 0.996 0.541 0.228 0.107 0.476 0.315 0.244 0.205
% Rechazos H0 : d = 1
T=500 ARTIMA ARIMA ARFIMA
noPerma 0 3 6 10 0 3 6 10 0 3 6 10
T 0.049 0.049 0.049 0.049 0.049 0.049 0.049 0.049 0.259 0.177 0.149 0.124
4 0.997 0.386 0.120 0.065 0.986 0.415 0.160 0.066 0.360 0.263 0.222 0.182
3 1.000 0.464 0.131 0.073 0.995 0.490 0.198 0.080 0.391 0.288 0.238 0.191
2 1.000 0.616 0.212 0.127 0.998 0.633 0.274 0.111 0.460 0.344 0.291 0.233
1 1.000 0.883 0.269 0.160 1.000 0.825 0.471 0.216 0.578 0.429 0.356 0.294
% Rechazos H0 : d = 1
T=800 ARTIMA ARIMA ARFIMA
noPerma 0 3 6 10 0 3 6 10 0 3 6 10
T 0.049 0.049 0.049 0.049 0.049 0.049 0.049 0.049 0.272 0.212 0.177 0.150
4 1.000 0.554 0.232 0.089 0.999 0.600 0.236 0.092 0.351 0.264 0.227 0.176
3 1.000 0.657 0.277 0.108 1.000 0.634 0.278 0.105 0.402 0.297 0.242 0.202
2 1.000 0.742 0.347 0.140 1.000 0.781 0.437 0.170 0.445 0.335 0.282 0.228
1 1.000 0.998 0.438 0.182 1.000 0.926 0.638 0.338 0.608 0.471 0.399 0.333
% Rechazos H0 : d = 1
T=1500 ARTIMA ARIMA ARFIMA
noPerma 0 3 6 10 0 3 6 10 0 3 6 10
T 0.049 0.049 0.049 0.049 0.050 0.049 0.050 0.050 0.264 0.192 0.164 0.143
4 1.000 0.734 0.363 0.143 1.000 0.787 0.420 0.181 0.398 0.297 0.261 0.232
3 1.000 0.835 0.459 0.157 1.000 0.858 0.505 0.239 0.470 0.354 0.305 0.283
2 1.000 0.935 0.598 0.245 1.000 0.923 0.634 0.346 0.504 0.399 0.347 0.326
1 1.000 1.000 0.879 0.295 1.000 0.980 0.838 0.551 0.666 0.544 0.485 0.420
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Cuadro 5.5: Resultados del Contraste de DF Aumentado
ARTIMA: Perturbaciones Pequen˜as Permanentes
% Rechazos H0 : d = 1
ARTIMA ARIMA ARFIMA
T=200 0 3 6 10 0 3 6 10 0 3 6 10
r=0.0 1.000 1.000 1.000 0.995 1.000 1.000 1.000 0.995 1.000 0.991 0.952 0.864
r=0.5 1.000 0.669 0.296 0.127 1.000 0.680 0.294 0.129 0.669 0.452 0.327 0.248
r=1.0 0.837 0.117 0.050 0.056 0.826 0.134 0.055 0.056 0.329 0.184 0.135 0.095
r=1.5 0.401 0.055 0.043 0.055 0.408 0.058 0.046 0.050 0.271 0.150 0.129 0.102
r=2.0 0.175 0.048 0.053 0.061 0.177 0.050 0.051 0.050 0.245 0.160 0.126 0.115
% Rechazos H0 : d = 1
ARTIMA ARIMA ARFIMA
T=500 0 3 6 10 0 3 6 10 0 3 6 10
r=0.00 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.989
r=0.25 1.000 0.998 0.951 0.711 1.000 1.000 0.947 0.717 0.942 0.855 0.807 0.714
r=0.50 1.000 0.697 0.320 0.126 1.000 0.724 0.338 0.130 0.521 0.397 0.342 0.262
r=1.00 0.832 0.137 0.069 0.045 0.818 0.131 0.068 0.052 0.295 0.198 0.164 0.136
r=1.50 0.397 0.062 0.054 0.054 0.378 0.058 0.053 0.049 0.264 0.190 0.156 0.124
% Rechazos H0 : d = 1
ARTIMA ARIMA ARFIMA
T=800 0 3 6 10 0 3 6 10 0 3 6 10
r=0.00 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
r=0.10 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.998 0.996
r=0.25 1.000 1.000 0.958 0.761 1.000 1.000 0.960 0.758 0.909 0.852 0.793 0.727
r=0.50 1.000 0.778 0.369 0.146 1.000 0.745 0.372 0.141 0.467 0.332 0.282 0.229
r=0.75 0.981 0.342 0.128 0.073 0.980 0.334 0.104 0.062 0.313 0.218 0.182 0.141
% Rechazos H0 : d = 1
ARTIMA ARIMA ARFIMA
T=1500 0 3 6 10 0 3 6 10 0 3 6 10
r=0.00 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
r=0.10 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.998
r=0.25 1.000 1.000 0.956 0.771 1.000 0.999 0.921 0.618 0.837 0.753 0.699 0.655
r=0.50 1.000 0.752 0.363 0.163 1.000 0.757 0.395 0.165 0.405 0.317 0.269 0.233
r=0.75 0.987 0.327 0.108 0.062 0.975 0.345 0.111 0.066 0.306 0.215 0.178 0.160
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Cuadro 5.6: Resultados del Contraste de DF Aumentado
TUR
% Rechazos H0 : d = 1
TUR ARIMA ARFIMA
T=200 0 3 6 10 0 3 6 10 0 3 6 10
r=0.01 0.058 0.046 0.040 0.050 0.069 0.048 0.047 0.047 0.280 0.170 0.118 0.117
r=0.10 0.251 0.228 0.185 0.198 0.255 0.201 0.168 0.169 0.520 0.340 0.254 0.209
r=0.17 0.510 0.462 0.380 0.331 0.559 0.429 0.341 0.309 0.674 0.472 0.370 0.307
r=0.25 0.788 0.732 0.618 0.487 0.868 0.684 0.565 0.472 0.834 0.634 0.510 0.402
r=0.50 0.996 0.977 0.913 0.775 1.000 0.986 0.918 0.761 0.968 0.861 0.746 0.601
% Rechazos H0 : d = 1
TUR ARIMA ARFIMA
T=500 0 3 6 10 0 3 6 10 0 3 6 10
r=0.01 0.061 0.068 0.061 0.059 0.047 0.053 0.053 0.052 0.296 0.215 0.175 0.153
r=0.10 0.810 0.820 0.786 0.686 0.802 0.751 0.734 0.638 .650 0.521 0.451 0.366
r=0.17 0.990 0.990 0.979 0.948 1.000 0.997 0.979 0.940 0.863 0.748 0.656 0.574
r=0.25 1.000 1.000 1.000 0.993 1.000 1.000 1.000 0.996 0.958 0.906 0.830 0.754
r=0.50 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.994 0.988 0.960
% Rechazos H0 : d = 1
TUR ARIMA ARFIMA
T=800 0 3 6 10 0 3 6 10 0 3 6 10
r=0.01 0.100 0.095 0.092 0.089 0.100 0.099 0.096 0.090 0.285 0.207 0.174 0.156
r=0.10 0.984 0.984 0.974 0.959 0.998 0.995 0.986 0.968 0.834 0.747 0.668 0.587
r=0.17 1.000 1.000 1.000 0.998 1.000 1.000 1.000 0.999 0.976 0.935 0.891 0.839
r=0.25 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.996 0.987 0.973 0.948
r=0.50 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.998
% Rechazos H0 : d = 1
TUR ARIMA ARFIMA
T=1500 0 3 6 10 0 3 6 10 0 3 6 10
r=0.01 0.193 0.186 0.177 0.187 0.182 0.170 0.163 0.170 0.304 0.215 0.183 0.182
r=0.10 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.951 0.903 0.858 0.815
r=0.17 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.996 0.991 0.986 0.977
r=0.25 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.998 0.996
r=0.50 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
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Cuadro 5.7: Resultados de los Contrastes de GPH y Tanaka
ARTIMA: Perturbaciones Grandes Permanentes
% Rechazos H0 : d = 0 % Rechazos H0 : d = 1
T=200 ARTIMA ARIMA ARFIMA ARTIMA ARIMA ARFIMA
noPerma GPH TA GPH TA GPH TA GPH TA GPH TA GPH TA
T 0.988 1.000 0.988 1.000 0.945 0.991 0.090 0.034 0.090 0.034 0.186 0.163
4 0.979 0.998 0.982 1.000 0.937 0.986 0.172 0.050 0.175 0.054 0.240 0.206
3 0.976 0.991 0.976 0.999 0.937 0.980 0.195 0.063 0.203 0.072 0.249 0.244
2 0.943 0.958 0.969 0.998 0.897 0.949 0.230 0.078 0.257 0.091 0.288 0.233
1 0.902 0.924 0.934 0.976 0.868 0.918 0.242 0.114 0.383 0.111 0.336 0.299
% Rechazos H0 : d = 0 % Rechazos H0 : d = 1
T=500 ARTIMA ARIMA ARFIMA ARTIMA ARIMA ARFIMA
noPerma GPH TA GPH TA GPH TA GPH TA GPH TA GPH TA
T 0.996 1.000 0.996 1.000 0.966 0.999 0.063 0.033 0.063 0.033 0.180 0.278
4 0.988 0.998 0.989 1.000 0.959 0.997 0.147 0.059 0.168 0.068 0.212 0.400
3 0.987 0.999 0.986 1.000 0.959 0.995 0.150 0.062 0.191 0.070 0.221 0.428
2 0.961 0.998 0.982 1.000 0.920 0.976 0.221 0.062 0.239 0.070 0.269 0.451
1 0.931 0.981 0.957 1.000 0.893 0.963 0.263 0.068 0.393 0.077 0.344 0.598
% Rechazos H0 : d = 0 % Rechazos H0 : d = 1
T=800 ARTIMA ARIMA ARFIMA ARTIMA ARIMA ARFIMA
noPerma GPH TA GPH TA GPH TA GPH TA GPH TA GPH TA
T 0.996 1.000 0.996 1.000 0.966 0.999 0.063 0.033 0.063 0.033 0.180 0.278
4 0.988 0.998 0.989 1.000 0.959 0.997 0.147 0.059 0.168 0.068 0.212 0.400
3 0.987 0.999 0.986 1.000 0.959 0.995 0.150 0.062 0.191 0.070 0.221 0.428
2 0.961 0.998 0.982 1.000 0.920 0.976 0.221 0.062 0.239 0.070 0.269 0.451
1 0.931 0.981 0.957 1.000 0.893 0.963 0.263 0.068 0.393 0.077 0.344 0.598
% Rechazos H0 : d = 0 % Rechazos H0 : d = 1
T=1500 ARTIMA ARIMA ARFIMA ARTIMA ARIMA ARFIMA
noPerma GPH TA GPH TA GPH TA GPH TA GPH TA GPH TA
T 1.000 1.000 1.000 1.000 0.997 1.000 0.069 0.037 0.069 0.037 0.165 0.349
4 0.999 1.000 1.000 1.000 0.998 1.000 0.143 0.059 0.167 0.059 0.194 0.518
3 0.999 1.000 1.000 1.000 0.997 1.000 0.183 0.050 0.193 0.054 0.235 0.569
2 0.982 0.998 1.000 1.000 0.978 0.991 0.225 0.057 0.260 0.054 0.268 0.606
1 0.978 0.991 0.999 1.000 0.988 0.963 0.310 0.066 0.398 0.058 0.348 0.767
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Cuadro 5.8: Resultados de los Contrastes de GPH y Tanaka
ARTIMA: Perturbaciones Pequen˜as Permanentes
% Rechazos H0 : d = 0 % Rechazos H0 : d = 1
ARTIMA ARIMA ARFIMA ARTIMA ARIMA ARFIMA
T=200 GPH TA GPH TA GPH TA GPH TA GPH TA GPH TA
r=0.0 0.057 0.007 0.057 0.007 0.214 0.203 0.994 0.252 0.994 0.252 0.930 0.385
r=0.5 0.904 0.954 0.901 0.957 0.854 0.952 0.445 0.131 0.451 0.124 0.446 0.365
r=1.0 0.986 1.000 0.988 1.000 0.955 0.994 0.141 0.058 0.144 0.048 0.205 0.204
r=1.5 0.994 1.000 0.986 1.000 0.963 0.997 0.101 0.051 0.103 0.047 0.173 0.167
r=2.0 0.988 1.000 0.986 1.000 0.950 0.996 0.084 0.052 0.094 0.057 0.176 0.157
% Rechazos H0 : d = 0 % Rechazos H0 : d = 1
ARTIMA ARIMA ARFIMA ARTIMA ARIMA ARFIMA
T=500 GPH TA GPH TA GPH TA GPH TA GPH TA GPH TA
r=0.00 0.062 0.006 0.062 0.006 0.202 0.255 1.000 0.159 1.000 0.159 0.945 0.400
r=0.25 0.722 0.964 0.711 0.957 0.661 0.911 0.804 0.101 0.831 0.101 0.706 0.474
r=0.50 0.979 1.000 0.974 1.000 0.932 0.996 0.267 0.076 0.293 0.071 0.322 0.527
r=1.00 0.993 1.000 0.996 1.000 0.979 1.000 0.092 0.065 0.097 0.063 0.161 0.324
r=1.50 0.997 1.000 0.997 1.000 0.981 1.000 0.081 0.067 0.071 0.062 0.171 0.286
% Rechazos H0 : d = 0 % Rechazos H0 : d = 1
ARTIMA ARIMA ARFIMA ARTIMA ARIMA ARFIMA
T=800 GPH TA GPH TA GPH TA GPH TA GPH TA GPH TA
r=0.00 0.058 0.007 0.058 0.007 0.202 0.268 1.000 0.152 1.000 0.152 0.980 0.408
r=0.10 0.257 0.496 0.235 0.533 0.335 0.548 0.997 0.142 0.999 0.135 0.968 0.208
r=0.25 0.928 0.993 0.902 1.000 0.813 0.987 0.751 0.103 0.773 0.102 0.687 0.687
r=0.50 0.995 1.000 0.994 1.000 0.985 0.999 0.195 0.072 0.249 0.075 0.272 0.557
r=0.75 0.999 1.000 0.998 1.000 0.993 1.000 0.106 0.059 0.130 0.058 0.185 0.383
% Rechazos H0 : d = 0 % Rechazos H0 : d = 1
ARTIMA ARIMA ARFIMA ARTIMA ARIMA ARFIMA
T=1500 GPH TA GPH TA GPH TA GPH TA GPH TA GPH TA
r=0.00 0.049 0.015 0.049 0.015 0.235 0.338 1.000 0.128 1.000 0.128 0.989 0.386
r=0.10 0.405 0.884 0.431 0.887 0.469 0.758 0.997 0.088 0.995 0.094 0.962 0.185
r=0.25 0.980 1.000 0.989 1.000 0.934 0.999 0.632 0.063 0.627 0.074 0.533 0.815
r=0.50 0.999 1.000 1.000 1.000 0.997 1.000 0.149 0.054 0.156 0.062 0.199 0.520
r=0.75 1.000 1.000 1.000 1.000 0.997 1.000 0.082 0.067 0.088 0.064 0.147 0.411
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Cuadro 5.9: Resultados de los Contrastes de GPH y Tanaka
TUR
% Rechazos H0 : d = 0 % Rechazos H0 : d = 1
TUR ARIMA ARFIMA TUR ARIMA ARFIMA
T=200 GPH TA GPH TA GPH TA GPH TA GPH TA GPH TA
r=0.01 0.992 0.071 0.995 0.067 0.951 0.321 0.094 0.054 0.078 0.055 0.203 0.209
r=0.10 0.957 0.120 0.962 0.062 0.878 0.120 0.285 0.124 0.258 0.099 0.347 0.384
r=0.17 0.900 0.150 0.922 0.047 0.792 0.061 0.468 0.203 0.456 0.133 0.478 0.564
r=0.25 0.812 0.182 0.824 0.034 0.707 0.050 0.683 0.317 0.662 0.169 0.589 0.769
r=0.50 0.483 0.258 0.489 0.019 0.501 0.139 0.914 0.623 0.917 0.350 0.786 0.951
% Rechazos H0 : d = 0 % Rechazos H0 : d = 1
TUR ARIMA ARFIMA TUR ARIMA ARFIMA
T=500 GPH TA GPH TA GPH TA GPH TA GPH TA GPH TA
r=0.01 0.997 0.071 0.994 0.065 0.954 0.408 0.089 0.061 0.091 0.053 0.199 0.270
r=0.10 0.954 0.142 0.961 0.049 0.867 0.163 0.368 0.275 0.328 0.165 0.400 0.663
r=0.17 0.880 0.201 0.873 0.035 0.750 0.209 0.661 0.498 0.628 0.286 0.576 0.888
r=0.25 0.719 0.303 0.740 0.024 0.611 0.354 0.851 0.704 0.856 0.453 0.737 0.971
r=0.50 0.287 0.496 0.315 0.015 0.381 0.476 0.986 0.976 0.982 0.961 0.898 0.999
% Rechazos H0 : d = 0 % Rechazos H0 : d = 1
TUR ARIMA ARFIMA TUR ARIMA ARFIMA
T=800 GPH TA GPH TA GPH TA GPH TA GPH TA GPH TA
r=0.01 0.999 0.069 0.999 0.076 0.982 0.378 0.079 0.069 0.082 0.064 0.194 0.295
r=0.10 0.971 0.146 0.973 0.047 0.883 0.180 0.619 0.415 0.604 0.281 0.547 0.858
r=0.17 0.874 0.252 0.862 0.042 0.733 0.467 0.896 0.714 0.897 0.521 0.759 0.980
r=0.25 0.645 0.408 0.654 0.033 0.572 0.610 0.975 0.903 0.973 0.801 0.874 0.998
r=0.50 0.253 0.669 0.240 0.018 0.360 0.534 1.000 0.998 0.997 0.999 0.963 1.000
% Rechazos H0 : d = 0 % Rechazos H0 : d = 1
TUR ARIMA ARFIMA TUR ARIMA ARFIMA
T=1500 GPH TA GPH TA GPH TA GPH TA GPH TA GPH TA
r=0.01 1.000 0.061 1.000 0.059 0.992 0.388 0.74 0.101 0.081 0.073 0.187 0.332
r=0.10 0.969 0.185 0.969 0.033 0.884 0.304 0.806 0.682 0.797 0.505 0.663 0.973
r=0.17 0.785 0.378 0.825 0.030 0.681 0.687 0.982 0.948 0.980 0.873 0.884 0.998
r=0.25 0.508 0.593 0.533 0.023 0.526 0.772 0.995 0.997 0.997 0.995 0.955 1.000
r=0.50 0.152 0.798 0.169 0.013 0.310 0.532 1.000 1.000 1.000 1.000 0.987 1.000
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5.5. Conclusiones
En este cap´ıtulo se lleva a cabo un estudio detallado de la relacio´n existente entre los
modelos asime´tricos en persistencia, ARTIMA y TUR, con los procesos de larga memoria
ARFIMA.
En una primera etapa se estudian la relaciones teo´ricas entre estos modelos asime´tricos
y determinadas propiedades de los modelos de larga memoria. En concreto, se obtiene
que la agregacio´n sectorial de modelos TUR puede generar procesos ARFIMA, siendo esto
imposible para el caso ARTIMA. Sin embargo, cuando el para´metro threshold de ambos
modelos no lineales depende del taman˜o muestral, la varianza de la suma parcial de dichos
procesos puede presentar propiedades de larga memoria.
Finalmente, para comprobar estos resultados, se realiza un estudio de Monte Carlo, en el
que adema´s se compara el comportamiento, ante determinados contrastes de larga memoria,
de estos procesos asime´tricos con sus aproximaciones lineales ARIMA Y ARFIMA. En
general podemos concluir que el contraste de Tanaka (1999) es ma´s robusto a este tipo
de asimetr´ıas, aunque su resultado depende crucialmente de la correcta especificacio´n del
modelo. Adema´s, exceptuando para este contraste y el modelo TUR, ambas aproximaciones
lineales presentan comportamientos similares a los procesos asime´tricos.
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Cap´ıtulo 6
Consideraciones finales y l´ıneas de
investigacio´n futura.
A la hora de realizar un ana´lisis econo´mico, uno de los aspectos ma´s importantes es la
identificacio´n de las perturbaciones que conforman las distintas series econo´micas objeto
del ana´lisis. Esta Tesis introduce una nueva clase de modelos que permiten la identifica-
cio´n de las perturbaciones basada en sus propiedades de largo plazo (persistencia) y en
criterios econo´micos ma´s amplios, que a su vez sean contrastables. Esto facilita una iden-
tificacio´n ma´s endo´gena y flexible de las perturbaciones. Estos nuevos criterios surgira´n
de las propiedades de asimetr´ıa que presentan habitualmente las series econo´micas, y ma´s
concretamente, de las asimetr´ıas en persistencia.
Las aportaciones al estudio de las asimetr´ıas en las series econo´micas han sido muy
amplias, y se remontan a los trabajos de Keynes (1936) o Burns y Mitchell (1946), cen-
trados en el Business Cycle. Las caracter´ısticas de las asimetr´ıas en las series econo´micas,
asociadas normalmente a la dina´mica de la serie, han hecho que las principales aportacio-
nes se hayan realizado en el contexto de los modelos no lineales. Sin embargo, el desarrollo
teo´rico respecto a los modelos no lineales no ha sido todo lo amplio que cabr´ıa desear de-
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bido, fundamentalmente, a dos causas: la complejidad de las relaciones entre las variables
econo´micas, que dificulta la obtencio´n de modelos concretos, y la complejidad de los pro-
pios modelos no lineales, que implica una mayor dificultad en la obtencio´n de resultados de
teor´ıa asinto´tica. Este ha sido uno de los retos principales de la Tesis, de manera que uno de
los objetivos centrales de la misma ha sido el de proponer modelos simples e intuitivos de
los que obtener resultados de validez asinto´tica para los me´todos de estimacio´n y contraste
utilizados en dichos modelos.
Las aportaciones concretas de la Tesis se han centrado tanto en el campo teo´rico como
en el aplicado. Desde el punto de vista teo´rico, se presenta un nuevo me´todo de identifica-
cio´n de las perturbaciones basado en un nuevo tipo de modelos threshold. Estos modelos,
bajo determinadas condiciones, generara´n asimetr´ıas en la persistencia de las perturba-
ciones en te´rminos de transitorio y permanente, dependiendo de algu´n criterio econo´mico
recogido a trave´s de la variable threshold. Para estos modelos, se propone un me´todo de es-
timacio´n y de contraste de las hipo´tesis fundamentales, para los que se obtienen resultados
de validez asinto´tica. Desde la perspectiva emp´ırica, estos me´todos se aplican a diferen-
tes series econo´micas, como la tasa de desempleo, el producto nacional bruto y diferentes
ı´ndices de precios. Finalmente, se analiza la relacio´n existente entre los modelos no linea-
les presentados en la Tesis y las propiedades de larga memoria que presentan los modelos
ARFIMA. En concreto, se encuentra que bajo determinadas condiciones estos modelos son
capaces de generar algunas propiedades de los modelos ARFIMA. La inclusio´n de este
ana´lisis parec´ıa particularmente importante por dos motivos: primero, porque los modelos
ARTIMA suponen un enfoque alternativo al problema de rechazo de las dos hipo´tesis tra-
dicionales respecto a la memoria de las series, I(0) e I(1), y segundo, por la ausencia de
modelos econo´micos que produzcan la integracio´n fraccional, tan habitual por otro lado,
en las series econo´micas.
A continuacio´n se resume brevemente las aportaciones que se han echo en cada uno de
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los campos considerados. Tambie´n se perfilan los campos futuros por los cuales se espera
extender la investigacio´n que se ha emprendido con este trabajo.
Identificacio´n de las perturbaciones
Los me´todos de identificacio´n de perturbaciones desarrollados hasta el momento se han
centrado fundamentalmente en el marco lineal. Estos me´todos requieren de informacio´n a
priori no contrastable. En los Cap´ıtulos 2 y 3 de esta Tesis se presentan una nueva clase de
modelos no lineales de tipo threshold, que denominamos modelos ARTIMA, y que sera´n
la base para la identificacio´n de las perturbaciones. Esta se basara´ en el comportamiento a
largo plazo de las perturbaciones y la asimetr´ıa de las mismas en dicho comportamiento.
Sus principales caracter´ısticas y ventajas se resumen a continuacio´n:
Los procesos ARTIMA son procesos autoregresivos integrados con un comportamien-
to threshold en la media mo´vil. Los modelos threshold presentan la ventaja de per-
mitir una aproximacio´n lineal por tramos a cualquier funcio´n no lineal suave. Una
caracter´ıstica fundamental de los modelos ARTIMA es la presencia de una ra´ız unita-
ria en algu´n re´gimen de la media mo´vil. Como se prueba en los Ca´pitulos 2 y 3, bajo
determinadas condiciones, esto permitira´ que las perturbaciones en dicho re´gimen
sean transitorias, mientras que en el resto, son permanentes. Esto genera un nuevo
marco en las asimetr´ıas en persistencia, no estudiado hasta ahora, y que extiende
estas asimetr´ıas en la persistencia al caso de transitorio y permanente.
Como variable threshold consideraremos las propiedades o caracter´ısticas de alguna
variable econo´mica relevante, entre las que se incluye la propia perturbacio´n, permi-
tiendo una interpretacio´n econo´mica e intuitiva del modelo. Las propiedades en las
que nos hemos centrado a lo largo de la tesis son el taman˜o y el signo.
La existencia de perturbaciones transitorias y permanentes en este contexto, elimina
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la implicacio´n negativa que suponen los modelos lineales de que todas las perturba-
ciones son, o transitorias o permanentes. Adema´s, en el caso del paseo aleatorio, se
elimina la imposicio´n de que siempre haya una perturbacio´n permanente.
Basado en los modelos ARTIMA y sus propiedades, en el Cap´ıtulo 4 se presenta un
nuevo me´todo de descomposicio´n de las series en su componente permanente y transitorio.
Las principales aportaciones respecto a la descomposicio´n permanente-transitorio (P-T) de
las series son:
Se introduce una nueva definicio´n de descomposicio´n basada en la definicio´n de Quah
(1992), y que introduce la restriccio´n de que el componente permanente este so´lo
formado por perturbaciones permanentes.
Basados en los modelos ARTIMA, se proponen dos me´todos no lineales de descom-
posicio´n permanente-transitorio. El primero se obtiene de la aplicacio´n de la nueva
definicio´n de descomposicio´n P-T. El segundo se obtiene a partir de la definicio´n
propuesta por Beveridge y Nelson (1981), (B-N en adelante).
Comparada con la descomposicio´n B-N lineal, la descomposicio´n B-N no lineal basada
en los modelos ARTIMA, elimina la restriccio´n de que ambos componentes este´n
perfectamente correlados. Con relacio´n a la descomposicio´n UC − 0 propuesta por
Harvey (1985), Clark (1987) y Pierce (1979) entre otros, comparte la propiedad de que
los componentes pueden ser incorrelados o parcialmente correlados, pero elimina la
restriccio´n de informacio´n a priori. En el Cap´ıtulo 4 se prueba que el comportamiento
del componente transitorio en la descomposicio´n no lineal B-N se encuentra siempre
entre ambos, el del B-N lineal y el del UC − 0.
En general, en la medida que el contraste de hipo´tesis en los modelos ARTIMA sea
factible, los criterios en los que se basan las nuevas descomposiciones sera´n tambie´n
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contrastables, permitiendo una endogeneidad en el me´todo de descomposicio´n no
alcanzado por ninguna metodolog´ıa propuesta hasta ahora.
Las l´ıneas de investigacio´n que este trabajo abre son muy numerosas, en principio, cen-
tradas en la extensio´n multivariante de los me´todos propuestos. Entre ellas, caben destacar
dos:
La extensio´n a los modelos VARMA. En concreto, se tratara´ de analizar bajo que
condiciones las asimetr´ıas en la persistencia eliminan el problema de la identificacio´n
de las perturbaciones en los modelos VARMA (ver Quah, 1992).
Relacionado con el marco anterior, se encuentra la posibilidad de definicio´n de nuevas
relaciones de equilibrio a largo plazo o cointegracio´n. En el contexto de un modelo de
correccio´n del error, una ecuacio´n de cointegracio´n modelizada a trave´s de un modelo
ARTIMA, permitira´ extender la definicio´n de cointegracio´n parcial al caso en el que
solo bajo determinados reg´ımenes las series esta´n cointegradas. La definicio´n actual
de cointegracio´n parcial hace referencia a los casos en los que existen periodos de
no atraccio´n entre las variables, pero en el que las series esta´n cointegradas. Esta
definicio´n ma´s general de cointegracio´n parcial permite que la relacio´n de equilibrio
a largo plazo entre las variables no sea constante, si no que pueda cambiar bajo
determinadas condiciones econo´micas.
Validez asinto´tica de los me´todos propuestos
Como hemos visto, una de las principales aportaciones de los me´todos de identificacio´n
propuestos reside en la posibilidad de contrastar la validez de los criterios utilizados. Para
ello son necesarios varios resultados respecto a la estimacio´n de los modelos. En primer
lugar, los para´metros del modelo han de estar identificados bajo el me´todo de estimacio´n
propuesto, que a su vez, ha de ser un me´todo consistente. En segundo lugar, se han de
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proponer estrategias de contraste de las hipo´tesis ba´sicas de modelo, relacionadas con los
criterios de identificacio´n, para las que se han de obtener resultados de validez asinto´tica.
Estas hipo´tesis son fundamentalmente dos: la existencia de asimetr´ıas en la persistencia, y
cuando estas existan, su extensio´n al caso de transitorio y permanente. Todos estos resul-
tados se presentan en los Cap´ıtulos 2, 3 y 4. Para ello, se han distinguido dos casos funda-
mentales segu´n la variable threshold sea observable, ARTIMA-Observable en el Cap´ıtulo
2, o la propia perturbacio´n, ARTIMA-Shock en el Cap´ıtulo 3. A su vez, en los modelos
ARTIMA-Shock se analizan los casos particulares del signo y el taman˜o, ARTIMA-Shock-
Sign y ARTIMA-Shock-Size respectivamente. A continuacio´n presentamos un resumen de
los resultados:
En un paso inicial, se obtienen la condiciones suficientes para la existencia de per-
turbaciones transitorias y permanentes bajo la modelizacio´n ARTIMA, as´ı como las
de invertibilidad, ya que se trata de modelos no lineales y con medias mo´viles. La
invertibilidad es una condicio´n necesaria para la estimacio´n consistente de las per-
turbaciones, que permite la prediccio´n y que dota de sentido a la definicio´n de los
conjuntos de informacio´n basados en las propias perturbaciones.
El me´todo de estimacio´n propuesto para ambos modelos se basa en mı´nimos cuadra-
dos. Para este me´todo se obtienen las condiciones suficientes para la identificabilidad
de los para´metros y consistencia de los estimadores. Los resultados obtenidos son
diferentes segu´n la variable threshold sea observable o la propia perturbacio´n. En el
primer caso, los resultados replican los obtenidos en el marco de los modelos TAR,
tasa de convergencia T 1/2 en los estimadores “continuos” y superconsistencia del es-
timador del para´metro threshold. Para el caso ARTIMA-Shock, debemos distinguir,
a su vez, dos casos. En el caso del signo, con r0 = 0 conocido, los resultados son
los mismos que para el ARTIMA-Observable, dado que el modelo sera´ un threshold
continuo. En el otro caso, r0 6= 0, al igual que en el caso del taman˜o, todos los estima-
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dores sera´n superconsistentes. La condicio´n r0 6= 0, garantiza la discontinuidad del
modelo. Este es un resultado novedoso y que se deriva de que todos los para´metros
comparten la discontinuidad t´ıpica del para´metro threshold en el modelo TAR.
Respecto al contraste de existencia de threshold o asimetr´ıas, cuando r0 es conocido,
en el caso observable, e igual a 0 en el caso ARTIMA-Sign, se propone un contraste de
Wald para la igualdad de los para´metros en la media mo´vil. Su distribucio´n asinto´tica
bajo la nula de simetr´ıa es una χ21. Para el resto de casos, se proponen dos tipos de
estad´ısticos de tipo supremo, dado que en ambos, bajo la hipo´tesis nula de simetr´ıa,
el para´metro threshold no esta´ identificado. El primero, se basa en la estimacio´n del
modelo bajo la hipo´tesis alternativa, Cap´ıtulos 2 y 3, mientras que el segundo, en su
estimacio´n bajo la nula, Cap´ıtulo 4. Este u´ltimo es ma´s fa´cil de calcular, aunque con
peor potencia. En ambos casos se obtiene la distribucio´n asinto´tica del estad´ıstico,
que dependera´ de para´metros ruidosos y no se podra´ tabular. Por ello, se proponen
aproximaciones bootstrap para obtener los p− valores.
Cuando se rechace la hipo´tesis nula de no existencia de asimetr´ıas, se propone el con-
traste de existencia de perturbaciones transitorias y permanentes. E´ste, se traduce en
un contraste de ra´ız unitaria en algu´n re´gimen de la media mo´vil. Bajo determinadas
condiciones, se obtendra´ la normalidad asinto´tica del estad´ıstico propuesto. En el
caso del ARTIMA-Shock discontinuo, este resultado se obtiene despue´s de una esti-
macio´n en dos etapas de modelo. La estimacio´n de la segunda etapa permite evitar
la discontinuidad de los estimadores presente en la primera etapa, aprovechando la
superconsistencia de los mismos.
En el caso del modelo ARTIMA-Shock para el signo, el contraste de existencia de
threshold propuesto en la tesis no es nuevo, ver Bra¨nnas y Gooijer (1994) o Elwood
(1998). Sin embargo, en ninguno de los casos anteriores se obtuvieron resultados de
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validez asinto´tica, s´ı logrados, por el contrario, en esta tesis.
Las l´ıneas de investigacio´n futuras abiertas en este campo son tambie´n muy numerosas.
Fundamentalmente, nos centraremos en las siguientes:
Validacio´n teo´rica de los me´todos bootstrap propuestos en la Tesis para la obtencio´n
de los p-valores en los contrastes de existencia de efecto threshold, la cual se obtendr´ıa
siguiendo los pasos propuestos por Hansen (1996).
Extensio´n de los resultados de validez asinto´tica a los casos de innovaciones que no
sean iid, fundamentalmente aquellos en los que e´stas presentan heterocedasticidad
condicional. Otra extensio´n muy relevante, relacionada con las condiciones suficientes,
es la que permita reducir las condiciones de dependencia de la variable threshold,
posiblemente hasta L2 −NED (ver Po¨tscher y Prucha, 1997).
Consideracio´n de modelos ARTIMA ma´s flexibles. En concreto, se considerar´ıa la
posibilidad de efectos threshold, no solo en la media mo´vil, si no tambie´n en la
constante. Esto permitir´ıa aumentar, bajo determinadas condiciones, el nu´mero de
casos en los que es posible generar perturbaciones transitorias y permanentes. En
particular, el caso del signo.
La extensio´n de los resultados a modelos no lineales continuos, que podr´ıa ayudar a
relajar las condiciones suficientes para la invertibilidad de los modelos y la validez
asinto´tica de los me´todos propuestos.
Desarrollo de un contrate para la hipo´tesis nula de r0 = 0 en el caso de los modelos
ARTIMA-Shock.
Finalmente, desarrollo de un contraste conjunto para la hipo´tesis, H0 : θ1 6= θ2 = 1.
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Larga memoria
En muchas series temporales, y en particular en las econo´micas, no siempre es factible
aceptar la hipo´tesis nula de que el proceso es I(0) o I(1). Los procesos ARFIMA permiten
una solucio´n intermedia que implica que todas las perturbaciones tienen la misma per-
sistencia, que no es ni la permanente de un I(1), ni la transitoria de un I(0), sino algo
intermedio. Los modelos ARTIMA proponen una solucio´n alternativa que implica que al-
gunas perturbaciones son transitorias y otras permanentes. As´ı, en la Tesis se realiza con
un estudio de la relacio´n existente entre los modelos threshold y las propiedades de larga
memoria de los procesos ARFIMA. Concretamente, analizaremos los modelos ARTIMA-
Shock-Size, introducidos en la Tesis, y los Threshold Unit Root, TUR. Esta relacio´n es
muy importante dada la escasez de modelos econo´micos que justifiquen la aparicio´n de
este tipo de propiedades teo´ricas. Siguiendo los resultados obtenidos previamente por otros
autores en referencia a otro tipo de modelos no lineales, como son los modelos de breaks
aleatorios en la media o el modelo STOPBREAK de Engle y Smith (1999) , en el Cap´ıtulo
5 se obtienen los siguientes resultados que se resumen a continuacio´n:
Se prueba que cuando el para´metro threshold depende del taman˜o muestral, los
modelos threshold, TUR o ARTIMA, son capaces de reproducir el comportamiento
asinto´tico de la suma parcial de un proceso ARFIMA. Tambie´n se justifica como
la agregacio´n sectorial de procesos TUR puede generar series con las propiedades de
larga memoria de un proceso ARFIMA, replicando los resultados de Granger (1980) y
Lippi y Zaffaroni (1999) para los AR(1). Sin embargo, este resultado no es extensible
a los modelos ARTIMA, cuya agregacio´n dara´ lugar a procesos I(1).
A trave´s de un estudio de Monte Carlo, se lleva a cabo un ana´lisis detallado del
comportamiento en muestras finitas de los contrastes de larga memoria propuestos
por Geweke y Porter-Hudak (GPH) (1983) y Tanaka (1999) en los modelos ARTIMA
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y TUR. Nos centraremos, fundamentalmente, en el porcentaje de rechazos de las
hipo´tesis nulas I(0) e I(1). Cuando el porcentaje de rechazos de ambas hipo´tesis
sea elevado, tambie´n lo sera´ la probabilidad de confundir la serie con un proceso
ARFIMA. En general, los resultados son consistentes con la teor´ıa desarrollada a lo
largo del cap´ıtulo ya que para diferentes taman˜os muestrales y valores del para´metro
threshold la confusio´n es muy probable. Para comprobar si esta confusio´n es exclusiva
del cara´cter no lineal del modelo, los resultados se comparan con los obtenidos para
la mejor aproximacio´n ARIMA y ARFIMA de los modelos ARTIMA y TUR. En
general, el comportamiento es muy similar al obtenido con su aproximacio´n lineal
ARIMA y ARFIMA. El comportamiento ma´s desigual se obtiene para el caso de
los modelos TUR y en el contraste de Tanaka. Como cab´ıa esperar, el contraste de
Tanaka resulta ma´s robusto que el de GPH, dado su cara´cter parame´trico. Pero por
lo mismo, su e´xito se basa en la correcta especificacio´n del modelo.
Finalmente, tambie´n se analiza el comportamiento del contraste en muestras finitas
de Dickey-Fuller aumentado, a trave´s de un estudio de Monte Carlo. En general, para
evitar la distorsio´n en el taman˜o, caso ARTIMA, se requerira´ un elevado nu´mero de
retardos en la especificacio´n del contraste. El efecto en la potencia, caso TUR, resulta
inferior.
Las posibles l´ıneas de investigacio´n futuras, se centrara´n fundamentalmente en dos
campos:
Extensio´n del estudio de Monte Carlo a nuevos contrastes desarrollados recientemente
y que presentan una mayor robustez a breaks en la media.
Nuevos modelos no lineales que generen larga memoria, y que permitan asimetr´ıas
en la persistencia.
6.1. BIBLIOGRAFI´A 301
6.1. Bibliograf´ıa
Beveridge, S. y Nelson, C.R., (1981): “A new approach to decomposition of econo-
mic time series into permanent and transitory components with particular attention to
measurement of the ‘Business Cycle”’. Journal of Monetary Economics, Vol. 7, 151-174.
Bra¨nnas, K. y Gooijer, J.G.D. (1994): “Autoregressive-asymmetric moving average mo-
dels for business cycle data”. Journal of Forecasting, Vol. 13, 529-544.
Burns, A.F. y Mitchell, W.C. (1946): Measuring Business Cycles, Columbia University
Press.
Clark, P.K. y (1987): “The Cyclical Component of U.S. Economic Activity”. Journal
of Quarterly Journal of Economics, Vol. 102, 797-814.
Elwood, S.K. (1998): “Is the persistence of shocks to output asymmetric?”. Journal of
Monetary Economics, Vol. 41, 411-426.
Engle, R.F. y Smith, A.D. (1999): “Stochastic Permanent Breaks”. The Review of Eco-
nomics and Statistics,Vol. 81, 553-574.
Geweke J. y Porter-Hudak S. (1983): “The estimation and application of long memory
time series models”. Journal of Time Series Analysis, Vol 4, N4, 221-238.
Hansen, B.E. (1996): “Inference when a nuisance parameter is not identified under the
null hypothesis”. Econometrica, Vol. 64, 413-430.
Harvey, A.C., (1985): “Trends and Cycles in Macroeconomics Time Series”. Journal of
Business and Economic Statistics, Vol. 3, 216-27.
Pierce, D.A., (1979): “Signal Extraction Error in Nonstationary Time Series”. The
Annals of Statistics, Vol. 7, 1303-1320.
Po¨tscher, B.M. y Prucha, I.R. (1997): Dynamic Nonlinear Econometric Models: Asymp-
totic Theory, Springer-Verlag Berlin and Heidelberg GmbH & Co. K.
302
Cap´ıtulo 6. CONSIDERACIONES FINALES Y LI´NEAS DE INVESTIGACIO´N
FUTURA
Quah, D., (1992): “The relative importance of permanent and transitory components:
identification and some theoretical bounds”. Econometrica, Vol. 60, 107-118.
Tanaka, K. (1999): “The nonstationary fractional unit root”. Econometric Theory, Vol.
15, N 4.
