water level for all parts (Chow 1959; Shiono et al. 1999; Myers and Brennan, 1990) .
Introduction
suggested a mixing length approach at the interface, whereas more Method" (INCM), derives from the previous Huthoff formula, which is shown to give 146 results depending on the way the river cross section is discretized in sub-sections. The 147 same dynamic balance adopted by Huthoff is written in differential form, but its diffusive term is weighted according to a ξ coefficient proportional to the local water 149 depth. 150 The second one, named "local hydraulic radius method" (LHRM), derives from the 151 observation that, in the Manning formula, the mean velocity per unit energy gradient 152 is proportional to a power of the hydraulic radius. It should then be possible to get the 153 vertically averaged velocity along each vertical by using the same Manning formula, 154 where the original hydraulic radius is changed with a "local" one. This "local" 155 hydraulic radius should take into account the effect of the surrounding section 156 geometry, up to a maximum distance which is likely to be proportional to the local 
Method (IDCM)

181
In the DCM method the river section is divided into subsections with uniform 182 velocities and roughness (Chow, 1959 
where q is the total discharge, A i , R i and n i are the area, the hydraulic radius and the 188 Manning's roughness coefficient of each sub section i of a compound channel and S f 189 is the energy slope, assumed constant across the river section. DCM is extensively 190 applied in most of the commercial codes, two of them cited in the introduction.
191
In order to model the interaction between adjacent subsections of a compound section, 192 the Reynolds and the continuity equations can be coupled (Shiono and Knight, 1991), 193 to get:
where ρ is the water density, g is the gravity acceleration, y is the abscissa according where the friction velocity * U is set equal to: 
where the left-hand side of Eq.(6) is the gravitational force per unit length, 218 proportional to the density of water ρ, to the gravity acceleration g, to the cross- proportional to the turbulent stress τ and to the water depth H.
223
Turbulent stresses are modelled quite simply as:
where α is a dimensionless interface coefficient, 
239
IDCM has the main advantage of using only two parameters, the f and α coefficients.
240
On the other hand, it can be easily shown that α, although it is dimensionless, depends 241 on the way the original section is divided. The reason is that the continuous form of 242 Eq. (6) is given by:
where θ is the bed slope in the lateral direction. Following the same approach as the 245 IDCM, if we assume the turbulent stress τ to be proportional to both the velocity 246 gradient in the lateral direction and to the velocity itself, we can write the right-hand 247 side of Eq. (9) in the form:
and Eq. (9) becomes: to the gradient of the squared averaged velocities, leading to Eqs. (7) and (11).
262
Observe that dimensionless coefficient α, in the stress computation given by Eq. (7) proportional to the local water depth, because water depth is at least an upper limit for 267 this scale, and the following relationship is applied:
where ξ is an empirical coefficient to be further estimated. 
Local hydraulic radius method (LHRM)
271
LHRM derives from the observation that, in the Manning equation, the average 272 velocity is set equal to: 
where z is the topographic elevation (function of s), β is an empirical coefficient and L 291 is the section top width. Moreover N(y, s) is a shape function where: Table 1 ; all notations 320 of the parameters can be found in Fig. 1 and S 0 is the bed slope. The subscripts "mc" 321 and "fp" of the side slope refer to the main channel and floodplain, respectively. The experiments were run with several channel configurations, differing mainly for 325 floodplain geometry (widths and side slopes) and main channel side slopes (see Table   326 1). The K series were characterized by vertical main channel walls. More information 327 concerning the experimental setup can be found in Table 1 
where N j is the number of series, M Nj is the number of tests for each series, 
343
Calibration provides optimal ξ and β coefficients respectively equal to 0.08 and 9.
344
The authors will show in the next sensitivity analysis that even a one-digit 345 approximation of the ξ and β coefficients provides a stable discharge estimation. 
Sensitivity analysis
347
We carried out a discharge sensitivity analysis of both new methods using the 348 computed ξ = 0.08 and β=9 optimal values and the data of the F2 and K4 series. The results of this analysis are shown in Table 2a for the F2 series, where H is the 357 water depth and Q meas the corresponding measured discharge. 
361
The results of the sensitivity analysis, carried out for series K4 and shown in Table   362 2b, are similar to the previous ones computed for F2 series. index for all data series is shown in Table 3 . events, that is duration (∆t), peak water depth (H peak ) and peak discharge (q peak ), are 420 shown in Table 4 . 
Validation criterion
436
For all investigated events the Nash Sutcliffe efficiency NS q is greater than 0.90, as 437 shown in Table 6 . 
492
The computational domain was divided using both tetrahedral and prismatic elements 493 (Fig. 11) . The prismatic elements were used to discretize the computational domain in 
498
A section of the mesh is shown in Fig.12 . The quality of the mesh was verified by 499 using a pre-processing procedure by ANSYS® ICEM CFD™ (Ansys inc., 2006).
500
The six unknowns in each node are the pressure, the velocity components, and the 501 volume fractions of the two phases. At each boundary node three of the first four 502 unknowns have to be specified. In the inlet section a constant velocity, normal to the 503 section, is applied, and the pressure is left unknown. In the outlet section the 504 hydrostatic distribution is given, the velocity is assumed to be still normal to the 505 section and its norm is left unknown. All boundary conditions are reported in Table 7 .
506
The opening condition means that that velocity direction is set normal to the surface, As shown in Table 8 
