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Hydrogen is an appealing energy carrier for clean energy use. However, it
was not widely used in our energy systems mainly for three reasons: the cost
of producing, storing, and transporting the hydrogen. Of all these, hydrogen
storage is the main bottleneck for the realization of an energy economy based
on hydrogen.
There is no doubt that the gasoline powered vehicles emit many toxins,
which contribute to low air quality and related serious health problems (such
as cancer, hearts problems and asthma. . . ). The air pollution problems to-
gether with the rapid consumption of fossil fuel have spurred an initiative to
develop an alternative clear fuel.
Hydrogen is the most abundant element in the universe; the majority of
hydrogen on earth is chemically bound as H2O in water, some is bound to
liquid or gaseous hydrocarbons such as oil and natural gas, and less than
1 % is present as molecular hydrogen gas. The energy content of H2 (120
MJ/kg) is three times larger than that of the other kind of fuel, for instance
44 MJ/kg for gasoline. This energy stored in H2 can be transformed into
mechanical or electrical energy with greater eciency (50-60 %) only when
it is encapsulated in a fuel cell. If it is used in the internal combustion engine,
it behaves like the other kinds of fuel ( oil, natural gas . . . ) with all the same
properties. When H2 is burned with oxygen the only exhaust gas is water
vapor. Therefore, H2 is a clean synthetic fuel.
1
Hydrogen is not a primary energy source but more an energy carrier, (i.e.
it has to be produced from a primary energy source). It can be produced
from a wide variety of resources like natural gas and water using a variety
of process technologies. About 95 % of the H2 used today is produced by
the reforming of natural gas. The rest is derived from the water electrolysis
(splitting water into hydrogen and oxygen by passing an electric current
through the water). After production, H2 is transported to the point of
use via pipelines either as a compressed gas or cryogenic liquid if signicant
amounts of H2 are needed, or over the road by tanker trucks or tube trailers,
but the costs of H2 transportation are still very high.
Briey in summary, H2 is clean energy carrier with great advantages. It
could be used to signicantly reduce Green House Gas Emissions, reducing
the consumption of gasoline and other fossil fuels and strengthen the national
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energy security by making us less dependent on the oil from foreign countries.
This is why H2 is often seen as a fuel of the future.
2,3 The governments in
some countries realize the potential importance of H2 as a fuel of the future
and decided to support the related research in this eld.1 Although, the
costs of such research are high, they should always considered in connection
with long-term restoration of the damage in environment resulting from fossil
fuels.
1.1 Hydrogen Storage
The transportation sector is one of the largest consumers of oil. For exam-
ple, in the U.S. approximately 65 % of petroleum consumption is attributed
to use for transportation,4 which makes it a large source of air pollution.
In order to reduce the pollution level while at the same time meeting the
transportation needs of the society, the development of newly, sustainable
and environmentally clean technologies for transportation is essential.
For H2 to be a competitive fuel for transportation, about 8 kg in case of com-
bustion engine (or 4 kg H2 for fuel cell) needs to be stored in a middle class
car to achieve a driving range (400 km) similar to vehicles using gasoline.
The latter burns about 24 kg of petrol in a combustion engine. At ambient
conditions (room temperature and atmospheric pressure), 4 kg of H2 has a
volume of 45 m3, and this will occupy a spherical volume with a 4 m diameter,
making it very unpractical. Therefore, a practical method is needed to com-
pact the H2. According to the The U.S. Department of Energy (DOE), the
storage systems must meet the following requirement by 2010. The vessels
need to have cyclic life more than 1000 times, the integrated system should
work at temperatures between 25   100C, and exhibit high chemical and
mechanical stability. Besides, the system must allow a peak consumption of
1-3 g/sec to bring about the desired acceleration. The charging/discharging
rates must be less than 3 min, the volumetric capacity is over 45 g/l, and the
gravimetric capacity is over 6 wt.%. Furthermore, the systems must be low
cost during the life time of the vehicle in both purchase and maintenance.1
We should mention that these requirements have been updated to meet new
targets by 2015. However, Current research and development (R&D) focus
Chapter 1. Introduction 5
Figure 1.1: Graph of the current status of H2 storage materials. The graph
was adapted from Ref. 1
is on 2010 targets.
There are three major conceptual approaches to storing of H2 on board ve-
hicles:
1. Gas compressed to high pressures,5,6
2. Cryogenic liquid,7,8
3. Materials-based H2 storage (e.g. nanostructured carbon materials,
9
metal organic frameworks10,11 and metal hydrides12 ).
These approaches have been thoroughly investigated and signicant progress
has been achieved. However, none of them is completely developed and can
meet the previously mentioned requirements .
The current status of various H2 storage technologies in terms of weight,
volume, and cost is shown in Figure 1.1. These values are estimated by
storage system developers and the R&D community and will be continuously
updated by DOE as new technological advancements take place.
In the following we will discuss the fundamental limits and safety aspects of
these three approaches.
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1.1.1 Compressed Gas Storage
H2 can be stored as compressed gas. This requires using high pressure
tanks (344-689 bar). A high-pressure tank can accommodate up to 4 % H2
by mass. The fuel however would be available at a pressure dropping from
450 bar to zero over-pressure, which leads to the requirement of additional
pressure control technology. The high-pressure compression suers from se-
rious problems, for instance, the weight and volume of H2 storage systems
is too high, safety, the compression requires too much energy and the costs
are still too high.2 However, despite all limitations of the this approach, it
yields nowadays the best overall technical performance and shows the highest
maturity for automotive applications.13
1.1.2 Cryogenic Liquid Storage
At ambient conditions H2 is a gas. Storage of H2 as liquid requires cryo-
genic temperatures because the boiling temperature of H2 at ambient pres-
sure is 20.3 K (see Figure 1.1.2 ). The major drawback of the liqueed H2 is
the poor energy eciency, besides the thermal isolation and H2 evaporation
due to the thermal conduction through pipes and cables to the inner storage
vessel. When car is moving, there is of course no problem, because H2 is
consumed meanwhile. However, when the car is not in use, evaporation of
the liquid H2 stored inside will eventually causes the pressure rise. Typically,
when a system pressure of about 10 bar is reached, a valve should be opened
to vent H2. At the present, typical time before H2 will start to be released
is few days. After that point H2 is continuously lost. This amount of H2 is
known as boil-o gas.13
The cryotechniques for cooling and low temperature storage units are not
new, they have been developed and proven in space technology. BMW has
adopted this technology and used for H2 storage purposes. BMW has already
designed and tested several cars running with H2. Recently, Lawrence Liver-
more National Laboratory (LLNL) in a joint eort with BMW has developed
cryogenic capable pressure vessels with thermal endurance 5-10 times greater
than conventional liquid H2 tanks. This tank can eliminate evaporative losses
in routine usage of liquid H2 automobiles.
8
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Figure 1.2: Primitive phase diagram for H2 (adapted from Ref. 14)
To conclude, the complexity of the liquid H2 storage system together with
the challenge to tackle the boil-o problem leads to overall system costs that
are not favorable over other systems.
1.1.3 Storage In Solid Materials
Another promising technology which was introduced for H2 storage in-
volves storing H2 in solid materials. This method is safer than any other
methods used for H2 storage. There are two strategies for the storage of H2
in solids: either by absorption, where the H2 atoms are incorporated into the
lattice cell of a solid (chemical bonds, e.g., hydrides, imides and nitrides), or
by adsorption, where H2 is attached to the surface of the solid as H2 molecule
without breaking the H2 bond.
In absorption molecular H2 is dissociated into atoms that form a solid
solution of a hydride phase. This is common for metal hydrides or complex
metal hydrides (such as alanates AlH 4 ,amides NH

2 and borohydrides BH

4 ).
Although metal hydrides show high H2 storage capacities at low pressure
associated with slow kinetics,15 they suer from low energy eciency due to
the high temperature needed to release H2 usually by a charging/discharging
process.16 Another disadvantage of the metal hydride is the expansion and
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contraction of the metal lattice due to uptake and release of H2. This causes
accumulating stress in the lattices and leads to material disintegration. More-
over, safety is a serious problem with these systems due to the violently re-
action of these materials with water. Many experimental eorts coordinated
with theoretical modeling are carried out to tackle these problems in ecient
manner and some advances have been achieved.12,17
In contrast, the systems utilizing by adsorption bind the H2 as a molecule
through van der Waals interactions. Thus, the adsorption energy (binding
energy) is typically in order of 10 kJ/mol.18,19 This indicates that the ad-
sorbed H2 can be easily released from these materials, no chemical bonds
should be broken, thus there is no problem with reversibility. However, the
low interaction energy and the very low boiling point of H2 make it necessary
to operate at low temperatures (down to 70 K) in order to achieve sucient
amounts of adsorbed H2.
Many materials have been synthesized and studied with the hope to store
enough amount of H2, such as carbon based-materials ( activated carbon
and nanotube structures20), polymers21,22 and zeolite.23,24 Most of the studies
have focused on optimizing the composition, pore size, surface area and shape
to maximize the H2 uptake.
25
Pure carbon materials have been suggested as storage media for H2. The
properties of H2 storage in carbon materials have been extensively studied
over the years.9,2630 Dierent type of carbon based materials have been syn-
thesized. This contains activated carbon, graphite, carbon nanotubes and
carbon foams. These materials were found to store few wt.% at 77 K.
The new type of adsorbent, quickly emerged as the front-runner for H2 stor-
age, is the metal-organic framework (MOF). H2 storage in MOFs attracts
signicant attention because these materials are highly porous, have enor-
mous specic surface area, low density and a crystalline structure that can
be tailored to maximize the H2 uptake. These materials are constructed from
periodic array of metal clusters interconnected by dierent organic groups.
MOFs are relatively simple in synthesis and characterization, a few thou-
sands of MOF structures have been synthesized and studied during the last
decay. Some of them have been shown to have remarkable methane and H2
storage properties.3133 Some MOFs provide very high surface areas. For ex-
Chapter 1. Introduction 9
ample, Cu-BTC, MIL-101 and MOF-177 have a surface area of 1400 m2/g,34
5900 m2/g35 and 5640 m2/g,32 respectively. These are some examples of
the largest surface areas reported for any material to date. During the time
MOFs have become an alluring research topic.
Covalent organic framework (COF) is also a new family of porous ma-
terials with well-dened network of building blocks.36,37 Unlike MOFs, COF
structures are entirely composed from lighter elements (B, C, and O) that are
linked by strong covalent bonds (B O, C C, and B C) to make a highly
porous class of materials. COFs have the following advantages. They are ro-
bust against air and organic solvents, have high thermal stability (up to 400-
500 ), have very large surface area (3472 and 4210 m2/g for COF-102 and
COF-103, respectively) and very low density (0.17 g/cm3 for COF-108).37
Concerning H2, the 3D COFs (mainly COF-102 and -103) demonstrate one
of the highest uptake in the class of physisorption materials, approaching the
2010 DOE system target (6 wt.%) at 77 K.38
Recently, zeolitic imidazolate frameworks (ZIFs) have been synthesized.39
ZIFs can be considered as subclass of MOFs. The ZIF crystal structures are
based on aluminosilicate zeolite nets, whereby the tetrahedral Si(Al) sites are
replaced by transition metals M (M = Zn, Co, In) tetrahedrally coordinated
by imidazolate ligands. ZIFs exhibit high porosity with the advantages of
an exceptional chemical stability.40 The combination of these features makes
ZIFs also promising candidates for H2 storage applications.
1.2 Scope and outlines
The search for new materials appropriate for eciently storing H2 for
transportation needs guidance from material science, which includes predic-
tive theoretical tools. In this work we combine a multi-scale level of theory to
explore the viability of several types of porous material for H2 storage, and
to recommend the synthetic goals. e.g. pore volume, surface area and metal
routes. Moreover, we provide novel material designs for enhanced hydrogen
storage application.
The thesis has the following structure. In Chapter 3, the H2 adsorption
properties in the carbon nanostructured materials are studied, where we de-
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sign and investigate new structures for H2 storage. Some of the new designs
showed one of the largest gravimetric H2 uptake ever reported for the porous
carbon materials.
In Chapter 4, we explore the viability of MOFs for enhanced hydrogen stor-
age in relation to the pore volume, surface area and metal routes. The role
of the metal cluster on the adsorption properties is investigated.
In Chapter 5, theoretical investigations are performed to study the mechan-
ical properties, adsorption energies and preferential adsorption sites for H2
in 2D and 3D covalent organic frameworks (COFs).
In Chapter 6, the properties of the H2 adsorption in zeolite imidazolate
frameworks (ZIFs) are studied. The primary H2 adsorption sites in two rep-
resentative ZIFs are investigated. We also study the H2 adsorption as a
function of network geometry and organic linker exchange. We also investi-
gate the energy landscape of LiB(mIM)4 polymorphs and analyze their H2
storage capacities. The structure with the fau topology is shown to be one
of the best materials for H2 storage.
Finally, the main conclusions and future directions of the work are presented
in Chapter 7.
Chapter 2
Methodology of calculations
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The molecular simulation is used to provide a better understanding of ex-
periments and to predict the behavior of the chemical systems under special
conditions. In this chapter we present some of the general principles and con-
cepts involved in two simulation techniques used in this work: the molecular
dynamics (MD) and the Monte Carlo (MC). The computational methods
used to perform the simulations will be also discussed. These include the
second order Møller-Plesset (MP2) perturbation theory, Density Functional
Theory (DFT), Density Functional based Tight-Binding (DFTB).
2.0.1 Schrödinger equation
Adsorption is essentially a surface phenomena. Gases such as H2, D2,
and He may exhibit quantum eects when adsorbed on nanostructures due
to their small masses. Therefore, a quantum mechanical approach is needed
to take such eects into account.
The starting point for any treatment of quantummechanics is the Schrödinger
equation, which in stationary and non-relativistic case has the form:
H^	 = E	 (2.1)
where H^ is the Hamilton operator, E is the total energy of the system and
	 is the wavefunction which characterizes the system; it is from the wave-
function that we can derive various properties of the system.
Let us consider a system of N nuclei described by coordinates R1; : : : ; RN 
R and massesM1; : : : ;MN , andNe electrons described by coordinates r1; : : : ; rNe 
r. The Hamiltonian of the system then is given by:
H^ =  1
2
NX
I=0
1
MI
r2I| {z }
TN
 1
2
NeX
i=0
r2i| {z }
Te
+
X
i>j
e2
jri   rjj| {z }
Vee(r)
+
X
I>J
ZIZJe
2
jRI  RJj| {z }
VNN (R)
 
X
I;i
ZIe
2
jRI  Rij| {z }
VeN (r;R
;
(2.2)
where ZIe is the charge on the nucleus. TN and Te represent the nuclear and
electronic kinetic energy operators, respectively. Vee, VNN and VeN repre-
sent the electron-electron, nuclear-nuclear, and electron-nuclear electrostatic
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interaction potential operators, respectively. The aim of every quantum com-
putational method is to solve the Schrödinger equation of the system under
study. However, it is too complex to solve the Schrödinger equation for
most but few simplest of systems. Therefore, some approximations must be
introduced. One major approximation, the so-called Born-Oppenheimer ap-
proximation (BOA), is widely used to separate the Schrödinger equation into
a set of smaller equations before being solved.
2.0.2 The Born-Oppenheimer approximation
The Born-Oppenheimer approximation is proved to be very useful for
most physical systems. The masses of the nuclei are much larger than the
masses of the electrons (the electron is lighter than the lightest nucleus by
three orders of magnitude), hence the electrons can adjust almost instanta-
neously to any changes in the positions of the nuclei. This means that the
electronic wave function depends on the positions of the nuclei and not on
their momenta. In other words, the electrons can be considered as moving
in a eld of xed nuclei. This enables us to separate the wave function for
the molecule into two parts, one for the nuclei and the other for electrons:
	tot(nuclei; electrons) = 	(nuclei)	(electrons): (2.3)
Within this approximation the nuclear kinetic energy term is neglected and
the nuclear-nuclear repulsion term in is considered as a constant. In other
words, the Schrödinger equation is solved only for the electrons in the eective
eld of the nuclei.
2.0.3 Hartree-Fock Method
Although it may be impossible to nd `exact' solution of the Schrödinger
equation for most physically relevant problems, there is a way to approach
the wave function of the ground state, that gives the lowest energy. This is
the so-called variational principle. The variational principle provides us with
a mechanism to obtain a solution of the Schrödinger equation. It implies that
any wave function will lead to an energy higher than the exact ground-state
energy.
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The Hartree-Fock (HF) method is a variational method. In this method
the electrons are treated independently, such that the N -electron wave func-
tion of the atom is written as a Slater determinant of the orbitals, where the
orbitals are chosen to minimize the electronic energy of the system:
	(x1;x2; : : : ;xN) =
1p
(N !)

1(x1) 2(x1) : : : N(x1)
1(x2) 2(x2) : : : N(x2)
...
...
1(xn) 2(xn) : : : N(xn)

(2.4)
 is the one-electron wave function and it is also called spin orbital.
The HF theory assumes that the electrons are moving in an average po-
tential of the other electrons, but in reality the motions of electrons are
correlated and they tend to avoid each other. Thus, HF fails to adequately
represent electron correlation, and usually gives higher energy than the exact
energy. The correlation energy is then dened as the dierence between the
HF energy and the exact energy. The electron correlation is very impor-
tant and neglecting it may lead to some unexpected results, especially as for
weakly interacting systems (e.g. London dispersion interactions).
Several methods were developed to take the correlation eect into account,
for example, the Møller-Plesset Perturbation method, and the couple cluster
method.
2.0.4 Møller-Plesset Perturbation Theory
In 1934, Møller and Plesset41 proposed a method to take the electron
correlation into account. In this method the true Hamiltonian H^ is written
as a sum of the zeroth-order Hamiltonian (H^0) and a perturbation (V )
H^ = H^0 + V ; (2.5)
where  is a small parameter,  = 0::1; when  = 1 then H^ has its true
value. The corresponding eigenfunctions 	i and eigenvalues Ei of H^ are
then expressed in powers of :
	i = 	
(0)
i + 	
(1)
i + 
2	
(2)
i : : : =
X
n=0
n	
(n)
i ; (2.6)
Ei = E
(0)
i + E
(1)
i + 
2E
(2)
i : : : =
X
n=0
nE
(n)
i ; (2.7)
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where E(1)i is the rst-order correction to the energy, E
(2)
i is the second-order
correction, and so on. These energy corrections are given by:
E
(0)
i =
Z
	
(0)
i H^0	
(0)
i dr; (2.8)
E
(1)
i =
Z
	
(0)
i V 	
(0)
i dr; (2.9)
E
(2)
i =
Z
	
(0)
i V 	
(1)
i dr; (2.10)
E
(3)
i =
Z
	
(0)
i V 	
(2)
i dr: (2.11)
Thus, to determine the corrections to the energy it is necessary to determine
the wave functions to a given order. In Møller-Plesset approach the zeroth-
order Hamiltonian H^0 is the sum of the one-electron Fock operators (fi) for
the N electrons, and the corresponding zeroth-order energy E(0)i will be equal
to the sum of orbital energies ("i) for the occupied molecular orbitals:
H^0 =
i=NX
i=0
fi; (2.12)
E
(0)
0 =
occupiedX
i=0
"i: (2.13)
The next step is to calculate the higher-order wave functions. So, we need
to establish the form of the perturbation V . This is the dierence between
the `true' Hamiltonian H^ and the zeroth- order Hamiltonian, H^0:
V =
occupiedX
i=0
X
j>i
1
rij
 
occupiedX
i=0
X
j
(Jij   1
2
Kij); (2.14)
where the rst term on the r.h.s. is the exact electron repulsion and the
second term is how it is computed from summing over the Fock operators for
the occupied orbitals. In eq. (2.14) J and K are the Coulomb and exchange
operators. Now, let us consider the rst-order correction E(1)0 to the zeroth-
order energy E(0)0 (MP1):
E
(0)
0 + E
(1)
0 = h	(0)0 jH^0j	(0)0 i+ h	(0)0 jV j	(0)0 i
= h	(0)0 jH^0 + V j	(0)0 i
= h	(0)0 jH^j	(0)0 i
= EHF
Chapter 2. Methodology of calculations 17
That means The sum of the zeroth-order and rst-order energies corresponds
to the Hartree-Fock energy.
As the MP1 does not provide an improvement in determining the energy
beyond HF level, it is necessary to use the Møller-Plesset perturbation theory
to at least second order to obtain a good estimate for the correlation energy.
This level of theory is referred to as MP2. The full expression for the second-
order energy correction is given by:
E
(2)
i =
occupiedX
i
X
j>i
virtualX
a
X
b>a
[(ijjab)  (iajjb)]2
"i + "j   "a   "b : (2.15)
The many body perturbation calculations are usually computationally inten-
sive. For instance, the scaling behavior of the MP2 method is roughly N5B,
where NB is the number of basis functions. Hence, they are often used in
single-point energy calculations and not for geometry optimization of large
systems. The optimized geometry is commonly obtained using a lower level
of theory, e.g the density functional theory. Møller-Plesset calculations (es-
pecially at the MP2 level) are meanwhile the most popular method to incor-
porate van der Waals interactions into quantum calculations in case of large
systems.
2.1 Density Functional Theory
Density Functional Theory (DFT) is a quantum computational method
that derives properties of the molecule based on the determination of the
electron density of the molecule. In the recent years, DFT has become one
of the most popular methods. It is fast, DFT methods scale as N3B, i.e.
better than Hartree-Fock method, which scales as N4B, it contains electron
correlations and does not require many-electron wavefuntion function, etc.
The origin of DFT comes from the theorem of Hohenberg and Kohn,42 which
states that the energy of the system in its ground state can be uniquely
determined by the electron density. The electron density (r) is dened as:
(r) = N
Z
	0(r)	0(r)dr: (2.16)
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Consequently the total number of electrons is given by:
N =
Z
(r)dr: (2.17)
Hohenberg and Kohn showed in a second theorem that the electron density
obeys the variational principle. This theorem provided a pathway to predict
the density of a system.
E[0]  E[~]; (2.18)
where ~ is a trial density and 0 is the ground state density . In other words,
for the ground state electron density 0(r), associated with the external po-
tential Vext(r), the corresponding energy can be obtained through a variation
of the density (). The use of electron density instead of the wave function
provides a great advantage, because, unlike the wave function, the electron
density (r) is a function only of three Cartesian variables, irrespective of
the number of particles.
Kohn and Sham have also introduced a practical scheme for calculating
the ground-state properties from the electron density. As a starting point,
a reference system of non-interacting electrons is considered. Their total
ground-state density is the same density as for the real system of interest
where the electrons do interact. In the next step, the energy functional is
divided into the following specic components for the sake of convenience:
E[(r)] = Tni[(r)] + Vne[(r)] + Vee[(r)] + T [(r)] + Vee[(r)]; (2.19)
where the terms on the r.h.s. refer, respectively, to the kinetic energy of
the non-interacting electrons, the nuclear-electron interaction, the classical
electron-electron repulsion, the correction to the kinetic energy deriving from
the interacting nature of the electrons, and all non-classical corrections to the
electron-electron repulsion energy. The eq. (2.19) can be rewritten as:
E[(r)] =
NX
i
 
i
 12r2i
i 
*
i

nucleiX
k
Zk
jri   rkj
i
+!
+
NX
i

i
12
Z
(r0)
jri   r0jdr
0
i+ Exc[(r)];
(2.20)
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where N represents the number of electrons. The electron density is given
by:
 =
NX
i
hijii: (2.21)
The term Exc in eq. (2.20) is known as the exchange-correlation energy. It
contains T + Vee. Now, the task is to nd the orbitals which minimize
the energy E. These orbitals must satisfy the equations:
hKSi jii = ii; (2.22)
hKSi =  
1
2
r2i  
nucleiX
k
Zk
jri   rkj +
1
2
Z
(r0)
jri   r0jdr
0 + VXC ; (2.23)
VXC =
Exc

: (2.24)
where hKS is the Kohn-Sham (KS) one-electron operator, and VXC is the
exchange-correlation potential. The previous set of equations are known
as the Kohn-Sham equations. They are one-electron equations similar to
that in the HF method. These equations can be solved using iterative self-
consistent methods, also similar to that applied in the HF method. However,
the exchange-correlation functional is an unknown quantity. Several approx-
imate approaches have been proposed towards this end.
The most known approximations to the exchange-correlation functional are
the Local Density Approximation (LDA)43 and the Generalized Gradient Ap-
proximation (GGA).44 LDA is probably the simplest approximation of the
exchange-correlation energy. It is based on the uniform electron gas model,
where the density has the same value at every position. It also holds for
systems of slowly varying or high densities (i.e. systems with large number
of electrons).
In reality, the electron density is far from being spatially uniform, which
leads to artifacts of LDA. Usually, LDA overestimates the binding energies
and underestimates the band-gap energies. An improvement to the exchange-
correlation functional can be achieved by taking into account the gradient of
the density. This is referred to as a generalized gradient approximation.45
Usually, the gradient corrected functional is constructed from the LDA func-
tional by adding a correction term.
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It is important to mention that both the LDA and GGA approaches fail in
describing the long-range interactions correctly.46,47
2.2 The Density Functional Based Tight-Binding
Despite the amazing technological advances in the computer industry, the
performance of the computers still cannot handle the increasing demand of
accurate quantum calculations. Although the DFT method is fast compared
to other quantum methods, it cannot be eciently used for systems with
more than hundred atoms. One way to address large systems is to develop
approximated DFT models with improved eciency. One very promising
model is the density functional based tight-binding (DFTB) theory. DFTB is
recognized as a fast and eective quantum-chemical computational tool,48,49
which allows calculations of systems with up to several thousand atoms with-
out requiring exceedingly long computing time and signicantly enhanced
computing resources.5053 This makes DFTB a unique and highly versatile
tool for investigating not only molecular structures but also dynamics.
In DFTB, the electronic density is written as a reference density 0 plus
a small uctuation ,
(r) = 0(r) + (r); (2.25)
This density is inserted in eq. (2.20) and the term Exc[(r) + (r)] is ex-
panded in a Taylor series up to the second-order term. Then the energy
associated with the reference density 0(r) is given by:
E[0(r)] =
occupiedX
i
*
 i(r)
 12r2i  
nucleiX
k
Zk
jri   rkj +
1
2
Z
(r0)
jri   r0jdr
0 + VXC
 i(r)
+
 1
2
Z Z
0(r1)0(r2)
jr1   r2j dr1dr2 + EXC [0(r)] 
Z
VXC [0(r)]0(r)dr
+EN +
1
2
Z Z 
1
jri   r0j +
2EXC
(r)(r0)

drdr0:
The rst term on the r.h.s. is the sum of the orbital energies. The second
term corrects the double counting in Coulomb term; the third term corrects
the new exchange-correlation energy, EN is the nuclear repulsion, and the last
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term is the corrections related to the uctuations in the electronic density
where in the standard DFTB scheme is neglected.
The KS orbital  i(r) are represented by linear combinations of atomic orbitals
(LCAO) centered on the nuclei:
 i(r) =
NX

Ci(r RN); (2.26)
where  are the basis functions, Ci is the expansion coecient, and RN is
the nuclei coordinate. The energy in eq. (2.26), not changing the density,
can be minimized by optimizing the orbitals in a variational minimization
of the basis set coecients. Within the LCAO model the KS equations are
transformed into a secular problem:
NX

Ci(H
0
   "iS) = 0 for all ;  (2.27)
where the matrix elements of the Hamiltonian H0 and the overlap matrix
elements S are given by:
H0 = hjH0ji; (2.28)
S = hji; (2.29)
In order to speed the diagonalization process up, one can introduce further
simplications analogous to those found in semiempirical MO theory:
hjhKSji =
8><>:
" when  = 
hj[T + #eff (0;A(r) + 0;B(r))]ji when  2 A;  2 B
0 elsewhere;
(2.30)
where " is the KS orbital energy of the free atom. T is the kinetic-energy
operator and #eff is the eective potential derived from the electron densities
and nuclei of only two atoms A and B (i.e. the three-center contributions and
all crystal-eld terms are neglected). The former approximation implies that
the o-diagonal matrix elements depend only on the two atoms involved, A
and B, i.e. on the interatomic distance between them. This can be calculated
only once and then stored as tabulations over various distances values.
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The interatomic forces are calculated from the rst derivation of the total
energy with respect to the nuclear coordinate. For atom a located at Ra in
 direction the total force Fa is given by:
Fa =  
@Etot
@Ra
: (2.31)
Chapter 2. Methodology of calculations 23
2.3 The Non-bonded Interactions
The non-bonded interactions are interactions which do not depend upon
a specic bonding between atoms. They are more `through-space' interac-
tions between separated atoms or molecules, and are modeled by interaction
functions which are usually function of inverse power of distance.
2.3.1 Van der Waals Interactions
The term van der Waals interactions was introduced by the scientist
van der Waals to quantify the deviations of rare gases from the ideal gas.
Since then, a huge variety of experiments (spectroscopic, transport proper-
ties, molecular beam, etc) have been used to provide insight into the nature
of the van der Waals interactions.
Van der Waals interactions can be seen as a balance between attractive
and repulsive interactions. The attractive interactions is due to three major
contributions: The force between two permanent dipoles, the force between
a permanent dipole and a corresponding induced dipole, and the force be-
tween two instantaneously induced dipoles (dispersive force). The latter was
explained by London (also referred to as London dispersion force) using the
quantum mechanics based on second-order perturbation theory.54 This force
is due to the temporary dipoles which arise due to the electron correlations.
In other words, the instantaneous dipole in one molecule can induce another
dipole in the neighboring molecules, leading to the attraction between them.
It is this attraction that holds the solid together.
The dispersion interaction EdispAB between atoms A and B is given by:
EdispAB =  
3ABIAIB
4(IA + IB)
r 6; (2.32)
where A and B are the dipole polarizabilities of the respective atoms, IA
and IB are the rst ionization potentials of the two atoms and r is the distance
between them.
When atoms approach each other too close (less than  3 Å), the repul-
sion contribution causes large increase in energy. The repulsive interaction
has a quantum mechanical nature whose origin is mainly due to the Pauli
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exclusion principle. This principle states that any two electrons in a system
are prohibited from having the same set of quantum numbers. So the repul-
sive interaction is due to electrons with the same spin. There exist a large
variety of models to describe van der Waals interactions such as Lennard-
Jones, Morse etc. We will discuss hereafter only the Lennard-Jones (LJ)
model which has been used in our simulations.
2.3.2 Modeling the van der Waals interactions
An accurate description of the forces between constituent particles is es-
sential for molecular modeling. In principle such a description must be based
on the quantum mechanics, which is dicult even for a small systems. Espe-
cially the van der Waals interactions are far from trivial to calculate due to
their quantum nature. For force eld calculations, a large number of van der
Waals interactions must be calculated in the modeled system. Therefore, a
simple and ecient model is needed to evaluate the interatomic forces.
2.3.3 The Lennard-Jones model
The Lennard-Jones potential (also referred to as the LJ potential or 6-12
potential) is one of the most famous pairwise potentials, originally proposed
by Lennard-Jones,55 and successfully used for simulation of liquid argon.56
This potential describes the interaction energy between two atoms at a dis-
tance r as
V (r) = 4"

r
12
 

r
6
; (2.33)
where " is the well depth (The well depth occurs at re = 2
1
6) and  is the
collision distance (the separation at which V = 0). The meaning of these
parameters is graphically illustrated in Figure 2.1 .
This potential is a sum of an attractive part (1=r)6 and a repulsive part
(1=r)12. As mentioned above the attractive term has the (1=r)6 form derived
by quantum mechanics. The repulsion term (1=r)12 is conventionally repre-
sented in a form of a power law, and the power is arbitrarily chosen to be
12 just for analytical simplicity. Although the twelfth power term is found
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Figure 2.1: The total LJ potential, the repulsive part only, and the attractive
part only for atom-atom interaction
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to be quite reasonable for rare gases, there is plenty of evidence to show it
gives very poor representation of the repulsive potential.
2.3.4 Calculating Van derWaals Interactions in molecules
The pairwise interaction potential given in eq.(2.33) is to describe the van
der Waals interactions of the same type of atoms, and only one pair of param-
eters " and  is needed to dene such an interaction. In practice, however,
polyatomic systems consist of many dierent interaction types. The poten-
tial in this case is a sum of pairwise interactions between all dierent sites of
the system. For this work we consider only LJ interaction potentials between
each atom in hydrogen molecule and atoms of the framework. This requires
a set of parameters for each type of host atoms interacting with the guest
hydrogen. A system with N dierent type of atoms requires N(N 1)=2 sets
of parameters. The determination of such interaction parameters is usually
a complex problem, and Therefore, some approximations are used. One of
the most common approximations is to assume that the interaction parame-
ters between non-identical atoms (so-called cross interaction parameters) can
be obtained from the parameters of the identical atoms using some mixing
rules. The Lorentz-Berthelot mixing rule is one of the most popular methods
to estimate the interaction parameters between the non-identical atoms. Ac-
cording to the Lorentz-Berthelot rule the LJ parameters for i j interactions
are given by the arithmetic and geometric mean for  and , respectively:
ij = (ii + jj)=2 (2.34)
ij =
p
ii  jj (2.35)
2.4 The Force eld
The term force eld (FF) is an analytical function together with the pa-
rameters used for evaluating the interactions. The FF methods are widely
used and appear to work surprisingly well. They show some advantages
comparing with the quantum-mechanical methods. For example, large sys-
tem (several thousands of atoms) can be handled easily by such simulations.
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Moreover, they are much faster (several orders of magnitude) and cheaper (no
large computational resources are needed) than quantum-based calculations.
A disadvantage, however, is that the parameters are poorly transferable be-
yond the system they have been constructed for. Most importantly, the FF
representation cannot account for the structural modications of the material
at the electronic level, such as a deformation of a molecule structure during
an adsorption process. A large variety of dierent force elds are available
in the literature. Commonly used force elds are AMBER,57 CHARMM,58
OPLS-AA,59 universal force eld (UFF)60 and DREIDING.61
In UFF and DREIDING force elds (The two force elds used in this work),
the van der Waals forces are included and the Lennard-Jones type expression
is used to describe them. Both, UFF and DREIDING deliver van der Waals
parameters only for homonuclear atmos and use combination rules, such that
given in eq. (2.34), to obtain the parameters for other atoms.
Since our motivation is mainly not to design a new force eld but to use the
available ones, we are not going to pursue this subject any further.
28 2.5. Molecular Dynamics Simulations
2.5 Molecular Dynamics Simulations
Molecular dynamics (MD) is a computer simulation technique used to
obtain many molecular properties such as the optimized geometry and the
transport properties of many-body system. Originally MD simulation method
was introduced by Alder and Wainwright62,63 in the late 1950's. Their inves-
tigations claried the role of the interatomic interactions on the macroscopic
properties of uids .
MDmethods64,65 describe the motion of individual particles (atoms and/or
molecules) within an assembly of atoms or molecules that make up a system
under consideration. In MD simulations the nuclei are treated classically (i.e.
the nuclei obey the law of classical mechanics) and the Newton's equations
of motion are integrated with respect to time to obtain the time dependent
behavior of the system. The outcome of the MD simulation is a time series of
congurations, which dene a trajectory: the path of moving atoms through
the phase space. All necessary information about the dynamics of the atoms
and molecules can be obtained from the trajectories. In the following we will
describe the steps of molecular dynamics simulation:
1. Initialization The starting point in the MD simulation is to choose a
model for the system under consideration. Generally, this model con-
tains number of the particles in a simulation box with periodic bound-
ary conditions (i.e. if a particle moves out of the box from one side, it
enters the box from the opposite side). Such kind of simulation avoids
surface eects due to the nite size of the box and helps to reduce
the computational time. The initial coordinates and velocities of the
particles are required to establish the starting conditions. Most often,
the positions of the atoms in this initial conguration are taken from
experimental structures, such as X-ray crystal structures of the mate-
rial, or the solution structures determined by NMR spectroscopy. The
choice of the initial conguration is essential since this can inuence
the quality of the simulation, and may lead to unphysical distortions
of the structure during the simulation. Therefore, it is recommended
to perform geometry optimization before starting the MD simulation.
This will help to remove strong spurious van der Waals interactions
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originated from a bad choice of the initial conguration.
Once the initial coordinates of the particles are dened, the next step
is to assign their initial velocities (v). Usually, they are chosen to obey
the Maxwell distribution for a desired temperature T :
P (v) = 4 (
M
2RT
)3=2  v2  e Mv
2
nRT ; (2.36)
where v is the velocity, M is the molar mass, R is the universal gas
constant, n is the number of moles, and T is the temperature.
All velocities have to be shifted so that the net momentum for the
entire system is zero. Besides, all obtained velocities are normalized to
adjust the mean kinetic energy to the desired value. Thus the following
relation should hold in the thermal equilibrium:
hv2i = kBT=m; (2.37)
where v is the  component of the velocity of a specic atom, kB is
the Boltzmann constant and m is the mass of the atom. Accordingly,
the temperature at time t can be dened as:
T (t) =
1
kB
NX
i=0
mv(t)2;i
Nf
; (2.38)
where Nf is the number of degrees of freedom (Nf=3N-3 for a system
of N particles with xed total momentum).
2. The Forces
The calculation of the force acting on each particle is the most time
consuming part of MD simulations. The forces acting on each atom
are given by eq.(2.31). For instance, for the x-component of the force,
we obtain;
fx(r) =  @E(r)
@x
; (2.39)
=  (x
r
)
@E(r)
@r
; (2.40)
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3. Integrating the Equation of Motion
After calculating the forces acting on each atom, the next step is to inte-
grate Newton's equations of motion. Many algorithms have been devel-
oped to do the integration, such as the Verlet algorithm, the Leap-frog
algorithm, the Velocity Verlet algorithm or the Beeman's algorithm.
All integration algorithms assume that the positions, velocities and ac-
celerations can be approximated by a Taylor series expansion. The
Verlet algorithm is one of the simplest and fastest algorithms. In this
algorithm the coordinate of the particle is expanded around the time
(t) as:
r(t+t) = r(t) + v(t)t+
f(t)
2m
t2 +
t3
3!
@3r
@3t
+O(t4); (2.41)
similarly:
r(t t) = r(t)  v(t)t+ f(t)
2m
t2   t
3
3!
@3r
@3t
+O(t4): (2.42)
Summing the previous two equations, we get;
r(t+t)  2r(t)  r(t t) + f(t)
m
t2: (2.43)
In the same way, we can derive the relation of the velocity:
r(t+t)  r(t t) = 2v(t)t+O(t3); (2.44)
and
v(t) =
r(t+t) + r(t t)
2t
+O(t2): (2.45)
The errors in estimating the new position and new velocity in this
algorithm are in order of t4 and t2, respectively, where t is the
time step of the MD scheme.
After each time step one can calculate the current temperature, pres-
sure, forces, the total energy etc, where the total energy should be
conserved. A drift of the total energy may indicate that the time step
is too large, the potential cutos are too small or programming errors
are too serious . Similarly the total momentum of the center of mass
should be conserved and equal to zero.
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2.5.1 Molecular Dynamic at Constant Temperature- NVT
Ensemble
Experiments are mostly carried out under a condition of constant temper-
ature. To perform MD under constant temperature the equations of motion
must be modied. The system will no longer sample the microcanonical en-
semble (NVE), but rather the canonical (NVT) ensemble generated. Thus,
a thermostat is required to keep the temperature constant.
One obvious way to adjust the temperature of the system is the velocity
scaling, where one can adjust the temperature at time t to coincide with
the simulation temperature by normalizing all the velocities by the factorp
T=T (t). We note that as the total kinetic energy of a system uctuates,
so does the temperature (T (t)). The relative uctuations in the temperature
will be of order
p
1=N . In order to achieve better estimate of the tempera-
ture, averaging over many uctuations should be made.
Another way is to apply a thermostat. Two thermostats are generally used,
Nosè-Hoover66 and Berendsen.67 One should note that the Nosè-Hoover algo-
rithm generates trajectories in the true canonical ensemble, while the Berend-
sen thermostat is not a canonical ensemble, although close to it.
The Berendsen thermostat
In the Berendsen thermostat, the system is coupled to an external heat
bath with the desired temperature (Text). The temperature of the system is
achieved by scaling the velocity at each step as follows:
@T
@t
=
1

(Text   T ); (2.46)
where  is an eective relaxation time. The scaling factor for the velocities
is then given by:
 =

1 +
t


Text
T
  1
1=2
; (2.47)
and the velocity at time t can be written as:
v(t) =
1
2

v(t  1
2
t) + v(t+
1
2
t)

: (2.48)
In practice,  is an empirical parameter used to adjust the strength of the
coupling. A typical value of  is 0.1 ps.
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2.6 Monte Carlo Simulations
The Monte Carlo (MC) method is one of the most important simula-
tion techniques. It is based on the use of random numbers and probability
statistics to investigate problems. It is extremely general, and can be applied
to solve most of the problems of statistical physics. It is also increasingly
applied in physics, mathematics and engineering. In fact, the rst simula-
tion of a liquid using Monte Carlo method was performed at Los Alamos by
Metropolis et al.68 . In this section, we present the basic principles of the
Monte Carlo technique. We focus on the implementation of the MC method
in grand-canonical ensemble, which is called grand canonical Monte Carlo
(GCMC). For complete description the reader is referred to Refs. 65,69
2.6.1 The Monte Carlo Method
Our starting point is the classical expression of the partition function Q:
Q = c
Z
dpNdrNexp[ H(rN ;pN)=kBT ]; (2.49)
where rN are coordinates ofN particles, pN are corresponding momenta, H is
the Hamiltonian of the system, and c is a normalization factor. The classical
expression for the thermal average (in the case of Boltzmann distribution) of
the observable A is given by:
hAi =
R
dpNdrNA(rN ;pN) exp[ H(rN ;pN)]R
dpNdrN exp[ H(rN ;pN)] ; (2.50)
where  = 1=kBT . The observable A is a function of the momenta and
coordinates. Since the Hamiltonian H is the sum of the kinetic and poten-
tial energies of the system, and the kinetic energy is a quadratic function of
the momenta, the integration over momenta can be carried out analytically.
Therefore, averages of functions that depend solely on momenta can be rel-
atively evaluated easy. It is much more dicult to evaluate the averages
of functions which depend also on the coordinates. Only in very few cases
the integration over the particle coordinates can be carried out analytically.
In most cases numerical techniques have to be used. However, the methods
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commonly used for numerical integration are not aordable even for small
systems.
Taking another look at eq.(2.50), we note that, like in many cases, we are
more interested in the ratio of integrals in the numerator and denominator,
rather than their actual values. Metropolis et al.68 showed that it is possible
to derive an ecient Monte Carlo scheme to sample the fraction in eq.(2.50)
without having to compute the denominator and numerator explicitly. To
understand the Metropolis method, let us have a closer look at the structure
of eq.(2.50). After dropping the dependency on the momenta the Hamil-
tonian H can be substituted by the potential energy (U). For the sake of
simplicity, we denote the congurational part of the partition function by Z
:
Z 
Z
drN exp[ U(rN)]:
The ratio N (rN) = exp[ U(rN)]=Z is the probability density of nd-
ing the system in a conguration around rN . Metropolis method depends
on randomly generating points in the conguration space according to this
probability distribution. This means that the number of points ni generated
per unit of volume around a point with coordinate rN is given by LN(rN),
where L is the total number of points that have been generated. In other
words,
hAi 
LP
i=1
A(rNi )
L
: (2.51)
One can notice that, the integrations does not appear in eq.(2.51) any-
more.
2.6.2 Grand-Canonical Ensemble
In our adsorption studies of nanostructural materials, we estimate the
amount of H2 adsorbed as a function of the pressure and temperature.
Towards this end a proper ensemble has to be chosen. The appropriate
ensemble in our case is the grand-canonical, or V T ensemble. In case of
V T the chemical potential , volume V , and temperature T are constants,
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while the number of particles is allowed to change during the simulation.
This choice is reliable based on the fact that the independent variables of this
ensemble are the same variables which are xed in real experiments. When
equilibrium between the adsorbed gas and the surrounding gas is reached,
the temperature and chemical potential (which is related to the pressure)
inside and outside the adsorbent must be equal and no more particles can be
accommodated into the adsorbent.
2.6.3 Grand-Canonical Monte Carlo
In GCMC simulations, a conguration of particles (in our case adsor-
bent and gas) is considered and its energy is calculated by sum of pairwise
interaction energies. We generate a series of congurations, where each of
which diers by a move (trial), while gathering statistical information about
the system by randomly sampling the congurations. The accepted moves
include `insertion´ of a new particle, `deletion´ of an existing particle and
`translation´ of a random particle from one place to another. At equilibrium
the probability of deletion and insertion must be equal. In what follows, we
explain the basics of GCMC.
The starting point is the partition function of canonical ensemble (N; T; V
are constant):
Q(NV T ) =
R
drN exp[ U(rN)]
3NN !
; (2.52)
where  =
p
h2=(2mkBT ) is the de Broglie wavelength.
For a system of N identical particles contained in a cubic box with a
length L = V
1
3 the partition function is given by:
Q(N; V; T ) =
1
3NN !
Z L
0
: : :
Z L
0
drN exp[ U(rN)]: (2.53)
For the sake of simplicity we shall dene a scaled coordinate sN by ri = Lsi
for i = 1; 2; : : : ; N .
eq.(2.57) can be rewritten as:
Q(N; V; T ) =
V N
3NN !
Z 1
0
: : :
Z 1
0
dsN exp[ U(sN ;L)]: (2.54)
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Figure 2.2: A schematic representation of the ideal gas of volume V0   V
can exchange its particles with sub-system of volume V.
We assume a system of volume V that contains N interacting particles
and is able to exchange particles with the surrounding ideal gas (Figure 2.2).
Let the total number of particles in the system be M . The partition function
of the total system is then the product of the partition functions of the
constituent subsystems:
Q(N;M; V; V0; T ) =
V M(V0   V )M N
3NN !(M  N)!
Z
dsM N
Z
dsN exp[ U(sN ;L)]:
(2.55)
considering a particle i with a reduced coordinate si from the volume V 0 
V0   V is transferred to the same reduced coordinate to the volume V , the
corresponding potential energy change is U(sN) U(sN+1). For M particles,
the total partition function of all possible distributions has the following
expression:
Q(N;M; V; V0; T ) =
MX
N=0
V N(V0   V )M N
3MN !(M  N)!
Z
dsM N
Z
dsN exp[ U(sN ;L)]:
(2.56)
Then probability density N to nd N particles in the volume V distributed
with coordinate sN and M   N particle in the volume V 0 which coordinate
sM N is given by
N (sM ;N) = V
NV 0M N
Q(N;M; V; V 0; T ) ^3M N !(M  N)! exp[ U(s
N)]: (2.57)
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We note that the probability to move a particle form V 0 to V must be equal
to the probability of the revers move. The probability to accept such moves
are determined by the ratios of the corresponding probability densities:
(N ! N + 1) = V (M  N)
V 0(N + 1)
exp[ [U(sN+1)  U(sN)]; (2.58)
(N + 1! N) = V
0(N + 1)
V (M  N) exp[ [U(s
N)  U(sN+1)]: (2.59)
Now we assume that the volume of the surrounding gas is very large compared
to the volume of the system V , i.e. M !1; V 0 !1, the partition function
in eq.(2.57) becomes:
Q(; V; T ) =
1X
N=0
V N exp(N)
3NN !
Z
dsN exp[ U(sN)]: (2.60)
The corresponding probability density is proportional to:
N (sN ;N) / V
N exp(N)
3NN !
exp[ U(sN)]: (2.61)
We should also mention that the reference of the ideal gas assumption is
already vanish in the equations eq.(2.60) and eq.(2.61), which are the basic
equation in GCMC simulation.
2.6.4 The Probability to Accept the Trial
In GCMC simulation the accepted trial moves are dened as follows:
 Translation of particles.. For this type of trial for randomly chosen
particle a new random position is assigned. This trail is accepted with
the probability:
acc(s! s0) = min(1; expf [U(s0N)  U(sN)]g): (2.62)
 Insertion of particles. A new particle is inserted into the system at
a random position. The probability to accept this is given by:
acc(N ! N +1) = min(1; V
3(N + 1)
expf [ U(N +1)+U(N)]g):
(2.63)
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 deletion of particles. The deletion of an existing particle is accepted
with probability
acc(N ! N   1) = min(1; 
3N
V
expf [+ U(N   1)  U(N)]g):
(2.64)
38 2.7. Thermodynamics of Adsorption
2.7 Thermodynamics of Adsorption
Adsorption is a very important process in nature. Any clean exposed
surface will rapidly accumulate a layer of adsorbed material.
A gas can be seen as an enormous number of molecules moving in all direc-
tions. When a surface is hit by a molecule, the molecule either will bounce
back elastically, or it will stick to the surface for a certain time and then
y away again (evaporation). The result of this process will be higher con-
centration of the molecules at the surface, and this phenomenon is called
"adsorption". Because at low temperature the normal case of the molecule is
to stay at the surface for some time, it is expected to nd adsorbed molecules
in all surfaces that are exposed to gas. The amount of adsorbed gas depends
on several factors, like the adsorbent surface area, the concentration of the
gas (the pressure) and the temperature. In any case it depends on the dy-
namic equilibrium which is achieved between the rate of adsorption and the
rate of evaporation (desorption). The higher the rate of adsorption and the
lower the rate of evaporation, the greater the amount of molecules that will
be adsorbed and will cover the available surface at equilibrium. This equi-
librium leads to nonvanishing bulk density (i.e. the amount not adsorbed
but present in the free volume) of the gas. Therefore, the experimentally
observed pressure change over the surface is represented by the dierence
between the adsorbed density and the bulk density of the adsorbate. It is
usually referred to the summation of adsorbed and not adsorbed molecules
(all gas molecules) by absolute or total adsorbed amount, while the total
number of molecules minus the number that would present in the pore with-
out adsorption at bulk gas density is called the excess amount.70,71 For gas
storage applications using physosorption, the most important quantities are
the amount adsorbed under specic thermodynamic conditions and the heat
of adsorption, because they determine the operational conditions.
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2.7.1 Relation between the excess and the absolute ad-
sorbed amounts
For adsorbent with well dened crystal structure (such as MOF, ZIF and
COF), the crystal density is given by:
sorb(g=cm
3) =
mUC
VUC
; (2.65)
where mUC and VUC are the mass and the volume of one unit cell of the
material. The porosity  of the material is dened as:
(%) = 100 Vpore
VUC
; (2.66)
where Vpore is the pore volume (free volume) in one unit cell. Usually, the pore
volume is experimentally measured using N2, Ar or He gas. The measured
pore volume does not depend on the adsorbed gas, if the pore aperture and
diameter are large enough to accommodate the guest molecule. In fact, this
is the case for many of porous materials. However, it is always recommended
to use He because its interaction with the adsorbent is weaker than that of
other gases.
Vpore can be calculated theoretically as suggested by Garberoglio et al.72
where the value of Vpore is taken as the volume with a He  framework poten-
tial of less than 1000 K. Alternatively, the pore volume can be estimated by
using helium second virial coecient as suggested by Myers and Monson:73
Vpore =
1
m
Z
exp(U (r)=kBT )dr (2.67)
Here, U is the uid-adsorbent interaction of a single helium atom. m is the
mass of the adsorbent, and T is the temperature.
The third method (also employed here) is to use a non-adsorbing species
(helium) as a probe,74,75 where the pore volume is estimated from the total
volume of He atoms which can be accommodated in the pore.
The excess number nex of adsorbed molecule measured in experiment.70,71
Standardly, computer simulations (GCMC) deliver the absolute or total num-
ber nads of molecules in the system. The conversion from absolute to excess
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sorption can be performed as follows:
nex = nads   bulkVpore; (2.68)
where bulk is the density of bulk gas phase. bulk is usually determined using
an equation of state (EOS) in terms of describing the gas behavior within
the desired temperature and pressure range as:
bulk =
P
zkBT
; (2.69)
where P is the pressure, T is the temperature, kB is the Boltzman constant,
and z is the compressibility factor. In this work we choose the widely used76,77
Peng-Robinson equation of state78 to calculate the bulk density.
The excess amount adsorbed is usually reported in terms of the weight present
from the adsorbent weight:
wt.% = 100 mex
mex +mUC
; (2.70)
where mex is the weight of amount adsorbed in one unit cell. Similarly, one
can dene the total amount adsorbed in terms of wt.%.
2.7.2 The Isosteric Heat of Adsorption
The isosteric heat of adsorption is dened as the dierence of the partial
molar enthalpies of the adsorbed and bulk phases:69
Qst = H
b  Ha =

@U b
@N b

T
 

@Ua
@Na

T
+ PV b   PV a; (2.71)
where U is the internal energy and the superscripts a, b stand for the adsorbed
and bulk phases, respectively. Since V a  V b the eq.(2.71) can be written
as:
Qst = H
b;id  Ha + kBT  

@Ua
@Na

T
; (2.72)
where the quantity (Hb;id Hb) is the departure function for the partial molar
enthalpy in the bulk uid calculated using the equation of state.
The term qd =
 
@Ua
@Na

T
is called the dierential heat. This can be calculated
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either by a numerical dierentiation of energy calculated as ensemble averages
or by ensemble uctuations:69
qd =
f(Ua; Na)
(Na; Na)
; (2.73)
where the notation f(X; Y ) = (hXUi) - (hXi)(hY i) stands for the uctuation
of any X   Y pair.
2.7.3 Calculating Geometric Surface Area
Surface area is one of the most important properties for characterization
of an adsorbent. Linear relationships between the amount of adsorbed gas
and the surface area have been reported for dierent types of nanoporous ma-
terials such as zeolites,79 carbons80 and MOFs.32 Experimentally, the surface
area is derived from N2 or Ar adsorption isotherms measured at 77 K using
either the Langmuir or the BET method. It is worth noting that the surface
area is highly dependent on the size of the molecular probe. Therefore, the
probe diameter should be that of the adsorbate of interest.81
In this work, we calculated the surface areas by "rolling" a probe molecule
with a diameter equal to the LJ parameter for H2 (2.72 Å), or N2(3.68 Å)
when comparing with experiments, over the framework surface as described
by Düren et al.81
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Carbon nanomaterials were considered as a promising candidates for hy-
drogen storage applications. During the last decades many types of car-
bon nanomaterials were synthesized and extensively studied. These con-
tain graphite nanobers, single-wall (SWNTs) and multiwall (MWNTs) nan-
otubes and carbon foam.8285
In 1991, carbon nanotubes were discovered by Iijima.86 A widely used ap-
proach reference to rolling up the graphene sheet is used to classify the types
of SWNTs.87,88
Carbon nanotubes were initially considered ideal candidates for H2 stor-
age.8991 Dillon et al.89 discovered that H2 can condense to high density
inside narrow SWNTs, and predicted that SWNTs with big diameters would
come close to the target capacity of 6 wt.%. Since then, many research
groups started to investigate the H2 storage in carbon nanotubes and made
remarkable progresses. However, the numerous experimental results on the
adsorption uptake obtained in dierent laboratories are spread of about three
order of magnitude,92 and some of the experimental data are not even re-
producible.90,93 Moreover, later work demonstrated that carbon nanotubes
cannot store enough amounts of H2 under ambient conditions.
14,94,95
In coordination with experimental works, many theoretical studies have
been performed to help understanding mechanism and optimizing the ul-
timate H2 uptake of carbon based materials.
9698 Most of the theoretical
studies focused on optimizing the pore volume and geometry for H2 storage
at a specic pressure and temperature.25
By studying arrays of parallel single-walled nanotubes with equal diameters,
the nanotubes diameter and the distance between the nanotube walls were
optimized to maximize the H2 capacity.
97,99101 The simulated results based
on dierent eective potentials at cryogenic temperature are essentially com-
patible with each other. The simulations predict that the storage capacity
could reach the gravimetric DOE target at 77 K and high pressure for nan-
otubes with a wide diameter and large spacing between the tubes.
Several strategies have been suggested to enhance the adsorption uptake
of the carbon-based materials, such as synthesizing new carbon-based ar-
chitectures with optimum pore volume and large surface area like carbon
nanoscrolls102 and fullerene intercalated graphene.103 The theoretical calcu-
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lations28,104 performed on these materials showed that they are attractive
since enhancement on the storage of H2 was observed. Nevertheless, the H2
uptake of these structures is still far from the DOE target. Other groups sug-
gested doping with lithium or potassium atoms.105,106 This led to enhanced
H2 storage capacity at room temperature.
In this chapter would like to show that, despite the numerous studies con-
cerning hydrogen storage on carbon-based materials, the potential of carbon
materials is far from being exhausted, and propose for the rst time materials
based on ordered arrangements of carbon nanotubes which show outstanding
hydrogen storage capacities (up to 19 wt.%) and report on their mechanical
and sorption properties.
3.1 Approach
3.1.1 Construction of the New Structures
Up to now, in the literature there have been only attempts to consider
so-called nanotube bundles where all tube axes are parallel and form either
close-packed hexagonal 36 or square-like 44 arrangements. One expects that
for structures with thick walls or high density, low H2 uptake values are ob-
tained. Instead, a simple geometric structure resembling a scaold, like that
of MOF-5, is preferable. Therefore, we decided to focus on the nanotube
arrangements (or packings) with dierent orientations of tube axes where
nanotubes are held together by van der Waals forces. One of the motivations
to consider such kinds of packings is that in experiments tubes are usually ob-
tained as mixtures of tubes (often of dierent sizes) which may be intricately
entangled in space. To model such structures, we constructed 3-periodic
arrangements of nanotubes in space by utilizing the information on homo-
geneous (i.e. symmetry-related) cylinder packings derived by O'Keee and
collaborators.107 We considered six types of cylinder packings with dierent
orientations of axes, namely,  , +
, +,  (with four dierent orientations
each), + and  (with three mutually perpendicular orientations) (see Fig-
ure 3.1). We included also the least dense parallel arrangement in our study
for comparison (see Figure 3.2).
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To construct the new structures we follow the following steps. Firstly, the
unit cell parameters were estimated taking into account the diameter of the
tube and van der Waals separation (3.3-3.5 Å) between tubes. Secondly, the
nanotube was oriented in the unit cell in such a way that its axis coincides
with the cylinder axis in the ideal cylinder packing. Then the symmetry op-
erations which map a given cylinder onto other cylinders in the ideal cylinder
packing were applied to complete the whole arrangement. Following this line,
we built up dierent packings out of (6,0) zigzag (with tube radius r = 2:4
Å) and (5,5) armchair carbon nanotubes (r = 3:4 Å).
3.1.2 Stability and Mechanical Properties
To examine the stability of the nanotubes packings, we perform full
structural relaxation. We used the density-functional-based tight-binding
method as implemented in the de-MonNano program package.108 The cor-
rection for dispersion interactions was done according to the scheme proposed
by Zhechkov et al.49 Periodic boundary conditions were applied to represent
crystalline state.  -point approximation was used throughout for such large
unit cells [e.g. the smallest cell length is equal to 16.95 Å in the case of the
-type arrangement of (6,0) tubes].
To assess the mechanical stability of the structures, we calculated the bulk
moduli of the new tube arrangements and compare them with bulk moduli
of other porous materials.
Bulk moduli (B) were estimated by tting energy  volume curves, and then
applying the formula:
B = V0

@2E
@V 2

V=V0
; (3.1)
where E and V are the cell energy and volume, respectively. The outcome
of these calculations is reported in table. 3.1.
3.1.3 Estimation of the Hydrogen Capacity
The modeling approach used to study the H2 adsorption combines quantum-
chemical ab-initio and classical force elds (GCMC) to achieve an accurate
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Figure 3.1: The six packing considered in this study. Top row: left , right
+. Middle row: left  , right +
. Bottom row: left +, right .
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Figure 3.2: The parallel arrangement considered for comparison with new
packings.
aordable prediction of the H2 capacity of the systems. Heine et al.
109 de-
termined the adsorption energy of H2 on polycyclic aromatic hydrocarbons
(PAHs) using second order Møller-Plesset (MP2) theory. Computations have
been performed for PAHs from benzene to coronene. In a further step, the re-
sults were extrapolated to estimate the interaction energy of H2 on graphene
sheet. These results were adopted in LJ interaction potential and used in
the GCMC simulation. The H2-H2 interaction potential was taken from Ref.
110 (=2.72 Å, " =10.0 K).
GCMC calculations were performed using the multipurpose simulation code
Music,111 the carbon structure is described by a periodic super cell,(222)
unit cells for each material. A cut-o of 13.0 Å was applied to the LJ interac-
tions. The gas-phase fugacities for H2 at dierent pressures and temperatures
were calculated with the Peng-Robinson equation of state.
To compare the performance of the new designed nanotube arrangements
with that of other porous materials such as MOFs and COFs, the H2 ad-
sorption isotherms were calculated for a temperature of 77 K and 300 K
throughout a wide range of pressure, from low pressure (P=10 2 bar) up to
high pressure (P=100 bar) to get a complete picture about the adsorption
properties. For each point on the isotherm, the simulations were equilibrated
for ve million steps, and a further ve million steps were used to sample
the data. Each Monte Carlo step consisted of (i) insertion attempt of a new
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molecule, (ii) deletion attempt of an existing molecule, (iii) translation, or
(iv) rotation of an existing molecule, with equal probabilities.
The pore volume and surface area are calculated as described in chapter 2.
3.2 Results
It is well known that nanotubes are exceptionally elastic and strong.112
The intratube axial stiness is on the order of 1 TPa, this is due to a strong
carbon-carbon bonds. However, for carbon nanotubes bundles the tube-tube
interactions are dominated by the weak van der Waals interactions. This re-
sults in rather small bulk moduli (about 100 GPa) for nanotube bundles.113
For the new tubes arrangements, the results obtained show that dierent nan-
otube packings are essentially stable with a bulk moduli varying between 9.0
and 70 GPa (table. 3.1). As expected the new tube arrangements present rela-
tively small bulk moduli compared to hard carbon materials such as diamond
(443 GPa114). Comparing with other porous materials such as MOFs115 and
COFs116 our tubes show higher bulk moduli except + which has bulk mod-
ule of about 9.0 GPa. Moreover, Our results indicate that the bulk modulus
is less sensitive to the chirality of the structures except for dense tubes ( 
and ) where the armchairs provide higher bulk moduli. The bulk modu-
lus depends signicantly on the pore volume available in the unit cell of the
structure (Figure 3.3). The bulk moduli tend to exponentially decrease with
increase of the pore volumes. This trend was also noticed for other porous
materials, MOFs115 and COFs,116 where the bulk moduli were found to be
signicantly dependent on the length of the linker, i.e. the porosity of the
system. A longer linker gives more porous system which lead to a mechani-
cally less resistant system.
We note that the least dense nanotube arrangements (packing types +,
) have relatively high bulk moduli in the range 8.8-18.0 GPa (table. 3.1).
This is quite remarkable since one of the least dense materials known today,
namely, COF-105 and COF-108 (the density of the latter amounts to 0.17
g/cm3 )37 have approximately the same density but signicantly lower bulk
moduli (3.3 and 0.05 GPa, respectively116). Furthermore, the bulk modulus
of the densest phase of zinc imidazolate (density of 1.54 g/cm3) amounts to
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Figure 3.3: Total hydrogen uptake and bulk modulus as a function of pore
volume. The lines are guides to the eyes
only 14 GPa.117 This indicates that nanotube packings might be quite porous
yet retaining their strong mechanical stability.
Figure 3.4 shows the predicted total gravimetric H2 uptakes at 77 K
for both zigzag and armchair types of tubes. One can notice that for each
topology the variety of zigzag versus armchair nanotubes plays minor role
in determining the H2 uptake. The
+ packing of (6,0) and (5,5) tubes
show an exceptional high storage uptake, 17.5 and 19.0 wt.% at 100 bar,
respectively. Such high value was never reported before for carbon nanotubes.
It is comparable to the theoretical value reported for COF-108118,119 and
even surpassing the experimentally measured highest uptake of MOF-177.11
This makes tubes with + packing very promising structures for H2 storage
applications.
At room temperature (see Figure 3.5) the tubes with + packing show
also the highest H2 uptake with  5.5 wt.% at 100 bar, which approaches
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Figure 3.4: Comparison between total hydrogen adsorption isotherms at
77 K of dierent packings considered in this study. Left zigzag (6,0), right
armchair (5,5)
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Figure 3.5: Total hydrogen adsorption isotherms at 300 K of dierent pack-
ings considered in this study. Left zigzag and right armchair
the DOE target of 6 wt.% even at room temperature. Such value is much
higher that that reported for some MOFs10 and surpassing that reported for
COFs.118120
It is worth noting that H2 uptake is mainly determined by the packing type,
i.e. by how the tubes are arranged in space. All proposed packing of the
tubes (except for   and  packings) showed enhanced gravimetric capacity
with respect to the corresponding gravimetric uptake of the parallel packing
structure at both 77 K and room temperature.
We examined the total H2 uptake at 100 bar as a function of the pore
volume, the factor which determines the storage capacity at high pressures
at both 77 K and room temperature.76,77Figure 3.3 shows a linear increase
of H2 uptake with increase of the pore volume at room temperature whereas
at 77 K there is a tendency for saturation, i.e. there exists an optimal
pore size and its further increase does not lead to more ecient H2 storage.
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GCMC simulations also allowed us to closely investigate H2 adsorption sites.
Since the picture of adsorption sites is similar for all tube packings, let us
consider as an example the  packing of (6,0) tubes at three dierent loading
pressures, 0.1, 1.0 and 100 bar (Figure 3.6). At low pressures H2 molecules are
mainly adsorbed near the points of van der Waals contacts between tubes (
3.1-3.3 Å) where H2 molecules can simultaneously come close to the surfaces
of several nanotubes, which results in less H2 accumulation in the center
of the pore (Figure 3.6(a)). By increasing the pressure more H2 molecules
begin to cover the surfaces of the tubes (Figure 3.6(b)) and then to ll in
the centre of the pore (Figure 3.6(c)) until the material becomes saturated
by H2 molecules. Due to the small size of (6,0) tubes, no H2 molecules are
adsorbed inside them. In the case of larger (5,5) tubes, hydrogen molecules
tend to form a narrow chain along the tube axis.
To improve the storage capacities for nanotube packings, the most ob-
vious solution is to take nanotubes with larger diameters which allow for
storing hydrogen not only in the intertube space but also within nanotubes.
To maximize the internal surface of the overall structure available for the in-
teraction with hydrogen, one may also construct more eclectic arrangements
with e.g. six or more dierent orientations of nanotube axes. Another pos-
sibility is to consider packings made not only out of nanotubes, but from
nanotube bundles (e.g. hexagonal bundles).
Finally, we would like to comment on the possible preparation methods
of suggested nanotube arrangements. Recently, there has been carried out
the synthesis of nanotube aggregates with nearly perpendicularly arranged
tubes (resembling  or + patterns) using a solution of ferrocene in CCl4
under the presence of porous nickel.121 In addition, one may think of some
spatial template with empty channels where nanotubes could be deposited
to form a desired packing. Such spatial templates are indeed provided by
interfaces in some biphase systems. For example, in the glycerolmonooleate
- water system (at a particular concentration) an interface corresponds to the
G (gyroid) minimal surface (Figure 3.7 )122 with empty channels arranged as
the rods in the  packing. It remains to be veried experimentally whether
it is possible to use such a biphase system as a directing agent for assembling
nanotubes into a predened conguration.
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zigzag(6,0)
Type of
arrange-
ment
denisty
(g=cm3)
bulk modulus
(GPa)
H2 storage
capacity
(wt.%)
pore
volume
(cm3=g)
area per
mass
(m2=g)
  1.31 66.0 3.42 0.30 505.54
+
 0.66 36.4 8.01 1.04 2100.25
 0.33 18.0 13.19 2.58 2784.04
+ 0.17 9.0 17.48 5.57 2728.98
 1.18 64.2 4.22 0.38 939.39
+ 0.59 32.0 8.67 1.24 2093.86
parallel 0.86 47.1 5.60 0.69 1169.57
Armchair (5,5)
  1.40 79.6 2.86 0.28 316.40
+
 0.62 34.7 8.45 1.20 1949.40
 0.30 17.3 13.05 2.94 2362.75
+ 0.15 8.8 18.97 6.08 2366.61
 1.25 72.1 3.84 0.36 773.35
+ 0.63 35 7.50 1.17 1766.57
parallel 0.78 45.7 5.38 0.65 1207.36
Table 3.1: Important properties of nanotubes arrangements. The H2 capac-
ity is estimated at 77 K and 100 bar
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Figure 3.6: Snapshots of the structures of sigma(6,0) with adsorbed H2 at:
(a) 0.1 bar, (b) 1.0 bar, and (c) 100 bar
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Figure 3.7:  packing of (6,0) carbon nanotubes augmented with the G
minimal surface
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3.3 Summary and Conclusions
We studied mechanical and sorption properties of packings constructed
out of (6,0) and (5,5) carbon nanotubes. The results show that these systems
are mechanically stable, having higher bulk moduli compared to other porous
materials with the same mass density. Furthermore, maximal total H2 uptake
of (5,5) tubes in the + arrangement amounts to 19.0 wt.% at 77 K and to
5.5 wt.% at 300 K which manifests the proposed materials to be excellent
candidates for H2 storage applications approaching the DOE targets.
Chapter 4
Metal-Organic Frameworks
60
Chapter 4. Metal-Organic Frameworks 61
Metal-organic frameworks (MOFs) are a relatively new class of porous
materials with outstanding properties. Since Yaghi and co-workers published
the structure of MOF-5 in late 1999,123 MOFs have attracted great attention,
because of their many potential application in gas storage, separation and
catalysis as described in many articles in the literature.11,124129 As introduc-
tion to the concepts applied in MOF eld, the reviews by O. M. Yaghi,130
G. Férey131 and S. Kitagawa132 are highly recommended.
MOFs are built up from metal-oxygen carboxylates containing divalent
(Zn 2+,Cu 2+. . . ) or trivalent (Al 3+,Cr 3+ . . . ) cations interconnected by dif-
ferent organic groups, giving rise to 1D (chains), 2D(layers) or 3D(framework)
structures. The inorganic part is usually referred to as secondary building
unit (SBU). MOF synthesis usually begins with knowledge of the target net-
work and identication of the required building blocks for its assembly. The
process of assembling rigid building blocks into predetermined ordered struc-
tures (periodic nets) is known as reticular synthesis.133 Generally, the volume
and the chemical property of the resulting pores are determined by the length
and the chemical functionality of the organic linker. The ability of MOFs to
accept many cations as well as dierent organic linkers provides huge number
of possibilities to create new robust MOFs with high thermal and mechanical
stability. To date, tens of thousands of dierent MOFs have been synthesized
(only some of them are porous and stable upon solvent removal). Some MOFs
provide very high surface area. For example MIL-10135 and MOF-17732 have
a surface area of 5900 m2/g and 5640 m2/g respectively, estimated from ni-
trogen adsorption. These are some examples of the largest surface areas
reported for any material to date. Although the high surface area is known
in zeolite and activated carbon, the most striking property of MOFs is prob-
ably the very high permanent porosity provided by these materials, which
gives the possibility to accommodate many dierent molecules.
For the current concern of hydrogen storage application, MOFs have at-
tracted signicant attention because these materials have enormous specic
surface area, low density and a crystalline structure that can be tailored to
maximize the adsorption uptake. Some MOFs have remarkable H2 storage
properties,11 and several MOFs were reported to meet the H2 storage recom-
mendation proposed by US Department of Energy (DOE) but only at liquid
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nitrogen temperature (77 K).11,134136 Nevertheless, currently none of these
materials meets the demand of the DOE; 6 wt.% under near-ambient condi-
tions, due to the weak H2-MOF interactions. The hydrogen adsorption en-
ergies on MOFs are ranging between 3.55 kJ/mol.137 This small adsorption
energy is sucient for H2 adsorption below 80 K but not at room tempera-
ture because an exceedingly high pressure is needed to make the adsorption
possible.
The objective of this chapter is to explore the viability of MOFs for en-
hanced hydrogen storage in relation to the structural properties, in order
to recommend the synthetic goals e.g., free volume, surface area and metal
routes. Additionally, to compare the performance of carbon nanostructures
and MOFs towards H2 storage.
4.1 One Dimensional Nanotube-Like Channels
Metal-Organic Frameworks
In previous chapter, we studied H2 storage in carbon nanotubes. To in-
vestigates the advantages of MOFs over carbon-based materials, we choose to
study the H2 storage in MOFs with the same general topology as carbon nan-
otubes, i.e. MOFs with one dimensional nanotube-like channels (Figure 4.1).
The one dimensional nanotube-like channels (rod-shaped) MOFs provide a
new class of MOFs that do not interpenetrate, because of the intrinsic pack-
ing arrangement of the rods in the crystal structure.138 Férey and co-workers
synthesized MIL-47139 and MIL-53140,141 materials. These structures are
made of chains of corner-sharing transition metal octahedra interconnected
by benzene dicarboxylate (BDC) groups. Later on, they synthesized large
one-dimensional channels and a high surface area MOF based on lanthanide,
namely MIL-103.31 Yaghi and co-workers have systematically studied such
rod-shaped MOFs. They presented strategies for the design and construc-
tion of porous structures from rod-shaped building blocks, and successfully
synthesized 14 new materials with 12 dierent structures.138 Recently Shi-
Lun Qiu and co-workers have synthesized a novel metal-organic framework
denoted by JUC-48. The particular interest of JUC-48 is due to SBUs inter-
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connected through biphenyl groups, generating the largest 1D nanotube-like
channels reported to date.142
Generally, for hydrogen storage by physisorption three parameters are
dominate: rst the material must provide a large amount of surface area
per gram, since adsorption is mainly due to interactions of H2 molecules
with atoms of the adsorbent walls. This can be characterized as the acces-
sible surface area (Scc); second the free volume provided by the material to
accommodate the hydrogen molecules, i.e. the pore volume should not be
smaller than the van der Waals diameter of H2 which equals  3:1 Å, and
third the interaction strength must be sucient to make the adsorption pos-
sible under ambient conditions. The last feature can be characterized by the
isosteric heat of adsorption (Qst) at low loading.
Several groups reported a linear relationship between surface area and the
amount of adsorbed H2 for dierent types of porous materials.
80,143 Frost et
al.76 showed that the H2 uptake at 77 K correlates with the heat of adsorption
at low pressure, surface area at medium pressure and with the free volume
at high pressures. They obtained this result by performing Grand canonical
Monte Carlo (GCMC) simulations on a set of materials, which all have the
same framework topology and surface chemistry but dierent pore volumes.
Herein, GCMC simulations were performed over a wide range of pressure
to predict adsorption isotherms at 77 K and room temperature for H2 in
seven metal-organic frameworks:
 MIL-53(Al) (MIL  Material Institut Lavoisier)141
 MIL-53 (Cr)140
 MOF-74144
 MMOM (MMOM  Microporous Metal-Organic Material)145
 Fe(OH)(BDC)146
 MIL-10331
 JUC-48 (JUC  Jilin University China)142
All materials have the same framework general topology (rod-shaped) but
dierent metal ion in the metal cluster and dierent pore volume. We choose
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Table 4.1: Important calculated properties of the MOFs investigated in this
study.
Material density
(cm3=g)
void
fraction
(%)
pore
volume
(cm3/g)
accessible
surface
area for
H2 (m
2/cm3)
accessible
surface
area for H2
(m2/g)
MIL-53(Al) 0.94 57 0.61 1849.40 1964.20
MIIL-53(Cr) 1.04 58 0.56 1831.13 1757.50
MOF-74 1.22 66 0.54 2062.72 1691.26
Fe(OH)(BDC) 1.13 57 0.51 1815.44 1613.46
MMOM 1.61 37 0.23 279.16 173.79
JUC-48 0.79 70 0.89 1530.92 1943.60
MIL-103 1.06 63 0.60 2560.82 2418.06
a comprehensive list from wide variety of metal carboxylate clusters which
serve as SBUs in the construction and synthesis of MOFs. This enables us
to get an insight at an atomistic level of detail of adsorption mechanisms, to
test if the previously mentioned correlations also hold for MOFs with dierent
chemistry at both 77 K and room temperature. Moreover, to study which
parameters mostly aect the adsorption at room temperature. Most of these
materials showed interesting properties in terms of H2 storage.
33,142,144,145 The
MOF structures were constructed from their corresponding single-crystal X-
ray diraction data. The super cells of representative materials are shown in
Figure 4.1. Table 4.1 summarizes void fractions, pore volumes, and accessible
surface areas for MOFs in consideration.
4.1.1 Computational Details
The H2 adsorption in the MOF structures was simulated with GCMC.
Atomistic models were employed for both the H2 molecules and MOF struc-
tures. The non-bonding interactions between the framework of the MOF
structure and H2 molecules are described via a pair-wise additive potential.
The corresponding site-site interactions are described by a LJ type potential.
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Figure 4.1: Crystal structures of representative MOFs together with
armchair-4X4 carbon foam structure. (Zn, dark blue; O, red; C, gray; H,
white, N, blue; Cd, yellow, Al, F, light green, Cu, brown
Lorentz-Berthelot mixing rules were employed to calculate H2-MOF LJ po-
tential parameters. For MOFs atoms, we have tested two set of parameters
the universal force eld (UFF)60 and the DREIDING force eld,61 which are
recognized for their robustness and their availability for a large set of atoms.
The MOF structure has been treated as a rigid structure at all temperatures,
with atom positions obtained by X-ray scattering experiments. The sorbent
(MOF) is described by a periodic super cell, 4 unit cells along the channel
and totally 16 (4 2 2) unit cells for each material.
Because the parameters from DREIDING are not available for all atoms, the
GCMC simulation results from UFF were used for comparison between the
materials.
The details of GCMC simulations are essentially the same as described in
section 3.1.
4.1.2 Validation of The Force Field
For a comparison with experimental data from the literature the H2 ad-
sorption isotherms were calculated for a temperature of 77 K. The calculated
adsorption isotherms are shown in Figure 4.2(a-d) in comparison with ex-
perimental data from literature and with results from GCMC simulations
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performed using other force elds reported in the literature. Figure 4.2(a)
and (b) shows the simulated results against the experimental results, taken
from Férey et al.33 for MIL-53(Al) and MIL-53(Cr), respectively. For MIL-
53(Cr) a force eld was developed by Férey et al.147 and used to study the
CO2 adsorption in the MIL-53(Cr). The LJ parameters for describing the
interactions between CO2 the organic part are taken from the consistent va-
lence force eld (cv), for the inorganic part, the CrO and CO2 non-bonding
interactions were adjusted from the DREIDING force eld to reproduce the
structural features via energy minimization procedures. This force eld was
also transferred to the study of the H2 adsorption in the same MIL-53(Cr)
system. Figure 4.2(c) shows the results from the simulations against the ex-
perimental data taken from Ref. 144 for MOF-74. Zhong et al. developed a
force eld to study the H2 adsorption in IRMOFs-1, -8 and -18.
110 This force
eld has also been successfully used to simulate the H2 diusion in MOFs
by the same group.148 Therefore, we used this force eld to study the H2
adsorption on MOF-74. Figure 4.2(d) shows the simulation results against
the experimental data taken from Ref. 142 for JUC-48. The results using
UFF and DREIDING force elds are in good agreement with the results us-
ing force elds developed by other research groups, and they agree also quite
well with the experimental results. We note that for MMOM the agreement
between the experimental data and the simulated results (not shown) is very
poor. The reason for this discrepancy could be due to the small volume avail-
able for H2 in the simulation unit cell. Only 0.23 cm
3/g is the available pore
volume for adsorption, according to our potential model. This disagreement
between the predictions from simulations and the experimental data was also
reported by Garberoglio et al .72
One should mention that the deviation of the simulated results from the
experimental data is often mentioned in the literature,76,149 and has been
attributed to dierent reasons, mostly related to experimental factors such
as real material artifacts or uid cluster formations that prevent the next
coming molecules from entering the pore sites or not complete evacuation of
pore from solvent molecules, etc. . .
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Figure 4.2: Simulated and experimental adsorption isotherms; (a) MIL-
53(Al) experimental data are taken from Ref. 33 (b) MIL-53 (Cr) experi-
mental data are taken from Ref. 33 (c) MOF-74 experimental data are taken
from Ref. 144 and parameters for Zhong et al. force eld are taken from Ref.
110 and (d) JUC-48 experimental data taken from Ref. 142
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4.1.3 Comparison Between Rod-Shaped MOF
Figure 4.3 shows the gravimetric uptake of the MOFs at 77 K. MIL-53(Al)
shows the highest H2 uptake at low pressure, while for high pressure, above
50 bar, JUC-48, MIL-53(Al) and MIL-103 have the highest uptake. The
previous ndings can be understood as following:
 At low loadings, materials with the strongest interaction energies (see
Figure 4.4) show the highest H2 uptake. These tend to be materials
with narrow pores, such as MMOM, because small pores increase the
interaction between H2 molecules and the framework.
 Materials with narrow pores have the lowest amounts of free volume
(see Table 4.1). Thus, at the highest pressures, when the pores are
nearly lled, the materials with the largest free volumes have more
space to accommodate more H2 molecules and therefore show the high-
est uptake.
To illustrate this idea, we plotted the amount of H2 adsorbed against the isos-
teric heat of adsorption, obtained from the GCMC simulations at low pressure
(0.1 bar) (Figure 4.5(a)) and against the free volume at high pressure (100
bar) (Figure 4.5(c)). Figure 4.5(a) shows that the H2 uptake correlates with
the isosteric heat of adsorption but not in a precise way. It may appear that
isosteric heats of adsorption - shown in Figure 4.4 - do not agree with the
adsorption isotherm shown in Figure 4.3, since the MMOM material has the
highest adsorption energy but the lowest H2 uptake. This can be explained
by the fact that the large isosteric heat of adsorption is not sucient to
achieve a high H2 uptake, but the materials must provide a large free vol-
ume for adsorption, where MMOM shows the smallest available volume for
adsorption (see Table 4.1). If we exclude the MMOM material and analyze
the correlation again, a reasonable linear correlation between the H2 uptake
and the isosteric heat of adsorption at low pressure is found. To investigate
the relation between the available surface area and the H2 uptake, we plotted
the H2 uptake at 50 bar as a function of the surface area in Figure 4.5(b). As
expected, there is some correlation between the H2 uptake and the surface
area. Figure 4.5(c) shows that there is a reasonable correlation between the
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Figure 4.3: Hydrogen adsorption isotherms at 77 K in various MOFs pre-
dicted from simulations. The inset shows the adsorption isotherm at low
pressure.
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Figure 4.4: Isosteric heats of adsorption for H2 adsorbed in various MOFs
at 300 K (right) and 77 K (left) computed from GCMC simulations using
eq.(2.72).
H2 uptake and the free volume at high pressure, but no linear correlation
as reported in Ref. 76 is found. Depending on the pressure (in our case, we
choose 100 bar), an optimal pore volume exist, and materials with higher
pore volume are less ecient in packing H2.
We note that the hydrogen storage capacities of the considered MOFs are
similar to that obtained in chapter 2. for parallel carbon nanotubes. This
capacity is limited to about 6 wt.% at 77 K and 100 bar. This indicates that
the existences of metal atom in MOFs does not lead to enhanced hydrogen
uptake, which suggests that the best MOFs for hydrogen storage applications
will be the one composed of light elements. This requires investigating the
MOFs formed by light metal ions such as Li+, Mg 2+ and Al 3+.
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Figure 4.5: Total Hydrogen uptake at 77 K and dierent pressures as a
function of (a) isosteric heat of adsorption (b) surface area and (c) free vol-
ume.
At room temperature (see Figure 4.6) the behaviour of the materials
does not change between low and high pressure. The MIL-53(Al) and JUC-
48 show the highest H2 uptake over the whole pressure range. By repeating
the same correlation analysis as for low temperature (77 K) for H2 uptake
we had the following interesting results:
i The total amount of H2 adsorbed at low pressure (0.1 bar) against the
heat of adsorption is shown in Figure 4.7(a). Obviously, there is no
correlation, which indicates that the heat of adsorption plays no role
at such a low pressure. This can be explained by the fact that at room
temperature and low pressure the excess amount adsorbed is a small
fraction of the total amount adsorbed (see Figure 4.8 for comparison
between total and excess H2 adsorbed for MIL-53(Al)). In other words,
most of the H2 adsorbed on the material would be found also in the
absence of a H2-MOF interaction
ii Figure 4.7(b) presents the H2 uptake against the surface area at 50 bar.
Again no good correlation is found.
iii From the previous discussion one expects that the total amount of H2
adsorbed at room temperature is dictated by the free volume of the
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Figure 4.6: Simulated hydrogen adsorption isotherms at 300 K in various
MOFs. The inset shows the adsorption isotherm at low pressure.
material, since the MOF structure has almost no eect on the total
H2 uptake and the H2 molecules could be adsorbed in the pore even if
there is a negligible interaction between H2 and the material. The total
amount of adsorbed H2 is plotted against the free volume at 0.1 bar and
100 bar in Figure 4.7(c). Some correlation can be seen, conrming the
expectation that the H2 uptake at room temperature and low pressure
is dictated by the free volume and not by the heat of adsorption, as it
is the case at 77 K. A similar dependency to that found at 77 K can
be found if we exclude the Fe(BDC) material, which shows very low
uptake at room temperature, as presented in Figure 4.7(c).
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Figure 4.7: Total hydrogen uptake at 300 K and dierent pressures as a
function of (a) isosteric heat of adsorption, (b) surface area and (c) free
volume at 100 bar (blue lled circle) and at 0.1 bar (empty square). The
points inside the circle represent the Fe(BDC) material, excluded from the
tting.
Figure 4.8: Excess and total hydrogen uptake of MIL-53(Al) as a function
of pressure at 300 K. The inset shows the adsorption isotherm at low pressure
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4.1.4 Optimal isosteric heat of adsorption for hydrogen
storage
Figure 4.8 enables us to see that the excess amount adsorbed is a small
fraction of the total amount of adsorbed H2 and the dierence between them
is increasing with pressure. This indicates that the heat of adsorption has no
signicant eect on the H2 uptake, not only at low pressure but also at high
pressure. This could be due to its small value, so no eect can be detected.
In order to make this idea more quantitative and to investigate the eect of
Qst on the total amount of H2 adsorbed, we choose two materials MIL-53(Al)
and JUC-48. They show the highest H2 uptake at room temperature. We
have performed simulations with dierent interaction strengths (") in the LJ
potential. The original LJ parameters (") were systematically increased by
multiplying them by 2, 5 and 10. The () parameters were kept constant.
The LJ parameters describing the H2-H2 interaction were also left unchanged
in all calculations. Thus only the H2-MOF interaction was enhanced. The
resulting isotherms at room temperature are presented in Figure 4.9. This
assures the idea that the H2 uptake at room temperature and high pressure
does not depend solely on the free volume in the materials but also on the
interaction energy for these hypothetical structures. In order to estimate
how much the energetic interaction must be increased in order to achieve 6
wt.% at room temperature at high pressure (say 100 bar), we plotted the H2
uptake as a function of isosteric heat of adsorption computed from GCMC
at 100 bar (see Figure 4.10). A linear correlation can be noticed between
the H2 uptake and the adsorption heat. The required adsorption energy is
estimated to be 34 kJ/mol. We stress that this estimation is rough estimation
of optimal adsorption energy.
Several strategies have been proposed to improve H2 uptake at room
temperature in MOFs. These include doping with electropositive elements
(such as Li, Na and K), inclusion of open metal sites and spillover .
Spillover is a technique which depends on using a catalyst that is capable
of dissociating H2.
150,151 Yingwei et al.152 have demonstrated that it is pos-
sible to use spillover techniques to increase the storage capacities in MOFs
at room temperature. The H2 uptakes for MOF-5 and IRMOF-8 reached
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almost 2 wt.% at 10 MPa and 298 K. In other word, the H2 uptake at room
temperature is enhanced by a factor of 3. Furthermore, the isotherms are
totally reversible. Although H2 storage by spillover seems to be a promis-
ing technique to achieve enhanced hydrogen storage in MOFs, the reported
results suer from reproducibility by other research groups.
The Li-doped MOF systems were predicted to signicantly enhance the
H2 storage at room temperature.
153 For instance, at room temperature the
excess capacity of Li MOF-C30 amounts 3.89 wt.% (total 4.21 wt.%) and
4.56 wt.% (total 5.30 wt.%) at 20 bar and 50 bar, respectively. This is one
of the highest room-temperature reversible hydrogen-storage capacity ever
reported. Some similar theoretical works were also reported on Li-doped
MOFs.154,155 Mulfort and Hupp156 also reported the Li doping eect on H2
uptake in MOFs experimentally, the Li-doped MOF can binds 1.63 wt.% (0.93
wt.% without doping) H2 at 77 K and 1 atm. However, they mentioned that
the increase in H2 uptake cannot be solely attributed to H2Li
+ interactions
and is most likely augmented by increased ligand polarizability.
Another strategy to enhance the adsorption energies of H2 is by incor-
porating unsaturated metal ion (open metal ion) into MOF framework or
embedding the metal ions within the linker.157,158 MOFs with open metal
sites are known to exhibit a much stronger H2 binding strength than clas-
sical MOFs, due to the direct interaction between H2 and the coordinately
unsaturated metal ions.159161
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Figure 4.9: Total Hydrogen adsorption in MIL-53(Al) (lled) and JUC-48
(open) at room temperature using the modied LJ parameters.
Figure 4.10: Hydrogen uptake as a function of isosteric heat of adsorption
at 300 K and 100 bar.
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4.2 Summary and conclusions
In this chapter we reported the results of computer simulations (GCMC)
of H2 adsorption in several dierent metal-organic frameworks that contain 1-
D nanotube-like channels. GCMC simulations were performed with standard
force elds (DREIDING and UFF). The results indicate that they are able
to reproduce adsorption isotherms for H2 in the selected MOF materials in
reasonable agreement with the experimental data. Our results indicate that
MOFs do not provide higher hydrogen capacities than carbon nanotubes. In
MOFs the existences of metal atoms add weight to the structure without
signicantly increasing the heat of adsorption which will lead to increase
of the storage uptake, unless it is accompanied with exposed metal sites.
Therefore, the walls of the framework should be composed of light elements.
This work reveals that at 77 K, the total amount of adsorbed H2 mainly
correlates with the heat of adsorption at low pressure and with the free
volume at high pressure. While at room temperature the amount adsorbed
mainly correlates with the free volume available at low and high pressure.
None of the MOFs we have studied can store enough amounts of H2 at room
temperature and moderate pressures to meet the DOE targets. This is due to
their low heat of adsorption which is also the case for other porous materials
such as carbon nanotubes and zeolites. A rough estimation of the required
adsorption energy to meet the DOE targets (6 wt.%) is calculated to be
34 kJ/mol. Therefore, in order to have a high H2 storage capacity, MOF
material should provide suitable pore volume, low crystal density and high
heat of adsorption, which is a big challenge. This could be realized by a
proper modication of the MOFs, i.e. by constructing new MOFs solely from
light elements (C, Al. . . ) and introducing atoms with a strong interaction to
molecular H2 such as Li and K.
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The closing lines of the previous chapter suggested the possiblity to im-
prove the H2 uptake of MOF type materials by substituting the metal in
the metal cluster with another lighter element while keeping all important
properties such as high surface area, low density and rigidity of the structure.
Yaghi and co-workers have successfully synthesized novel materials called
COF-1 and COF-5 (COF  Covalent Organic Frameworks).36 These materi-
als are porous and have crystalline 2D structures, similar to that of graphite,
constructed solely from light elements (C, H, B, and O) that are linked by
strong covalent bonds (B O, C C, and B C) to make a highly porous class
of materials. Later on, they synthesized three new crystalline microporous
2D COFs denoted by COF-6, COF-8, and COF-10.162 In all cases, 2D COFs
have structures of quasi 1D pores whose size varies between 6 and 34 Å in
diameter, comparable to those reported for medium sized carbon nanotubes
(Figure. 5.1).
In a further step, a new class of materials synthesized by Yaghi and
collaborators,37 denoted as three-dimensional covalent-organic frameworks
(3D COFs) (Figure. 5.2). These structures were synthesized by targeting
building blocks that also contain light elements (Figure. 5.3). Recently, they
synthesized a new porous covalent organic framework designated as COF-202
by linking organic units with the strong covalent bonds found in borosilicate
glass.163
In summary, COFs are a new family of highly porous materials with well-
dened network of building blocks.36,37 Unlike MOFs, COF structures are
entirely composed from lighter elements (B, C, and O). COFs are robust
against air and organic solvents, high thermal stability (up to 400-500 ),
have very large surface area (3472 and 4210 m2/g for COF-102 and COF-103,
respectively) and very low density(0.17 g/cm3 for COF-108 ).37 Concerning
H2 storage, the 3D COFs (mainly COF-102 and -103) demonstrate one of
the highest uptake in the class of physisorption materials, approaching the
2010 DOE system target at 77 K.38
Most studies have paid attention to developing new synthetic method-
ologies intending to optimize pore volume and surface area to maximize H2
capacity.162,164166 In coordination with experiments, a large number of atom-
istic simulations for gas adsorption in COFs have been reported.118120,167
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Figure 5.1: Crystal structures of representatives 2D COFs: (a) COF-1, (b)
COF-5, and (c) COF-10. (B, blue; O, red, and C, gray). Hydrogen atoms
were omitted for clarity
Figure 5.2: Crystal structure of COF-102 (a), COF-105 (b), and COF-108
(c). Hydrogen atoms are omitted for clarity. Carbon, boron, oxygen and
silicon atoms are represented as gray, blue, red and yellow , respectively.
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Figure 5.3: The building blocks of COF materials. (a) COF-102, (b) COF-
103, (c) COF-105, (d) COF-108, and (e) COF-202. Carbon, oxygen, boron,
silicon, and hydrogen atoms are shown in grey, red, blue, yellow and white
colours, respectively
So far, only Yaghi38,168 and Yang169 reported experimental results of H2
adsorption in COFs. In fact, only Yaghi38 reported experimental results
concerning H2 adsorption in some 3D COFs ( COF-102 and COF-103). COF-
108 is a highly porous material, while the stability of this material upon
solvent removal is questionable. We decided to investigate the stability and
the H2 adsorption in COFs in more detail.
The number of adsorption sites as well as the strength of adsorption are
essential prerequisites for hydrogen storage in porous materials, because they
determine the storage capacity and the operational conditions. Therefore,
detailed information at which sites H2 can be adsorbed and what are the
interaction energies is needed. Such information is important to provide
guidelines not only to improve the performance of known materials, but also
to design novel materials with superior hydrogen storage capacities.
Currently, to the best of our knowledge, no experimental data are avail-
able on the position of preferential H2 adsorption sites in COFs. Atomistic
simulations are a very appropriate tool to gain insight into the dynamics of
the system and subsequently to provide guidelines for rational design of new
materials. One possible theoretical approach to nd the adsorption sites of
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the guest molecule inside the host material is to perform molecular dynamics
(MD) simulations.170172 The hydrogen adsorption sites in COFs have not
yet been well explored. Froudakis et al.119 performed multiscale theoretical
investigations to nd both the adsorption sites and their energetics. In their
work interaction energies at dierent interaction sites were calculated by per-
forming potential energy surface scans (PES) over selected binding sites. The
drawbacks of this approach is that the adsorption site are associated with
the global minimum of the interaction energy at T=0 K, and the information
regarding the inuence of temperature (T 6= 0) is not provided. There is also
an uncertainty of reaching the global potential minimum instead of a local
minimum.
Srepusharawoot et al.173 studied the adsorption energies of hydrogen molecules
at possible adsorption sites of COF-1 using density functional theory (DFT)
and second-order Møller-Plesset (MP2) methods. They found that the pref-
erential adsorption sites are on top of an oxygen atom of the B3O3 ring
and on top of the center of the C C bond of the benzene ring . They also
performed severely limited molecular dynamics simulations with dierent hy-
drogen loadings, where the H2 molecules were initially placed at the favourite
adsorption sites.
From the above discussion, it is clear that further theoretical calculations are
required to clarify the locations of hydrogen adsorption sites in COFs in a
rather unbiased way.
In this chapter we describe the results of computer simulations (MD and
MP2 ) on the full 2D (COF-5) and 3D (COF-102, -103, -105, -108 and COF-
202) structures with hydrogen molecules adsorbed in it. The adsorption
sites as well as adsorption energies are presented. To ensure the stability of
COF structures under external pressure, the mechanical properties were also
investigated by calculating the bulk moduli of COFs. the calculated bulk
moduli of COFs were compared with those of MOF systems.
5.1 Methods and Computational Details
All 3D COFs have a cubic unit cell (with relatively large lattice constant)
(see table 5.1). COF-5 (2D) has a structure similar to that of hexagonal
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graphite: the layers stack in an eclipsed manner to form a hexagonal array
of 1D channels with 27 Å in diameter. The interlayer spacing is 3.46 Å.
To nd the equilibrium lattice constant for every empty COF structure, the
structure was relaxed as a function of the lattice parameter (a) . The shape
of the unit cell was kept xed for these calculations. The optimal lattice
constant corresponds to the minimum energy structure.
The pore surfaces of COFs contain many dierent sites at which hydrogen
might adsorbed. Rather than guessing the preferable sites for hydrogen ad-
sorption, we performed molecular dynamics simulations (MD) to determine
at which sites hydrogen most strongly bind. Molecular dynamics simulations
were performed within the dispersion-corrected density functional based tight
binding method (DC-DFTB),48,49 as implemented in the deMON program.108
Because of the large size of the unit cell for all 3D COFs, it was sucient to
restrict the k-point mesh to the   point only. For 2D COF (COF-5), the unit
cell is much smaller than that of 3D COFs. Large super cells are required
to justify the   point approximation. For that and in order to present the
whole pore, a 2 2 3 unit cell was used.
After optimizing the initial COF structures, up to 30 H2 molecules were
randomly added. At rst, every structure was equilibrated for 4 ps at 100
K. 16 ps MD simulations time using a 0.25 fs time step were performed.
Starting at 100 K, the temperature was gradually decreased by simulated
annealing down to 5 K. The MD trajectories were generated in the NVT en-
semble using the Berendsen thermostat. In this way the H2 molecules were
free to move between dierent sites. On reducing temperature thus were rst
trapped at the strongest adsorption sites. Finally the structures were min-
imized further by steepest-descent minimization algorithm, which resulted
in optimized orientations of the H2 molecules on their sites. Such proce-
dure allows to determine the preferred adsorption sites in a rather unbiased
manner.
After preferential sites have been identied, the adsorption energy of each
site was calculated. It is well known that DFT has limitations in reproducing
long-range dispersion interactions,46,47 consequently there are uncertainties
in DFT calculations of the binding energies in systems with such weak in-
teractions. A better approach for the calculation of the adsorption energy of
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H2 can be achieved using the MP2 method. The disadvantage of using the
MP2 method is that it is much more computationally demanding than DFT
based methods. Therefore, to study the full periodic COF systems with MP2
method tends to be prohibitively expensive at the current technical level. A
compromise between computational cost and accuracy can be achieved by
taking into account only a cluster of the system, which can be handled by
the MP2 method. The terminations were saturated with hydrogen atoms.
We performed energy calculations at (MP2) level of theory using cc-PVTZ
basis sets. The calculated binding energies were corrected for the basis-set
superposition error (BSSE) by the full counterpoise procedure. These calcu-
lations were carried out with the Gaussian-03 program package.174
To examine the stability of COF structures further, we investigated the
mechanical properties by calculating the bulk moduli (B) of COF systems.
The bulk modulus determines the compressibility of a material under a given
amount of external pressure. It was determined from the calculation of the
total energy change by DC-DFTB after a suitable strain on the unit cell was
applied (eq.(3.1)).
5.2 Results and discussion
5.2.1 Adsorption Sites of Hydrogen on COFs and inter-
action energies
The calculated equilibrium lattice constants for all COFs studied in this
paper together with the corresponding experimental data are given in ta-
ble 5.1. The calculated and experimental lattice parameters were found to
be in very good agreement in all cases. The error for the lattice constant is
in the range 0.5-2.2 %.
The MD simulations show that all the COFs structures are stable with
hydrogen molecules adsorbed in it. Seven adsorption sites with largest ad-
sorption energies are shown in Figure. 5.4 . The corresponding molecular
models (clusters) that have been used for MP2 calculations are shown in
Figure. 5.5. Our results demonstrate that the preferential hydrogen adsorp-
tion site in COF-102 and COF-103 (Figure. 5.4a and 2b ) is on top of the
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benzene rings rather than the B3O3H3 rings (Figure. 5.4c). One should also
remark that H2 molecule prefers to be adsorbed vertically on the top of C6H6
ring, while lie parallel on the top of B3O3H3 ring. The adsorption energies
for H2 on the benzene rings of COF-102 and COF-103 are -3.12 and -2.84
kJ/mol, respectively, and -1.96 kJ/mol for H2 on B3O3H3 rings. In addition,
the side of the B3O3H3 ring ( Figure. 5.4d ) is also an possible adsorption
site for hydrogen with adsorption energy of -0.94 kJ/mol. Figure. 5.4e shows
that the preferential hydrogen adsorption site on the hexahydroxytripheny-
lene (HHTP) building block in COF-105 and COF-108 is on top of the outer
three hydrocarbon rings with an adsorption energy of -1.95 kJ/mol rather
than the central ring. Another preferential adsorption site in COF-105, COF-
108 and COF-5 is located one the side of the C2O2B ring with adsorption
energy of -2.30 kJ/mol (Figure. 5.4f ). An adsorption site in COF-202 is
next to the Si O B cluster (Figure. 5.4g) with an adsorption energy of
-0.99 kJ/mol.
When comparing our ndings with the favourable adsorption positions
found by Froudakis et al. as well as by Srepusharawoot et al. a good agree-
ment is found concerning the two adsorption sites on top of C6H6 and B3O3
rings.119,173 However, more adsorption sites are found from our simulations,
namely the adsorption sites located on the sides of B3O3 and C2O2B rings.
When comparing the calculated adsorption energies of the similar adsorp-
tion sites, we found that there is some dierence. This can be attributed to
two main reasons; the size of the cluster and the size of the basis set em-
ployed in the calculations. This is also mentioned by Heine et al.,109 who
studied the eect of the size of the basis set on the calculated H2 adsorption
energy on benzene ring. They found that the adsorption energy increases
with increasing the size of the basis set. For instance, the calculated adsorp-
tion energy of H2 on the top of a benzene ring is found to be  5.0 kJ/mol
when aug-cc-pVQZ basis set is employed, while it drops to  1.0 kJ/mol
with 6-31G* basis set. Hüber et al.175 performed also theoretical studies to
investigate the interaction of H2 with the aromatic systems C6H5X (X =
H, F, OH, NH2, CH3, and CN), C10H8 (naphthalene and azulene), C14H10
(anthracene), C24H12 (coronene), p C6H4(COOH)2 (terephthalic acid), and
p C6H4(COOLi)2 (dilithium terephthalate) using MP2 in the approximate
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resolution of the identity( RI-MP2) with the TZVPP basis set. The calcu-
lations indicate that enlarging the aromatic system increases the calculated
interaction energy. In addition, extending the basis set from TZVPP to aug-
cc-pVQZ and including terms linear in the interelectronic distances increases
the interaction energy by  1 kJ/mol relative to that of the TZVPP basis
set. By taking into account higher excitations by CCSD(T) calculations,
the interaction energies drop by  1 kJ/mol relative to MP2 results (with
the TZVPP basis set). The authors concluded that MP2 method together
with TZVPP basis set yield appropriate values for the interaction between
H2 and the aromatic systems. From the above discussion, we can conclude
that the sizes of the both basis set and cluster are key factors to determine
the adsorption energy of H2 in COFs.
COFs show comparable adsorption energies to that reported for other
nanostructured materials, such as nanostructured carbon and MOF materi-
als,9,172,176 where the hydrogen adsorption energy varies between 3-5 kJ/mol.
Nevertheless, a remarkable increase in the gravimetric capacity in compari-
son to MOFs has been reported several times, especially at low temperatures
(77K).118120,177 This is due to the existence of metal atoms in MOFs, which
add weight to the structure without signicantly increasing the adsorption
energy. Therefore, COFs present higher surface areas and free volumes per
gram, enabling them to accommodate more hydrogen molecules per gram of
material. Moreover, as recently mentioned by Yaghi et al.38 the comparable
H2 capacities of some 3D COFs and MOFs indicate that the H2 capacity is
to large extent independent of the composition of the structure's backbone.
Therefore, one can conclude that the adsorption energy for COFs cannot be
enhanced by incorporating of metal atoms into the backbone structures of
COFs.
5.2.2 Mechanical Properties
The mechanical properties of COFs have been investigated, and the re-
sults are given in table 5.1. The structures are held together by strong co-
valent bonds. The linkage between the organic parts leads to materials with
relatively small bulk moduli, compared with cubic diamond ( 443 GPa178).
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Comparing with MOFs, COFs show higher bulk moduli except COF-105 and
COF-108 which have bulk module of 3.33 GPa and 0.05 GPa, respectively.115
We note that the bulk moduli depend signicantly on the length of the
linker,115 i.e. the porosity of the system. A longer linker gives more porous
system which lead to a mechanically less resistant system. The most rigid
system is COF-202 with a bulk module of 110.61 GPa. This is probably due
to strong covalent bonds in borosilicate glass(B-O and Si-O) which is linking
the organic units.
COF-5 (2D) was found to be more resistant than all 3D COFs (except
COF-202), although the same building units are present in COF-5, COF-105
and COF-108. This indicates that the bulk modulus signicantly depends on
the structure geometry and not only on the building blocks . As a result, one
can conclude that the mechanical resistance of COF systems is dominated
by the building blocks and the way to interconnect them with each other to
to produce porous geometry.
Table 5.1: Calculated and experimental equilibrium lattice parameter (a),
porosity and bulk modulus (B) of COFs considered in this work. The exper-
imental data are taken from Refs. 36,37
material COF-5 COF-102 COF-103 COF-105 COF-108 COF-202
porosity[] 36 78 77 90 91 68
B[GPa] 27.84 17.68 10.99 3.33 0.05 110.61
a(theo)[Å] 29.96 26.79 27.97 44.22 27.89 29.95
a(expt)[Å] 29.70 27.40 28.24 44.88 28.40 30.10
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Figure 5.4: The main dierent sites of H2 on fragments of COFs identied
by the MD computer simulations. Carbon, oxygen, boron, silicon, and hydro-
gen atoms are shown in grey, red, blue, yellow and white colours, respectively.
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Figure 5.5: The cluster models that have been used in MP2 calculations
corresponding to the fragments in Figure. 5.3. The hydrogen molecule is
indicated with HH and the colours like in Figure. 5.4.
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5.3 Conclusions
Theoretical investigations have been performed to study the mechanical
properties, adsorption energies and preferential adsorption sites for H2 in 3D
and 2D covalent organic frameworks. MD simulations show that all the COFs
structures are stable with hydrogen molecules adsorbed in it. MD simulations
on COFs show that H2 molecule are adsorbed at low temperature at seven
dierent adsorption sites. The calculated adsorption energies are about 3
kJ/mol, comparable to that found for MOF systems. In order to maximize
the hydrogen adsorption uptake the adsorption energy and the number of
adsorption sites must be optimized, while still keeping low densities and high
surface areas of the structures. One approach to increase the adsorption
energy to promote the adsorption capacity at higher temperatures might
be achieved by doping the COFs frameworks with metal atoms with high
interaction energy with H2 (such as Li and Mg ) as proposed by several
authors.38,179
Our results demonstrate also that these materials are mechanically stable
with bulk moduli varying from 0.05 to 110.61 GPa with decreasing size of the
linker. Therefore, the stability of the system must be considered especially
when designing new materials with very high porosity (such as COF-108).
Chapter 6
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In 1756, the Swedish mineralogist Axel Fredrick Crønstedt discovered that
the material "stilbite", a natural occurring mineral, produced large amounts
of steam from the water which adsorbed upon heating. Therefore, he named
this material zeolite, which comes from the Greek "! (zeo-), meaning "boil"
and &(lithos), meaning "stone".
Zeolites are one of the most important materials for humanity with wide
range of applications. The uses of zeolites derive from their special properties.
They are used as catalysts in petroleum industry and as water softeners in
laundry detergents. Zeolites are also used as adsorbents to remove water from
steam (produce low moisture vapor "dry steam") and in gas separation of
dierent gas-mixtures, such as separation of O2, Ar, N2 and other components
of air. Nowadays, around 200 unique zeolite topologies have been identied,
about forty-ve are naturally formed.180
Zeolites are crystalline inorganic microporous materials build up from
silicon, aluminum and oxygen atoms. Naturally, zeolites are formed when
volcanic rocks of special chemical composition immersed in water. The chem-
ical and geometrical properties (pore volume and surface area) of the created
zeolites depend upon the rock minerals involved. Zeolites structure can ac-
commodate variety of cations, such as Na+, K+, Ca 2+, Mg 2+ : : : . These ions
are rather weakly held and can easily be exchanged by others in a contact
solution. In order to improve zeolites properties and access new applications,
creating structures in which metal ions and functionalized organic linkers can
be varied is needed.
Recently, zeolitic imidazolate frameworks (ZIFs) have been synthesized.39,181
ZIFs can be considered as a sub-class of MOFs. Their crystal structures are
based on aluminosilicate zeolite nets, whereby the tetrahedral Si(Al) sites are
replaced by transition metals M(M = Zn 2+, Co 2+, In 3+) tetrahedrally co-
ordinated by imidazolate ligands (IM) (Figure 6.1). The similarity between
the Si O Si preferred angle in zeolite (145) and that of the bridging angle
in the M-IM-M fragments (Figure 6.2) suggests the possibility to create new
ZIFs with the same topologies based on those of tetrahedral zeolites. This
idea was successfully applied by dierent research groups, and around 100
new ZIF structures have been reported over the last decay.182
Like metal organic frameworks, ZIFs exhibit high porosity and chemical func-
96
tionality with the advantage of an exceptional chemical and thermal stabil-
ity.40 The combination of these features makes ZIFs promising candidates for
hydrogen storage applications. Our main focus will be on ZIFs which show
high capacities for storing hydrogen.
ZIF-8 (SOD topology) and ZIF-11 (RHO topology) contain only one one
cage type, and result from organic linkers 2-methyimidazolate (mIM ) and
benzimidazolate (bIM)(see Figure 6.3).39 For a description of the topology
symbols, see the website of Database of Zeolite Structures.180 The more in-
volved LTA topology of ZIF-20 (see Figure 6.3), which has two types of
cage, can be obtained by linker functionalization.183 Recently, Yaghi et al.184
synthesized new ZIF structures, termed ZIF-68, ZIF-69 and ZIF-70. Their
structures have tow dierent linkers (heterolinks) and provide high porosities
(15.9 Å for ZIF-70) and high surface areas ( up to 1970 m2/g for ZIF-70).
They show unusual selectivity for CO2 capture from CO2/CO mixtures (dif-
cult gas separation). Moreover, they exhibit extraordinary capacity for
capturing CO2, for instance 1 liter of ZIF-69 can store  83 liters of CO2 at
273 K and 1 bar.
Later on, Yaghi et al.185 synthesized tow new materials namely ZIF-95 and
ZIF-100. ZIF-95 has unprecedented topology (denoted by poz) (Figure 6.3),
with a tetragonal, neutral framework made of 128 Zn nodes tetrahedrally
coordinated by chlorobenzimidazolate (cbIM). The structure has two types
of cages (A and B) with remarkably large pore sizes. Cage A measures
25.114.3 Å2 and comprises 1,056 atoms, cage B measures 30.1 20.0 Å2 and
comprises 1,648 atoms. ZIF-100 is one of the largest inorganic structures ever
determined. It has large unit cell volume (372,932 Å3) with a unit cell pa-
rameter of 71.9797 Å. It also shows unusual capability for storing CO2, i.e. 1
litre of ZIF-100 is capable of storing 28 liters CO2 at standard pressure and
temperature.185
Unlike MOFs, only few experimental studies concerning hydrogen stor-
age in ZIFs have been reported so far.39,186188 Yildirim et al. measured the
adsorption isotherm of ZIF-8 over a wide range of pressures and tempera-
tures. At low temperatures the maximum H2 adsorption capacity amounts
4.4 wt%.188
Wang et al.189 used the rened OPLS-AA (Optimized Potentials for Liq-
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Figure 6.1: Imidazole-type linkers in ZIFs. IM (Imidazole), mIM (2-
methylimidazole), benzimidazole (bIM), Purine (Pur), 5-chlorobenzimidazole
(cbIM)
uid Simulations-All Atoms)190 force eld model in grand canonical Monte
Carlo (GCMC) simulations to investigate the adsorption sites using com-
puter tomography (mCT) techniques. A combination of the Dreiding61 and
the OPLS-AA force elds was adopted to describe the atomic interactions in
the ZIF-8 framework. Fröba et al.191 approached the adsorption of hydrogen
in ZIF-8 with the Universal Force Field (UFF).
In this chapter, we will focus entirely on the application of ZIFs for hydro-
gen storage. Firstly, we will investigate the primary adsorption sites in ZIF
materials using molecular dynamics (MD) techniques. Secondly, Ab initio
calculations will be performed at the MP2 level to obtain correct interaction
energies between hydrogen molecules and the ZIF framework. Subsequently,
classical grand canonical Monte-Carlo (GCMC) simulations will be carried
out to obtain the hydrogen uptake of ZIFs at dierent thermodynamic con-
ditions of pressure and temperature.
6.1 Hydrogen Adsorption Sites in ZIF-8 and
ZIF-11
The importance of determination of hydrogen adsorption sites is already
elaborated in chapter 5.
For ZIFs we consider as representatives two materials ZIF-8 and ZIF-11 (Fig-
ure 6.4), which have the same metal ion Zn 2+ but a dierent organic linker
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Figure 6.2: Representations of Si-O-Si (right) and Zn-IM-Zn (left) frag-
ments in silicate and ZIF frameworks. Zinc, carbon, nitrogen, hydrogen,
silicon and oxygen atoms are shown in pink, grey, blue white, yellow and red
colors, respectively
Figure 6.3: Cage constituents of the a) SOD , b) RHO, c) LTA and d) poz
topologies, respectively.
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around which hydrogen adsorption sites may populated.
6.1.1 Computational Details
Molecular dynamics (MD) is an ideal method to harvest adsorption sites
of guest molecules inside host materials.170172 ZIF-8 and ZIF-11 are relatively
large systems, their unit cells are containing 300 and 1400 atoms, respec-
tively (Figure 6.4). Performing MD simulation for such large systems using
standard DFT methods for long enough simulation times is prohibitively ex-
pensive. Therefore, we performed calculations using the density functional
theory based method (DFTB).48 For proper consideration of the weak ad-
sorption interactions, the dispersion corrected extension of this method was
used.49 This approach consists in the a posteriori addition of a van der Waals
term to standard DFTB. This for example provides a much better descrip-
tion of the interaction between H2 and polyaromatic compounds, comparable
with MP2 and higher-level ab initio methods, but at a much lower compu-
tational eort. In contrast to empirical force elds, a quantum mechanical
treatment allows an unbiased description of ZIF framework structures. Ad-
ditionally, the dispersion correction is crucial for a proper treatment of the
interaction of hydrogen with ZIF networks.
After optimizing the initial ZIF structures, up to 20 , 100 H2 (correspond-
ing to 1.45 and 1.38 wt.%) molecules were added randomly to the unit cells
of ZIF-8 and ZIF-11, respectively . Initially, each structure was equilibrated
for 4 ps at 100 K. Subsequently, the equations of motion were integrated for
16 ps using a 0.25 fs time step. Starting at 100 K, the temperature was grad-
ually decreased by simulated annealing (24 K/4 ps) down to 5 K. The MD
trajectories were collected in the NVT ensemble using the Berendsen ther-
mostat. Such procedure allows to determine the preferred adsorption sites in
a rather unbiased manner. The H2 molecules move freely between dierent
sites, until, on decreasing temperature, they are trapped at the strongest
adsorption sites. In a subsequent step, the orientations of the H2 molecules
at their adsorption sites were optimized.
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Figure 6.4: Crystal structures of a) ZIF-8, b) ZIF-11. The topology of
the framework is made explicit by a P minimal surface (pink/grey surface).
Zinc, Carbon, Nitrogen and hydrogen atoms are shown in pink, grey, blue
and white colors, respectively
6.1.2 Adsorption Sites of H
2
The unit cells of ZIF-8 and ZIF-11 were fully relaxed in all positional
and lattice parameters using a conjugated gradient scheme. The optimized
structure of empty ZIF-8 is cubic like reported in the literature.39 The calcu-
lated lattice parameter (a = 16:97 Å) compares very well with that reported
from experiment (a = 16:999 Å).39 As for ZIF-8, the lattice parameter of the
optimized structure of ZIF-11 (a = 28:83 Å) is in good agreement with that
reported from the experiment ( a = 28:7595 Å).39
Both ZIF-8 and ZIF-11 show a negligible structural changes resulting
from gas adsorption. The results of the MD simulation of ZIF-8 loaded with
molecular hydrogen are shown in Figure 6.5. Two adsorption sites were iden-
tied. The rst adsorption site is located on top of the imidazolate ring
(organic linker) over the C C bond (IM site). The second adsorption site is
located at the center of the channel of the " Zn-hexagon " (channel site).
Comparing our ndings with the favourable adsorption positions found by
neutron diraction reported by Yildirim et al.187 as well as that found by
mCT technique reported by Wang et al.189 yields an excellent agreement.
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Figure 6.5: The main dierent sites of H2 on fragments of ZIF identied
by the MD computer simulations. The H2 molecule is indicated with HH.
Zinc, Carbon, Nitrogen and hydrogen atoms are shown in pink, grey, blue
and white colors, respectively
Both of them reported that IM and channel sites are the preferential adsorp-
tion sites for H2. The average adsorption energy for 20 H2 molecules amounts
to 6.9 kJ/mol.
For ZIF-11, our results demonstrate that H2 molecules are preferentially
adsorbed at four dierent adsorption sites (Figure 6.6a-d). Two of these are
sites on the benzimidazolate (bIM) ring (the organic linker). The rst one
is located on the imidazolate part of the bIM ring (Figure 6.6a). The other
site (Figure 6.6b) is located on top of the benzene ring. The remaining two
adsorption sites (Figure 6.6c, d) are at the center of the channel of the Zn-
pentagon and Zn-hexagon (channel sites). The average adsorption energy for
100 H2 molecules was found to be 10.23 kJ/mol.
6.2 Determining the Hydrogen Capacity for Dif-
ferent ZIFs
In this section we will determine the H2 capacities of representative ZIF
materials with dierent topologies and dierent organic linkers. We will
compare the H2 capacities of ZIFs with those of other porous materials such
as MOFs and COFs.
102 6.2. Determining the Hydrogen Capacity for Dierent ZIFs
Figure 6.6: The main dierent sites of H2 on fragments of ZIF-11 identied
by the MD computer simulations. The colours are like in Figure 6.5
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The H2 capacities of ZIFs were estimated using GCMC simulation tech-
nique. The large numbers of GCMC moves requires a prompt calculation of
intermolecular forces, made possible by versatile force eld parameters. The
use of general potentials allow for the simulation of the absorption eect, but
may unpredictably underperform for certain materials. On the other hand,
tuning a set of parameters on a particular compound may impair property
prediction on transferring the parameters to dierent systems.
To provide a fundamental understanding of adsorption mechanisms in ZIFs
and to achieve a more accurate prediction of H2 storage capacity we have
based our parametrization approach on rst-principles calculations. Herein
we study H2 storage in ZIF materials with dierent topologies and dier-
ent organic linkers; we focus on four main topologies, SOD (ZIF-8), RHO
(ZIF-11), LTA (ZIF-20 ) and POZ (ZIF-95) (see Figure 6.3) with promis-
ing hydrogen storage properties.39,183 All structures have the same metal ion
(Zn2+) but dier in the imidazolate linkers. This allows to closely investigate
the eect of varying topology and organic linkers on the hydrogen adsorption
properties of the ZIF materials. Ab initio second-order Møller-Plesset (MP2)
calculations formed the basis for the parametrization of an accurate force
eld describing the interactions between H2 and ZIFs framework. This force
eld was then used in grand canonical Monte Carlo (GCMC) simulations
to quantitatively predict the H2 isotherms under dierent thermodynamic
conditions.
Table 6.1 summarizes the void fractions, pore sizes, and accessible surface
areas for ZIFs in consideration. We mention that ZIF-11 provides a very small
surface area for N2 compared to H2. This is consistent with the experimental
observation of Yaghi et al.39 in which ZIF-11 was found to be not porous to
N2 because its aperture size (3.0 Å) was smaller than the kinetic diameter of
nitrogen (3.6 Å); nonetheless, it was able to adsorb hydrogen.
6.2.1 First-Principle Calculations of Interaction Pa-
rameters.
The interactions between H2 and ZIFs framework are dominated by long-
range London dispersion terms, which are known to be problematic for Den-
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Table 6.1: Structural characteristics of ZIF materials calculated from single
crystal X-ray analysis. The experimental values are given in parenthesis.
Material void
fraction
(%)
Free volume
(cm3/g)
Accessible Surface
area for H2 (m
2/g)
Accessible Surface
area for N2 (m
2/g)
ZIF-8 55.8 0.568 (0.63639) 1679 1263 (163039 )
ZIF-11 53.7 0.496 1452 610
ZIF-20 53.3 0.479 (0.27183) 1430 941 (800183)
ZIF-95 60.0 0.628 (0.43185) 1635 1251 (1240185)
sity Functional Theory (DFT) methods.46,47,192 Here we choose the Møller-
Plesset (MP2)193 ab initio method together with the cc-PVTZ194 basis set to
represent the interaction potential between ZIFs framework and H2 molecule.
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At the MP2 level the full periodic ZIF systems tend to be prohibitively ex-
pensive due to the large size of ZIFs. A compromise between computational
cost and accuracy can be achieved by taking into account only a smaller, com-
putationally tractable cluster, representative of the system. Figure 6.7 shows
possible cluster model to represent the atoms in ZIF-8 framework, where the
metal atoms is tetrahedrally coordinated with four IM rings, and no cut in
the aromatic rings is done. However, such cluster is still too computation-
ally demanding and could not be handled with our available computational
resources. Therefore, it must be further reduced to smaller clusters.
In the previous section, our studies indicate that the imidazolate linker
as the primary adsorption site for hydrogen,187,189 while around the ZnN4
cluster no adsorption takes place. Along this line, the model for the MP2
calculations can be further simplied by just considering the interaction be-
tween hydrogen and ligands. As example, the cluster considered in MP2
calculations for ZIF-8 are shown in Figure 6.8a. For the other materials,
we used the corresponding organic linker (see Figure 6.1) saturated with hy-
drogen atoms. All geometries were rst optimized at the B3LYP/6-311G
level and then used in the MP2 calculations. The calculated binding energies
were corrected for the basis-set superposition error (BSSE) by the full coun-
terpoise procedure. The calculations were carried out with the Gaussian-03
Chapter 6. Zeolite Imidazolate Frameworks 105
Figure 6.7: Cluster model suggested to represent the atom types in ZIF-
8. Zinc, Carbon, Nitrogen, and Hydrogen ,are represented as fuchsia, gray,
cyan, and white, respectively.
program package.174
6.2.2 Parametrization of the Force Field.
The MP2 results were used to t a 12-6 Lennard-Jones potential to rep-
resent the H2-ZIF interaction. The MP2 energies sensibly depends on the H2
relative orientation with respect to the structure (see Figure 6.9). To take
these eects into account, we considered two H2 limiting orientations, vertical
and parallel to the substrates, as shown in Figure 6.8a. We also considered
three dierent H2 placements: at the center of IM ring, at the center of the
benzene ring and on the top of C C bond between IM and benzene rings,
as shown in Figure 6.8b.
The potential energy prole used in tting of the force eld parameters cor-
responded to the most 'favorable' (i.e. with lowest energy) orientations. This
choice of the potential prole ensures a good description of the strongest ad-
sorption sites. A similar approach has been successfully used in the literature
to t van der Waals interactions for porous systems (see for example Refs.
118,179). Figure 6.10 shows the potential energies derived from the MP2
calculations together with the tted force elds of H2 on cbIM as a represen-
tative.
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Figure 6.8: Examples of the cluster model used to represent the atom types
in ZIF-8(a) and ZIF-95(b) together with the H2 molecule in dierent positions
and dierent orientations.
The H2-H2 potential terms were taken from Ref. 110, which was also used
to simulate the H2 adsorption on MOFs Ref.
77,149
6.2.3 Simulated Adsorption Isotherms of H
2
The hydrogen adsorption in the ZIF structures was simulated using GCMC.
The details of GCMC simulations are essentially the same as described in sec-
tion 3.1.
6.2.4 Comparison Between Dierent ZIFs.
In order to examine the performance of ZIFs for hydrogen storage, the
adsorption isotherms were calculated both at cryogenic (77 K) and ambient
temperatures (300 K). Figure 6.11 shows the predicted total gravimetric H2
uptakes at 77 K for the ZIFs under consideration at low and high pressure.
The total hydrogen uptake of ZIF-8 at moderate and high pressure (>10
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Figure 6.9: Potential energies of H2 derived from the MP2 calculations on
IM (left) and cbIM (right) with H2 axis parallel and perpendicular to the
plane. R is dened as the distance between the center of mass of the cluster
and the center of H2 molecule.
Figure 6.10: Potential energies derived from the MP2 calculations of H2 on
CbIM ring together with the tted force elds. The distance R is dened as
the distance between the center of mass of the cluster and the center of H2
molecule.
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bar) is the highest with  5 wt.% at 100 bar (Figure 6.11a), which can be
attributed to the higher surface area and larger free volume of the system (see
table 6.1). At low pressure (< 0.5 bar ) ZIF-20 exhibits the highest uptake,
while the isotherms of ZIF-11 and ZIF-95 are very close. The initial hydrogen
uptake for ZIF-20 is much higher than that of ZIF-8 and comparable to that
of ZIF-11 . This can be attributed to the higher heat of adsorption of ZIF-
20 (see Figure 6.14). This nding is in agreement with the experimental
observation of Yaghi et al.39,183 who also observed that the initial uptake of
ZIF-20 is signicantly higher than that of ZIF-8.
The gravimetric capacities of ZIFs at 77 K are smaller than reported for some
MOFs, such as MOF-177 (10 wt.%),168 and COFs.118 The lower uptake of
these ZIFs can be attributed to the absence of large pores, which prevents
the accumulation of a large number of H2 molecules at high pressure.
The volumetric storage uptakes of ZIFs are shown in Figure 6.12. ZIF-
8 also exhibits the highest uptake values. The volumetric uptake of ZIFs,
MOFs and COFs are of the same order of magnitude.119
At room temperature all ZIFs show similar gravimetric (less than 1.0
wt.%) and volumetric uptakes of H2 (see Figure 6.13). Such values compara-
ble to those reported for some MOF type materials77 and much smaller than
that reported for COF.118120 This can be explained by the higher surface
area and more pore volume provided by COFs. Thus, for a better adsorption
capacity both at 77 and 300K, new ZIFs with higher surface and larger pore
volume must be designed.
Figure 6.14 presents the calculated isosteric heats of adsorption (Qst) for
H2 at 77 K in ZIFs. ZIF-95 has the highest heat of adsorption comparable
to that of ZIF-11 and ZIF-20. This higher adsorption energy is responsible
for the higher H2 storage at low pressure. The maximum heat of adsorp-
tion for ZIFs varies between 12.0 kJ/mol (ZIF-95), 10.5 kJ/mol (ZIF-20), 9.8
kJ/mol ZIF-11 and 5.9 kJ/mol for ZIF-8. The heats of adsorption of ZIF-95 ,
-20 and ZIF-11 are relatively high compared with other porous materials,195
such as porous MOFs characterized by small pores.196 We note that the calcu-
lated isosteric heat of adsorption of ZIF-8 and ZIF-20 are in good agreement
with those determined from the experiment (4.5 kJ/mol for ZIF-8188 and 8.5
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Figure 6.11: Theoretical hydrogen adsorption isotherms at 77 K. a)the
isotherm at high pressure up to 100 bar, b) the isotherm at low pressure
from 0 to 1 bar.
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Figure 6.12: Theoretical volumetric isotherms of hydrogen adsorption at
77 K.
kJ/mol for ZIF-20183). The presence of bIM in ZIF-11, Pur in ZIF-20 and
the cbIM in ZIF-95 leads to enhanced adsorption energy comparing to ZIF-8.
Moreover, the presence of Cl in cbIM leads to limited increase of the adsorp-
tion energy compared to bIM and Pur. Nevertheless, The Cl atom is much
heavier than H which leads to a decrease in the hydrogen capacity of ZIF-95
compared to ZIF-20. The presented analysis also suggests to utilize purinate
as a preferred linker when designing new ZIF type materials for hydrogen
storage applications.
6.2.5 Comparison of ZIFs with MOFs and COFs
A subset of the thousands of MOF structures, which have been synthe-
sized and studied in recent years, show remarkable H2 storage properties,
such as MOF-177, where a saturation H2 uptake of 7.5 wt.% is reached at
80 bar.168 With respect to ZIFs, MOFs show better H2 uptake at high pres-
sure. However, in contrast to MOFs, where the hydrogen molecules rst ll
the adsorption sites near the metal cluster (Zn4O), then the adsorption sites
over the organic linkers and nally the adsorption sites in the pore channels,
no adsorption site near the ZnN4 clusters in ZIFs was observed. Instead the
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Figure 6.13: Theoretical gravimetric and volumetric isotherms of hydrogen
adsorption at 300 K for ZIFs.
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Figure 6.14: Calculated heats of adsorption for hydrogen in ZIFs at 77K.
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preferential adsorption sites are around the organic linkers. This indicates
that the metal in ZIF type materials plays a minor role in determining the H2
storage capacity. It is well know that COFs show higher hydrogen capacity
that MOFs because of the absence of the metal ion. Therefore, an improve-
ment of H2 capacity of ZIF materials can be achieved either by investigating
new topologies with lower density197 or by substituting the metal atom in
the structure by lighter elements (e.g. B or Li)198200 while keeping all of the
important properties such as high surface area, low density and rigidity of
the structure. The results also suggest changing the organic linker, around
which more favorable hydrogen sorption sites may be generated, with longer
organic linker such as hexahydroxytriphenylene(HHTP).
6.3 Designing Zeolite Type Materials with the
Lightest Elements
In the previous section, we concluded that the H2 capacity of ZIF materi-
als can be increased by substituting the metal atom in the structure by lighter
elements such as B or Li. In this approach; Li+ and B 3+ ions can replace
two Zn 2+ sites in a Zn(IM)2 framework (Figure 6.15 ), where they are used
as framework vertices and imidazolate-anions as linkers. This leads to the
formation of lithium-boron imidazolates, or what so called boron imidazolate
frameworks (BIFs).201 A large family of low-connectivity framework materi-
als has been synthesized and studied during the last couple of years.198201
These structures can combine the features of MOFs (crystallinity, topological
diversity. . . ) and COFs ( low density, high surface area and strong covalent
bonds), and provide the opportunity to develop new set of porous materials
with promising hydrogen storage properties. This motivated us to investi-
gate the possibility to obtain new BIF type materials with lower densities
than that of what have been already synthesize. In our group, a system-
atic topological scan of possible structure candidates for LiB(IM)4 has been
performed, and 30 topologically dierent structures have been constructed.
Subsequently, they were optimized at the DFT-GGA level using SIESTA
program package.202 On the most porous structures we preformed molecular
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Figure 6.15: Charge distribution of ZIFs and BIFs. The Hydrogen atoms
are omitted for clarity
simulations (GCMC) to estimate their hydrogen capacities. The parame-
ters for the framework atoms were taken from the DREIDING force eld,61
except for the Lithium atom which is not available in DREIDING but was
found in UFF.60 The H2-H2 interaction potential was taken from Ref. 110
Our results demonstrate that the most prominent BIF structures for hy-
drogen storage applications are those based on FAU, RHO, and GME Frame-
work Types (see Figure 6.16). Their total hydrogen uptake at 77 K and 100
bar amounts to 7.8, 6.9 and 6.9 wt.%, respectively (Figure 6.17). We note
that such values are comparable to the total uptake reported of MOF-177 (
10 wt. % ),11,168 which is a benchmark material for high pressure and low
temperature H2 adsorption.
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Figure 6.16: The most prominent LiB(IM)4 structures for hydrogen storage
application. Lithium, Boron, Carbon, Nitrogen, and Hydrogen ,are repre-
sented as green, red, gray, cyan, and white, respectively.
Figure 6.17: The total hydrogen adsorption isotherms of the structures in
Figure6.16 at 77 K.
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6.4 Conclusion
In this chapter, we present the results of computer simulations of hydro-
gen adsorption on zeolite imidazolate frameworks (ZIFs).
We have performed molecular dynamics simulations to investigate the hydro-
gen adsorption sites in ZIF-8 and in ZIF-11. Our results demonstrate that
the uptake of hydrogen in ZIF-8 and ZIF-11 at low pressure and temperature
results in the occupation of two and four dierent adsorption sites. In con-
trast to MOFs, the adsorption sites near the organic linkers are the primary
adsorption sites.
We also investigated the hydrogen adsorption as a function of network
geometry and organic linker exchange. To achieve a modeling free from any
reference to specic ZIFs, exact interaction energies were calculated based
on MP2 calculations. The latter were coarse-grained into a force-eld, used
in classical GCMC calculations to obtain accurate H2 uptake curves under
dierent thermodynamic conditions. The calculated curves provided bench-
mark values for a nominal H2 uptake.
The total hydrogen uptake of ZIF-8 at moderate and high pressure (>10 bar)
amounted  5 wt.%, outstanding other ZIF materials due to highest surface
area and larger free volume. At lower pressures ZIF-20 was found to over-
perform other ZIF materials due to a higher heat of adsorption. Hydrogen
substitution by chlorine in the organic rings only has a moderate impact on
adsorption energy at the cost of a lower hydrogen capacity.
We generated new LiB(IM)4 polymorphs and analyzed their hydrogen
storage capacities. The structure with the fau topology was shown to be one
of the best materials for hydrogen storage. Its total hydrogen uptake at 77 K
and 100 bar amounts to 7.8 wt.% comparable to the total uptake reported of
MOF-177 ( 10 wt.% ),11 which is a benchmark material for high pressure
and low temperature H2 adsorption.
Chapter 7
Summary and Conclusion
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In this thesis, we describe the research on adsorbent materials for on-
board hydrogen storage for transportation applications. Hydrogen storage is
still the main challenging barrier to the widespread of hydrogen-fueled vehi-
cles.
Generally, hydrogen can be stored as compressed, liqueed or adsorbed on
solid materials. Of all these, adsorption seems to be the most promising one.
We therefore decided to channel our eorts into research in this particular
alternative.
For adsorption based systems, the uptake and release of hydrogen are usually
fast and signicantly dependent on pressure and temperature changes. Typi-
cally, low temperature of 77 K is needed to store enough amount of hydrogen
(6 wt.%), due to the small interaction energy between hydrogen molecule
and sorbent framework. During the last two decades many materials with
outstanding properties such as high porosity and high surface area have been
synthesized and studied with the aim to store enough amount of hydrogen un-
der ambient conditions. We concentrated on four types of porous materials;
carbon nanotubes,86,89 metal-organic frameworks (MOFs),123 zeolite imida-
zolate frameworks (ZIFs)39,181 and covalent organic framework (COFs).36,37
These materials are relatively easy to synthesize, not toxic and safe when
used. Furthermore, they show promising properties towards hydrogen stor-
age.
Carbon nanotubes were considered as promising candidates for hydrogen
storage applications, but later on it was found to be unable to store enough
amounts of hydrogen under ambient conditions.14,95
In chapter 3 new arrangements of (6,0) and (5,5) carbon nanotubes with
three and four dierent orientations of tube axes were constructed and their
mechanical and hydrogen sorption properties were studied using state-of-
the-art simulation methods. Such carbon systems are energetically as well
as mechanically stable and have higher bulk moduli than other porous mate-
rials with the same mass density. Hydrogen adsorption simulations indicate
outstanding total hydrogen uptake (up to 19.0 wt.% at 77 K and 5.5 wt.% at
300 K), which makes these materials excellent candidates for storage appli-
cations. This reopens the carbon route to superior materials for a hydrogen-
based economy. However, further exploration of the possible preparation
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method of these systems is needed.
In chapter 4 we used classical grand canonical Monte-Carlo (GCMC)
to explore the viability of metal-organic frameworks for enhanced hydrogen
storage application in relation to the structural properties (e.g., pore volume,
surface area and metal routes). We chose a class of MOFs which resembles
the shape of nanotubes. Our results demonstrate that the total amount
of hydrogen adsorbed is mainly correlated to the heat of adsorption at low
pressure and to the free volume at high pressure, and less to the chemical
nature of the framework. This suggests that better performance of MOF
type materials can be achieved by constructing new MOFs solely from light
elements (C, Al. . . ) and introducing atoms with a strong interaction to
molecular hydrogen such as Li.
In chapter 5 Covalent organic frameworks were investigated. COFs are
nano-porous structures constructed solely from light elements (C, H, B, and
O). Due to high thermal stability, very low density and high surface area,
COFs generate signicant interest for their potential application as hydrogen
storage materials.
The number of adsorption sites as well as the strength of adsorption are
essential prerequisites for hydrogen storage in porous materials because they
determine the storage capacity and the operational conditions. Therefore,
detailed information regarding the sites at which H2 can be adsorbed and on
the necessary interaction energies is needed. Molecular dynamics simulations
were applied to determine the position of preferential hydrogen sites in 2D
and 3D COFs. Our results demonstrate that H2 molecule adsorbed at low
temperature in seven dierent adsorption sites in COFs. The calculated
adsorption energies are about 3 kJ/mol, comparable to that found for MOF
systems. The gravimetric uptake for COF-108 reached 4.17 wt.% at room
temperature and 100 bar, which makes this class of materials promising for
hydrogen storage applications.177
In chapter 6 the hydrogen adsorption in nano-porous Zeolite Imidazolate
Frameworks was investigated as a function of network geometry and organic
linker exchange. Ab initio calculations performed at the MP2 level to ob-
tain correct interaction energies between hydrogen molecules and the ZIF
framework. Subsequently, GCMC simulations are carried out to obtain the
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hydrogen uptake of ZIFs at dierent thermodynamic conditions of pressure
and temperature. The calculated curves provided benchmark values for a
nominal H2 uptake, useful for reliably contrasting experimental evidence,
which can be aected by material artifacts or experimental setup casualties.
The total hydrogen uptake of ZIF-8 at moderate and high pressure (>10
bar) amounted 5 wt.%, outstanding other ZIF materials due to highest sur-
face area and larger free volume. At lower pressures ZIF-20 was found to
overperform other ZIF materials due to a higher heat of adsorption. Hydro-
gen substitution by chlorine in the organic rings only has a moderate impact
on adsorption energy at the cost of a lower hydrogen capacity.
We expected possible improvement of hydrogen capacity of ZIFs by sub-
stituting the metal atom (Zn 2+) in the structure by lighter elements such
as B or Li. Therefore, we investigated the energy landscape of LiB(mIM)4
polymorphs in detail and analyzed their hydrogen storage capacities. The
structure with the fau topology was shown to be one of the best materials for
hydrogen storage. Its total hydrogen uptake at 77 K and 100 bar amounts to
7.8 wt.% comparable to the total uptake reported of MOF-177 (10 wt.%),11
which is a benchmark material for high pressure and low temperature H2 ad-
sorption.
As a general conclusion, in order to have a high hydrogens storage capac-
ity, a material (MOF, COF, ZIF: : :) should combine the advantages of low
crystal density, suitable pore volume and high adsorption energy. The latest
is still the main challenge. Our work shows that MOF type materials are un-
able store enough amounts of hydrogen at room temperature and moderate
pressures, while COFs and our proposed packings of carbon nanotubes are
very promising materials in this sense.
We would like to outline that further exploration of hydrogen storage in
nano-porous materials is worthwhile, however it remains an open question
whether an appropriate material for hydrogen storage will develop from these
researches.
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