1. Introduction 1.1. Background and motivation. Bernoulli bond percolation, introduced in the late fifties by Boradbent and Hammersley [13] , is one of the simplest mathematical models featuring phase transition. Since then, this model has been generalized in many different ways, making percolation theory a broader and still very active research topic today.
Since the seminal work [19] of Gilbert, random graphs have been a key mathematical tool for the modelling of telecommunications networks. Good connectivity of the network is then interpreted by percolation of its associated connectivity graph. Over the years, Gilbert's original model has been refined and lots of mathematical models for telecommunications networks are now available in the literature.
In our previous work [24] , we introduced and numerically studied a new mathematical model for modelling telecommunications networks in obstructive urban environments: we think of the urban network as being supported by a haphazard system of streets, modelled as a Poisson Voronoi tessellation (PVT) S. The edges of S are the support of a Cox process modelling users of the network, and the vertices of S are the support of a Bernoulli point process modelling relays. Considering the superposition of these two point processes, say Z, we define a connectivity graph whose nodes are the points of Z and where two points are joined by an edge if and only if they are sufficiently close and located on the same edge of S. This is how we model obstructive conditions for signal propagation. Good connectivity of the network is then interpreted as percolation of the aforementioned connectivity graph.
In this paper, we study this new model on a more theoretical approach. Our main findings are the following ones:
• Minimal parameter for the Bernoulli process: There exists a minimal parameter of the Bernoulli process p = p * under which percolation of the connectivity graph cannot happen with positive probability, regardless of all other parameters.
• Above the former threshold, two connectivity regimes exist:
-Non-trivial subcritical phase : If the connectivity range is not too large, then there exists a subcritical phase for percolation of the connectivity graph. -Non-trivial supercritical phase : For sufficiently large p < 1 and finite positive linear intensity of the Cox process, percolation happens with some positive probability.
The rest of this paper is organised as follows: We begin with recalling some related works in Subsection 1.2. Then, we present our network model and introduce convenient notations in Section 2. In Section 3, we state our theoretical results in more detail and proceed with their proofs. In Section 4, we present results of numerical simulations to illustrate our main mathematical results. Finally, we conclude and give perspectives for future work in Section 5.
Related works.
In [19] , Gilbert introduced percolation in a continuum setting by considering a planar homogeneous Poisson point process where two points are joined by an edge if and only if they are separated by a distance gap less than a given threshold. This model has at the time been considered to be a good candidate for representing a telecommunications network, with the range of the stations being taken into account as a parameter. The Poisson case has now extensively been studied [2, 26] and Gilbert's model has recently been extended to other types of point processes, among which sub-Poisson [7, 8, 9] , Ginibre [18] and Gibbsian [22, 28] . The study of percolation processes living in random environments has only been considered recently and outlined that many standard techniques from Bernoulli or continuum percolation cannot be applied in a random environment setting. As a matter of fact, new tools and techniques had to be introduced. In this regard, the paper from Bollobás and Riordan [11] on the threshold of Voronoi percolation in the plane is pioneering. Later on, [1, 29] brought additional results concerning this model. Other percolation models [31] , tessellations [12] and other random graphs [3, 4, 6] have also been considered. A more general study of Bernoulli and firstpassage percolation on random tessellations has been conducted in [32, 33] .
A natural extension of Gilbert's model in a random environment setting is obtained by considering a Cox point process, i.e. a Poisson point process with a random intensity measure. Percolation of Gilbert's model in such a setting has theoretically been studied for the first time in [21] .
In Gilbert's original model, connectivity between two network nodes only depends on their mutual Euclidean distance. This assumption has proven to be quite simplistic for the modelling of real telecommunications networks, where physical phenomena such as interference, fading or shadowing are at stake, making connectivity between two nodes to occur depend on other factors. As a matter of fact, other extensions of Gilbert's work have been considered for a more accurate modelling of telecommunications networks. In particular, percolation of the signalto-interference-plus-noise ratio (SINR) model, where a connection between a pair of points does not only depend on their relative distance anymore but also on the positions of all other nodes of the network, has theoretically been studied in [16] . SINR percolation for Cox point processes has only been explored very recently [30] . On a more applied perspective, random tessellations have turned out to yield good fits of real street systems, as has been proven in [20] . Percolation thresholds of the Gilbert graph of Cox processes supported by random tessellations have numerically been investigated in [14] , yielding other interesting applications for telecommunication networks.
Recently, mathematical models of so-called line-of-sight (LOS) networks have been introduced, modelling telecommunication networks in environments with regular obstructions, such as large urban environments or indoor environments. Nodes of the network are then connected when they are sufficiently close and when they have line-of-sight access to one another, in other words if no physical obstacle stands between them. In [17] , asymptotically tight results on k-connectivity of the connectivity graphs arising from such models are studied. Bollobàs, Janson and Riordan [10] extend these results by introducing a line-of-sight site percolation model on the discrete square lattice Z 2 and the two-dimensional n-torus [0 × n] 2 and asymptotical results for the critical probability were derived as well. Interesting connections to Gilbert's continuum percolation model were also investigated. However, the study of line-of-sight percolation in a continuum setting with a random environment has not, as far as we know, been studied yet.
It is in light of these recent developments that we introduced a new percolation model for Cox processes supported by Poisson-Voronoi tessellations (PVT) in our previous work [24] .
Model definition and main results
2.1. Network model. Consider a probability space (Ω, F, P) and state space (R 2 , B(R 2 )), where B(R 2 ) is the usual Borel σ-algebra of R 2 .
Let λ S > 0 and X S be a homogeneous planar Poisson point process (PPP) in the state space R 2 with intensity λ S . Consider the Poisson-Voronoi tessellation (PVT) S associated with X S . In particular, S is stationary and isotropic. By analogy with a telecommunications network, S will be called street system from now onwards. Moreover, note that S is scale-invariant.
Denote by E := (e i ) i≥1 the edge-set of S and by V := (v i ) i≥1 the vertex-set of S. Furthering the aforementioned analogy, the elements of E (respectively V ) will be called street segments (respectively crossroads).
Let Λ be the stationary random measure defined such that:
, where ν 1 denotes the 1-dimensional Hausdorff measure of R 2 . In other words, for a Borel set B ⊂ R 2 , ν 1 (S ∩ B) is the total edge length of S contained in B and so Λ can be seen as a Lebesgue-like measure on the edges of S, rescaled in such a way that the total Λ-measure of a 1-area window is 1.
The users, equipped with mobile devices, are modelled by a Cox process X λ driven by the random intensity measure λΛ. In other words, conditioned on a given realization of the street system S, X λ is a PPP with mean measure λΛ. In particular, the number of users on a given street segment e ∈ E is a Poisson random variable with mean ν 1 (e) and the numbers of users on two disjoint subsets of E are independent random variables.
The relays (either representing physical antennas or additional users not modelled through X λ ) are modelled by a doubly stochastic Bernoulli point process Y on the set of crossroads V with parameter p, so that one can write:
∼ U(0, 1) and where δ x denotes the Dirac measure at x. In other words, conditioned on Λ (or, equivalently, S) each crossroad is retained (resp. erased) independently from all others with probability p (resp. 1 − p). Moreover, we also assume that the processes of users and of relays are conditionnally independent given their random support, i.e. X λ |= Y | Λ. We denote Z := X λ ∪ Y the superposition of users and relays.
The key network parameters are:
• The user density λ > 0.
• The relay proportion p ∈ (0, 1).
• The connectivity range r > 0.
The network is then modelled by the connectivity graph G p,λ,r defined in the following way:
• G p,λ,r is undirected.
• The vertex set of G p,λ,r is given by the points of Z.
• The edge Z i Z j , i = j is drawn if and only if Z i and Z j are located on the same street segment and of mutual Euclidean distance less than r. In other words: Figure 1 illustrates an example of a realization of our network model and of its connectivity graph in a bounded observation window. The blue lines represent the random environment (PVT) supporting the Cox process of users illustrated by red points. The Bernoulli process of relays is illustrated by the green points. Finally, possible connections are highlighted in orange and illustrate the connectivity mechanism given by (1). In this paper, our main concern is the percolation regime of the connectivity graph G p,λ,r . In other words, the main question we address is: Are there critical values of the parameters (p, λ, r) for which percolation of G p,λ,r occurs with positive probability? 2.2. Definitions and Notations. We begin with introducing a few notations and definitions which will be useful for the purposes of our developments.
For A ⊂ R 2 and B ⊂ R 2 , we denote as customary the Euclidean distance between A and B by: dist(A, B) := inf{ x − y 2 , x ∈ A, y ∈ B} Figure 1 . Illustration of a realization of the connectivity graph of our model for LOS networks supported by a random environment in a continuum setting.
2 the square of side n centered at x. We note that this is exactly the definition of the closed ball with center x and radius n/2 for the infinite norm of R 2 :
For simplicity, whenever n ∈ N \ {0}, we will write Q n to mean Q n (0).
We will use the following convenient notation for the length of a street segment or a subset of street segment: let e ∈ E and s ⊆ e. Then we denote the length of s by |s|.
We will also need the concepts of stabilization and essential asymptotic connectedness given in [21] for investigating spatial dependencies of random measures. To that end, we denote by M the space of Borel measures on R 2 , equipped with the evalutation σ-algebra [23, Section 13.1], i.e. the smallest σ-algebra making the mappings M Ξ → Ξ(B) measurable for all Borel sets B ⊂ R 2 . For a (possibly random) Borel measure µ on R 2 and A ⊂ R 2 , we denote the restriction of µ to A by µ A (·) := µ(A ∩ ·). We also adapt the definition of the support of a measure as follows: let µ be a (possibly random) Borel measure on R 2 . The support of µ is the following set:
The concept of stabilization for investigating spatial dependencies of random measures has been introduced in many different ways in the literature. We use the same definition as the one introduced in [21] :
2 is called stabilizing if there exists a random field of stabilization radii R = {R x } x∈R 2 defined on the same probability space as Ξ such that:
(1) (Ξ, R) are jointly stationary
are independent for all bounded measurable functions
Remark 1. Throughout the rest of this paper, we assume the random variables (R x ) x∈R 2 to be Λ-measurable, as has been done by the authors of [21] .
We slightly modify the definition of asymptotical essential connectedness given in [21] for the sake of simplicity and use the following definition: Definition 2. Let Ξ be a random measure. Then Ξ is essentially asymptotically connected if there exists a random field R = {R x } x∈R d such that Λ is stabilizing for R and if for all n ≥ 1, whenever sup y∈Q2n∩Q 2 R y < n/2, the following assertions are satisfied:
As a matter of fact, we introduce the following notation for convenience: for x ∈ R 2 and n ∈ N \ {0} we denote:
whenever Ξ is a stabilizing random measure for the stabilization field R = {R x } x∈R 2 .
The following result is stated in [21, Example 3.1] for a slightly modified version of Definition 2. It is easy to check that it adapts in our case as follows:
, where S is the PVT generated by an homogeneous stationary Poisson point process. Then Λ is stabilizing and essentially asymptotically connected for the following stabilization field:
where X S is the PPP having generated S.
Finally, as is customary in any percolation problem, we need to define concepts of openness and closedness for the study of connected components. In our model, these definitions are adapted to crossroads and parts of street segments (possibly the whole street segments themselves) as follows:
Definition 3 (Open/Closed crossroad). Say a crossroad v ∈ V is open if it is an atom of the point process Y , i.e. Y ({v}) = 1, or, equivalently:
Definition 4 (Open/Closed street segment). Let e ∈ E be a street segment and let ∅ = s ⊆ e be a non-empty subset of e.
Say s is open if either of the two following set of conditions are satisfied:
(1) |s| ≤ r OR (2) |s| > r ∀c ⊂ s, (|c| = r , c connected and c topologically closed
|s| > r ∃ c ⊂ s, such that |c| = r , c connected, c topologically closed and X λ (c) = 0
Results
Our results concern the phase transition of the connectivity graph corresponding to the model presented in Section 2.1 as well as a minimality condition on p to make percolation to occur possible. Namely, we have the following:
Theorem 1 (Minimality condition on p). Let p * be the Voronoi site percolation threshold (a theoretical estimate is given in [27] and a numerical one is given in [5] ). Let p < p * . Then, for all λ > 0 and r > 0, the connectivity graph G p,λ,r does not percolate with probability 1.
Concerning the sub-critical phase, we have the following:
Theorem 2 (Existence of a non-trivial sub-critical phase). Assume p = 1. For given r > 0, denote by λ c (r) the critical user density required for percolation of the connectivity graph G 1,λ,r :
Then, denoting r 0 := sup{r > 0 : λ c (r) > 0}, we have that 0 < r 0 < ∞. In other words, if the connection radius is not too large, there exists a subcritical phase for percolation of the connectivity graph when all crossroads are equipped with a relay.
A straightforward consequence of Theorem 2 is the following: Corollary 1. Let r 0 be defined as in Theorem 2. Then, whenever r < r 0 , for all p ∈ (p * , 1], we have:
Finally, we also were able to get a matching super-criticality result:
Theorem 3 (Existence of a non-trivial super-critical phase). Let r > 0. Then, for sufficiently large and finite λ and sufficiently large p > p * , G p,λ,r percolates. In other words, for any r > 0, there exists a non-trivial super-critical phase.
While Theorem 1 is quite straightforward, Theorems 2 and 3 require the use of renormalization techniques similar to the ones exposed in [21] and the domination by product measures theorem [25, Theorem 0.0]. We will carry the proofs of the former theorems in the rest of this section.
Proof of Theorem 1.
Let p * denote the usual Poisson-Voronoi site percolation threshold, as defined in [5, 27] . It is known that p ∈ (0, 1). Note that by stationarity, p * is independent of the intensity of the PPP generating the considered PVT. Hence, consider site percolation on the PVT S with parameter p ∈ (0, 1) and denote by G p the associated graph. Now, note that for given p ∈ [0, 1], all λ > 0 and r > 0, the edge-set of the connectivity graph of our model G p,λ,r is a subset of the edge-set of G p . Hence:
This concludes the proof of Theorem 1.
Proof of Theorem 2.
Proving Theorem 2 is equivalent to proving that there exists r 0 such that whenever r ≤ r 0 , G 1,λ,r does not percolate if λ is sufficiently small but positive. As customary in any continuum percolation problem and as has been done in [21] , we will use a renormalization argument and introduce a discrete percolation model constructed in such a way that if the discrete model does not percolate, then neither does G 1,λ,r . Proving the absence of percolation of the discrete model will then be done via appealing to [25, Theorem 0.0].
To this end, for n ≥ 1, say a site z ∈ Z 2 is n-good if the following conditions are satisfied:
Say a site z ∈ Z 2 is n-bad if it is not n-good.
Our first claim is the following:
Lemma 1. Percolation of G 1,λ,r implies percolation of the process of n-bad sites.
Proof. Assume G 1,λ,r percolates and denote by C a giant component of G 1,λ,r . Since C is infinite, we have: #{z ∈ Z 2 : C ∩ Q n (nz) = ∅} = +∞. Denote {z : C ∩ Q n (nz) = ∅} := {z i , i ≥ 1}. Note that C is composed of open street segments and open crossroads. Therefore, since Q n (nz i ) is crossed by C for all i ≥ 1, Q n (nz i ) has to be crossed by some open non-empty s zi,e , for some e ∈ E. Hence z i is n-bad, and {z i , i ≥ 1} is a infinite component of n-bad sites. Now, obviously C is connected in R 2 . Without loss of generality, we can assume that the z i 's have been indexed in the order they are encountered when exploring C. In other words, when going along the path of G 1,λ,r given by C, if, at some point, we encounter z i , then the next site we encounter following our exploration along C is z i+1 .
We claim that {z i , i ≥ 1} is almost surely a connected path in Z 2 . Indeed, assume for a contradiction that this is not the case. Then, with positive probability, it is possible to find a realization of G 1,λ,r satisfying the following property: there exists i ≥ 1 such that the two neighbouring squares Q n (nz i ) and Q n (nz i+1 ) crossed by C only share a vertex, as in Figure 2 (these two squares obviously neighbouring by definition of the indexation convention we have chosen). Denote by x the intersection of two such consecutive squares with the infinite connected component C. We thus have x ∈ C and that Q n (nz i ) ∩ Q n (nz i+1 ) = {x}. Then, necessarily, since C ⊂ ∂S, x belongs to the boundary ∂S of S and we thus have P(x ∈ ∂S) = 1.
Denote by (r, θ 0 ) the polar coordinates of x. Denoting P 0 the Palm probability of the stationary segment process of the edges of S, λ its intensity, and B(0, r) the Euclidean ball of radius r centered at the origin, we have, by the inversion formula of Palm calculus:
where we have used the isotropy of S in (2). But it is known that when S is a PVT, Figure 2 . Two consecutive n-bad sites have to share a common side
Hence we get a contradiction, and so any two consecutive squares Q n (nz i ) and Q n (nz i+1 ) must share a common side. As a matter of fact, {z i , i ≥ 1} is a connected path in Z 2 and we have therefore found an infinite path of n-bad sites. Hence, the process of n-bad sites percolates.
2
By Lemma 1, it suffices to prove that the process of n-bad sites does not percolate if λ and r are sufficiently small. This will be done via appealing to [25 Definition 5. Let X = (X s ) s∈Z d be a discrete random field. Let k ≥ 1. Then X is said to be k-dependent if for all p ≥ 1 and all ψ = {s 1 , . . . s p } ⊂ Z d finite with the property that ∀i = j, s i − s j ∞ > k, the random variables (X si ) 1≤i≤p are independent.
As we shall see thereafter, the process of n-bad sites previously defined is 3-dependent:
Proof. As a starting point, note that ∀z ∈ Z 2 , ζ z = 1 − 1{z is n-good}. It is therefore equivalent to prove that the process of n-good sites is 3-dependent.
We want to show that the random variables (ξ zi ) 1≤i≤p are independent. Since we are dealing with indicator functions, this is equivalent to showing that:
Now, we have:
where we have used Λ-measurability of the random variables {R x } x∈R 2 in (5).
For 1 ≤ i ≤ p, set A zi := {∀ e ∈ E, s zi,e is closed}. According to Definition 4, for a given 1 ≤ i ≤ p, the event A zi only depends on the configuration of the random measure Λ and of the Cox process X λ inside the square Q n (nz i ). Therefore, given Λ, the events
λ has the distribution of a Poisson Point Process. Thus, by Poisson independence property, the events (A zi ) 1≤i≤p are conditionally independent given Λ. Hence (5) yields:
Set f (Λ Qn(x) ) := E 1{∀ e ∈ E, s x,e is closed} Λ . Then f is a deterministic, bounded and measurable function of Λ Qn(x) . Moreover, the set ϕ := {nz 1 , . . . , nz p } ⊂ R d is finite and satisfies:
Since the infinite norm is always upper bounded by the Euclidean norm, we have ∀i = j, nz i − nz j 2 > 3n, and so ϕ satisfies:
Hence, by condition (3) in the definition of stabilization (Definition 1), the random variables appearing in the right-hand side of (6) are independent. This yields:
where we have used the aforementioned independence property in (7) and Λ-measurability of the R's in (8) . This concludes the proof of the lemma.
Now that we have proven that the process of n-bad sites is 3-dependent, in order to apply [25, Theorem 0.0], it remains to prove that the probability for a site z ∈ Z d to be n-bad is sufficiently small when λ and r are chosen sufficiently small. Equivalently, as has been done in [21] , we need to prove the following: Now, note that we have:
On the one hand, we note that the quantity R(Q n ) does not depend on λ and r and by Definition 1, we have lim n↑∞ P(R(Q n ) ≥ n) = 0, thus yielding:
Therefore, it remains to deal with the quantity P (∃ e ∈ E, e ∩ Q n is open). We have:
For e ∈ E, denote:
A e := {∃ c ⊂ s e , c topologically closed, |c| = r, X λ (c) = 0}
We have: 1{s e is closed} = 1{|s e | > r}1{A e }. Thus:
by Λ-measurability of the events {|s e > r|}, e ∈ E.
Given Λ, X λ has the distribution of a Poisson point process with mean measure λΛ and A e only depends on X λ ∩ e once e is fixed. Therefore, given Λ, the events {A e : e ∈ E} depend on the number of Cox points on distinct edges and so, by the Poisson independence property, these events are conditionally independent given Λ. Thus:
For all e ∈ E such that s e = ∅, we have that 0 ≤ P(A e |Λ) ≤ 1, and moreover the event A e is increasing in λ with lim λ↓0 1{A e } = 1 a.s.. So, by monotone convergence, we have that for all e ∈ E such that s e = ∅, lim λ↓0 P(A e |Λ) = 1 a. 
Note that for any fixed ω ∈ Ω, the event {∃ e ∈ E, 0 < |e ∩ Q n | ≤ r} is decreasing in r. Therefore, again by monotone convergence, we have for all e ∈ E:
Hence lim sup r↓0 P(∃ e ∈ E, 0 < |e ∩ Q n | ≤ r) = 0. Combining this with (11) yields: (12) lim sup
Hence, we obtain:
To conclude, we have:
Using (9) and (13), we finally get:
Hence, by [25, Theorem 0.0], the process of n-bad sites is stochastically dominated from above by a sub-critical Bernoulli process when λ and r are sufficiently small. In particular, the process of n-bad sites cannot percolate when λ and r are sufficiently small. In other words, there exists r 0 > 0 such that λ c (r) > 0. This concludes the proof of Theorem 2.
Proof of Corollary 1.
Let r 0 be defined as in Theorem 2. Let r ≤ r 0 and p ∈ (p * , A]. For fixed λ > 0, there are obviously fewer possible connections in the connectivity graph G p,λ,r than in G 1,λ,r . In other words, the vertex-set (resp. edge-set) of G p,λ,r is a subset of the vertex-set (resp. edge-set) of G 1,λ,r . Thus we have:
G p,λ,r percolates ⇒ G 1,λ,r percolates Therefore:
By Theorem 2, we have that λ c (r) > 0 whenever r ≤ r 0 . This concludes the proof of Corollary 1.
Proof of Theorem 3.
As in the proof of Theorem 2, we will use a renormalization argument to prove that G p,λ,r percolates if λ and p ∈ (p * , 1] are chosen sufficiently large. To this end, let us first define a discrete model in such a way that percolation of the discrete model will imply percolation of the continuum one. For n ≥ 1, say a site z ∈ Z 2 is n-good if the following conditions are satisfied:
(1) R(Q 6n (nz)) < n/2 (2) E ∩ Q n (nz) = ∅, i.e. the square Q n (nz) contains a full street segment (not just a subset of a street segment) (3) There exists e ∈ E ∩Q n (nz) such that e is open, in the sense of Definition 4.
In other words, there exists an open edge which is fully included in the square Q n (nz). (4) Every two open edges e, e ∈ E ∩ Q 3n (nz) are connected by a path in G 1,λ,r ∩ Q 6n (nz), i.e. e and e are connected by a path of the connectivity graph staying inside of the larger square Q 6n (nz) if all crossroads are open. (5) Y (Q 6n (nz)) = #(V ∩ Q 6n (nz)), i.e. all crossroads in Q 6n (nz) are open, in the sense of Definition 3. As in the proof of Theorem 2, for n ≥ 1, say a site z ∈ Z 2 is n-bad if it is not n-good.
The n-good sites have been defined so as to satisfy the following:
Lemma 3. Percolation of the process of n-good sites implies percolation of the connectivity graph G p,λ,r .
Proof. Let C be an infinite connected component of n-good sites. Consider a finite path {z 0 , . . . , z q } ⊂ C of n-good sites (q ≥ 1). Then, by condition (2) in the definition of n-goodness, we can find an open edge e j ∈ E ∩ Q n (nz j ), for each 0 ≤ j ≤ q. Let 0 ≤ j ≤ q − 1. Then z j = (a, b) for some a ∈ Z and b ∈ Z. Since C is connected in Z 2 , we have z j+1 ∈ {(a ± 1, b), (a, b ± 1)}. By symmetry, we can assume z j+1 = (a + 1, b). Thus:
Therefore, we have Q n (nz j+1 ) ⊂ Q 3n (nz j ) and so e j+1 ∈ E ∩ Q n (nz j+1 ) implies e j+1 ∈ E ∩ Q 3n (nz j ). Since we also have e j ∈ E ∩ Q n (nz j ) ⊂ E ∩ Q 3n (nz j ) and that e j and e j+1 are both open, by condition (4) in the definition of,n-goodness, e j and e j+1 are connected by a path L in G 1,λ,r ∩ Q 6n (nz j ). But since z j is an n-good site, by condition (5) in the definition of n-goodness, all crossroads inside of Q 6n (nz j ) are open. Therefore, the path L also connects e j and e j+1 in G p,λ,r ∩ Q 6n (nz j ). Iterating this process gives rise to an infinite connected component in G p,λ,r . This concludes the proof of Lemma 3.
As a matter of fact, proving Theorem 3 amounts to proving that the process of n-good sites percolates for sufficiently large λ and p. As has been done in the proof of Theorem 2, we will stochastically dominate the process of n-good sites by a Bernoulli process via the means of [25, Theorem 0.0]. To check that the conditions of this theorem are satisfied, we will need to use a slightly modified version of n-goodness more adapted to the use of the aforementioned theorem, as follows:
For n ≥ 1, say a site z ∈ Z 2 is weakly-n-good if the following conditions are satisfied:
(1) R(Q 6n (nz)) < 6n (2) E ∩ Q n (nz) = ∅, i.e. the square Q n (nz) contains a full street segment (not just a subset of a street segment) (3) There exists e ∈ E ∩Q n (nz) such that e is open, in the sense of Definition 4.
In other words, there exists an open edge which is fully included in the square Q n (nz). Note that the difference between n-goodness and weakly-n-goodness only lies in the first condition (1) R(Q 6n (nz)) < n/2 being weakened into (1) R(Q 6n (nz)) < 6n. All other conditions remain unchanged.
Then the following is clear:
, z is n-good ⇒ z is weakly-n-good. Therefore, we have the following: ∀ z ∈ Z 2 , P(z is n-good) ≤ P(z is weakly-n-good)
Moreover, since the condition (1) in the definition of n-goodness has not been used in the proof of Lemma 3, the following is also clear:
Lemma 5. Percolation of the process of weakly-n-good sites implies percolation of the connectivity graph G p,λ,r .
The reason why considering almost-n-good sites instead of n-good sites will turn out to be easier for our purposes is the following:
Lemma 6. For z ∈ Z 2 , set ξ z := 1{z is weakly-n-good}. Then (ξ z ) z∈Z 2 is an 18-dependent random field.
Proof. In the same way as in the proof of Lemma 1, it suffices to prove that for all finite ψ = {z 1 , . . . z p } ⊂ Z 2 such that ∀i = j, z i − z j ∞ > 18, we have: (2), (3), (4), (5) in the definition of weakly-n-goodness for z ∈ Z 2 . We thus have:
Note first that whenever z ∈ Z 2 , the indicators 1{ (A z )} and 1{(B z )} are Λ-measurable. Thus, we have :
only depends on the following:
• The configuration of X λ inside of the square Q 6n (nz i ) • The configuration of Y inside of the square Q 6n (nz i )
Since ψ satisfies ∀i = j, z i − z j ∞ > 18, then we have ∀i = j, nz i − nz j ∞ > 18n. As a matter of fact, the squares {Q 6n (nz i )) : 1 ≤ i ≤ p} are disjoint, i.e. 
Again, by Λ-measurability of the events {(B zi ) : 1 ≤ i ≤ p}, we can put the indicators 1{(B zi )} back into the conditional expectation given Λ, so as to get:
, a bounded measurable deterministic function of Λ Q6n(x) , we are left with:
Now, the set ϕ := {nz 1 , . . . , nz p } ⊂ R d is finite and satisfies:
Since the infinite norm is always upper bounded by the Euclidean norm, we have ∀i = j, nz i − nz j 2 > 18n, and so ϕ satisfies:
We can therefore apply condition (3) in Definition 1 (with n replaced by 6n) to get that the random variables appearing in the right-hand side of (14) are independent.
Hence:
Now, for each 1 ≤ i ≤ p, note that:
Thus, (15) yields:
as needed. This concludes the proof of Lemma 6. 2
Our intention is to apply [25, Theorem 0.0] and stochastically dominate from below the process of weakly-n-good sites by a supercritical Bernoulli process. Since percolation of the weakly-n-good sites implies percolation of G p,λ,r , we will be done. Now that we have proven that the process of weakly-n-good sites is 18-dependent, to apply [25, Theorem 0.0], it remains to prove that the probability z ∈ Z d to be weakly-n-good is arbitrarily large when λ and p are sufficiently large. Equivalently, as has been done in the proof of Theorem 2, we need to prove the following: Since P(0 is n-good) ≤ P(0 is weakly-n-good), it suffices to prove that: (1), (2), (3), (4), (5) in the definition of n-goodness. Denote by (A), (B), (C), (D), (F ) the former events for z = 0. We have:
First, partitioning the square Q 6n into 12 2 = 144 subsquares (Q i ) 1≤i≤144 of side length n/2, we get:
by stationarity of the R's Therefore, by condition (2) of Definition 1, we get: lim n↑∞ P(A c ) = 0. Noting that the event A c does not depend on λ and p, the former yields:
Moreover, we have:
By monotone convergence, we therefore get:
since λ S > 0 and so the Poisson-Voronoi tessellation S is non-empty. Therefore, we have lim n↑∞ P(A ∩ B c ) = 0. Since the event A ∩ B c only depends on n, we get:
Let's now deal with the quantity P(A ∩ B ∩ C c ). We have:
The event {E ∩ Q n } is Λ-measurable, hence:
For each e ∈ E ∩ Q n , denote:
I e := {∃ c ⊂ s, such that |c| = r and c topologically closed and X λ (c) = 0}
Since the event {|e| > r} is Λ-measurable for each e ∈ E ∩ Q n , we get:
Conditioned on Λ, X λ has the distribution of a Poisson point process, and the events {I e : e ∈ E ∩ Q n } depend on the configuration of X λ distinct edges. Therefore, by the Poisson independence property, the events {I e : e ∈ E ∩ Q n } are conditionally independent given Λ. This yields:
Since the support will be filled with Cox points as λ ↑ ∞, it is clear by monotone convergence that ∀e ∈ E ∩Q n , lim sup λ↑∞ P(I e |Λ) = 0 a.s.. Since the cardinal of E ∩Q n does not depend on λ and since the events {|e| > r : e ∈ E ∩ Q n } do not depend on λ either, using monotone convergence in (19), we get:
where (20) is obtained by distinguishing both cases E ∩ Q n = ∅ and E ∩ Q n = ∅. Getting back to (18) and applying dominated convergence on the right-hand side with the use of (20), we therefore get:
Hence lim sup λ↑∞ P(A ∩ B ∩ C c ) = 0. Now, note that the event A ∩ B ∩ C c only depends on n and λ. Therefore:
and so:
We now deal with the quantity P(A ∩ B ∩ C ∩ F c ). We have:
By definition of Y , the random variables (1{v is open}) v∈V are conditionally independent given Λ, so we get:
where the last line comes directly from the definition of Y . By monotone convergence, we have:
Hence, using dominated convergence in the right-hand side of (22), we get:
Hence lim sup p↑1 1 − p #(V ∩Q6n) = 0 a.s. for all finite n ≥ 0. Note that the right-hand side of the former equality does not depend on λ. Therefore, we have:
And so:
Therefore, we finally have:
It finally remains to deal with the quantity P(A ∩ B ∩ C ∩ F ∩ D c ). First, note that only the events A and B only depend on n and the underlying random support given by Λ, while the event F only depends on p. The events C and D c both depend on Λ, n and λ. For fixed n and λ, we first deal with the limit in p as follows:
Now, note that:
empty this is obvious, and if not we are left with an empty product, which equals 1 by convention). Therefore, since the event A ∩ B ∩ C ∩ F does not depend on p, by monotone convergence, we have:
Now, note that under the event A, we have R(Q 6n ) < n/2 < 3n/2. Hence, by essential asymptotic connectedness (see Definition 2), we have supp(Λ Q3n ) = ∅ and, moreover, there exists a connected component ∆ of supp(Λ Q6n ) such that supp(Λ Q3n ) ⊂ ∆ ⊂ supp(Λ Q6n ). Hence:
For fixed n, we now consider the limit λ ↑ ∞. Then the support S of X λ will eventually be filled with Cox points, and so all edges will eventually be open. As a matter of fact, we have: 
1{D
c } =: 1 ∃ e, e ∈ E ∩ Q n with e and e open and not connected in G 1,λ,r ↑ 1 ∃ e, e ∈ E ∩ Q n not connected in S a.s. as λ ↑ ∞
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Moreover, note that the events B and supp(Λ Q3n ) ⊂ ∆ ⊂ supp(Λ Q6n ) do not depend on λ. Hence, by monotone convergence, we get:
Now we note that:
And so we get:
Now, we have the following dichotomy: Either B does not hold and so:
Or B holds and then:
∃e, e ∈ E ∩ Q n not connected in S ⇒ ∃e, e ∈ E ∩ Q 3n not connected in S, because Q n ⊂ Q 3n . But then, the existence of a connected component ∆ of supp(Λ Q6n ) satisfying supp(Λ Q3n ) ⊂ ∆ ⊂ supp(Λ Q6n ) implies that e and e are in ∆. But ∆ being connected in Q 6n , it is also connected in S, and so e, e ∈ ∆ implies that e, e must be connected in S. As a matter of fact, we also have:
In all, we therefore have:
And hence:
As a matter of fact, the inequality:
To conclude, putting (16) , (17), (21), (23) and (24) 
But we had:
Therefore, we have indeed proven the following, as wanted:
Therefore, by [25, Theorem 0 .0], the process of weakly-n-good sites is stochastically dominated from below by a supercritical Bernoulli process, which concludes the proof of Theorem 3.
Numerical simulations
For the sake of visualization, we performed Monte-Carlo simulations for various parameters to estimate percolation thresholds for our model. We simulated the model defined in Section 2 having set γ := E [Λ(Q 1 )] = 20 km/km 2 , which corresponds to the density of a rather dense urban street system. Also, we naturally had to simulate on a finite bounded window, chosen to be a square of side win = 30 km, sufficiently large so as to avoid any boundary effects. More simulations showed that taking larger values of win required a too significant amount of simulation time for a very small gain in estimation precision.
As has been explained in our previous work [24] , the following parameters are scale-invariant:
1 rγ Moreover, U and H respectively are the mean number of Cox points per typical edge of the PVT S and the mean number of hops per typical edge of the PVT S, see [15, Section 9.4] . Since these parameters are more physically interesting from the telecommunications point of view, and since γ is fixed throughout our simulations, we have chosen to simulate in terms of the parameters (p, U, H) rather than the parameters (p, λ, r). In this context, the connectivity graph is rather denoted by G p,U,H , Theorem 1 stays the same, while Theorem 2, Corollary 1 and Theorem 3 can be restated as follows:
Theorem 4 (Analogue of Theorem 2). Assume p = 1. For given H > 0, denote by U c (H) the critical mean number of user per typical street required for percolation of the connectivity graph G 1,U,H :
Then, denoting H 0 := inf{H : U c (H) > 0}, we have that 0 < H 0 < ∞.
Corollary 2 (Analogue of Corollary 1). Let H 0 be defined as above. Then, whenever H > H 0 , for all p ∈ (p * , 1], we have: parameter p * = p c . We obtained the following estimate: p * ≈ 0.71299, very close to the numerical estimates given in [5, 27] .
The former observations lead to several related questions which we only were able to solve numerically:
(1) When H is chosen sufficiently small so as to have U c (H) = 0, it means that percolation is solely ensured by the Bernoulli process. We then know that G 1,0,H percolates with positive probability. Then, is there a non trivial critical parameter p * < p < 1 above which percolation of G p,0,H still occurs with positive probability? (2) Can we estimate H 0 , the threshold given by Theorem 4? (3) Can we estimate U c (p, H) when p * < p < 1? We indeed were able to numerically address the first and third aforementioned questions, see Figure 4 . Figure 4a shows the numerical estimation for the critical parameter p needed to ensure percolation in the absence of Cox points: p c (H) := inf{p > p * : P(G p,0,H percolates ) > 0}
We only were able to estimate p c (H) for H > 0.46. For smaller values of H, apart from the theoretical value p c (0) = p c ≈ 0.71299, simulation becomes much trickier, as the system approaches criticality. A quadratic model p c (H) = aH 2 + bH + c given by the blue curve provides a good fit. Figure 4b shows numerical estimations of (p, H) → U c (p, H). As is easily theoretically proven, U c (p, H) is decreasing in p and increasing in H. Regarding an approximation of H 0 , the threshold given by Theorem 4, we proceeded as follows. Define first the following critical value for H: H c := sup{H > 0, P(G 1,0,H percolates) > 0} If H c > 0, then it is possible to have percolation of the connectivity graph when all crossroads are equipped with relays, i.e. P(G 1,0,H percolates) > 0. 
Concluding remarks
In this paper, we have introduced and studied a new model for continuum LOS percolation in a random environment. This mathematical model can be seen as a good candidate for the modelling of telecommunications networks in an urban scenario with regular obstructions: the random support (equivalent to the street system of the city) is modelled by a PVT. Users are dropped on the edges of the PVT (i.e. the streets of the city) according to a Cox point process with linear intensity λ. Obstructive connectivity conditions require the presence of an additional Bernoulli point process (representing relays which could either be real users or physical antennas) at the vertices of the PVT (crossroads of the city) to ensure connectivity between adjacent streets. We have proven that a minimal relay proportion p > p c is necessary to allow for percolation of the connectivity graph, that a non-trivial subcritical phase exists whenever the connectivity threshold r is not too large and that a supercritical phase exists for all r > 0. To prove these theoretical statements, we appealed to renormalisation techniques and stochastic geometry tools, as customary in any continuum percolation approach. Moreover, we also performed Monte-Carlo simulations to get numerical estimations of critical parameters of our model.
Our results can easily be generalised to the dual tessellation of a PVT: a PoissonDelaunay tessellation [15, Section 9.2] . For the purpose of conciseness, we also assumed the random support of the Cox process to be a sufficiently regular tessellation, but we believe that our results are still valid for any stabilizing and essentially asymptotically connected tessellation as defined in Definitions 1 and 2. Finally, another stream of generalization could be to investigate the case of higher dimensions, which we omitted to do as it is physically less relevant.
Our approach paves the way to the study of new continuum percolation models where two connection radii could appear: one for LOS connections (i.e. nodes of the network being located on the same edge of the random support) and one for nonline-of-sight (NLOS) connections (i.e. nodes of the network being located on different edges of the random support). This interesting generalization of Gilbert's original continuum percolation model, of interest for more realistic models of telecommunications networks, has not been studied yet, as far as we know.
