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UNIVERSAL FOURIER EXPANSIONS OF BIANCHI MODULAR
FORMS
TIAN AN WONG
Abstract. We generalize Merel’s work on universal Fourier expansions to
Bianchi modular forms over Euclidean imaginary quadratic fields, under the
assumption of the nondegeneracy of a pairing between Bianchi modular forms
and Bianchi modular symbols. Among the key inputs is a computation of the
action of Hecke operators on Manin symbols, and building upon the Heilbronn-
Merel matrices constructed by Mohamed.
1. Introduction
Modular symbols provide a formalism enabling computations with modular forms.
Merel’s universal Fourier expansion [6] provided a way to more efficiently compute
modular symbols using the basis of Manin symbols [11]. Before Merel, computing
the Hecke action required converting Manin symbols to modular symbols, applying
the Hecke action, and then converting back.
In this paper, we will be interested in Bianchi modular symbols, that is, modular
symbols over imaginary quadratic fields. The results of Merel on Manin symbols
have recently been partially generalized by Mohamed [7] to imaginary quadratic
fields K, most explicitly in the Euclidean cases, but fell short of obtaining the
Fourier expansion in terms of Bianchi modular symbols. We also note that related
results were obtained in the thesis of Powell in the context of the Eisenstein ideal
and conjectures of Sharifi [8].
We extend Merel’s work to Bianchi modular forms over Euclidean imaginary
quadratic fieldsK, namelyK = Q(
√−d) with d = 1, 2, 3, 7, 11. The Manin symbols
in this case were first studied in the early work of Cremona [2]. In principle our
work can be extended to non-Euclidean K with class number one, in which case
one requires the more complicated pseudo-Euclidean algorithms used in [13, 7], but
new ideas will be certainly needed for the general case. Our work largely follows
the method of Merel, studying the Hecke action on Bianchi modular symbols. As
current developments on Bianchi modular forms explore computational approaches
such as in [3, 1, 10, 9], we hope that the present study will be a modest contribution
towards this body of work.
To state the main result, we first introduce some notation. Let G = SL(2), and
let n be an ideal of O, where O is the ring of integers of K, a Euclidean imaginary
quadratic field. Also let dk be the discriminant of K. Define the congruence
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subgroups of level n to be
Γ1(n) =
{(
a b
c d
)
∈ G(O) : c ≡ d− 1 ≡ 0 (mod n)
}
and
Γ0(n) =
{(
a b
c d
)
∈ G(O) : c ≡ 0 (mod n)
}
.
Also define
En = {(u, v) ∈ (O/n)2 : 〈u, v〉 = O/n},
which is in bijection with Γ1(n)\G(O).
For any integer k ≥ 2 and O-algebra R, let Rk−2[X,Y ] be the vector space
of homogeneous polynomials of degree k − 2 in the variables X,Y . Also, let
Rk−2[X,Y ][(O/nO)
2] be the space of linear combinations of elements in (O/nO)2
with coefficients in Rk−2[X,Y ]. Given a linear map φ on this space, we define a
linear map given by the formula
φ|g(P (X,Y )[u, v]) = φ(P (aX + bY, cX + dY )[au+ cv, bu+ dv])
for P ∈ Rk−2[X,Y ], (u, v) ∈ (O/nO)2, and g = ( a bc d ). Define
Pn =
⋃
m|n
(O/mO)×
with the convention that for m = 1, (O/mO)× is a singleton set. Let R[Pn]k
be the quotient of R[Pn] by elements of the form [a] − (−1)k[−a] = 0, for a ∈
(O/mO)×,m|n. If a ∈ (O/nO)× is invertible mod m for some m|n, we denote by
[a]m the image of [a mod m] in R[Pn]k. Finally, define an R-bilinear map
b : Rk−2[X,Y ][En]→ R[Pn]k
P (X,Y )[u, v] 7→ P (1, 0)[v−1](u,n) − P (0, 1)[u−1](v,n)
where (u, n) is the gcd of u and n, which is the same as the order of the subgroup
of O/nO generated by u, and v−1 is identified with the inverse of v mod (u, n).
Cremona has explicitly identified the relations satisfied by Manin symbols in the
form of a certain ideal R [2]. For example, in the case of d = 1 the ideal is described
in (6). In this case, we shall say φ satisfies relations determined by R if
(1) φ+ φ|S = φ+ φ|ST + φ|(ST )2 = φ− φ|J = φ+ φ|X + φ|X2 = 0,
where the matrices S, T, J, and X are defined in (5) and (6), and similarly for the
other Euclidean fields.
Our main result then is the following.
Theorem 1.0.1. Let φ be a linear map on Rk−2[X,Y ][(O/nO)
2] that satisfies
relations defined by R, and such that φ(P [u, v]) = 0 if [u, v] 6∈ En. Assume moreover
the nondeneracy of the pairing of Bianchi cusp forms and cuspidal modular symbols
in (8).
Then for any x ∈ Rk−2[X,Y ][En] satisfying b(x) = 0, the series
F (z, t) =
∑
M∈X
φ|M (x)t2K
(
4π| det(M)|t√
dK
)
ψ
(
det(M)z√
dK
)
is the Fourier expansion of a Bianchi cusp form of weight 2 and level Γ1(n), and
X is the set of Heilbronn-Merel matrices defined in (9). Here ψ(z) = e2pi(z+z¯),
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K(t) = (− i
2
K1(t),K0(t),
i
2
K1(t))) with K0,K1 the modified Bessel functions, and
(z, t) ∈ H3. Moreover, all such Bianchi cusp forms can be expressed in this manner.
If b(x) is nonzero, then the series obtained should be, up to the constant term,
an element of Sk(n). While the theorem is proved for weight 2 forms, we have
developed the theory for general weight k where possible. Regarding the assumption
of nondegeneracy, we note that this is proved in the classical case by Shokurov [12]
using the cohomology of modular Kuga varieties. In our case, it seems reasonable
that the assumption can be removed at least in the case of weight k = 2.
This paper is organized as follows. In Section 2, we recall the Bianchi modular
forms and Bianchi modular symbols, and prove the properties regarding Manin
symbols which we shall require. In Section 3, we develop the Hecke action on Manin
symbols, using the formalism of C∆-families and the Heilbronn-Merel matrices.
Finally, in Section 4 we prove the main theorem.
2. Bianchi modular forms and modular symbols
2.1. Bianchi modular forms. For any γ ∈ G(K) and w = (z, t) ∈ H3, the
upper-half space, define
j(γ, w) =
(
cz + d −ct
c¯t cz + d
)
, γ =
(
a b
c d
)
.
Then given a function F on H3 with values in C
3, define the slash operator
(F |kγ)(w) = σk(j(γ, w)−1)F (γw),
where σk is the symmetric k-th power representation of G on C2. We define an
automorphic form, or Bianchi modular form of weight k on Γ to be a harmonic
function F such that
(F |kγ)(w) = F (w)
for all γ ∈ Γ. Moreover, we call F a Bianchi cusp form if the integral∫
C/O
F |γ(x, y)dx
vanishes for every γ ∈ G(O). Denote by Sk(Γ) the space of weight k Bianchi cusp
forms on Γ.
When k = 2, the Γ-invariance implies that F has a Fourier-Bessel expansion of
the form
F (x, y) =
∑
α∈O,α6=0
c(α)y2K
(
4π|α|y√
dK
)
ψ
(
αx√
dK
)
where ψ(x) = e2pi(x+x¯) and K(t) = (− i
2
K1(t),K0(t),
i
2
K1(t))) with K0,K1 being
the modified Bessel functions satisfying the differential equation
dKj
dt2
+
1
t
dKj
dy
−
(
1 +
1
t2j
(
Kj = 0, j = 0, 1
decreasing rapidly at infinity [4].
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2.2. Cohomology. Let Γ be a finite-index subgroup of G(O), and V a representa-
tion of Γ. Then V gives rise to a locally-constant sheaf on the quotient YΓ = Γ\H3,
and it follows from the contractibility of H3 that
H∗(Γ, V ) ≃ H∗(YΓ,V ), H∗(Γ, V ) ≃ H∗(YΓ,V ).
Let XΓ be the Borel-Serre compactification of YΓ, and let V¯ be a suitable exten-
sion of V to XΓ. Define the cuspidal cohomology H
∗
cusp(YΓ,V ), and thus also
H∗cusp(Γ, V ), to be the kernel of the restriction homomorphism
H∗(XΓ, V¯ )→ H∗(∂XΓ, V¯ ).
For positive integers k and l, consider the representation
Vk,l(R) = Rk[X,Y ]⊗Rl[X,Y ]τ
where τ is the nontrivial automorphism of K, and Rk[X,Y ] is the space of homoge-
nous polyonomials of degree k in the variables X,Y with coefficients in R, and the
action of G(K) is given by the rule
(P (X,Y )⊗ P ′(X,Y ))|g
= P (dX − bY,−cX + aY )⊗ P (dτX + (−b)τY, (−c)τX + aτY ), g =
(
a b
c d
)
.
Then a well-known result of Harder [5] gives
(2) Hicusp(Γ, Vk,k(C)) ≃ Sk(Γ)
for i = 1, 2.
2.3. Bianchi modular symbols. Let Γ be a finite index subgroup of G(O). Let R
be an O-module, and k ≥ 2 an integer; if k is odd, further suppose that−Id 6∈ Γ. Let
M be the torsion free abelian group generated by pairs {α, β}, where α, β ∈ P1(K),
modulo the relations
{α, α} = {α, β}+ {β, γ}+ {γ, α} = 0
for any α, β, γ ∈ P1(K). Then define
Mk = Rk−2[X,Y ]⊗M ,
where Rk−2[X,Y ] is the space of complex homogeneous polynomials in the variables
X and Y of degree k − 2 with coefficients in R. Clearly M2 = M . Define a linear
action of G(K) on P ∈ Rk−2[X,Y ] and P ⊗ {α, β} ∈ Mk by
P |g(X,Y ) = P (dX − bY,−cX + aY ), g =
(
a b
c d
)
and
P ⊗ {α, β}|g = P |g ⊗ {gα, gβ}.
Let Mk(Γ) be the quotient of Mk by the relation x|γ = x for all x ∈ Mk, γ ∈ Γ.
We denote by P{α, β} the image of P ⊗ {α, β} ∈ Mk in Mk(Γ). The elements of
Mk(Γ) will be called modular symbols of weight k for Γ.
It follows from [7, Theorem 4.1] and Poincare´ duality, that if Γ is a congruence
subgroup and its torsion elements have orders invertible in R, one has
(3) H1(Γ, Vk,k(C)) ≃ Mk(Γ)
for k ≥ 2.
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2.4. Boundary modular symbols. Let B be the abelian group generated by the
elements {α}, α ∈ P1(K), and let Bk = Rk−2[X,Y ]⊗B. Define a linear action of
g ∈ G on P ⊗ {α} ∈ Bk by
P ⊗ {α}|g = P |g ⊗ {gα}.
We then define Bk(Γ) to be the quotient of Bk by the relation x|γ = x for all
x ∈ Bk, γ ∈ Γ, and we call the elements of Bk(Γ) the boundary modular symbols
of weight k of level Γ.
Let R[Γ\K2]k be the space R[Γ\K2] modulo the relation
[Γ(λu, λv)] ∼
(
λ
|λ|
)k
[Γ(u, v)].
If k is even, this vector space is canonically isomorphic to R[Γ\P1(K)], while for
any k ≥ 2, its dimension is equal to |Γ\P1(K)|. Also define the linear map
µ : Bk(Γ)→ R[Γ\K2]k
sending P ⊗ {u
v
} to the element P (u, v)[Γ(u, v)].
Lemma 2.4.1. The map µ is well-defined, and is an isomorphism.
Proof. We first decompose Bk(Γ) into the direct sum ⊕αBk(Γ)α as α runs over
a set of representatives of Γ\P1(K), and Bk(Γ)α is the subspace generated by
P{α}, P ∈ Rk−2[X,Y ]. For each β ∈ P1(K), we have a surjective linear map
ψβ : Rk−2[X,Y ]→ Bk(Γ)
sending P to P{β}, whose kernel is generated by polynomials of the form P −P |gβ ,
where gβ ∈ Γ satisfies gββ = β. It follows then that (P − P |gβ )(β) = 0, and µ is
well-defined.
On the other hand, since the kernel of ψβ contains the kernel of a linear map, and
ψβ is nontrivial for any given β, it follows that the image of ψβ is one-dimensional.
The dimension of Bk(Γ) then is equal to |Γ\P1(K)|, hence µ is bijective. 
Define the boundary map
∂ : P ⊗ {α, β} → P ⊗ {β} − P ⊗ {α},
and define Sk(Γ) to be the kernel of ∂. We shall call Sk(Γ) the space of cuspidal
modular symbols. Also define θ to be the linear map sending λ{α} to the element
λ.
Proposition 2.4.2. There are exact sequences
0→ Sk(Γ)→ Mk(Γ) ∂→ Bk(Γ)→ 0
if k > 2, and
0→ Sk(Γ)→ Mk(Γ) ∂→ Bk(Γ) θ→ R→ 0
if k = 2.
Proof. This follows from a simple adaptation of the arguments of [6, Proposition
5] and [7, Lemma 2.3]. 
We shall also require the following formula.
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Lemma 2.4.3. For any P ∈ Rk−2[X,Y ], g ∈ G(O), the identity
(4) µ(∂([P, g])) = P (1, 0)[Γg(1, 0)]− P (0, 1)[Γg(0, 1)]
holds in R[Γ\K2]k.
Proof. This follows from the property
∂([P, g]) = ∂
(
P |g ⊗
{
b
d
,
a
c
})
= P |g ⊗
{a
c
}
− P |g ⊗
{
b
d
}
, g =
(
a b
c d
)
and the definition of µ. 
2.5. Manin symbols. Let Y ∗Γ = Γ\H∗3 be the Satake compactification of YΓ, where
H∗3 = H3 ∪ P1(K). The modular symbol {α, β} can be viewed as the homology
class of the relative cycle induced by the geodesic joining the cusps α and β in Y ∗Γ .
Choose a finite covering of Y ∗Γ by the images of open principal hemispheres, and
let C = {a1, . . . , an} be the centers of these hemispheres. Define the Manin symbol
with respect to a ∈ C to be
[P, g, a] = P |g ⊗ {ga, g∞} ∈ Mk(Γ).
SinceK is Euclidean, one can choose C = {0}, and we simply write [P, g] = [P, g, 0].
Following [2, Theorem 2], the Manin symbols can be used to generate the ho-
mology group H1(Y
∗
Γ ,Q) modulo relations determined by a certain relational ideal
R. If we set
(5) I =
(
1 0
0 1
)
, J =
(
ε 0
0 1
)
, S =
(
0 −1
1 0
)
, TS =
(
1 −1
1 0
)
,
where ε is the fundamental unit of K, then for each Euclidean K the ideal R
contains the relations
R0 = 〈I + S, I − J, I + (TS) + (TS)2〉
and the remaining relations are detailed in [2, p.295]. For example, if d = 1, one
has
(6) R = R0 + 〈I +X +X2〉, X =
(
i 1
1 0
)
where i =
√−1.
Proposition 2.5.1. The Manin symbols generate Mk(Γ), and satisfy relations
determined by R, for example, the ideal R0 gives
[P, g] + [P |S−1 , gS] = 0, [P, g] = [P |J−1 , gJ ],
[P, g] + [P |(TS)−1 , g(TS)] + [P |(TS)−2 , g(TS)2] = 0.
Proof. The first assertion follows from the Euclidean algorithm for O as demon-
strated in the proof of [2, Theorem 2] (see also [8, Theorem 3.5.7]), generalizing
Manin’s trick using the continued fraction expansion to this setting. In the second
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case, the relations follow from the properties of Manin symbols such as in the proof
of [6, Proposition 1]. We demonstrate this with the first formula. One checks that
[P, g] + [P |S−1 , gS] = P |g ⊗ {g0, g∞}+ (P |S−1)|gS ⊗ {gS0, gS∞}
= P |g ⊗ {g0, g∞}+ P |gSS−1 ⊗ {g∞, g0}
= 0,
since ∞ = S0 = S2∞ in P1(K). 
Note that if Γg1 = Γg2, then [P, g1] = [P, g2] since the symbol is invariant by
the left action of Γ. And since Γ is a subgroup of finite index, the abelian group
generated by Manin symbols is also of finite rank, generated by
[Xk−2−iY i, gj ], 0 ≤ i ≤ k − 2,
and gj runs through representatives of right cosets Γ\G(O). It follows then that
Mk(Γ) is a finite dimensional vector space, and there is a natural map
Rk−2[X,Y ][Γ\G(O)]→ Mk(Γ)
sending the element P [Γg] to the Manin symbol [P, g].
2.6. Pairing. Let Sk(Γ) be the space spanned by f(w) for each f ∈ Sk(Γ). By (2)
and (3), there is a well-defined pairing
(Sk(Γ)⊕ Sk(Γ))×Mk(Γ)→ C
induced by the evaluation pairing. More precisely, define the pairing given by
(7) 〈f1 + f2, P ⊗ {α, β}〉 =
∫ β
α
f1(w)P (w, 1)dw +
∫ β
α
f2(w)P (w¯, 1)dw¯.
The map is in general degenerate, and the elementsm ∈ Mk(Γ) such that 〈f,m〉 = 0
for all f ∈ (Sk(Γ)⊕ Sk(Γ)) are called Eisenstein elements.
We then require the following assumption: The pairing (7) when restricted to
(8) (Sk(Γ)⊕ Sk(Γ))×Sk(Γ)→ C
is nondegenerate. In the classical case, this is proved using the theory of Shokurov
symbols using the cohomology of certain modular Kuga varieties [12, Theorem 0.2].
3. Computing the Hecke action
3.1. C∆ families. Let Γ be a congruence subgroup of G, and ∆ a subgroup of
Mat2(O) such that Γ∆ = ∆Γ = ∆ and Γ\∆ is finite. Fix a finite set R of repre-
sentatives for Γ\∆. There is a well-defined linear map T∆ : Mk(Γ)→ Mk(Γ) given
by
T∆ : P ⊗ {α, β} 7→
∑
δ∈R
P |δ ⊗ {δα, δβ}.
It is independent of the choice of representatives R, and it can be shown in fact
that T∆ maps Sk(Γ) to itself. Also define the Shimura involution
g =
(
a b
c d
)
7→ g˜ =
(
d −b
−c a
)
= g−1 det(g)
and denote ∆˜ = {g ∈ GL2(K) : g˜ ∈ ∆}. Suppose there exists a map
φ : ∆˜G(O)→ G(O)
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such that the pair (φ,∆) satisfies the following conditions:
(1) for all γ ∈ ∆˜G(O) and g ∈ G(O), we have Γφ∆(γg) = Γφ∆(γ)g,
(2) for all γ ∈ ∆˜G(O), we have γφ∆(γ)−1 ∈ ∆˜, or equivalently, φ(γ)γ˜ ∈ ∆,
(3) the map Γ\∆ → ∆˜G(O)/G(O) given by Γδ 7→ δ˜G(O) is injective. Note
that it is also necessarily surjective.
These conditions ensure that summing over g∆˜G(O) is the same as summing over
the quotient Γ\∆.
We say that an element ∑
M
uMM ∈ R[Mat2(O)].
satisfies condition (C∆) if and only if for all C ∈ ∆˜G(O)/G(O) we have the equality
in R[P1(K)]
[∞]− [0] =
∑
M∈C
uM ([M∞]− [M0]).
We then have the following formula for the Hecke action on Manin symbols.
Proposition 3.1.1. Let P ∈ Rk−2[X,Y ] and g ∈ G(O). Given an element∑
M uMM ∈ R[Mat2(O)] satisfying condition (C∆), and a (φ,∆) pair as above,
we have an equality in Mk(Γ),
T∆([P, g]) =
∑
M
uM [P |M˜ , φ(gM)]
where the sum runs over M such that gM ∈ ∆˜G(O).
Proof. Let S be a set of representatives of g−1∆˜G(O)/G(O). Then the right hand
side can be written as∑
s∈S
∑
M∈sG(O)
uMP |φ(gM)M˜ ⊗ {φ(gM)0, φ(gM)∞}
=
∑
s∈S
∑
M∈sG(O)
uMP |φ(gs)s−1MM˜ ⊗ {φ(gs)s−1M0, φ(gs)s−1M∞}
since s−1M ∈ G(O) and property (1) of the (φ,∆) family. Using condition (C∆)
the definition of modular symbols this is equal to∑
s∈S
uMP |φ(gs)s−1MM˜ ⊗ {φ(gs)s−10, φ(gs)s−1∞}.
Since det(s) = det(M), we have s−1MM˜ = s˜, thus we write the above as∑
s∈S
uMP |φ(gs)s˜g˜g ⊗ {φ(gs)s˜g˜g0, φ(gs)s˜g˜g∞}.
By property (2) of the map φ we have φ(gs)s˜g˜ ∈ ∆, and by property (3) we have
that φ(gs)s˜g˜ runs through a set of representatives of Γ\∆ as s runs through S.
Thus we conclude that the above is equal to∑
δ∈R
δ[P, g]
as desired. 
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We refer the reader to [7, Theorem 3.2] for the analogous result.
3.2. Heilbronn-Merel families. We recall the Heilbronn-Merel families constructed
by Mohamed that satisfy condition C∆ [7, Section 3.3]. Since we are assuming K
is Euclidean, it is constructed as a subset of
Xη ⊂
{(
a b
c d
)
: N(a) > N(b) ≥ 0, N(d) > N(c) ≥ 0, ad− bc = η
}
.
Let D be the set of divisors of η, where we identify two divisors δ and δ′ if they are
associate, that is, δ, δ′ are distinct in D if δ/δ′ 6∈ O×. Then given δ ∈ D , choose a
set of representatives Sδ of O/δO such that for each β ∈ Sδ, we have N(β) < N(δ).
Given a set of representatives Aδ of O/δO, for each α ∈ Aδ let α′ be the remainder
of the division of α by δ. Then the set of α′ satisfies the desired property of Sδ.
The Heilbronn-Merel matrices of determinant η are then constructed as follows.
Given β ∈ Sδ, let x0 = δ, x1 = β, y0 = 0, and y1 = η/δ. Form the matrices
M1 =
(
x0 x1
y0 y1
)
, M1 =
(
x1 x2
y1 y2
)
where
x2 = x1q1 − x0, y2 = y1q1 − y0.
Here −x2 is a remainder obtained from the division of x0 by x1. BothM1,M2 have
determinant η, and N(x2) ≤ ǫN(x1), where
ǫ =


(
1 + d
4
√
d
)2
if d ≡ 3 mod 4
1 + d
4
otherwise.
and K = Q(
√−d). More generally, from a matrix
Mi =
(
xi−1 xi
yi−1 yi
)
, xi = xi−1qi−1 − xi−2, yi = yi−1qi−1 − yi−2
we form the matrix
Mi+1 =
(
xi xi+1
yi yi+1
)
, xi+1 = xiqi − xi−1, yi+1 = yiqi − yi−1,
and stop once the remainder is zero. The matricesMi andMi+1 are more succinctly
related by the equality
Mi+1 = Mi
(
0 −1
1 q1
)
,
so we may describe the Heilbronn-Merel families as the sets
Xη =
⋃
δ∈D
⋃
β∈Sδ
{
Mi =
(
xi−1 xi
yi−1 yi
)
:Mi+1 = Mi
(
0 −1
1 q1
)
,M1 =
(
x0 x1
y0 y1
)
,
and xi+1 = xiqi − xi−1
}
(9)
and define X to be the union over all nonzero η ∈ O of Xη. Any element ( a bc d ) ∈ Xη
satisfies N(a) > N(b) ≥ 0 and N(d) > N(c) ≥ 0, analogous to the Heilbronn
families used by Merel [6]. By construction, the element∑
θ∈Xη
θ ∈ R[Mat2(O)]
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satisfies condition (C∆). We remark that an explicit algorithm producing Heilbronn-
Merel families is given in Algorithm 3.17 of [7]. In the case that K is non-Euclidean
but has class number one, one defines a set of matrices defining T∆η under the as-
sumption that a word decomposition of an element g ∈ G is available.
3.3. Hecke action. It remains to construct a pair (φ,∆). In the case of Γ = Γ1(n),
it is constructed as follows. Let η ∈ O be a nonzero element coprime to n. Define
∆η =
{(
a b
c d
)
∈Mat2(O) : ad− bc = η, c ≡ a− 1 ≡ 0 (modn)
}
.
If M2(O)η is the subset of elements of Mat2(O) with determinant η, then ∆η =
M2(O)η ∩ Γ1(n). It follows that Γ1(n)∆η = ∆ηΓ1(n) = ∆η and the set Γ1(n)\∆η
is finite. We denote then T∆η the Hecke operator acting on Mk(n).
Define
En = {(u, v) ∈ (O/nO)2 : uO + vO = O/nO}.
There is a surjective map π : G(O) → En sending M to (0, 1)M . Note that
M,M ′ ∈ G(O) have the same image under this map if and only if M ∈ Γ1(n)M ′,
therefore we have a bijection
Γ1(n)\G(O) ∼→ En.
Let λ be a section of π, and let x ∈ En. Then the Manin symbol [P, λ(x)] depends
only on Γ1(n)λ(x) and P . Define an action of Mat2(O) on x = (u, v) by the matrix
mutiplication
(u, v)
(
a b
c d
)
= (au+ cv, bu+ dv).
The space of Manin symbols of weight k and level Γ1(n) over a ring R can then
be identified with Rk−2[X,Y ][En]. That (φη,∆η) is a (φ,∆) pair is proven in
[7, Lemma 3.3], we nonetheless include a direct proof of this in the proof of the
following proposition.
Theorem 3.3.1. Let P [u, v] ∈ Rk−2[X,Y ][En]. Let
∑
M uM ∈ R[M2(O)η] be such
that for all classes C ∈M2(O)η/G(O), we have
(10)
∑
M∈C
uM ([M∞]− [M0]) = [∞]− [0].
Then
T∆η([P, (u, v)]) =
∑
M∈C
uM [P (aX + bY, cX + dY ), (au+ cv, bu+ dv)]
where the sum runs over matrices M such that (au + cv, bu+ dv) ∈ En.
Proof. We first note that the requirement (10) implies that the sum
∑
M uM satis-
fies condition C∆η . On the other hand, observe that the set ∆˜ηG(O) is the set of
matrices in M2(O)η such that
cO/nO + dO/nO = O/nO,
in other words, c, d, n are coprime ideals. Define φη : ∆˜ηG(O) → G(O) to be the
map such that
π(φη(
(
a b
c d
)
)) = (c, d) ∈ En.
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In particular, we have that π(φη(M)) = (0, 1)M for any M . Also, note that
gM ∈ ∆˜ηG(O) if and only if π(g)M ∈ En.
If we can show that (φη,∆η) is a (φ,∆) pair, then Proposition 3.1.1 will apply
and the result will follow.
Property (1) follows since
π(φη(
(
a b
c d
)
g)) = (c, d)g = π(φη(
(
a b
c d
)
)g).
Property (2) follows since g ∈ ∆˜ηG(O) if and only if (0, 1)g = (0, 1) in En, so
(0, 1)g = (0, 1)φη(g) and thus gφη(g)
−1 ∈ ∆˜η.
For Property (3), we consider δ, δ′ ∈ ∆η such that
δ′δ−1 =
(
a′ b′
c′ d′
)(
a b
c d
)−1
= η−1
(
da′ − b′c −ba′ + ab′
dc′ − d′c −bc′ + ad′
)
belongs to G(O). By definition of ∆η it follows that η ≡ d ≡ d′ (mod n), so δ, δ′,
and δ′δ−1 are all upper triangular matrices modulo n. Moreover, since a ≡ a′ ≡ 1
(mod n), it follows that da′−b′c ≡ 1 (mod n) also, thus δ′δ−1 belongs to Γ1(n). 
4. Universal expansions
4.1. A Fourier expansion. Define the Hecke algebra T to be the commutative
subalgebra of the endomorphisms of H1(Γ, V ), generated by elements
Tpi =
(
π 0
0 1
)
, Spi =
(
π 0
0 π
)
in GL2(K), where π is a prime in O coprime to the level of Γ. It is well-known
that T stabilizes the the cuspidal part Hicusp(Γ, V ).
For ease of notation, we shall set Sk(n) = Sk(Γ1(n)) and similarly Sk(n) and
Mk(n).
Proposition 4.1.1. Let Λ be a linear map from T to C. Then for (z, t) ∈ H3,
(11)
∑
α∈O,α6=0
Λ(Tα)t
2K
(
4π|α|t√
dK
)
ψ
(
αz√
dK
)
is, except for the constant coefficient, the Fourier expansion of an element of S2(n).
Proof. Let aα be the linear form on M which associates to a Bianchi modular form
its α-th Fourier coefficient . We claim that the bilinear pairing on S2(n)×T given
by
(f, T ) 7→ a1(Tf)
is nondegenerate. First, fix T ∈ T and suppose that for all f ∈ S2(n) we have
a1(Tf) = 0. Then for all nonzero α ∈ O, we have
0 = a1(TTαf) = a1(TαTf) = aα(Tf),
and it follows that Tf = 0 for all f ∈ S2(n), and therefore T = 0. Conversely, fix
f ∈ S2(n) and suppose that for all T ∈ T we have a1(Tf) = 0. Then for all α ∈ O
we have
a1(Tαf) = aα(f) = 0
and thus f = 0.
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Now then there exists f ∈ S2(n) such that Λ(T ) = a1(Tf) for any T ∈ T. It
follows then that (11) is equal to
∑
α∈O,α6=0
a1(Tαf)t
2K
(
4π|α|t√
dK
(
ψ
(
αz√
dK
)
=
∑
α∈O,α6=0
aα(f)t
2K
(
4π|α|t√
dK
(
ψ
(
αz√
dK
)
which is the the Fourier expansion of f , up to the constant Fourier coefficient. 
4.2. Proof of main theorem. We can now complete the proof of Theorem 1.0.1.
Let
x =
∑
λ∈En
Pλ[λ], m(x) =
∑
λ∈En
[Pλ, λ] ∈ Mk(n).
Using Lemma 2.4.3 and the property that Sk(n) lies in the kernel of ∂ from Propo-
sition 2.4.2, it follows that the requirement b(x) = 0 is equivalent to m(x) ∈ Sk(n).
On the other hand, the relations (1) imply that that the linear map φ factorizes
through a linear map on Mk(n) by means of the map
Rk−2[X,Y ][Γ\G(O)]→ Mk(n)
sending P [Γg] to the Manin symbol [P, g]. Denote by φm the linear map on Sk(n)
induced by φ.
By our assumption that (8) is nondegenerate, the Hecke algebra on Sk(Γ) is
isomorphic to the algebra generated by operators T∆η acting on Mk(Γ). The map
T 7→ φm(T (m(x)) is a linear map on the Hecke algebra. By Theorem 3.3.1, we have
for the (C∆η) family Xη,
φm(Tαm(x)) =
∑
λ∈En
φm

 ∑
M∈Xη
[Pλ|M¯ , λM ]


=
∑
λ∈En
φ

 ∑
M∈Xη
Pλ|M¯ [λM ]


=
∑
M∈Xη
φ|M (x).
Here we have used the fact that φ(P [x]) = 0 if x 6∈ En. Then taking k = 2 and
applying Proposition 4.1.1, we have that
∑
α∈O,α6=0
φm(Tαm(x))t
2K
(
4π|α|t√
dK
)
ψ
(
αz√
dK
)
=
∑
α∈O,α6=0
∑
M∈Xα
φ|M (x)t2K
(
4π|α|t√
dK
)
ψ
(
αz√
dK
)
=
∑
M∈X
φ|M (x)t2K
(
4π| det(M)|t√
dK
)
ψ
(
det(M)z√
dK
)
is the Fourier expansion of a Bianchi cusp form in Sk(n).
Conversely, given any f ∈ Sk(n), let φf be the unique linear form on Sk(n)
such that φf (y) = 〈f, y〉 for all y ∈ Sk(n). Let now φ be the composition of
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φf with the canonical surjection from ker(b) to Sk(n), and choose an element
x ∈ Rk−2[X,Y ][O/nO)2] such that b(x) = 0 and whose image A in Sk(n) is the
unique modular symbol such that 〈f,A〉 = a1(f). Then since
φ(Tα(x)) = φf (TαA) = a1(Tαf) = aα(f)
we then have the Fourier expansion of f
∑
α∈O,α6=0
φ(Tα(x))t
2K
(
4π|α|t√
dK
)
ψ
(
αz√
dK
)
=
∑
α∈O,α6=0
aα(f)t
2K
(
4π|α|t√
dK
)
ψ
(
αz√
dK
)
,
hence all Bianchi modular forms can be obtained by this method.
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