Figure S1.2 Variation of Ensembles of Neural Networks predictions MHC binding affinity (ln (ic 50 ))
The basic process of using amino acid physical property principal components to predict MHC I and MHC II binding affinity has been described elsewhere (1-3). We have improved on the process described in those publications by use of bootstrap aggregation "bagging" of the training sets to create ensembles of unique prediction equations. The underlying theory behind this process has been described by Brieman (4) . Each ensemble member equation produces its own best estimate of the affinity based on its training and uses a different starting subset of the original training set. A 5-k-fold cross-validation process is used with each random subset and when the process converges an ensemble member equation is produced that will generate a prediction of binding affinity based on the amino acid sequence of a query peptide. This process is particularly useful because it makes it possible not only to obtain estimates of the binding affinity but also to provide estimates of the variability of the predictions that are useful to experimentalists. Each training set has a characteristic variation that seems to depend on the particular combinations of amino acids in the peptides used for the experimental determination of binding affinity. As seen in the figure the variation is weakly correlated with training set size for MHC I and uncorrelated with size for MHC II. For MHC II the overall standard deviation in predictions among ensembles is about 0.6 natural log units. It is somewhat larger for MHC I alleles. An example of the magnitude of the variation in predictions is shown in the figure.
In addition, with this strategy it is possible to compare the performance of the neural network predictions on both the peptides used for training and on peptides from proteins of interest. If the networks are performing consistently the correlations should be high. The insets show that the variation in ensemble predictions is comparable for the training sets and for random target peptides. Ensembles of 10 equations are used in the predictions. 
