Abstract. We study endomorphism algebras of 2-term silting complexes in derived categories of hereditary finite dimensional algebras, or more generally of Ext-finite hereditary abelian categories. Module categories of such endomorphism algebras are known to occur as hearts of certain bounded t-structures in such derived categories. We show that the algebras occurring are exactly the algebras of small homological dimension, which are algebras characterized by the property that each indecomposable module either has injective dimension at most one, or it has projective dimension at most one.
Introduction
Happel and Ringel [HR] introduced tilted algebras in the early eighties. These are the finite dimensional algebras which occur as endomorphism algebras of tilting modules over hereditary finite dimensional algebras.
The notion was generalized by Happel, Reiten and Smalø [HRS] , who introduced quasi-tilted algebras, which are the algebras occurring as endomorphism algebras of tilting objects in hereditary abelian categories with finiteness conditions. Quasi-tilted algebras were shown to have a natural homological characterization. Consider the following property on the category mod A, of finite dimensional right A-modules, for a finite dimensional algebra A: for each indecomposable module X, we have either pd X ≤ 1 or id X ≤ 1 (that is: the projective or the injective dimension is at most one). Let us call this the shod-property (=small homological dimension).
In [HRS] , they showed that the quasi-tilted algebras are exactly the algebras of global dimension at most two with the shod-property. They also showed that algebras with the shod-property have global dimension at most three.
Then, Coelho and Lanzilotta [CL] defined shod algebras, as the algebras with the shodproperty. Shod algebras of global dimension three, they called strictly shod. Later Reiten and Skowroński [RS] , gave a characterization of the strictly shod algebras, in terms of a property of the AR-quiver Q A of A: namely the existence of what they called a faithful double section in Q A .
Our aim is to show that shod algebras admit a very natural characterization, using the notion of silting complexes, as introduced by Keller and Vossieck [KV] . Let P be a complex in the bounded homotopy category of finitely generated projective A-modules K b (proj A). Then P is called silting if Hom K b (proj A) (P, P[i]) = 0 for i > 0, and if P generates K b (proj A) as a triangulated category. Furthermore, we say that P is 2-term if P only has non-zero terms in degree 0 and −1. In Section 4, we generalize the notion to bounded derived categories of abelian categories. Note that K b (proj A) can be considered as a full subcategory of the bounded derived category D b (A), and as equal to D b (A) if A has finite global dimension.
In [BZ] , we studied torsion theories induced by 2-term silting complexes, and generalized classical results of Brenner-Butler [BB] and Happel-Ringel [HR] . Here we apply these results to prove the following main result.
Theorem 0.2. Let A be a connected finite dimensional algebra over an algebraically closed field k. Then
(a) A is a strictly shod or a tilted algebra if and only if it is a silted algebra. (b) A is a shod algebra if and only it is a quasi-silted algebra.
The paper is organized as follows. We first recall some notation and facts concerning 2-term silting complexes and induced torsion pairs. Then in Section 2, we prove part (a) of our main theorem. In Section 3 we provide a link to the classification of shod algebras by Reiten and Skowroński. Then we define 2-term silting complexes in bounded derived categories of Ext-finite abelian categories, in Section 4, where also part (b) of our main theorem is proved. We conclude with providing a small example to illustrate our main theorem. See [ASS] for the definition of torsion pairs and other undefined notions for module categories. See [H1, HRS] for the definition of t-structures and other undefined notions for derived categories.
We would like to thank Steffen Oppermann and Dong Yang for discussions related to this paper.
Background and notation
In this section we fix notation and recall facts concerning silting theory for 2-term silting complexes. We refer to [BZ] for details.
In this paper, all modules are right modules. Let A be a finite dimensional algebra over a field k. We denote by mod A the category of all finitely generated A-modules. A composition f g of morphisms f and g means first g and then f . But a composition ab of arrows a and b means first a then b. Under this setting, we have an equivalence from the category of all finite dimensional representations of a quiver Q bounded by an admissible ideal J to the category mod kQ/J, and a canonical isomorphism A End A A. For an A-module M, we let add M denote the full subcategory of all direct summands in direct sums of copies of M, we let Fac M denote the full subcategory of all modules which are factors of modules in add M, and we let Sub M denote the full subcategory of all modules which are submodules of modules in add M. Let rad M denote the radical of a module M, and let soc M denote the socle of M. We let D = Hom k (−, k) denote the ordinary vector-space duality, we let ν denote the Nakayama functor ν = D Hom A (−, A), and we let τ A denote the Auslander-Reiten translation in mod A. Note that the Nakayama functor induces an equivalence
, where proj A and inj A denote the full subcategories of projectives and injectives in mod A, respectively. Furthermore, we have an isomorphism
. Let U, V be full subcategories of a triangulated (or abelian) category W. We let U * V denote the full subcategory with objects occurring as a middle terms of triangles (or short exact sequences) with left end terms in U and right end terms in V. Consider a pair of indecomposable A-modules X, Y. If there exists a sequence of non-zero
Let P be a 2-term silting complex in K b (proj A) for a finite dimensional k-algebra A and let B = End D b (A) (P). We always assume P is basic, and that k is algebraically closed. Then B is a path algebra modulo an admissible ideal. Consider the subcategories
) is a torsion pair in mod A. Furthermore, the functors Hom D b (A) (P, −) restricted to T (P) and Hom D b (A) (P, −[1]) restricted to F (P) are both fully faithful and there is a 2-term silting complex Q in D b (mod B) , such that X(P) : = Hom D b (A) (P, F (P) [1]) = T (Q) and Y(P) : = Hom D b (A) (P, T (P)) = F (Q). We will refer to this fact, which is the main result of [BZ] , as the silting theorem.
Note that
The following facts from [HKM] and [BZ] concerning the torsion pair (T (P), F (P)) are useful. 
We shall also need the following facts concerning B = End D b (A) (P) and the torsion pair (X(P), Y(P)) in mod B, in the case where A is hereditary. 
for P indecomposable projective with P add(
Proof. (a) This follows from [BZ, Lemma 5.5] .
(b) This follows from (a), using the fact that there are no non-zero maps from objects in X(P) to objects in Y(P).
On the other hand, applying Hom H (−, N) for any N ∈ T (P) we have an exact sequence
where the first term is zero, using Proposition 1.1(b) and that T 0 is in add H 0 (P), and where the last term is zero since H is hereditary. So Ext 1 H (L, N) = 0 for any N ∈ T (P), which implies L ∈ add H 0 (P) by Proposition 1.1(b). Since pd H 0 (P) H ≤ 1, we have that H 0 (P) is isomorphic to a direct summand of P. So both Hom D b (H) (P, T 0 ) and Hom D b (H) (P, L) are projective, hence, we have pd Y B = pd Hom D b (H) (P, M) B ≤ 1. The proof for X ∈ X(P) is similar by using Proposition 1.1(d,e).
(d) This follows from (c), using [HRS, Proposition 2.1.1] .
(e) This follows from (a) and [BZ, Proposition 5.6 ].
We also need the following observation which follows from [AIR, Lemma 2.3 
We recall the notion of (strictly) shod algebras.
Definition 1.4 ([CL]). An algebra A is called shod if for each indecomposable A-module X, either
Let L be the set of the indecomposable A-modules Y such that for all predecessors X of Y, we have that pd X A ≤ 1 and R be the set of the indecomposable A-modules X such that for all successors Y of X, we have that id Y A ≤ 1. We recall some equivalent characterizations of shod algebras.
Proposition 1.5 ([CL]). The following are equivalent for an algebra A:
(a) A is a shod algebra;
Silted algebras and shod algebras
Note that by Proposition 1.2(a,c), any silted algebra is shod. In this section we prove that a finite dimensional algebra over an algebraically closed field is silted if and only if it is strictly shod or tilted. The following will be the key fact for our proof.
Proposition 2.1. If there is a 2-term silting complex
The proof of this will follow after a series of lemmas. For this we now fix an algebra A and assume the existence of a 2-term silting complex
where J B is an admissible ideal. We aim to prove that Q B , the Gabriel quiver of B, is acyclic. Then we show that the corresponding hereditary algebra H = kQ B admits a 2-term silting complex, such that A is isomorphic to its endomorphism ring. This is our strategy for proving Proposition 2.1.
In order to describe Q B and J B we need first to consider two factor algebras of B, namely End A (H 0 (P)) and End A (H −1 (νP)).
Let P = P L ⊕ P M ⊕ P R , where P L is the direct sum of the indecomposable direct summands of P with zero 0th term and P R is the direct sum of the indecomposable direct summands of P with zero −1th term. We shall need the following lemma.
Lemma 2.2. H −1 (P) is projective and H
Proof. We prove the first part. The proof of the second part is similar. Since P is given by the map P −1 p − → P 0 , we have an exact sequence
By definition, the map c p is a projective cover of H 0 (P). Let K = ker c p . By Proposition 1.1(b), H 0 (P) is Ext-projective in T (P). Therefore any direct summand of K is not in T (P), and since (T (P), F (P)) is split, by the assumption on P, we have that K belongs to F (P). So pd K A ≤ 1 by the assumption, and hence H −1 (P) is projective. We now prove that H −1 (P)[1] is in add P L . By Lemma 1.3, it is sufficient to prove that Hom A (H −1 (P), H 0 (P)) = 0. Applying Hom D b (A) (−, H 0 (P)) to the triangle
we have an exact sequence
where the first term is zero by H 0 (P) ∈ T (P) and the third term is zero by id H 0 (P) A ≤ 1. Then we have Hom A (H −1 (P), H 0 (P)) = 0.
By this we get the following relations between the algebras End A (H 0 (P)), End A (H −1 (νP)) and
Lemma 2.3. The functor H 0 (−) gives a surjective homomorphism of algebras
whose kernel is the space consisting of morphisms which factor through add P L . The functor H −1 (ν−) gives a surjective homomorphism of algebras
whose kernel is the space consisting of morphisms which factor through add P R .
Proof. Since H 0 (−) is a k-linear functor, it gives a homomorphism of the algebras. Using that P is a projective presentation of H 0 (P), we obtain that this homomorphism is surjective. By H 0 (P L ) = 0, we have that H 0 ( f ) = 0 for any morphism f which factors through P L . Now we assume that
. Considering the following diagram:
we have that f 0 factors through p. So we may assume that f 0 = 0 up to homotopy. In this case, f −1 factors through H −1 (P). Due to Lemma 2.2, we have
Thus, the proof of the first statement is complete. The second statement is dual to the first one.
The following will be crucial for proving that Q B is acyclic.
Lemma 2.4. Both End A (H 0 (P)) and End A (H −1 (νP)) are hereditary algebras.
Proof. We prove the statement for B 0 = End A (H 0 (P)). The proof for End A (H −1 (νP)) is similar. To complete the proof, it is sufficient to prove that pd S B 0 ≤ 1 for any simple B 0 -module S . Since, by Lemma 2.3, the algebra B 0 is a factor algebra of B, we have that mod B 0 is a full subcategory of mod B closed under both submodules and factor modules. Therefore, the torsion pair (X(P), Y(P)) in mod B, gives rise to a torsion pair (
. It is straightforward to verify that we have Hom
is a projective generator of mod B 0 .
Let S be a simple B 0 -module and
, and since Y(P) is closed under submodules, also the kernel of p S is in Y(P). Hence there is an L in T (P), such that there is an (P, X) . By the silting theorem, the exact sequence (2.1) gives rise to an exact sequence
By the assumption on T (P), we have that Ext 2 A (−, T (P)) = 0. In particular Ext 2 A (X, T (P)) = 0, and hence it follows from the sequence (2.2) that Ext
by Proposition 1.1(b). Hence the exact sequence (2.1) is a projective resolution of S , which shows that pd S B 0 ≤ 1.
We first give a preliminary description of Q B and J B for B = End D b (A) (P). This will be improved in Lemma 2.9.
Let V ? be the set of the vertices of Q B corresponding to the direct summands of P ? and let e ? be the sum of primitive orthogonal idempotents e v with v ∈ V ? , where
and the arrows between them. For any algebra Λ, we use Q Λ to denote its (Gabriel) quiver. 
Proof. The first assertion in (a) follows from Hom
Then the second assertion follows since J B is admissible. The surjective algebra morphisms in Lemma 2.3 induce algebra-isomorphisms End Before we can show that Q B is acyclic we need some more properties of the torsion pair (X(P), Y(P)).
Lemma 2.6. With the above notation, the following hold. (a) For any X in mod A, we have that the B-module Hom
) is in X(P), and that
Proof. Part (a) is contained in [BZ, Lemma 3.6] . Part (b) follows directly from (a). Then parts (c) and (d) follow from the facts that X(P) is closed under factor modules, and Y(P) is closed under submodules.
Lemma 2.7. We have Ext 2 B (X(P), Y(P)) = 0. Proof. Since (T (P), F (P)) is split by assumption, we have that P is a tilting complex by [BZ, Proposition 5.7 ]. Then we have
Proof. Assume there is a path p from v 1 in V L to v 2 in V R , and assume it contains no proper subpath from V L to V R . Then, by Lemma 2.5 (c), it follows that p is a minimal relation. Let S i for i = 1, 2 be the simple B-module corresponding to vertex v i . Then Ext 2 B (S 1 , S 2 ) 0, by [BIRS, Proposition 3.4] (note that we use right modules but they use left modules).
By Lemma 2.6 (c,d), we have that S 1 is in X(P) and S 2 is in Y(P). Now the claim follows from Lemma 2.7. The following facts, see [AIR, Theorem 0.5 and Proposition 1.1], will be crucial. Recall that a torsion pair (T , F ) in mod Λ is called functorially finite if both T and F are functorially finite subcategories.
Proposition 2.10. Let (T , F ) be a torsion pair in mod Λ, for a finite dimensional algebra Λ.
(
a) (T , F ) is functorially finite if and only if there is a 2-term silting complex
C in K b (proj Λ), such that (T , F ) = (T (C), F (C)). (b) (T , F ) is
functorially finite if and only if T = Fac U, where U is Ext-projective in T .
We need one more observation before finishing the proof of Proposition 2.1. Lemma 2.11. We have X(P) ⊂ mod End A (H −1 (νP)) and Y(P) ⊂ mod End A (H 0 (P)).
Proof. We only prove the first inclusion, the second can be proved dually. By the second part of Lemma 2.3, we only need to prove that for any element γ in End D b (A) (P) which factors through add P R , we have Xγ = 0 for any X in X(P). This holds since
Proof of Proposition 2.1. Let P be a 2-term silting complex in K b (proj A) such that the induced torsion pair (T (P), F (P)) satisfies condition (d) in Proposition 1.5 and let B = End D b (A) (P) = kQ B /J B . By Lemma 2.9, the quiver Q B is acyclic and the ideal J B is generated by the paths from the vertices in V R to the vertices in V L . Let H = kQ B . We then have an induced embedding mod B ⊂ mod H. We claim that (X(P), Y(P)) is also a torsion pair in mod H.
For any H-module M, we only need to prove that M is in X(P) * Y(P). We first note that Me L H is in X(P) by Lemma 2.6(c). Consider the short exact sequence
By the description of J B it is clear that M J B ⊂ Me L H, and hence that N = M/Me L H is in mod B. Now, using that (X(P), Y(P)) is a torsion pair in mod B, we have N ∈ X(P) * Y(P). Since X(P) is closed under extensions in mod B, by Lemma 2.11, it is also an extension-closed subcategory of mod End A (H −1 (νP)). By Lemma 2.4, Lemma 2.5(b) and the definition of H, we have End A (H −1 (νP)) H/He R H. Hence X(P) is also closed under extensions in mod H. Using the sequence (2.3), we have that M ∈ X(P) * X(P) * Y(P) = X(P) * Y(P). Therefore, (X(P), Y(P)) is also a torsion pair in mod H. We also claim that for any X ∈ X(P) and Y ∈ Y(P), we have a functorial isomorphism Ext
For this, it is sufficient to prove that for any short exact sequence in mod H: 
The torsion pair (X(P), Y(P)) is a functorially finite torsion pair in mod B, by [BZ, Corollary 3.9] , and it then follows from Proposition 2.10(b) that it is also functorially finite in mod H.
Hence, by Proposition 2.10(a), it follows that there is a 2-term silting complex
(a). By the silting theorem, we have X(R) ≃ F (R) = Y(P) ≃ T (P) and similarly Y(R) ≃ F (P).
So we have split torsion pairs (T (P), F (P)) in mod A, and (X(R), Y(R)) in mod End D b (H) (R). We claim that we actually have mod A ≃ mod End D b (H) (R). For this, we need in addition a functorial isomorphism Hom End D b (H) (R) (Y(R), X(R)) Hom A (F (P), T (P)). Indeed, we have
, and we have proved that A is silted.
The following lemma gives a sufficient condition for a finite dimensional algebra to be tilted.
Lemma 2.12. Let A be a finite dimensional algebra and P a 2-term silting complex, such that the condition of Proposition 2.1 holds. If, in addition, T (P) contains all the injective A-modules, or F (P) contains all the projective A-modules, then A is a tilted algebra.
Proof. Assume T (P) contains all the injective A-modules. Then, we have νP
Since H 0 (P) ∈ T (P), we have id H 0 (P) A ≤ 1 by assumption. It is clear that Ext 1 A (H 0 (P), H 0 (P)) = 0. So H 0 (P) is a cotilting A-module. By Lemma 2.4, the algebra End A (H 0 (P)) is hereditary. Therefore, the algebra A is tilted. The other case can be proved dually. Now we prove the main result in this section. , it follows from Proposition 2.10(a) that there is a 2-term silting complex P ∈ K b (proj A) such that (T , F ) = (T (P), F (P)). If F (P) contains all the projective A-modules, then A is a tilted algebra by Lemma 2.12. If there is a projective A-module in T (P), since T (P) is contained in add R, then R contains an Ext-projective module. By [HRS, Theorem II.3.3] , if A is quasi-tilted, then A is tilted. Thus the proof is complete. Finally, recall that it was proved in Proposition 1.2(e), that the global dimension of a silted algebra is at most 3.
Note that we have now proved part (a) of Theorem 0.2.
Double sections
In [RS] , Reiten and Skowroński characterized strictly shod algebras as strict double tilted algebras, which are algebras whose AR-quiver contains a strict faithful double section with certain conditions. Let B be an algebra which is tilted or strictly shod. By the previous section, we know that B End D b (H) (P) for a 2-term silting complex P in the bounded derived category of some hereditary algebra H. In this section, we will use this fact to give an alternative proof of why B has a faithful double section ∆, by identifying the modules in ∆ as images of some injective or projective A-modules under the functors Hom D b (H) (P, −) or Hom D b (H) (P, −[1]). Furthermore, we have that ∆ is a section when B is tilted, while it is a strict double section when B is strictly shod. The construction of the double section ∆ in a silted algebra is an analogue of the construction of a section in a tilted algebra. For the latter, we refer to [ASS, Section VIII.3] .
We recall some definitions concerning AR-quivers. For an algebra Λ, denote by Γ Λ the ARquiver of Λ and by τ Λ = DTr and τ −1
Let C be a connected component of Γ Λ . A connected full subquiver ∆ of C is called a double section in C if the following conditions hold: -∆ is acyclic, i.e. there is no oriented cycles in ∆; -∆ is convex, i.e. for each path
-If O is a τ Λ -orbit in C and |∆ ∩ O| = 2 then ∆ ∩ O = {X, τ Λ X} for some X ∈ C and there are sectional paths I → · · · → τ Λ X and X → · · · → P, with I injective and P projective. A double section ∆ in C is called strict if there exists a τ Λ -orbit O in C with |∆ ∩ O| = 2 and is called a section if for any τ Λ -orbit O in C we have |∆ ∩ O| = 1. A double section is called faithful, if the direct sum of the corresponding modules is faithful. Now let B be a connected silted algebra, that is, B is connected and there is a hereditary algebra H and a 2-term silting complex
Let P be a complete set of non-isomorphic indecomposable projective H-modules. Let P l be the subset of P consisting of P with P ∈ add P and let P r be the subset of P consisting of P with P[1] ∈ add P. It is clear that P l ∩ P r = ∅.
Lemma 3.1. With the above notation, the following hold.
(a) For any P ∈ P, we have F(P[1]) ∈ X(P) and F(νP) ∈ Y(P); F(P[1]) = 0 if and only if P ∈ P l ; F(νP) = 0 if and only if P
∈ P r . (b) For any P ∈ P \(P l ∪ P r ),
we have that both of F(νP) and F(P[1]) are indecomposable and there is an AR-sequence
0 → F(νP) → F(νP/ soc(νP)) ⊕ F((rad P)[1]) → F(P[1]) → 0.
In particular, in this case, F(νP) is not injective and F(P[1]) is not projective. (c) An indecomposable B-module in X(P) is projective if and only if it is isomorphic to F(P[1]) for P ∈ P r . In this case, there is a right minimal almost split map in mod B F(νP/ soc(νP)) ⊕ F((rad P)[1]) → F(P[1]). (d) An indecomposable B-module in Y(P) is injective if and only if it is isomorphic to F(νP) for P ∈ P l . In this case, there is a left minimal almost split map in mod B F(νP) → F(νP/ soc(νP)) ⊕ F((rad P)[1]).
Proof. Statement (a) follows from Lemma 2.6 and the definitions of P l and P r and (b) follows from Proposition 1.2(f). We will prove (c). Statement (d) can be proved similarly. For any P ∈ P r , we have P[1] ∈ add P. So F (P[1] ) is projective. Now we prove that all indecomposable projective modules in X(P) are of this from. Let F (M[1] ) be an indecomposable projective Bmodule in X(P) with M ∈ F (P). Applying the functor F(−) to the projective cover P M
this epimorphism is split. Hence F(M[1]) is a direct summand of F(P M [1]). Therefore, by (a) and (b), F(M[1]) has to have the form F(P[1]) for some
By [H1, Chap. 4] , there is an AR-triangle
in D b (H), where S = soc(νP). Applying the functor F to this triangle, we obtain an exact sequence
in mod B. Note that the last map u in this exact sequence factors through F (S [1] ). For each indecomposable summand P ′ of P, if P ′ is of the form P ′ [1] for some P ′ ∈ P r , then
) is 1-dimensional for P ′ P, and 0-dimensional for P ′ P. If P ′ is not of such form, then H −1 (P ′ ) = 0 and hence
. So the image of u is the simple top of F(P[1]). Hence F(νP/S ) ⊕ F(rad P[1]) → F(P[1]
) is a right minimal almost split map.
Let P ′ r be the subset of P consisting of modules from which there are nonzero morphisms to modules in P r which do not factor through modules in P l . Dually, let P ′ l be the subset of P consisting of modules to which there are nonzero morphisms from modules in P l which do not factor through modules in P r . Proof. We first note that, since A is hereditary, then for a projective P with P/ rad P S , we have that rad P is projective and νP/S is injective. By Lemma 3.1, P ′ r is the set of modules P ∈ P such that there is a path in Γ B from F(P[1]) to F(P ′ [1]) for some P ′ ∈ P r , and P ′ l is the set of P ∈ P such that there is a path from F(νP ′ ) to F(νP) for some P ′ ∈ P l .
Let
To prove that ∆ is convex, it is clearly sufficient to prove that Z 2 is in ∆, and proceed by induction.
By assumption, the module Z 1 is either of the form F(P[1]) for P ∈ P ′ r , or of the form F(νP)
is of the form F(P[1]). Since F(P[1]) belongs to X(P)
, by Proposition 1.2(b) we have that none of the Z 2 , . . . Z s are in Y(P), and hence none are of the form F(νQ) for a projective Q. In particular Z s = F(P ′ [1]) for some projective P ′ in P ′ r , and using repeatedly Lemma 3.1(b,c) also Z s−1 , Z s−2 , . . . , Z 2 must have this property. Hence, the claim that Z 2 is in ∆ holds in this case. Now assume Z 1 is of the form F(νP) for some
we can use the argument for case I, to conclude that Q is in P ′ r and hence Z 2 is in ∆. Therefore assume Z 2 = F(νQ). Then by Lemma 3.1(b,d), the map Z 1 → Z 2 is induced by an irreducible map P → Q. If P ∈ P ′ l , then Q ∈ P ′ l and we are done. If P P ′ l , then since P is by assumption not in P ′ r , we must also have that Q is not in P ′ r . This finishes the proof for the claim that Z 2 is in ∆ for case II. Hence, we have that ∆ is convex.
We next prove that ∆ is acyclic. Let ∆ ′ be the full subquiver of Γ B formed by F(P[1]) for P ∈ P \ P l and by F(νP) for P ∈ P \ P r . It follows from Lemma 3.1 that ∆ ′ is convex and acyclic. It is clear that ∆ is a full subquiver of ∆ ′ . So ∆ is also acyclic.
We proceed to show that ∆ is faithful and connected. For this, consider the B-modules T a = ⊕ P∈P r F(P[1]) ∈ X(P) and T b = ⊕ P∈P\P r F(νP) ∈ Y(P). We claim that T = T a ⊕ T b is a tilting module. Indeed, by Proposition 1.2(d) we have pd T b ≤ 1, and by Lemma 3.1(c) it follows that T a is projective. So we have that Ext
). Since by Proposition 1.2(b) we have that Y(P) is closed under predecessors, we must have that τ B T b is also in Y(P). Hence, since T a is in X(P), we have that Ext [BZ, Proposition 2.8(3) ]. Hence, we have Ext
Since clearly |T | = |A| = |B|, we have that T is a tilting B-module. Now, let ∆ T be the smallest convex full subquiver of Γ B which contains all indecomposable summands of T . Since T is a tilting module, we have that ∆ T is connected and faithful. It is easy to check that ∆ T is the full subquiver of ∆ ′ formed by F(νP) for P ∈ P \ P r and by F(P[1]) for P ∈ P ′ r . So ∆ is a full subquiver of ∆ T and ∆ T \ ∆ is contained in Y(P) ∩ ∆ ′ . We will construct recursively a sequence of faithful connected full subquivers ∆ 0 = ∆ T , ∆ 1 , · · · , ∆ m = ∆ of ∆ ′ such that all of them contain ∆ as a full subquiver and ∆ s+1 is a full subquiver of ∆ s with one less vertex for each 0 ≤ s ≤ m − 1. Assume that ∆ s has been constructed for some s. By assumption we have ∆ ⊂ ∆ s ⊂ ∆ T and so ∆ s \ ∆ ⊂ Y(P) ∩ ∆ ′ . Then for each vertex Z = F(νP) in ∆ s \ ∆, there is no path from F(νP ′ ) to Z for any P ′ ∈ P l , but there is a path from
) for some P ′′ ∈ P r . So τ −1 B Z ∈ ∆ s and one can choose a vertex Z ∈ ∆ s \ ∆ which is a source in ∆ s . Now let ∆ s+1 be the full subquiver of ∆ ′ obtained from ∆ s by removing Z and the arrows adjacent to Z. By Lemma 3.1(b), we have that ∆ s+1 is also faithful and connected. This finishes the construction and the proof that ∆ is faithful and connected. Now let Ψ P be the connected component of Γ B which contains ∆. By the construction of ∆, if a τ B -orbit O in Ψ P intersects ∆, then |O ∩ ∆| ≤ 2. When it equals 2, the last condition in the definition of double section holds. So what we need to prove is that ∆ intersects each τ B -orbit in Ψ P . By definition, for each P ∈ P, at least one of F(νP) and F (P[1] ) is in ∆. Hence what we need to prove is equivalent to that ∆ ′ intersects each τ B -orbit in Ψ P . This proof is similar to the proof for the tilting case (cf. e.g. the proof of [ASS, Theorem VIII.3.5] ), but we provide details for completeness. By induction, we only need to prove that for any τ B -orbit O ⊂ Ψ P , if there is an arrow τ n Y → Z or Z → τ n Y in Ψ P for some n ∈ Z, a module Z ∈ O and a module Y ∈ ∆ ′ , then O intersects ∆ ′ . We assume that |n| is minimal, and consider the following three cases.
-The case n < 0. We first claim that Y = F(P[1]) for some P ∈ P, since we otherwise can replace Y by τ −1 Y, and then this contradicts the minimality of |n|. We next claim that it follows that Z ∈ ∆ ′ and then we are done. To prove this claim, assume first that Z is in X(P) but not in ∆ ′ . Then, by Lemma 3.1(c), it is not projective. So τZ 0 and there exists an arrow τZ → τ n+1 Y or τ n+1 Y → τZ. This contradicts the minimality of |n|. Now assume Z is in Y(P) but not in ∆ ′ . Then, by Lemma 3.1(d), it is not injective and then τ −1 Z 0. There is no arrow from τ n Y to Z since τ n Y ∈ X(P). If there is an arrow Z → τ n Y, then τ −1 Z ∈ X(P) since it is a successor of τ n Y. Since Z ∈ Y(P), the AR-sequence starting at Z is a connecting sequence, which implies that Z ∈ ∆ ′ . This is a contradiction. -The case n > 0. This is dual to the above case.
-The case n = 0. If there exists an arrow Y → Z with Y = F(P[1]) for some P ∈ P, then Z ∈ X(P). If Z is projective, then it is in ∆ ′ ; if Z is not projective, then τZ 0 and there is an arrow τZ → Y, which implies τZ ∈ ∆ ′ by Lemma 3.1. If there exists an arrow Y → Z with Y = F(νP) for some P ∈ P, the claim follows directly from Lemma 3.1. Similarly, for the case Z → Y, we also have that O intersects ∆ ′ . Therefore, we have proved that ∆ is a faithful double section.
To proceed, consider the following full subquivers of ∆ ′ Third, note that τ B ∆ l ⊂ Y(P), so we have that
Combining the equations (3.1), (3.2) and (3.3), we complete the proof of the claim. It now follows that if ∆ is a double section, then B is a strictly shod algebra by [RS, Theorem 8.2] . On the other hand, if ∆ is a section, which implies that ∆ l = ∆ r = ∆, then by [L, Theorem 1.6] and [S, Theorem 3] , it follows that B is a tilted algebra. By Theorem 2.13, the algebra B is either tilted or strictly shod, therefore we have the last assertion.
Remark 3.3. In the above proof, a tilting module is constructed for each functorially finite torsion pair (T , F ) satisfying condition (d) in Proposition 1.5 in a silted algebra, which is the one considered in [CL] 
Remark 3.4. In general, B is not necessarily connected even if H is connected. In this case, the subquiver ∆ constructed in the above theorem is a union of faithful double sections
Then B is strictly shod if and only if there are nonzero morphisms f : P 1 → P 2 and g : P 2 → P 3 with P 1 ∈ P l , with P 2 ∈ P \ (P l ∩ P r ) and with P 3 ∈ P r such that f does not factor through P r and g does not factor through P l .
Proof. By Theorem 3.2, the algebra B is strictly shod if and only if ∆ is a strict double section, that is, there is a P 2 ∈ P \ (P l ∪ P r ) such that both F(νP) and F(P[1]) belong to ∆. By the construction of ∆, this is equivalent to that P 2 ∈ P ′ l ∩ P ′ r . Then by definition, this is equivalent to that there is a morphism from a module P 1 ∈ P l to P 2 , which does not factor through P r and there is a morphism from P 2 to P 3 ∈ P r , which does not factor through P l . Thus, the proof is complete.
Corollary 3.6. Let H be a finite dimensional hereditary algebra and P be a 2-term tilting complex. Then End D b (H) (P) is a tilted algebra.
Proof. This follows from Theorem 2.13 and Corollary 3.5, using the fact that Hom H (P l , P r ) = 0 when P is tilting.
Abelian hereditary categories
In this section, we define and study 2-term silting complexes in bounded derived categories of abelian categories. Let A be an abelian k-category. Assume that A is Ext-finite, i.e., for any objects M, N ∈ A, we have that dim k Ext
is KrullSchmidt and Hom-finite (cf. [HRS, Section I.4] ). In [HKM] , the authors also study 2-term silting complexes in bounded derived categories of abelian categories. We remark that the difference between our setting and [HKM] is that we assume that A is Ext-finite while they assume that A admits arbitrary coproducts. 
for i ∈ Z such that X i = 0 for i < m and X n = X, where H i (X) is the n-th cohomology of X.
We have the following immediate consequences.
Lemma 4.4. Let P be a complex in D b (A) satisfying (S1). For any X ∈ D b (A) and i ∈ Z, there exists an exact sequence
Proof. Applying Hom D b (A) (P, −) to the triangles in Lemma 4.3, by (S1), we have
and two exact sequences
By the first exact sequence, together with (4.2) and (4.3), we have Hom
. Then by the second exact sequence, together with (4.1) and (4.3), we get the required exact sequence.
Lemma 4.5. Let P be a complex in D b (A) satisfying (S1). Then the following hold. 5) and a monomorphism
Proof. Let n be the maximal number such that H n (P) 0 and let m be the minimal number such that H m (P) 0. Then, on the one hand, there is a nonzero map P → H n (P)[−n] by Lemma 4.3.
On the other hand, let P be of the form (−, M) to the triangle (4.4) yields the functorial isomorphism (4.5) and the monomorphism (4.6).
Let P be a complex in D b (A) satisfying (S1). For an integer m, consider the pair of subcategories
Then by (S1), we have
We now obtain results similar to [HKM, Theorem 2.10] . 
with tM ∈ T (P) and M/tM ∈ F (P); (ii) (T (P), F (P)) is a torsion pair in A; (iii) T (P) = Fac H 0 (P); (iv) an object M ∈ T (P) is Ext-projective if and only if M ∈ add H 0 (P).
Proof. For (a), we only prove the assertion for T (P). The proof for F (P) is similar. For any M ∈ T (P) and an epimorphism f :
is closed under factor objects.
By Lemma 4.4, there is an exact sequence
Because H 1 (P) = 0 by Lemma 4.5(a), the assertion (b) follows. For (d), consider an arbitrary M ∈ A. Since A is Hom-finite and Krull-Schmidt, there is a right add H 0 (P)-approximation g : X → M. Let tM = im g ∈ Fac H 0 (P) and consider the exact sequence 0 → tM → M → M/tM → 0. Since H 0 (P) is in T (P) by (b), it follows from (a) that so is tM. On the other hand, by Lemma 4.5(d), each map from P to M factors through H 0 (P), hence it factors through g. So Hom D b (A) (P, M/tM) = 0 and then by definition we have M/tM ∈ F (P). Hence (i) holds, and (ii) follows by definition. By (a) and (b), we have Fac H 0 (P) ⊂ T (P). Let M ∈ T (P). Since (T (P), F (P)) is a torsion pair, we have M tM ∈ Fac H 0 (P). Hence we have (iii). For (iv), the proof of [BZ, Proposition 2.8(2) ] works here, using (iii) and Lemma 4.5(d).
Applying results from [HRS] , we obtain that 2-term silting complexes induce t-structures also in our setting. Proof. By Lemma 4.4, we have that
Then by (S1) and (S3), we have
Similarly, we have
Hence by [HRS, Proposition I.2 Recall from [HRS] that an object in A is called a tilting object if there exists a torsion pair (T , F ) in A satisfying the following properties.
(T1) T is a tilting torsion class, that is, T is a cogenerator for A. Proof. First assume that T is a tilting object in A. Then (S1) follows from [HRS, Lemma 4 .1], while (S2) follows from (T2) and (T3) and (S3) follows from (T5). So T is a 2-term silting complex in D b (A). Now assume that T ∈ A is a 2-term silting complex in D b (A). In this case T = H 0 (T ) is a projective generator in C(T ) by Proposition 4.7(f). Let T = T (T ). Then (T2) follows from Lemma 4.6(d.iii); (T3) and (T4) follows from (S1) and Lemma 4.6(d.iv); (T5) follows from (S3). Now we prove (T1). For any M ∈ A, consider the canonical exact sequence
with respect to the torsion pair (T (T ), F (T )). Since T is a projective generator in C(T ), there is an exact sequence 0 → N → T ′ → (M/tM)[1] → 0 (4.10) in C(T ) with T ′ ∈ add T . Since T ′ ∈ T (T ) and T (T ) is closed under subobjects in C(T ), we have N is also in T (T ). The exact sequences (4.9) and (4.10) induce triangles
and
Hence, by the octahedral axiom, we have the following commutative diagram of triangles:
The triangle in the second column gives an exact sequence 0 → M → E → T ′ → 0 in A. By the triangle in the third row, we have E ∈ T (T ) since T (T ) is closed under extensions. Hence T (T ) is a cogenerator of A. Proof. By (S1) we have that P belongs to D c (A). Let X be an object in D c (A). In particular, by Proposition 4.7 (b), the complex X belongs to D ≤s (P) for some integer s. Using (4.8) we obtain
Remark 4.9. By Proposition 4.8, an object T in an Ext-finite abelian category A is a tilting object if and only if Ext
So by definition, we obtain
Take a right add P[−s]-approximation P ′ [−s] → X and extend it to a triangle
By applying Hom D b (A) (P, −) to this triangle, we have that X 1 is also in D ≤s (P). 
with X ′ ∈ add P[−s] * add P[−s + 1] * · · · * add P[−s + i − 1] and X ′′ ∈ D ≤s (P) [i] . By (4.11), for i >> 0, we have that u = 0. Hence X ∈ thick P, which implies that thick P = D c (A). By (S2) and Lemma 4.5(b), we have Hom D b (A) (P, P[i]) = 0 for any i > 0. Hence it follows that P is a silting object in D c (A).
Consider now the case with A = mod A, for a finite dimensional algebra A. Then we have two different definitions of 2-term silting complexes, which we now compare. Let P be a complex {d i : P i → P i+1 } i∈Z in D b (mod A) satisfying (S1), (S2) and (S3). Then by Lemma 4.10, the complex P is a silting object in D c (A) = K b (proj A). Up to isomorphism, we may assume that P is minimal in the sense that im d i ⊆ rad P i+1 for all i. By Lemma 4.5(a), H i (P) = 0 for i > 0 or i < −1, so P i = 0 for i 0, −1. Hence P is a 2-term silting complex in K b (proj A).
Let P be a 2-term silting complex in K b (proj A), as defined in the introduction. Then it is clear that P satisfies (S1) and (S2). There is a triangle A → P ′ → P ′′ → A[1], with P ′ , P ′′ in add P, see [BZ, Corollary 3.3] . Since A satisfies (S3), so does P. Thus, the proof is finished.
We also have the following application of Lemma 4.10. Proof. Let P be a 2-term silting complex in D b (H) for an Ext-finite hereditary abelian k-category H. By Corollary 4.15, it follows that H has tilting objects. Without loss of generality, we may assume that H is indecomposable. Then either H has enough projective objects or H does not have any projective objects, by [H2, Theorem 4.2] . For the first case, we have that H ≃ mod H for some finite-dimensional hereditary k-algebra H and then End D b (H) (P) is shod by Theorem 2.13. For the second case, by Lemma 4.14, we have P H 0 (P) and hence P is isomorphic to a tilting object by Proposition 4.8. Hence End D b (H) (P) is quasi-tilted and hence shod by [HRS, Theorem II.2.3] .
An example
In this section we discuss a small example of a strictly shod algebra, and point out how it can be realized as the endomorphism algebra of a 2-term silting complex over a hereditary algebra.
Consider the algebra B = kQ/J, where Q is the Dynkin quiver of type A 4 , with linear orientation 1 2
and with ideal of relations J generated by βα and γβ. The global dimension of B is 3. This is a Nakayama algebra, it has exactly 7 (isomorphism classes of) indecomposable modules. Out of these, 5 are projective and/or injective. In addition, we have the simples S 2 and S 3 , corresponding to vertex 2 and 3. It is easily verified that S 2 (resp. S 3 ) has projective dimension 1 (resp. 2), and injective dimension 2 (resp. 1). So this is by definition a strictly shod algebra. It is easily seen to be derived equivalent to a path algebra of type A 4 (it can be obtained from A 4 by tilting twice). Let P i denote the projective H-module corresponding to vertex i. Consider the 2-term silting complex given by P = P L ⊕ P M ⊕ P R , with P L = P 2 [1], with P M = (P 3 → P 1 ) and with P R = P 1 ⊕ P 4 . Then, it is easy to verify that End D b (mod H) (P) B.
We remark that by [AIR, Section 3] , there is a 1-1 correspondence between 2-term silting complexes and so called support τ-tilting modules for a given algebra, given by P → H 0 (P). Note that when the algebra is hereditary, support τ-tilting is the same as support tilting. The support tilting module corresponding to P in our example is given by P 1 ⊕ P 4 ⊕ P 1 /P 3 , which is easily seen to be a tilting module for the path algebra of the subquiver spanned by the vertices 1, 3, 4.
