It is known that the achievable data rate per user can be increased when relays are deployed in wireless networks. However, the drawback with this solution is that some of the network resources should be allocated to the relays. In this paper, we consider a two-tier network where all users should send/receive data in two hops (via a relay). Applying vector quantization, we approximately find the location of the relays. These approximate relays' locations are also computed analytically when the number of relays is less than six. Having the relays' locations, the network average transmission rate is evaluated in terms of a set of network parameters. Then, in the multi-dimensional space of these network parameters, we introduce the concept of neutrality-surface. The neutrality-surface is defined such that the performance of any relay network operating below this surface is inferior to that of a simple no-relay network with the same parameters. Finally, we study the relative and differential relaying gain for different network configurations.
INTRODUCTION
Relay networks combine the advantageous features of two radically different design strategies: hierarchical structures and Ad hoc networks. Each of these two opposing architectures has its own pros and cons. For instance, Ad hoc networks show good reliability and scalability. However, they usually require complicated routing algorithms, and are vulnerable to security flaws. Complicated base stations and high signaling overhead are among the disadvantages of hierarchical structures. On the positive side, hierarchical networks are able to work with inexpensive and simple terminals. Relay networks propose a balance between these two extremes.
Relay nodes are used in wireless networks to extend the coverage or enhance the channel quality of the stations. Since relay deployment is a cost-effective solution for many applications, several standardization committees, including IEEE 802.16j, work on adding the relaying functionality to their current standard. For instance, IEEE 802.16j adopts a two-hop network connection, i.e., Source →Relay→ Destination, without a direct link between the source and the destination [7, 14] . IEEE 802.16j relaying schemes are designed such that the relay stations stay transparent to the end users, and let the conventional users connect to the relay network without any modification in their MAC/PHY layers.
Several studies have been conducted to improve the network performance using relays. Cooperative data relaying is studied in [3] and [9] . A multihop relay network is introduced in [8] , while [13] discusses intra-cell handover management schemes. Furthermore, many researchers have investigated the efficient scheduling and node assignment techniques in relay networks [4, 14] . In addition, reference [10] evaluates the performance of different feedback schemes in relay networks.
Another interesting direction is to analyze the effect of relaying in a resource limited networks. More precisely, as relays are deployed, two opposite effects can be identified. On the one hand, average user transmission rate increases since users transmit to a closer destination and typically experience higher Signal to Noise Ratio (SNR) levels. On the other hand, to keep relays in the stable condition (no buffer overflow), relays must backhaul the aggregated users' traffic to the base-station. This data retransmission takes some of the network resources and degrades the network functionality.
In this work, the network average transmission rate is defined as the metric of the network performance. Relying on this metric, performance of a relay network depends on the following six parameters: the network range (cell size), network scheduler, ratio of the network resource assigned to the users, number of relays, location of the relays, and users transmission power. Given the cell size and the number of relays, we propose a (suboptimum) algorithm based on vector quantization to compute the relays' locations. Having the relays' locations and assuming a fair network scheduler, performance of the network is analyzed with respect to the four remaining parameters. Furthermore, for the cases where the relay count is less than six, this analysis provides a mathematical tool for the network design. Using this tool, the designer can find the proper values of these four parameters based on the design constraints. For instance, these constraints can impose conditions on the cell size, user power, and ratio of the network resources assigned to the users. Study of such conditions are out of the scope of this work.
This paper is organized as follows. First, section 2 describes the network model and the mathematical notations. Then, in section 3, we propose a scheme to estimate the relays' locations. Section 4 presents evaluation of the average transmission rate for both of the relay and no-relay networks. Numerical results and network performance analysis is presented in section 5. Finally, section 6 concludes the paper.
NETWORK MODEL

Network Topology and Channel Model
The network infrastructure is assumed to be a two-tier network [15] , where each of the user stations transmits to one of the relays in the relay tier. Then, the relay retransmits the data to the BS. In other words, no direct connection is assumed between the users and the BS. The coverage area of the network is assumed to be bounded within a circle of radius R. User stations are also assumed to be placed uniformly in the network [11] . Thus, using continuous approximation, we can consider a density of 'η' for the users such that the total number of users in the network is equal to ηπR 2 . Depending on the channel condition, each user adapts its modulation scheme. In practice, a discrete set of modulation points is used for adaptive coding and modulation. However, in this work, we approximate the achievable rate of a user with the upper-bound given by the Shannon formula [5] . Thus, if the channel is modeled as a shadowing environment [12] , the maximum transmission rate per unit of bandwidth for the link between the user ui to the relay rj would be
where P and N0 are the users transmission power and the noise power, respectively. The power gain, Gu i r j is given by
Here, du i r j represents the distance between the user ui and its assigned relay, rj. α is the path Figure 1 : OFDMA Up-link Frame Structure loss exponent 2 ≤ α ≤ 5, and the shadowing factor S has a lognormal distribution with a mean of 0 dB and the variance of σ = 8dB [12] , i.e., S = 10 Z 10 where Z is a normal random variable with the mean of zero and standard deviation of 8dB. In the case that there is no relay in the network, equation (1) reduces to
where S and du i B represent the shadowing factor and the distance between the i th user and the BS, respectively. In the remainder of the paper, we assume that the path loss exponent (α) is equal to 4.
Frame Structure and Mathematical Representation
In this study, we consider that the network is operating in Time Division Duplex (TDD) mode and Orthogonal Frequency Division Multiple Access (OFDMA) is assumed as the network medium access sharing mechanism [7] . The frame structure is also similar to the frame structure proposed for IEEE 802.16j [7] .
Focusing on the Uplink transmission, T denotes the total duration of the uplink frame. Indeed, as Fig. 1 represents, the Uplink frame of each transmission block, say k, is divided into two parts. In the first T1(k) seconds (UL Access Zone), the users transmit to the relay nodes and for the next T2(k) seconds (UL Relay Zone), relays retransmit the aggregated data to the BS. Both of these zones, furthermore, are partitioned into blocks of bandwidth-time which will be assigned to the users or the network relays. For illustration, in Fig. 1 , the area labeled as "UL burst# i " is a block of bandwidth-time of frame k which is allocated to the user 'i'. We represent this block by ξu i (k). Similarly, for the relay zone, we define ξr j (k) as the block of bandwidth-time assigned to the relay rj, in frame k, see "R-UL burst# j " in Fig. 1 .
In fact, depending on the scheduler decision the value of T1(k) and T2(k) change for different frames. However, in each frame, say k, the Access and Relay Zones durations should satisfy T1(k) + T2(k) = T . Furthermore, assuming no frequency reuse, it is clear that
where W , N , and Nr show the available bandwidth, the total number of network users, and the number of relays in the cell, respectively. Note that, in case of no-relay networks, T2(k) would be equal to zero and all the uplink duration would be shared by the network users, i.e., T1(k) = T . Thus, in no-relay networks,
Given the above notations, let us define ω R T (k) and ωT (k) as the average rate that the users transmit in frame k in the cases of relay and no-relay network, respectively. Here, T denotes the whole area of the network. ω R T (k) and ωT (k) can be evaluated as
where T is the frame duration and
i.e., all of the network users. Furthermore, to capture the average performance of the network, we need to average ω R T (k) and ωT (k) over different frames. Thus, we define Ω R T and ΩT as the average transmission rate over L (tends to infinity) frames for relay and no-relay networks, respectively. Therefore, we have
Network Scheduling
To complete the network model, we require an assumption on the network scheduler. For example, in some applications, the scheduler tries to maximize the network throughput. Therefore, in each frame, it allocates all of the network resources to the user with the best channel condition. In another class of scheduling techniques, the objective is to allocate the network resources to all users in a fair manner. In this work, we assume that a fair scheduling strategy is used in the sense that on the average the network resources are distributed equally among all users (see [2] ). In other words, all users have an equal chance to send their information. Based on this assumption, we have
where T 1 is the average duration of the uplink access zone.
T is the whole area of the network, and |UT | shows the cardinality of UT , i.e., the total number of network users.
RELAY LOCATION ESTIMATION
Performance of relay networks is strongly affected by the relays' locations. Indeed, there is a coupling between the relays' locations and the amount of resources that the network should assign to the relays. For instance, assume that a relay is placed in an area which is responsible for retransmission of data from a large number of users. Therefore, to keep the relay stable, it should receive a larger share of the network resources as compared to a lightly loaded relay. This fact implies that the optimal relays' locations can be found when the resource allocation and relay placement problems are addressed jointly. To reduce the high complexity of this joint problem, in this study, we only propose a suboptimum scheme where the goal is to place the relays such that the users transmission rate, as given in (8), is maximized.
where C(du i r j ) = ES{log 2 (1 +
)}, as in (1). In equation (8) , (a) follows from the fair resource allocation assumption (equation (7)) and the lower bound in (b) is based on applying the Jensen's inequality and the fact that
Note that, to find the optimal relays' locations, one should maximize the Ω R T , which unfortunately does not have a close form solution. Thus, to have an analytical expression for the relays' locations, in this study, instead of maximizing Ω R T , we maximize the lower-bound in (8) . Indeed, this would be a suboptimal solution for the original problem. However, as Fig. 2 depicts, this change of optimization function results in small degradation in the final relays' locations. It is also obvious that lower-bound maximization is equivalent to minimizing the average user to relay distance square
Given this approximation, we are now able to formulate the relay placement as a vector quantization problem. The locations of the users are considered as two-dimensional input points, and the outputs of the vector quantization algorithm would be 'Nr' two-dimensional vectors representing the relays' locations. For instance, 'Kmeans' with distance square metric takes users' locations as a series of source samples (x) and finds 'Nr' quantization points ( x) as well as the appropriate mapping between xi and xi.
Applying this algorithm, for the cases of Nr ∈ [2, 6), it can be observed that relays are placed on a circle concentric in the j th sector are assigned to the corresponding relay at (xj, yj) placed on the bisector of that sector. This simple topology is no longer valid when Nr ≥ 6. For such cases, relays are placed on two or more circles. Asymptotically, for large number of relays and uniform distribution of users, 'Kmeans' can be approximated, with lower complexity, using lattice quantization. Indeed, as Nr increases, the optimum locations of relays converge to the corners of a parallelogram with the angle of π 3 [1] . Figure 3 shows the results of the 'Kmeans' algorithm for the cases of Nr = 3, 9, 12, and 40.
Although 'Kmeans' algorithm is able to find the relays' locations numerically, for the case of Nr < 6 (symmetrical structures), we can calculate them analytically as well. For instance, location of the first relay, (x1, y1) in Fig. 3 , is the point which minimizes the average square distance (D 2 ) of all users residing inside the relay region of R1. For convenience, in the following, the set of users which are associated to the relay Rj is denoted by UR j . By this notation, D 2 can be written as
where y1 = tan( π Nr )x1. Setting
. (10) Similarly, location of the j th relay can be found by rotating (x1, y1) by
Nr radians.
NETWORK AVERAGE TRANSMISSION RATE
According to section 3, the relays' locations can be computed for different number of relays and any cell size. Having the relays' locations and assuming a fair network scheduler, the average transmission rate can be computed versus the following four parameters: cell size, ratio of the network resources assigned to the users, number of relays, and users' transmission power.
The ratio of the network resources which is assigned to the users is identified with the parameters Γ defined as Γ =T 1 T whereT1 denotes the time average of T1(k) over a large number of frames. T1(k) is defined in subsection 2.2.
Average Transmission Rate: No-Relay Network (ΩT )
For networks with no relay, the average transmission rate (Ω T ) can be computed as follows
where UT = {all users in the cell}, and C(du i B ) is given in (2) . f (r) is defined as the probability density function (pdf) of du i B , where du i B denotes the distance of a station from the BS. For a uniform distribution of users, we have f (r) = 2πrη πR 2 η = 2r R 2 . In equation (11), (a) follows from equations (4) and (6) . (b) results from equation (7), and (c) relies on the continuous approximation.
Average Transmission Rate:
Relay Network (Ω R T )
As described in section 2, all stations transmit their data to the BS via one of the relay nodes. Considering a noncooperative structure, each user is associated with one of the Nr relays. Consequently, the users can be partitioned into Nr non-overlapping groups each of them sending data to a particular relay. Thus, Ω R T can be computed as
where UR j is the set of users associated with the relay j, and C(du i r j ) is given in (1). In equation (12), (a) follows from equations (4) and (6), and (b) results from equation (7).
To analyze (12) mathematically, we can simplify it by considering networks which have less than six relays. As section shows, in such conditions, the relays should be placed symmetrically in the network. Thus, UR j becomes identical for all j ∈ {1, 2, · · · , Nr}, and therefore, we can write
where C(l) and l are defined as
In equation (13), (a) is based on the assumption of the uniform distribution of users, i.e.,
and (b) relies on the continuous approximation, similar to the previous subsection.
NUMERICAL RESULTS
Having equations (11) and (13), we are able to compute the network performance for different combinations of "network range (R)", "number of relay nodes (Nr)", "ratio of the network resources allocated to the users (Γ)", and "users transmission power (P )". In this section, the performance of the network is evaluated for different values of (R, Nr, Γ) and for the cases that P = 21 and 27 dBm and the noise floor is set to N0 = −93 dBm [6] .
Network Neutrality-Surface and Neutrality-Curve
In this subsection, the average transmission rates of relay and no-relay networks are compared. The relay network is determined by the parameters (R, Nr, Γ). To have a fair comparison, it is assumed that both networks have the same cell size. As mentioned in section 4, there is a tradeoff between the performance improvement achieved by relaying and the degradation caused by the loss of resources allocated to the relays. In other words, a relay network with the parameters (R, Nr, Γ) is able to compensate the effect of resource loss iff
where Ω R T and ΩT represent the average transmission rate for the network with and without relays, respectively. In the 3-dimensional space of (R, Nr, Γ), the set of points satisfying (15) , with equality, form a surface, called the neutralitysurface.
In fact, all the triplets below the neutrality-surface have lower performance than the corresponding no-relay network. This graph helps the network designer to see how well the designed network performs. To illustrate the neutrality-surface visually, we project it over the 2-dimensional space. To this end, the value of Γ is fixed at Γ = Γ1. Then, the neutrality- curve is defined as the intersection of the neutrality-surface and the plane determined by Γ = Γ1. Figure 5 depicts the neutrality-curves for the two cases where
T 2 (Γ = 0.57) and T 1 = T 2 (Γ = 0.5). In each case, the neutrality-curve is plotted for two different values of transmission power.
As Fig. 5 shows, for a fixed Γ, the minimum required number of relays decreases when the network range (cell size) increases. This result can be justified by the fact that for smaller network sizes, the received SNR at the Base Station is high enough for successful decoding. On the contrary, in larger networks, the received SNR reduces because of the path loss. Consequently, even a small number of relays can improve the average transmission rate in larger cells.
Moreover, as Fig. 5 suggests, boosting the transmission power shifts the neutrality-curve to the right. In other words, for a fixed cell size, more relays are required to have Ω R T = ΩT when P N 0 is higher. Thus, the effect of increasing P N 0 is similar to the effect of reducing the cell size. They both enhance the received SNR and reduce the necessity of relaying.
All of the above observations confirm the intuitive result that relaying improves the performance significantly only in the low SNR region. In the high SNR region, the resource loss imposed by relaying outweighs the gain achieved by increasing the received SNR.
Finally, comparing figures 5(a) and 5(b) shows that for a fixed R, if Γ is reduced, we need more relays to guarantee a gain from relay deployment. In fact, the lower is Γ, the lower will be the fraction of resources allocated to the users. Thus, to keep Ω R T = ΩT , the user to relay connection has to work in a higher SNR, which implies deploying more relays in the network.
Relative and Differential Relaying Gain
In this section, two performance metrics are defined to characterize the performance of relay networks. It is shown that these metrics are related to the neutrality-curve defined in subsection 5.1.
First, let us define the relative relaying gain as the ratio of the average transmission rate with and without relays (
As an example, we have evaluated the relative relaying gain for a typical network where Γ = 0.5 and P = 21 dBm. The results are depicted in Fig. 6 . Figure 6 shows that for fixed values of R and Γ, increasing the number of relays always increases the relative relaying gain. Since ΩT is, by definition, independent of Nr, this result is equivalent to Ω R T being an increasing function of Nr. Fig. 6 also suggests that the rate of growth of the relative relaying gain versus Nr is higher at larger cell sizes. In other words, adding relay nodes improves the network performance more significantly in larger networks. For instance, doubling the relay count from Nr = 2 to Nr = 4 in a network of cell radius R = 1Km improves the relative relaying gain by about 60%, while this improvement is around 90% when the cell radius is R = 3Km. Clearly, this result is consistent with the intuition that relaying is more advantageous when the network operates in the low SNR region.
It is also interesting to note that the dashed line in Fig. 6 shows the unity gain, i.e., Ω R T = ΩT , and is another representation of the neutrality-curve in Fig. 5 .
Other than the relative relaying gain, differential relaying gain can be defined as another important metric for network performance comparison. From the network designer's perspective, the objective is to maximize the profit from a deployed infrastructure. It is also known that users are charged based on their quality of service which itself depends on their data rate. Thus, the no-relay network revenue, B, can be evaluated as B = G ΩT , where G stands for the amount of income made per unit of data rate. Similarly, in the case of a relay network, we have B R = G Ω R T . Correspondingly, the improvement in network revenue after relay deployment is proportional to the differential relaying gain, Ω R T − ΩT , as follows
This expression shows that other than the value of
, the difference between the average transmission rate for the relay and no-relay networks (Ω R T − ΩT ) should also be considered in the network design.
As an example, Fig. 7 depicts Ω R T − ΩT versus R for 
