In surrogate-model-based optimization, the selection of an appropriate surrogate model is very important. If solution approximations returned by a surrogate model are accurate and with narrow confidence intervals, an algorithm using this surrogate model needs less exact solution evaluations to obtain results comparable to an algorithm without surrogate models. In this paper we compare two well known modeling techniques, random forest (RF) and Gaussian process (GP) modeling. The comparison includes the approximation accuracy and confidence in the approximations (expressed as the confidence interval width). The results show that GP outperforms RF and that it is more suitable for use in a surrogate-model-based multiobjective evolutionary algorithm.
INTRODUCTION
One of the most effective ways to solve problems with multiple objectives is to use multiobjective evolutionary algorithms (MOEAs). The MOEAs draw inspiration from optimization processes occuring in nature and perform many solution evaluations to find high-quality solutions. Due to the high number of solution evaluations the MOEAs are not very suitable for computationally expensive optimization problems where exact solution evaluation takes a lot of time. In order to obtain the results of such problem more quickly, we usually use surrogate models to approximate the objective functions of the problem.
But due to inaccurate approximations, the solution comparisons can be incorrect, which can result in very good solutions being discarded. In order to minimize the impact of incorrect comparisons, we defined the relations under uncertainty ( [5] ) for comparing approximated solutions presented with an approximated value and a confidence interval. By including the confidence interval in the comparison we were able to consider this additional information and minimize the number of incorrect comparisons.
We used these relations under uncertainty in the algorithm called Differential Evolution for Multiobjective Optimization based on Gaussian Process modeling (GP-DEMO) [4] . We discovered that the quality of the gained result depends greatly on the surrogate model. If the surrogate model is accurate, GP-DEMO finds high-quality results with a low number of exact solution evaluations, while if it is not, GP-DEMO needs more exact solution evaluations to achieve similar results.
Since the accuracy of the surrogate model in surrogatemodel-based optimization is crucial, we decided to apply two different modeling techniques and compare their approximations to determine which one is more suitable for use in a surrogate-model-based algorithm. In addition to Gaussian process (GP) modeling that is used in GP-DEMO, we used random forest (RF) for comparison. The reason for choosing RF was the fact that the methodology is well-known and that the solutions approximated with this method in addition to approximated values return also confidence intervals.
The structure of this paper is as follows. In Section 2, we present how the comparison of RF and GP modeling techniques was carried out. In Section 3, we discus the results gained with both techniques, compare them and determine which technique performs better. Section 4 concludes the paper with an overview of the work done.
COMPARISON OF RF AND GP SURROGATE MODELS
In this section we compare random forest and Gaussian process modeling techniques used for solution approximations. The aim of the comparison is to determine which of the two techniques is more suitable for use in surrogate-model-based optimization.
To test the two techniques, we used relations under uncertainty to compare their approximated solutions. If two solution approximations had overlapping confidence intervals, we, in order to determine their relation, exactly evaluated one solution and compared the solutions again. Together with the number of these additional exact evaluations, we measured also the number of incorrect solution comparisons and the width of the confidence intervals.
In addition to using relations under uncertainty, we also compared the approximated solutions with Pareto dominance relations and measured the number of incorrect comparisons. With Pareto dominance relations the confidence intervals are not included in the comparisons, so in general, the number of incorrect comparisons hints at the accuracy of the approximations. The solutions selected for testing were not generated randomly, but rather produced by the well-known NSGA-II algorithm [3] . This ensured that the solution comparisons were similar to the comparisons performed in evolutionary multiobjective algorithms and thus provided relevant results.
In every generation NSGA-II creates a new set of solutions, adds them to the current ones and then performs selection on the union to identify the most promising ones. The selection procedure includes comparing every solution with all other solutions to determine its dominance status. These were the comparisons used in our study.
The experiments were performed on three benchmark multiobjective optimization problems. One is the Poloni optimization problem [6] and two are from [2] , called OSY and SRN. All of them are two-objective problems.
For testing purposes we used GP modeling as proposed by [7] and RF modeling as proposed in [1] . For the confidence interval width of the approximation we used two standard deviations (2σ), which corresponds to about 95% of the normal distribution of the approximations. The number of trees used for building RF was 10,000 and the minimum number of elements in the leaves was set to 1.
To test the correlation between the surrogate model accuracy and the incorrect comparisons, different models of increasing accuracy were built-each on larger number of so-lutions. Since building an RF surrogate model is faster than building a GP surrogate model, we, in addition to building surrogate models from 20, 30, 50, 100 and 200 exactly evaluated solutions, also built an RF surrogate model from 1000 exactly evaluated solutions. We tested how much the larger RF surrogate model built from 1000 exactly evaluated solutions increases the accuracy of the approximations.
The NSGA-II parameter values used in the experiments were the same for both modeling techniques and for all three problems. They were set as follows:
• population size: 100,
• number of generations: 100,
• number of runs: 30.
The results averaged over 30 runs are presented in Tables 1-3 (for GP modeling) and in Tables 4-6 (for RF modeling).
DISCUSSION
The results gained with both modeling techniques show that, irrespectively of the accuracy of a surrogate model, using relations under uncertainty reduces the number of incorrect comparisons.
The comparison of the results gained with RF and GP reveals certain differences between the techniques. The main difference is in the width of the confidence intervals. RF surrogate models produce wider confidence intervals. Consequently, the number of comparisons with confidence interval reductions for RF is much higher than for GP.
In addition to yielding wider confidence intervals, the RF surrogate models are also less accurate. Comparing the number of incorrect comparisons performed with Pareto dominance relations where the confidence intervals are not considered, we can see that the number of incorrect comparisons is higher with the RF surrogate models.
Another difference is in the correlation between the number of solutions used for building the surrogate model and the accuracy of the surrogate model. By increasing the number of solutions used, the RF surrogate models do not improve as quickly as the GP models. Even in the cases where 1000 exactly evaluated solutions were used for building the RF surrogate models the confidence interval widths were not greatly reduced and the intervals were still much wider than the confidence intervals gained with GP models built from 200 solutions.
Looking at the number of incorrect comparisons, we can see that by using relations under uncertainty with RF the results are slightly better than with GP. The reason for that is in the fact, that the approximations with RF have relatively wide confidence intervals which results in high number of confidence interval reductions. Therefore, most solutions have to be exactly evaluated in order to perform the comparisons. So the reason for a lower number of incorrect comparisons is not the higher quality of the surrogate models, but in the fact that more solutions are exactly evaluated and are therefore without uncertainty. Since in surrogate-model-based optimization exactly evaluated solutions are typically computationally expensive, a modeling technique that exactly evaluates most of the solutions is not very useful.
CONCLUSION
In this paper we compared random forest and Gaussian process modeling techniques in the context of surrogate-model-based multiobjective optimization. We compared their approximation accuracy and width of the confidence intervals.
The results show that surrogate models built with GP modeling produce more accurate approximations with narrower confidence intervals. Due to narrower confidence intervals the comparisons of solutions approximated with GP modeling require less additional exact solution evaluations. As a result, we can conclude that GP modeling is more appropriate for use in a surrogate-model-based algorithm than RF.
