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Abstract. In this paper we provide empirical data of the performance of the two 
most commonly used multiobjective reinforcement learning algorithms against 
a set of benchmarks. First, we describe a methodology that was used in this pa-
per. Then, we carefully describe the details and properties of the proposed prob-
lems and how those properties influence the behavior of tested algorithms. We 
also introduce a testing framework that will significantly improve future empir-
ical comparisons of multiobjective reinforcement learning algorithms. We hope 
this testing environment eventually becomes a central repository of test prob-
lems and algorithms The empirical results clearly identify features of the test 
problems which impact on the performance of each algorithm, demonstrating 
the utility of empirical testing of algorithms on problems with known characte-
ristics..  
1 Introduction 
Reinforcement learning (RL) has primarily been limited in its applicability to solving 
only single objective problems. However, many industrial and scientific problems are 
inherently complex and cannot be expressed in terms of just a single objective. This 
has motivated a spike in multiobjective optimization research which in turn gave birth 
to multiobjective reinforcement learning (MORL). MORL combines advances in 
multiobjective optimization and techniques from reinforcement learning, thus extend-
ing RL techniques into the realms of multiobjective problems. A number of MORL 
algorithms were proposed in [1, 3, 5, and 6]. 
However, as was outlined in [8] currently there is a need for empirical comparison of 
these proposed algorithms to provide detailed guidance about each algorithm’s 
strengths and weaknesses. [8] motivated this need of guidance with the following 
arguments: 
 Most of the proposed algorithms were tested in isolation, with only a small number
of tested problems. This leads to the uncertainty about algorithm’s performance
under a variety of problems with different natures.
 Different testing methodologies and test problems have been used in different pa-
pers. This leads to the inability to perform direct comparison of algorithms. 
This paper will provide an empirical comparison of two of the most commonly used 
ways to provide preferences over objectives. One way, called weighted scalarization 
(WS), assigns weight to each objective and forms a scalar reward based on weighted 
sum of individual objectives. The WS essentially turns the problem into a single ob-
jective RL task. This approach was used in [2,6]. Another way, called threshold lex-
icographic ordering (TLO), assigns thresholds to objectives, i.e. minimum acceptable 
value reward. This approach was used in [3,4]. 
2 Testing Framework 
The introduction section showed why we are motivated to provide much needed guid-
ance based on empirical analysis. This section will briefly explain why it was difficult 
to provide such guidance before. 
 
One of the features of the reinforcement learning process is the dynamic nature of the 
test problem – it is a multistep decision making process, where the next state and 
reward depend on the currently applied action. This dynamic nature implies an inte-
raction of the test problem and an action provider (learning algorithm). So rather than 
being able to use common test datasets as in other research fields such as supervised 
learning, RL researchers must rely on implementations of dynamic test environments. 
Issues then arise in terms of ensuring consistency between different implementations 
of the same test, and ensuring compatibility between the interfaces used for test and 
the varying implementations of learning algorithms created by different researchers. 
 
In single objective reinforcement learning these issues were tackled in [7], with their 
software called RL-Glue. RL-Glue consists of standard application programming 
interfaces for problems, learning algorithms, experiments and server software that 
connects all them together. RL-Glue lays a solid foundation for empirical analysis in 
reinforcement learning. RL-Glue is very good and very useful software but is re-
stricted to single objective reinforcement learning. In this paper we present a modified 
version of RL-Glue (which we call MORL-Glue) that was extended to cope with mul-
tiple number of objectives. First application programming interfaces were changed, 
and then server software and Java codec were altered to reflect changes in those pro-
gramming interfaces. 
  
To support the evaluation methodology proposed in [8] we also integrated hypervo-
lume calculation code into the framework. Currently the leading algorithm for calcu-
lation of hypervolume is the one provided by the Walking Fish Group from the Uni-
versity of Western Australia [9]. Walking Fish Group distributes their algorithm as 
program written in C language. As MORL-Glue is implemented in the Java pro-
gramming language, as part of its development we have ported their algorithm to 
Java. The MORL-Glue server’s source code is available through SVN repository at 
http://subversion.assembla.com/svn/mo-rl-glue/. All the benchmarks and the algo-
rithms that were used in this paper along with compiled Java code are available 
through SVN repository at https://subversion.assembla.com/svn/rl-glue-plugins/. Use 
phrase “mo-rl-glue” without quotes as a username and password, if required. 
3 Methodology 
Because we deal with multiple numbers of objectives we need to define the notion of 
dominant policy. We use the notion of Pareto dominance, which allows us to compare 
a pair of policies when a number of objectives is greater than one. According to the 
Pareto dominance, a policy A strongly dominates a policy B if it is superior on all 
objectives. If the policy A is equal to the policy B on at least one objective and supe-
rior on all other objectives then we say that the policy A weakly dominates the policy 
B. We say that the policy A is not comparable to the policy B if they dominate each 
other on at least one objective.   
 
In this paper the hypervolume indicator [11] is used to measure the quality of a Pareto 
front approximation produced by a learning algorithm. Given a frontal set and a refer-
ence point (which is dominated by all members of the frontal set) we can calculate the 
hypervolume of the objective space region which is formed by the frontal set and the 
reference point, as shown in Figure 1. Each black dot on the figure represents a single 
non-dominated solution and all black dots represent an approximation to the Pareto 
front. Reference point is represented as a red dot. The hypervolume is the area of the 
shaded region, bounded by the black dots and the red dot. Improvement in any of the 
main characteristics of a Pareto front (accuracy, extent, diversity) translates into a 
higher value of the hypervolume. The meaningful interpretation of an experiment’s 
results requires a consistency of a reference point between those experiments. 
 
Fig. 1. An example hypervolume: The shaded area, bounded by the prevailing front(black dots)  
and the reference point r (red dot), represents the region from which the hypervolume is derived 
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Our goal is to measure the hypervolume of the Pareto front produced by given algo-
rithms: Weighted Scalarization(WS) and Threshold Lexicographic ordering(TLO), on 
a variety of problems. Both of these algorithms, given a weight for each objective or a 
threshold for the first n-1 objectives, will converge to a single point in an objective 
space. Thus any given run of the algorithm will produce only one member of the Pa-
reto front. To overcome this limitation the following approach was used. 
3.1 Weighted Scalarization 
It is well known that using the WS algorithm we can point the algorithm to a specific 
part of the objective space by favoring one objective over another. Thus we can target 
points in all regions of the objective space by gradually changing weights on all ob-
jectives. This method leads to a set of policies found using different weight combina-
tions - each of them is only a member of the Pareto front, but all of them together 
approximate the Pareto front.  
 
To summarize, first we prepare a set of weight combinations that will target points all 
over objective space, then we run WS algorithm on each weight combination in that 
set and observe a point to which algorithm converged. Eventually we will have a set 
of optimal points, which will be a suitable approximation of the Pareto front. The 
following pseudo code describes an action selection mechanism for the WS algo-
rithm.  
bestAction = argmax_a getWeightedSum(state, a) 
We assume that information about number of objectives, weights assigned to these 
objectives and value function for each objective is provided in getWeighted-
Sum() function. For each action we calculate a weighted sum and we pick an action 
with maximum value of the weighted sum. In this paper we use Q-learning version of 
the WS algorithm across all tested problems. 
3.2 Threshold Lexicographic Ordering 
TLO, due to its nature, requires some knowledge about the problem under considera-
tion. Namely, thresholds should be provided for the first n-1 objectives, which clearly 
require some prior knowledge of the range of values expected for each objective. One 
way to obtain the required knowledge is to observe the results produced by the WS 
algorithm. The WS produced approximation to the Pareto front and by observing the 
actual points from that approximated front we can identify the region of objective 
space in which all points fell. Thus we can find min and max value for first n-1 objec-
tives. Then we can use that information to tell TLO to look in the specific objective 
space region. Effectively we bound first n-1 objectives and leave the last objective 
unbound to see whether TLO can produce better results than WS. The following 
pseudo code sketches an action selection mechanism for the TLO algorithm.  
chooseGreedyAction(state) { 
 actions = { all available actions }; 
 bestActions = { }; 
 for(int i = 1; i <= numOfObjectives ; i++) { 
  if( i < numOfObjectives  ) { 
   bestActions=getAboveThreshold(state,i,actions); 
   if(bestActions is empty) { 
    bestActions = getMaximum(state,actions,i); 
    break; 
   } else { 
    actions = bestActions; 
   } 
  } else { 
   bestActions = getMaximum(state,actions,i); 
  } 
 } 
 return bestActions; 
} 
We assume that an array of thresholds is provided and is accessible in the getAbo-
veOrEqualThreshold() function. Also we assume that the first n-1 objectives 
are to be thresholded and the last objective is to be maximized. As we run through the 
first n-1 objectives we leave only the actions that are in compliance with provided 
threholds and when we reach our final objective we just pick a greedy action. In this 
paper we use Q-learning version of the TLO algorithm across all tested problems. 
3.3 Hypervolume sampling 
To better understand the behavior of a learning algorithm we measure the hypervo-
lume not only after convergence but also periodically during the exploration phase. 
To make that hypvervolume sample we turn off exploration and make one run 
through the environment picking only greedy actions in every state, after that we turn 
back exploration and proceed normally.  
 
This intermediate sampling allows us to understand a lifetime performance of a learn-
ing algorithm and compare it with other algorithms. This can be important if we are 
interested in good performance from the start of the problem. 
4 Benchmarks 
As was mentioned in first two chapters of this paper MORL-Glue facilitates the crea-
tion of a central repository of test problems. This central repository should have a 
wide variety of test problems each of which subjects a learning algorithm to a particu-
lar property which is found in real life problems. All these properties should be well 
documented to facilitate exchange of the test problems. 
 
An example of such property is the type of rewards being used in a test problem. 
There are two types of rewards: extrinsic and intrinsic [10]. Intrinsic rewards are non-
zero most of the time (like time penalty applied every time step), extrinsic rewards are 
non-zero only at special moments (like reaching a goal state). This is an important 
property as the algorithms may behave differently depending on the type of rewards. 
Another important property is the shape of the Pareto front. Research in multiobjec-
tive optimization has shown that frontal properties such as the presence of concave 
regions, discontinuities or uneven distribution of frontal points can significantly affect 
the performance of some algorithms. 
 
In this paper we will examine three benchmarks that were presented in [8]. Further 
details of these benchmarks are available at http://uob-
community.ballarat.edu.au/~pvamplew/MORL.html 
4.1 Deep Sea Treasure 
Deep Sea Treasure is a two-dimensional environment. The environment represents an 
undersea world with multiple numbers of treasure locations with varying values. The 
agent controls a submarine, four actions are available: left, right, up, down. The agent 
faces two objectives: maximizing found treasure value and minimizing time penalty.  
 
Deep Sea Treasure is an interesting problem because of the fact that one of the objec-
tives, treasure, is extrinsic and the second one, time, is intrinsic. In addition the Pareto 
front for this problem is globally concave. This structure of rewards is really suitable 
for showcasing advantages of TLO algorithm over WS. 
  
Table 1 shows the results of WS and TLO runs on the Deep Sea Treasure. As was 
expected the WS algorithm was not able to find concave Pareto front members. Con-
trary to the WS, the TLO algorithm was able to locate concave Pareto front members. 
So the TLO was able to find extreme members of the Pareto front as well as interme-
diate, this leads to higher hypervolume values. 
Table 1. TLO and WS algorithms tested on Deap Sea Treasure. Reference point is (0,-20). 
Epsilon is 0.17, alpha is 0.9, gamma is 1.0. Step limit is 200 per episode. 
 10k 20k 30k 40k 50k 
WS 388 292 462 288 142 
TLO 460 510 510 510 510 
 
Figure 2 summarizes the difference in performance between the TLO and the WS. 
The WS line on the graph is erratic due to the fact that between 10k and 40k episodes 
the WS algorithm was able to temporarily find concave members of the Pareto front 
but these members are merely a milestone and the algorithm has not yet converged. 
As the state-action values converge to their true values, the weighted sum approach to 
action selection is unable to produce any policies other than those corresponding to 
the extremes of the front.  
 
Fig. 2. WS vs TLO tested on Deep Sea Treasure. Reference point is (0;-20). Epsilon is 0.17, 
alpha is 0.9, gamma is 1.0. 
4.2 MO-PuddleWorld 
MO-PuddleWorld is a two-dimensional environment with puddles located at different 
places. The agent starts at a random location and must reach a goal state at the top-
right corner. A time penalty is applied at every state except the goal state and another 
penalty is applied when the agent steps into the puddles.  
 
The reward structure for MO-PuddleWorld has one intrinsic reward, namely the time 
penalty, which is -1 on all steps except goal state, when penalty is 0. The second re-
ward, namely puddle penalty, is extrinsic. The MO-PuddleWorld test problem 
represents a state as a combination of two continuous variables: x position and y posi-
tion. A 20 by 20 discretization was used in case of both the TLO and the WS algo-
rithms.  Tables 2 and 3 provide details of WS and TLO algorithms ran from 5 differ-
ent starting positions. Fixed positions were used to remove the effects of noise due to 
random starting positions. 
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Table 2. WS algorithm tested on MO-PuddleWorld problem with 5 different starting positions. 
Reference point is (-100,-100). Epsion is 0.15, alpha is 0.9, gamma is 1.0. Step limit is 100 
steps per episode. 
 (0.25;0.6) (0.35;0.55) (0.3;0.55) (0.3;0.7) (0.2;0.7) 
0 1084 988 99 99 99 
500 7998 8084 7984 8287 8087 
1000 7998 8084 7998 8297 8098 
 
Table 3. TLO algorithm tested on MO-PuddleWorld problem with 5 different starting 
positions. Reference point is (-100,-100). Epsion is 0.15, alpha is 0.9, gamma is 1.0. Step limit 
is 100 steps per episode. 
 (0.25;0.6) (0.35;0.55) (0.3;0.55) (0.3;0.7) (0.2;0.7) 
0 99 100 99 99 99 
500 7984 8083 7984 8287 8087 
1000 7984 8083 7984 8287 8087 
 
The results of the two algorithms are very similar. This can be explained by the nature 
of the problem itself. In the deep sea treasure problem the shape of the Pareto front 
provides a number of concave solutions and the TLO algorithm can converge to any 
point in that front, which increases the hypervolume. Contrary, the MO-
PuddleWorld’s Pareto front from most of the starting points is primarily convex in 
shape, and when concave solutions are available, a number of those solutions is very 
small and they contribute only slightly to the overall hypervolume attainable. So the 
TLO algorithm never receives a chance to showcase its benefits over the WS algo-
rithm. 
4.3 MO-MountainCar  
Mountain car is a well known reinforcement learning benchmark. Original version of 
the benchmark is single objective. To create the MO-MountainCar test the reward 
structure was modified from one objective to three. 
 
The reward structure for mountain car problem consists of 3 intrinsic rewards. The 
first is a penalty of -1 applied each time step, the second is a penalty of -1 applied at 
every backward acceleration and the third one is a penalty of -1 applied at every for-
ward acceleration. The MO-MountainCar test problem represents a state as a combi-
nation of two continuous variables: a position and a velocity. A 170(position) by 
140(velocity) discretization was used in case of both the TLO and the WS algorithms. 
 
Tables 4 and 5 show results of the WS and the TLO algorithms. As you can see the 
WS algorithm outperformed the TLO algorithm. This can be explained by the intrin-
sic rewards. The linear combination of objectives used to perform action-selection in 
the WS algorithm is compatible with both intrinsic and extrinsic rewards. However 
TLO’s non-linear action selection mechanism performs poorly when thresholding is 
applied to intrinsic rewards, as it fails to account for the rewards already received 
earlier in the episode. Thus TLO was heavily impacted by the intrinsic rewards, which 
resulted in poor figures of hypervolume. This observation is compatible with the pre-
liminary results reported in [8], who noted TLO performs poorly on the Deep Sea 
Treasure task if the ordering of the objectives is changed such that the intrinsic reward 
is being thresholded. 
Table 4. WS algorithm results on MO-MountainCar problem over 5 runs. Starting position is 
always fixed and is -0.5. Reference point is (-300;-300;-300). Epsilon is 0.0, alpha is 0.9, 
gamma is 1.0. 
 5k 15k 25k 35k 40k 
1 6,065,247 11,819,348 15,175,815 15,322,349 15,322,597 
2 5,357,800 10,926,832 15,137,425 15,417,314 15,416,766 
3 5,785,239 11,629,691 14,865,468 15,302,728 15,303,667 
4 6,786,636 10,713,965 15,068,736 15,442,287 15,443,135 
5 7,870,923 10,963,501 14,941,997 15,270,617 15,326,463 
AVG 6,373,169 11,210,667 15,037,888 15,351,059 15,362,525 
 
 
 
Table 5. TLO algorithm results on MO-MountainCar problem over 5 runs. Starting position is 
always fixed and is -0.5. Reference point is (-300;-300;-300). Epsilon is 0.0, alpha is 0.9, 
gamma is 1.0. 
 5k 25k 40k 55k 65k 
1 85,349 9,315,462 11,798,739 11,925,448 11,942,691 
2 85,591 9,970,806 12,590,952 12,883,731 12,879,446 
3 85,528 8,483,264 12,282,405 12,386,070 12,465,344 
4 85,460 10,951,818 12,525,832 12,549,660 12,549,715 
5 87,309 9,206,131 12,509,929 12,617,007 12,623,177 
AVG 85,847 9,585,496 12,341,571 12,472,383 12,492,074 
 
 
Fig. 3. WS vs TLO hypervolume growth on MO-MountainCar problem. Starting position is 
always fixed and is -0.5. Reference point is (-300;-300;-300). Epsilon is 0.0, alpha is 0.9, gam-
ma is 1.0. 
5 Conclusion and Future Work 
Three different problems were presented. Deep Sea Treasure and MO-PuddleWorld 
has similar reward structure. In that one of the objectives is extrinsic and the other one 
is intrinsic. Meanwhile the MO-MountainCar has all of its objectives being intrinsic. 
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Deep Sea Treasure has a number of concavities in Pareto front. The TLO algorithm 
clearly benefited from its ability to locate those concavities. The WS algorithm 
doesn’t have this ability and this leads to a situation where the WS algorithm was 
dominated by the TLO algorithm. The MO-PuddleWorld’s reward structure is similar 
to the one of Deep Sea Treasure but this doesn’t lead to similar dominance. This can 
be explained by the nature of the MO-PuddleWorld problem. The MO-PuddleWorld’s 
Pareto front from any starting position has concavities, but the number of those con-
cavities is not comparable to Deep Sea Treasure and for some starting positions there 
are no concavities at all. This lead to a situation where the TLO algorithm was not 
able to benefit from its main strength and showed similar results as the WS algorithm. 
The MO-MountainCar benchmark highlighted the dominance of the WS algorithm 
over the TLO in problems with intrinsic rewards.  
 
In summary this paper demonstrates the importance of empirical studies on bench-
mark problems with known characteristics in establishing the conditions under which 
different MORL algorithms will work effectively. Clearly the TLO algorithm can 
only be used reliably on problems with no more than one intrinsic reward. However 
where the reward structure of an environment does meet this criteria, TLO is likely to 
outperform WS due to its capacity to discover policies which lie in concave regions of 
the Pareto front which cannot be found by the WS algorithm. In the future we will 
expand upon these results by extending the number and range of benchmarks to in-
clude other important characteristics such as larger numbers of objectives, partial-
observability and non-episodic environments. We will also extend the number of 
MORL algorithms included in the comparison, to provide the first comprehensive 
comparison of a wide assortment of MORL methods. 
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