Metric (International System) units are used in this report. For those readers who prefer to use the inch-pound system, the conversion factors for the terms used in this report are listed below:
Multiply metric unit By To obtain inch-pound unit meter (m) 3.281 feet (ft) kilometer (km) 0.6214 mile (mi) INTRODUCTION Realistic hydrodynamic models of bays and estuaries require accurate representations of the bathymetry of the embayment. In general, preparation of input bathymetric data for modeling is tedious and time consuming. The algorithms and associated computer programs described in this report provide a streamlined method for constructing detailed bathymetric data for input to hydrodynamic models. Raw input data from field surveys, water-depth data digitized from nautical charts, or a combination of the two are sorted to give an ordered data set on which a search algorithm is used to isolate data for interpolation. Water depths at locations required by hydrodynamic models are interpolated from the bathymetric data base using linear or cubic shape functions from the finite-element method. The bathymetric data-base organization and preprocessing, the search algorithm used in finding the bounding points for interpolation, the mathematics of the interpolation formulae, and the features of the automatic generation of water depths at hydrodynamic model grid points are discussed.
This report prepared by the U.S. Geological Survey in cooperation with the California State Water Resources Control Board and the California Department of Water Resources
includes documentation of two computer programs which are used to (1) organize the input bathymetric data and (2) to interpolate depths for hydrodynamic models. In this report, the preprocessing part of this method is discussed first, followed by a description of how bathymetric grids are generated. Finally, the interpolation algorithms are discussed along with a description of the computer code and its usage.
Most commonly used interpolation algorithms (Barnhill, 1977; Franke and Neilson, 1980) applied in surface approximation invoke statistically motivated averaging techniques which have little physical justification. In some statistical algorithms, a large number of data points often are used to ensure that a given interpolation is "well represented" but not necessarily bounded by the data. Surface approximations at points that are "well represented" but are not bounded by the data are essentially extrapolated values with a higher probability of incorrect representation. Even if the interpolation point is bounded using these techniques, the effect of the actual bounding points may be minimal because of the averaging used. Because the computational effort associated with defining the bounding relations is complex and extensive, most existing algorithms do not explicitly ensure their interpolations are based on data that locally bound the location in question.
Indeed, isolating the bounding points on which the approximations are based from the overall data base is the most CPU intensive task in this entire method.
Practical application of the method for generating water-depth data is a threestep process. The first step involves collecting bathymetric data at known locations.
Data entered into this system consist of a series of spatial coordinates, x,y,z, that define the surface of the bottom of an embayment, where x,y,z can be referenced to any convenient orthogonal right-handed coordinate system. In this report, x and y define the horizontal plane, and the z coordinate defines the depth of the embayment.
Unlike many methods that require the spatial location of the known data to fall on a regular orthogonal grid, depth data can be entered into this system in a completely random fashion. This feature provides simplified data entry that can accommodate bathymetric data collected from a variety of sources using differing techniques. For example, this system can easily incorporate data generated directly from boat surveys, or, when direct bathymetric data are not available, data collected from nautical charts. A large quantity of data can be quickly generated for modeling studies by digitizing the bathymetric contours on nautical charts. The randomly distributed depth information typically supplied on the charts can be used to fill in the gaps between contours on the charts.
The second step in the application of the method for generating water-depth data involves the creation of a data base by sorting the data and by making preliminary calculations. This is done by a computer program, which also is used to edit the data base. After the data base is created, the third and final step involves a separate computer program that interpolates depths for hydrodynamic models that use either finite-difference grids or finite-element grids. Additionally, cross-sectional information of a basin can be generated using this program.
Interpolations in this method are based on a local surface that bounds the * * interpolation point x ,y by a triangle of known data points.
The interpolated * depth, z , is defined locally within the triangle of known data by either linear or cubic shape functions used in the application of the finite-element method (Lapidus and Pinder, 1982) .
Introduction 3 BATHYMETRIC DATA BASE -PREPROCESSING
In order to increase the efficiency of the interpolations, certain calculations are performed by a preprocessing computer program and stored along with the basic topological x,y,z data. The data are sorted first according to the y-coordinate magnitude using a simple "paired interchange sort" (Cole, 1978) ; subsequent to that, point densities (to be defined) are calculated. The program then deletes any data points that have the same x,y coordinates, keeping only the first occurrence at a given location.
Finally, surface gradients at each data point are estimated using linear triangles.
Calculation of the Point Densities 8 J The local point density is denoted as -r-(J) , where J is the counter for the dy sorted data J=1,2,..J . The point densities are used in the search algorithm (to in 9.x be discussed in "Location of Bounding Points" section) and represent the rate of change of the data base pointer, AJ, by the corresponding distance in the sort, or y direction, Ay. If a change in the data base pointer, AJ, is represented by N in the sorted data base, the following relation is used to calculate the point densities:
AJ 2N+1
ay Ay y -y 7 y yj+N yj-N where N is an even number (see fig. 1 ).
Calculating the Surface Gradients
In order to use cubic polynomials as the basis for interpolations on triangular distributions of known data, surface gradient estimates are needed at each data point. Gradient estimates at known points are based on linear triangles from the finite-element method using three nearby bounding points from the known data, Z . A surface within a triangular element can be described by a plane that retains a value of z within the bounding triangle: fig. 2 ). The index i denotes the first, second, and third points found in the search process (to be discussed in "Phase 2: Isolating the Three Bounding Points") that make up the bounding triangle.
The shape functions, N., have the property of retaining a value of unity at the i'th node and zero at the other nodes in the triangle. This property ensures that z = Z at the i'th node (Zienkiewics, 1979) .
The shape functions used for simple triangular elements are defined mathematically as:
where i represents the permutation of the i'th node and v represents the area of the triangular element. The a., b., and c *s are constant over the element and are calculated, strictly from the geometry of the triangle, using the following relations: Point density relations
Example calculation for N=3
Sorted input data file 
GENERATING BATHYMETRIC DATA
The basic task in generating bathymetric data is to interpolate depths at any arbitrary location from known data. The completion of this task is a two-step procedure:
(1) The appropriate data on which the interpolations will be based must be isolated from the overall data base, and (2) interpolations need to be performed at user-specified (arbitrary) locations. The following sections outline the fundamentals of these procedures.
Location of Bounding Points
This method allows the data to be entered in a spatially random fashion (many data bases rely on regular orthogonal spacing of the data), which requires algorithms that search for a given subset of the data on which the interpolations are based.
The interpolation method used in this report derives its interpolations from three * * * * nearby bounding data points of x ,y , where x ,y denotes the desired interpolation location. The algorithm that defines these three points from the overall data base uses a two-phase procedure.
The first phase of the location algorithm isolates a it * subset of the overall data base in the general neighborhood of x ,y . The second phase performs the final isolation of the three points used in the interpolation from the subset obtained in the first phase.
Phase 1: Finding the Neighborhood of the Bounding Points
In the preprocessing program, the data base is sorted according to the magnitude of y(J) to create a monotonically increasing relationship between y and J, and in 3 J addition, data point densities, y(J), are calculated and stored for each data point in the data base. When the data is sorted in ascending value of the y-coordinate, a strip taken parallel to the x-axis, as shown in figure 3 , corresponds directly to a contiguous section in the data file. An efficient search algorithm that takes advantage of these properties locates the neighborhood of the bounding points, using the first two terms in a Taylor series expansion about the data base index "J." 
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Let x T ,y T denote any point in the data base. The first two terms in a Taylor J J series applied to the data base pointer, J, can be written as: (8) * which relates a spatial distance [y -y T ] to a corresponding change in the pointer, J. * * J For a given y , J is not known. Equation 8 can be used to estimate the data base * * * pointer, J . An approximate J is the index of a known data point such that y_ is * "close" to y .
This form of the Taylor series is of little computational use 3 J 3 J because -r (J) varies within the data base with respect to J, or, alternatively, -5 (J) dy * dy depends on the value of J. Thus, an approximate value of J given by equation 8 may not be sufficiently accurate. This observation suggests an iterative method based on * equation 8 to make successive iterations to locate J .
A recurrence relation for finding an index value, J, within a user-specified neighborhood 6 of y can be given as:
where the superscript n indicates the order of iteration in the recurrence relation.
The search for J is complete when a J in equation 9 is found as |y -Y | ^ 6. To J start the iteration sequence, an initial guess, n=l, is needed. In this method, the initial guess is estimated by:
where yj is the first (or lowest y-value) known data point in the sorted data base, 3 J and ( ) is the average value of the point density taken over the entire data base calculated by:
where J is the total number of data points in the data base. Once the pointer max * * is placed within 6 of y , all the data within a o radius of y are placed in a subdata base, which is used as the basis for the second phase of the search algorithm.
Phase 2: Isolating the Three Bounding Points
Given the subdata base found in phase 1, the basic algorithm used to locate the three bounding points (denoted 1,2,3 in fig. 4£ ) about a given spatial location (denoted 0 in fig. 4 ) is given in Thompson and Johnson (1985) and is summarized, with some modification, in this section. If the following set of conditions are not met for a given x,y coordinate location, the computer code assigns a zero for the interpolated value.
First point
The first point selected from the data base is the nearest point to the interpo-* * lation location, x ,y , found by searching sequentially within a o radius. This criterion is shown in figure 4A where TQI represents the vector from point 0 to point 1.
Second Point
The second point selected is the next closest point to 0 whose vector from point 0 forms an obtuse angle, <J> (<J> ^ <J> ^ <J> .), with the vector rni where <J> and e max min U1 max <J> . are user specified (see fig. 45 ). Thus, the second point must satisfy: mm where the " " is the familiar inner or dot product of vectors, and UQI, UQ2 are unit -» -» vectors in the TQI, TQ2 directions, respectively. Values of <J> and <J> must be in nun the range of 0° to 180°. The terms "<J> , <J> . " provide a means for specifying the max mm admissible region for the second point.
Restricting the admissible region of the second point ensures the bounding points selected by this algorithm will produce triangular regions with aspect ratios (height/base) on the order of one. In general, interpolation of surface gradients from a collection of points that have triangular regions which are nearly equilateral aspect ratios roughly equal to one produces better results. Erroneous gradients may be calculated from points that make up long narrow triangles. Cubic Triangles -C 1 Continuity One approach to higher order interpolation using triangles is through the application of cubic polynomials. Using cubic polynomials allows for higher order interpolation by providing C 1 continuity:
continuous mapping of the surface z across adjacent triangle boundaries as well as continuous first-order derivatives. The shape functions are derived using a cubic polynomial expansion (Lapidus and Finder, 1982) :
d>. -a + bN, + cN 0 + dN? + eN^ + flSLlSL + gN*N 0 + hN 1 N^ + iN^ + JN2 ,
hich involves 10° of freedom represented by the 10 coefficients a through j; the N's az. az.
are the shape functions introduced for the linear triangles. When Z., ^ t are i ax ' ay specified at the corner nodes, the system is not closed; 1° of freedom is still needed. Normally, the last degree of freedom for this type of element is accounted for by applying a known value of Z at the centroid of the triangle. Obviously, given the expected randomness of the data used in this method, it is unlikely there will be a known data point at the centroid of every collection of three points in a spatially random data base. Therefore, another method must be used to obtain the last degree of freedom. Fortunately, by using the Z and its gradients at the corner nodes, a second-order accurate estimate can be made for Z at the centroid. At each node, a az.
az. az. az. 
DESCRIPTION AND OPERATION OF COMPUTER PROGRAMS
In the following sections, the details of program operation are given. Because the output from these programs is used as input to other computer codes, it is helpful to know the exact output formats so that an efficient transfer of information can be made between programs. Thus, in order to describe explicitly the input and output requirements, the input and output sections of the computer code are given in this document along with detailed descriptions of how they work.
To increase the efficiency of the search algorithms, the data are run through a preprocessing program (PREGRID.F77), which principally sorts the data and performs XI FIGURE 6. -Three-dimensional perspective plots of three cubic shape functions associated with node ' 1'.
calculations of associated properties. Additionally, the preprocessing program allows the data base to be edited so that, for example, changes in bathymetry can easily be incorporated into the existing data structure.
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The interpolation program, GRID.F77, has three options designed specifically to generate depths for the computational networks of hydrodynamic models. MAXT = Maximum number of attempts made at finding a high aspect ratio triangle of bounding points, 0<MAXT<10. If a high aspect triangle is not found in the specified number of tries, the interpolations are based on the largest aspect triangle within the NBND search radius.
PER IPOINT
Minimum acceptable aspect ratio for the triangle of bounding points in the gradient calculation. For an equilateral triangle the aspect ratio is 1.0. A typical value for this variable is 0.5.
["N" in point density calculation] culate point densities.
Number of points used to cal-(XORIG,YORIG) (XLEN,YLEN) IEDIT = Flag that denotes the type of changes to be made in the data set to be made:
If IEDIT =1: the data which are input through the file "ADD.DEPTH" REPLACES the existing data in the rectangular area defined by the following input quantities.
If IEDIT =0: the data which are input through the file "ADD.DEPTH" are appended to the pre-existing data set without any deletions. 
General Method for Generating Bathymetrie Data for Computer Models
The following FORTRAN statements are used to read in these data: Where PARX(I) ,PARY(I) are the calculated surface gradients (see the section "Calculating the Surface Gradients") and "D" is the point density for the i'th point (see the section "Calculating the Point Densities") .
When running the preprocessing program, IPOINT ("N" in equations 1, 2, and 3) must be specified as input by the user. Large values of IPOINT will mask local fluc- The top line of data is required for all interpolation options. In this example, the finite-difference option (interpolation on regularly spaced orthogonal grids) is used.
The remaining variables and parameters in this example are considered in the next sections where the specifics of the interpolation options are discussed.
Finite-Difference Grids
The spatial attributes of a given finite-difference grid can be defined by the global coordinate location of its lower left-hand grid point, X ,Y , the length of o o the grid in the horizontal and vertical directions, L ,L , the incremental spacing of X X the sampling points, 6,6, and by the angle, <f>, the grid makes with the global x y coordinate system ( fig. 7) .
The computer code transforms a coordinate system based on the user-specified finite-difference grid into the global coordinates using the following translation and rotation relations: Volumes of the area covered by a given grid are calculated by summing over the entire grid the product of the average of the depths at the corners of a cell and the area of the cell. Mathematically this can be expressed as:
where d . is the interpolated depth at the mesh point i,j. By rearranging the sumi» J mations, a computationally more efficient form of the volume computation can be given as:
where:
max max max max
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The volume of a given grid is output to a file named "VOL. OUT."
Input Requirements
The input requirements for the generation of finite-difference grids essentially include the parameters that control the search sequence as previously discussed, the quantities in figure 7 that relate the finite-difference grid-coordinate system to the global coordinates, and, finally, the output filename. Using the San Francisco data set shown in figure 8 as an example, a threedimensional perspective warped surface of the finite-difference mesh generated using the control file given above for San Pablo Bay is shown in figure 9 . The following read statements are used to input the data for the finite-difference option:
READ ( 
Output Format
Interpolated depths from the finite-difference grid generation option are provided in a matrix of depths, d .. The output is in integers with the decimal place i 'J * moved to the right by one digit; that is, the output depths = INT(10.0 d. .). This 1 > J format saves storage by not writing out all the decimal points.
In general, the entire d. . matrix of interpolated depths will not fit on an 80-column page width; i» J therefore, d . is output in increments of j=10 ( fig. 10) .
Thus, the first 10 j Unlike the finite-difference calculations, the spatial location of the nodes that make up finite-element networks do not, in general, follow any regular pattern.
Thus, to interpolate depths using the finite-element option, the user must supply a file which contains the spatial location of each node in the network in the coordinate system on which the known data was collected.
Input Requirements
The control file for this option contains the interpolation parameters (the first line of the control file), the name of the input file that contains the coordinates of the computation points where the interpolations are desired, and the output file name which will contain the interpolated depths along with the coordinates at each desired interpolation point. An example control file has this form: where ZZ is the interpolated depth.
Cross Sections
In the study of flow problems there often is a need to look at cross-sectional information. Points on a cross section can be uniquely defined by the coordinates of the cross-section endpoints X.,Y. and X , Y and a constant spacing interval 6 max max ( fig. 11 ). Cross sections can be determined between any two arbitrary endpoints at any orientation.
Example cross section
. Definition of terms used in cross-section option.
Because constant interval sampling is used to determine cross sections, the trapezoidal rule is used for the calculation of the cross-sectional area, A:
Because the total cross-sectional area can be expressed as the product of the average depth and the top width of the section, the average depth can be calculated as: 
POINTS:
Finds the closest three bounding points following a modified version of Thompson's algorithm. Subroutine POINTS calls SEARCH.
SEARCH:
Finds the closest point to the interpolation point. This routine skips points that are discarded by subroutine POINTS for not fitting the bounding criterion.
TRILIN:
Given three bounding points and the interpolation point, this routine returns a depth based on linear interpolation (interpolation based on a plane through the three points).
TRICUB:
Given three bounding points and the interpolation point, this routine returns a depth based on cubic polynomial interpolation. Subroutine TRICUB calls CENT and SHAPE.
CENT:
Given the x,y coordinates of the bounding triangle, this subroutine exploits the fact that the centroid of any triangle in local coordinates is 1/3,1/3 to calculate the global coordinates of the centroid of the bounding triangle.
SHAPE:
This subroutine calculates the value of the cubic polynomial shape functions given the coordinates of the interpolation point and the linear shape function values.
Preprocessing Specific Routines GRAB:
Given three known bounding points, this subroutine calculates the gradients -r , y at the known data points based on linear triangular shape functions. When no bounding points are found, as is the case for data along the domain boundary, then a gradient of zero is returned ( fig. 15 ).
EDIT:
This subroutine deletes all of the data within a user-specified rectangular region by evaluating the signs of the dot products between each data point and the four corners of the rectangle.
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Read in control parameters
Calculated coordinates of mesh point using translation and rotation relations Read in user-specified coordinates
All depths interpolated?
All depths interpolated?
FIGURE 13.-Flow chart of main program. INT Flag that denotes the type of additions to be made: If IEDIT = 1, the added data REPLACES the existing data in the rectangular area defined by the parameters used to define the finite-difference grids. If IEDIT =0, the added data is appended to the pre-existing data set without any deletions.
