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We show that mixed bipartite CC and CQ states are geometrically and topologically dis-
tinguished in the space of states. They are characterized by non-vanishing Euler-Poincaré
characteristics on the topological side and by the existence of symplectic structures on the
geometric side.
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I. INTRODUCTION
The existence of quantum correlations for multipartite separable mixed states can be regarded
as one of the most interesting quantum information discoveries of the last decade. In 2001 Ollivier
and ˙Zurek1 (see also2) introduced the notion of quantum discord as a measure of the quantum-
ness of correlation. Quantum discord is always non-negative3. The states with vanishing quan-
tum discord are called pointer states. They form the boundary between classical and quantum
correlations3. The bipartite pointer states can be identified with so-called classical-quantum, CQ
states3. An important subclass of CQ states are classical-classical, CC states which play an im-
portant role in quantification of the quantum correlations4,5 and were recently considered in the
context of broadcasting scenarios6,7. It is known that both classes are of measure zero in the space
of density matrices8.
In this paper we focus on the symplecto-geometric and topological characterizations of mixed
bipartite CC and CQ states. In [9] it was shown that pure separable states form the unique sym-
plectic orbit of the local unitary (LU) group action. All other LU action orbits are non-symplectic.
Moreover, the more non-symplectic is a LU action orbit the more entangled are states belonging
to it9,10.
As we show in the present work, the symplectic techniques can be also applied to describe
mixed states. Remarkably, the non-degenerate symplectic structure is present on a generic
local unitary orbit through CC and CQ states rather than separable states. More precisely,
for density matrices defined on H = CN1 ⊗ CN2 we show that the closure of all symplectic
SU(N1)× SU(N2)-orbits is exactly the set of CC states. Similarly, the closure of all symplec-
tic SU(N1)× IN2-orbits gives the set of CQ states. This clearly indicates that symplecticity
generically detects non-quantum rather than non-entangled states. For pure states two concepts
overlap.
We also provide the topological characterization of pure seprarable, CC and CQ states.
More precisely, for pure L-partite and bipartite mixed states we study Euler-Poincaré charac-
teristics, χ on LU action orbits. Using Hopf-Samelson theorem11 we show that for pure states
χ is non-zero exactly on the manifold of separable states. Moreover, for bipartite mixed states,
SU(N1)× SU(N2)-orbit has non-vanishing Euler-Poincaré characteristics if and only if the states
belonging to it are CC. Similar result is true for SU(N1)× IN2-orbits and CQ states. As a con-
clusion separable, CC, and CQ states are topologically distinguished.
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The paper is organized as follows. In Section II we discuss the relevant geometric structures
present on the manifold of bipartite isospectral density matrices, Oρ. The orbits of SU(N1) ×
SU(N2) and SU(N1)× IN2 are in a natural way homogenous submanifolds of this manifold. In
Section III we discuss the restriction of the geometric structures to arbitrary homogenous subman-
ifolds of Oρ. In Section IV we show how symplectic and Kähler structures distinguish classes of
orbits trough CC and CQ states. The second part of the article deals with the topological charac-
terization of these orbits. Section V discusses the Hopf-Samelson theorem for calculation of the
Euler-Poincaré characteristic of homogenous spaces. In subsequent Section VI we compute the
Euler-Poincaré characteristic of orbits of pertinent groups through pure separable, CC, and CQ
states and show that these are the only orbits with non-zero Euler-Poincaré characteristic.
By Facts we always denote results that are known. We do not present their proofs and refer
the reader to the literature. On the other hand, by Propositions and Corollaries we denote all new
results. Their proofs are included in the text.
II. GEOMETRIC STRUCTURES ON THE MANIFOLD OF ISOSPECTRAL DENSITY
MATRICES
A bipartite density matrix is a non-negative, trace-one operator ρ on H = CN1 ⊗ CN2 , i.e. an
N ×N matrix, N = N1N2, whose spectrum σ(ρ) = {p1, . . . , pN} consists of non-negative eigen-
values pi ≥ 0 satisfying
∑N
i=1 pi = 1. Two density matrices are isospectral if they have the same
spectra. In the following we discuss geometric structures present on the set of isospectral density
matrices. In particular, we show that this set is a compact Kähler manifold, that is, there exist
mutually compatible symplectic, Riemannian and complex structures on it.
Let ρ0 be a diagonal bipartite density matrix. The density matrices which are isospectral with
ρ0 form an adjoint orbit through ρ0, Oρ0 , of G = SU(N) action
Oρ0 = {Adg(ρ0) : g ∈ G} , Adg(ρ0) = gρ0g
−1 .
The Lie algebra g of group G, i.e. the space of anti-hermitian N ×N traceless matrices is
equipped with the G-invariant inner product defined by
(X | Y ) = −tr(XY ), (gX | gY ) = (X | Y ) , g ∈ G . (1)
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For ρ ∈ Oρ0 letGρ = {g ∈ G : Adg(ρ) = ρ} be the stabilizer of ρ and gρ = {X ∈ g : [X, ρ] = 0}
its Lie algebra. The geometric structures we want to discuss are defined on the tangent bundle of
Oρ0 , TOρ0 =
⋃
ρ∈Oρ0
TρOρ0 . Thus we first need to describe TρOρ0 , the tangent space to Oρ0 at
any ρ ∈ Oρ0 . To this end, for X ∈ g consider the corresponding fundamental vector field X˜
X˜ρ =
d
dt
∣∣∣∣
t=0
etXρe−tX = [X, ρ] . (2)
As the action of G on Oρ0 is transitive, the fundamental vector fields at ρ ∈ Oρ0 span TρOρ0 .
Note that for X ∈ gρ the corresponding fundamental vector field vanishes, X˜ρ = 0. Therefore,
the tangent space TρOρ0 can be identified with g⊥ρ , that is, with the orthogonal complement with
respect to the inner product (1) of gρ, TρOρ0 ≃ g⊥ρ 12.
Symplectic structure on Oρ0
The symplectic form on Oρ0 is given by the Kirillov-Kostant-Souriau (KKS) form. This is a
2-form which acts on the tangent space TρOρ0 to Oρ0 at any ρ ∈ Oρ0 . Using TρOρ0 ≃ g⊥ρ it is
defined by
ωρ(X˜ρ, Y˜ρ) = (iρ | [Y, X ]) = (Y | [X, iρ]) = (X | [iρ, Y ]) , (3)
where, X, Y ∈ g⊥ρ and i2 = −1 ensures that iρ is antihermitian and ωρ(X˜ρ, Y˜ρ) has real value.
Clearly when X ∈ gρ or Y ∈ gρ we have ωρ(X˜ρ, Y˜ρ) = 0 which means that indeed ωρ is defined
on the tangent space TρOρ0 . One can also check that ω is closed and non-degenerate. Therefore
ω defines a symplectic structure on Oρ0 . Moreover, group G acts on Oρ0 in a symplectic way, i.e.
g∗ω = ω, where g∗ω denotes the pullback of ω by the action of g ∈ G.
Complex structure on Oρ0
Having the KKS symplectic form (3) on Oρ0 there exists a natural almost complex structure
associated to it. It is defined as follows. For ρ ∈ Oρ0 we compute the polar decomposition of the
map adρ : g→ g, adρ(X) = [iρ, X ], restricted to TρOρ0 ≃ g⊥ρ . It is straightforward to see that
this restriction is non-degenerate and that it defines a skew-symmetric operator (with respect to
inner product (1)) , ad∗ρ = −adρ. Therefore the polar decomposition reads
adρ|g⊥ρ = JρPρ , (4)
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where Pρ : g→ g is a positive operator, Jρ : g→ g is orthogonal and skew-symmetric, J∗ρ = −Jρ
and [Jρ, Pρ] = 0. It follows that J2ρ = −I. Therefore Jρ can be used to define almost complex
structure on Oρ0 . In fact Jρ turns out to be integrable and consequently it defines the complex
structure on Oρ0
12
.
Riemannian and Kähler structures on Oρ0
The last structure onOρ0 is the Riemannian structure that is compatible with ω and J introduced
above. It is given by the following formula
gρ
(
X˜ρ, Y˜ρ
)
= ωρ(X˜ρ, JρY˜ρ) = (X | [iρ, JρY ]) , (5)
for ρ ∈ Oρ0 and X, Y ∈ g⊥ρ . One easily checks that so defined g is symmetric, positive definite
and G-invariant. Moreover, straightforward computation shows that it is compatible with both ω
and J , i.e.
gρ
(
JρX˜ρ, JρY˜ρ
)
= gρ
(
X˜ρ, Y˜ρ
)
, gρ
(
JρX˜ρ, Y˜ρ
)
= ωρ(X˜ρ, Y˜ρ) .
Thus structures ω, J and g define Kähler structure on Oρ0 . Due to the positive-definiteness of gρ,
Oρ0 is a positive Kähler manifold9.
III. RESTRICTIONS OF GEOMETRIC STRUCTURES
Having defined the relevant geometric structures on Oρ0 we consider the following problem.
Let K be a compact semisimple Lie subgroup of G, K ⊂ G. By restriction of the adjoint action
K acts on Oρ0 in a symplectic way. We denote K-orbit through ρ ∈ Oρ0 by K.ρ. Obviously
K.ρ ⊂ Oρ0 . One can thus consider the restriction ω|K.ρ of the symplectic form (3) to K.ρ. The
restricted form is still closed, dω|K.ρ = 0, but it need not to be non-degenerate. As a result,
K-orbits in Oρ need not to be symplectic. We want to know which of them are. Moreover, we
want to know if those which are symplectic are also Kähler. Before we state the relevant theorems
we review some background information concerning semisimple Lie algebras. For more detailed
account of this topic consult14.
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Root decomposition of a compact semisimple Lie algebra
Let k be the Lie algebra of K. As K is a compact semisimple Lie group, the algebra k has the
following root decomposition14
k = t⊕
⊕
α>0
SpanR (Eα − E−α)⊕
⊕
α>0
SpanR (i(Eα + E−α)) , (6)
where, t is a Cartan subalgebra of k and α ranges over all positive roots. The Cartan subalgebra t
is
t = SpanR (iHα : Hα = [Eα, E−α], α > 0) .
Moreover, for each positive root α the triple {Eα −E−α, i(Eα + E−α), iHα} is isomorphic with
su(2), i.e.
[iHα, Eα − E−α] = 2i (Eα + E−α) ,
[iHα, i(Eα + E−α)] = −2 (Eα − E−α) ,
[Eα − E−α, i(Eα + E−α)] = 2iHα .
Example 1. For k = su(N) the root space decomposition is particularly simple
su (N) = t⊕
⊕
i>j
spanR (Xij)⊕
⊕
i>j
spanR (Yij) , (7)
where
t = {X ∈ k : X − diagonal} = SpanR (iHij) , Hij = (|i〉〈i| − |j〉〈j|)
Yij = (|i〉〈j| − |j〉〈i|) , Xij = i (|i〉〈j|+ |j〉〈i|) , (8)
and i, j ∈ {1, . . . , N}.
Kostant-Sternberg theorem
Symplectic orbitsK.ρ ⊂ Oρo are characterized by the Kostant-Sternberg theorem13 (see also15).
The necessary condition for the orbit K.ρ ⊂ Oρo to be symplectic is
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Fact 1. (The necessary condition) If the orbitK.ρ ⊂ Oρo is symplectic (with respect to the restric-
tion of KKS symplectic form (3)) then there exists ρ˜ ∈ K.ρ such that [X, ρ˜] = 0 for all X ∈ t,
where t is a Cartan subalgebra of k.
In the following we assume that the necessary condition is satisfied, that is, [ρ˜, t] = 0. Using (2)
and the root decomposition (6) we have
Tρ˜K.ρ =
⋃
α>0
Pα ,
where the sum is over positive roots and
Pα = SpanR ([Eα − E−α, ρ˜] , i [Eα + E−α, ρ˜]) . (9)
We will need the following fact whose proof can be found in9,13.
Fact 2. For positive roots α 6= β, ωρ (X, Y ) = 0 if X ∈ Pα, Y ∈ Pβ.
Thus ω|K.ρ is non-degenerate if and only if it is non-degenerate on each Pα separately. Using (3)
and (9) it is straightforward to check:
Fact 3. Assume that [ρ˜, t] = 0. Then for anyPα we have exactly three possibilities: (1) dimPα = 0,
if and only if [Eα, ρ˜] = 0 = [E−α, ρ˜], (2) dimPα = 2 and ω|Pα = 0, if and only if tr (ρHα) = 0
and [Eα, ρ˜] 6= 0 or [E−α, ρ˜] 6= 0, (3) dimPα = 2 and ω|Pα is non-degenerate, if and only if
tr (ρHα) 6= 0.
We can now state the Kostant-Sternberg theorem in its usual form.
Fact 4. (Kostant-Sternberg theorem13) The orbitK.ρ ⊂ Oρo is symplectic if and only if: (1) There
exists ρ˜ ∈ K.ρ such that [X, ρ˜] = 0 for all X ∈ t and (2) For any positive root α if tr (ρHα) = 0
then [Eα, ρ˜] = 0 = [E−α, ρ˜].
In order to measure how non-symplectic is an orbit K.ρ we will, similarly to9, use the notion of
degree of degeneracy ω|K.ρ, D(K.ρ). It is given by
D(K.ρ) = dimK.ρ− rankω|K.ρ. (10)
The dimension of K.ρ is
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dimK.ρ = 2 (2 (|{α|α > 0}| − |{α|α > 0 , [Eα, ρ˜] = [E−α, ρ˜] = 0}|)) , (11)
where |X | denotes the number of elements of a discrete set X . The rank of ω|K.ρ is
rankω|K.ρ = 2 (|{α|α > 0}| − |{α|α > 0 , tr (ρ˜Hα) = 0}|) . (12)
Restriction of Kähler structure
In order to characterize orbits K.ρ that are Kähler submanifolds of Oρo we need the following
results
Fact 5. [9] Let M be a positive Kähler manifold. Then any complex submanifold N ⊂M is also
a Kähler manifold.
Proposition 1. An orbitK.ρ is a complex submanifold ofOρo if and only if it is an almost complex
sumbanifold of Oρo .
Proof. The only thing one has to check is the integrability is almost-complex of the almost com-
plex structure on K.ρ0 that K.ρ inherits from Oρo . We will deal with this in Appendix 1.
Let us now characterize almost complex orbits ofK inOρo . By the definition of almost complex
structure Jρ, an orbit K.ρ is almost complex submanifold if and only if for ρ˜ (defined in the Fact
1)
adρ˜ (Tρ˜K.ρ) ⊂ Tρ˜K.ρ. (13)
We would like to remark that every simplectic orbit K.ρ ⊂ Oρo can be equipped with the "intrin-
sic" Kähler structure. It follows from the fact13 that every simplectic orbit K.ρ is diffeomorphic,
via the moment map, with coadjoint orbit of some K. The latter possess a standard Kähler struc-
ture, as discussed above. We illustrate this phenomenon on a concrete example. Consider the
action of the groupK = SU(2) acting on the projective space P (C2j+1) in a natural way (induced
from the action of SU(2) on C2j+1 treated as a carrier space of an irreducible representation of
SU(2)). In this case simplectic orbits of are orbits through states corresponding to nonzero eigen-
vectors of the operator σz . These orbits are diffeomorphic to two dimensional spheres so they
can be equipped with the intrinsic SU(2) invariant Kähler structure. Nevertheless, only the orbit
through the state corresponding to the maximal or minimal eigenvalue of σz inherits the Kähler
structure from P (C2j+1). The exhaustive discussion of the above example can be found in [16].
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IV. GEOMETRIC DESCRIPTION OF CC AND CQ STATES
In the following we apply the ideas presented in sections II and III to mixed bipartite states.
Let H = HA ⊗HB , where HA = CN1 and HA = CN2 . We start with definitions of CC and CQ
states.
A quantum state ρ defined on H is called a CC state4 if it can be written in the form
ρ =
∑
i,j
pij|i〉〈i| ⊗ |j〉〈j| , (14)
where {|i〉}N1i=1 is an orthonormal basis in HA and {|i〉}N2j=1 is an orthonormal basis in HB . A
quantum state ρ defined on H is called a CQ state if it can be written in the form
ρ =
∑
i
pi|i〉〈i| ⊗ ρi , (15)
where {|i〉}N1i=1 is an orthonormal basis in HA and {ρi}N2i=1 are density matrices defined on HB .
In order to use the tools presented in section III we need to choose some subgroup K ⊂ G.
Note that both CC and CQ are SU(N1)× SU(N2)-invariant sets. It turns out that for CC the
relevant group is indeed SU(N1)× SU(N2). On the other hand, in order to distinguish geometric
properties of CQ states, one has to take SU(N1)× IN2 .
A. Results for CC states
In the following we prove our main results, i.e. we show that the orbits through generic CC
states of the group K = SU(N1)× SU(N2), K ⊂ G, are the only symplectic orbits in the space
of density matrices on H. We also compute the rank and the dimension of degeneracy of the
symplectic form restricted to K-orbits through CC states. Finally, we illustrate our results by the
example two-quibit system.
The root decomposition (6) of the Lie algebra k = su(N1)⊕ su(N2) is a direct sum of root
decompositions of su(N1) and su(N2) which are given by (7). In the following we use the repre-
sentation
k ∋ (X1, X2) 7→ X1 ⊗ IN2 + IN1 ⊗X2. (16)
Under (16) we have
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k = t⊕ b1 ⊕ b2 ,
where
t = SpanR (iHij ⊗ IN2 , iIN1 ⊗Hkl : i < j, k < l) ,
b1 =
⊕
i>j
SpanR (Xij ⊗ IN2)⊕
⊕
i>j
SpanR (Yij ⊗ IN2) ,
b2 =
⊕
k>l
SpanR (IN1 ⊗Xij)⊕
⊕
k>l
SpanR (IN1 ⊗ Yij) , (17)
where matrices Xij , Yij and Hij are defined as in (8) and i, j ≤ N1, k, l ≤ N2. We denote
Eij = |i〉〈j|.
Proposition 2. If the K-orbit is symplectic, then it consists only of CC states, i.e. CC states
satisfy the necessary condition given in Fact 1.
Proof. AssumeK.ρ is symplectic. By Fact 1, [t, ρ] = 0. But t consists of matricesX1 ⊗ IN2 + IN1 ⊗X2,
where X1, X2 are traceless diagonal matrices. It is thus clear that ρ =
∑
ik pikEii ⊗ Ekk. Con-
versely, if ρ =
∑
ik pikEii ⊗ Ekk then it follows directly from the definition of t that [t, ρ] = 0.
Proposition 3. The orbit of adjoint action ofK = SU(N1)× SU(N2) through CC state ρ =
∑
i,j pij|i〉〈i| ⊗ |j〉〈j|
is symplectic if and only if the following conditions hold:
1. for any i 6= j,
∑
l pil =
∑
l pjl =⇒ ∀l pil = pjl,
2. for any i 6= j,
∑
l pli =
∑
l plj =⇒ ∀l pli = plj .
Proof. Let ρ =∑i,j pijEii ⊗ Ejj . By Fact 4 we first verify when tr(ρHα) = 0 :
tr (ρ (Hij ⊗ IN2)) = tr
(
N2∑
l=1
(pilEii − pjlEjj)⊗ Ell
)
(18)
=
N2∑
l=1
pil −
N2∑
l=1
pjl , (19)
tr (ρ (Hij ⊗ IN2)) = 0⇔
N2∑
l=1
pil =
N2∑
l=1
pjl . (20)
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Similarly
tr (ρ (IN1 ⊗Hij)) = 0⇔
N1∑
l=1
pli =
N1∑
l=1
plj . (21)
Next, we verify when [Eα, ρ] = [E−α, ρ] = 0.
[Eij ⊗ IN2 , ρ] =
N2∑
l=1
(pjlEij − pilEij)⊗ Ell , (22)
[Eji ⊗ IN2 , ρ] =
N2∑
l=1
(pilEji − pjlEji)⊗ Ell , (23)
[Eij ⊗ IN2 , ρ] = [Eji ⊗ IN1 , ρ] = 0⇔ ∀l pjl = pil . (24)
Analogously
[IN1 ⊗Eij , ρ] = [IN1 ⊗Eji, ρ] = 0⇔ ∀ plj = pli . (25)
Therefore the condition tr (ρHα) = 0 ⇒ [Eα, ρ] = 0 translates to the conditions 1 and 2 above.
One can interpret results stated in the Proposition 3 in terms of the reduced density matrices of ρ.
First, the K-orbit through a CC state ρ is symplectic, if spectra of ρ1 = tr2 (ρ) and ρ2 = tr1 (ρ)
are non-degenerate. Moreover, whenever there is a pair of equal eigenvalues in the spectrum of
ρ1 or ρ2, the K-orbit through ρ is symplectic provided ρ satisfies conditions 1 and 2 stated in
Proposition 3.
Corollary 4. For generic CC state the spectra of ρ1 and ρ2 are non-degenerate. Therefore, the set
of all CC states is the closure of all symplectic K-orbits in the space of quantum states.
Proof. By Proposition 3 the degeneracies in the spectra of ρ1 and ρ2 are described by equations
for hyperplanes in the set of CC states for fixed bases {|i〉} and {|j〉} in HA and HB respectively,
i.e. ∑
l
pil =
∑
l
pjl,
∑
l
pli =
∑
l
plj (26)
for some i 6= j. There is a finite number of them, and thus the complement of the set described by
them is dense in the set of all CC states.
Let us now use (13) to study which symplectic orbits of SU(N1)× SU(N2) are actually Kähler
(they inherit the Kähler structure form Oρo) . Straightforward computations based on (24) and
(25) show that the tangent space to the orbit of SU(N1)× SU(N2) at the state ρ is spanned by the
following vectors (i > j).
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[Xij ⊗ IN2 , iρ] =
N2∑
l=1
(pil − pjl)Yij ⊗ Ell , (27)
[Yij ⊗ IN2 , iρ] =
N2∑
l=1
(pjl − pil)iXij ⊗Ell , (28)
[IN1 ⊗Xij, iρ] =
N1∑
k=1
(pki − pkj)Ekk ⊗ Yij , (29)
[IN1 ⊗ Yij, iρ] =
N1∑
k=1
(pkj − pki)Ekk ⊗ iXij . (30)
The action of adρ on each Pα ⊂ TρK.ρ (see (17) for the convention used to describe roots of
su(N1)⊕ su(N2))
[[Xij ⊗ IN2 , iρ] , iρ] = −
N2∑
l=1
(pjl − pil)
2iXij ⊗Ell , (31)
[[Yij ⊗ IN2 , iρ] , iρ] =
N2∑
l=1
(pil − pjl)
2Yij ⊗ Ell , (32)
[[IN1 ⊗Xij , iρ] , iρ] = −
N1∑
l=1
(pkj − pki)
2iEkk ⊗Xij , (33)
[[IN1 ⊗ Yij, iρ] , iρ] =
N1∑
k=1
(pki − pkj)
2Ekk ⊗ Yij . (34)
We have adρ (Pα) ∩ Pβ = 0 for α 6= β. Direct inspection shows that in order for the orbit
through the state ρ to be Kähler the following conditions have to be satisfied,
(pil − pjl) ((pil − pjl)− βi,j) = 0 , ∀(i, j) , N1 ≥ i > j ≥ 1 ∀ l = 1, . . . , N2 , (35)
(pki − pkj) ((pki − pkj)− γi,j) = 0 , ∀(i, j) , N2 ≥ i > j ≥ 1 ∀ k = 1, . . . , N1 , (36)
where βi,j and γi,j are real paremetres depending only on indices i and j.
Proposition 5. The solutions to conditions (35) and (36) are the following:
1. pi0j0 = 1 and pij = 0 for (i, j) 6= (i0, j0).
2. pij = 1N1N2 for all pairs of indices (i, j).
Proof. One easily checks that the above satisfy (35) and (36). Assuming that there exist two pairs
of indices (i, j) and (i′, j′) such that 0 6= pij 6= pi′j′ 6= 0 leads to a contradiction.
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The above reasoning reproduces results from [15] where the author showed that pure separable
states form the unique Kähler orbit of the complexification of K, KC, inOρ0 . However, we would
like to point out that in general there might be more Kähler orbits of K = SU(N1)× SU(N2) in
the set of density matrices. Proposition 5 treats this problem.
We now turn to a detailed description of symplectic properties of orbits through CC states. We
compute dimensions of orbits, dimK.ρ, rank of the symplectic form restricted to orbits rk ω|K.ρ
, and its degree of degeneracy, D (K.ρ). We first introduce the notation which will be used in
formulas for these quantities.
For fixed ρ ∈ CC we consider the coefficients pij of ρ as entries of the N1 ×N2 matrix P . Let
Ri be its i-th row and Cj be its j-th column. Let S(X) denote the sum of elements of X , for X
being either a row or a column. Define
SR = {S(Ri)}
i=N1
i=1 , SC = {S(Cj)}
j=N2
j=1 . (37)
That is, SR and SC consist of all numbers one can get by summing elements in rows and columns
of P respectively. For each r ∈ SR and c ∈ SC, let
Ir = {i : S(Ri) = r}, Jc = {j : S(Cj) = c} , (38)
be sets consisting of indices that label rows and columns of P whose sums of elements are equal
to r and c respectively. Of course, {1, . . . , N1} =
⋃
r∈SR Ir and {1, . . . , N2} =
⋃
c∈SC Ic, where⋃
denotes the union of sets. Moreover, for each r ∈ SR and c ∈ SC, let
Rr = {Ri : S(Ri) = r}, Cc = {Cj : S(Cj) = c} , (39)
be the sets consisting of rows and columns of P whose sums equal r and c respectively. Let
R =
⋃
r∈SR
Rr, C =
⋃
c∈SC
Cc , (40)
be the sets consisting of all rows and columns of P . For each R ∈ R, C ∈ C let
IR = {i : Ri = R}, JC = {j : Cj = C} , (41)
be the sets consisting of indices that label rows and columns of P that equal R and C respectively.
Of course for each row R we have IR ⊂ IS(R) and for each column C we have IC ⊂ IS(C).
Moreover for each r ∈ SR, Ir =
⋃
R∈Rr
IR and for each c ∈ SC , Jc =
⋃
C∈C JC . Finally, let us
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denote by |X | the number of elements of a discrete set X and by
(
a
b
)
the binomial coefficient. In
what follows we assume the convention
(
a
b
)
= 0 for a < b.
By (11) to calculate dimK.ρ it is enough to determine when [Eα, ρ] = 0 = [E−α, ρ]. Using (24)
and (25) we have
[Eij ⊗ IN2, ρ] = 0⇐⇒ i, j ∈ IR for someR ∈ R , (42)
[IN1 ⊗ Eij, ρ] = 0⇐⇒ i, j ∈ JC for someC ∈ C. (43)
Hence
dimK.ρ = 2
((
N1
2
)
−
∑
R∈R
(
|IR|
2
)
+
(
N2
2
)
−
∑
C∈C
(
|JS|
2
))
. (44)
By (12) to calculate rank ω|K.ρ it is enough to determine when tr (ρHα) = 0. By (20) and (21)
we have
tr (ρ (Hij ⊗ IN2)) = 0⇐⇒ i, j ∈ Ir for some r ∈ SR , (45)
tr (ρ (IN1 ⊗Hij)) = 0⇐⇒ i, j ∈ Jc for some c ∈ SC . (46)
Thus
rank ω|K.ρ = 2
((
N1
2
)
−
∑
r∈SR
(
|Ir|
2
)
+
(
N2
2
)
−
∑
c∈SC
(
|Jc|
2
))
, (47)
Having established formulas for dimK.ρ and rank ω|K.ρ we arrive at our final result:
Proposition 6. The dimension of the degeneracy of the symplectic form on the orbit through the
CC state ρ =
∑
i,j pijEii ⊗ Ejj is equal to
D(K.ρ) = 2
(∑
r∈SR
(
|Ir|
2
)
−
∑
R∈R
(
|IR|
2
)
+
∑
c∈SC
(
|Jc|
2
)
−
∑
C∈C
(
|JC |
2
))
. (48)
CC states, for which the corresponding K-orbits have the maximal degree of degeneracy
D(K.ρ), correspond to so-called magic rectangles17. To be more precise, the maximum in equa-
tion (48) is obtained when |R| = N1, |C| = N2 and both SR and SC have precisely one element.
Translating these conditions to the properties of N1 ×N2 matrix pij encoding a given CC state ρ,
one arrives at the following conditions:
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1. Each row and colum of pij have to consist of different elements.
2. Sums of elemenst in each row are the same. The same concerns sums of elements in each
column.
Two-qubit CC states
Let ρ = p11E11 ⊗ E11 + p12E11 ⊗E22 + p21E22 ⊗ E11 + p22E22 ⊗E22. We will now use
Proposition 6 to calculate dimensions of orbits, ranks of the form ωρ, and its degrees of de-
generation. Therefore, let us consider the matrix
P =

 p11 p12
p21 p22

 .
Of course, 1 = Trρ = p11 + p12 + p21 + p22. There are four possibilities:
a. Distinct sums both in columns and in rows Consider the case p11 + p12 6= p21 + p22,
p11 + p21 6= p12 + p22. It follows that no two columns or two rows are identical, therefore due to
Proposition 6, dimK.ρ = 2
((
2
2
)
+
(
2
2
))
= 4. The rank of ω|K.ρ is also 4, so it is non-degenerate
and the orbit is symplectic.
b. Equal sums in columns, distinct sums in rows Consider the case p11 + p12 6= p21 + p22,
p11 + p21 = p12 + p22. Because Trρ = 1, it follows that p11 + p21 = p21 + p22 = 12 , and setting
α = p11, β = p22 gives us p21 = 12 − α, p12 =
1
2
− β and α 6= β, that is P =

 α 12 − β
1
2
− α β

 .
Due to Proposition 6, the rank of ωρ is equal to 2
((
2
2
)
+
(
2
2
)
−
(
2
2
))
= 2, because there is a
pair of columns with equal sums. Now, if these columns are equal, then α+ β = 1
2
, meaning
P =

 α α
1
2
− α 1
2
− α


. Condition α 6= β implies α 6= 1
4
. From Proposition 6 it follows that
dimK.ρ = 2
((
2
2
)
+
(
2
2
)
−
(
2
2
))
= 2, as there are two identical columns and no identical rows.
The orbit is symplectic of dimension 2. For any β 6= 1
2
− α and β 6= α, we get dimK.ρ = 4, so
the degeneracy of ω|K.ρ is equal to D(K.ρ) = 2.
c. Distinct sums in columns, equal sums in rows Similarly to the case above, we consider ρ
such that P =

 α 12 − α
1
2
− β β

 and β 6= α. We get that if α+ β = 1
2
and α 6= 1
4
, then the orbit
is symplectic of dimension 2, and if β 6= 1
2
− α and β 6= α, then the orbit is of dimension 4 and
ω|K.ρ has degeneracy 2.
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d. Equal sums in columns and rows What remains is the case p11 + p12 = p21 + p22,
p11 + p21 = p12 + p22. With α = p11, simple calculations lead us to P =

 α 12 − α
1
2
− α α


.
Now, if α = 1
4
, then both columns and both rows are equal, and the orbit is of dimension 0. In
fact, it is just a point ρ = 1
4
· Id. For any α 6= 1
4
, both of the columns are distinct, and so are the
rows. Therefore, due to Proposition 6, dimK.ρ = 4 and rk ω|K.ρ = 0, that is the degeneracy of
ω|K.ρ is equal to D(K.ρ) = 4, and is maximal possible for a CC state.
Because in the case considered CC states in a fixed computational basis |1〉|1〉, |1〉|2〉, |2〉|1〉
and |2〉|2〉 form a three-dimensional simplex, it is possible to draw pictures illustrating the re-
sults discussed above. We denote vertices of the simplex we denote by E11 ⊗ E11, E11 ⊗E22
, E22 ⊗ E11 and E22 ⊗ E22. Figures 1-3 show dimension of LU-orbits as well as the rank and
degree of degeneracy for different points in this simplex.
FIG. 1. Dimensions of orbits through CC states of two qbits. Large dot: dim K.ρ = 0, dotted lines:
dim K.ρ = 2, elsewhere: dim K.ρ = 4.
FIG. 2. Ranks of ω|K.ρ for orbits through CC states of two qbits. Thick dashed line: rk ω|K.ρ = 0 , lined
surfaces: rk ω|K.ρ = 2, elsewhere: rk ω|K.ρ = 4.
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FIG. 3. Degrees of degeneracy of ω|K.ρ for orbits through CC states of two qbits. Thick dashed line:
D(K.ρ) = 4, lined surfaces: D(K.ρ) = 2, dotted lines and elsewhere: D(K.ρ) = 0.
B. Results for CQ states
Setting K = SU(N1)× IN2 give us analogous results for CQ states as we got for CC states.
In this case the Lie algebra of K, k = su(N1) is represented on H via the mapping
k ∋ X 7→ X ⊗ IN2 . (49)
Throughout the computations we will use the notation analogous to the one used for CC states:
k = t⊕
⊕
i>j
SpanR (Xij ⊗ IN2)⊕
⊕
i>j
SpanR (Yij ⊗ IN2) , (50)
t = SpanR (iHij ⊗ IN2 , i < j) ,
where matrices Xij , Yij and Hij are defined as in (8) and i, j ≤ N1.
Proposition 7. If the orbit of adjoint action of K = SU(N1)× IN2 is symplectic, then it consists
only of CQ states.
Proof. Let K.ρ be symplectic. By Fact 1, we may assume that [t, ρ] = 0. Thus ρ and elements
from t must have common eigenvalues. Therefore, ρ has the form of the CQ state.
Proposition 8. The orbit of the coadjoint action of K = SU(N1)× IN2 through a CQ state
ρ =
∑
i pi|i〉〈i| ⊗ ρi is symplectic if and only if for any i 6= j, pi = pj =⇒ piρi = pjρj .
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Proof. Let ρ =∑i piEii ⊗ ρi. Following Fact 1, we check for which α we have tr(ρHα) = 0.
tr(ρ(Hij ⊗ IN2)) = tr(piEii ⊗ ρi − pjEjj ⊗ ρj) = pi − pj (51)
tr(ρ(Hij ⊗ IN2)) = 0 ⇐⇒ pi = pj (52)
We also check the condition [Eα, ρ] = [E−α, ρ] = 0.
[Eij ⊗ IN2 , ρ] = pjEij ⊗ ρj − piEij ⊗ ρi (53)
[Eji ⊗ IN2 , ρ] = piEji ⊗ ρi − pjEji ⊗ ρj
[Eij ⊗ IN2 , ρ] = [Eji ⊗ IN2, ρ] = 0 ⇐⇒ pjρj = piρi
So tr(ρHα) = 0 =⇒ [Eα, ρ] = 0 for all positive roots Hα translate to the conditions given above.
Corollary 9. A generic orbit of the adjoint action of K = SU(N1)× IN2 through a CQ state is
symplectic and the set of all CQ states is equal to the closure of the sum of all symplectic orbits of
SU(N1)× IN2 in the space of quantum states.
Proof. Analogous to the proof of Corollary 4.
We now give more detailed description of K-orbits through CQ states. We compute dimen-
sions of orbits, dimK.ρ , rank of the symplectic form restricted to orbits rk ω|K.ρ, and its degree
of degeneracy, D (K.ρ). We first introduce necessary notation which we then use to compute
numbers we are interested in. Let us fix ρ ∈ CQ and let
P = {pi}
N1
i=1 (54)
be the set of probabilities that appear in (15) . For each p ∈ P , let
Ip = {i : pi = p} , (55)
be the set of indices that have the same value of p. Of course {1, . . . , N1} =
⋃
p∈P Ip. For p ∈ P ,
let
Qp = {piρi : pi = p} . (56)
Let
Q = {piρi} =
⋃
p∈P
Qp , (57)
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be the set consisting of all piρi that appear in the decomposition (15). For each σ ∈ Q, let
Iσ = {i : piρi = σ} . (58)
Of course for each σ ∈ Q we have Iσ ⊂ Itrσ. Moreover for each p ∈ P , Ip =
⋃
σ∈Qp
Iσ. As
before, we assume the convention
(
a
b
)
= 0 for a < b.
We essentially repeat arguments that were given to justify Proposition 6. The only difference
now is the structure of the groupK. One should introduce minor corrections in the argumentation.
In particular, setsR and C should be replaced by the setQ. Also, the set P should be taken instead
of the sets SR and SC. By the analogy we obtain the following formulas:
dimK.ρ = 2
((
N1
2
)
−
∑
σ∈Q
(
|Iσ|
2
))
, (59)
rk ω|K.ρ = 2
((
N1
2
)
−
∑
p∈P
(
|Ip|
2
))
. (60)
We can now state the final result.
Proposition 10. The dimension of the degeneracy on the K-orbit through a CQ state ρ is equal to
D(K.ρ) = 2
(∑
p∈P
(
|Ip|
2
)
−
∑
σ∈Q
(
|Iσ|
2
))
. (61)
V. EULER-POINCARÉ CHARACTERISTICS OF HOMOGENOUS SPACES
Having discussed the geometric properties of CC and CQ states we focus now on their topo-
logical features. In the following we recall the notion of the Euler-Poincaré characteristics for
compact manifolds and homogenous spaces. In particular we invoke the Hopf-Samelson theorem
which will be used in the Section VI for caclulation of Euler-Poincaré characteristics of K-orbits
through CC and CQ states.
Let K be a compact connected Lie group. Assume that K acts on a compact manifold M .
It is known that each orbit Ox = {g.x : g ∈ K} of K-action on M is a homogenous space, i.e.
Ox = K/Kx, where Kx is the isotropy subgroup of x, that is, Kx = {g ∈ K : g.x = x}. In the
following we analyze the topological structure of orbits Ox. In particular we invoke the Hopf-
Samelson theorem11 which says that the Euler-Poincaré characteristics, χ(Ox) is always non-
negative and positive if and only if the ranks of K and Kx are the same.
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Euler-Poincaré characteristics
The most fundamental topological invariant of a topological space X is the Euler-Poincaré
characteristics. For a compact manifold X it is defined as
χ(X) =
dim(M)∑
p=0
(−1)p dimCp(X), (62)
where Cp(K) denotes the space of closed p-forms. Recall that the p-th cohomology group of X is
a quotient space of the closed p-forms Cp(X) by the exact p-forms Ep(X)
Hp(X) = Cp(X)/Ep(X),
Cp(X) = Ker
(
d :
p∧
T ∗X →
p+1∧
T ∗X
)
,
Ep(X) = Ran
(
d :
p−1∧
T ∗X →
p∧
T ∗X
)
.
The beauty of the Euler-Poincaré characteristics is manifested by the following equality
dimX∑
p=0
(−1)p dimCp(X) = χ(X) =
dimX∑
p=0
(−1)p dimHp(X). (63)
Euler-Poincaré characteristics of homogenous spaces
Here we state the Hopf-Samelson theorem for the Euler-Poincaré e characteristics of a homoge-
nous space. We first recall concepts of a maximal torus and of a Weyl group. A maximal torus of
K, denoted by T , is defined as a maximal abelian compact and connected subgroup of K. A max-
imal torus is in general not unique. Yet, all maximal tori are conjugate, i.e. they are of the form
T ′ = gTg−1 for g ∈ K. The normalizer, N(T ) is defined by N(T ) = {g ∈ K : g−1Tg = T}.
Analogously, the centralizer, C(T ), is given by C(T ) = {g ∈ K : g−1tg = t , t ∈ T}. Both N(T )
and C (T ) are compact. Centralizer C(T ) is clearly a normal subgroup of N(T ). Therefore the
quotient group WT = N(T )/C(T ) is well defined and finite14. The group WK is called a Weyl
group of K. For example, when K = SU(N), the maximal torus T may be chosen to consists
of diagonal matrices in SU(N). The corresponding WK is given by these matrices in K which
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permute diagonal elements of t ∈ T and hence |WK | = N !. We can now state the Hopf-Samelson
theorem.
Fact 6. (Hopf-Samelson theorem) Let K be a compact connected Lie group and Kx be a closed
subgroup ofK . IfKx contains some maximal torus ofK, ie. T ⊂ Kx, the Euler-Poincaré charac-
teristic is given by χ(K/Kx) = |WK ||WKx | . When Kx does not contain a maximal torus χ(K/Kx) = 0.
VI. EULER-POINCARÉ CHARACTERISTIC OF ORBITS THROUGH PURE
SEPARABLE, CC, AND CQ STATES
In this section we compute Euler-Poincaré characteristic for orbits through pure separable, CC,
and CQ states. We show that the Euler-Poincaré characteristic of the orbit of the relevant group
distinguishes classes of pure separable, CC, and CQ states. We start with the discussion of pure
separable states. While discussing CC and CQ states we will use the notation from Section IV.
A. Pure separable states
Consider the system consisting of L distinguishable particles described by
H = CN1 ⊗ CN2 ⊗ . . .⊗ CNL. (64)
Manifold of pure states, PH, consist of all rank-one orthogonal projectors defined onH. The group
of local unitary operations K = SU(N1)× SU(N2)× . . .× SU(NL) acts on PH in a natural
manner,
k.|ψ〉〈ψ| = k|ψ〉〈ψ|k−1, for k ∈ K and |ψ〉〈ψ| ∈ PH .
The manifold of separable states, Sep, consists of states of the form
|ψ〉〈ψ|,where |ψ〉 = |φ1〉 ⊗ |φ2〉 ⊗ . . .⊗ |φL〉,
for some normalized |ψi〉 ∈ CNi . Separable states form the K-orbit through |ψ0〉〈ψ0|, where |ψ0〉
is a simple tensor. In what follows we will prove that the manifold of separable states is the only
K-orbit that have non-vanishing Euler-Poincaré characteristic. Any maximal torus of K is given
by T = T1 × T2 × . . .× TL, where each Ti is some maximal torus of SU(Ni). It is a matter of
straightforward calculation to see that
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|WK | = N1! ·N2! · . . . ·NL! . (65)
One easily checks that if a stabilizer of a given state K|ψ〉〈ψ| contains some T , then |ψ〉〈ψ| is
separable (proof is analogous to the proof of Proposition 1). Moreover, it is known that for the
separable |ψ〉〈ψ| we have18
K|ψ〉〈ψ| =
i=L∏
i=1
S (U(1)× SU(Ni − 1)) . (66)
Straightforward calculation gives
|WK|ψ〉〈ψ|| = (N1 − 1)! · (N2 − 1)! · . . . · (NL − 1)! . (67)
Taking into account the above discussion and Fact 6 we arrive at the following Proposition.
Proposition 11. Among all orbits of the local unitary group K = SU(N1) × SU(N2) × . . . ×
SU(NL) in the manifold of pure states only the orbit of separable states have the the non-vanishing
Euler-Poincaré characteristic. It is given by χ (Sep) = N1 ·N2 · . . . ·NL.
B. CC and CQ states
In order to compute the Euler-Poincaré characteristic of orbits through CC and CQ states we
need to compute the stabilizers of the action of relevant groups acting on the state of interest. We
first show that CC and CQ states are uniquely characterized by the non-vanishing Euler-Poincaré
characteristic of orbits SU(N1)× SU(N2) and SU(N1)× IN2 respectively.
Proposition 12. Let ρ ∈ Oρ0 be a mixed state of a bipartite system CN1 ⊗ CN2 . Let K =
SU(N1) × SU(N2) be a group of the local unitary operations. The K-orbit through ρ, K.ρ,
has non-vanishing Euler-Poincaré characteristic if and only if ρ is a CC state.
Proof. Every maximal torus of K is of the form T1 × T2, where T1 and T2 are maximal tori of
SU(N1) and SU(N2) respectively. By Proposition 1, if ρ is stabilized by some T , then ρ is a CC
state. Conversely, straightforward calculation shows that every CC state is stabilized by some
maximal torus T ⊂ K. By the Fact 6 we get that χ (K.ρ) 6= 0.
Proposition 13. Let ρ ∈ Oρ0 be a mixed state of a bipartite system CN1 ⊗ CN2 . Let K =
SU(N1)× IN2 . The K-orbit through ρ, K.ρ, has the non-vanishing Euler-Poincaré characteristic
if and only if ρ is a CQ state.
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Proof. The proof is completely analogous to the proof of Proposition 12.
We next compute the Euler-Poincaré characteristic. We start with the case of CQ states as the
computation for CC will follow from the former.
Proposition 14. For aCQ state ρ andK = SU(N1)× IN2 , under the notation used in Proposition
10, the Euler characteristic of K.ρ is equal to
χ(K.ρ) =
N1!∏
σ∈Q |Iσ|!
. (68)
Proof. Due to Fact 6 , χ(K.ρ) = |W (K)|
|W (Kρ)|
. Obviously |W (K)| = |W (SU(N1))| = N1!, so it suf-
fices to find |W (Kρ)|. Because StabKρ is connected (see Appendix 2 for the proof), in order to
find Kρ it is enough to find the Lie algebra of the stabilizer, Lie (Kρ). It is precisely the anni-
hilator of ρ with respect to the adjoint action of k. Since all non-zero elements of {[Eα, ρ]} are
linearly independent (it follows directly from (53)), the annihilator of ρ is spanned by all iHα and
all i(Eα + E−α), (Eα −E−α) for which [Eα, ρ] = 0. Recall that [Eij ⊗ IN2 , ρ] = 0 if and only if
i, j ∈ Iσ for some σ ∈ Q. Therefore we have
Lie (Kρ) =
(⊕
σ∈Q
SpanR(Eij ⊗ IN2, Hij ⊗ IN2 : i, j ∈ Iσ)
)
⊕ t˜, (69)
where t˜ is spanned by elements of the Cartan algebra that are not included in the first part of the
above expression. Note that
(⊕
σ∈Q
SpanR(Eij ⊗ IN1 , Hij ⊗ IN2 : i, j ∈ Iσ)
)
⊕ t˜ ≈
(⊕
σ∈Q
su(|Iσ|)
)
⊕ Rk ,
for some k. Passing to the Lie group picture we get
Kρ ≈
(∏
σ∈Q
SU (|Iσ|)
)
× Tk , (70)
where Tk = U(1)×k is a k-dimensional torus. It follows that
|W (Kρ)| =
∣∣∣∣∣W
(∏
σ∈Q
SU (|Iσ|)
)∣∣∣∣∣ =
∏
σ∈Q
|W (SU (|Iσ|))| =
∏
σ∈Q
|Iσ|! .
We will use parts of the above reasoning in the computation of χ(K.ρ) for CC states.
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Proposition 15. For a CC state ρ and K = SU(N1)× SU(N2), under the notation used Propo-
sition 6, the Euler-Poincaré characteristic of K.ρ is equal to
χ(K.ρ) =
N1!∏
R∈R |IR|!
N2!∏
C∈C |IC |!
. (71)
Proof. Due to Fact 6, χ(K.ρ) = |W (K)|
|W (Kρ)|
. Obviously |W (K)| = |W (SU(N1) × SU(N2))| =
N1!N2!. In order to compute |W (Kρ)| we find Kρ. Just like in the CQ case Kρ turns out to be
connected (see Appendix 2 for the proof) and in order to findKρ it is enough to find its Lie algebra,
that is, the annihilator of ρ with respect to the adjoint action of k. We have k = su(N1)⊕ su(N2).
ForX ∈ su(N1) and Y ∈ su(N2) the non-zero elements of the form [X ⊗ IN2 , ρ] and [IN1 ⊗ Y, ρ]
are linearly independent (see (24) and (25)). Therefore, the annihilator of ρ with respect to the
adjoint action of k is a direct sum of annihilators with respect to actions of su(N1) and su(N2)
taken separately:
su(N1) ∋ X → [X ⊗ IN2 , ρ] , (72)
su(N2) ∋ Y → [IN1 ⊗ Y, ρ] . (73)
From the perspective of the representations (72) and (73) the state ρ can be considered separately
as CQ or QC state. The definition of a QC state is analogous to the definition of CQ state.
Annihilators of ρ with respect to the action of su(N1) or su(N2) are thus annihilators of ρ treated
as a CQ or QC state. Let Q(1) and I(1)σ be sets Q and Iσ (see (57) and (58) ) when ρ is treated
as a CQ state. Analogously, let Q(2) and I(2)σ be sets Q and Iσ when ρ is treated as a QC state.
Repeating the reasoning from the proof of Proposition 14 we get (see (70))
Kρ ≈

 ∏
σ∈Q(1)
SU
(
|I(1)σ |
)×

 ∏
σ∈Q(2)
SU
(
|I(2)σ |
)× Tk ,
for some k. Therefore we have
|W (Kρ)| =
∣∣∣∣∣∣W



 ∏
σ∈Q(1)
SU
(
|I(1)σ |
)×

 ∏
σ∈Q(2)
SU
(
|I(2)σ |
)


∣∣∣∣∣∣ (74)
=

 ∏
σ∈Q(1)
|I(1)σ |!

 ·

 ∏
σ∈Q(2)
|I(2)σ |!

 .
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We now consider different presentations of a CC state ρ =
∑
i,j pijEii ⊗Ejj that are suitable
when it is treated as a CQ or QC state. We define the marginal distributions p(1)i =
∑
j pij and
p
(2)
j =
∑
i pij . We have
ρ =
∑
i
p
(1)
i Eii ⊗ σ
(2)
i , (75)
where σ(2)i =
∑
j
pij
p
(1)
i
Ejj . Expression (75) is useful when ρ is treated as a CQ state. Analogously
we have
ρ =
∑
j
p
(2)
j σ
(1)
j ⊗ Ejj , (76)
where σ(1)j =
∑
i
pij
p
(2)
j
Eii. On the other hand, expression (75) is useful when ρ is treated as a QC
state. Closer examination of (75) shows that the setQ(1) is in the bijection with the C. That is each
σ ∈ Q(1) correspond to the unique C ∈ C. For such a pair we have
∣∣∣I(1)σ ∣∣∣ = |JC |. Similarly, we
have the bijection between Q(2) and R. Each σ ∈ Q(2) correspond to the unique R ∈ R and we
have
∣∣∣I(2)σ ∣∣∣ = |IR|. These two observations together with (74) conclude the proof.
VII. SUMMARY AND OUTLOOK
We have showed that geometric and topological methods can be applied to distinguish inter-
esting classes of mixed states of composite quantum systems. On the geometrical side we proved
that for bipartite system CN1 ⊗ CN2 the generic CC states are distinguished as symplectic or-
bits of SU(N1)× SU(N2) in the manifold of isospectral density matrices. Similarly, the generic
CQ states are distinguished as symplectic orbits of SU(N1)× IN2 in the same manifold. On the
topological side we studied the Euler-Poincaré characteristic of orbits of relevant groups through
arbitrary multipartite pure, CC, and CQ states. We proved that non-zero Euler-Poincaré char-
acteristic of orbits of the local unitary group through pure multipartite and bipartite mixed states
characterizes pure separable and CC states. Analogously, non-vanishing Euler-Poincaré charac-
teristic of orbits SU(N1)× IN2 on bipartite mixed states detects CQ states. Above results can
be easily generalized to mixed states of multipartite systems. For example in the tripartite case,
geometric and topological features of the orbits of the suitably chosen groups should distinguish
classes of CCC or CCQ states. Another interesting generalization would involve the usage of the
same geometric and topological methods to study mixed states of fermionic and bosonic systems.
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IX. APPENDIX 1: COMPLEX AND ALMOST-COMPLEX STRUCTURES
In this Appendix we show that the almost integrable structure on the symplectic orbitK.ρ ⊂ Oρ0
introduced in the proof of Proposition 1 is integrable. In order to do it we recall (see [20] for a
more detailed treatment of complex and almost complex structures) one of the equivalent defini-
tions of integrability of the complex structure J . Let TMC be the complexified tangent boundle
of M. For each x ∈M the complex structure J defines the decomposition of TxMC,
TxM
C = T+x M
C ⊕ T−x M
C , (77)
where
T+x =M
C = ker (Jx − iIx) , T
−
x =M
C = ker (Jx + iIx) .
In the above expression Ix denotes the identity operator on the complexified tangent space at x,
TxM
C
. Vectors belonging to T+x MC and T−x MC are called holonomic and respectively anti-
holonomic. Introducting the notation.
T+MC =
⋃
x∈M
T+x M , T
−MC =
⋃
x∈M
T−x M ,
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we get the decomposition of the complexified tangent bundle,
TMC = T+MC ⊕ T−MC . (78)
Sections of bundles T+MC and T−MC are called holonomic and respectively anti-holonomic
vector fields. We denote the (complex) vector spaces of holonomic and anti-holonomic vector
fields by X (M)+ and X (M)− respectively. We are now ready to give the definition of integra-
bility of the almost complex structure J . Almost complex structure J is integrable20 if and only if
for every V,W ∈ X (M)+ we have
[V, W ]Lie ∈ X (M)
+ , (79)
where [·, ·]Lie denotes the Lie bracket of vector fields. We now apply the notions introduced above
to prove the integrability of the complex structure introduced in Proposition 1. We haveM = K.ρ.
We assume K.ρ is symplectic i.e. that it inherits the symplectic structure ω from Oρ0 . As before,
the symplectic structure on K.ρ is denoted by ω|K.ρ. By J |K.ρ we denote the associated almost
complex structure. Because symplectic structure ω|K.ρ is K invariant is is enough the check the
integrability of the associated almost complex structure in the neighbourhood of ρ˜ such that [ρ˜, X ]
for X ∈ t. Let U denote such a neighbourhood. Because K.ρ is symplectic for x = kρ˜k−1 ∈ U ,
k ∈ K we have the decomposition
TxK.ρ =
⊕
α∈A
Pα (x) , (80)
where
Pα (x) = SpanR
(
k [Eα − E−α, ρ˜] k
−1, ik [Eα −E−α, ρ˜] k
−1
)
,
and
A = {α|α > 0 , tr (ρ˜Hα) 6= 0} .
Direct computation (see (4)) shows that the decomposition of the complexified tangent space
at x,TK.ρC reads as
T+x K.ρ
C = SpanC
(
k [Eα, ρ˜] k
−1| α ∈ A
)
, T−x K.ρ
C = SpanC
(
k [E−α, ρ˜] k
−1| α ∈ A
)
.
We observe that (80) gives the local trivialistation of TUC, TUC ≈ U × kC. Using this and the
commutation relations in the Lie algebra kC we conclude that for the above defined almost complex
structure condition (79) is satisfied and therefore it is integrable.
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APPENDIX 2: STABILIZES OF ORBITS THROUGH CC AND CQ STATES
In this part we show that the stabilizers of the action of the relevant groups through CC and
CQ states are connected. This result was used in the proofs of Propositions 14 and 15. Let us
first recall that that a (not necessary maximal) torus T of a Lie group G is defined as a compact
connected abelian subgroup of G. We have the following fact.
Fact 7. 19 Let T ⊂ K be a torus in a connected compact Lie group K. Let
C (T ) = {k ∈ K|kt = tk, t ∈ T} , (81)
be a centralizer of T in K. Then the centralizer C (T ) is a connected compact subgroup of K.
We are now ready to present proofs.
Proposition 16. Let ρ be aCC state of a bipartite system CN1 ⊗ CN2 . LetK = SU(N1)× SU(N2).
Then the stabilizer of ρ, Kρ = {k ∈ K| k.ρ = ρ} , is a connected subgroup of K.
Proof. Any CC state can be written in the form
ρ =
∑
l
plPl, (82)
where summation is over index labeling distinct eigenvalues pl and Pk are projectors onto
eigenspaces of ρ. Note that Pl are formed from rank 1 projectors onto separable tensors. Therefore,
to the decomposition (82) we can associate a unique torus T ⊂ K
T =
{∑
l
eiφlPl
∣∣∣∣∣
∑
l
φl = 0
}
.
One easily checks that C(T ) = Kρ and therefore, by Fact 7, Kρ is connected.
Proposition 17. Let ρ be a CQ state of a bipartite system CN1 ⊗ CN2 . Let K = SU(N1)× IN2 .
Then the stabilizer of ρ, Kρ = {k ∈ K| k.ρ = ρ} , is a connected subgroup of K.
Proof. Any CQ state can be written in the form ( see (57))
ρ =
∑
σ∈Q
Pσ ⊗ σ, (83)
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where Pσ =
∑
i∈Iσ
|i〉〈i|. Using the fact that k ∈ SU(N1)× IN2 stabilizes ρ if and only if k pre-
serves eigenspaces of ρ and repeating the argument from the proof of Proposition 16 we get that
Kρ = C(T ) where T is a torus in K given by
T =
{∑
σ∈Q
eiφσPσ ⊗ IN2
∣∣∣∣∣
∑
σ∈Q
φσ = 0
}
.
Hence, by Fact 7, Kρ is connected.
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