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abstract
A quantum theory of lasing in random media is presented. The theory constitutes
a generalization of the standard laser theory, accounting for lasing in resonators with
spectrally overlapping modes due to large outcoupling losses, and incorporating in
a natural fashion the statistical properties of chaotic modes when apply to lasers in
random media or inside chaotic resonators.
We study the photocount statistics of the radiation emitted from a chaotic laser
resonator in the regime of single-mode lasing. The random spatial variations of the
resonator eigenfunctions are incorporated in the theory, and showed to lead to strong
mode-to-mode fluctuations of the laser emission. The distribution of the mean pho-
tocount over an ensemble of modes changes qualitatively at the lasing transition, and
displays up to three peaks above the lasing threshold.
We then address the quantization of the electromagnetic field in weakly confining
resonators using Feshbach’s projection technique. We consider both inhomogeneous
dielectric resonators with a scalar dielectric constant (r) and cavities defined by mir-
rors of arbitrary shape. The field is quantized in terms of a set of resonator and bath
modes. We rigorously show that the field Hamiltonian reduces to the system-and-bath
Hamiltonian of quantum optics. The field dynamics is investigated using the input-
output theory of Gardiner and Collet. In the case of strong coupling to the external
radiation field we find spectrally overlapping resonator modes. The mode dynamics
is coupled due to the damping and noise inflicted by the external radiation field. We
derived Langevin equations and a master equation for the resonator modes. For linear
optical systems, including gain/loss contributions, it is shown that the field dynam-
ics is described by the system S matrix. For wave chaotic resonator the dynamics is
determined by a non-Hermitian random matrix.
After including an amplifying medium, we use the open-resonator dynamics to
construct a quantum theory for lasing in random media. We investigate the emission
spectrum of lasers in cavities with overlapping modes operating in the single-mode
regime. The noise properties of such lasers are seen to differ from traditional lasers
due to the presence of excess noise. Our theory not only accounts for the Petermann
linewidth enhancement, but predicts deviations of the laser line from a Lorentzian
shape. To conclude, the emission spectrum of random lasers is discussed.
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Chapter 1
Introduction
Random lasers are a novel class of nonlinear amplifiers realized in disordered dielectrics
with a dielectric function (r) that varies randomly in space. In contrast to standard
lasers in which the confinement of light is achieved by means of mirrors, random lasers
are cavities without mirrors in which the feedback of light results from multiple scat-
tering in the random media (see Fig. 1.1). Light amplification is provided by an active
optical medium. Due to chaotic scattering, light is trapped inside the material for
long enough times for the amplification to become efficient. Laser oscillations emerge
when the amplification exceeds the loss rate due to escape from and absorption in the
medium.
In this thesis we present a quantum theory for lasing in random media. Our theory
applies to random lasers as well as to chaotic laser cavities, hereafter called chaotic
lasers, in which randomness is the consequence of the irregular shape of the cavity or
of artificial scatters inside of it. The two types of random media considered in this
thesis are shown in Fig. 1.1.
In recent years several experiments have demonstrated random laser action (for a
review see Refs. [1, 2]). Important contributions were made by H. Cao and her group
in an extensive series of experiments on amplifying random media using dielectric films
[3, 4, 5], disordered dielectric cluster [6], and suspensions of scattering particles in
dye solutions [7]. Figure 1.2 reproduces measured emission spectra of a suspension
of zinkoxide microparticles in a dye solution of rhodamine 640; the pump strength
increases from bottom to top. The dye solution is used as amplifying medium while the
zinkoxide particles act as scatterers. The density of scatterers determine the strength
of the disorder. The samples were optically pumped and the emitted light was collected
by a photodetector. For small pumping one observes a smooth emission spectrum with
a broad maximum due to amplified spontaneous emission. However, at a critical pump
the spectrum changes dramatically. Depending on the disorder two different behaviors
are found: For weak disorder a single maximum is present but its linewidth shrinks
very fast (Fig. 1.2(a)). For strong disorder, in contrast, a number of sharp peaks
appear (Fig. 1.2(b)). Both phenomena signal the onset of lasing. This interpretation
is confirmed by measurements of the photon statistics [8, 9]. They show a crossover
from thermal statistics P (n) ∼ [n¯/(1 + n¯)]n below threshold to a Poissonian statistics
P (n) = [n¯n/n!] exp(−n¯) above threshold, where P (n) is the occupation probability of
the lasing mode with n photons, and n¯ the mean photon number. The Poissonian
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Figure 1.1: Comparison between a standard laser and the two type of random lasers
considered in this thesis. In a standard laser a simple geometry of mirrors forms the
cavity. The mirrors confined the light inside the resonator providing the feedback to
produce laser. In a random laser there are no mirrors but due to multiple scattering
the light is trapped inside the material long enough to give rise to laser. In a chaotic
laser photons are confined inside the resonator by an irregular shaped configuration of
mirrors long enough to ergodically explore the resonator volume.
statistics is the result expected for a single-mode laser far above threshold.
The above mentioned features of the emission spectra of random lasers cannot be
explained by the standard laser theory [10, 11, 12]. The reasons are twofold: First,
in random lasers the resonant modes and their frequencies depend on the statistical
properties of the underlying random medium. Random lasers, therefore, must be ana-
lyzed in a statistical fashion, in contrast to standard lasers for which the simple mirrors
geometry allows for an explicit determination of the resonant modes and their frequen-
cies. Second, due to the absence of mirrors, random laser light is only weakly confined.
This gives rise to spectrally overlapping modes. Standard lasers, in contrast, usually
display well-isolated modes with high-Q. In order to attain a complete understanding
of random lasers both effects, random scattering of light and mode overlap, must be
included in a theory of random lasers. In this thesis we show how this can be done
in the framework of a quantum theory of random lasing. The following introduction
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Figure 1.2: Emission spectra from rhodamine 640 dye solution containing ZnO nanopar-
ticles as measured by Cao et al [7]. (a) Random laser with weak disorder. The ZnO
particle density is ∼ 3 × 1011cm−3. The incident pump-pulse energy is (from bottom
to top) 0.68, 1.5, 2.3, 3.3, and 5.6 µJ. The laser threshold corresponds to a pump-pulse
of ∼ 3µJ. The upper inset is the emission intensity at the peak wavelength versus
the pump pulse energy. The lower inset shows the emission linewidth versus the pump
pulse energy. (b) Random laser with strong disorder. The ZnO particle density is
∼ 1 × 1012cm−3. The incident pump pulse energy is (from bottom to top) 0.68, 1.1,
1.3, and 2.9 µJ. The laser threshold corresponds to a pump-pulse of ∼ 1µJ. The inset
shows the emission intensity versus the pump-pulse energy.
provides a short review of early theoretical ideas and recent semiclassical approaches to
random lasing. We discuss the consequences of mode overlap and summarize previous
approaches to the field quantization in media with overlapping modes. The fact, that
none of these approaches allows to include random scattering of light partly motivated
our work on random lasers.
1.1 Early Ideas
The theoretical study of random lasing was initiated in a seminal paper by Letokhov
[13]. He introduced the concept of feedback by diffusive scattering and stated the
feasibility of random lasing. Letokhov considered a disordered medium in which light
scatters irregularly. The disorder strength can be characterized by the (transport)
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mean free path lt. Light propagates diffusively provided L  lt  λ, where L is the
linear size of the medium and λ the wavelength of light. Assuming a uniform linear
gain, the spectral density of photons follows a diffusion type of equation [13, 14],
∂W (r, ω, t)
∂t
= D∇2W (r, ω, t) + v
lg
W (r, ω, t) , (1.1)
where v is the transport velocity of light inside the scattering medium, lg is the gain
length, and D = vlt/3 the diffusion constant. Note that lg is frequency dependent;
it reaches its maximum at the frequency of the laser transition. Equation (1.1) must
be complemented by boundary conditions. Clearly, the density of photons vanishes
far away from the medium. At the boundary it cannot be zero as photons cross the
boundary upon emission from the sample. Exact solutions of the emission problem
for simple geometries show that the photon density, linearly extrapolated from the
boundary, vanishes at a distance of order lt [15]. As lt is much smaller than the system
size L, we may impose the condition W (r, ω, t) = 0 directly at the boundary, yielding
a very good approximation to the true boundary conditions. The general solution to
Eq. (1.1) is then easily seen to be given by
W (r, ω, t) =
∑
n
anΨn(r)e
−(DB2n−v/lg)t , (1.2)
where Ψn(r) and Bn are the eigenfunctions and eigenvalues, respectively, of the Helm-
holtz equation
∇2Ψn(r) +B2nΨn(r) = 0 , (1.3)
with boundary conditions Ψn = 0 at the boundary of the scattering medium.
The laser threshold is defined by the crossover of the photon density in Eq. (1.2)
from a decaying solution to a solution that increases exponentially in time. The thresh-
old condition then follows at once from Eq. (1.2),
DB21 − v/lg = 0 , (1.4)
where B1 ≈ 1/L is the lowest eigenvalue. At the threshold the typical path length
Lpat ∼ vL2/D of light propagating inside the active material matches or exceeds the
gain length; then, on average, each emitted photon will generate another photon before
escaping from the medium. Based on this threshold condition, Letokhov predicted a
critical volume for the onset of lasing
Vcr ≈ L3 ≈
(
ltlg
3
)3/2
. (1.5)
As the proliferation of light in amplifying random media is similar to the generation of
neutrons in nuclear reactors and atomic bombs, early theoretical work coined the term
photonic bomb.
1.2 Lasing: Nonlinear Equations
Clearly, the exponential increase predicted by the diffusion equation (1.1) is not found
in actual media. In reality, the gain length does depend on the photon intensity: for
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large photon density the gain is eventually depleted and lg increases. The description
of laser emission should combine the concept of diffusive feedback with nonlinear gain
saturation. Letokhov [14] and John and Pang [16] implemented a set of nonlinear diffu-
sive equations for the photon density in the scattering medium with a photon density-
dependent gain length. Their theory proved to account for the linewidth shrinking of
the spectrum. Focusing on the spectral line narrowing, Balachandran, Lawandy, and
Moon [17] proposed a laser model based on nonlinear rate equations for the inversion
population N of a two-level atomic medium and the mean field intensity W (ω),
dN(t)
dt
= [1−N(t)]BpΛ(t)−N(t)
∫
dω Bl(ω)W (ω, t)−N(t)Γ , (1.6a)
∂W (ω, t)
∂t
= c[γ0(ω)N(t)− γth]W (ω, t) + η(ω)N(t) , (1.6b)
where Λ is the pump intensity, and Bp and Bl are the Einstein coefficients for the
pump and the laser emission, respectively. The noise terms NΓ and ηN were added
phenomenologically to mimic spontaneous emission. The set of equations describe
many phenomena that were found in early experiments [18, 19, 20, 21] on random
media (see Fig 1.2(a)): A threshold pumping with a much stronger increase of the
emission output above threshold, a collapse of the emission linewidth at threshold,
relaxation oscillations of the emission intensity. In contrast to the experiments of
Cao et al such early experiments did not reveal quasi–discrete emission peaks. The
respective devices are sometimes called lasers with non–resonant feedback.
1.3 Petermann Excess Noise
The theoretical approaches to random lasing discussed above are based on a classical
description of the electromagnetic field. The laser dynamics is then describe by semi-
classical equations: They characterize the mean values of the spectral photon density
and the atomic inversion. Quantum effects such as spontaneous emission and vacuum
fluctuations are taken into account phenomenologically by including noise terms. In
lasers, spontaneous emission noise is ultimately responsible for the laser linewidth,
below the laser threshold it gives rise to amplified spontaneous emission. A proper
description of noise can only be provided by a quantum laser theory.
It has long been known that lasers with overlapping modes exhibit unusual noise
properties. In his investigations on gain-guided lasers, Petermann [22] found that these
lasers exhibit a greatly increased linewidth δω, whose enhancement with respect to the
Schawlow–Townes limit δωST [23] can be described by an excess noise factor K ≥ 1
known as the Petermann factor,
δω = KδωST. (1.7)
Later, Siegman demonstrated [24, 25] that this effect was not restricted to gain-guided
lasers, but was present in all laser cavities with spectrally overlapping modes. He
noticed that due to mode overlap the cavity modes do not form an orthogonal set
but a biorthogonal set. Thus, generically, one can associate to each cavity resonance
a left mode 〈Ll| and a right mode |Rl〉. The biorthogonality condition then reads
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〈Ll|Rk〉 = δlk. Excess noise is generated as noise corresponding to different cavity
modes is correlated; Petermann excess noise is thus intrinsically a multi-mode phe-
nomenon. The net result, however, can be observed in a single mode laser as an
increase in the amplitude and phase fluctuations by the Petermann factor. For the
laser oscillation in mode l, the Petermann factor takes the form
Kl = 〈Ll|Ll〉〈Rl|Rl〉 ≥ 1 ; (1.8)
where use was made of the Schwartz’ inequality.
Excess noise has been experimentally well established: It has been detected in stable
cavities with large losses [26, 27, 28], unstable resonators with nonorthogonal transverse
modes [29, 30], and lasers with nonorthogonal polarization modes [31, 32]. Despite of
large theoretical and experimental evidence for excess noise, a quantum theory of the
phenomenon has long been missing. The quantum theory of random laser presented in
this thesis provides also a quantum description of excess noise. Recently, alternatively
to our work [33] other quantum approaches to excess noise have been reported [34, 35].
1.4 Field Quantization of Leaky Cavities
The development of a quantum theory of excess noise has been hampered for a long
time by the lack of a proper quantization method of the electromagnetic field in open
resonators. Conventionally the electromagnetic field in a leaky cavity is quantized in
terms of modes of a closed resonator, while the cavity losses are modeled by coupling
each mode to an external bath that provides both damping and noise [11, 36]. That
traditional formulation of the system-and-bath model [37, 38, 39] assumes spectrally
isolated sharp resonator modes, and therefore applies successfully to the high-Q modes
of traditional laser cavities. However, that description fails when the cavity losses
become so large that modes overlap. Mode overlap is expected, in particular, for
unstable laser cavities and mirrorless random lasers. For such lasers a quantization
scheme suitable for open laser resonators must be used.
Developing appropriate quantization methods has been a fundamental problem of
quantum optics and has generated a substantial amount of literature. In their classical
paper [40], Fox and Li numerically studied open resonators taking into account diffrac-
tive losses. They found that open resonators support a well-defined set of modes which
due to the losses generally differ from the eigenmodes of closed cavities. In particu-
lar, they do not form an orthogonal set. The Fox-Li modes correspond to the Gamov
states [41] of scattering theory. Lang, Scully and Lamb [42] proposed the first rigorous
quantization procedure for the field in open optical cavities. Their so-called modes-of-
the-universe approach consist in quantizing the eigenmodes of Maxwell’s equations in
the whole space comprising the resonator and the external world. Their method has
been applied to a number of open resonators problems [43, 44, 45, 46, 47, 48, 49, 50, 51].
Although the modes-of-the-universe approach provides an exact quantum description
of the electromagnetic field, it makes no distinction between the cavity and its envi-
ronment. Therefore it fails to single out explicit information about the dynamics of
the field inside the cavity.
In recent years, studies on excess noise renewed the interest in open cavities and
several new field quantization schemes were proposed. They are either based on mode
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expansions or they altogether abandon the idea of cavity modes. The quasimodes of
Dalton, Barnett, and Knight [52, 53] provide a complete basis of field modes satis-
fying idealized boundary conditions at the resonator surface. Quasimode expansions
have been successfully applied in cavity quantum electrodynamics [54, 55, 56, 57, 58].
Fundamentally, however, the quasimode method suffers from the same problem as the
modes-of-the-universe approach: The quasimodes are defined throughout the whole
space and therefore provide no specific information about the cavity field. In order
to overcome this structural disadvantage, methods involving nonorthogonal (Fox–Li)
modes have been developed. Most remarkable are the works by Young and collabora-
tors [59, 60] and by Lamprecht and Ritsch [61, 62, 34]. These last authors introduced an
ad hoc master equation for open cavities in order to describe the field damping. Since
that equation was not derived from first principles, its status remained unclear. Fox–Li
expansions of both the cavity and the external field were developed in Refs. [63, 64].
Both approaches claim to constitute a starting point for a quantum theory of excess
noise, however, to the best of our knowledge, up to now none of them has been used
for that purpose.
Alternative approaches not based on mode expansions were developed by Gruner
and Welsch [65, 66] and by Artoni and Loudon [67]. Their quantization methods
are based on Green functions and allow to include complex, frequency and spatially
dependent dielectric functions. These approaches have been used in connection with
linear random media in the papers of Beenakker [68, 69] (see Sec. 1.5). Since the method
is based on Green functions it can not be extended to include nonlinear phenomena
like lasers.
In this thesis we address the problem of the quantization of the electromagnetic
field in open optical cavities. Our approach provides a first principle derivation of
a system-and-bath type Hamiltonian. In contrast to previous approaches, we derive
microscopic expressions for all mode frequencies and coupling amplitudes. The quan-
tization procedure allows for a microscopic description of atom-field interactions. In
connection with random matrix theory, our method provides a basis for a statistical
theory of random lasers.
1.5 Linear Random Media
For weak pumping, below the laser threshold, random lasers behave like linear random
amplifiers. A comprehensive quantum theory of light propagation in linear active
random media was recently presented by Beenakker and coworkers [68, 69, 70]. Based
on a scattering quantization of the electromagnetic field [65, 66, 67], they implemented
an input-output relation for the propagating field. The emission intensity was then
showed to be completely determined by the system S matrix. Since the medium is
active the S matrix is generally not unitary, but becomes sub-unitary in absorbing
media and super-unitary in amplifying media (cf. Eq. (4.47)). The statistical properties
of the emitted light follow from the statistics of the S matrix. When applied to random
media, the statistical properties of the S matrix are known from random matrix theory.
A major prediction of the theory was the characterization of the super-Poissonian noise
of a random medium as corresponding to a black body with a reduced number of
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degrees of freedom [68]. In addition Beenakker and co-workers computed the photon
noise spectrum [71] and investigated the effects of photon localization [72] in linear
random media.
Most noticeable, Beenakker’s theory of light propagation naturally included both
the statistical nature of the random modes and the mode overlapping due to the weak
confinement of light in random media. It allows for an investigation of the noise en-
hancement in linearly amplifying media below the laser threshold, and for an statistical
treatment of the Petermann factor for linear disordered media [73, 74, 75]. The theory
for random lasing proposed in this thesis reduces to Beenakker’s for amplifying media
below the lasing threshold.
1.6 About this Thesis
The physics of amplifying random media involves both chaotic scattering and weak
confinement of light. Theoretically, therefore, methods and concepts coming from
both quantum optics and quantum chaos theory must be used. We study first the
consequences of chaotic scattering. To this end, we investigate in Chapter 2 the pho-
tocount statistics of the radiation emitted from an almost closed chaotic laser cavity
in the regime of single-mode lasing. Chaotic scattering causes strong mode-to-mode
fluctuations of the laser losses, giving rise to additional fluctuations of the photocount
statistics on top of the quantum fluctuations inherent to the quantized electromagnetic
field. For cavities with a small number of escape channels the distribution of the mean
photocount number is shown to be broad, revealing up to three peaks.
In Chapter 3 we address the quantization of the electromagnetic field in weakly con-
fining resonators. We present and discuss an exact quantization procedure for open cav-
ities. Our method is based on a technique from nuclear and condensed-matter physics
known as the Feshbach projection formalism [76]. We rigorously derive a system-and-
bath Hamiltonian for the electromagnetic field starting from Maxwell’s equations. The
Hamiltonian is shown to correctly describe damping and even overdamping in open
resonators (when the damping rates become of the order of the oscillation frequen-
cies). In the limit of small outcoupling losses our field Hamiltonian reduces to the
well-known independent oscillator model of quantum optics. Randomness can be nat-
urally included in our formulation employing random matrix theory. We conclude by
illustrating the quantization method in a series of frequently used optical resonators.
The dynamics of optical fields in open cavities is studied in Chapter 4. For linear
optical systems we show that the field dynamics can be completely described by the
S matrix of the open resonator which may include gain/loss contributions. Taking
into account the multi-mode nature of the field, we derive and clarify the status of
stochastic equations for the field dynamics in resonators with overlapping resonances.
Our equations provide for a quantum picture of excess noise. Upon inclusion of an
active medium, our quantization technique constitutes the basis of our laser theory for
open lasers with overlapping modes.
A quantum theory for lasing in random media is formulated in Chapter 5. A set
of quantum lasers equations is derived that includes the atomic-field interactions on a
microscopic level. The noise properties of such lasers is seen to differ from traditional
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lasers. To explore the differences we consider the emission spectra of linear random
media below the laser threshold, and postpone a complete discussion on excess noise
to Chapter 6.
Although the semiclassical picture of excess noise has been known for some time,
a quantum theory of it was lacking. In Chapter 6 we show that our lasers equations
provide a quantum description of excess noise. We concentrate on a laser operating
above threshold in the regime of single-mode lasing. Our theory not only accounts for
the Petermann linewidth enhancement due to excess noise, but predicts the deviation
of the laser line from a Lorentzian shape. We conclude with a discussion on the
consequences of such deviations in the emission spectra of random lasers.
Chapter 2
Photocount Statistics of Chaotic
Lasers
It has been known since the early days of the quantum theory of laser, that the nonlinear
interactions between the optical field and the active medium in a single-mode laser
leads to drastic changes in the statistics of the photon field [10, 36, 77, 78]: Below the
laser threshold, losses outweigh the gain by linear amplification such that nonlinear
saturation is negligible. Then the photon statistics is well represented by a thermal
distribution, and the probability Pn for the occupation of the mode with n photons
decays as the power law Pn ∼ [n¯/(1 + n¯)]n (n¯ is the mean photon number). Above
threshold nonlinear interactions stabilize the field intensity. The (relative) intensity
fluctuations are strongly reduced below the value found for a thermal distribution, and
far above threshold Pn approaches the Poissonian distribution Pn = [n¯n/n!] exp(−n¯)
characteristic for a coherent state.
Recent experiments on random lasers [1] as well as on laser in chaotic resonator
with irregularly shaped boundary [79] have dragged considerable interest on the char-
acterization of the properties of light emitted by these novel devises. Contrary to the
profusion of theoretical investigations [68, 69, 72, 71] on the linear optical regime of
such systems, theoretical studies on the nonlinear optical regime are still scarce. In
particular, little is known about the photocount statistics above the laser threshold in
random media. In this Chapter we address that problem in the regime of single-mode
lasing in an almost closed chaotic resonator. This problem provide us with an excellent
opportunity to get familiar with the kind of mixing of ideas and concepts coming from
quantum optics and quantum chaos theory, that the study of light in random media
requires. We show that the chaotic nature of the cavity modes gives rise to fluctuations
of the photocount on top of the quantum optical fluctuations known from laser theory.
Chaos-induced fluctuations are found when a single-mode photodetection is performed
over an ensemble of modes. The ensemble may be obtained from a single resonator
upon varying suitable parameters or from different resonators with small variations in
shape. Two kind of ensembles are considered depending on the strength of the pump-
ing: An above threshold ensemble, in which the system gain exceeds the ensemble
average loss for the laser mode; and a below threshold ensemble in which all lasers of
the ensemble operates below the laser threshold. The factorial moments of the photo-
count display strong fluctuations from one mode to another. We evaluate numerically
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Figure 2.1: Sketch of chaotic laser cavity with a partly transmitting mirror. The cavity
is connected to a waveguide and a frequency selective photodetector.
the distribution of the mean photocount and show that for the case of a chaotic cavity
with a small number of escape channels this distribution is broad, differing significantly
from a Gaussian.
Most of the results presented in this chapter have been reported in Ref. [80].
2.1 Chaotic Lasers
We consider a chaotic laser: a chaotic resonator with an irregular shaped boundary
homogeneously filled with an amplifying medium. In this chapter we concentrate on
the study of the simple case of laser oscillation in a single cavity mode which is in
resonance with the amplifying medium at frequency ω0. A sketch of the system is
shown in Fig. 2.1. The cavity has an opening and is coupled to a waveguide that
supports M transverse modes at frequency ω0. A partly transmitting mirror reflects
impinging radiation with mean probability R back into the resonator. The fraction
T = 1 − R of radiation is transmitted and injected into the waveguide. A frequency
selective photodetector counts the transmitted photons with efficiency 1 at the other
end of the waveguide. Due to the opening the modes acquire finite widths Γ. We
restrict ourselves to the case of weak outcoupling to the outside world, defined by the
condition
Γ ∆ω0 , (2.1)
where ∆ω0 is the cavity mean mode separation. The cavity then has a quasidiscrete
spectrum and the mode wavefunctions can be approximated by the eigenfunctions of
the closed cavity u(r) (for simplicity, in this chapter, we neglect the field polarization
and work with an scalar amplitude for the field). Since the mean cavity escape rate
Γ = MT∆ω/2pi, in the weak coupling regime the mirror transmission coefficient T
must be small, MT  1. The counting time t of photons arriving at the photodector
will be assumed large enough that the radiation from individual cavity modes can be
resolved, t∆ω  1.
As for the active medium, we allow for N active two-level atoms with transition
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frequency ω0. The p-th atom “sees” the field mode through a coupling constant gp
proportional to both the atomic dipole matrix element d and the value of the lasing
mode at the location of the atom, gp ∝ d u(rp). We only consider the simplest situation
in which the characteristic times for atomic pump and losses are short compared to
the mean life time of a photon in the cavity, so that we can adiabatically eliminate the
medium variables from the equations of motion for the system.
2.1.1 Single-Mode Laser
A laser oscillation in a single-mode is characterized by three parameters comprising the
effect of the atoms on the field mode: A, B, C that characterize the linear gain, the
nonlinear saturation, and the total loss, respectively. The first two parameters depend
on the atomic-field coupling constants as [10, 77, 78]
A ∼
N∑
p=1
g2p, B ∼
N∑
p=1
g4p , (2.2)
while the total loss rate
C = Γ + κ (2.3)
is the sum of the photon escape rate Γ, due to the cavity opening, and the absorption
rate κ, that accounts for all other loss mechanisms of the the radiation field inside the
cavity. While here κ may be considered fixed, both the coupling amplitudes gp and the
photon escape rate Γ depend on the resonator mode, and inasmuch as the resonator
mode represents wave chaos these two quantities become random numbers. We may
then ask for the effect of the chaotic wavefunction nature on the parameters A, B, and
C; this problem will be considered in the following section.
As an illustration of the way these three parameters determined the laser state,
we write down the steady–state photon number distribution for a single-mode laser
[10, 77, 78]
Pn = N
[Ans/C]n+ns
(n+ ns)!
, (2.4)
which gives the probability to find n photons at a time t in the laser field. The symbol
N represents a normalization constant and the nonlinear saturation B enters through
the so-called saturation photon number ns = A/B. Two limits of the distribution (2.4)
sufficiently far from threshold will be of relevance for us: The below threshold limit,
A < C, in which the photon number distribution can be shown to reduce to a thermal
distribution. And the above threshold limit, A > C, where the distribution (2.4) is
well approximated by a Poissonian distribution characteristic of a coherent state. The
mean photon number in this two limits is then given by
n =
{
A
C−A for A < C ,
ns
A−C
C
for A > C .
(2.5)
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2.1.2 Chaotic Modes
If the cavity is weakly coupled to the outside world we may use the modes of the
closed cavity to describe the electromagnetic field inside the resonator. Let uλ(r) be
the amplitude of the closed cavity mode at frequency ωλ, normalized according to∫
dr |uλ(r)|2 = 1. In a chaotic cavity the amplitude uλ(r) at the point r behaves like a
random Gaussian variable, and is uncorrelated with the amplitude at any other point
provided it lies further apart than an optical wave length λ [81, 82, 83]. The chaotic
modes uλ(r) are then mimicked by a random superposition of plane waves with wave
number kλ = ωλ/c [84, 85, 86].
At this point we determined the consequences that considering a chaotic wavefunc-
tion may have on the laser parameters A, B, and C. The coupling amplitudes gp,
being proportional to the mode wavefunction, behave like random Gaussian variables.
It follows from Eq. (2.2) for the linear gain and the nonlinear saturation that for a large
number of atoms, N  1, the distributions for the parameters A and B become sharp
due to central limit theorem. The total loss rate C, on the other hand, depends on the
photon escape rate, Γ =
∑M
i=1 |γi|2. The latter, like the gp, is also a random variable, as
will be revealed presently. The outcoupling amplitude γi of the field mode into the ith
transverse channel of the waveguide are independent random quantities with Gaussian
statistics, since they represent the local fluctuations of the resonator mode across the
outcoupling mirror. In fact, their randomness constitutes the principle effect of the
wave chaos within the resonator on the ensemble fluctuations of the laser output (see
Eq. (2.8)). The Gaussian statistics of the γ’s implies that the distribution of Γ over an
ensemble of modes is the χ2ν distribution
P (Γ) = AνΓ
ν/2−1 exp(−νΓ/2Γ) (2.6)
well known from random–matrix theory [87]. Here, ν = βM is an integer and Aν a
normalization constant. The value of the parameter β depends on whether the system
is time-reversal invariant (β = 1) or whether time-reversal invariance is broken (β = 2)
[87, 85]. The special case M = β = 1 is known as the Porter–Thomas distribution.
We have thus shown that in a single-mode laser the effects of the chaotic nature of the
wave functions are contained in the fluctuations of the loss C given by Eq. (2.6).
2.2 Photodetection Statistics
A photocount experiment gives a statistical measure of the arrival frequency of photons
at the photodetector in a given time interval. As is usually the case, the photodetector
is placed outside the cavity. Thus, although the photons registered at the detector
correspond to the state of the field outside the resonator, we may use the input–output
relations to relate the results of a photocount experiment to the intracavity field.
2.2.1 Input-Output Relation
The photons arriving at the photodector correspond to the field in the wave guide and
do not provide direct information about the state of the field inside the cavity. In order
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to relate the measurements made by the photodector to the state of the field inside
the cavity, we use the input–output theory of Gardiner and Collet [88, 39, 77] (see
also Chapter 4 for a detail discussion). Waves entering and leaving the waveguide are
described by M annihilation and creation operators bini , b
in†
i , b
out
i , b
out†
i , which obey the
commutation relations
[bi(t), b
†
j(t
′)] = δijδ(t− t′), [bi(t), bj(t′)] = 0 . (2.7)
Here, i, j = 1, . . . ,M label the transverse modes of the waveguide and b = bin or
b = bout. The boundary condition
bini (t) + b
out
i (t) = γia(t) , (2.8)
connects incoming and outgoing radiation in each transverse mode with the annihila-
tion operator a of the cavity mode. While the boundary condition (2.8) results from
assuming a linear coupling between the waveguide and the cavity field, no restriction is
imposed on the intracavity dynamics. Therefore, the input-output relation (2.8) holds
both below and above threshold.
In the linear regime below threshold, one can eliminate the cavity operators from
Eq. (2.8) and express the outgoing radiation in terms of the incoming radiation, the
intracavity noise, and the S-matrix [77, 68, 69] (cf. Eq. (4.42)). One thus obtains
the photocount fluctuations [68, 69] through the S-matrix statistics known for chaotic
scattering.
2.2.2 Photocount Distribution
For times t larger than 1/∆ω0 the photodector performs a frequency resolved mea-
surement and individual modes of the cavity can be identify. We assume that all
outgoing modes in the waveguide are detected with unit efficiency by the photodector.
The probability p(n) that n photons are counted in the time interval t is given by
[89, 90, 78]
p(n) =
1
n!
〈 : W ne−W : 〉 , (2.9)
W =
∫ t
0
dt′
M∑
i=1
bout†i (t
′)bouti (t
′) . (2.10)
Here 〈 · · · 〉 denote the quantum steady–state average and the colons demand normal
and a certain time ordering. The photocount distribution may be evaluated using the
state of the field inside the cavity. For this we use the input-output relation (2.8),
which for the case of vacuum input, allow us to write Eq. (2.10) as
W = ΓI , (2.11)
where I is the integrated cavity field intensity
I =
∫ t
0
dt′ a†(t′)a(t′) . (2.12)
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We characterize p(n) through its factorial moments
µr =
∞∑
n=0
n(n− 1) · · · (n− r + 1)p(n). (2.13)
Combining Eqs. (2.9), (2.11), and (2.13) one obtains for the factorial moments
µr = Γ
r〈: Ir :〉 . (2.14)
Clearly, the first moment alias mean photocount, µ1 = Γtn, is a purely static quantity
as it is proportional to the stationary mean photon number inside the cavity .
2.3 Factorial Moments Distribution
In what follows we will show that for an ensemble of chaotic cavity modes the moments
of the photocount distribution become random variables, and evaluate numerically the
distribution of the mean photocount. The factorial moments µr specify the output
statistics of a single cavity mode with the escape rate Γ. For an ensemble of chaotic
modes the escape rate is a random quantity and due to Eq. (2.14) the µr become also
random quantities. Their distribution is given by
P(µr) =
∫
dΓP (Γ) δ(µr − Γr〈: Ir :〉) . (2.15)
Note that the right hand side involves a twofold average, the quantum optical average
(represented by the brackets 〈· · · 〉) and the ensemble average over the cavity modes
(represented by the integral with the probability distribution P (Γ)). We emphasize
that the quantum optical average 〈: I r :〉 depends on Γ through the total loss rate C.
We now discuss the result (2.15) in various limiting cases.
Large Number of Escape Channels
We first consider the case M  1 of many transverse modes in the waveguide. The
diameter of the waveguide is then much larger than the wavelength of the cavity mode.
A simple saddle point argument shows that P (Γ) for large M approaches a Gaussian
distribution with mean Γ ∼ M and standard deviation ∆Γ = Γ/√βM [87]. The
relative fluctuations are small, ∆Γ/Γ ∼ 1/√M → 0 for M → ∞, and the same is
true for the fluctuations of all factorial moments. For cavities with large outcoupling
mirrors we thus recover the sharp factorial moments one is used to from non-chaotic
resonators.
Vanishing Photocount
Second, we investigate the limit of vanishing photocount, µr → 0. According to
Eq. (2.14), this is the weak–coupling limit Γ → 0 for which the photons in the cavity
field can hardly escape into the waveguide. The laser dynamics becomes independent
of the outcoupling loss as the total cavity loss C is fully dominated by the absorption
16 2. Photocount Statistics of Chaotic Lasers
loss, κ > Γ. All cavity field moments become independent of Γ, and Eq. (2.14) reduces
to µr ∼ Γr. Substitution into Eq. (2.15) yields the power-law behavior
P(µr) ∼ µ(βM)/(2r)−1r , (2.16)
for µr → 0. A special case of this result is M = β = 1 for which the distribution of the
first and second moment diverge as µ−1/21 and µ
−3/4
2 for µ1, µ2 → 0, respectively.
Short Time Regime
The third case is the short–time regime t  tc where tc is the correlation time of the
intensity fluctuations of the cavity mode. During counting intervals that short the field
intensity cannot vary appreciably. Therefore, the integrated intensity I becomes the
product of t with the instantaneous photon number nˆ = a†a in the cavity. The factorial
moments of the output take the simple form
µr = (Γt)
r〈nˆ(r)〉 . (2.17)
That is, the factorial moments of the photocount distribution become proportional to
the factorial moments 〈nˆ(r)〉 of the photon number distribution. To obtained Eq. (2.17)
we used 〈nˆ(r)〉 = 〈: nˆr :〉 [78], which is easily proved using the optical equivalence
theorem.
2.3.1 Mean Photocount
We restrict now our analysis to the distribution of the mean photocount µ1. According
to Eq. (2.14), the calculation of the mean photocount reduces to the evaluation of the
steady-state average
µ1 = Γtn , (2.18)
for arbitrary counting time t. We calculated µ1 numerically as a function of Γ using the
distribution (2.4). Substituting the result µ1(Γ) into Eq. (2.15) and carrying out the
integration over Γ, we obtained P(µ1). The results for time-reversal invariant cavities
connected to a waveguide supporting M = 1, 2, 3, 6, 10 transverse modes are plotted in
Figs. 2.2 and 2.3, for ν = M and different sets of laser parameters. The distribution
for cavities with broken time-reversal invariance1 and M ′ escape channels are obtained
from those for time-reversal invariance by making M ′ = M/2 with M even in Figs. 2.2
and 2.3. All distributions in Fig. 2.2 correspond to A > C, i.e., to lasers above threshold
in the ensemble average. By contrast, A < κ for the distributions of Fig. 2.3; all lasers
of those ensembles are below threshold irrespective of the escape rate Γ. While for a
large number of the escape channels the distributions get sharper around µ1(Γ¯)/µmax,
in agreement with our previous analysis for M  1, we note that for small number of
escape channels the distributions are strongly non–Gaussian. In particular, for M = 1
they are all peaked as µ
−1/2
1 at small mean photocount, in accord with the general
argument presented above for the asymptotics at µ1 → 0. Two further features spring
to the eye and demand explanation: First, above threshold but not below we encounter
an additional peak at maximum photocount; second, for certain cases (Figs. 2.2(a) and
2.3(a)) the distribution P(µ1) displays a shoulder for submaximal µ1.
1the case β = 2 can be realized in microwave cavities containing magnetized ferrites
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Figure 2.2: Distribution P(µ1/µmax) as a function of the dimensionless mean photo-
count µ1/µmax for β = 1 in an ensemble above the laser threshold on average. We
consider two set of laser parameters. Rates are given in units of A ≡ 1, the nonlinear-
ity is B = 0.005: (a) κ = 0.7, Γ = 0.2, and (b) κ = 0.7, Γ = 0.02. The inset shows µ1
as a function of Γ/A. The function maximum occurs at Γ∗ ∼ 0.13. The arrow indicates
the threshold–value of Γ below which lasing takes place.
The origin of these structures lies in the Γ dependence of the mean photocount
µ1. That dependence is depicted in the insets in Figs. 2.2 and 2.3, and seen to be
qualitatively different above and below threshold. While µ1 increases monotonically
with Γ in the below threshold case, it develops a maximum at an intermediate value of
Γ when the laser is above threshold. This behavior can be understood from the simple
analytic expressions
µ1
t
=
{
Γns
A−C
C
for C = Γ + κ < A,
ΓA
C−A for C = Γ + κ > A.
(2.19)
that follow from the photon number average results (2.5) sufficiently far from threshold.
According to Eq. (2.19), µ1 rises linearly with Γ out of the origin and approaches an
asymptotic plateau for very large Γ, as visible in the insets in Figs. 2.2 and 2.3. The
rise to the plateau is monotonic when A < κ since the below-threshold case of (2.19)
applies for all values of Γ; the maximum photocount µmax is then just the plateau
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Figure 2.3: Distribution P(µ1/µmax) as a function of the dimensionless mean photo-
count µ1/µmax for β = 1 in an ensemble bellow threshold. We consider two sets of
laser parameters. Rates are given in units of A ≡ 1, the nonlinearity is B = 0.005: (a)
κ = 2.0, Γ = 4.0, and (b) κ = 2.0, Γ = 0.5. The inset shows µ1 as a function of Γ/A.
value. The laser of Fig. 2.2 is above threshold for small Γ but below for large Γ.
The maximum photocount µmax then arises for an intermediate value Γ∗. A simple
argument can be employed to determine the border between the below- and the above-
threshold ensemble. The argument follows from the observation that µ1(Γ) approaches
its plateau value from above for the above-threshold ensemble while the plateau is
approached from below when the ensemble is below threshold. From the lower case of
Eq. (2.19), which becomes exact for Γ →∞, this yields the threshold condition A = κ.
To estimate the value of Γ∗ we may employ the above-threshold case of Eq. (2.19) and
find Γ∗ =
√
Aκ− κ.
Based on this understanding of µ1(Γ) one can appreciate the above-threshold peak of
P(µ1) at µ1 = µmax. Substituting µ1(Γ) = µmax + 12µ′′(Γ∗)(Γ− Γ∗)2 in the photocount
distribution (2.15) we find that P(µ1) has a square–root singularity |µ1 − µmax|−1/2
which is precisely the peak depicted in Fig. 2.2. This peak, contrary to the peak at µ1,
is independent of the number of channels on the waveguide, and is a genuine signature
of the laser nonlinearity. We note that in Fig. 2.2(a) the width of the peak at νmax is
enhanced with increasing number of channels. The opposite happens in Fig. 2.2(b),
where for M > 2 the peak cannot be resolved. The explanation for this behavior again
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follows from our previous analysis for the general case M  1. For increasing M the
distribution P (Γ) narrows around Γ and is enhanced for values of Γ close to Γ, on the
contrary, values of Γ far from Γ are strongly suppressed. Thus in Fig. 2.2(a), where
Γ ∼ Γ∗, definition (2.15) implies an enhancement of the probability of µ1 around the
peak at µmax; while in Fig. 2.2(b) the small mean value of Γ accounts for the narrowing
of P(µ1) around µmax.
Clearly, no such peak can arise in the below–threshold case of Fig. 2.3 as the
photocount increases monotonically with Γ. For the set of parameters in Fig. 2.3 the
mean photocount is well approximated by the second line in Eq. (2.19) and we can
analytically evaluate P(µ1). Defining y = µ1/µmax, we obtain
P(y) = Bν y
ν/2−1
(1− y)ν/2+1 exp
(
− ν
2β
y
1 − y
)
. (2.20)
Here Bν is a normalization constant. The analytical curves obtained using (2.20) do
not differed appreciably from the numerical results, therefore, for clarity, in Fig. 2.3
we have only plotted the numerical results for P(y). The suppression of the peak at
µmax can be appreciated in Eq. (2.20), where for y → 1 (µ → µmax) we see that P(y)
vanishes.
The shoulders at submaximal photocount are caused by amplified spontaneous
emission below the laser threshold. Formally, the shoulders arise from the asymp-
totic plateau of µ1 for large Γ. The definition (2.15) immediately implies enhanced
probability for photocounts µ1 in the vicinity of that plateau. Note that the shoulder
is invisible for the distributions shown in Fig. 2.2(b), and it disappear for increasing M
in Fig. 2.2(a). In the first case, large values of Γ are strongly suppressed by the small
mean value Γ; this suppression is however a general feature of the distribution P(µ1)
for increasing number of channels M , explaining the disappearance of the shoulder in
the second case. Further note that the shoulders for all curves in Fig. 2.3 with M ∼ 1
lie closer to µmax than for the curves in Fig. 2.2(a) since µ → µmax coincides with
Γ→∞ in the regime below threshold.
In contrast to the mean photocount, which can be expressed in terms of the station-
ary distribution of the laser, all µr with r ≥ 2 involve dynamical information through
correlation functions with r − 1 time arguments; their behavior will not be discussed
here.
2.4 Discussion and Outlook
In this chapter we derived the photocount statistics of the radiation emitted from a laser
inside a chaotic resonator in the regime of single-mode laser. The new ingredient added
to the standard laser theory came from the chaotic nature of the cavity modes. We
considered two possible kind of laser ensembles: One corresponding to laser operation
on the ensemble average, the other corresponding to all lasers on the ensemble being
below threshold. The spatial fluctuations of the resonator eigenfunctions induced a
strong mode-to-mode fluctuations of the laser emission. However, we showed that
the probability density for each factorial moment depends only on general symmetries
of the ensemble and on four parameters describing the laser dynamics; these are the
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coefficients of linear gain, mean escape loss, absorption loss and saturation of the
amplifying medium. The distribution of the mean photocount over the ensemble of
modes was shown to change qualitatively at the lasing transition, and display up to
three peaks above the lasing threshold.
We now compare our results with related fluctuation phenomena in other areas
of physics and discuss possible experimental tests. In nuclear physics the Porther–
Thomas distribution describes level–width fluctuations in neutron scattering [87]. The
amplitude fluctuations of Coulomb blockade oscillations in semiconductor quantum
dots are also of the Porther–Thomas type [91]. In both cases, as well as for the
chaotic lasers studied in this chapter, the fluctuations result from the chaotic nature
of wavefunctions. However, in chaotic lasers new interesting features arise due to the
interplay of wave chaos with the nonlinear dynamics of the laser. As a consequence
of this interplay, the distribution of the mean photocount can strongly deviate from
the Porter–Thomas distribution. To test the predicted mode-to-mode fluctuations
experimentally, one must study the photocount statistics for an ensemble of chaotic
modes. It seems feasible to generate such ensembles in tunable lasers e.g. by shape
variations, or by the injection and displacement of artificial scatterers in the case of
microwave cavities.
Finally let us mention that in contrast to the wealth of results for random linear
amplifiers, little is known about the photon statistics of random media above the lasing
threshold. Our study addressed this problem for the simple case of single-mode laser in
a chaotic cavity with isolated modes. The observed generic operation regime of random
lasers, and the one expected for lasers in chaotic resonators, corresponds nevertheless
to multi-mode lasing. Recently Patra [92] showed numerically that in this regime, due
to the mode competition, the statistics of the laser emission change: a laser mode
above threshold will show an increment on the photon number fluctuations depending
on the total number of lasing modes operating above threshold for a given value of
pump. In a related work, Mishchenko [93] considered a multi-mode laser in a chaotic
cavity with overlapping resonances, which allowed him to described the field through
a uniform density of photons over the cavity volume employing a transfer equation.
Although his analysis is restricted to the below threshold case, the nonlinear character
of the equations of motion for the field and the active medium are kept, allowing for
the evaluation of corrections to previous results for linear amplifiers close to the laser
threshold [68, 69].
Chapter 3
Electromagnetic Field Quantization
for Open Optical Cavities
A fundamental problem in quantum optics is the description of the radiation damping
due to leakage out of an open cavity. Conventionally this problem is treated on a phe-
nomenological level by adopting the system-and-bath model [37, 38, 39] to describe the
resonator losses: The resonator field is modeled by a discrete set of independent quan-
tum harmonic oscillators associated with the normal modes of the closed cavity. Each
mode is weakly coupled to its own bath represented by a continuous set of oscillators.
The coupling to the reservoir introduces both losses and noise for the resonator field
dynamics. Baths corresponding to different modes are statistically independent [11].
In spite of its intuitive appeal and it success in applications, this model of damping has
been criticized. The model lacks a microscopic justification as the coupling amplitudes
between the system and bath only enter as phenomenological parameters. Moreover,
the model is only reliable for almost closed cavities with very high-Q for which the
spectrum has well-isolated resonances.
In the last decade the interest on a quantum description of the electromagnetic
field inside open optical cavities has reemerged as consequence of the experimental
observation of lasing in random media [1] and the need for a quantum theory of excess
noise [94]. In this chapter we address this problem and develop a quantization method
for open optical cavities which provides an exact description of the cavity field leakage
for spectrally-overlapping resonances. Our method is of significance for several reasons:
it provides a quantum description of excess noise, it allows for multi-mode lasing, and
upon combination with a description of wave chaos it can account for lasing in random
media.
Our quantization method applies both to open cavities defined by mirrors of ar-
bitrary shape and quality, and to dielectric media characterized by a real dielectric
constant which might be spatially nonuniform. The system may be coupled to an ar-
bitrary number of escape channels. The quantization of the field is performed in terms
of the exact eigenmodes of Maxwell’s equation defined in the whole space [95]. The
essence of the proposed quantization method lies in the use of a technique known in
nuclear and condensed-matter physics as the Feshbach projection formalism [76]. The
projection formalism separates the field into two contributions corresponding, respec-
tively, to the cavity region and its exterior. Each region entails a set of normal modes
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in terms of which the electromagnetic field can be represented by associating to each
mode standard creation and annihilation operators. In the resonator region the modes
form a discrete set and vanish outside the cavity, while there is a continuous set of
external modes which vanish inside the resonator and fulfill scattering-type boundary
conditions at infinity. The separation of the field allows for a rigorous representation
of the system Hamiltonian by a bilinear form in the cavity and exterior operators,
with the same structure as the system-and-bath Hamiltonian used in phenomenolog-
ical approaches [37, 38, 39]. In contrast to these approaches, our derivation provides
explicit expressions for the coupling amplitudes. The field Hamiltonian generally in-
cludes both resonant and non-resonant terms. When both are kept, the quantization
method accounts for overdamping (when the field damping rate becomes of the order
of the frequency). In the case of weak damping (when the field damping rate is much
smaller that the mean frequency separation) our approach reduces to the well-known
field quantization of the phenomenological approach.
We note that our system-and-bath representation of the open resonator dynamics
is not unique but depends on the choices made in the separation of the space into two
subregions. This arbitrariness is usually encountered with the projection technique [96];
its origin goes back to the freedom to chose the “inside” and “outside” subregions in
which to separate the space. Consider for example a cavity with an opening, i.e., a hole
in the material walls of the cavity boundary. Any choice of a fictitious surface covering
the hole yields its own inside/outside separation. Moreover, different boundary condi-
tions may be imposed at the chosen separating surface. Nevertheless, each such surface
and boundary condition entail eigenmodes allowing to represent the electromagnetic
field almost everywhere. We emphasize that the field expansion cannot be expected to
converge uniformly or even pointwise, and in particular not on an arbitrarily chosen
boundary. Still the system-and-bath representation is exact in the L2 sense required
by quantum mechanics. The freedom in the choice of the separating surface and the
boundary conditions manifests itself in the Hamiltonian and the field expansions, as
the coupling amplitudes, and the internal and external basis sets, all depend explicitly
on these choices. However, we show below that all physical observables, in particular
the electromagnetic fields and the scattering amplitudes, do not rely on these choices
and only depend on the physical boundary conditions imposed by Maxwell’s equations.
Our quantization procedure can naturally be apply to random media. For such
media the internal system Hamiltonian can be modelled using random matrix theory.
The statistical properties of the system observables are then obtained by averaging over
the pertinent ensemble. In addition by providing a separation of the inside/outside field
in the case of overlapping resonances our quantization method provides a solid ground
for the construction of a laser theory for multi-mode fields (see Chapter 5).
The outline of the chapter is as follow. In Sec. 3.1 the field quantization is de-
scribed in terms of the exact eigenmodes of Maxwell’s equations in the whole space. In
Sec. 3.2 the system-and-bath Hamiltonian is derived using Feshbach’s projector tech-
nique. Our derivation is valid for fields with arbitrary polarization. Finally, in Sec. 3.3
we demonstrate our method for a number of models frequently used for optical res-
onators. We compute their respective system-and-bath Hamiltonians, and show that
the electromagnetic field and the scattering properties agree exactly with results ob-
tained by direct solutions of the problem. Performing the computations for different
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sets of boundary conditions along the surface separating the resonator and channel
region, we demonstrate that the physical observables are independent of that choice of
boundary conditions.
The results presented in this chapter have been reported in Refs. [33, 97, 98].
3.1 Normal Modes
We consider the quantization of the electromagnetic field taking into account the three
spatial dimensions and the complete vector character of the field. The space might be
filled with a dielectric medium and we allow for the presence of material surfaces, e.g.,
mirrors, on which physical boundary conditions are imposed. The medium is charac-
terized by a scalar dielectric constant (r)1 which depends on position and that we
assumed to be real and frequency independent. We are meanly interested in resonator-
like configurations suggested by particular geometrical arrangements of the material
surfaces or by special behaviors of the dielectric constant, e.g., a piece of dielectric
surrounded by free space. We thus assume that far from the region of space defining
the cavity the electromagnetic field propagates freely, i.e., (r) becomes constant.
The electromagnetic field for the total system can be represented by a mode expan-
sion involving the exact eigenmodes of Maxwell’s equations which are defined through-
out the whole space. This so-called modes-of-the-universe approach [42, 95, 50, 99]
serves as a starting point for the derivation of the system-and-bath Hamiltonian in
Sec. 3.2; we therefore summarize the main steps of this approach below.
It is convenient to formulate the quantization procedure in terms of the vector
potential A and the scalar potential φ. We work in the Coulomb gauge which, in the
absence of sources, corresponds to the choice φ = 0 and the generalized transversality
condition ∇ · [(r)A] = 0. The magnetic and electric fields then follow from the
potentials via the familiar relations
E = −1
c
∂A
∂t
and B = ∇×A. (3.1)
The electromagnetic Hamiltonian of the problem is given by
H =
1
2
∫
dr
[
c2Π(r, t)2
(r)
+
(∇×A(r, t))2] , (3.2)
where Π(r, t) = (r)A˙(r, t)/c2 is the canonical momentum field. The quantization
of the fields may be achieved by imposing a suitable commutation relation between
A(r, t) and Π(r, t). An alternative but equivalent procedure is to expand the fields
in a complete set of mode functions and to impose canonical commutation relations
for the expansion coefficients. We follow the second procedure here, and expand the
vector potential in terms of the normal modes fm(ω, r), defined as solutions of the
wave equation
∇× (∇× fm(ω, r))− (r)ω2
c2
fm(ω, r) = 0. (3.3)
1Generalization of the quantization theory for a real tensor dielectric function is straight forward.
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The solutions automatically satisfy the transversality condition ∇ · [(r)fm(ω, r)] = 0.
The eigenmodes are labeled by the continuous frequency ω and a discrete index m
that specifies the asymptotic boundary conditions far away from the resonator region
(including the polarization). We consider asymptotic conditions corresponding to a
scattering problem with incoming and outgoing waves. Then fm(ω, r) represents a
solution with an incoming wave only in the single channel m and with outgoing waves
in all open scattering channels. The definition of the channels depends on the problem
at hand: For a dielectric coupled to free space, one may expand the asymptotic solutions
in terms of angular momentum states. Then m corresponds to an angular momentum
quantum number. On the other hand, for a cavity connected to external waveguides,
m may represent a transverse mode index. The field expansions then take the form
A(r, t) = c
∑
m
∞∫
ωm
dω qm(ω, t)fm(ω, r), (3.4a)
Π(r, t) =
1
c
∑
m
∞∫
ωm
dω pm(ω, t)f
†
m(ω, r), (3.4b)
where the expansion coefficients qm(ω, t) and pm(ω, t) are complex time dependent
variables. The frequencies ωm are the threshold frequency above which the m-channel
becomes open. The wave functions fm(ω, r) have been allowed to be complex, because
it is often convenient to use these rather than real ones, e.g., in scattering problems.
We follow reference [95] and stick to the usual internal product with respect to
which the differential operator in Eq. (3.3) is not Hermitian. However the substitution
fm(ω, r) =
1√
(r)
φm(ω, r) (3.5)
transforms Eq. (3.3) into the eigenvalue problem
Lφm(ω, r) ≡ 1√
(r)
∇×
(
∇× φm(ω, r)√
(r)
)
=
ω2
c2
φm(ω, r), (3.6)
for the Hermitian differential operator L. Choosing an orthonormal set of basis func-
tions φm(ω, r), it follows that the associated mode functions fm(ω, r) satisfy the or-
thonormality condition∫
dr (r)f ∗m(ω, r) · fm′(ω′, r) = δmm′ δ(ω − ω′). (3.7)
The functions φm(ω) form a complete set in the subspace of L2 functions defined by
the transversality condition
∇ ·
[√
(r)φm(ω, r)
]
= 0. (3.8)
The associated mode functions fm(ω, r) form a complete set in the space of transverse
functions [95, 99], with completeness relation given by
∑
m
∞∫
ωm
dω fmi(ω, r)f
∗
mj(ω, r
′) = δ()ij (r, r
′). (3.9)
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where fmi(ω, r) are the vector components of fm(ω, r). In the space of transverse
functions the generalized δ-function δ()ij (r, r
′) acts like the usual δ-function, δ()ij (r, r
′) =
δijδ(r − r′); that is ∫
dr′ (r′)δ()ij (r, r
′)fj(r′) = fi(r), (3.10)
for f (r) belonging to the space of transverse functions (herein we adopt the convention
of summation over repeated vector component indices). If a function h(r) does not
belongs to this space then the action of δ
()
ij (r, r
′) on h(r) projects the function onto
the space of transverse functions.
Inasmuch as the fields are real, the vector potential and its canonical momentum
fulfill the relations A = A† and Π = Π†. Together with Eq. (3.4), this implies
qm(ω) =
∑
m′
∞∫
ωm′
dω′M†mm′(ω, ω′)q†m′(ω′), (3.11a)
p†m(ω) =
∑
m′
∞∫
ωm′
dω′M†mm′(ω, ω′)pm′(ω′), (3.11b)
where M has the matrix elements
Mmm′(ω, ω′) =
∫
dr (r)fm(ω, r) · fm′(ω′, r). (3.12)
We note that M is unitary and symmetric2. Moreover, M only couples degenerate
modes, as modes with different frequencies are orthogonal, M(ω, ω ′) ∼ δ(ω − ω′).
Substituting the field expansions (3.4) into the Hamiltonian (3.2), using Eq. (3.11)
and the properties of M, one obtains the Hamiltonian in terms of the variables q and
p,
H =
1
2
∑
m
∞∫
ωm
dω
[
p†m(ω)pm(ω) + ω
2q†m(ω)qm(ω)
]
. (3.13)
Quantization is now achieved by promoting the variables q(ω) and p(ω) to operators.
The Heisenberg equations of motion for q(ω) and p(ω) lead to Maxwell’s equations,
provided we impose the equal time commutation relations
[qm(ω), qm′(ω
′)] = [qm(ω), q
†
m′(ω
′)] = 0,
[pm(ω), pm′(ω
′)] = [pm(ω), p
†
m′(ω
′)] = 0, (3.14)
[qm(ω), pm′(ω
′)] = ih¯ δmn δ(ω − ω′).
Further use of Eq. (3.11) gives the remaining commutation relation
[qm(ω), p
†
m′(ω
′)] = ih¯M†mm′(ω, ω′). (3.15)
Combining the field expansions (3.4) with the completeness relation (3.9), it is easily
seen that these commutation relations imply canonical commutation relations for the
vector potential and the canonical momentum field.
2We use the convention M†mn(ω, ω′) = [Mnm(ω′, ω)]∗.
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The last step in the quantization procedure is to express the operators q(ω) and
p(ω) in terms of creation and annihilation operators,
qm(ω) =
(
h¯
2ω
) 1
2
[
Am(ω) +
∑
m′
∞∫
ωm′
dω′M†mm′(ω, ω′)A†m′(ω′)
]
, (3.16a)
pm(ω) = i
(
h¯ω
2
) 1
2
[
A†m(ω) −
∑
m′
∞∫
ωm′
dω′Mmm′(ω, ω′)Am′(ω′)
]
. (3.16b)
The latter obey the commutation relations
[Am(ω), Am′(ω
′)] = 0,
[Am(ω), A
†
m′(ω
′)] = δmm′ δ(ω − ω′), (3.17)
obtained by inverting the relations (3.16) and making use of the commutation relations
(3.14). In terms of the creation and annihilation operators the Hamiltonian takes the
familiar form
H =
1
2
∑
m
∞∫
ωm
dω h¯ω
[
A†m(ω)Am(ω) +Am(ω)A
†
m(ω)
]
, (3.18)
describing a set of independent harmonic oscillators. Finally, substituting the repre-
sentations (3.16) into Eqs. (3.4), one obtains the field expansions
A = c
∑
m
∞∫
ωm
dω
(
h¯
2ω
) 1
2 [
Am(ω)e
−iωtfm(ω, r) +Am(ω)†eiωtf ∗m(ω, r)
]
(3.19a)
Π = − i
c
∑
m
∞∫
ωm
dω
(
h¯ω
2
) 1
2
(r)
[
Am(ω)e
−iωtfm(ω, r)−A∗m(ω)eiωtf ∗m(ω, r)
]
. (3.19b)
In empty space, (r) ≡ 1, the fields expansions reduce to the standard mode expansion
of the free electromagnetic field.
3.2 Cavity and Channel Fields
In this section we use the Feshbach projection technique [76] to provide an exact
decomposition of the electromagnetic field into two components corresponding to two
separated subsystems: the resonator and its exterior. The latter subsystem is usually
referred to as the channel region in the scattering formalism; a notation that we shall
adopt here. In quantum optics, under very general conditions, this subsystem plays the
role of a reservoir. The main result of the section is the microscopic derivation of the
field Hamiltonian which, under the proposed field decomposition, has the structure of
a system-and-bath Hamiltonian accounting for arbitrarily large coupling between the
two subsystems.
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Figure 3.1: Sketch of a resonator-like configuration in two dimensions. The continuous
lines represent mirrors that partially bound a region of space filled with a dielectric
material (shaded region). I ′ and I are two possible choices of cavities for the problem.
In both cases the separating surfaces are shown as dashed lines. ∂I ′ defines a cavity
with circular shape but with an intricate configuration of mirrors in its interior, while
∂I follows the boundary of the dielectric material, coinciding in some regions with the
mirrors, and finally enclosing completely the dielectric material.
The starting point of the projection formalism is the inside/outside separation of
the space into the two subsystems. This is accomplished by introducing a close sur-
faced that separates the internal or resonator region from the external or channel region
(Fig. (3.1)). As mention before, this procedure entails certainly a degree of arbitrari-
ness: First, the shape and size of the interface is merely restricted by the requirement
that far from the resonator the field should propagate freely (this allow us to define as-
ymptotic boundary conditions below). Second, the type of boundary conditions along
the interface for the internal and external subsystems are only limited by the condi-
tion that the Hermiticity of the problem should be retained [96]. This arbitrariness is
manifest in the representation obtained for the field expansions and in the explicit ex-
pression for the Hamiltonian. In spite of this, all physical observables can be shown to
be independent of the choices made for the interface and boundary conditions. Explicit
examples illustrating this fact are presented in Sec. 3.3.
3.2.1 Feshbach Projection
Formally, the separation of space in two regions is achieved using the projection oper-
ators [76]
Q =
∫
  ∈I
dr|r〉〈r|, P =
∫
  6∈I
dr|r〉〈r|, (3.20)
where |r〉 denotes a standard position eigenket and I is the region of space occupied
by the cavity (see Fig. (3.1)). The operators Q and P depend on the choice of I, but
all physical observables turn out to be independent of this choice. One easily shows
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that P and Q are projection operators,
P = P†, P2 = P; (3.21a)
Q = Q†; Q2 = Q. (3.21b)
Moreover, they are orthogonal, QP = PQ = 0, and complete, Q+ P = 1. Therefore,
an arbitrary Hilbert space function ψ and the associated function h = ψ/
√
 may be
decomposed into their projections onto the resonator and channel space
ψ(r) = χ−(r)µ(r) + χ+(r)ν(r), (3.22a)
h(r) = χ−(r)u(r) + χ+(r)v(r), (3.22b)
where χ∓ are the characteristic functions of the resonator and the channel region,
respectively,
χ−(r) =
∫
  ′∈I
dr′δ(r − r′), (3.23a)
χ+(r) = 1− χ−(r). (3.23b)
Acting on φ with the differential operator L defined in Eq. (3.6), we obtain
Lψ = χ−(r)Lµ(r) −
∫
∂I
d2r′K(r, r′)µ(r′) + χ+(r)Lν(r) +
∫
∂I
d2r′K(r, r′)ν(r′),
(3.24)
where K(r, r′) is a singular differential operator defined at the boundary
K(r, r′)µ(r′)
∣∣∣
  ,   ′∈∂I
=
[
δ(r − r′)√
(r)
n′ ×
(
∇′ × µ(r
′)√
(r′)
)
+
∇δ(r− r′)√
(r)
×
(
n′ × µ(r
′)√
(r′)
)]∣∣∣∣∣
  ,   ′∈∂I
. (3.25)
Here ∇′ denotes a derivative with respect to r′, and n′ is a unit vector normal to the
boundary. The action of K(r, r ′) on ν(r′) is defined in a similar fashion, with µ(r ′)
replaced by ν(r′).
The first (third) term on the right hand side of Eq. (3.24) contribute only inside
(outside) the resonator. The second and fourth terms are boundary terms. They
involve µ, ν, and their derivatives at the boundary; these functions must be evaluated
in the limit where the boundary is approached from the cavity and the channel region,
respectively. We note that the boundary terms generally gives rise to singular behavior.
As a result, the action of L usually goes beyond the Hilbert space. The range of L
within the Hilbert space is defined by the functions for which the singular terms vanish;
this happens in particular for the eigenfunctions of L in Hilbert space.
We now want to decompose the operator L into a resonator, a channel, and a cou-
pling contribution. However, it is not obvious how the decomposition can be carried
out for the singular boundary terms. We therefore replace the boundary integrals by
integrations along surfaces arbitrarily close to the boundary but located inside respec-
tively outside the resonator region. There is still freedom in selecting which surface
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integral should belong to each of the subsystems. Different choices lead, in general,
to different set of boundary conditions along the separating surface, only subject to
the restrictions that the obtained decomposition of the operator L is self-adjoint. The
freedom in choosing the boundary conditions is characteristic for the projector tech-
nique [76, 96]. For the sake of clarity and definiteness, in what follows we stick to one
of these possible choices leading to a one particular set of boundary conditions. Other
possibilities are study for specific examples in Sec. 3.3. Equation (3.24) then becomes
Lψ = LQQµ+ LQPν + LPQµ+ LPPν, (3.26)
where LQQ and LPP are the projections of L onto the resonator and channel space,
LQQµ = χ−(r)Lµ(r) −
∫
∂I−
d2r′−
[
δ(r − r′−)√
(r)
n′ ×
(
∇′ × µ(r
′
−)√
(r′−)
)]
, (3.27a)
LPPν = χ+(r)Lν(r) +
∫
∂I+
d2r′+
[
∇δ(r − r′+)√
(r)
×
(
n′ × ν(r
′
+)√
(r′+)
)]
, (3.27b)
and LQP and LPQ the coupling terms
LQPν = +
∫
∂I−
d2r′−
[
δ(r − r′−)√
(r)
n′ ×
(
∇′× ν(r
′
+)√
(r′+)
)]
, (3.28a)
LPQµ = −
∫
∂I+
d2r′+
[
∇δ(r − r′+)√
(r)
×
(
n′× µ(r
′
−)√
(r′−)
)]
. (3.28b)
The shorthands r′∓ indicate that the integrals are to be evaluated in the limit where
r′− and r
′
+ approach the boundary from inside respectively outside the resonator. LQQ
and LPP define Hermitian operators on the Hilbert space of functions of the resonator
and the channel region, respectively. Moreover, LQP = L
†
PQ showing that the decom-
position (3.26) preserves the Hermiticity of L.
In particular, for the eigenfunctions of the operator L with the decomposition
|φm(ω)〉 = Q|φm(ω)〉+ P|φm(ω)〉 ≡ |µ¯m(ω)〉 + |ν¯m(ω)〉 , (3.29)
substitution of Eq. (3.26) into the eigenmode equation (3.6) yields the two coupled
equations: (
LQQ LQP
LPQ LPP
)(
µ¯m(ω)
ν¯m(ω)
)
=
ω2
c2
(
µ¯m(ω)
ν¯m(ω)
)
. (3.30)
The requirement that the singular terms on the left hand side vanish yields the two
matching conditions
n × (u¯m(ω)− v¯m(ω)) = 0, (3.31a)
n× (∇× u¯m(ω)−∇× v¯m(ω)) = 0, (3.31b)
for all points along the boundary of the resonator region. The gauge condition ∇ ·
[f (ω)] = 0 and the requirement ∇ · (∇ × f (ω)) = 0 along the boundary give the
further matching conditions
n · (u¯m(ω)− v¯m(ω)) = 0, (3.32a)
n · (∇× u¯m(ω)−∇× v¯m(ω)) = 0. (3.32b)
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The four matching conditions (3.31), (3.32) together with Eq. (3.1) realize the well-
known [100] boundary conditions for the electromagnetic field at an interface in the
absence of surface currents or surface charges and entail the continuity of the electro-
magnetic field on this surface.
3.2.2 Cavity and Channel Modes
The operators LQQ and LPP are self-adjoint operators in the Hilbert space of the
resonator and the channel functions, respectively. The modes of the isolated resonator
|µλ〉 are solutions of the eigenvalue equation
LQQ|µλ〉 =
(ωλ
c
)2
|µλ〉. (3.33)
From Eq. (3.27a), they satisfy
∇× (∇×uλ(r)) = (r)ω2λ
c2
uλ(r). (3.34)
with the boundary condition
n× (∇×uλ(r))∣∣∣
  ∈∂I
= 0, (3.35)
obtained by demanding that the singular term in Eq. (3.27a) vanishes. Hence, the
tangential component of ∇×uλ vanishes at the boundary. No boundary condition for
the normal component of ∇×uλ is required as the three components of this vector are
connected through the gauge condition. We note that the eigenmodes of the resonator
form a discrete set.
In a similar fashion the eigenmodes of the channel region are solutions of the eigen-
value equation
LPP|νm(ω)〉 =
(ω
c
)2
|νm(ω)〉. (3.36)
Thus, from Eq. (3.27b) they satisfy the equation
∇× (∇× vm(ω, r)) = (r)ω2
c2
vm(ω, r), (3.37)
together with the condition that the tangential component must vanish at the bound-
ary,
n× vm(ω, r)
∣∣
  ∈∂I = 0. (3.38)
The channel modes form a continuum labeled by the frequency ω and the index m
that specifies the asymptotic conditions at infinity. We note that the resonator modes
uλ have support only within the resonator and vanish in the channel region; vice
versa the channel functions vm(ω) vanish inside the resonator and take nonzero values
only within the channel region. The resonator and channel modes form complete and
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orthonormal basis sets for the resonator and channel region, respectively. As a result,
the projectors P and Q can be represented in terms of these modes,
Q =
∑
λ
|µλ〉〈µλ|, (3.39a)
P =
∑
m
∞∫
ωm
dω |νm(ω)〉〈νm(ω)|. (3.39b)
Together with the eigenmode equation (3.30) this reduces the eigenmode problem to the
well–known problem [101, 102] of a discrete number of states coupled to a continuum.
We note that the boundary conditions (3.35) and (3.38) on the resonator and chan-
nel modes are a consequence of our separation of the singular terms in Eq. (3.24). As
discussed before, this separation is by no means unique. For example, the substitution
of δ(r − r′) by δ(r− r+′) and of ∇δ(r − r′) by ∇δ(r − r−′) in Eq. (3.25), leads to a
new set of boundary conditions for which the conditions on the internal and external
eigenmodes are just interchanged. Possible more general types of boundary conditions
are discussed in Ref. [96].
It is worth emphasizing that neither the modes µλ of the closed resonator nor
the channel modes νm(ω) represent exact modes of the total system, as both of them
depend on the choice made for the cavity boundary and the boundary conditions on
it. The exact modes satisfy the matching conditions derived earlier but, in general,
neither of the boundary conditions (3.35) or (3.38). Still the eigenmodes of the total
system may be expanded in terms of the resonator and channel modes as these modes
form complete basis sets in the respective regions. This fact is a consequence of the
convergence in Hilbert space which does not imply point-wise convergence (at the
boundary). Consequently, the matching conditions must not be imposed directly at
the boundary but hold, as usual [100], in a limiting sense infinitesimally close to the
boundary.
The eigenmode equation (3.30) in full space may now be solved by standard methods
[101, 102, 103]. For the projection onto the channel space one has the Lippmann–
Schwinger type solution
P|φm(ω)〉 = |νm(ω)〉 + 1(ω
c
)2
− LPP + i
LPQ|φm(ω)〉, (3.40)
where the limit  → 0+ is implied. Substitution into the equation for the projection
onto the resonator space yields
Q|φm(ω)〉 = 1(ω
c
)2
− Leff(ω)
LQP |νm(ω)〉, (3.41)
where Leff(ω) is the non–Hermitian operator
Leff(ω) ≡ LQQ + LQP 1(ω
c
)2
− LPP + i
LPQ. (3.42)
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The operator Leff(ω) is closely related to the effective Hamiltonian in open quantum
systems [96]. To simplify notation, we introduce the retarded Green function of the
resonator in the presence of the coupling to the channels
GQQ(ω) = 1(ω
c
)2
− Leff(ω)
. (3.43)
Combining Eqs. (3.40) and (3.41) we arrive at an expression for the eigenstates |φm(ω)〉,
|φm(ω)〉 = GQQ(ω)LQP |νm(ω)〉+
1 + 1(ω
c
)2
− LPP + i
LPQGQQ(ω)LQP
 |νm(ω)〉.
(3.44)
Using the expansion (3.39), this yields an exact representation of the eigenstates in
terms of the resonator and channel modes
|φm(ω)〉 =
∑
λ
αmλ(ω)|µλ〉+
∑
m′
∞∫
ωm′
dω′ βmm′(ω, ω′)|νm′(ω′)〉, (3.45)
where the expansion coefficients are given by
αmλ(ω) = 〈µλ|GQQ(ω)LQP |νm(ω)〉, (3.46a)
βmm′(ω, ω
′) = 〈νm′(ω′)|
1 + 1(ω
c
)2
− LPP + i
LPQGQQ(ω)LQP
 |νm(ω)〉. (3.46b)
The normal modes fm(ω) of the electromagnetic field are recovered from φm(ω) using
Eqs. (3.5) and (3.22):
fm(ω, r) =
∑
λ
αmλ(ω)uλ(r) +
∑
m′
∞∫
ωm′
dω′ βmm′(ω, ω′)vm′(ω′, r). (3.47)
3.2.3 Hamiltonian and Field Expansions
The decomposition of the electromagnetic field modes into a resonator and a channel
contribution suggests a quantization scheme different from the modes-of-the-universe
approach discussed in Sec. 3.1. Here we carry out the field quantization on the basis
of the resonator and channel modes. Our starting point is the expansion of the vector
potential and the canonical momentum in terms of these modes; combining Eqs. (3.4)
and (3.47) this expansion takes the form
A(r, t) = c
∑
λ
Qλuλ(r) + c
∑
m′
∞∫
ωm′
dω Qm′(ω)vm′(ω, r), (3.48a)
Π(r, t) =
(r)
c
∑
λ
Pλu
∗
λ(r) +
∑
m′
∞∫
ωm′
dω Pm′(ω)v
∗
m′(ω, r)
 , (3.48b)
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where we have defined the position operators
Qλ =
∑
m
∞∫
ωm
dω qm(ω)αmλ(ω), (3.49a)
Qm(ω) =
∑
m′
∞∫
ωm′
dω′ qm′(ω′)βm′m(ω′, ω), (3.49b)
and the momentum operators
Pλ =
∑
m
∞∫
ωm
dω pm(ω)α
∗
mλ(ω), (3.50a)
Pm(ω) =
∑
m′
∞∫
ωm′
dω′ pm′(ω′)β∗m′m(ω
′, ω). (3.50b)
The Qλ and Pλ are time–dependent operators that represent complex amplitudes as-
sociated with the resonator field. Likewise, the operators Qm(ω) and Pm(ω) are am-
plitudes describing the channel field. The reality condition on A and Π implies the
following relations between the cavity operators and their adjoints
Qλ =
∑
λ′
N †λλ′Q†λ′ (3.51a)
P †λ =
∑
λ′
N †λλ′Pλ′ . (3.51b)
Likewise, the channel operators are connected with their adjoints via the relations
Qm(ω) =
∑
m′
∞∫
ωm′
dω′ N †mm′(ω, ω′)Q†m′(ω′), (3.52a)
P †m(ω) =
∑
m′
∞∫
ωm′
dω′ N †mm′(ω, ω′)Pm′(ω′). (3.52b)
The matrix elements
Nλλ′ =
∫
dr (r)uλ(r) · uλ′(r), (3.53a)
Nmm′(ω, ω′) =
∫
dr (r)vm(ω, r) · vm′(ω′, r). (3.53b)
are the expansion coefficients of the mode functions uλ (vm(ω)) in terms of the complex
conjugate functions u∗λ (v
∗
m(ω)). The matrix N is the projection of the matrix M
defined in Eq. (3.12), onto the cavity and channel space, so it is unitary, symmetric
and only couples degenerate modes. The (equal–time) commutation relations of the
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various operators are discussed in Appendix 3.A. The calculation shows that operators
associated with different subsystems commute. Moreover, for each subsystem Q and
P behave like the fundamental operators for position and momentum, respectively.
To discuss the dynamical evolution of the resonator and channel operators, we must
express the field Hamiltonian in terms of these operators. We use the representation
(3.49) and (3.50) along with the completeness relation Q+P = 1 to invert the relation
between the operators for the total system and the operator for the two subsystems
qm(ω) =
∑
λ
α∗mλ(ω)Qλ +
∑
m′
∞∫
ωm′
dω′ β∗mm′(ω, ω
′)Qm′(ω′), (3.54a)
pm(ω) =
∑
λ
αmλ(ω)Pλ +
∑
m′
∞∫
ωm′
dω′ βmm′(ω, ω′)Pm′(ω′). (3.54b)
Substitution into Eq. (3.13) yields the desired expression for the field Hamiltonian.
Using relations between the expansion coefficients α and β, that follow from the com-
pleteness and orthogonality of the modes functions (see Appendix 3.B), we can write
the result in the form
H =
1
2
∑
λ
[
P †λPλ + ω
2
λQ
†
λQλ
]
+
1
2
∑
m
∞∫
ωm
dω
[
P †m(ω)Pm(ω) + ω
2Q†m(ω)Qm(ω)
]
+
∑
λ
∑
m
∞∫
ωm
dωWλm(ω)Q
†
λQm(ω), (3.55)
with the coupling amplitudes
Wλm(ω) = c
2〈µλ|L|νm(ω)〉. (3.56)
The first two terms clearly describe two independent sets of harmonic oscillators as-
sociated with the two subsystems. The third term shows that the operators of the
subsystems do not simply oscillate as they would if the subsystems were completely
isolated from each other, since this term couple the motion of the resonator and chan-
nel operators. The coupling reflects the fact that the boundary of the dielectric is not
completely reflecting; thus radiation may leak through the boundary to the external
radiation field.
The operators Q and P have a standard representation in terms of creation and
annihilation operators,
Qλ =
(
h¯
2ωλ
) 1
2
[
aλ +
∑
λ′
N †λλ′a†λ′
]
, (3.57a)
Pλ = i
(
h¯ωλ
2
) 1
2
[
a†λ −
∑
λ′
Nλλ′aλ′
]
. (3.57b)
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The operators aλ and a
†
λ obey the canonical commutation relations
[aλ, a
†
λ′] = δλλ′, [aλ, aλ′] = 0. (3.58)
In a similar fashion one derives the representation of the channel operators Qm(ω) and
Pm(ω) in terms of a continuous set of creation and annihilation operators b†m(ω) and
bm(ω). Substituting these representations into the Hamiltonian (3.55) and using the
symmetry and unitarity of the overlap matrices, one arrives at the Hamiltonian
H =
∑
λ
h¯ωλ a
†
λaλ +
∑
m
∞∫
ωm
dω h¯ω b†m(ω)bm(ω)
+ h¯
∑
λ
∑
m
∞∫
ωm
dω
[Wλm(ω) a†λbm(ω) + Vλm(ω) aλbm(ω) + H.c.], (3.59)
where we have omitted an irrelevant zero point contribution. The coupling matrix
elements are given by
Wλm(ω) = c
2
2
√
ωλω
〈µλ|LQP|νm(ω)〉, (3.60a)
Vλm(ω) = c
2
2
√
ωλω
〈µ∗λ|LQP|νm(ω)〉. (3.60b)
The notation 〈µ∗λ| means 〈µ∗λ|r〉 ≡ µ(r). In case the system is time reversal invariant
the wavefunctions may be chosen real, the amplitudes W and V then become real and
identical, W = V. Finally, substituting the representation (3.57) into Eq. (3.48) we
find the expansion of the intra-cavity field
A(r, t) = c
∑
λ
(
h¯
2ωλ
)1/2
[aλuλ(r) + a
†
λu
∗
λ(r)], (3.61a)
Π(r, t) = − i
c
∑
λ
(
h¯ωλ
2
)1/2
(r)[aλuλ(r)− a†λu∗λ(r)]. (3.61b)
The field expansions of the open resonator reduce precisely to the standard expressions
known from closed resonators. However, the field dynamics is fundamentally different,
as shown in the following chapter.
The Hamiltonian (3.59) and the field expansions (3.61) are the key results of the
quantization procedure. Although system-and-bath Hamiltonias similar to one above,
are frequently encountered in phenomenological approaches to open quantum systems
[37, 38, 39], our result differs from them in a fundamental aspect: we provide explicit
expressions for the coupling amplitudes between the resonator and the bath subsystems.
We notice that in the Hamiltonian (3.59) the resonator modes are coupled to the
external radiation field via both resonant (a†b, b†a) and non-resonant (ab, a†b†) terms.
In most cases of interest the mode widths are smaller than the relevant frequencies,
then the rotating-wave approximation can be made, which amounts to keeping only the
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resonant terms in the Hamiltonian. In this approximation, the Hamiltonian reduces to
the well-known system-and-bath Hamiltonian [37, 38, 39] of quantum optics. The non-
resonant terms become important only in the case of overdamping, which appears of
not much interest in optics. It has been argued before [104, 105, 106] that the system-
and-bath Hamiltonian can provide only an approximate description of open optical
cavities provided they are of very high quality, i.e., when the modes widths are much
smaller than both the typical internal oscillation frequencies and the spacing between
internal frequencies ∆ω. Our derivation shows that such pessimism is inappropriate:
the system-and-bath Hamiltonian (3.59) describes in an exact manner isolated modes,
spectrally overlapping modes (when the widths are larger than the mode spacing ∆ω),
as well as the extreme case of overdamped modes (when the mode frequencies ωλ are
overwhelmed by large escape rates).
When applied to chaotic cavities or in the presence of disordered dielectrics our
quantization method naturally accommodates for an statistical description of the field
properties. In that case the isolated cavity Hamiltonian may be represented by a proper
ensemble of random matrices. Then the internal modes uλ share the statistics of the
eigenvectors of the random matrices and the eigenfrequencies ωλ display level repulsion.
To conclude this section we notice that the cavity resonances, i.e., the complex
frequencies that determine the cavity response to external excitations in the presence
of the coupling to the outside world, are also found within the projection formalism.
Formally the resonances are defined as the poles of the resolvent operator G(ω) pro-
jected onto the cavity space and analytically continued in the second Reimannian sheet
[103]. Such a projection is given by Eq. (3.43), from which the resonances follows as
the solutions of the eigenvalue problem
Leff(ω)|ξi(ω)〉 = σ2i (ω)|ξi(ω)〉. (3.62)
Since Leff(ω) depends parametrically on ω, both its right eigenstates |ξi(ω)〉 and the
complex eigenvalues σi(ω) generally depend on ω as well. The states |ξi(ω)〉 corre-
spond to the Kapur–Peierls states [107, 41] of scattering theory. Combining equations
(3.43) and (3.62) the cavity resonances are found as the solutions of the fixed point
equation cσi(ω) = ω. We emphasize that this resonance condition is independent of
the inside/outside separation and the choice of boundary condition made within the
system-and-bath description.
3.3 Applications to Open Optical Resonators
In the previous section we focused on the general quantization of the electromagnetic
field using the Feshbach projection formalism. The main result was the system-and-
bath Hamiltonian (3.59). In this section we explicitly demonstrate the method for a
number of models frequently used for optical resonators. Specifically, we consider the
three types of cavities shown in Fig. 3.2: (a) A one-dimensional dielectric slab with
(positive) refractive index n bounded on one side by a perfectly reflecting mirror, (b) a
one-dimensional cavity defined by a perfectly reflecting mirror on one side and a thin
semi-transparent mirror on the other side, and (c) a two-dimensional dielectric disk
with refractive index n. The dielectrics are embedded in empty space. The normal
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Figure 3.2: Open optical cavities: (a) A one–dimensional dielectric slab of length l with
(positive) refractive index n bounded on one side (x = −l) by a perfectly reflecting
mirror. (b) A one–dimensional cavity bounded by a perfectly reflecting mirror at
(x = −l) and a thin semi–transparent mirror of width d  l at (x = 0). (c) A
two–dimensional dielectric disk with refractive index n.
modes of all three systems in question as well as their scattering properties can be
computed exactly. Likewise, exact expressions can be obtained for the electromagnetic
fields both within the cavities and in the external region. This makes all three models
an ideal testing ground for our system-and-bath description. Such a test is particularly
important to illustrate how in the projection formalism all physical observables do not
relay in the choice of the separating surface and boundary conditions, but only on
the physical boundary conditions imposed by Maxwell’s equations. For each of the
examples considered we compute their respective system-and-bath Hamiltonian, and
show that the electromagnetic fields and the scattering properties agree exactly with
results obtained by direct solutions of the quantization problem. In addition, the cavity
resonances are found for all the systems and shown to be independent of the choice of
boundary condition made on the fictitious boundary separating system and bath.
3.3.1 One Dimensional Dielectric Cavity
Our first example is the one dimensional dielectric cavity depicted in Fig. 3.2(a) [43].
The dielectric with refractive index n is nonabsorbing and nondispersive. It is bounded
by a perfectly reflecting mirror at x = −l while there is no mirror at the other end of
the dielectric at x = 0. The free space outside the cavity runs from x = 0 to infinity,
and light propagates freely there, n = 1. We assume the electromagnetic field to be
linearly polarized with the electric field vector pointing in the z–direction. Cavity field
excitations will decay due to leakage into the empty half-space. The dielectric function
of the total system including the cavity and the attached half-space is given by
(x) = n2Θ(−x) + Θ(x), (3.63)
where the Heaviside–function Θ(x) is equal to one for positive x and vanishes for
negative x. The normal modes of Maxwell’s equations for this problem are given in
Eq. (3.D.1). To solve the problem within the projection formalism, we separate system
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and bath at x = 0. The cavity thus runs from x = −l to x = 0, and the channel region
from x = 0 to ∞. The boundary conditions at the interface are only restricted by
the requirement that they lead to a Hermitian eigenvalue problem. Below we address
two different such boundary conditions: In the first case we set Neumann boundary
conditions for the cavity; Hermiticity [96] then imposes Dirichlet conditions for the
channel problem. In the second case we consider the inverse situation with Dirichlet
boundary condition for the cavity and Neumann conditions outside.
Cavity with von–Neumann Boundary Conditions
The inside/outside decomposition of the differential operator L follows from Eq. (3.24),
LQQµ(x) = − 1
n2
d2
dx2
µ(x) +
δ(x− 0−)
n2
d
dx′
µ(x′)
∣∣∣∣
x′=0−
, (3.64a)
LPPν(x) = − d
2
dx2
ν(x)− δ′(x− 0+)ν(0+), (3.64b)
LPQµ(x) =
δ′(x− 0+)
n
µ(0−), (3.64c)
LQPν(x) = −δ(x− 0−)
n
d
dx′
ν(x′)
∣∣∣∣
x′=0+
. (3.64d)
The shorthands 0∓ indicate the limits where the interface at x = 0 is approached from
inside respectively outside the resonator. The singular terms guarantee the matching
conditions for the electromagnetic field at the interface. In addition, these terms ensure
the Hermiticity of LQQ and LPP. The range of the operators in equations (3.64a) and
(3.64b) within Hilbert space is given by the functions for which the singular term
vanishes.
The eigenmodes µλ(x) of the closed cavity are the solutions of the eigenvalue prob-
lem LQQµλ(x) = k2λµλ(x) with kλ = ωλ/c. From Eq. (3.64a), they satisfy the equation
d2
dx2
µλ(x) + n
2k2λµλ(x) = 0, (3.65)
subject to the boundary conditions
µλ(−l) = 0, (3.66a)
d
dx
µλ(x)
∣∣∣∣
x=0−
= 0. (3.66b)
The first condition is imposed by the perfectly reflecting mirror at x = −l, and the
second follows from the requirement that the singular boundary term applied to µλ
must vanish. The normalized solutions of the eigenvalue problem form the discrete set
µλ(x) =
√
2
l
sin(nkλ(x+ l)), (3.67)
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with wave numbers kλ = (2λ + 1)pi/2nl (λ = 0, 1, 2, . . . ). In the channel region, the
eigenvalue problem reads
d2
dx2
ν(k, x) + k2ν(k, x) = 0; (k = ω/c), (3.68)
with Dirichlet conditions at the resonator surface,
ν(k, 0+) = 0. (3.69)
This determines a continuous set of δ–normalized channel modes,
ν(k, x) =
√
2
pi
sin(kx). (3.70)
Since both the cavity and channel modes are real valued functions, the coupling am-
plitudes W and V become real and identical, W = V. Combining equations (3.60a),
(3.64d) with the mode functions (3.67) and (3.70), we obtain
Wλ(k) = Vλ(k) = (−1)
λ+1
n
√
k
pikλl
. (3.71)
The result for the internal frequencies ωλ = ckλ, together with the coupling amplitudes
(3.71), and the mode functions (3.67) and (3.70), completely specify the system-and-
bath Hamiltonian and the electric and magnetic field.
We now turn to an illustration of our results. To compare the exact scattering
states with their representation in terms of cavity and channel modes, we combine
equations (3.A.10a), (3.A.10b) with the results (3.D.1), (3.67), and (3.70). This yields
the expansion coefficients
αλ(k) =
(−1)λ+1Ikk cos(nkl)
n
√
pil(k2 − k2λ)
, (3.72)
β(k, k′) =
1
2pi
[
P
(
2k′(1 + Sk)
k′2 − k2
)
− ipi(1− Sk)δ(k′ − k)
]
. (3.73)
The symbol P denotes the principal value. The scattering matrix Sk and the amplitude
Ik are given, respectively, by equations (3.D.2) and (3.D.3). Figure 3.3 shows the real
part of the scattering wave function with wavenumber kl = 18. We compare the
exact result (solid gray line) with the system-and-bath expansion (dashed line). In the
resonator region we only included 11 cavity modes with wavenumber centered around
kl = 18. The agreement is very good; deviations are only visible close to x = 0, i.e.,
near the boundary separating system and bath. It has been argued before [104] that
cavity or channel expansions must fail close to the boundary; so a remark concerning
the status of such expansions is in order here: The inclusion of all cavity and all
channel modes yields an exact point–to–point representation of the scattering function
and its derivative, everywhere except for the point x = 0. This representation does
not converge uniformly but it is exact in the L2 sense. Therefore the system-and-bath
expansion is an exact representation of the scattering state in the underlying Hilbert
space.
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Figure 3.3: Real part of the scattering wave function corresponding to kl = 18, com-
puted for a one dimensional dielectric cavity with refractive index n = 1.5. The solid
line is the exact solution, the dashed line the expansion in terms of the resonator and
channels modes. Only 11 cavity modes with kλl around kl = 18 were included. The
inset shows the cavity gain factor as function of kl for a range around kl = 18.
To determine the cavity resonances we solve the eigenvalue problem for the non-
Hermitian operator Leff(k). Explicit calculation (Appendix 3.E) shows that Leff(k) acts
on an arbitrary resonator state µ(x) according to
Leff(k)µ(x) = − 1
n2
d2
dx2
µ(x) +
δ(x− 0−)
n2
[
d
dx′
µ(x′)
∣∣∣∣
x′=0−
− ikµ(0−)
]
. (3.74)
Due to the singular term, the action of Leff(k) generally goes beyond Hilbert space.
The range of Leff(k) within Hilbert space is defined by the wave functions for which
the singular term vanishes. It follows that the right eigenstates ξj(k, x) of Leff(k) are
solutions of the Helmholtz equation
d2
dx2
ξj(k, x) + n
2σ2j (k)ξj(k, x) = 0, (3.75)
that obey the boundary conditions
ξj(k,−l) = 0, (3.76a)
d
dx′
ξj(k, x
′)
∣∣∣∣
x′=0−
= ikξj(k, 0−). (3.76b)
The first condition results from the perfect mirror at x = −l while the second defines
the so–called Siegert boundary condition. It accounts for the leakage out of the cavity:
In the channel region that boundary condition implies a purely outgoing wave. For a
fixed value of k, one finds the discrete set of solutions
ξj(k, x) = Aj(k) sin(nσj(k)(x+ l)), (3.77)
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with some normalization factors Aj(k). Substituting the solutions into Eq. (3.76b) we
obtain the secular equation for the eigenvalues,
σj(k) =
i
n
k tan(nσj(k)l). (3.78)
The fixed point equation k = σj(k) determines the cavity resonances. Analytical
continuation of Eq. (3.78) into the complex plane then yields the resonance condition
tan(nkl) + in = 0, (3.79)
which has solutions only for complex k. The resonances can be found analytically and
are given by
kj =
1
nl

(2j + 1)pi
2
+
i
2
ln (|r|) ; j = 0, 1, . . . (n > 1),
jpi +
i
2
ln (|r|) ; j = 1, 2, . . . (n < 1),
(3.80)
where r = (n−1)/(n+1) is the reflection amplitude at the dielectric surface. Compari-
son with the direct calculation (cf. Eq. (3.D.2)) shows that the resonances coincide with
the poles of the scattering–matrix. All resonances have the same width and are located
along a straight line in the lower half of the complex plane. The resonance spacing,
i.e., the difference in real parts of two successive resonances, is constant, ∆k = pi/nl.
The resonances start to overlap when the modulus of the reflection amplitude becomes
smaller than |r| = exp(−pi).
We finally evaluate the cavity gain factor. The free–space local density of states is
ρ0(k, x) =
√
2
pi
sin2(k(x+ l)). Integration over the cavity volume yields
0∫
−l
dx ρ0(k, x) =
l
pi
[
1 − sin(2kl)
2kl
]
. (3.81)
The integrated cavity density of states follows from equations (3.C.6) and (3.72) by
means of the Poisson sum rule,
0∫
−l
dx ρ(k, x) =
|Ik|2k2 cos2(nkl)
piln2
+∞∑
λ=0
1
(k2 − k2λ)2
=
l|Ik|2
4pi
[
1− sin(2nkl)
2nkl
]
.
(3.82)
Combining these results with Eq. (3.D.3) for Ik, we obtain the cavity gain factor
Gc(k) =
n2
[
1− sin(2nkl)
2nkl
]
[
n2 cos2(nkl) + sin2(nkl)
] [
1 − sin(2kl)
2kl
] . (3.83)
The inset in Fig. 3.3 shows the cavity gain factor over a range of kl. The peaks are
equally spaced and have approximately the same high and width as expected from
Eq. (3.80).
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Cavity with Dirichlet Boundary Conditions
It is interesting to carry out the system-and-bath quantization in a basis other than that
considered in the previous section. To that end we reconsider the dielectric resonator of
Fig. 3.2(a) but perform the system-and-bath quantization with interchanged boundary
conditions at the resonator/channel interface: The resonator modes are now required
to satisfy Dirichlet boundary conditions at x = 0 while Neumann conditions hold for
the channel modes. The differential operators corresponding to this choice have the
form
LQQµ(x) = − 1
n2
d2
dx2
µ(x) +
δ′(x− 0−)
n2
µ(0−) , (3.84a)
LPPν(x) = − d
2
dx2
ν(x)− δ(x− 0+) d
dx′
ν(x′)
∣∣∣∣
x′=0+
, (3.84b)
LPQµ(x) =
δ(x− 0+)
n
d
dx′
µ(x′)
∣∣∣∣
x′=0−
, (3.84c)
LQPν(x) = −δ
′(x− 0−)
n
ν(0+). (3.84d)
The closed cavity eigenmodes of LQQ solve the Helmholtz equation and satisfy Dirichlet
boundary conditions both at x = l and x = 0−. The second of these conditions follows
from the requirement that the application of LQQ on any eigenmode must yield a
vanishing singular contribution. The eigenmodes form the discrete set of functions
µλ(x) =
√
2
l
sin(nkλ(x+ l)), (3.85)
with eigenvalues kλ = piλ/nl (λ = 1, 2, . . . ). In a similar fashion one finds the continu-
ous set of channel modes
ν(k, x) =
√
2
pi
cos(kx), (3.86)
that satisfy Neumann boundary conditions at x = 0+. Substituting the mode functions
into the definitions (3.60) we obtain the coupling amplitudes
Wλk = Vλk = (−1)λ
√
kλ
pikl
. (3.87)
We note that the cavity eigenfrequencies and the coupling amplitudes obtained with
the present set of boundary conditions differ from the results obtained in the previous
section. Consequently, two different system-and-bath Hamiltonians are obtained in the
two cases. However, as we show below both Hamiltonians provide an equivalent, and
exact, description of the field dynamics.
Expanding the modes-of-the-universe f(k, x) in terms of resonator and channel
modes, we find the expansions coefficients
αλ(k) =
(−1)λIkkλ sin(nkl)
n
√
pil(k2 − k2λ)
, (3.88)
β(k, k′) =
i
2pi
[
P
(
2k(1 − Sk)
k′2 − k2
)
− ipi(1 + Sk)δ(k′ − k)
]
, (3.89)
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Figure 3.4: Real part of the scattering wave function for a one dimensional dielectric
cavity with the same parameters as in Fig. 3.3. The solid gray curve is the exact solu-
tion. The system-and-bath expansion (dotted, dashed line) is based on 11, respectively,
25 cavity modes satisfying Dirichlet boundary conditions at x = 0. The dashed line
for x > 0 is the representation in terms of channel modes.
with Sk and Ik defined, respectively, by equations (3.D.2) and (3.D.3). In Fig. 3.4
we compare the exact scattering wave function (3.D.1) (solid gray line) with the mode
expansion using coefficients (3.88) and (3.89). Perfect agreement is found in the channel
region x > 0. In the cavity region there is slow convergence close to x = 0, due
to the Dirichlet boundary conditions at x = 0−. The slower convergence visible in
Fig. 3.4 must be compared with the faster convergence found for the other set of
boundary conditions (Fig. 3.3). It indicates that, in spite of the freedom inherent
in the projection formalism for the choice of boundary conditions, certain boundary
conditions are better suited for the problem yielding good approximations with less
terms in the mode expansions.
We may now evaluate the system resonances and the cavity gain factor. With the
present boundary conditions the operator Leff(k) reduces to (Appendix 3.E)
Leff(k)µ(x) = − 1
n2
d2
dx2
µ(x) +
δ′(x− 0−)
n2
[
µ(0−) +
i
k
d
dx′
µ(x′)
∣∣∣∣
x′=0−
]
. (3.90)
It is illustrative to compare this with the result (3.74) that holds for interchanged
resonator/channel boundary conditions. Both results differ in their singular terms.
However, upon projection onto the Hilbert space the same operator is recovered as the
singular contributions vanish. In both cases the resulting boundary condition at the
resonator/channel–interface is the Siegert condition (3.76b).
The integrated cavity density of states follows upon combination of equations
(3.C.6) and (3.88), with the result
0∫
−l
dx ρ(k, x) =
l|Ik|2
4pi
[
1 − sin(2nkl)
2nkl
]
. (3.91)
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It agrees with the result (3.82) obtained for the other set of boundary conditions. This
demonstrates that the physical observables are indeed independent of the choice of
boundary conditions.
3.3.2 One Dimensional Cavity with a Semitransparent Mirror
The model of Lay and Loudon [46] is a one dimensional cavity defined by a totally
reflecting mirror at one end and a semitransparent mirror at the other end (Fig. 3.2(b)).
The electric field is linearly polarized in the z–direction. Radiation can leak out through
the semitransparent mirror modeled by a dielectric slab of width d and refractive index
n. The limit d → 0 and n → ∞ with n2d = η fixed is taken at the end of the
calculation; here η is a factor characterizing the mirror transparency. In this limit, the
frequency dependent mirror reflexion and transmission amplitudes are given by
r(k) =
ikη
2 − ikη , t(k) =
2
2 − ikη . (3.92)
They obey the common relations for symmetric mirrors, |r|2+|t|2 = 1 and rt∗+r∗t = 0.
The exact eigenmodes of Maxwell’s equations for this problem are given in Eq.
(3.D.4). Within the projection formalism there are two natural ways of a resona-
tor/channel separation: Either one assumes the mirror to be part of the cavity or the
mirror is part of the channel region. Here, we stick to the latter choice. Accordingly,
the cavity runs from x = −l to x = 0 and the channel region from x = 0 to ∞. The
alternative definition with the mirror being part of the cavity can easily be shown to
lead to the same physical results. We choose Dirichlet conditions for the resonator
boundary at x = 0−, which implies von Neumann conditions for the outside problem.
The differential operators corresponding to these definitions are
LQQµ(x) = − d
2
dx2
µ(x) + δ′(x− 0−)µ(0−), (3.93a)
LPPν(x) = − 1
n(x)
d2
dx2
(
ν(x)
n(x)
)
− δ(x− 0+)
n(x)
d
dx′
(
ν(x′)
n(x′)
)∣∣∣∣
x′=0+
, (3.93b)
LPQµ(x) =
δ(x− 0+)
n(x)
d
dx′
µ(x′)
∣∣∣∣
x′=0−
, (3.93c)
LQPν(x) = −δ′(x− 0−)ν(0+)
n(0+)
, (3.93d)
where n(x) is the refractive index in the channel region,
n(x) =
{
n (0+ ≤ x ≤ d),
1 (d < x).
(3.94)
The eigenvalue problem defined by LQQ reduces to that of the dielectric resonator of the
first example in Sec. 3.3.1 in the case when the dielectric function equals 1. Adopting
our earlier results in that limiting case we find the closed cavity eigenmodes
µλ(x) =
√
2
l
sin(kλ(x+ l)), (3.95)
3.3 Applications to Open Optical Resonators 45
with the eigenvalues kλ = piλ/l (λ = 1, 2, . . . ). The channel modes are the solutions of
the Helmholtz equation
d2
dx2
ν(k, x) + n2(x)k2ν(k, x) = 0, (3.96)
with Neumann boundary conditions at x = 0+. In addition, they must satisfy the two
conditions
1
n
ν(k, d−) = ν(k, d+), (3.97)
1
n
d
dx
ν(k, x)
∣∣∣∣
x=d−
=
d
dx
ν(k, x)
∣∣∣∣
x=d+
, (3.98)
imposed by the continuity of the electric and magnetic field at the right end of the
semitransparent mirror. The shorthands d± indicate the limit where d is approached
from the left (d−) or from the right (d+). Solving for ν(k, x) and taking the limit d→ 0,
n→∞ with n2d = η, one obtains the following continuous set of channel modes,
ν(k, x) =
1√
2pi
(
e−ikx + Sc(k)eikx
)
, Sc(k) =
i− ηk
i + ηk
. (3.99)
The coupling amplitudes follow upon substituting the wavefunctions (3.95) and (3.99)
into the definitions (3.60a) and (3.60b). The result is
Wλ(k) = Vλ(k) = (−1)
λ
1− iηk
√
kλ
pikl
. (3.100)
Finally, the representation of the exact modes f(k, x) in terms of the system and bath
modes yields the expansion coefficients
αλ(k) =
(−1)λIkkλ sin(nkl)√
pil(k2 − k2λ)
, (3.101)
β(k, k′) =
i
2pi
[
P
(
1 − S∗c (k′)Sk
k′ − k +
S∗c (k
′)− Sk
k′ + k
)
− ipi(1 + S∗c (k)Sk)δ(k′ − k)
]
,
(3.102)
where Sk and Ik are given by Eq. (3.D.5) and Eq. (3.D.6), respectively. Figure 3.5
shows the real part of the scattering wave function with kl = 28.9. The exact solution
(3.D.4) (solid gray line) is compared with the mode expansion (dashed line) using the
expansion coefficients (3.101) and (3.102). The first 35 cavity modes were included.
The deviations from the exact scattering wave function visible near x = 0 can be made
arbitrary small by including more terms in the mode expansion.
In order to find the resonances one must solve the eigenvalue equation for Leff(k).
The real space representation of Leff(k) for our choice of boundary conditions follows
upon combination of equations (3.42) and (3.93a) (see Appendix 3.E), with the result
Leff(k)µ(x) = − d
2
dx2
µ(x) + δ′(x− 0−)
[
µ(0−)− 1
k(i + ηk)
d
dx′
µ(x′)
∣∣∣∣
x′=0−
]
, (3.103)
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Figure 3.5: Real part of the scattering wave function with kl = 28.9 for a one dimen-
sional optical cavity with a perfectly reflecting mirror at x = −l and a semitransparent
mirror at x = 0. The mirror transparency is characterized by η = 0.0453 corresponding
to the reflexion coefficient |r(kl = 28.9)|2 = 0.3. The solid line is the exact solution,
the dashed line represents the mode expansion truncated to the first 35 modes in the
cavity region. Inset: Cavity gain factor as function of kl for a range around kl = 28.
where µ(x) is an arbitrary resonator function. The range of Leff(k) within Hilbert
space is defined by the resonator functions for which the singular term on the right
hand side vanishes. In particular, this holds for the right eigenstates ξj(k, x). It follows
that these states satisfy the boundary condition
ξj(k, x) =
1
k(i + ηk)
d
dx
ξj(k, 0−)
∣∣∣∣
x=0−
, (3.104)
at the semitransparent mirror. There is a discrete set of solutions,
ξj(k, x) = Aj(k) sin(σj(k)(x+ l)), (3.105)
where Aj(k) is a normalization constant. Substitution into Eq. (3.104) yields the
equation for the eigenvalues σj(k),
σj(k) cot(σj(k)l) = k(i + kη). (3.106)
After analytical continuation of the fixed point equation k = σj(k) into the complex
plane we obtain the resonance condition
i + ηk − cot(kl) = 0 , (3.107)
that coincides with the equation for the poles of the S-matrix (cf. Eq. (3.D.5)).
To quantify the resonant response of the cavity to external excitations we compute
the integrated local density of states, again using the Poisson sum rule,
0∫
−l
dx ρ(k, x) =
l|Ik|2 sin2(kl)
l2pi
+∞∑
λ=1
k2λ
(k2 − k2λ)2
,
=
l|Ik|2
4pi
[
1− sin(2kl)
2kl
]
.
(3.108)
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Combination with the free–space density of states (3.81) gives the cavity gain factor
Gc(k) =
1[
1 − ηk sin(2kl) + (ηk)2 sin2(nkl)]. (3.109)
With increasing kl sharper resonances are found in the cavity gain factor (see Fig. 3.5
(inset)). The reason is the reduction of the mirror transmission for large kl that, in
turn, enhances the lifetime of the cavity resonances.
3.3.3 Dielectric Disk
In this section we demonstrate our quantization technique for resonators of spatial
dimension larger than one. Specifically, we consider a two–dimensional circular dielec-
tric of radius R and refractive index n (Fig. 3.2(c)). The resonator is embedded in
free space. We restrict ourselves to TM modes with the electric field polarized in the
z–direction. It is convenient to use polar coordinates r = (r, φ) below. The dielectric
function then reads
(r) = n2Θ(R− r) + Θ(r −R). (3.110)
The scattering problem at the resonator can be solved exactly. The normal modes of
Maxwell’s equations are summarized in Eq. (3.D.7).
To apply our quantization technique we separate system and bath along the bound-
ary of the dielectric: The dielectric disk (r ≤ R−) is taken as the cavity, while the free
space (r ≥ R+) becomes the channel region. For the cavity we assume Dirichlet bound-
ary conditions at r = R−, which implies Neumann conditions at r = R+ for the channel
problem. The differential operator resulting from this choice reads
LQQµ(r, φ) = − 1
n2
∇2µ(r, φ) + ∂
∂r
(
1
r
δ(r−R−)
)
R−
n2
µ(R−, φ), (3.111a)
LPPν(r, φ) = −∇2ν(r, φ)− δ(r −R+) ∂
∂r′
ν(r′, φ)
∣∣∣∣
r′=R+
, (3.111b)
LPQµ(r, φ) =
δ(r −R+)
n
∂
∂r′
µ(r′, φ)
∣∣∣∣
r′=R−
, (3.111c)
LQPν(r, φ) = − ∂
∂r
(
1
r
δ(r −R−)
)
R−
n
ν(R+, φ). (3.111d)
Due to the rotational symmetry we can choose the eigenstates to be angular momentum
eigenstates.
The eigenmodes µmλ of the closed cavity are labeled by the angular momentum
number m and the radial quantum number λ. They solve the Helmholtz equation
∇2µmλ(r, φ) = −n2k2mλµmλ(r, φ), (3.112)
and satisfy the Dirichlet condition µmλ(R−, φ) = 0. The normalized eigenstates are
given in terms of Bessel functions of the first kind,
µmλ(r, φ) =
eimφJm(nkmλr)√
piRJm+1(xmλ)
, (3.113)
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with m = 0,±1,±2, . . . and λ = 0, 1, 2, . . . . The eigenvalues are kmλ = xmλ/nR where
xmλ denotes the λ-th zero of Jm(r). In a similar fashion, one determines the eigenstates
in the channel region. They can be written in terms of Hankel functions,
νm(k, r, φ) =
√
k
8pi
eimφ(H(2)m (kr) + Sm(k)H
(1)
m (kr)), (3.114)
with the diagonal element of the scattering matrix
Sm(k) = −H
′(2)
m (kR)
H
′(1)
m (kR)
. (3.115)
The channel states obey the Neumann condition ∂
∂r
νm(k, r, φ)
∣∣
r=R+
= 0.
In addition to the internal frequencies ωmλ = ckmλ we need the coupling ampli-
tudes W and V to fully determine the system-and-bath Hamiltonian. Combination of
Eq. (3.111d) with the mode functions (3.113), (3.114) and the definitions (3.60a) and
(3.60b) yields after a short calculation
Wmλ,n(k) = −i
√
2kmλ
pikRH ′(1)m (kR)
δm,n, (3.116a)
Vmλ,n(k) = −i
√
2kmλ
pikRH
′(1)
m (kR)
δm,−n. (3.116b)
We note that the resonant amplitude W couples only cavity and channel modes with
the same angular momentum, while the antiresonant amplitude V couples modes with
opposite angular momentum. This feature guarantees angular momentum conserva-
tion: The resonant termsWλma†mbm andW∗λmamb†m account for the creation of a photon
with angular momentum m and the simultaneous annihilation of a second photon with
the same angular momentum. By contrast, the antiresonant terms, Vλmamλb−m and
V∗λma†mλb†−m describe the simultaneous annihilation or creation of two photons with
opposite value of angular momentum. In both cases, the total angular momentum is
conserved.
We now turn to the electromagnetic field and the cavity resonances. In the cavity
region the exact scattering states fm(k) can be represented in terms of the cavity modes
umλ, with the expansion coefficients
αmλ,n(k) =
√
k
2
kmλImkJm(nkR)
n(k2 − k2mλ)
δm,n, (3.117)
where Imk is given by Eq. (3.D.9). It suffices to compare the radial component of the
scattering wave functions. In Fig. 3.6 we show the real part of that component for
angular momentum m = 13 and kR = 10.5. The solid gray line is the exact result
(3.D.7) while the dotted and dashed lines represent the system-and-bath expansion
using the first 11 and 25 cavity modes, respectively.
The cavity resonances are obtained by solving the eigenvalue problem for Leff(k).
The calculation is presented in Appendix 3.E and yields the resonance condition
Jm(nkR)H
′(1)
m (kR)− nJ ′m(nkR)H(1)m (kR) = 0, (3.118)
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Figure 3.6: Real part of the radial component of the scattering wave function with
angular momentum m = 13 and kR = 10.5 inside a dielectric disk with radius R and
index of refraction n = 3.3. The solid gray curve is the exact result. The dotted
(dashed) line follows from the mode expansion taking into account the first 11 (25)
cavity modes.
which is equivalent to the equation that determines the poles of the S-matrix (cf.
Eq. (3.D.8)).
Substitution of Eq. (3.117) into Eq. (3.C.6) yields the integrated local density of
states inside the dielectric disk (Appendix 3.F),∫
disk
drρ(k, r) =
+∞∑
m=−∞
kR2|Imk|2
8n2
(
J2m(nkR) − Jm+1(nkR)Jm−1(nkR)
)
. (3.119)
Together with the free–space local density of states ρ0(k) = k/2pi, we obtain the cavity
gain factor
Gc(k) =
∑
m
4 (J2m(nkR)− Jm+1(nkR)Jm−1(nkR))
(pinkR)2
∣∣Jm(nkR)H ′(1)m (kR) − nJ ′m(nkR)H(1)m (kR)∣∣2 , (3.120)
where we used the explicit expression (3.D.9) for the mode amplitude Imk. The cavity
gain factor displays a set of very sharp resonances (see Fig. 3.7), corresponding to states
with angular momentum kR < m < nkR, superimposed over a smooth background
due to broad resonances with m < kR [108].
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Figure 3.7: Cavity gain factor as function of kR for a dielectric disk with radius R and
index of refraction n = 3.3. The sharp resonances correspond to states with angular
momentum 10 < m < 18, very sharp resonances with m 18 are not resolved.
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3.A Commutation Relations for Cavity and Chan-
nel Operators
In this appendix we compute the (equal–time) commutation relations for the cavity
and channels position and momentum operators. One finds that the cavity operators
obey the commutation relations
[Qλ, Qλ′] = [Qλ, Q
†
λ′] = 0, (3.A.1)
[Pλ, Pλ′] = [Pλ, P
†
λ′] = 0, (3.A.2)
[Qλ, Pλ′] = ih¯ δλλ′ , (3.A.3)
[Qλ, P
†
λ′] = ih¯N ∗λλ′ , (3.A.4)
while for the channel operators the following commutation relations hold
[Qm(ω), Qn(ω
′)] = [Qm(ω), Q†n(ω
′)] = 0, (3.A.5)
[Pm(ω), Pn(ω
′)] = [Pm(ω), P †n(ω
′)] = 0, (3.A.6)
[Qm(ω), Pn(ω
′)] = ih¯ δmn δ(ω − ω′), (3.A.7)
[Qm(ω), P
†
n(ω
′)] = ih¯N ∗nm(ω′, ω), (3.A.8)
and in addition the cavity operators commute with all channel operators. This shows
that for each subsystem the operators Q and P behave like the basic operators of
position an momentum, respectively.
The equal–time commutation relations follow easily from the commutation relations
(3.14) for the operators of the total system and the completeness of the modes |φm(ω)〉.
As an example we show that [Qλ, Pm(ω)] = 0. Using the definitions (3.49a), (3.50b) of
Qλ and Pm(ω), we obtain
[Qλ, Pm(ω)] =
∑
m′m′′
∞∫
ωm′
dω′
∞∫
ωm′′
dω′′ αm′λ(ω′)β∗m′′m(ω
′′, ω)[qm′(ω′), pm′′(ω′′)]
= ih¯
∑
m′
∞∫
ωm′
dω′ αm′λ(ω′)β∗m′m(ω
′, ω),
(3.A.9)
where we used the commutation relation (3.14). According to Eq. (3.46), the coeffi-
cients α and β can be written as
αm′λ(ω
′) = 〈µλ|φm′(ω′)〉, (3.A.10a)
βm′m(ω
′, ω) = 〈νm(ω)|φm′(ω′)〉. (3.A.10b)
Substitution into the right hand side of Eq. (3.A.9) yields
∑
m′
∞∫
ωm′
dω′ αm′λ(ω′)β∗m′m(ω
′, ω) =
∑
m′
∞∫
ωm′
dω′ 〈µλ|φm′(ω′)〉〈φm′ (ω′)|νm(ω)〉
= 〈µλ|νm(ω)〉,
(3.A.11)
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which vanishes due to the orthogonality between resonator and channel modes. The
calculation of all remaining commutators reduces to Eq. (3.A.11) or to one of the
expressions
∑
m
∞∫
ωm
dω αmλ(ω)α
∗
mλ′(ω) = δλλ′, (3.A.12)
∑
n
∞∫
ωn
dω′′ βnm(ω′′, ω)β∗nm′(ω
′′ω′) = δmm′δ(ω − ω′), (3.A.13)
obtained in a similar fashion as Eq. (3.A.11).
3.B The Hamiltonian
Here we show how the Hamiltonian (3.55) is derived from the Hamiltonian (3.13) that
involves operators associated with the eigenmodes of the total system. We separately
treat the two contributions to the Hamiltonian (3.13) involving integrals over momen-
tum and position operators, respectively. We start with the contribution
T =
1
2
∑
m
∞∫
ωm
dω p†m(ω)pm(ω). (3.B.1)
Substitution of the representation (3.54) for pm(ω) reduces the right hand side to three
integrals which can be done using Eqs. (3.A.11)–(3.A.13). The result has the form
T =
1
2
∑
λ
P †λPλ +
1
2
∑
m
∞∫
ωm
dω P †m(ω)Pm(ω). (3.B.2)
The second contribution
V =
1
2
∑
m
∞∫
ωm
dω ω2q†m(ω)qm(ω) (3.B.3)
is more difficult to compute due to the presence of the term ω2 in the integral over
frequency. Substituting the representation (3.54) for qm(ω) into Eq. (3.B.3), we obtain
V =
1
2
∑
λλ′
V
(1)
λλ′Q
†
λQλ′ +
1
2
∑
m′m′′
∞∫
ωm′
dω′
∞∫
ωm′′
dω′′ V (2)m′m′′(ω
′, ω′′)Q†m′(ω
′)Qm′′(ω′′)
+
1
2
∑
m′
∑
λ
∞∫
ωm′
dω′
(
V
(3)
m′λ(ω
′)Q†λQm′(ω
′) + H.c.
)
, (3.B.4)
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where V (1), V (2), and V (3) are integrals over the coefficients α and β,
V (1)λλ′ =
∑
m
∞∫
ωm
dω ω2αmλ(ω)α
∗
mλ′(ω), (3.B.5)
V
(2)
m′m′′(ω
′, ω′′) =
∑
m
∞∫
ωm
dω ω2βm′m(ω
′, ω)β∗m′′m(ω
′′, ω), (3.B.6)
V (3)m′λ(ω
′) =
∑
m
∞∫
ωm
dω ω2αmλ(ω)β
∗
m′m(ω
′, ω). (3.B.7)
We compute these integrals using relations that follow from the eigenmode equation
(3.30). Projecting this equation onto the cavity states 〈µλ| and the channel states
〈νm(ω)|, we obtain the set of coupled equations
(
ω2 − ω2λ
)
αmλ(ω) =
∑
n
∞∫
ωn
dω′ Wλn(ω′)βmn(ω, ω′), (3.B.8a)
(
ω2 − ω′2)βmn(ω, ω′) = ∑
λ
W ∗λn(ω
′)αmλ(ω). (3.B.8b)
We used the definition (3.56) of Wλm(ω) and the definitions (3.A.10) of α and β. As
an example we evaluate the integral V (1). We multiply both sides of Eq. (3.B.8a) by
α∗λ′m(ω) and then sum over m and integrate over ω. This yields
V
(1)
λλ′ = ω
2
λ
∑
m
∞∫
ωm
dω α∗mλ′(ω)αmλ(ω)
+
∑
m′
∞∫
ωm′
dω′ Wλm′(ω′)
[∑
m
∞∫
ωm
dω α∗mλ′(ω)βmm′(ω, ω
′)
]
. (3.B.9)
The term in the square brackets vanishes according to Eq. (3.A.11). The remaining
term on the right hand side can be simplified using Eq. (3.A.10a). Equation (3.B.9)
then reduces to
V
(1)
λλ′ = ω
2
λ
∑
m
∞∫
ωm
dω 〈µλ|φm(ω)〉〈φm(ω)|µλ′〉
= ω2λ δλλ′.
(3.B.10)
In a similar fashion we obtain for V (2) and V (3)
V
(2)
m′m′′(ω
′, ω′′) = ω′ δm′m′′ δ(ω′ − ω′′), (3.B.11)
V
(3)
m′λ(ω
′) = Wλm′(ω′). (3.B.12)
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Combining results the second contribution to the Hamiltonian takes the form
V =
1
2
∑
λ
ω2λQ
†
λQλ +
1
2
∑
m
∞∫
ωm
dω ω2Q†m(ω)Qm(ω) +
∑
m
∑
λ
∞∫
ωm
dωWλm(ω)Q
†
λQm(ω).
(3.B.13)
Where for the last term we used
∑
m
∑
λ
∞∫
ωm
dωWλm(ω)Q
†
λQm(ω) =
∑
m
∑
λ
∞∫
ωm
dωW ∗λm(ω)QλQ
†
m(ω). (3.B.14)
This last identity is obtained using relations (3.51a), (3.52a) for the position operators,
and the alternative definition of the coupling amplitude
Wλm(ω) =
∑
λ′
∑
n
∞∫
ωn
dω′Nλλ′N †mn(ω, ω′)W ∗λ′m. (3.B.15)
The sum of the contributions (3.B.2) and (3.B.13) yields the Hamiltonian (3.55).
3.C Local Density of States Inside an Open Res-
onator
For the electromagnetic field in the presence of a dielectric medium the local density
of states at at point r is defined in terms of the Wiener–Khintchine theorem [78],
ρ(ω, r) =
1
pih¯ω
+∞∫
−∞
dτ eiωτ(r)〈E(+)(r, t)E(−)(r, t− τ )〉vac. (3.C.1)
Here (r) is the real and frequency independent dielectric constant, 〈. . . 〉vac denotes the
quantum average over the vacuum state, and (±) refers to the positive and negative
component of the electric field. Substituting the field representation in terms of the
normal modes of Maxwell’s equations (see Eq. (3.3)),
E(+)(r, t) =
∑
m
∫
dω
(
h¯ω
2
)1
2
Am(ω)e
−iωtfm(ω, r), (3.C.2)
and taking into account that 〈Am(ω)A†m′(ω′)〉vac = δmm′δ(ω − ω′), equation (3.C.1)
reduces to
ρ(ω, r) =
∑
m
(r)|fm(ω, r)|2. (3.C.3)
In the case of open cavities one is mainly interested in the local density of states
at points r inside the resonator. It is then useful to use the projection formalism to
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express the local density of states inside the cavity; utilizing the mode expansion (3.47),
Eq. (3.C.3) may be rewritten as
ρ(ω, r) =
∑
m
∑
λλ′
(r)αλm(ω)α
∗
λ′m(ω)uλ(r) · u∗λ′(r), (3.C.4)
for r inside the cavity. Here uλ(r) are the mode functions of the cavity.
The change in the local density of states introduced by the cavity are quantitatively
studied using the cavity gain factor
Gc(ω) =
∫
  ∈Idr ρ(ω, r)∫
  ∈Idr ρ0(ω, r)
, (3.C.5)
that is closely related to the dwell time of scattered radiation inside the resonator
[109]. Here, ρ(ω, r) is the local density of states inside the cavity and ρ0(ω, r) the
free space local density of states in the absence of the cavity. In addition, we note
that the integrated local density of states can be expressed in terms of the expansions
coefficients (3.46a) as ∫
  ∈I
dr ρ(ω, r) =
∑
m
∑
λ
|αmλ(ω)|2. (3.C.6)
3.D Exact Modes of Maxwell’s Equations
In this appendix we summarize the normal modes of Maxwell’s equations for the
three systems treated in Sec. 3.3; for a more detailed derivation we refer to references
[43, 46, 108]. The modes–of–the–universe are taken to be scattering states with an
incoming wave in only one scattering channel. In the two dimensional example, this
channel is labeled by the angular momentum number m. The scattering states are
normalized according to Eq. (3.7).
One Dimensional Dielectric Cavity
For the dielectric cavity of Fig. 3.2(a) the scattering states are given by
f(k, x) =
1√
2pi

Ik
n
sin(nk(x+ l)) (−l < x < 0),
exp(−ikx) + Sk exp(ikx) (0 < x).
(3.D.1)
They satisfy the boundary condition f(k,−l) = 0, imposed by the completely reflecting
mirror at x = −l, and are continuous with continuous derivative for any value of
x > −l. The single-channel scattering matrix and the mode strength amplitude are
given, respectively, by
Sk = −n+ i tan(nkl)
n− i tan(nkl) , (3.D.2)
Ik = − 2in
n cos(nkl)− i sin(nkl) . (3.D.3)
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Cavity with Semitransparent Mirror
The scattering states for the one dimensional cavity with the semitransparent mirror
(Fig. 3.2(b)) have the form
f(k, x) =
1√
2pi
{
Ik sin(k(x+ l)) (−l < x < 0),
exp(−ikx) + Sk exp(ikx) (0 < x),
(3.D.4)
where the scattering matrix Sk and the mode strength amplitude Ik are given by
Sk =
i− ηk + cot(kl)
i + ηk − cot(kl) , (3.D.5)
Ik =
2i
(i + kη) sin(kl)− cos(kl) . (3.D.6)
Here η specifies the mirror transparency. The modes satisfy f(k,−l) = 0 at the
perfectly reflecting mirror and are continuous everywhere else. At the semitranspar-
ent mirror their derivative has a discontinuity proportional to the mode amplitude,
f ′(k, 0+) − f ′(k, 0−) = −ηk2f(k, 0), where the prime denotes differentiation with re-
spect to the position.
Dielectric Disk
The exact eigenstates for a two dimensional dielectric disk of radius R and refractive
index n embedded in empty space read
fm(k, r, φ) =
√
k
8pi
e−imφ
{
ImkJm(nkr) (0 < r < R),
H(2)m (kr) + SmkH
(1)
m (kr) (R < r),
(3.D.7)
where m labels angular momentum. The channel with index m is open when k exceeds
the channel threshold km = m/nR. Due to rotational symmetry angular momentum
is conserved, and the scattering matrix is diagonal in the angular momentum basis
Smk = −H
′(2)
m (kR)− n[J ′m(nkR)/Jm(nkR)]H(2)m (kR)
H
′(1)
m (kR)− n[J ′m(nkR)/Jm(nkR)]H(1)m (kR)
. (3.D.8)
The mode strength amplitude takes the form
Imk =
4i
pikR
(
Jm(nkR)H
′(1)
m (kR)− nJ ′m(nkR)H(1)m (kR)
) . (3.D.9)
3.E External Green Functions
Here we evaluate the action of the non–Hermitian differential operator Leff(k) on an
arbitrary cavity state. According to Eq. (3.42) Leff(k) is the sum of two operators.
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The first contribution LQQ has already been computed in equations (3.64a), (3.84a),
(3.93a) and (3.111a). The second contribution has the form
LQPGch(k)LPQµ(r, φ) = LQP
∑
m
∞∫
km
dk′
|νm(k′)〉〈νm(k′)|
k2 − k′2 + i LPQµ(r, φ), (3.E.1)
where Gch stands for the retarded Green function of the isolated channel region and on
the right hand side we used the completeness of the channel modes with the help of
Eq. (3.36). Below we compute this contribution for the cavities of interest.
One Dimensional Channel
For a one dimensional semi-infinite channel x ≥ 0 with Dirichlet boundary conditions
at x = 0+ we find the retarded Green function from the solutions (3.70) by contour
integration,
Gch(k, x, x′) = 2
pi
∞∫
0
dk′
sin(k′x) sin(k′x′)
k2 − k′2 + i
=
i
2k
(
eik|x+x
′| − e−ik|x−x′|).
(3.E.2)
Combination with the definitions (3.64c) and (3.64d) yields the real space representa-
tion of Leff(k). The relevant derivatives have to be done with care as the limits x→ 0
and x′ → 0 must be taken independently. The result takes the form
LQPGch(k)LPQµ(x) = − ikδ(x− 0−)
n2
µ(0−). (3.E.3)
Together with equation (3.64a) we arrive at the result (3.74) for Leff(k).
In a similar fashion we evaluate the retarded Green function for the isolated channel
problem with Neumann conditions at x = 0+. Using the solutions (3.86) we obtain in
this case
Gch(k, x, x′) = 2
pi
∞∫
0
dk′
cos(k′x) cos(k′x′)
k2 − k′2 + i
= − i
2k
(
eik|x+x
′| + e−ik|x−x
′|).
(3.E.4)
Combination with the real space representation (3.84c) and (3.84d) of LPQ and LQP,
respectively, yields
LQPGch(k)LPQµ(x) = i δ
′(x− 0−)
n2k
d
dx′
µ(x′)
∣∣∣∣
x′=0−
. (3.E.5)
Combinations of equations (3.42), (3.84a), and (3.E.5) yields Leff(k) given in equation
(3.90).
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Channel with Semitransparent Mirror
The semitransparent mirror has width d and refractive index n. In the limit d → 0,
n → ∞ with n2d = η fixed, the retarded Green function can be expressed in terms of
an integral over products of the scattering states (3.99),
Gch(k, x, x′) = 1
2pi
∞∫
−∞
dk′
eik
′(x−x′) + Sc(k′)eik
′(x+x′)
k2 − k′2 + i . (3.E.6)
The integral can be done by contour integration. Using the unitarity of Sc(k) and
taking into account that Sc(k) is analytic in the upper half of the complex plane,
Eq. (3.E.6) reduces to
Gch(k, x, x′) = − i
2k
(
eik|x−x
′| + Sc(k)eik|x+x
′|) . (3.E.7)
Combination with the definitions (3.93c) and (3.93d) yields
LQPGch(k)LPQµ(x) = −δ
′(x− 0−)
k(i + ηk)
d
dx′
µ(x′)
∣∣∣∣
x′=0−
. (3.E.8)
Equations (3.93a), (3.E.8) along with Eq. (3.42) yield Eq. (3.103).
Angular Momentum Channels
The retarded Green function for the two–dimensional Helmholtz equation with Neu-
mann boundary conditions along a disk of radius R, has the form
Gch(k, r′, φ′, r, φ) =
− i
2pi
+∞∑
−∞
eim(φ−φ
′)H
(1)
m (kr>)
H ′(1)m (kR)
(
H(2)m (kr<)H
′(1)
m (kR) −H ′(2)m (kR)H(1)m (kr<)
)
, (3.E.9)
where r< (r>) stands for the smaller (larger) of r and r′. Substitution of the definitions
(3.111c) and (3.111d) yields
LQPGch(k)LPQµ(r, φ) = − R
2n2pi
∂
∂r
(
1
r
δ(r −R−)
)
×
+∞∑
m=−∞
2pi∫
0
dφ′ eim(φ−φ
′) H
(1)
m (kR)
kH ′(1)m (kR)
∂
∂r′′
µ(r′′, φ′)
∣∣∣∣
r′′=R−
. (3.E.10)
Combination with equations (3.42) and (3.111a) shows that Leff(k) acts on an arbitrary
resonator state µ(r, φ) like
Leff(k)µ(r, φ) = − 1
n2
∇2µ(r, φ) + R
n2
∂
∂r
(
1
r
δ(r−R−)
)[
µ(R−, φ)
− 1
2pi
+∞∑
m=−∞
2pi∫
0
dφ′ eim(φ−φ
′) H
(1)
m (kR)
kH ′(1)m (kR)
∂
∂r′′
µ(r′′, φ′)
∣∣∣∣
r′′=R−
]
. (3.E.11)
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Conservation of angular momentum and the requirement that the singular terms must
vanishes for the right eigenstates ξmj(k, r, φ) yield the boundary condition
ξmj(k,R−, φ) =
H
(1)
m (kR)
kH ′(1)m (kR)
∂
∂r′′
ξmj(k, r
′′, φ)
∣∣∣∣
r′′=R−
. (3.E.12)
There is a discrete set of solutions
ξmj(k, r, φ) = Amj(k)e
imφJm(nσmj(k)r), (3.E.13)
with normalization constants Amj(k). Substitution into Eq. (3.E.12) yields the equation
for the eigenvalues
kJm(nσmj(k)R)H
′(1)
m (kR)− nσmj(k)J ′m(nσmj(k)R)H(1)m (kR) = 0. (3.E.14)
Combination with the fixed point equation k = σmj(k) finally gives the resonance
condition (3.118).
3.F Local Density of States Inside a Dielectric Disk
Here we determine the density of states inside a dielectric disk with radius R and
refractive index n. We start from equation (3.C.6). Using the coefficients (3.117), we
obtain ∫
disk
drρ(k, r) =
+∞∑
m=−∞
k|Imk|2
2n2
J2m(nkR)
∞∑
λ=1
k2mλ
(k2 − k2mλ)2
. (3.F.1)
We concentrate on the evaluation of the last sum on the right hand side. It can be
written as a derivative
∞∑
λ=1
k2mλ
(k2 − k2mλ)2
= −1
2
∂
∂α
∞∑
λ=1
1
(k2 − α2k2mλ)
∣∣∣∣
α=1
. (3.F.2)
The right hand side can be simplified by noticing that nRkmλ = xmλ is the λ-th zero
of the Bessel function Jm(x). Thus the sum can be identify as the trace of the Green
function for the radial part of the Helmholtz equation in a dielectric disk with Dirichlet
conditions on the disk perimeter. Eq. (3.F.2) becomes
∞∑
λ=1
k2mλ
(k2 − k2mλ)2
= −1
2
∂
∂α
R∫
0
dr rGdisk(k/α, r, r)
∣∣∣
α=1
. (3.F.3)
The disk Green function can be found by standard methods [100] and is given by
Gdisk(k/α, r′, r) = ipi
4Jm (nkR/α)
Jm (nkr</α)
× (Jm (nkR/α) Ym (nkr>/α) − Ym (nkR/α) Jm (nkr>/α)) , (3.F.4)
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where Ym is a Bessel function of the second kind and r< (r>) the smaller (larger) of
r and r′. The problem then reduces to the evaluation of the integral in Eq. (3.F.3).
Using the relations
R∫
0
dr rJ2m(kr) =
R2
2
(
J2m(kR) − Jm+1(kR)Jm−1(kR)
)
, (3.F.5)
R∫
0
dr rJm(kr)Ym(kr) =
R2
2
(
Jm(kR)Ym(kR)
− 1
2
Jm+1(kR)Ym−1(kR)− 1
2
Jm−1(kR)Ym+1(kR)
)
, (3.F.6)
we find after some straightforward manipulations the result
R∫
0
dr rGdisk(k/α, r, r) = αRJ
′
m(kR/α)
2kJm(kR/α)
. (3.F.7)
Substitution into Eq. (3.F.3) yields
∞∑
λ=1
k2mλ
(k2 − k2mλ)2
=
R2
4J2m(nkR)
(
J2m(nkR) − Jm+1(nkR)Jm−1(nkR)
)
. (3.F.8)
After replacement into Eq. (3.F.1), one arrives at the integrated density of states
(3.119).
Chapter 4
Multi-Mode Field Dynamics in
Optical Resonators
Perhaps the most studied model of damping in quantum mechanics is that of a single
harmonic oscillator linearly coupled to a continuum of harmonic oscillators [10, 77, 39].
This exactly solvable model describes the damping and noise for a single-mode field
inside an open optical resonator due to the interaction with the external field. In
the textbooks the dynamics of the single-mode field is usually regarded only in the
weak coupling limit [10, 77, 39], yet the quantum properties of this field for arbitrary
damping strength and arbitrary heat-bath temperature are known [110, 111, 112].
Less understood are the damping and noise properties of multi-mode fields in optical
resonators. Until quite recently investigations on this subject were hampered by the
lack of a quantization method that could properly described the field leakage in cavities
with overlapping resonances. In the preceding chapter such a field quantization method
was implemented and an exact quantum representation of the electromagnetic fields
and the Hamiltonian systems was obtained. Based on these results, we consider in this
chapter the dynamics of multi-mode fields in optical cavities.
Our starting point is the system-and-bath Hamiltonian (3.59), which corresponds
to a discrete set of harmonic oscillators linearly coupled to the same single continuum
(or even several continua distinguished by the “channel” index). The Hamiltonian
(3.59) is then a straight forward generalization of the single-mode model; however
the dynamics that it generates is of a very different nature. Due to the coupling to
one and the same bath, the cavity modes does not evolve independently in time but
become coupled through both damping and noise; the emerging correlations among
the resonator modes are thus seen to be responsible for the excess noise characteristic
of multi-mode fields. Still the equations of motion for the field operators are linear
(since the Hamiltonian is a bilinear form of the field operators) and can be integrated
exactly (up to a frequency integral that depends on the density of states of the system
at hand). Explicit expressions for the cavity and channel field operators are given in
Appendix 4.A; they are the generalization of the single-mode solution in [110, 111, 112]
to multi-mode fields coupled to a continuum.
Measurements on optical resonators are typically done with detectors located in the
external region outside the cavity. The detector therefore measures the external field,
and an input–output theory is required to relate the time evolution of the external field
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to the dynamics of the system of interest. In this chapter we implement the input–
output formalism of Gardiner and Collet [88, 39, 77] for multi-mode fields in resonators
with overlapping resonances. We establish the input–output relation using the exact
field equations of motion; thus the results apply even in the case of field overdamping.
We then use the input–output relation to derive the system S matrix. In particular,
we will address the case of chaotic scattering, i.e., the case when the propagation of
light in the cavity becomes chaotic due to random fluctuations of the refractive index
or due to scattering at irregular shaped mirrors. As an application of our input–output
theory we consider a linear amplifier and show that our theory reduces to the scattering
theory of Beenakker and coworkers [68, 69, 70] for light propagation in random media.
Additionally, the input–output relation sets the ground for the introduction of Langevin
equations to describe the cavity field dynamics.
The main result of this chapter is the derivation of stochastic equations for the field
dynamics in resonators with overlapping resonances. Restricting our analysis to optical
fields, we can employ the rotating wave approximation and a Markov approximation
for the system memory. Equations of motion for the cavity field are then obtained
both within the Heisenberg picture (in terms of quantum Langevin equations) and
within the Schro¨dinger picture (employing a master equation for the reduced density
operator of the cavity modes) which include explicit expressions for all damping and
noise forces. We show that the resulting stochastic equations correctly describe isolated
as well as spectrally overlapping resonances. Corrections would only be important if the
resonance widths were to become comparable to the resonance frequencies themselves,
a regime not encountered in optical resonators. Our derivation clarifies the status of
previously proposed stochastic equations [61, 113, 114, 115, 116, 62, 34] which were
not derived from a rigorously quantized electromagnetic field.
In the last section of the chapter we address a representation of the cavity elec-
tromagnetic field in terms of nonorthogonal modes. Such modes correspond to the
“true” resonances of the open cavity, and arise naturally in our derivation of the sto-
chastic equations. It is shown that the deterministic part of the time evolution of the
field is generated by a non-Hermitian operator H whose complex eigenvalues are the
cavity resonances and whose eigenvectors represent the cavity resonance modes. The
field dynamics in this representation takes a simpler form than within the orthogonal
mode representation, however one has to pay the price that the operators related to
the nonorthogonal modes are no longer standard creation and annihilation operators.
In Sec. 4.1 we consider the exact field dynamics in open resonators and derive
the system S matrix. We then introduce the rotating wave approximation and the
Markov approximation in Sec. 4.2 to derive the Langevin equations of motion. The
results are applied to linear amplifiers. The master equation is derived in Sec. 4.3
and the equivalent Fokker–Plank equation in Sec. 4.4. The equivalence between the
Langevin and master equation is demonstrated. We conclude with Sec. 4.5 were the
field dynamics is represented in terms of nonorthogonal modes.
Some of the results in this chapter have been reported in Refs. [97, 117].
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4.1 Exact Dynamics
In this section we present an exact input–output relation for multi-mode fields in open
cavities. The relation is for arbitrary values of the outcoupling amplitudes and holds
independently of the nature of the cavity field dynamics (whether linear or nonlinear).
When the dynamics is linear, the input–output relation is employed to derive the S
matrix of the system.
4.1.1 Equations of Motion
To start with, we concentrate on the intracavity field dynamics. The equations of mo-
tion for the cavity operators are obtained by first formally integrating the equations of
motion for the channel operators and then substituting the solution into the equations
for the resonator operators; the time evolution of the intracavity field is thus seen to
depend on the channel field only through its initial state. Using Hamiltonian (3.59),
the Heisenberg equations of motion for the internal and external annihilation operators
aλ and bm(ω), respectively, are
a˙λ(t) = −iωλaλ(t)− i
∑
m
∞∫
ωm
dω
[Wλm(ω)bm(ω, t) + V∗λm(ω)b†m(ω, t)] , (4.1)
b˙m(ω, t) = −iωbm(ω)− i
∑
λ
[
W∗λm(ω)aλ(t) + V∗λm(ω)a†λ(t)
]
. (4.2)
Due to the presence of the antiresonant terms in the system Hamiltonian the equations
of motion for the creation and annihilation operators are coupled. For an initial time
t0 < t, formal integration of the equations of motion for the channel operators yields
bm(ω, t) = e
−iω(t−t0)bm(ω, t0)− i
∑
λ
t∫
t0
dt′ e−iω(t−t
′)
[
W∗λm(ω)aλ(t′) + V∗λm(ω)a†λ(t′)
]
,
(4.3)
where bm(ω, t0) denotes the operator bm(ω) at time t0. In an analogous fashion, one
can express bm(ω, t) in terms of the operators at the final time t1 > t,
bm(ω, t) = e
−iω(t−t1)bm(ω, t1) + i
∑
λ
t1∫
t
dt′ e−iω(t−t
′)
[
W∗λm(ω)aλ(t′) + V∗λm(ω)a†λ(t′)
]
.
(4.4)
Although in this section we are only interested in the time evolution of the cavity field
for times t > t0, Eq. (4.4) is necessary to establish the input–output relation for the
system below. Substituting Eq. (4.3) into Eq. (4.1), and after some straightforward
manipulations for which the identities
V∗λm(ω) =
∑
n
∞∫
ωn
dω′N †mn(ω, ω′)Wλn(ω′) =
∑
λ′
N †λλ′W∗λ′m(ω) (4.5)
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are required, the equations of motion for the cavity annihilation operators can be
written as
a˙λ(t) = −iωλaλ(t)−
∑
λ′′
t∫
t0
dt′C˜λλ′(t− t′)
[
aλ′(t
′) +
∑
λ′
N †λ′λ′′a†λ′′(t′)
]
+ F˜λ(t). (4.6)
where the effects of the channel field on the dynamics of the cavity operators are
encoded in the operators F˜ (t) and the matrix C˜(t). The operators F˜ (t) are defined by
F˜λ(t) =
− i
∑
m
∞∫
ωm
dωWλm(ω)
[
e−iω(t−t0)bm(ω, t0) + eiω(t−t0)
∑
n
∞∫
ωn
dω′N †mn(ω, ω′)b†n(ω′, t0)
]
,
(4.7)
and we notice that the channel operators enter only through their values at the initial
time t0. For appropriated states of the external system, F˜ (t) may be interpreted as
noise forces. The matrix elements
C˜λλ′(t) = −2i
∑
m
∞∫
ωm
dωWλm(ω)W∗λ′m(ω) sin(ωt), (4.8)
on the other hand, are the channel response functions [112] C˜λλ′(t) =
〈
[F˜λ(t), F˜
†
λ′(0)]
〉
,
where 〈. . . 〉 denotes the quantum average over the initial channel state. The matrix
C˜ introduces the response time of the channel field as a relevant time scale in the
dynamics of the cavity field. In order to treat the channel field as a bath this time
scale must be smaller than the damping time for the cavity operators; this condition
is always accomplished provided the coupling is weak enough [39].
The equations of motion (4.6) hold for an arbitrary strength of the coupling be-
tween the resonator and the channel field and are suitable to describe even the case
of overdamped resonator dynamics, but they are far from being simple. Due to the
time integral on the right hand side the dynamics is not Markovian; the state of the
cavity field at one instant does not suffice to determine the future state of the field.
Simplifications may occur in the optical domain, which is the most relevant regime
for this thesis. There the oscillation frequencies are typically much larger than the
field damping rates, and Eq. (4.6) can be simplified by means of the rotating wave ap-
proximation, which amounts to neglecting the fast oscillating counter-rotating terms.
This approximation provides a description of the field in a narrow bandwidth (small
compared to the frequencies themselves) around a central frequency of interest (see
Sec. 4.2).
4.1.2 Input–Output Relation
The time evolution of the external field is related to the dynamics of the internal field
by the input–output relation [39, 88, 77]. The starting point of the input–output theory
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are the equations of motion (4.1) and (4.2) for the intracavity and channel field modes.
Formal integration of the equations for the channel operators, both for an initial and
a final condition, yields Eqs. (4.3) and (4.4). Subtracting the former from the latter
and integrating the result over frequency we arrive at the input–output relation in the
time domain
boutm (t)− binm(t) = −
i
2pi
∑
λ
∞∫
ωm
dω
t1∫
t0
dt′ e−iω(t−t
′)[W∗λm(ω)aλ(t′) + V∗λm(ω)a†λ(t′)]. (4.9)
Equation (4.9) relates the cavity operators in the time interval t0 < t < t1 to the
external input and output field operators
binm(t) ≡
1
2pi
∞∫
ωm
dω e−iω(t−t0)bm(ω, t0), (4.10a)
boutm (t) ≡
1
2pi
∞∫
ωm
dω e−iω(t−t1)bm(ω, t1). (4.10b)
In analogy with the scattering formalism, we are eventually interested in the limits
t0 → −∞ and t1 → ∞. Using the identity (4.5) the input–output relation can be
written as
boutm (t)− binm(t) = −
i
2pi
∑
λ
∞∫
ωm
dω
t1∫
t0
dt′ e−iω(t−t
′)W∗λm(ω)
[
aλ(t
′) +
∑
λ′
N †λλ′a†λ′(t′)
]
,
(4.11a)
= − i
2pi
∑
λ
∞∫
ωm
dω
t1∫
t0
dt′ e−iω(t−t
′) 1√
2h¯ω
W ∗λm(ω)Qλ(t
′), (4.11b)
where we used definition (3.57a) to obtain the last line. That input and output an-
nihilation operators in Eq. (4.11a) are related through a linear combination of cavity
creation and annihilation operators is consequence of the exact field dynamics which
mixes creation and annihilation operators. More precisely, Eq. (4.11b) shows that the
resonator field dynamics couples the exterior bath to the position operators Qλ defined
in Eq. (3.55). Fourier transformation of Eq. (4.11b) yields the input–output relation
in the frequency domain. In the asymptotic limit t0 → −∞ and t1 → ∞ the result
takes the form
bout(ω)− bin(ω) = − i√
2h¯ω
W †(ω)Qcav(ω), (4.12)
where we combined the input and output operators at frequency ω to M–component
vectors. The coupling amplitudes Wλm form an N ×M coupling matrix W , and the
cavity position operators an N–component vector. The finite number N of cavity
modes is artificial, and will eventually be taken to infinity. We note that the input and
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output operators are simply related to the channel mode operators at time t0 and t1,
respectively, bin(ω) = eiωt0b(ω, t0) and bout(ω) = eiωt1b(ω, t1).
It is a remarkable feature of the input–output relations (4.9) and (4.12) that no
assumption whatsoever was made concerning the nature of the dynamics of the in-
tracavity field. The relations hold, not only for empty cavities but also in the case
when the internal field is coupled to other systems, e.g., an ensemble of intracavity
atoms, leading to a nonlinear dynamics. However, in the simple case of a linear cavity
dynamics simplifications occur that will be addressed in the following section.
4.1.3 S Matrix
For linear systems one can eliminate the cavity modes from the equations of motion
to derive a linear relation between the input and output field. Here we consider the
empty cavity described by Hamiltonian (3.59). Fourier transformation of the exact
result for the cavity position operator (4.A.2) yields Qλ(ω). Since the initial state has
been specified in the remote past t0 → −∞, only the oscillatory terms are kept. The
result is
Qcav(ω) =
pi
c2
√
2h¯
ω
GQQ(ω)W (ω)bin(ω). (4.13)
Here GQQ(ω) is the N ×N matrix representation of the projected resolvent (3.43), the
matrix elements of its inverse (cf. Eq. (3.43)) are
G−1QQ(ω)λλ′ =
1
c2
(ω2 − ω2λ)δλλ′ + P ∞∫
ωm
dω′
[
W (ω′)W †(ω′)
]
λλ′
ω′2 − ω2 +
ipi
2ω
[
W (ω)W †(ω)
]
λλ′
 .
(4.14)
Combining Eqs. (4.12) and (4.13) one can eliminate the cavity operators from the
input–output relation. This yields a linear relation between the incoming and outgoing
field,
bout(ω) = S(ω)bin(ω) (4.15)
where S(ω) is the M ×M scattering matrix,
S(ω) = 1 − ipi
ωc2
W †(ω)GQQ(ω)W (ω). (4.16)
This representation of the S-matrix for optical systems can be shown to be equivalent
to the representation used in nuclear and condense matter physics [118, 119, 102] where
the S matrix is parameterized by the energy. The later is recovered from Eq. (4.16) by
replacing (ω/c)2 → E. Equation (4.16) is a generalization of the usual Breit–Wigner
result for a single resonance to the scattering in the presence of N resonances. Using the
commutation relations [bn(ω), b†m(ω
′)] = δnm δ(ω−ω′) for both b = bin and b = bout, one
can easily show that S is unitary, SS† = S†S = 1 . The S matrix describes scattering
both in the limit of isolated resonances and in the regime of overlapping resonances.
In the context of quantum optics, the regime of isolated resonances corresponds to the
weak-damping or almost closed cavity regime, where all matrix elements of WW †/ω2
are much smaller than the mean frequency separation of the resonator modes. The
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opposite regime of overlapping resonances is realized when the damping rates exceed
the mean frequency spacing.
According to Eqs. (4.15) and (4.16) the field dynamics is governed by the resonances
of the open cavity. The resonances are the complex poles of the S matrix which coincide
with the poles of GQQ(ω). They are the solutions of the equation det
[
ω2−c2Leff(ω)
]
= 0;
from Eq. (4.14) one can see that they represent the complex eigenvalues of the internal
field dynamics in the presence of damping inflicted by the coupling to the external
radiation field. We note that the resonances determine the field dynamics even though
the underlying field quantization is formulated in terms of closed–cavity eigenmodes
(with boundary conditions as discussed in Sec. 3.2.2).
Equation (4.16) has found widespread application in the random matrix theory of
scattering [119, 102]. It is the starting point for the so-called Hamiltonian approach
to chaotic scattering. This approach assumes that the Hamiltonian of a closed chaotic
resonator can be represented by a random matrix drawn from a Gaussian ensemble of
random matrix theory. The eigenvalues of the internal Hamiltonian show level repulsion
and universal statistical properties. The statistics of the scattering matrix is derived
from the distribution of the internal Hamiltonian using Eq. (4.16). An alternative
approach to chaotic scattering is the random S matrix approach in which one directly
models the statistical properties of S without introduction of a Hamiltonian. Based on
the latter approach, Beenakker and coworkers [68, 69, 120, 121, 71] recently computed
the noise properties of disordered and chaotic optical resonators. The Hamiltonian and
the S matrix approach to chaotic scattering are known to be equivalent. However, the
Hamiltonian approach has the advantage that one can include the interaction with an
atomic medium on a microscopic level. An example is given in Sec.5.2 where we study
the spontaneous emission of an atom inside an open resonator.
4.2 Langevin Equations in the Optical Domain
We now turn to a description of the field dynamics in the optical regime. The equa-
tions of motion for the cavity mode operators simplify considerable under two, not
completely independent, approximations often valid in this regime: the rotating wave
approximation and the Markov approximation. The rotating wave approximation de-
scribes the system dynamics in a spectral bandwidth which is small compared with
the typical oscillation frequencies but that still contains a large number of cavity res-
onances. In this spectral band one then assumes the cavity field damping rates Γ
to be smaller than the field oscillation frequencies. The rotating wave approximation
amounts to neglecting the fast oscillating terms on the scale of 1/Γ in the field equa-
tions of motion. Our implementation of the rotating wave approximation covers the
case of spectrally-overlapping cavity modes, generalizing the standard approach for a
single resonator mode [39, 77] with weak outcoupling. In a resonator with overlapping
resonances the mode spectral broadening is comparable to the mean frequency spacing
∆ω of the internal cavity resonances. Therefore oscillatory terms with frequencies of
the order of ∆ω must be kept in the equations of motion leading to an effective cou-
pling among the modes through the damping. In the rotating wave approximation the
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system-and-bath Hamiltonian takes the form
HSB =
∑
λ
h¯ωλ a
†
λaλ +
∑
m
∫
dω h¯ω b†m(ω)bm(ω)
+ h¯
∑
λ
∑
m
∫
dω
[
Wλm(ω) a†λbm(ω) + H.c.
]
, (4.17)
which is obtained from the Hamiltonian (3.59) by neglecting the fast oscillating antires-
onant terms Vλm(ω)aλbm(ω)+V∗λm(ω)a†λb†m(ω) and extending the range of the frequency
integrals from −∞ to +∞. This extension is consistent with the rotating wave approx-
imation and necessary for the Markov approximation [39]. Keeping the fast oscillating
terms introduces corrections to the dynamics of the order Γ/ω¯ and ∆/ω¯, where ω¯ is a
typical frequency in the bandwidth we are interested (see Appendix 4.B). The Markov
approximation assumes a separation of time scales between the typical life times of the
cavity modes and the “bath correlations times” (like the thermal time τ thbath = h¯/kBT )
such that the former are much in excess of the later, 1/Γ  τbath. This approximation
simplifies the equations of motion in a twofold way: First, the coupling amplitudesWλm
can be taken to be frequency independent over the spectral bandwidth1. Second, on the
same spectral range, the number of photons in the bath may be assumed independent
of the frequency. Together, both approximations lead to a set of Langevin equations
with white noise that describe the resonator field dynamics for times t > τbath.
4.2.1 Derivation of the Langevin Equations
The Heisenberg equations of motion in the rotating wave approximation are obtained
using the Hamiltonian (4.17) 2,
a˙λ = −iωλaλ − i
∑
m
∫
dω Wλm(ω)bm(ω), (4.18a)
b˙m(ω) = −iωbm(ω)− i
∑
λ
W∗λm(ω)aλ. (4.18b)
They coincide with Eqs. (4.1) and (4.2) if the counter rotating terms are set equal to
zero, Vλm(ω) = 0. By following the same reasoning than in Sec. 4.1.1 one arrives at
the equations of motion for the cavity annihilation operators
a˙λ(t) = −iωλaλ(t)−
∑
λ′
t∫
t0
dt′Cλλ′(t− t′)aλ′(t′) + Fλ(t). (4.19)
1This assumption implies that the frequencies in the spectral range considered are far from the
threshold frequencies for the opening of further channels, see, e.g., Ref. [122]
2The Heisenberg equations of motions are linear in the cavity and channel operators and can
therefore be solved exactly. The results are given in the Appendix 4.A. We notice that the Langevin
equations obtained in this section could also be obtained by starting from the exact solution (4.A.6)
of the equations of motion and then implementing the necessary approximations at that level, as done
in [110] for the single-mode coupled to a continuum model. For multi-mode fields however such a path
turns out to be much more involved than directly dealing with the equations of motion.
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The noise force operators F (t) and the bath response matrix C(t) are defined, respec-
tively, by
Fλ(t) = −i
∑
m
∫
dωWλm(ω)e−iω(t−t0)bm(ω, t0), (4.20)
Cλλ′(t) =
1
pi
∫
dω Γλλ′(ω)e
−iωt, (4.21)
and the damping matrix Γλλ′(ω) is given by
Γλλ′(ω) = pi
[W(ω)W†(ω)]
λλ′. (4.22)
We now introduce a set of slowly changing variables by the transformation
aλ(t) = e
−iωλta¯λ(t). (4.23)
Since it has been assumed that the mode oscillation frequencies are much larger than
the mode damping rates the dominant term in (4.19) is −iωλaλ(t); therefore a¯λ(t) must
change slowly with time. In particular a¯λ(t) does not vary much on the time scale of
τbath in which the bath response matrix C(t) decays to zero. The equations of motion
for the slowly varying variables are obtained substituting Eq. (4.23) in Eq. (4.19) and
replacing a¯λ(t′) with a¯λ(t),
˙¯aλ(t) = −
∑
λ′
Cλλ′(ωλ′)e
i(ωλ−ωλ′ )ta¯λ′(t) + eiωλtFλ(t). (4.24)
Here C(ω) is given by
Cλλ′(ωλ′) =
t∫
−∞
dt′Cλλ′(t− t′)eiωλ′(t−t′)
= − i
pi
P
∫
dω
Γλλ′(ω)
ω − ωλ′ + Γλλ′(ωλ′),
(4.25)
and we set t0 →−∞ because C(t) is assumed to decay on the time scale of the order of
τbath while we are interested in times t− t0 > τbath. After moving back to the original
variables, the equations of motion in the rotating wave approximation become
a˙λ(t) = −iωλaλ(t)−
∑
λ′
Cλλ′(ωλ′)aλ′(t) + Fλ(t). (4.26)
Equations (4.26) generalize the Langevin equations for spectrally isolated modes [39,
77] to the case of overlapping modes. We note that the resulting equations differ
from the independent oscillator equations of standard laser theory [11] in two respects:
First, the mode operators aλ are coupled due to the damping by the matrix C(ω).
Second, generically the noise force operators Fλ are correlated,
〈
Fλ(t), F
†
λ′(t
′)
〉 6= δλλ′,
as different modes coupled to the same external channels (〈. . . 〉 denotes the quantum
average over the channel field at t0). The mode coupling by both damping and noise
can be understood as a consequence of the fluctuation–dissipation theorem.
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The deviations from the independent oscillator dynamics may be understood in the
limiting case of weak damping. This is the regime where all matrix elements of Γ are
much smaller than the resonator mode spacing ∆ω. This regime is realized, e.g., in
dielectrics that strongly confine light due to a large mismatch in the refractive index.
To leading order in Γ/∆ω only diagonal elements contribute to the damping matrix,
and Eq. (4.26) reduces to the standard equation of motion for independent oscillators.
This shows that the independent–oscillator dynamics is a limiting case of the true mode
dynamics in the regime of weak damping.
In obtaining the Langevin equation (4.26) no reference was made to the statistic
of the noise force F (t). For arbitrary baths Eq. (4.26) may lead to non-Markovian
dynamics for averaged system observables. The dynamics simplifies if the Markov
approximation is employed. In that limit the frequency dependence of the coupling
amplitudesW can be dropped over the spectral range in consideration, and the cavity
mode operators aλ obeys the equation
a˙λ(t) = −iωλaλ(t)−
∑
λ′
Γλλ′aλ′(t) + Fλ(t), (4.27)
where the small frequency shift in Cλλ′, which is rarely needed in practice, has been
neglected. In the same limit one arrives at white noise with 〈Fλ(t)〉 = 0, and the
correlation functions
〈F †λ(t)Fλ′(t′)〉 = 2Γλ′λ nth δ(t− t′), (4.28a)
〈Fλ(t)F †λ′(t′)〉 = 2Γλλ′(1 + nth) δ(t− t′) . (4.28b)
The second two-time correlation functions follows from the first and the commuta-
tion relations for the channel operators bm. The remaining second moments vanish,
〈Fλ(t)Fλ′(t′)〉 = 0 = 〈F †λ(t)F †λ′(t′)〉, and higher-order moments follow from the ones
of orders 1 and 2 according to Gaussian statistics. The thermal number of photons
nth = [exp(h¯ω¯/kT )−1]−1 appearing in the second moments must be taken as frequency
independent throughout the spectral range under consideration. Previously, Bardroff
and Stenholm [114] proposed a similar set of Langevin equations for the cavity field
coupled to a bath of atoms. Their equations are recovered from ours in the limit
kT  h¯ω¯.
We note that the deterministic part of the field dynamics in Eq. (4.27) is generated
by the non-Hermitian matrix
Hλλ′ = h¯ωλδλλ′ − ih¯Γλλ′ . (4.29)
Its Hermitian part corresponds to the dynamics of the closed system describing the re-
versible dynamics, while its anti-Hermitian part accounts for the irreversible dynamics
due to the openness of the system. For some applications it will prove helpful to rewrite
the above Langevin equation in the eigenbasis of the operator H. That basis is formed
by the resonant modes of the cavity and their eigenvalues correspond to the cavity
resonances. As a “penalty” for that change of representation one has to work with
non-standard commutation relations for the operators associated with the eigenvectors
of H (see Sec. 4.5).
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At this point a remark concerning the field dynamics inside chaotic optical res-
onators is at hand. According to the universality hypothesis of chaotic scattering, the
internal Hamiltonian of chaotic resonators can be represented by a random matrix from
the Gaussian orthogonal ensemble of random-matrix theory [85]. The eigenvalues ωλ
display level repulsion and universal statistical properties. However, from Eqs. (4.27)
and (4.29), the mode dynamics of open chaotic resonators is not only determined
by the eigenvalues of the internal Hamiltonian but also by the coupling strength to
the external radiation field: The spectrum of such resonators is governed by a non–
Hermitian random matrix. We thus encounter an interesting connection between the
spectral properties of chaotic optical resonators and non–Hermitian random matrices
[123, 122, 124].
4.2.2 Inputs and Outputs
Here we address the input–output theory within the rotating wave approximation.
Following a similar procedure as the one used in Sec. 4.1.2 one could re-derive the
input–output relation from the equations of motion generated by the Hamiltonian
(4.17). The result, however, is seen to follow immediately from Eq. (4.11a) upon
neglecting the fast oscillating terms proportional to the cavity creation operators a†λ
and extending the frequency integration range from −∞ to +∞. Then, for t0 < t < t1,
the input and output field operators are related to the resonator operators by
boutm (t)− binm(t) = −
i
2pi
∑
λ
∫
dω
t1∫
t0
dt′ e−iω(t−t
′)W∗λm(ω)aλ(t′). (4.30)
We note that the input and output fields do not change in the rotating wave approx-
imation and are still given by Eq. (4.10). In the frequency domain, the input–output
relation is obtained by Fourier transformation of Eq. (4.30),
bout(ω)− bin(ω) = −iW†(ω)a(ω), (4.31)
where the asymptotic limit t0 →−∞ and t1 →∞ is implied and, as in Eq. (4.12), we
used a vector notation for the operators bin/out(ω) and a(ω), and the coupling matrix
W(ω).
4.2.3 Linear Systems
The S matrix for a linear system simplifies in the rotating wave approximation. Here
we derive the S matrix for an empty cavity and then address the more general case of
a cavity filled with a linear absorbing and/or amplifying medium.
S Matrix
In Appendix 4.A the equations of motion for the electromagnetic field in the rotating
wave approximation are solve exactly. Here we are only interested in the asymptotic
limit t0 → −∞ and t1 → +∞. Therefore, for aλ in Eq. (4.A.6a), only the oscillatory
72 4. Multi-Mode Field Dynamics in Optical Resonators
terms proportional to the input field must be kept. After Fourier transformation one
finds the relation between the cavity modes operators and the input operators
a(ω) = 2piD−1(ω)W(ω)bin(ω), (4.32)
where D is the N ×N matrix with matrix elements
Dλλ′(ω) = (ω − ωλ)δλλ′ + P
∫
dω′
Γλλ′(ω′)
ω′ − ω + ipiΓλλ′(ω). (4.33)
We now substitute Eq. (4.32) into Eq. (4.31) and eliminate the resonator operators
from the input–output relation. This yields a linear relation between the incoming and
outgoing field,
bout(ω) = S(ω)bin(ω), (4.34)
involving the M ×M scattering matrix in the rotating wave approximation,
S(ω) = 1 − 2piiW†(ω)D−1(ω)W(ω). (4.35)
The operator D−1(ω) corresponds to the rotating wave approximation of the projected
system resolvent (cf. Eq. (4.16)). We notice that if in addition the Markov approx-
imation is performed, and the frequency dependence of the coupling amplitudes is
neglected, Eq. (4.33) reduces to
D(ω) = ω −H/h¯ (4.36)
where H is the non-Hermitian operator defined in Eq. (4.29). Hence, in this approxi-
mation, D−1(ω) corresponds to the resolvent of a system whose dynamics is described
by the effective Hamiltonian H.
As we mentioned before, in open cavities the field dynamics is governed by the
complex poles of the S matrix which correspond to the cavity resonances. In the
rotating wave approximation they coincide with the poles of D−1(ω) and are obtained
by solving the equation det[D(ω)] = 0. In Sec. 4.1.3 we showed that in the exact
dynamics the system resonances coincide with the poles of the projected resolvent
GQQ(ω). It is then illustrative to write down the relation between GQQ(ω) and D(ω).
Considering Eq. (4.14) in the rotating wave approximation one obtains,
G−1QQ(ω)λλ′ '
2ω
c2
D(ω)λλ′, (4.37)
which shows that in this approximation the zeros of D(ω) coincide with the poles
GQQ(ω). Furthermore, the approximated S matrix (4.35) follows from the exact S
matrix (4.16) upon replacing GQQ by (c2/2ω)D−1. The importance of this result can
be underline if we make the Markov approximation. Then, the eigenvalues of the non-
Hermitian operator H correspond to the system resonances, and hence the associated
right (left) eigenvectors are the “true” cavity modes, corresponding to solutions of the
Maxwell’s equations with outgoing (incoming) boundary conditions. Although these
modes no longer form an orthogonal basis they can still be used to represent the cavity
field. Such expansion is discussed in Sec. 4.5.
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Linear Absorbing or Amplifying Medium
The presence of an absorbing or amplifying medium within the cavity leads to addi-
tional noise and modifies the input–output relation. Phenomenologically, the interac-
tion with linear media can be modeled [39, 68, 69] by coupling the cavity modes to
additional baths. An absorbing medium is described by a thermal bath of harmonic
oscillators while an amplifying medium may be represented by a bath of inverted har-
monic oscillators at a negative temperature −T . The total Hamiltonian is then given
by
H = HSB +Habs +Hamp, (4.38)
where HSB is the system–and–bath Hamiltonian (4.17), while Habs and Hamp represent
the absorbing and amplifying bath,
Habs =
∑
l
∫
dω h¯ω c†l (ω)cl(ω) + h¯
∑
λ
∑
l
∫
dω
[
κλl(ω) a
†
λcl(ω) + H.c.
]
, (4.39a)
Hamp = −
∑
k
∫
dω h¯ω d†k(ω)dk(ω) + h¯
∑
λ
∑
k
∫
dω
[
σλk(ω) a
†
λdk(ω) + H.c.
]
,
(4.39b)
with coupling amplitudes κλl and σλk. The operators cl, c
†
l obey the canonical commu-
tation relations
[cl(ω), c
†
l′(ω
′)] = δll′ δ(ω − ω′), (4.40)
and account for thermal emission within the absorbing medium. The operators dk and
d†k′ represent the amplifying medium and have the commutation relations [39]
[dk(ω), d
†
k′(ω
′)] = −δkk′ δ(ω − ω′). (4.41)
As the Hamiltonian (4.38) gives rise to linear equations of motion, we can compute the
cavity output field using Fourier transformation. The calculation proceeds along the
lines of the calculation presented in Sec. 4.1. The result is
bout(ω) = S(ω)bin(ω) + U(ω)cin(ω) + V (ω)din(ω), (4.42)
where cin and din represent the input noise of the absorbing and amplifying bath. Both
are integrals over bath operators at the initial time t0,
cinl (t) ≡
1
2pi
∫
dω e−iω(t−t0)cl(ω, t0), (4.43a)
dink (t) ≡
1
2pi
∫
dω e−iω(t−t0)dk(ω, t0). (4.43b)
The S matrix has the again the form (4.35) and the matrices U and V are given by
U(ω) = −2piiW†(ω)D−1(ω)K(ω), (4.44a)
V (ω) = −2piiW†(ω)D−1(ω)Σ(ω), (4.44b)
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where the N ×L matrix K and the N ×K matrix Σ comprise the coupling amplitudes
κλl and σλk, respectively. In the presence of the absorbing and amplifying baths, the
elements of the N ×N matrix D(ω) have the form
Dλλ′(ω) = (ω − ωλ)δλλ′ + P
∫
dω′
∆λλ′(ω′)
ω′ − ω + ipi∆λλ′(ω), (4.45)
where ∆ is the matrix
∆(ω) =W(ω)W†(ω) +K(ω)K†(ω) −Σ(ω)Σ†(ω). (4.46)
Using Eq. (4.42) and the commutation relations for the output and input noise opera-
tors, one obtains the relation
UU † − V V † = 1 − SS†, (4.47)
that was first derived by Beenakker [68, 69] using a scattering approach to field quan-
tization. We note that the matrix 1 − SS† is positive definite in an absorbing medium
(V = 0) and negative definite in an amplifying medium (U = 0). The relations (4.42)
and (4.47) are important as they relate the intensity of the output field to the am-
plitudes of the input field and the scattering matrix of the cavity. The statistical
properties of the scattering matrix are known from random matrix theory. This allows
[68, 69] to compute moments or even the full distribution of the output field intensity
from linear random media.
4.3 Master Equation
In this section we address the resonator dynamics within the Schro¨dinger picture. We
use the reduce density operator ρ(ω) to represent the cavity field and derive a master
equation to describe its time evolution. We assume a time scale separation between
the damping time of the resonator field and the response time of the bath, 1/Γ  τbath,
which allow us to make the Markov approximation to the Nakajima–Zwanzig equation
[125], and simplifies the derivation of the master equation.
4.3.1 Derivation of the Master Equation
We consider the cavity field dynamics in the rotating wave approximation. Our starting
point is the system-and-bath Hamiltonian (4.17), which we now write in terms of three
contributions,
HSB = HS +HB +HInt, (4.48)
where HS and HB are the isolated cavity and bath Hamiltonian, respectively, and
HInt describes the interaction between the two subsystems; the explicit form of the
respective terms follow straightforwardly from Eq. (4.17).
The time evolution of the reduce density operator ρ(t) of the cavity field is given by
the Nakajima–Zwanzig equation [125]. This equation is obtained from the Liouville–
von Neumann equation ρ˙tot(t) = −i[HSB, ρtot]/h¯ for the density operator of the full
electromagnetic field by projecting the dynamics onto the cavity space, and tracing
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over the degrees of freedom of the outside field using a reference bath state ρB. In the
Markov approximation, and taking as the reference state for the bath the canonical
density operator ρB = e
−HB/kT/TrB
{
e−HB/kT
}
, the master equation for the reduce
density operator is
ρ˙(t) = Λρ(t), (4.49)
with the time evolution generator operator
Λ = − i
h¯
[HS, · ] +
+∞∫
0
dt′K(t′). (4.50)
Here the integral kernel operator reads
K(t′)ρ(t) =
1
h¯2
TrB
{
[HInt(t), [HInt(t
′), ρB ⊗ ρ(t)]]
}
, (4.51)
where TrB{ · } stands for the trace over the bath degrees of freedom, and the time
dependent interaction Hamiltonian Hint(t) is given by
HInt(t) = exp
(
− i
h¯
(HS +HB)t
)
HInt exp
(
i
h¯
(HS +HB)t
)
. (4.52)
The evaluation of (4.49) using Eqs. (4.50)–(4.52) is a lengthy but simple exercise.
The final result is derived in Appendix 4.C and includes not only coupling amplitudes
that depend on frequency but also the so-called frequency-shift terms. A master equa-
tion equivalent to the Langevin equation (4.27) is recovered neglecting the frequency
dependence of the coupling amplitudes as well as the frequency-shift terms. The master
equation has then the form
ρ˙ = −i
∑
λ
ωλ[a
†
λaλ, ρ] + (1 + nth)
∑
λλ′
Γλλ′
(
[aλ′, ρa
†
λ] + [aλ′ρ, a
†
λ]
)
+ nth
∑
λλ′
Γλλ′
(
[a†λ, ρaλ′] + [a
†
λρ, aλ′]
)
. (4.53)
This equation generalizes the familiar quantum optical master equation for a single
damped harmonic oscillator to many oscillators coupled by the (off-diagonal elements
of the) damping matrix Γλλ′. The latter coupling is important when the damping is
strong enough to cause spectral overlap of modes. The first double sum, proportional
to 1 + nth (nth = [exp(h¯ω/kT ) − 1]−1), describes spontaneous and induced emission
of photons towards the outside while the second double sum, proportional only to
nth, describes absorption from the outside; that interpretation is easily checked by
employing the Fock representation, i.e., the representation in terms of eigenstates of
the photon number operators a†λaλ.
Systematic and stochastic forces are not as clearly separated here as in the Langevin
equation. In order to bring about such distinction here as well, we may imagine the
density operator ρ(t) at time t anti-normally ordered in the annihilation and creation
operators (all a’s to the left of all a†’s); further, we rearrange the commutators in
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the right-hand side of the master equation (4.53) such that ρ˙ becomes anti–normally
ordered provided ρ(t) is,
ρ˙ = −i
∑
λ
ωλ
(
[aλ, ρa
†
λ]− [aλρ, a†λ]
)
+
∑
λλ′
Γλλ′
(
[aλ′, ρa
†
λ] + [aλ′ρ, a
†
λ]
)
+ 2nth
∑
λλ′
Γλλ′[[aλ′, ρ], a
†
λ] . (4.54)
The latter form of the master equation preserves anti–normal ordering of ρ(t) at all
times. Moreover, we have now separated reversible drift terms (proportional to the
frequencies ωλ), irreversible drift terms (∝ Γλλ′) not involving the thermal number of
quanta nth, and noise generated diffusion terms (∝ nth); the latter interpretation will
become obvious in the next section where a representation based on coherent states
will be employed.
4.4 Fokker–Planck Equation
A powerful technique to find solutions of quantum Markov processes are the so-called
phase space methods [39, 78, 77] in which the system operators are degraded to c-
numbers and the system density operator is represented by a quasiprobability function.
For Markov processes the c-number equation of motion found for the quasiprobability
function is usually of the Fokker–Planck form and standard analytical methods may
be used to solve it.
In this section we employ the Glauber–Sudarshan P -function to describe the cavity
field. Starting from the master equation derived in the previous section, we obtain
a Fokker–Plank equation for the time evolution of the P -function and find its steady
state solution. In addition, we establish the equivalence of this Fokker–Plank equation
with the Langevin equation (4.27).
4.4.1 Derivation of the Fokker–Planck Equation
If we consistently stick to antinormal ordering of ρ(t) we may write the commutators
in the master equation (4.54) as differential operators [39] as [a, (·)]→ (∂/∂a†)(·) and
[(·), a†] → (∂/∂a)(·). We may then just as well degrade all creation and annihilation
operators to complex c-number variables
aλ → αλ, a†λ → α∗λ, (4.55)
and introduce the P -function to represent the density operator,
ρ(t)→ P ({α,α∗}, t). (4.56)
The P -function has as its moments expectation values of normally ordered observables,〈∏
λ
(a†λ)
mλ
∏
λ′
(aλ′)
nλ′
〉
(t) =
∫ ∏
λ
d2αλ (α
∗
λ)
mλ(αλ)
nλP ({α,α∗}, t). (4.57)
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Here the differential volume element is to be interpreted according to
d2αλ = dRe(αλ)dIm(αλ) = dαλdα
∗
λ/2i . (4.58)
The master equation (4.54) then becomes the Fokker–Planck equation (with the short-
hand ∂/∂αλ ≡ ∂λ, ∂/∂α∗λ ≡ ∂∗λ)
P˙ =
[
−i
∑
λ
ωλ(∂
∗
λα
∗
λ − ∂λαλ) +
∑
λλ′
Γλλ′(∂
∗
λα
∗
λ′ + ∂λ′αλ + 2nth∂λ′∂
∗
λ)
]
P. (4.59)
At this point the interpretation of the various terms in the master equation (4.54) given
earlier becomes obvious.
The c-number Langevin equation equivalent to (4.59) is [39, 126]
α˙λ(t) = − i
h¯
∑
λ′
Hλλ′αλ′(t) + ϕλ(t), (4.60)
where the random forces ϕ(t) have a Gaussian statistics and a white spectrum according
to
〈ϕ∗λ(t)ϕλ′(t′)〉 = 2nthΓλ′λ δ(t− t′), (4.61)
while holding on to 〈ϕ(t)〉 = 〈ϕλ(t)ϕλ′(t′)〉 = 0. We notice that Eq. (4.60) is precisely
the c-number equation that we would have obtained by degrading the operators in
the quantum Langevin equation (4.27) to c-numbers and making the correspondence
F (t)→ ϕ(t) for the noise operators. Thus, the Fokker–Plank equation (4.59) is equiv-
alent to the quantum Langevin equation (4.27).
4.4.2 Stationary Solution of the Master Equation
The linearity of the drift coefficients and the constancy of the diffusion tensor in the
Fokker-Planck equation (4.59) indicates that we are facing a stochastic process of the
Ornstein–Uhlenbeck type. Then the general time dependent solution of (4.59) can be
constructed [126]. The Gaussian distribution of the noise together with the linear evo-
lution equation (4.60) imply that the stochastic variables must be Gaussian distributed.
In particular, the stationary P -function is immediately checked to be
P¯ ({α,α∗}) =
∏
λ
1
pinth
exp(−α∗λαλ/nth). (4.62)
The dissipative coupling of the system modes is no longer visible in the stationary
state; rather, we encounter the thermal equilibrium state one would also find in the
absence of spectral overlap.
4.5 Cavity Resonances Representation Using Non-
orthogonal Modes
So far we have described the resonator field dynamics in terms of eigenmodes of a
conveniently chosen closed system, for which the associated mode operators {aλ, a†λ}
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obey canonical commutation relations. It turns out, that the cavity field dynamics is
generated by the non-Hermitian effective Hamiltonian H defined in Eq. (4.29). Hence,
one should expect the equations of motion for the cavity field to look simpler provided
the field is described in terms of the operator H. The complex eigenvalues of H are
the open cavity resonances in the presence of the coupling to the bath, while its right
and left eigenvectors form a biorthogonal set of modes representing the resonances of
the open cavity. If one assumes this set of modes to be complete, one can employ it
to represent the intracavity field. In what follows we show how such a representation
can be implemented by introducing a new set of operators associated with the cavity
resonance modes. We will see that the field dynamics looks simpler in terms of these
new operators, but that the new operators obey noncanonical commutation rules.
Assuming the eigenvalues of H are nondegenerate, H can be diagonalized by a
similarity transformation
ω =
1
h¯
T−1HT. (4.63)
The diagonal matrix ω comprises the complex eigenvalues of H/h¯ with
ωk = Ωk − iκk, (4.64)
where Ωk is the resonance frequency and κk is the resonance broadening. The entries
of the matrix T are the overlapping integrals
Tλk = 〈uλ|Rk〉 and T−1kλ = 〈Lk|uλ〉. (4.65)
Here uλ are the modes of the closed system whileRk and Lk are, respectively, the set of
right and left eigenmodes ofH. They satisfy H|Rk〉 = h¯ωk|Rk〉 and H†|Lk〉 = h¯ω∗k|Lk〉,
from which it follows
〈Ll|Rk〉 = δlk. (4.66)
We chose this particular normalization because it implies the completeness relations∑
k
|Lk〉〈Rk| =
∑
k
|Rk〉〈Lk| = 1 . (4.67)
The most prominent feature of this nonorthogonal basis is that in general 〈Rl|Rk〉 6= 0
and 〈Ll|Lk〉 6= 0. A measure of the nonorthogonality is given by the mode Petermann
factor K, defined by
Kk = 〈Rk|Rk〉〈Lk|Lk〉 . (4.68)
Using Schwartz inequality one can easily show that K ≥ 1 for all modes; the equality
only holds for orthogonal modes. For general non-Hermitian matrices, eigenvalues
and eigenvectors are correlated. In particular, large values of K are expected for
almost degenerated modes. The nonorthogonality of the cavity resonance modes has
physical observable consequences. The linewidth in lasers based on nonorthogonal
modes is enhanced by a factor K [22, 24, 25] with respect to the value predicted by
the Schawlow–Townes formula. So far values up to K ≈ 500 have been measured for
transverse modes in unstable cavities [29, 30]; recently, investigating the location of
resonance degeneracies, Berry [127] has propose that unstable cavity configurations
exist for which K takes arbitrarily large values.
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Associated with the kth right and left eigenmodes of H, respectively, are the oper-
ators
dk =
∑
λ
T−1kλ aλ, (4.69a)
e†k =
∑
λ
a†λTλk. (4.69b)
The representation of the fields inside the cavity in terms of the new operators and the
modes of the open cavity is obtained in the rotating wave approximation from the field
expansion (3.61) and the definitions (4.69),
A(r, t) =
∑
k
(
h¯
2Ωk
)1/2
[dkRk(r) + e
†
kL
∗
k(r)], (4.70a)
E(r, t) = i
∑
k
(
h¯Ωk
2
)1/2
[dkRk(r)− e†kL∗k(r)], (4.70b)
where we used that ωk ∼ Ωk and Ωk  κk. The new operators do not represent bosonic
creation and annihilation operators. Instead they satisfy the following commutation
relations
[dl, dk] = 0, [el, ek] = 0, [dl, ek] = 0,
[dl, d
†
k] = (T
−1T−1†)lk = 〈Ll|Lk〉,
[el, e
†
k] = (T
†T )lk = 〈Rl|Rk〉,
[dl, e
†
k] = δlk,
(4.71)
which are easily checked using the definitions (4.69) and the commutation relations
(3.58) for the operators {aλ, a†λ}. The new operators {dk, e†k} coincide with the set of
operators introduced by Lamprecht and Ritsch [61, 62] for the non-orthogonal modes
of unstable cavities. These authors did not derive dynamical equations for the novel
operators. That dynamics will be addressed below.
4.5.1 Langevin Equations
The Heisenberg equations of motion for the operators dk are obtained by differentiating
definition (4.69a) with respect to t and using the Heisenberg equations of motion (4.27)
for the operators aλ. The result is
d˙k(t) = −iωkdk(t) + Fk(t). (4.72)
The fact that these equations of motion decouple from each other is hardly surprising
since the operators dk were introduced for that purpose. The noise forces are given by
Fk(t) =
∑
λ
T−1kλ Fλ(t) = −2pii
∑
m
(T−1W)kmbinm(t), (4.73)
displaying their dependence on the input field. Here the coupling amplitudesWλm form
an N ×M matrix W (M = M(ω) is the number of open channels at frequency ω and
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the number of cavity modes N is taken to infinity at the end of the calculations) and
T is the N × N linear transformation defined in Eq. (4.65). The Langevin equations
of motion follow from the Heisenberg equations of motion (4.72) by considering noise
forces with a white spectrum, such that 〈Fk(t)〉 = 0, and the correlation functions
different from zero are given by
〈F †l (t)Fk(t′)〉 = i〈Ll|Lk〉(ωl − ω∗k)nth δ(t− t′), (4.74a)
〈Fk(t)F †l (t′)〉 = i〈Ll|Lk〉(ωl − ω∗k)(nth + 1) δ(t− t′), (4.74b)
with the thermal number of photons nth = [exp(h¯ω¯/kT ) − 1]−1. Thus, although the
deterministic part of the dynamics does not couple the open cavity modes, the noise
terms for different modes are correlated.
Input–Output Relation
The input-output relation can be expressed in terms of the new set of operator. In the
time domain, one obtains the relation
boutm (t)− binm(t) = −i
∑
k
(W†T )mkdk(t′) . (4.75)
After Fourier transformation the above equations yield
boutm (ω) − binm(ω) = −i
∑
k
(W†T )mkdk(ω). (4.76)
These conditions are obtained from the input–output relations (4.30) and (4.31) em-
ploying the inverse of the definition (4.69a).
4.5.2 Master Equation
The operators {d, e†} may be employed to express the cavity field dynamics in the
Schro¨dinger picture. In terms of these operators the master equation (4.54) takes the
form
ρ˙ = −i
∑
k
{
ωk
(
[e†k, dkρ]− nth[[dk, ρ], e†k]
)− ω∗k([ρd†k, ek]− nth[[ek, ρ], d†k])}. (4.77)
Here we used the relations ωλδλλ′ =
1
2h¯
(Hλλ′ + H†λλ′) and Γλλ′ = i2h¯(Hλλ′ − H†λλ′),
together with the representation (4.63) of H, and the definitions (4.69) of the operators
{d, e†}. We notice that in the limit kT  h¯ω¯ the master equation (4.77) can be recast
as
ρ˙ = − i
h¯
(Hρ − ρH†) + i
∑
kl
〈Rl|Rk〉(ωk − ω∗l )dkρd†l , (4.78)
with H = ∑k h¯ωle†kdk. This is the master equation proposed by Lamprecht and Ritsch
[62, 34]. Our derivation provides a microscopic basis for this equation and proves the
equivalence to the master equations (4.53) and (4.54) in the limit kT  h¯ω¯.
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4.A Formal Solution of the Field Equations of Mo-
tion
In this section we give the exact solutions to the equations of motion for the electro-
magnetic field in open optical cavities. Two cases are considered: The exact dynamics
generated by the Hamiltonian (3.59) and the dynamics in the rotating wave approxi-
mation generated by the Hamiltonian (4.17).
Exact Dynamics
The solutions of the field equations of motion for the exact dynamics are obtained in a
rather simple way if one uses the position and momentum operators to describe the field.
The modes-of-the-universe Hamiltonian (3.13) corresponds to a set of independent
harmonic oscillators,
qm(ω, t) = qm(ω, t0) cos(ω(t− t0)) + 1
ω
p†m(ω, t0) sin(ω(t− t0)), (4.A.1a)
p†m(ω, t) = p
†
m(ω, t0) cos(ω(t− t0))− ωqm(ω, t0) sin(ω(t− t0)), (4.A.1b)
where q and p† are the position and the adjoint momentum operator for the exact
modes of Maxwell’s equations. The solutions for the cavity and channel operators are
obtained by substitution of Eq. (4.A.1) into definitions (3.49) and (3.50), and using
the inverse relations (3.54) for the operators at the initial time t0. The result for the
position operators is
Qλ(t) =
∑
λ′
[
X˙λλ′(t− t0)Qλ′(t0) +Xλλ′(t− t0)P †λ′(t0)
]
+
∑
m
∞∫
ωm
dω
[
X˙λm(ω, t− t0)Qm(ω, t0) +Xλm(ω, t− t0)P †m(ω, t0)
]
,
(4.A.2a)
Qm(ω, t) =
∑
λ
[
X˙∗λm(ω, t− t0)Qλ(t0) +X∗λm(ω, t− t0)P †λ(t0)
]
+
∑
m′
∞∫
ωm′
dω′
[
X˙mm′(ω, ω
′, t− t0)Qm′(ω′, t0) +Xmm′ (ω, ω′, t− t0)P †m′(ω′, t0)
]
,
(4.A.2b)
while the momenta follow from
P †λ(t) = Q˙λ(t), P
†
m(ω, t) = Q˙m(ω, t). (4.A.3)
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The matrix elements of the time evolution transformation X are defined by
Xλλ′(t) =
∑
n
∞∫
ωn
dω′′ αnλ(ω′′)α∗nλ′(ω
′′)
1
ω′′
sin(ω′′t), (4.A.4a)
Xλm(ω, t) =
∑
n
∞∫
ωn
dω′′ αnλ(ω′′)β∗nm(ω
′′, ω)
1
ω′′
sin(ω′′t), (4.A.4b)
Xmm′(ω, ω
′, t) =
∑
n
∞∫
ωn
dω′′ βnm(ω′′, ω)β∗nm′(ω
′′, ω′)
1
ω′′
sin(ω′′t). (4.A.4c)
Using the results given in Appendix 3.A for the integrals involving the expansion co-
efficients α and β, one can easily check that
Xλλ′(0) = 0, X˙λλ′(0) = δλλ′, X¨λλ′(0) = 0,
Xλm(ω, 0) = 0, X˙λm(ω, 0) = 0, X¨λm(ω, 0) = 0, (4.A.5)
Xmm′(ω, ω
′, 0) = 0, X˙mm′(ω, ω′, 0) = δmm′ δ(ω − ω′), X¨mm′(ω, ω′, 0) = 0.
The solutions for the bosonic operators for the cavity and channel field are obtained
as linear combinations of Eqs. (4.A.2) and (4.A.3), by means of Eq. (3.57).
Dynamics in the Rotating Wave Approximation
The solutions of the Heisenberg equations of motion (4.18a) and (4.18b) are
aλ(t) =
∑
λ′
Yλλ′(t− t0)aλ′(t0) +
∑
m
∫
dωYλm(ω, t− t0)bm(ω, t0), (4.A.6a)
bm(ω, t) =
∑
λ
Y ∗λm(ω, t− t0)aλ(t0) +
∑
m′
∫
dω′Ymm′(ω, ω′, t− t0)bm′(ω′, t0). (4.A.6b)
Here the time evolution operator Y has the matrix elements
Yλλ′(t) =
∑
n
∫
dω′′ αnλ(ω′′)α∗nλ′(ω
′′)e−iω
′′t, (4.A.7a)
Yλm(ω, t) =
∑
n
∫
dω′′ αnλ(ω′′)β∗nm(ω
′′, ω)e−iω
′′t, (4.A.7b)
Ymm′(ω, ω
′, t) =
∑
n
∫
dω′′ βnm(ω′′, ω)β∗nm′(ω
′′, ω′)e−iω
′′t; (4.A.7c)
and the expansion coefficients α and β are to be taken in the rotating wave approxi-
mation. Using the results in Appendix 3.A, one finds the initial values
Yλλ′(0) = δλλ′, Yλm(ω, 0) = 0 and Ymm′(ω, ω
′, 0) = δmm′ δ(ω−ω′). (4.A.8)
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Within the rotating wave approximation Eq. (3.B.8) reduces to
(ω − ωλ)αmλ(ω) =
∑
n
∫
dω′ Wλn(ω′)βmn(ω, ω′), (4.A.9a)
(ω − ω′)βmn(ω, ω′) =
∑
λ
W∗λn(ω′)αmλ(ω), (4.A.9b)
Direct substitution shows that the expressions (4.A.6) are solutions of the equations of
motion (4.18).
4.B Corrections to the Rotating Wave Approxima-
tion
For resonators with overlapping modes the time scale set by the inverse of the mean fre-
quency spacing 1/∆ω is comparable to the damping time 1/Γ. Therefore the Langevin
or master equation must be used if they provide a nonperturbative description of damp-
ing and noise (in the sense that the mode decay rates Γ may exceed the mode spacing).
In this section we show that the Langevin equations (4.27) and the master equations
(4.53) and (4.54) are nonperturbative in the above mentioned sense. To this end we
address again the exact field equations of motion and illustrate how they can be used
to compute corrections to the dynamics in the Markov approximation of Sec. 4.2.1.
We start from Eq. (4.6), which describes the exact time evolution of the cavity modes
operators aλ,
a˙λ(t) = −iωλaλ(t) +
∑
λ′
t∫
t0
dt′C˜λλ′(t− t′)
[
aλ′(t
′) +
∑
λ′
N †λ′λ′′a†λ′′(t′)
]
+ F˜λ(t), (4.B.1)
and consider it in the rotating wave approximation made in Sec. 4.2.1. That is, we
restrict our analysis to a frequency bandwidth which is small compared to the central
frequency ω¯, and consider the time evolution only for times larger than the bath cor-
relation times τbath. In addition, we assume the coupling to be such that the typical
damping rate Γ¯ for the cavity modes are much smaller than ω¯, but of the same or-
der than the mean frequency spacing ∆ω of the cavity modes in the frequency range
considered.
We first move to a rotating frame
aλ(t) = e
−iω¯ta¯λ(t), (4.B.2)
where a¯λ(t) are slowly varying variables. Specifically, a¯λ(t) does not change much on the
time scale of the order τbath in which C˜λλ′(t) decays to zero. Substituting the operators
(4.B.2) into Eq. (4.B.1) and replacing a¯λ(t
′) with a¯λ(t), one obtains the equation of
motion for the slowly varying operators a¯λ(t),
˙¯aλ(t) =
−
∑
λ
[
C˜λλ′(ωλ′)e
−i(ωλ′−ω¯)ta¯λ′(t) + C˜λλ′(−ωλ′)ei(ωλ′+ω¯)t
∑
λ′λ′′
Nλ′λ′′ a¯†λ′′(t)
]
+ eiωλtF˜λ(t).
(4.B.3)
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Here the channel response matrix in the frequency domain is given by
C˜λλ′(±ω) =
t∫
−∞
dt′ C˜λλ′(t− t′)e±iω(t−t′)
= − i
pi
P
∞∫
ωm
dω′
Γλλ′(ω′)
ω′ − ω ± Γλλ′(ω) +O(γ/2ω¯),
(4.B.4)
where we set t0 → −∞ in the integration limits because we are only considering times
t such that t − t0  τbath. The second term inside the brackets in the Eq. (4.B.3)
oscillates very fast, with a frequency ∼ 2ω¯, and can be neglected in the rotating wave
approximation. Equation (4.B.3) then reduces to Eq. (4.26), from which the Langevin
equation follows. The neglected terms provide corrections of order |C(ω¯)|/2ω¯ ∼ Γ/2ω¯
which are very small for the systems of interest in quantum optics. We note that
there are no corrections of order Γ/∆ω; thus our field dynamics correctly describes the
regime of overlapping resonances.
4.C Complete Master Equation
The master equation (4.53) was obtained upon neglecting both the frequency depen-
dence of the coupling amplitudes as well as possible frequency shift terms. Dropping
these last approximations, the more general master equation is given by
ρ˙ = −i
∑
λ
ωλ[a
†
λaλ, ρ]
+
∑
λλ′
(1 + nth(ωλ))
(
Γλλ′(ωλ)[aλ′, ρa
†
λ] + Γ
∗
λλ′(ωλ)[aλρ, a
†
λ′]
)
+
∑
λλ′
nth(ωλ)
(
Γλλ′(ωλ)[a
†
λρ, aλ′] + Γ
∗
λλ′(ωλ)[a
†
λ′, ρaλ]
)
+
i
pi
∑
λλ′
(
P
∫
dω
Γλλ′(ω)nth(ω)
ω − ωλ [aλ′, [ρ, a
†
λ]]−P
∫
dω
Γ∗λλ′(ω)nth(ω)
ω − ωλ [a
†
λ′, [ρ, aλ]]
)
+
i
pi
∑
λλ′
(
P
∫
dω
Γλλ′(ω)
ω − ωλ [aλ′, ρa
†
λ]−P
∫
dω
Γ∗λλ′(ω)
ω − ωλ [aλρ, a
†
λ′]
)
.
(4.C.1)
The most relevant terms in this master equation are contained in the first three lines,
accounting for the oscillations, the damping and the noise in the field dynamics. The
last two lines contain the so-called frequency shift terms which are, due to the principal
part integrals, small corrections to the oscillating part of the master equation. The
terms in the fourth line proportional to nth constitute the Stark shift which has its
origin in thermal fluctuations. The terms on the last line are the Lamb shift which
is due to vacuum fluctuations. Contrary to the Stark shift, the Lamb shift is present
even at zero temperature.
Chapter 5
Laser Equations with Overlapping
Resonances
In this chapter we employ the quantum description of the electromagnetic field in open
optical resonators developed in Chapters 3 and 4 to study the interaction of the field
with a two-level atomic medium filling the resonator. The results are used to develop
a quantum theory for multi-mode fields in resonators with overlapping resonances. We
derive laser Lagenvin equations that generalize the standard laser theory [10, 11, 36]
to account for lasing in weakly confining cavities.
Before attempting a derivation of the laser equations, and in order to gain some
physical insight into the atom-field interaction, we study the effect of the field on a single
atom. As a simple but nontrivial problem we consider the spontaneous emission of a
two-level atom inside a cavity. This problem has attracted considerable interest [103,
128]; and it was found that the cavity may drastically modify the rate of spontaneous
emission from its free space value. The origin of the effect is the modification due to the
cavity of the local density of modes at the position of the atom. Most investigations
of the spontaneous emission rate assumed cavities of regular shape (see Ref. [128]
and references therein), but recently [61, 62, 129] also unstable and chaotic cavities
were addressed. We show below that our system-and-bath Hamiltonian reproduces the
standard result for the atomic decay rate within the Wigner–Weisskopf approximation.
We express the result in terms of left and right eigenmodes of a non-Hermitean matrix
and demonstrate that for chaotic resonators a statistical analysis of the decay rate is
possible using random matrix theory.
We consider resonators filled with a large number of two-level atoms and derive
generalized laser Langevin equations suitable for overlapping modes. We present two
set of equivalent laser Langevin equations related by a linear transformation: One in
terms of orthogonal modes corresponding to the close cavity problem, and the other in
terms of the resonance modes of the empty open cavity. The obtained multi-mode laser
equations differ from the standard laser equations in a fundamental feature: due to the
resonator losses the noise forces associated with different cavity modes are correlated.
This feature is characteristic of systems with overlapping resonances and, as we show
in Chapter 6, is responsible for the excess noise found in this kind of systems.
We use the multi-mode field equations to describe the laser operation below the
lasing threshold. In this regime the field amplitude is small and nonlinear terms on the
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equations of motion might be neglected; the laser then behaves like a linear amplifier.
Using the resulting linear set of equations we determine the laser threshold which
gives the value of pumping above which the linear description breaks down. Then
the input-output theory is utilized to evaluate the laser power emission spectrum and
express it in terms of the system S matrix. Finally, we consider the emission spectrum
close to threshold and show that for overlapping modes the linewidth of the dominating
contribution coming from the mode with the smallest loss is enhanced by the Petermann
excess noise factor.
5.1 Atom-Field Interaction
Consider an open resonator of arbitrary shape filled with a large number N of homo-
geneously broadened two-level atoms with transition frequency ν. The dipole strength
of the atomic transition is given by d = 〈0|erel|1〉, where e is the elementary charge,
rel denotes the electron position operator, and |0〉 and |1〉 the ground state and the
excited state of the atom, respectively. To describe the atoms we use the lowering and
rising operators σ− = |0〉〈1| and σ+ = |1〉〈0|, which introduce transitions between the
atomic levels |0〉 and |1〉, and the Pauli σz matrix, σz = |1〉〈1|−|0〉〈0|. These operators
obey the usual algebra for two-level systems
σ2± = 0, [σ±, σz] = ∓2σ±, [σ+, σ−]+ = 1 , and [σ+, σ−] = σz. (5.1)
Each atom is located at a position rp inside the cavity and does not interact with any
other atom; we use the index p to label the atoms.
The interaction between the cavity electromagnetic field and the atoms is described
using two approximations [11, 10]: The dipole approximation and the rotating wave
approximation. For the first approximation we assume the size of the atoms to be much
smaller than the wavelength of the field, allowing us to take the field constant over the
atomic size. The second approximation amounts to neglecting the rapidly oscillating
nonresonant terms in the atom-field interaction. The total Hamiltonian for the field
and atoms then has the form
H = HSB +
∑
p
h¯ω0σzp + h¯
∑
λ
∑
p
[gλpaλσ+p + g
∗
λpa
†
λσ−p]. (5.2)
Here HSB is the system–and–bath Hamiltonian (4.17), the second term on the right
hand side represents the free Hamiltonian of the atoms, and the last term accounts for
the interaction between the atoms and the cavity modes with the coupling amplitudes
gλp = −i ν√
2h¯ωλ
d ·uλ(rp), (5.3)
where uλ is the wave function of the λth cavity field mode and ωλ its oscillation
frequency.
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5.2 Atomic Spontaneous Emission
We investigate the effect of the intracavity field on a single atom1. Since the cavity
resonances overlap we can accurately describe the atomic spontaneous emission in the
perturbative regime [128] following a Wigner-Weisskopf approach. We assume that
initially the atom, which is located at position r0 inside the cavity, is in the excited
state while there is no photon in the radiation field. Hence, the state of the total
system at time t = 0 is given by |1, vac〉, where vac represents the vacuum state of the
electromagnetic field. Since the Hamiltonian (5.2) conserves the total number of atom
and field excitations, the time-dependent solution of the Schro¨dinger equation can be
written in the form
|Φ(t)〉 = c(t)|1, vac〉 +
∑
λ
cλ(t)|0, 1λ〉 +
∑
m
∫
dω cm(ω, t)|0, 1m(ω)〉, (5.4)
where cλ(t) and cm(ω, t) are, respectively, the probability amplitude to find a single
photon in the cavity mode λ and in channel m with frequency ω. The time evolution
of the amplitudes c(t), cλ(t) and cm(ω, t) follows from the Schro¨dinger equation; an
exact solution can be obtained using Laplace transformation. However, within the
framework of the Wigner–Weisskopf approximation c(t) decays exponentially
c(t) = exp
(
−i(ν + δν)t− γat
2
t
)
c(0), (5.5)
where δν is a frequency shift and γat the decay rate of the intensity |c(t)|2. We note
that an exponential decay is only found if the local density of modes is smooth on the
scale of the atomic decay rate. The decay rate is given by
γat = lim
→0
Re
[
2
h¯2
∑
ij
did
∗
jCij(ν + i)
]
, (5.6)
where i, j label the components of the dipole matrix element. Here Cij(ν + i) is the
Fourier transform of the two time correlation function of the electric field
Cij(t− t′) ≡ Θ(t− t′)
〈
E+i (r0, t)E
−
j (r0, t
′)
〉
vac
, (5.7)
E± denote the positive and negative frequency part of the electric field, Θ(t− t′) is the
step function, and the average 〈· · · 〉vac is the quantum average over the initial state of
the field.
The electric field is connected with the canonical momentum field through the
relation E(r, t) = −cΠ(r, t). Inside the cavity both can be expanded in terms of the
cavity modes using Eq. (3.61b). Substitution into Eq. (5.7) reduces the field correlation
function to a sum over the Green functions of the cavity modes,
Cij(τ ) = i
∑
λλ′
h¯
√
ωλωλ′
2
uλi(r0)u
∗
λ′j(r0)Gλλ′(τ ), (5.8a)
Gλλ′(τ ) ≡ −iΘ(τ )〈aλ(τ )a†λ′(0)〉vac. (5.8b)
1The result in this section have been reported in Ref. [97].
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To compute the Green functions, we differentiate Eq. (5.8b) with respect to τ and use
the equations of motion (4.19) of the cavity operators aλ. This yields the equations of
motion of the Green functions
G˙λλ′(τ ) = δ(τ )Gλλ′(0)− iωλGλλ′(τ )− 1
pi
∫
dω
τ∫
0
dt e−iω(τ−t)[Γ(ω)G(t)]λλ′ . (5.9)
There is no contribution from the noise term in Eq. (4.19) as 〈bm(ω, 0)a†λ(0)〉vac = 0.
The initial condition at τ = 0 is Gλλ′(0) = −iδλλ′. Equation (5.9) is readily solved by
Fourier transformation. The result is
G(ω) = D−1(ω), (5.10)
where the non-Hermitean matrix D was defined in Eq. (4.33). Substituting the result
into the Fourier transform of Eq. (5.8a), we obtain the field correlation function in the
frequency domain,
Cij(ω) = ih¯ν
2
∑
λλ′
uλi(r0)u
∗
λ′j(r0)
[
D−1(ω)
]
λλ′ , (5.11)
where we again made use of the rotating wave approximation to replace
√
ωλωλ′ ' ν.
The decay rate follows upon substitution of Eq. (5.11) into Eq. (5.6),
γat = −ν
h¯
Im
[∑
ij
did
∗
j
∑
λλ′
uλi(r0)[D
−1(ν)]λλ′u∗λ′j(r0)
]
. (5.12)
The sum over modes may be simplified in the eigenbasis of the non-Hermitean matrix
D. In this basis, the double sum over the mode functions uλ reduces to a summation
over the left and right eigenmodes of the wave equation of the open cavity,
γat =
piνd2
h¯
ρ(ν, r0), (5.13a)
ρ(ν, r0) =
1
pi
Im
[∑
l
L∗l (r0, ν)Rl(r0, ν)
Ωl − ν − iκl
]
. (5.13b)
Here, ρ(ν, r0) is the local density of modes at the position of the atom, Ll, Rl denote
the component along d in the left and right mode l, and Ωl, κl are the mode frequency
and the mode broadening.
Equations (5.13) are the final result for the decay rate. They describe spontaneous
emission not only in cavities with quasi-discrete modes but also in unstable resonators
with strongly overlapping modes. In the latter case, the left eigenfunctions of the
cavity may differ strongly from the corresponding right eigenfunctions. Our result
agrees with the decay rate derived in Refs. [62, 64] using a field expansion in terms
of non–orthogonal modes. Equations (5.13) have recently [129] been used to calculate
the distribution P (γat) of decay rates for a two–level atom inside a chaotic cavity. The
local density of modes also determines the photo-dissociation rate of small molecules
with chaotic internal dynamics [130].
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Our derivation of the decay rate was based on the system-and-bath Hamiltonian
(4.17) which describes the cavity field dynamics in the rotating wave approximation.
This approximation is valid for the (typical) case in which the broadening of the res-
onator modes is much smaller than the atomic transition frequency. When the mode
broadening is of the order of the transition frequency, one can still compute the decay
rate in the Wigner-Weisskopf approximation provided the coupling between the field
and the atom is sufficiently small. Then Eq. (5.13a) still holds, but the local density
of states must be evaluated using the complete Hamiltonian (3.59) for the field. The
calculation is done in Appendix 5.A.
5.3 Laser Langevin Equations
We now extend our theory to many atoms and consider nonlinear effects. The resulting
laser model of open cavities with overlapping resonances is a generalization of the the-
ory of Hacken [11] for lasing in cavities with isolated resonances. The laser Langevin
equations are obtained by accounting for the atom-field interaction in the electric–
dipole and rotating wave approximations. Additionally, we take the field losses in the
Markovian approximation and neglect the frequency dependence of the outcoupling
amplitudes W(ω). To model pumping and losses for the atoms (e.g., due to nonradia-
tive transitions out of the excited level) we couple them to external pumping and loss
baths. This model leads to the following set of coupled Heisenberg-Langevin equations
a˙λ(t) = − i
h¯
∑
λ′
Hλλ′aλ′(t)− i
∑
p
g∗λpσ−p(t) + Fλ(t), (5.14a)
σ˙−p(t) = −(iν + γ⊥)σ−p(t) + i
∑
λ
gλpaλ(t)σzp(t) + F⊥p(t), (5.14b)
σ˙zp(t) = γ‖(Λp − σzp(t)) + 2i
∑
λ
[g∗λpa
†
λ(t)σ−p(t)− gλpσ+p(t)aλ(t)] + F‖p(t), (5.14c)
where λ labels the close resonator modes and p the atoms. The dynamics of the
resonator field is damped by the coupling to the external radiation field and is described
by the non-Hermitian matrixH defined in Eq. (4.29). Likewise, the atomic polarization
and inversion are damped with damping amplitudes γ⊥ and γ‖. The atomic polarization
oscillates with frequency ν, and Λp is a parameter for the pump strength which is
assumed to be time independent. The coupling amplitudes gλp between atoms and field
are defined in Eq. (5.3). Finally, the operators Fλ, F⊥p, and F‖p represent quantum
noise due to the coupling to external baths. The presence of such noise terms is a
consequence of the fluctuation-dissipation theorem.
In order to complete the equations of motion (5.14) the statistics of the Langevin
force operators should be specify. All noise operators are treated as Gaussian random
variables with zero mean and are therefore fully defined by their second-order mo-
ments. The nonzero correlations functions of the field Langevin force Fλ are specified
in Eq. (4.28). In this thesis we are mainly interested in the optical domain where
h¯ν  kT . Hence, we take the cavity bath to be at temperature T = 0 so that the
average number of thermal photons nth in the cavity is zero. According to the simple
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relation between the field noise operator and the bath-input, Fλ = −2pii
∑
mWλmbinm,
the above assumption corresponds to the situation in which there is no external illu-
mination.
The correlation functions for the atomic noise operators F⊥p and F‖p are obtained
using the generalized Einstein relations and correspond to the ones used in the standard
laser theory [10, 11]. The correlation functions different from zero are written down in
the Appendix 5.B.
The main difference between our Langevin equations and the independent-oscillator
equations of the standard laser theory [11, 10] is the coupling among the modes by the
matrix H. As discussed before, this coupling is due to the leakage of energy from the
cavity through the opening, and its most important consequence is that the Langevin
forces for different modes are correlated. In Sec. 4.5 we showed that the field cavity
dynamics simplifies if one uses the modes of the open cavity to represent the field. In
terms of such modes the equations of motion decouple (H becomes diagonal). The
correlation between the noise for different modes, however, does not disappear and
can be interpreted as a consequence of the nonorthogonality of the open cavity modes.
The laser equations in terms of the operators d, associated with the modes of the open
cavity, are obtained from Eqs. (5.14) with the help of the linear transformation (4.69a).
They read
d˙k(t) = −iωkdk(t)− i
∫
dr gL∗k (r)S−(r, t) + Fk(t), (5.15a)
S˙−(r, t) = −(iν + γ⊥)S−(r, t) + i
∑
k
gRk (r)dk(t)Sz(r, t) + F⊥(r, t), (5.15b)
S˙z(r, t) = γ‖(Λ(r)− Sz(r, t))
+ 2i
∑
k
[gR∗k (r)d
†
k(t)S−(r, t)− gRk (r)S+(r, t)dk(t)] + F‖(r, t), (5.15c)
where ωk are the complex eigenvalues of H/h¯ defined in Eq. (4.64). Additionally, we
now describe the atoms in terms of the atomic polarization and inversion densities
operators
S−(r, t) =
∑
p
σ−p(t) δ(r − rp), (5.16a)
Sz(r, t) =
∑
p
σzp(t) δ(r − rp), (5.16b)
and the pump strength density
Λ(r) =
∑
p
Λp(t) δ(r − rp). (5.17)
Since the linear transformation (4.69a) is not unitary there are two coupling amplitudes
for each laser mode k,
gRk (r) = −i
√
ν
2h¯
d ·Rk(r) and gLk (r) = −i
√
ν
2h¯
d ·Lk(r), (5.18)
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associated with the kth right and left mode, Rk, and Lk, respectively. The field
Langevin forces Fk are related with the input field through Eq. (4.73), their second
order correlation functions are given by Eq. (4.74), while the correlation functions
for the atomic Langevin density forces F‖(r, t) =
∑
p F‖p(t) δ(r − rp) and F⊥(r, t) =∑
p F⊥(t) δ(r−rp) are given in Appendix 5.B. The proposed multi-mode laser equations
(5.15) describe the laser phenomena in resonators with overlapping resonances. In the
limiting case of weak damping they reduce to the standard laser equations [11]; then
the set of left and right modes coincide and form an orthonormal basis, the operators
d reduce to the operators a, and the coupling amplitudes gL/R equals the coupling
amplitude g for orthogonal modes. Similar laser equations for nonorthogonal modes
were introduce recently by Cheng and Siegman [35]. Earlier, Langevin laser equations
in terms of non-orthogonal transverse modes of unstable cavities were deduced by Dutra
et al [131, 132] using c-number representation instead of operators.
5.4 Below Threshold Operation
Before dealing with the complete non-linear dynamics of the laser equations we consider
the operation below the laser threshold. This regime has previously been considered
for one-dimensional cavities with arbitrary large couplings to the external field [133],
in semiclassical studies of excess quantum noise [94], and in statistical studies of on
the Petermann factor in chaotic cavities by Beenakker and coworkers [75, 73, 74]. In
this section we estimate the laser threshold and evaluate the linear amplifier emission
spectrum. Close to threshold the emission spectrum is dominated by the resonance
with the smallest loss and its linewidth is seen to be enhanced by the Petermann
excess noise factor as compare with its Schawlow–Townes value [23].
Below threshold the atomic and field operators are basically driven by the noise
forces. The field exhibits big amplitude and phase fluctuations. In the steady-state
the field is weak as it is generated only from spontaneous emission [11, 36]. The
photonic population on the electromagnetic modes is then characterized by a thermal
distribution and, inasmuch as the field intensity is small, the non-linear interaction in
Eq. (5.14) between the field operators and the atomic inversion can be neglected. The
inversion population Sz is then well approximated by its steady-state value
Sz(r, t) = Λ(r), (5.19)
determined just by the pumping process. Hence the field equations of motions (5.14)
reduce to the linear coupled equations
d˙k(t) = −iωkdk(t)− i
∫
dr gL∗k (r)S−(r, t) + Fk(t), (5.20a)
S˙−(r, t) = −(iν + γ⊥)S−(r, t) + iΛ
∑
k
gRk (r)dk(t) + F⊥(r, t). (5.20b)
Here we assumed that the atomic medium fills the cavity uniformly and that the
pumping is isotropic, so that Λ(r) = Λ. This linear system of equations can be solved
immediately by Fourier transformation. Introducing the operators in the frequency
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domain through
dk(t) =
1
2pi
∫
dω e−iωtdk(ω), (5.21)
S−(r, t) =
1
2pi
∫
dω e−iωtS−(r, ω), (5.22)
and in a similar fashion the noise operators, we may solve the resulting set of algebraic
equations. To keep the notation simple the same symbol is used for both members of the
Fourier transformed pair, the partners will be distinguished through their arguments.
Provided all the poles of the resolvent lay in the lower half of the complex plane, the
steady–state solution for the field is given by
d(ω) = iD−1(ω)G(ω), (5.23)
where we combined the mode operators and the noise operators to N -component vec-
tors. The noise vector G(ω) has the elements
Gk(ω) = Fk(ω) + F⊥k(ω) (5.24)
with
F⊥k(ω) = − i
γ⊥ + i(ν − ω)
∫
drgL∗k (r)F⊥(r, t). (5.25)
The inverse of the N ×N resolvent matrix D−1(ω) has elements
Dkl(ω) = δkl
(
ω − ωk − iV g
2Λ
γ⊥ + i(ν − ω)
)
. (5.26)
Here V is the cavity volume, g2 = ν|d|2/(2h¯V ), and we used∫
dr gL∗k (r)g
R
l (r) = V g
2δkl, (5.27)
which is evaluated using the definitions (5.18) and the biorthogonality of left and right
modes of the open cavity. The diagonal form of D(ω) in this representation is a
consequence of our assumption of uniform gain over the cavity volume. The spatially
uniform population inversion does not affect the spatial profile of the cold cavity modes
and hence the eigenvectors of H and D(ω) coincide. The complex eigenfrequencies of
oscillation, notwithstanding, differ according to Eq. (5.26).
For a given pumping value a description of the dynamics in the time domain is
recovered from Eq. (5.23) by contour integration with a path closed in the lower half
of the complex plane. In the linear regime the dynamics is then determined by the
resonances ω¯k = Ω¯k − iκ¯k of the filled cavity. The cavity resonances are complex
frequencies satisfying
det[D(ω¯)] = 0, (5.28)
which are easily evaluated using the explicit form (5.26) for the elements of D(ω). For
Λ = 0 all resonances of the filled cavity lay in the lower half of the complex plane and
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Figure 5.1: (a) Schematic illustration of the resonances (crosses) of the linear amplifier
in the complex frequency plane. With increasing pump the resonances move towards
the real axis as indicated by the arrows. The dashed line represents the center of the
gain spectrum. (b) The lasing threshold is reached when the first resonance hits the
real axis.
coincide with the empty cavity resonances, ω¯k = ωk. As the pump increases the gain
experienced by the resonance modes grows, and all resonances move towards the real
axis. Additionally a frequency pulling by the active medium takes place and all reso-
nances experience a shift towards the center of the Lorentzian gain profile. Resonances
closer to the center of the gain profile move upward faster than those far from the it.
The linear solution (5.23) breaks down when the first resonance reaches the real axis,
and a steady–state solution no longer exists. Figure 5.1 illustrates schematically the
resonance shift as function of the pump.
5.4.1 Laser Threshold
The solution (5.23) to the linear equations (5.20) gives an accurate description of the
laser below threshold as long as the amplification of the noise is small; then the modes
losses dominate and a steady–state solution exits. However, if the pump strength is
increased such that the gain in the system overcomes the losses for any of the oscillating
modes, an instability in the mode dynamics arises, the nonlinear terms neglected in
going from Eq. (5.15) to Eq. (5.20) become relevant and the linear theory breaks down.
The minimum value of the pumping parameter Λ for which this happens defines the
laser threshold.
The k-mode will start to lase when its resonance reaches the real axis. Thus in
order to find its threshold value one must look for real solutions, ω¯k = ω¯
∗
k = Ω¯k, of
Eq. (5.28). Using the definition (5.26) of the matrix D(ω), one must solve
ω − ωk − iV g
2Λ
γ⊥ + i(ν − ω) = 0 (5.29)
for real ω. From the real part of this equation we obtain the resonance oscillating
frequency
Ω¯k =
γ⊥Ωk + κkν
γ⊥ + κk
, (5.30)
which for the lasing mode mode will determined the laser frequency. The imaginary
part of Eq. (5.29) yields the value of pumping necessary for the k-resonance to reach
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the real axis,
Λk =
κkγ⊥
V g2
[
1 +
(
ν − Ωk
γ⊥ + κk
)2]
. (5.31)
The laser threshold is given by the minimum value of all Λk,
Λth = min
k
Λk, (5.32)
and the corresponding mode will be the first to lase. Equation (5.31) shows that
the laser threshold is fixed by the interplay between the empty cavity resonances and
the gain provided by the atomic medium. Generally, however, one expects the lasing
mode to be close to the center of the gain profile where the amplifying spectrum can
be approximated by a flat spectrum. Then the second term in Eq. (5.31) can be
neglected, and the lasing threshold is given by the condition that the lasing mode gain
should equal its loss, V g2Λth/γ⊥ = κl. Using this condition Beenakker and coworkers
determined the distribution of the laser threshold for lasers in chaotic open cavities
with overlapping [74] and isolated [129] resonances. For the latter they found the
threshold distribution to be wide, its mean value being much smaller that the pumping
rate necessary to compensate for the average loss.
5.4.2 Emission Power Spectrum
Below threshold the field dynamics inside the resonator is linear and the emission
spectrum is easily recovered from the steady state solution (5.23) using the input-
output formalism for linear amplifiers developed in Sec. 4.2.3. The emission power
spectrum is defined in terms of the Wienier–Khintchine theorem [78]
S(ω) =
M(ω)∑
m
∞∫
−∞
dt e−iωt〈bout†m (t)boutm (0)〉. (5.33)
The bosonic operators bout and bout† are the creation and annihilation operators of the
output field, m indexes the exterior channels, M(ω) is the number of open channels at
frequency ω, and 〈. . .〉 denotes the quantum average respect to the initial state of the
output electromagnetic field. Using the definitions (4.10), the above expression reduces
to
S(ω) = 1
2pi
M(ω)∑
m
〈bout†m (ω)boutm (ω)〉. (5.34)
The output field operators are related with the cavity field operators through the
input-output relations (4.76). Combining Eqs. (4.76), (5.23), and (5.24) we may express
the output field operators in terms of the input operators and the cavity field noise,
bout(ω) = S(ω)bin(ω) + V (ω)TF⊥(ω), (5.35)
where we combined the input and output operators at frequency ω to M -component
vectors and the noise operators to an N -component vector, V (ω) = W †TD−1(ω)T−1
is an M ×N matrix, and the M ×M scattering matrix is given by
S(ω) = 1 − 2piiW†TD−1(ω)T−1W. (5.36)
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The linear amplifier emission spectrum is obtained by substituting Eq. (5.35) into
Eq. (5.34) and performing the quantum average. In the absence of external illumination
(〈bin†bin〉 = 0) the emission spectrum reduces to
S(ω) = 1
2pi
∑
kl
[T †V †(ω)V (ω)T ]kl〈F †⊥k(ω)F⊥l(ω)〉. (5.37)
For an atomic medium uniformly distributed over the cavity volume the correlation
function of the noise operators reduces to,
〈F †⊥k(ω)F⊥l(ω′)〉 =
4piV g2γ⊥S1
γ2⊥ + (ν − ω)2
〈Ll|Lk〉δ(ω − ω′), (5.38)
where we used the relations in Appendix 5.B. Taking into account that 〈Ll|Lk〉 =
(T−1T−1†)lk, the emission spectrum can be written as
S(ω) = 2V g
2γ⊥S1
γ2⊥ + (ν − ω)2
Tr[V †(ω)V (ω)]. (5.39)
Using the definition (5.36) of the scattering matrix, one easily shows that S(ω)S †(ω)−
1 =
(
4piV g2γ⊥S0/(γ2⊥ + (ν − ω)2)
)
V (ω)V †(ω), so that the emission spectrum can be
expressed in terms of the system scattering matrix,
S(ω) = S1
2pi(S1 − S0)
Tr[S(ω)S†(ω)− 1 ]. (5.40)
Here S1 and S0 are the mean atomic population operators for the upper and lower
atomic levels, and we used Λ = S1 − S0 , which holds below threshold, to express
the spectrum in terms of the incomplete population inversion. This result for the
emission spectrum corresponds to Kirchkoff’s law, relating the thermal emission with
the amplification [69, 74].
It is illustrative to write down the emission spectrum (5.39) in terms of the complex
eigenfrequencies and non-orthogonal eigenmodes of the open empty cavity. After a
straight forward calculation one obtains
S(ω) = 2V g
2γ⊥S1
pi[γ2⊥ + (ν − ω)2]
[∑
l
κlKl
|Dll(ω)|2 +
∑
k
∑
l<k
Im
[
(ω∗l − ωk)〈Rl|Rk〉〈Lk|Ll〉
Dkk(ω)D∗ll(ω)
]]
,
(5.41)
where Kl is the Petermann factor associated with the l-mode as defined in Eq. (4.68).
The first sum inside the brackets is the contribution to the emission spectrum from
the individual resonances, and is the only term one could anticipate from the standard
theory of lasers [11]. Each term in this sum is approximated by a Lorentzian centered
on the resonance frequency Re
(
ω¯l(Λ)
)
and with fullwidth at half maximum given by
2Im
(
ω¯l(Λ)
)
. Each of these contributions is proportional to the Petermann factor. This
last feature is solely due to the non-orthogonal character [24, 25] of the field modes,
and is absent in the case of isolated resonances. The main difference between our result
and the emission spectrum expected from standard laser theory is the presence of the
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double sum term inside the brackets. It accounts for the correlation among the different
modes and is proportional to their overlap 〈Rl|Rk〉〈Lk|Ll〉. In the limit of orthogonal
modes, right and left eigenmodes coincide and form an orthogonal set, the cross terms
contribution vanish, and the Petermann factor is equal one. In this limit, Eq. (5.41)
reduces to the emission spectrum for a linear amplifier with isolated resonances.
Excess Noise and Linewidth
Close to threshold the gain experienced by the lasing mode, say the mode with k =
0, almost completely compensates its losses. The emission spectrum is then mainly
determined by this mode and we need to retain only its diagonal contribution. For a
mode close to the center of the gain profile, the emission spectrum is then approximated
by the Lorentzian
S(ω) ' 2K0κ0S1
piΛ[(ω − Ω¯0)2 + 14δω2]
, (5.42)
with full width at half maximum δω. Here we used V g2/γ⊥ ∼ κl/Λ, which holds close
to threshold for modes in the center of the gain profile.
It is possible to express δω in terms of the total output photon current. The later
follows from Eq. (5.42) upon integrating over frequency,
Iout =
4K0κ20S1
Λδω
. (5.43)
If we now recall the Schawlow–Townes formula for the linewidth δωST = 2κ20/Iout, it
follows from Eq. (5.43) that the linewidth of the lasing mode is given by
δω = 2K0
S1
Λ
δωST, (5.44)
where an enhancement as compared with the Schawlow–Townes value is observed. The
factor two in the relation is consequence of the below threshold calculation in which
both phase and amplitude fluctuations are included; above threshold the non-linearities
greatly suppress the amplitude fluctuations reducing the linewidth by a factor two [11].
The remaining two other factors are generally named excess noise factors. The factor
S1/Λ = S1/(S1 − S0) accounts for an extra noise due to the incomplete population
inversion. The enhancement due to the Petermann factor, was discussed above, and
is a signature of the nonorthogonal nature of the electromagnetic modes. A similar
below threshold approach to excess noise was followed by Beenakker and co-workers
in their statistical analysis of the Petermann factor in chaotic cavities [73, 74, 75]. A
derivation of the linewidth enhancement for a lasing mode above threshold is presented
in the following chapter.
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5.A Atomic Decay Rate
Here we derive the atomic decay rate γat dropping the rotating wave approximation
for the field dynamics. Our starting point is Eq. (5.7), which when written in terms of
the exact modes of the total system takes the form [95]
Cij(t− t′) = Θ(t− t′)
∑
m
∞∫
ωm
dω
h¯ω
2
fmi(ω, r0)f
∗
mj(ω, r0)e
−iω(t−t′). (5.A.1)
The Fourier transform of this equation is readily evaluated,
Cij(ν + i) = i
∑
m
∞∫
ωm
dω
h¯ω
2
fmi(ω, r0)f∗mj(ω, r0)
(ν − ω) + i . (5.A.2)
Substitution into Eq. (5.6) yields the golden rule result
γat =
pi
h¯2
∑
ij
∑
m
∞∫
ωm
dω h¯ω[did
∗
jfmi(ω, r0)f
∗
mj(ω, r0)δ(ω − ν)]. (5.A.3)
The atom is located inside the cavity. Therefore, we can use the mode expansion (3.47)
to replace the modes of the total system by the cavity modes,
γat =
pi
h¯2
∑
ij
∞∫
ωm
dω h¯ω did
∗
j
[∑
λλ′
∑
m
uλi(r0)u
∗
λ′j(r0)αλm(ω)α
∗
λ′m(ω)
]
δ(ω − ν). (5.A.4)
The quantity in square brackets is proportional to the local density of states ρ(ω, r0)
(see Eq. (3.C.4)), which can be written in terms of the Green’s function projected onto
the resonator space (3.43),
ρ(ω0, r0) = − 2ν
pic2
Im〈r0|GQQ(ω0)|r0〉 . (5.A.5)
Hence, the atomic decay rate has the same form as in Eq. (5.13a) but with a modified
local density of modes
ρ(ν, r0) =
2ν
pic2
Im
[∑
k
l∗k(ν, r0)rk(ν, r0)
σ2k(ν)− ν2c2
]
, (5.A.6)
where lk and rk are the left and right eigenmodes and σ2k the eigenvalues of the non-
Hermitian operator Leff(ν). Equation (5.13) is recovered in the rotating wave approx-
imation. Then the eigenmodes of Leff are simply related to the eigenmodes of the
non–Hermitean matrix D−1, lk ≈ Lk and rk ≈ Rk, and the eigenvalues of Leff(ν) can
be approximated by
σ2k ≈
(
Ωk
c
)2
− i2ν
c2
κk, (5.A.7)
where Ωk and κk are the mode frequency and the mode broadening, respectively.
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5.B Noise Correlation Functions
The correlation functions for the atomic noise operators F⊥p and F‖p in the laser
equations (5.14) can be found in [10, 11]. Those different from zero are
〈F †⊥p(t)F⊥p(t′)〉 =
(γ‖
2
(Λp − 〈σzp(t)〉) + 2γ⊥〈σ1p(t)〉
)
δ(t− t′), (5.B.1a)
〈F⊥p(t)F †⊥p(t′)〉 =
(
−γ‖
2
(Λp − 〈σzp(t)〉) + 2γ⊥〈σ0p(t)〉
)
δ(t− t′), (5.B.1b)
〈F⊥p(t)F‖p(t′)〉 = γ‖(1 − Λp)〈σ−p(t)〉 δ(t− t′), (5.B.1c)
〈F‖p(t)F⊥p(t′)〉 = −γ‖(1 + Λp)〈σ−p(t)〉 δ(t− t′), (5.B.1d)
〈F †⊥p(t)F‖p(t′)〉 = −γ‖(1 + Λp)〈σ†−p(t)〉 δ(t− t′), (5.B.1e)
〈F‖p(t)F †⊥p(t′)〉 = γ‖(1 − Λp)〈σ†−p(t)〉 δ(t− t′), (5.B.1f)
〈F‖p(t)F †‖p(t′)〉 = 2γ‖(1− Λp〈σzp(t)〉) δ(t− t′), (5.B.1g)
where 〈σ1p(t)〉 and 〈σ0p(t)〉 are the atomic mean population in the upper and lower
atomic state, respectively. In the case of two–level atoms they are defined through the
relations 〈σ1p(t)〉+ 〈σ0p(t)〉 = 1 and 〈σ1p(t)〉 − 〈σ0p(t)〉 = 〈σzp(t)〉.
The correlation functions for the atomic Langevin density forces
F‖(r, t) =
∑
p
F‖p(t) δ(r − rp) and F⊥(r, t) =
∑
p
F⊥(t) δ(r − rp) (5.B.2)
in the laser equations (5.15), follow from the correlation functions (5.B.1),
〈F †⊥(r, t)F⊥(r′, t′)〉 =
(γ‖
2
(Λ(r)− Sz(r, t)) + 2γ⊥S1(r, t)
)
δ(r − r′) δ(t− t′) (5.B.3a)
〈F⊥(r, t)F †⊥(r′, t′)〉 =
(
−γ‖
2
(Λ(r)− Sz(r, t)) + 2γ⊥S0(r, t)
)
δ(r − r′) δ(t− t′),
(5.B.3b)
〈F⊥(r, t)F‖(r′, t′)〉 = γ‖(1 −Λ(r))S−(r, t) δ(r − r′) δ(t− t′), (5.B.3c)
〈F‖(r, t)F⊥(r′, t′)〉 = −γ‖(1 + Λ(r))S−(r, t) δ(r − r′) δ(t− t′), (5.B.3d)
〈F †⊥(r, t)F‖(r′, t′)〉 = −γ‖(1 + Λ(r))S+(r, t) δ(r − r′) δ(t− t′), (5.B.3e)
〈F‖(r, t)F †⊥(r′, t′)〉 = γ‖(1 −Λ(r))S+(r, t) δ(r − r′) δ(t− t′), (5.B.3f)
〈F‖(r, t)F †‖ (r′, t′)〉 = 2γ‖(1− Λ(r)Sz(r, t)) δ(r − r′) δ(t− t′), (5.B.3g)
where S1(r) and S0(r) are the mean atomic population density operators for the upper
and lower atomic levels. All other correlation functions involving one or two noise
operators vanish.
Chapter 6
Laser with Overlapping
Resonances: Single-Mode
Operation
Lasers in cavities with overlapping resonances exhibit unusual noise properties. This
fact, by now extensively confirmed by experiments [27, 29, 30], was first noticed by Pe-
termann [22] in his semiclassical analysis of the fundamental linewidth in gain-guided
semiconductor lasers. This kind of lasers exhibit a greatly enhanced linewidth as com-
pared with the Schawlow-Townes value; the associated excess noise factor was later
named after Petermann. Later, Siegman[24, 25] attributed the origin of the Peter-
mann excess noise factor to the nonorthogonality of the modes in cavities with over-
lapping resonances, showing that excess noise is the fingerprint of optical systems with
nonorthogonal modes. Although Siegman’s semiclassical theory provides a detailed
description of excess noise, to the best of our knowledge, a complete quantum laser
theory of that phenomenon was lacking. We address this problem in this chapter.
We use the laser Langevin equations for overlapping resonances derived in Chap-
ter 5 to study the emission power spectrum of a single-mode laser oscillator. Excess
noise emerges in our equations as a consequence of the correlations between noise forces
corresponding to different modes. Excess noise thus is, in essence, a multi-mode phe-
nomenon. In order to properly account for that phenomenon we not only consider the
lasing mode but also the below threshold modes, retaining the full multi-mode char-
acter of the problem. In that respect our approach differs from other studies [25] of
excess noise which neglect the below threshold modes altogether arguing that they are
overwhelmed by the intensity of the lasing mode. We show that this argument, derived
from the knowledge in standard lasers, must be reformulated when applied to lasers
with overlapping resonances. Indeed, while in standard lasers contributions to the emis-
sion spectrum arise only from the autocorrelation functions of the modes, additional
contributions are obtained in lasers with overlapping resonances from the nonvanishing
correlations between different modes. The autocorrelation functions are proportional
to the mode intensities, so that modes below threshold typically contribute negligible
to the output intensity. The same holds for most of the cross-correlation contributions,
namely for those that involve two below threshold modes. There are, however, cross-
correlation functions that involve the lasing mode and a below threshold mode, which
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are therefore only linear in the below threshold mode amplitude. Such correlation
functions comprise the effects of the below threshold modes on the lasing mode noise
properties. In this chapter we show that such contributions may introduce dramatic
changes to the laser spectrum lineshape.
Our evaluation of the emission spectrum proceed by first considering the contri-
butions from the lasing mode. We recover a Lorentzian lineshape with a linewidth
enhanced by the Petermann factor. Next we evaluate the contributions from cross-
correlations between the lasing mode and the below threshold modes. These contribu-
tions to the spectrum are show to be important above threshold, where they lead to
deviations of the lineshape from Lorentzian form. Such deviations are most important
when both below threshold modes are close to threshold and have frequencies close to
the laser frequency. Our result for the emission spectrum can be tested in unstable
cavities, but is also important for single-mode lasers in chaotic cavities and random
media.
6.1 Laser Equations
In this chapter we are mainly interested in the effects that the nonorthogonality of the
open cavity modes may have on the power spectrum of a single-mode laser oscillation.
To exhibit these effects most clearly, we shall introduce some approximations to the
laser model presented in Chapter 5. The first approximation is to assume the atomic
population inversion to be spatially uniform1 and replace it by its average over the
cavity volume,
Sz(t) =
1
V
∫
dr Sz(r, t). (6.1)
Physically this approximation amounts to neglecting spatial hole burning, thereby in-
hibiting mode competition and effectively allowing only for single-mode laser operation
above threshold [36]. In addition, we also take the pumping to be isotropic and uniform
all over the cavity volume, Λ(r) = Λ. The major simplification that these approxi-
mations yield is that the modes of the load cavity, i.e., the modes of the cavity filled
with the active medium, coincide with the modes of the empty cavity for all values of
the pumping. The second approximation consist in restricting our study to lasers for
which the dipole relaxation rate of the active medium is much larger than both the
inversion relaxation rate and the characteristic decay rate of the open cavity modes,
γ⊥  γ‖, κ¯; this is an approximation valid for most solid-state lasers. The atomic
polarization can thus be adiabatically eliminated from the equations of motions (5.15).
As a consequence, the polarization
S−(r, t) = i
∑
k
gRk (r)dk(t)Sz(t)
γ⊥ + i(ν − Ω¯k) +
1
γ⊥
F⊥(r, t), (6.2)
1This approximation is quite reasonable for gas lasers in which the atoms, due to the rapid thermal
motion, diffuse fast enough to destroy spatial hole burning [131, 132]. The argument, however, should
be used with caution. In order to destroy hole burning the minimum atomic velocity is given by
v ≈ D/λ λγ⊥, where D is the diffusion constant and λ the light wave length. If v is too large, the
motion of the atoms may lead to an inhomogeneously broadened gain line due to the Doppler effect,
a situation not covered by our laser equations.
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follows instantaneously the phase of the cavity field. The frequencies Ω¯k are the real
part of the complex oscillation frequencies ω¯k = Ω¯k − iκ¯k of the cavity modes in
the presence of the active medium; they are still to be determined. Substituting this
expression into the remaining equations for the field operators and the atomic inversion,
one obtains the simplified laser equations
d˙k(t) =
[−iωk +WkSz(t)]dk(t) +Gk(t), (6.3a)
S˙z(t) = γ‖(Λ− Sz(t))− 2
V
∑
kl
(
W ∗k +Wl
)〈Rk|Rl〉d†k(t)dl(t)Sz(t) +G‖(t) , (6.3b)
where
Wk =
V g2(
γ⊥ + i(ν − Ω¯k)
). (6.4)
The noise terms for the field amplitudes are now given by
Gk(t) = Fk(t) + F⊥k(t) , (6.5a)
with
F⊥k(t) ≡ − i
γ⊥
∫
dr gL∗k (r)F⊥(r, t), (6.5b)
and the Langevin forces for the population inversion are
G‖(r, t) = F‖(r, t) +
2i
V γ⊥
∑
k
∫
dr
[
gR∗k (r)d
†
k(t)F⊥(r, t)− gRk (r)F †⊥(r, t)dk(t)
]
. (6.6)
These new noise operators are easily shown to still provide a noise with a white spec-
trum. Their second moments are evaluated using the definitions (4.28), (6.5a), (6.6),
and the correlations functions for the atomic noise forces listed in Appendix 5.B. The
nonvanishing correlation functions for the field noise forces Gk(t) are given in the Ap-
pendix 6.A.
6.2 Single-Mode Laser Operation
The semiclassical laser equations obtained from Eq. (6.3) by averaging over the state
of the system were shown by Hacken[36] to have only a single stable steady–state
solution for all values of pumping above the threshold. This solution corresponds to a
selfsustained laser oscillation in a single-mode of the open cavity. The existence of this
single solution is a consequence of neglecting spatial hole burning, as the lasing mode
deflects the atomic inversion uniformly over the cavity inhibiting other modes from
lasing. In what remains of this chapter, we use the laser equations (6.3) to determine
the emission spectrum in the lasing regime.
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6.2.1 Steady-State Solution
In the lasing regime only a single cavity mode, say the mode with k = 0, is above
threshold, while all other modes, with k 6= 0, remain below threshold. We decompose
the field amplitudes and the atomic population inversion into their classical steady-
state value and their quantum fluctuations2,
dk(t) = (dk + δdk(t))e
−iω¯kt, (6.7a)
Sz(t) = Sz + δSz(t). (6.7b)
In a single-mode laser there is a selfsustained oscillation in the laser mode with fre-
quency ω¯0 = Ω¯0. Sufficiently far above threshold its amplitude is much in excess of the
amplitudes in any of the other modes that remain below threshold. The steady-state
field amplitudes are given by d0 6= 0, and dk = 0 for k 6= 0. Consequently, the atomic
medium only “sees” the lasing mode, and the classical steady-state solutions for the
laser mode amplitude and the atomic population satisfy the following equations[
i(Ω¯0 − Ω0)− κ0 +W0Sz
]
d0 = 0, (6.8a)
γ‖(Λ− Sz)− 4
V
L0I0Sz = 0. (6.8b)
Here we have introduced the Lorentzian function L0 = Re[W0] and the steady-state
field intensity I0 = 〈R0|R0〉|d0|2. Separating the expression inside the brackets in
Eq. (6.8a) into its real an imaginary parts, we obtain the steady-state value for the
population inversion and the laser oscillation frequency,
Sz =
κ0
L0 = Λth , (6.9)
Ω¯0 =
γ⊥Ω0 + κ0ν
γ⊥ + κ0
' Ω0 + κ0
γ⊥
ν , (6.10)
which coincide with the threshold conditions Eqs. (5.31) and (5.32) obtained in the
study of the below threshold problem in Sec. 5.4. The steady-state solution for the
field intensity follows from Eq. (6.8b),
I0 =
V γ‖
4L0
(
Λ
Sz
− 1
)
. (6.11)
We notice that the mean optical phase of the laser field does not enter the steady-state
solutions. This is related with the fact that in the steady-state the optical phase of the
laser mode is randomly distributed between 0 and 2pi. We can then conveniently choose
the arbitrary mean value of the phase to be equal to 0, since then the steady-state field
amplitude d0 becomes real.
2That decomposition is always possible whenever the number of atoms inside the cavity is large
N  1 and the medium is distributed over the whole cavity. Then, the field intensity and the atomic
variables scale proportional to N while the noise forces scale as √N . Accordingly the noise terms
become much smaller than the deterministic terms in the limit N  1 [134, 39].
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6.2.2 Dynamics of the Field Fluctuations
The equations of motion for the quantum fluctuations follow upon linearization of the
laser equations (6.3) around the steady–state solution. The result is
˙δdk(t) = G˜k(t); (k 6= 0) , (6.12a)
˙δd0(t) = W0d0δSz(t) + G˜0(t) , (6.12b)
˙δSz(t) = −γ‖ Λ
Sz
δSz(t)− 2d0Sz
V
∑
k
[(W0 +W
∗
k )〈Rk|R0〉δdk + H.c. ] +G‖(t) .
(6.12c)
Here we used d0 = d∗0 and defined G˜0(t) = e
iΩ¯0tG0(t) and G˜k(t) = eiω¯ktGk(t). We note
that the equations of motion for the field modes below threshold decouple and can be
solve immediately; they correspond to the equations of motion of a linear amplifier
studied in Sec. 5.4. It follows that the complex oscillation frequencies ω¯k of the below
threshold modes are solutions of the equation i(ω¯k−ωk) +WkSz = 0. The linear set of
equations (6.12) can be solved exactly by Fourier transformation. We define the field
fluctuation operators in the frequency domain through
δdk(t) =
1
2pi
∫
dω eiωtδdk(ω), (6.13)
and analogous for the population inversion operator and the noise operators. For
notational simplicity we again use the same symbol for both members of the Fourier
transformed pair. The new variables obey the algebraic set of equations
−iωδdk(ω) = G˜k(ω) ; (k 6= 0) , (6.14a)
−iωδd0(ω) = W0d0δSz(ω) + G˜0(ω) , (6.14b)
−iωδSz(ω) = −γ‖ Λ
Sz
δSz(ω)
− 2d0S0
V
∑
k
[(W0 +W
∗
k )〈Rk|R0〉δdk(ω) + H.c. ] +G‖(ω) . (6.14c)
The solution of these coupled equations is easily obtained. The correlation functions
for the ω-dependent fluctuation forces, can be evaluated using the relations given in
Appendix 5.B.
6.2.3 Field Quadratures
Since we are mainly interested on the laser field fluctuations, the relevant quantities
to be determined are the amplitude and phase quadrature components of the lasing
mode fluctuations. For our choice of phase for the field steady-state solution, these
quadratures are defined by [77, 135, 134]
δX0(ω) =
1
2
(
δd0(ω) + δd
†
0(−ω)
)
, (6.15a)
δY0(ω) =
1
2i
(
δd0(ω)− δd†0(−ω)
)
. (6.15b)
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Using Eq. (6.14b), the quadrature components can be written as
δX0(ω) =
i
2ω
[
2d0Re[W0]δSz(ω) + G˜(ω) + G˜
†
0(−ω)
]
, (6.16a)
δY0(ω) =
1
2ω
[
2id0Im[W0]δSz(ω) + G˜(ω) − G˜†0(−ω)
]
, (6.16b)
where we used that δSz(t) is a Hermitian operator, so that δSz(ω) = δS†z(−ω). We
notice that for a detuned laser Im[W0] 6= 0, and amplitude and phase fluctuations cou-
ple. Sufficiently far above threshold the laser amplitude stabilizes and its fluctuations
become negligible, then the laser field emission power spectrum is determined solely
from the phase fluctuations. For a detuned laser, due to the coupling to the ampli-
tude fluctuations, the phase fluctuations are enhanced [136]. This yield the well-known
enhancement factor (1 + α2) in the emission linewidth. The dimensionless detuning
parameter α is defined as the ratio (ν − Ω¯0)/γ⊥ and is formally equivalent [137] to the
Henry parameter [138, 139] in semiconductor lasers; the latter originates from the cou-
pling between amplitude and phase fluctuations induced by changes in the refractive
index due to the relaxation oscillations that follow a spontaneous emission event. The
complete effect of detuning between the laser and the atomic medium can be encoded
in the Henry factor. In what remains of the chapter we assume the laser to be on
resonance and defer the discussion of our results for the detune case to the Appendix
6.C.
6.2.4 Phase Diffusion Coefficient
Far above threshold the laser power spectrum is determined from the phase fluctuations.
Small phase fluctuations are related to the phase quadrature component of the field
fluctuations by
δφ(t) =
1
d0
δY0(t) , (6.17)
which, after using Eq.(6.16b), for a laser with zero detuning reduces to
δφ(ω) =
1
2ωd0
(
G˜0(ω)− G˜†0(−ω)
)
. (6.18)
The phase fluctuations are therefore linear superpositions of Gaussian random variables
and thus behave like random Gaussian variables themselves. We notice that the phase
fluctuations diverge when ω → 0. This divergence is related to the phase diffusion
process encountered far above threshold. In order to see this, let us first consider the
second order phase correlation function
〈δφ(ω)δφ(ω′)〉 = − 1
4ωω′d20
〈G˜0(ω)G˜†0(−ω′) + G˜†0(−ω)G˜0(ω′)〉
= 2pi[δφ2]ωδ(ω + ω
′) .
(6.19)
Here, for the first line we used 〈G˜0(ω)G˜0(ω′)〉 = 〈G˜†0(−ω)G˜†0(−ω′)〉 = 0, and the second
line follows from the correlations functions (6.A.3). The phase diffusion coefficient is
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given by
[δφ2]ω =
〈L0|L0〉
4ω2d20
(2DA00 + 2DN00)
=
〈L0|L0〉
2ω2d20
(
κ0 +
V g2
γ⊥
(S1 + S0)
)
.
(6.20)
If we now use the steady-state solution (6.9) for the population inversion density, and
the fact that Sz = S1 − S0, the phase diffusion coefficient may be written as
[δφ2]ω =
K0δωST
ω2
, (6.21)
where δωST is the Schawlow–Townes diffusion coefficient [10]
δωST =
V g2S1
γ⊥I0
. (6.22)
According to Eq.(6.21) the diffusion coefficient for a laser with nonorthogonal modes
is enhanced as compared to a standard laser with orthogonal modes by the Petermann
factor K0 = 〈L0|L0〉〈R0|R0〉 > 1. This enhancement has its origin in the nonorthog-
onality of the open resonator modes, leading to a faster diffusion of the laser phase
fluctuations. The diffusive behavior of the phase fluctuations is obtained by calculat-
ing the time dependent mean-square variance of the phase. One obtains
〈δφ2(t)〉 =
t∫
0
dt1
t∫
0
dt2 〈 ˙δφ(t1) ˙δφ(t2)〉
=
1
2pi
t∫
0
dt1
t∫
0
dt2
∫
dω e−iω(t1−t2)ω2[δφ2]ω
= K0δωST|t|,
(6.23)
which shows that the phase fluctuations grows linearly with time. As we will see in
the following section this linear increase of the phase fluctuations with time leads to a
Lorentzian laser lineshape.
6.3 Laser Emission Spectrum
We now turn to the evaluation of the emission spectrum for a single mode laser in a
cavity with overlapping resonances. The laser emission spectrum is given by Eq. (5.33),
in terms of the Wienier–Khintchine theorem [78] for the output field. Using the input-
output relations (4.9) in the absence of external illumination, we obtain the emission
spectrum
S(ω) = i
2pi
∑
kl
(ωl − ω∗k)〈Rk|Rl〉
∞∫
−∞
dt e−iωt〈d†k(t)dl(0)〉 , (6.24)
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where we used the general identity
(T †WW†T )kl = i
2pih¯
〈Rk|(H−H†)|Rl〉
=
i
2pi
(ωl − ω∗k)〈Rk|Rl〉 ,
(6.25)
which follows from the properties of the non-Hermitian operator H and its right eigen-
vectors {|Rk〉} with complex eigenvalues ωk.
Let us first discuss the above emission spectrum in the limit of isolated resonances.
In this limit the right eigenmodes become an orthonormal set of functions and the
result reduces to the emission spectrum for almost closed cavities with contributions
coming only from the diagonal terms with k = l. In particular, for a single-mode
laser with an amplitude much larger than the amplitude of the modes below threshold,
we recovers a Lorentzian lineshape with a full width at half maximum given by the
Schawlow–Townes formula (6.22) [23, 36, 78].
For a laser with overlapping resonances the spectrum has a much richer structure.
As an example, we recall the emission spectrum (5.41) for a linear amplifier in a
cavity with large outcoupling to the outside world. Due to the nondiagonal terms
accounting for correlations among the modes, this spectrum differs dramatically from
a sum of Lorentzians expected for isolated modes. In the laser regime we expect the
laser amplitude far exceeds the amplitudes of the below threshold modes. Therefore,
similarly to the case of isolated resonances, we can neglect contributions which are
second order in the below threshold mode amplitudes. For overlapping modes, however,
contributions linear in the below threshold mode amplitudes are present and contribute
to the emission spectrum for a laser not too far above threshold. Our main purpose
in this chapter is to study the effects that such contributions may have on the laser
lineshape. Correlations between different modes are the fingerprint of overlapping
modes, they imply that the excess noise found in systems with nonorthogonal modes
is spectrally colored [140, 32, 141, 142, 94]. In particular, correlations between a single
laser mode and modes below threshold have been measured in cavities with overlapping
resonances by Poizat, Chang and Grangier [143] and van der Lee et al [116], and were
found to hamper the noise reduction on the laser amplitude. Taking into account these
contributions the laser emission spectrum is given by
S(ω) = S00(ω) +
∑
k 6=0
(S0k(ω) + Sk0(ω)) , (6.26)
where the diagonal and nondiagonal contributions are defined, respectively, by
S00(ω) = κ0
pi
〈R0|R0〉
∞∫
−∞
dt e−iωt〈d†0(t)d0(0)〉 , (6.27)
S0k(ω) = (ωk − ω∗0)〈R0|Rk〉
∞∫
−∞
dt e−iωt〈d†0(t)dk(0)〉 , (6.28)
and Sk0(ω) is obtained from (6.28) by interchanging the indices k ↔ 0. We now turn
to the evaluation of the different contributions to the laser spectrum.
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6.3.1 Laser Linewidth
We first consider Eq. (6.27) yielding the dominant contribution to the emission spec-
trum. For this calculation we follow the usual steps for evaluating the laser lineshape
for a single-mode laser [10, 11]. Far above threshold the laser amplitude fluctuations
are small compared with the laser amplitude steady-state value; following Haken [11]
we approximate the laser field amplitude by
d0 = d0 exp
(− i[Ω0t− δφ(t)]). (6.29)
Substitution into Eq. (6.27) and using the Gaussian properties of the laser phase fluc-
tuations δφ(t), one obtains
S00 = Iout
2pi
∞∫
−∞
dt exp
(
−i(ω −Ω0)t− 1
2
〈δφ2(t)〉
)
, (6.30)
where we introduced the mean outgoing laser photocurrent I out = 2κ0I0. Using
Eq. (6.23) for the mean-square variance of the phase we find
S00 = Iout
2pi
∞∫
−∞
dt exp
(
−i(ω − Ω0)t− 1
2
K0δωST|t|
)
=
Iout
pi
K0δωST/2
(ω − Ω0)2 + 14(K0δωST)2
.
(6.31)
Thus, like for a standard laser, we recovered a laser line given by a Lorentzian. In
this case, however, the full width at half maximum is given by K0δωST, which presents
an enhancement by a factor K0 with respect to the standard linewidth δωST. In the
limit of a cavity with orthogonal modes the Petermann factor K0 equals one and we
recover the standard result. We will show below that provided the enhancement of the
laser linewidth is large enough (K0  1), the total laser lineshape may differ from a
Lorentzian.
Finally, let us mention that recently Lamprecht and Ritsch [62], and Cheng and
Siegman [35] proposed alternative quantum laser theories within which the laser line-
width enhancement due to the excess noise can be derived. Although in these theories
the Langevin equations considered are similar to ours the quantization field scheme
on which they are based is completely different to system-and-bath underlaying our
theory.
6.3.2 Cross Correlation Contributions
We now evaluate the contributions to the emission spectrum arising from the correlation
between the laser mode and the modes below threshold. Substitution of Eq. (6.29) into
Eq. (6.28) yields
S0k(ω) = i
2pi
(ωk−ω∗0)〈R0|Rk〉d0
∞∫
−∞
dt exp
(−i(ω−Ω¯0)t)〈 exp(−iδφ(t))δdk(0)〉 , (6.32)
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where we used the below threshold amplitudes dk(t) = δdke−iω¯kt. The correlation func-
tion 〈 exp(−iδφ(t))δdk(0)〉 can be evaluated using that both the laser phase fluctuations
as well as the below threshold mode amplitudes are driven by Gaussian random noises.
Hence phase fluctuations and below threshold amplitudes are themselves Gaussian
random variables. Employing Wick’s theorem, in Appendix 6.B is shown that the
correlation function 〈 exp(−iδφ(t))δdk(0)〉 reduces to
〈 exp(−iδφ(t))δdk(0)〉 = −2i exp
(
−1
2
〈δφ2(t)〉
)
[〈δφ(t)δdk(0)〉 + 〈δdk(0)δφ(t)〉] . (6.33)
It is left to evaluate the simpler correlation functions 〈δφ(t)δdk(0)〉 and 〈δdk(0)δφ(t)〉.
To this end, we write
〈δφ(t)δdk(0)〉 =
∫ t
0
dt′ 〈 ˙δφ(t′)δdk(0)〉
=
1
(2pi)2
∫ t
0
dt′
∫
dω
∫
dω′ e−iωt
′
(−iω)〈δφ(ω)δdk(ω′)〉 .
(6.34)
The remaining correlation function is easily computed using a Fourier transformation
and relations in Appendix 6.A. The result is
〈δφ(ω)δdk(ω′)〉 = − 2pii
d0ωω′
DN0k〈Lk|L0〉 δ(ω + ω′ − Ω¯0 + ω¯k) . (6.35)
Substituting the result into Eq. (6.34) and performing the integrals, one obtains
〈δφ(t)δdk(0)〉 = − D
N
0k〈Lk|L0〉
d0(Ω¯0 − ω¯k)
Θ(−t)[e−i(Ω¯0−ω¯k)t − 1] , (6.36)
where Θ(x) is the step function which is equal to one if x > 0 and vanishes otherwise.
In a similar fashion one can show
〈δdk(0)δφ(t)〉 = − D
A
k0〈Lk|L0〉
d0(Ω¯0 − ω¯k)
Θ(−t)[e−i(Ω¯0−ω¯k)t − 1] . (6.37)
Substituting Eq. (6.33) into Eq. (6.32), and performing the time integration using the
results (6.36) and (6.37), one obtains the cross correlation contributions to the emission
spectrum
S0k(ω) = − i(ωk − ω
∗
0)(DN0k +DAk0)〈R0|Rk〉〈Lk|L0〉
pi
[
1
2
K0δωST − i(ω − Ω¯0)
][
1
2
K0δωST + κ¯k − i(ω − Ω¯k)
] , (6.38)
where we have split the complex frequencies ω¯k = Ω¯k− iκ¯k into their real an imaginary
parts. A calculation following the same steps as the one presented for S0k(ω) yields for
Sk0(ω),
Sk0(ω) = S∗0k(ω) . (6.39)
The cross correlations contributions to the laser power spectrum (6.38) are the key
result of this chapter. Their presence is a consequence of the mode nonorthogonality
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and leads to changes in the laser line, causing the spectrum to deviate from a Lorentzian
shape. The magnitude of these contributions is determined by two features. First, the
numerator on the right hand side of Eq. (6.38) that depends on the correlation between
the laser mode and the k 6= 0 non-lasing mode: For strongly correlated modes the
product of overlap integrals 〈R0|Rk〉〈Lk|L0〉 is large. In contrast, modes with small
correlations have small spatial overlap, the extreme case being orthogonal modes for
which the overlap integral vanishes. Second, their frequency dependence through the
complex denominator. This denominator allows for large values of the cross correlation
terms at frequencies different from that of the laser mode, introducing more structure
to the laser line provided the non-lasing modes are close to (but below) threshold, with
κ¯k not to large. In order to discuss these features more clearly, it is convenient to write
down the complete power spectrum.
6.3.3 Emission Power Spectrum
The total emission power spectrum for a single-mode laser in a cavity with overlap-
ping resonances is obtained by substituting the results (6.31), (6.38), and (6.39) into
Eq.(6.26). The final expression takes the form
S(ω) = Iout
pi
δω/2
(ω − Ω0)2 + (δω/2)2
×
{
1− 8
∑
k 6=0
Re
([ 1
2
δω + i(ω − Ω¯0)
1
2
δω + κ¯k − i(ω − Ω¯k)
]
×
[
i(ωk − ω∗0)(DN0k +DAk0)〈R0|Rk〉〈Lk|L0〉
2κ0K0(DN00 +DA00)
])}
,
(6.40)
where the total linewidth is given by δω = K0δωST, which includes the Petermann
enhancement factor K0.
The first term inside the curved brackets on the right hand side of Eq. (6.40)
accounts for the lasing mode contribution to the power spectrum. It corresponds
to a Lorentzian with linewidth δω that incorporates the effects of excess noise. As
discussed in Sec. 6.3.2, this term is the dominant contribution to spectrum provided
the correlation between the lasing mode and the non-lasing modes are negligible. In
case of strong correlations, due to the second term inside the brackets, the power
spectrum will deviate significantly from a Lorentzian provided some non-lasing modes
are close to (but below) threshold. Indeed, close to threshold κ¯k ≈ 0 for non-lasing
modes, and the contribution arising from the cross correlations term is large if ω is
close to the oscillation frequencies of the non-lasing modes. Far above threshold, cross
correlation contributions become negligible. Then, δω is very small (see Eq. (6.22)),
and the laser line reduces to a very sharp Lorentzian. Any deviation arising from the
cross correlation terms is suppressed by the small values of the Lorentzian at the wings
of the spectrum.
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6.4 Discussion and Outlook
In this chapter we derived the power spectrum of a laser with overlapping resonances
in the regime of single-mode laser oscillation. To this end, we used the quantum
Langevin equations derived in Chapter 5, and demonstrated that they can account
for a quantum description of the Petermann excess noise. Our quantum description
of phase diffusion accounts for the laser linewidth enhancement by the Petermann
factor. Additionally, we found that excess noise plays a more significant role in the
determination of the laser spectrum. In contrast to the power spectrum of standard
lasers for which the only contribution arises from the lasing mode autocorrelation, we
showed that in lasers with overlapping resonances cross-correlations exist between the
lasing mode and close-by non-lasing modes. Their contribution to the spectrum can
become of the same order as the lasing mode autocorrelation contribution and cannot
be neglected for pumpings no too far above threshold. The origin of these contributions
lays only in the nonorthogonal character of the laser modes. Due to these contributions
the laser line deviates from the Lorentzian shape expected from standard laser theory.
So far most of the experimental and theoretical studies of excess noise has been
restricted to lasers in optical cavities with simple geometries (see Sec. 1.3). Overlapping
modes, however, are a generic property of random lasers with weak disorder, and
therefore one should expect excess noise to be at least partially responsible for the
complex structure displayed by the power spectra of random lasers (see Fig. 1.2).
Investigations in this direction, to the best of our knowledge, have not been yet carried
out. We briefly discuss how random matrix theory, may be applied in this context.
The power spectrum (6.40) can be used to evaluate the emission spectrum of chaotic
lasers with overlapping resonances in the regime of a single laser oscillation. For this
some simplifications are convenient. Since we expect the laser mode to be close to
the center of the amplification spectrum, i.e., to be almost at resonance, the effective
gain seen by it and by the close-by below threshold modes can be assumed to be
V g2Sz/γ⊥ = κ0 which holds at the center of the amplification line. Close to the center
of the gain profile we may also neglect the gain frequency pulling. Then the resonances
of the filled cavity are trivially related to the cold cavity resonances by
Ω¯0 = Ω0 , (6.41a)
ω¯k = ωk + iκ0 = Ωk − i(κk − κ0) . (6.41b)
Upon substitution into Eq. (6.40), the power spectrum simplifies and can be written
in terms of the passive cavity resonances,
S(ω) = Iout
pi
δω/2
(ω − Ω0)2 + 14(δω)2
×
{
1− 8
∑
k 6=0
Re
([ 1
2
δω + i(ω − Ω0)
1
2
δω + (κk − κ0)− i(ω − Ωk)
]
×
[
i(ωk − ω∗0)(DN0k +DAk0)〈R0|Rk〉〈Lk|L0〉
2κ0K0(DN00 +DA00)
])}
,
(6.42)
where the total linewidth is given by δω = K0δωST. As a consequence of the chaotic
scattering at the resonator mirrors the resonator right and left modes become chaotic,
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and both the resonances frequencies Ωk and widths κk become random quantities.
Their statistics can be obtained from the random-matrix model for chaotic scattering
[122]: The passive resonator dynamics is assumed to be generated by the non-Hermitian
random matrix H/h¯, with the form given in Eq. (4.29). Its Hermitian part is taken
from the orthogonal Gaussian ensemble. Although, due to its complexity an analytical
treatment of the spectrum (6.42) may not be possible at present, a numerical random
matrix study is feasible.
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6.A Field Noise Correlation Functions
Here we list the nonvanishing correlation functions of the field noise operators defined in
Eq. (6.5a). Combining the correlation function in the Appendix 5.B and the correlation
functions (4.28), one obtains
〈Gk(t)G†l (t′)〉 = 2DAkl〈Lk|Ll〉 δ(t− t′) , (6.A.1a)
〈G†k(t)Gl(t′)〉 = 2DNkl 〈Ll|Lk〉 δ(t− t′) , (6.A.1b)
(6.A.1c)
where the diffusion constants are defined by
2DAkl = i(ωk − ω∗l )−
V g2
2γ2⊥
(
γ‖(Λ− Sz)− 4γ⊥S0
)
, (6.A.2a)
2DNkl =
V g2
2γ2⊥
(
γ‖(Λ− Sz) + 4γ⊥S1
)
. (6.A.2b)
The correlation functions for the slowly varying noises in the frequency domain
G˜k(ω) are easily obtained from the above results using G˜k(ω) =
∫
dt e−i(ω−ωk)tGk(t).
They read
〈G˜k(ω)G˜†l (−ω′)〉 = 4piDAkl〈Lk|Ll〉 δ(ω + ω′ − ω¯∗l + ω¯k) , (6.A.3a)
〈G˜†k(−ω)G˜l(ω′)〉 = 4piDNkl 〈Ll|Lk〉 δ(ω + ω′ − ω¯∗k + ω¯l) . (6.A.3b)
6.B Lasing-Nonlasing Modes Correlations
Here we derive Eq. (6.33). The whole calculation is based on the fact that both the
laser phase fluctuations and the amplitude of the below threshold modes are Gaussian
random variables. We star from
〈 exp(−iδφ(t))δdk(0)〉 =
+∞∑
l=0
(−i)l
l!
〈[δφ(t)]lδdk(0)〉. (6.B.1)
Employing Wick’s theorem, one can show that only terms with odd values l will con-
tribute to the sum on the right hand side. Hence
〈 exp(−iδφ(t))δdk(0)〉 =
+∞∑
n=0
(−i)2n+1
(2n+ 1)!
〈[δφ(t)]2n+1δdk(0)〉. (6.B.2)
The correlation functions on the right side are evaluated upon summation of all the
(2n + 2)!/(2n+1(n + 1)!) possible contractions. For the correlation function of order
2n + 2, this yields
〈[δφ(t)]2n+1δdk(0)〉 = (2n+ 2)!
2n(n+ 1)!
〈δφ2(t)〉n[〈δφ(t)δdk(0)〉 + 〈δdk(0)δφ(t)〉] . (6.B.3)
Substituting Eq. (6.B.3) into Eq. (6.B.2), and after some straight forward calculation,
one recovers Eq. (6.33).
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6.C Off-Resonance Case: Henry Factor
In Sec. 6.3 we assumed the laser mode to be on resonance with the atomic medium. Here
we address the modifications to our results that arise when this assumption is dropped.
As is evident from Eqs. (6.16a) and (6.16b), in a detuned laser, where Im[W0] 6= 0,
amplitude and phase fluctuations are coupled. Hence, the evaluation of the phase
fluctuations must take into account the excess noise originating in the coupling to the
amplitude fluctuations. Following Lax [136], we will show that the consequences of
detuning can be quantified by an excess noise factor. That factor depends in a simple
manner on the detuning, provided the laser is operating far above threshold so that
the amplitude fluctuations can be neglected as compared with the steady-state laser
amplitude. This excess noise factor is mathematically equivalent to the Henry factor
[138] arising in semiconductor laser, where the coupling between amplitude and phase
fluctuations also plays a significant role.
Let us then start by writing Eqs. (6.16a) and (6.16b) for the amplitude and phase
quadrature components in the way
δX0(ω) =
i
2ω
(
r cos(β)δSz(ω) + G˜(ω) + G˜
†
0(−ω)
)
, (6.C.1a)
δY0(ω) =
1
2ω
(
ir sin(β)d0δSz(ω) + G˜(ω)− G˜†0(−ω)
)
. (6.C.1b)
Thus amplitude and phase fluctuations are coupled through the atomic population
inversion fluctuations. Here the two new parameters r and β are defined by
r = 2d0|W0| , (6.C.2)
β = Arg[W0] = Arctan
(−(ν − Ω¯0)
γ⊥
)
. (6.C.3)
We now define
η(ω) = cos(β)δY0(ω) − sin(β)δX0(ω) , (6.C.4)
which can be written explicitly in terms of the noise operators using Eqs. (6.C.1a) and
(6.C.1b),
η(ω) =
1
2ω
(
e−iβG˜0(ω)− eiβG˜†0(ω)
)
. (6.C.5)
We notice that the new variable η is a linear combination of the laser mode noise forces.
Any dependence on the population inversion fluctuation has been eliminated. For small
phase fluctuations, one can express them in terms of the phase quadrature component
as δφ(ω) = δY0(ω)/d0. Using Eq. (6.C.4), we may write the phase fluctuations as
δφ(ω) =
1
d0 cos(β)
(
η(ω) + sin(β)δX0(ω)
) ' η(ω)
d0 cos(β)
, (6.C.6)
where the last relation holds for a laser far above threshold where δX0  d0. We can
use the above equations to evaluate the phase fluctuations diffusion coefficient [δφ]ω,
which ultimately determines the laser line width. Following the same reasoning that
led to Eq. (6.20), one obtains, starting from Eq. (6.C.6), the result
[δφ]ω =
K0δωST
cos2(β)ω2
=
K0(1 + α2)δωST
ω2
, (6.C.7)
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where we have written cos2(β) = (1 + α2)−1. Here, α = (ν − Ω¯0)/γ⊥ is the Henry
parameter [138]. According to Eq. (6.C.7) the effect on the detuning on the laser
linewidth is an enhancement by the factor 1 + α2.
The total emission spectrum for a detuned laser is obtained following the same
reasoning that led to the emission spectrum (6.40), however one should now use the
following correlation functions
〈δφ2(t)〉 = 1
cos2(β)
〈δφ2(t)〉tune , (6.C.8)
〈δφ(t)δdk(0)〉 = e
iβ
cos(β)
〈δφ(t)δdk(0)〉tune , (6.C.9)
〈δdk(0)δφ(t)〉 = e
iβ
cos(β)
〈δdk(0)δφ(t)〉tune , (6.C.10)
which now hold for a detuned laser and that are evaluated using the phase fluctuations
(6.C.6), and . Here 〈 . . . 〉tune refers to the results obtained for the laser on resonance
in Sec. 6.3. The emission spectrum then reads
S(ω) = Iout
pi
δω/2
(ω − Ω0)2 + 14(δω)2
×
{
1− 8
∑
k 6=0
Re
([ 1
2
δω + i(ω − Ω¯0)
1
2
δω + κ¯k − i(ω − Ω¯k)
]
×
[
i(ωk − ω∗0)(DN0k +DAk0)〈R0|Rk〉〈Lk|L0〉 cos(β)eiβ
2κkK0(DN00 +DA00)
])}
,
(6.C.11)
where the total linewidth is given by δω = K0δωST/ cos2(β), which includes the Peter-
mann enhancement factor K0 and the Henry factor 1/ cos2(β).
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