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xiv Abkürzungen und Formelzeichen
1 Einleitung
Bei der Übertragung von Sprachsignalen werden die Sprachqualität und die Sprachverständ-
lichkeit vielfach durch Störungen beeinträchtigt. In digitalen Übertragungssystemen ist grund-
sätzlich mit folgenden Störungsarten zu rechnen:
• akustische Hintergrundstörungen, wie z.B. Straßenlärm, zusätzliche Sprecher
• Rückkopplungen und Echos, z.B. durch Lautsprecher in Freisprecheinrichtungen,
Leitungsechos
• Störungen infolge Digitalisierung, z.B. durch Quantisierung und Codierung
• Übertragungsfehler auf dem Kanal, z.B. in Mobilfunksystemen
Offensichtlich unterscheiden sich diese Störungsarten so voneinander, daß zur Verbesserung
gestörter Sprachsignale verschiedene Verfahren angewendet werden müssen. In dieser Arbeit
werden ausschließlich Maßnahmen zur Verminderung akustischer Hintergrundstörungen mit-
tels Geräuschreduktionssystemen behandelt. Der Einsatz solcher Systeme hat mit der rasanten
Verbreitung von Mobiltelefonen und der Nutzung von Freisprecheinrichtungen im Kraftfahr-
zeug große Bedeutung erlangt. Die beiden Begriffe Störung und Geräusch werden als syn-
onyme Bezeichnungen, unabhängig vom Charakter der Störquelle, verwendet. Die Störsignale
sind meist nicht von deterministischer Natur, weswegen sie als stochastische Zufallsprozesse
angesehen werden. Im allgemeinen Fall kann nicht ausgeschlossen werden, daß die Störungen
beliebig instationär und die akustischen Übertragungswege beliebig zeitvariant sind. Um den-
noch das Problem der Geräuschreduktion zu handhaben, sollen nachfolgende Voraussetzungen
gelten:
• die akustischen Übertragungswege seien linear
• die Übertragungsfunktionen seien zeitinvariant oder höchstens langsam zeitverän-
derlich
• alle Geräuschquellen sollen sich in einer einzigen äquivalenten Geräuschquelle
konzentrieren lassen, abweichende Annahmen werden explizit erläutert
• Sprach- und Störsignal sollen sich additiv überlagern
• Sprach- und Störsignal seinen physikalisch und damit auch statistisch unabhängig
• Sprach- und Störsignal sollen sich zumindestens kurzzeitig als stationäre und ergo-
dische Zufallsprozesse beschreiben lassen
2 1 Einleitung
Der Einsatz von Freisprecheinrichtungen bei der Sprachkommunikation in Fahrzeugen erfor-
dert die Reduktion der mit dem Sprachsignal erfaßten Umgebungsgeräusche. Die akustischen
Störungen beeinträchtigen in der Regel die Verständlichkeit des zu übertragenden Sprachsi-
gnals.
In der Literatur wurden zahlreiche Verfahren und Ansätze zur Geräuschreduktion vorgeschla-
gen und beschrieben. Prinzipiell können diese Ansätze in drei Kategorien unterteilt werden:
Einkanalige Geräuschreduktionssysteme, wie zum Beispiel das Verfahren der Spektralen Sub-
traktion, mehrkanalige Geräuschkompensationsverfahren, die mindestens ein Störgeräusch-
Referenzsignal benötigen, und adaptive Mikrophonarrays, die zur Erfassung des Sprachsignals
ein richtungsselektives Reduktionsverfahren (beam forming) einsetzen.
Diese Arbeit fokussiert ausschließlich auf das Problem der einkanaligen Geräuschreduktions-
systeme, wie sie häufig in Kraftfahrzeugen oder Telefonen aus Kosten- und konstruktiven
Gründen zu finden sind. Mehrkanalige Verfahren werden nur der Vollständigkeit halber am
Rande behandelt.
Einkanalige Verfahren sind durch den Kompromiß zwischen der Dämpfung der störenden
Geräusche und den unvermeidbaren Verzerrungen des Sprachsignals und der verbleibenden
Reststörungen gekennzeichnet. Diese Verzerrungen sind als sporadisch auftretende, tonartige
Reststörungen (musical tones) bzw. als Verfärbungen des Sprachsignals wahrnehmbar. Solche
Fehler im Ausgangssignal werden wegen ihrer tonalen Struktur als äußerst störend empfunden
und verschlechtern den subjektiven Höreindruck.
In letzter Zeit sind deshalb Verfahren mit dem Ziel entwickelt worden, möglichst alle auftre-
tenden Verzerrungen zu unterdrücken. So wurden zum Beispiel nichtlineare Methoden,
bekannt aus der Bildverarbeitung, oder spezielle Detektionsalgorithmen entworfen, um das
Problem geschlossen zu lösen.
Besonders neu sind Verfahren, die psychoakustische Eigenschaften des menschlichen Gehörs
nutzen, um wenigstens einen Teil der auftretenden Verzerrungen zu verdecken. So kommen
hier Methoden zum Einsatz, die durch Formulierung einer psychoakustischen Gewichtungsre-
gel einen Kompromiß zwischen Höhe der Geräuschdämpfung und der resultierenden Sprach-
verständlichkeit eingehen.
In der vorliegenden Arbeit diente ein klassisches einkanaliges Geräuschreduktionsverfahren
als Ausgangsbasis für die Entwicklung eines neuen psychoakustisch-parametrischen Verfah-
rens. Dabei wurde von Modellen der Spracherzeugung und Wahrnehmung der menschlichen
Sprache ausgegangen, um geeignete Methoden für die psychoakustische Geräuschreduktion
und Signalverbesserung zu finden. Das Ergebnis sind drei neue Verfahren, die sich je nach
Eingangssignal adaptiv auf die Charakteristik des Gehörs einstellen und dabei Verzerrungen
3des Sprachsignals und der Reststörung unterhalb der psychoakustischen Wahrnehmbarkeits-
schwelle, der sogenannten Mithörschwelle, halten. Das führt zu einer spürbaren Verbesserung
des subjektiven Höreindrucks und hat positiven Einfluß auf die Sprachverständlichkeit. In
wesentlichen Bestandteilen dieser Arbeit werden Aspekte der psychologischen Wahrnehmung
akustischer Signale und bekannte psychoakustische Eigenschaften des menschlichen Gehörs
für die auditive Signalverbesserung, Geräuschreduktion und die Identifikation akustischer
Systeme ausgenutzt. Dementsprechend wird im ersten Teil eine kurze Einführung in die Theo-
rie der Signalverarbeitung und Psychoakustik gegeben. Daran anschließend folgt die Vorstel-
lung eines Verfahrens zur auditiven Signalverbesserung und Geräuschreduktion unter
Ausnutzung psychoakustischer Verdeckungseffekte. Dieser Abschnitt ist besonders ausführ-
lich gestaltet, da er den Hauptbestandteil der Arbeit bildet. Der dritte Teil erläutert experimen-
telle Untersuchungen und die Bewertung der verschiedenen Verfahren. Abschließend folgen
Zusammenfassung und ein wissenschaftlicher Ausblick.
4 1 Einleitung
2 Theoretische Grundlagen
Kenntnisse der spektralen wie der statistischen Beschreibung des Sprach- und Störsignals sind
für die Sprachverarbeitung unabdingbar. Das gilt nicht nur wegen des Allgemeinverständnis-
ses, sondern auch für den unmittelbaren Einsatz in den beschriebenen Verarbeitungsmethoden.
Im folgenden sind einige Grundbegriffe und Verfahren zusammengestellt, soweit sie später
benötigt werden. Besonderes Augenmerk wird dabei auf die Bestimmung spektraler oder stati-
stischer Charakteristika der Signale gerichtet.
2.1 Zeitkontinuierliche Signale
Zur Beschreibung des physikalischen Sprachsignals wird oft die elektrische Repräsentation
des Signals  verwendet. Dabei wird angenommen, daß ein ideales Mikrophon den Sprach-
schall ohne lineare Verfärbungen oder nichtlineare Verzerrungen exakt in ein elektrisches
Signal  wandelt, so daß ein idealer Lautsprecher mit dem elektrischen Signal  den
ursprünglichen Sprachschall genau reproduzieren kann. Für die Analyse des Sprachsignals
wird deshalb zunächst von seiner elektrischen Repräsentation, dem zeitkontinuierlichen Signal
 ausgegangen.
Im Raum der zeitkontinuierlichen Energiefunktionen  sei ein Skalarprodukt
(2.1)
definiert. Mit diesem Skalarprodukt werden Signale  in den Bildbereich  transformiert. Die
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Die Methode der Fourier-Transformation ist in der oben beschriebenen Form nicht universell
brauchbar, weil das uneigentliche Integral in Gleichung (2.2) im mathematischen Sinne für
zahlreiche wichtige Signaltypen nicht existiert. Beispielsweise konvergiert das Integral schon
für stationäre Sinusschwingungen nicht. Berücksichtigt man nur kausale Signale, die erst bei
 einsetzen und für  gleich null sind, ist das Konvergenzproblem für  gelöst.
Hinsichtlich der Konvergenz für  bietet die einseitige Laplace-Transformation1  mittels
einer Dämpfungsfunktion der Form , mit , einen Ansatz zur Lösung des Konver-
genzproblems. Die einseitige Laplace-Transformation ist folgendermaßen definiert:
(2.3)
Dabei wird die komplexe Variable  eingeführt. Die Dämpfungsfunktion beein-
trächtigt nicht die mathematisch korrekte Repräsentation des Signals  im Frequenzbereich,
bewirkt aber, daß der Grenzwert von  für  verschwindet, so daß die Transformierte
im mathematischen Sinne tatsächlich existiert.
2.2 Zeitdiskrete Signale
Jedes bandbegrenzte Signal mit der Maximalfrequenz  kann mit der Frequenz
unter Beachtung des Abtasttheorems  abgetastet und, abhängig von der Definition
von , mit Alias-Fehler rekonstruiert werden. Durch die äquidistante Abtastung des zeit-
kontinuierlichen Signals  entsteht das zeitdiskrete Signal
(2.4)
Ist ein Signal nach (2.4) absolut summierbar, d.h. es gilt
(2.5)
ist die Fouriertransformierte (FT) durch
1Bei der zweiseitigen Laplace-Transformation wird auf die Voraussetzung eine kausalen Signals verzichtet und die Kon-
vergenz für  ebenfalls mit Hilfe einer Dämpfungsfunktion erzwungen.





























stellt die Fouriersynthese dar. Das Spektrum eines abgetasteten Signals ist periodisch mit der
Periode . Durch die Einführung der normierten Frequenz  mit
(2.8)
wird die Grundperiode des Spektrums  auf das Intervall  projiziert. Dabei ist
eine natürliche Zahl.
Tastet man das kontinuierliche Fourierspektrum  einer endlich langen Folge  mit
 exakt in den Frequenzpunkten
(2.9)
ab, ergibt sich die Diskrete Fouriertransformierte (DFT)  mit
(2.10)
Die Inverse Diskrete Fouriertransformierte (IDFT) ist gegeben durch:
(2.11)
( ) ( ) ( ) { ( )}FT j jk
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8 2 Theoretische Grundlagen
Eine Erweiterung zu Gleichung (2.6) stellt die sogenannte z-Transformation  dar. Sie erlaubt
die Spektraldarstellung von vielen Signalen, deren Fouriertransformation rein mathematisch




Wenn sowohl  nach Gleichung (2.6) als auch  nach (2.12) existieren, so gilt auf
dem Einheitskreis der komplexen z-Ebene
(2.14)
und (2.13) geht bei Integration auf dem Einheitskreis in (2.7) über.
2.3 Stochastische Prozesse
Ausgehend von einem beliebigen Zufallsexperiment lassen sich grundlegende Begriffe der sta-
tistischen Signaltheorie definieren. Ein meßbares Ergebnis eines Zufallsexperiments wird als
Ereignis   und die Menge aller möglichen Ereignisse eines Zufallsexperiments wird als Ereig-
nisfeld  bezeichnet. Mit  wird die Wahrscheinlichkeit des Ereignisses  aus dem
Ereignisfeld  ausgedrückt. Die statistische Signaltheorie benutzt den Zufallsprozeß als
Modell für eine Schar von Signalen. Betrachtet man den Zufallsprozess für einen festen Zeit-
punkt, so erhält man eine Zufallsvariable. Durch eindeutige Abbildung der Ereignismenge
auf die Menge der reellen Zahlen ergibt sich die sogenannte reelle Zufallsvariable . Ähn-
lich wie nun eine Zufallsvariable  jedem Ereignis aus  eine Zahl  zuordnet, weist ein
stochastischer Prozeß  jedem Ereignis  aus dem Ereignisfeld  eine Funktion
 mit der diskreten Zeitvariablen  zu. Die diskrete Zeitfunktion  wird als Reali-
sierung des stochastischen Prozesses oder als Musterfunktion bezeichnet. Zur Vereinfachung
erfolgt die Darstellung der Musterfunktion  nachfolgend durch  als stochastisches
Signal. Die Menge aller stochastischen Signale  (Musterfunktionen) beschreiben den
stochastischen Prozeß .
( ) ( ) ( ) { ( )}ZT k
k
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Ein stochastischer Prozeß heißt stationär, wenn seine statistischen Eigenschaften invariant
gegenüber Verschiebungen der Zeit  sind. Sprach- und Störsignale sind üblicherwiese als
stochastische Prozesse anzusehen. Die Prozeßeigenschaften ändern sich mit der Zeit. Die
dadurch ausgedrückte Instationarität ist für diese Signale charakteristisch. Gerade in den Varia-
tionen der Signalcharakteristika steckt die Information. Ändern sich die statistischen Eigen-
schaften der Signale im Vergleich zu ihren eigentlichen Zeitverläufen relativ langsam, kann
man von Kurzzeit-Stationarität sprechen. Für Sprachsignale gelten diese Aussagen, wenn die
Analyse innerhalb von Abschnitten mit 10...20 ms Dauer vorgenommen wird. Von Stationari-
tät  wird im folgenden meist ausgegangen. Auf Ergänzungen, insbesondere durch die Einfüh-
rung eines zeitabhängigen Fensterindex , wird gesondert eingegangen.
2.3.1 Analyse instationärer Signale
Die Fourier-Transformierte hängt vom Parameter  ab, die Abhängigkeit von der Zeit
geht verloren. Man erkennt nicht, wann die Spektralanteile des Signals auftreten. Dies ist für
die Analyse nichtstationärer Signale unbefriedigend.
Abhilfe bietet die sogenannte Kurzzeit-Fourier-Transformierte (Short-Time-Fourier-Trans-
form - STFT), die sich wie folgt berechnen läßt:
(2.15)
und neben dem Frequenzparameter  noch den Zeitparameter  besitzt. In den Tranformati-
onskern von (2.15) geht die Fensterfunktion  ein, die dafür sorgt, daß immer nur ein
zeitlicher Ausschnitt von  in dem mit  gleitendem Analysefenster betrachtet wird. In der
Literatur sind verschiedene Fensterfunktionen bekannt, die unterschiedliche Eigenschaften
bezüglich des Bandbreite-Zeitprodukts haben, so z.B. das Hamming-, Hanning- und Gaborfen-
ster. Das Spektrum wird ebenfalls nur mit endlicher Auflösung erfaßt (Unschärferelation). Die
Aufteilung des Zeit-Bandbreite-Produktes bei verschiedenen Frequenzen ist im Falle der STFT
bei allen Werten von  und  gleich (konstante Auflösung). Wählt man dagegen als Transfor-
mationskern  in (2.1)
(2.16)
erreicht man ein multiples Auflösungsvermögen und es ergibt sich die Wavelet-Transforma-
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bung, der Parameter  eine Skalierung der Zeitvariablen  dar. Durch entsprechende Wahl des
Parameters  kann die Zeitauflösung auf Kosten der Frequenzauflösung erhöht werden. Die
Wavelet-Transformation bildet zunächst  in die Zeit-Skalierungs-Ebene ab. Wegen der
Bandpaßcharakteristik des Wavelets  kommt dies aber einer Abbildung in die Zeit-Fre-
quenz-Ebene gleich [55].
Das Sprachsignal stellt einen instationären stochastischen Prozeß dar. Nur für kurze Zeitab-
schnitte (Fenster) endlicher Länge kann das Signal als stationär angesehen werden. Die Ana-
lyse des Sprachsignals wird daher in kurzen Signalintervallen, üblicherweise mit einer Dauer
von 10...20 ms, vorgenommen. Durch Einsatz einer diskreten Fensterfunktion  der Länge
 ergibt sich damit die abschnittsweise diskrete Fourier-Transformierte (WDFT) des Signals
. Oftmals wird noch ein Overlap eingeführt, so daß sich die Analyserahmen zeitlich über-
lappen. Die Fensterfunktion und der Overlap verringern den Einfluß der Abschnittsanalyse. Im
folgenden werden Signale in halbüberlappende Abschnitte mit jeweils  Abtastwer-
ten1 getrennt und analysiert.
Um Einflüsse durch die abschnittsweise Analyse des Signals zu vermeiden, verwendet man
z.B. die Hanning-Fensterfunktion  mit:
(2.17)
Die Kurzzeitanalyse von  ergibt dann für den m-ten Zeitrahmen durch Fensterung mit
 und den Overlap  die diskrete Kurzzeit-Fouriertransformierte , wobei:
(2.18)
Wird ein Overlap  gewählt, überlappen sich die Hanningfenster zu 50% und ergeben
summiert über die Zeit stets eins. Dadurch wird sichergestellt, daß eine spätere Rekonstruktion
des Signals durch das einfache Overlap-and-Add-Verfahren problemlos möglich ist.
Die Form der Darstellung in Gleichung (2.18) wird als Kurzzeit-DFT  und  das Kurz-
zeitspektrum im -ten Zeitrahmen bezeichnet. Die Kurzzeitdarstellung der z-Transformation
ergibt sich dementsprechend als
1Bei einer Abtastfrequenz von fa=11025 Hz entspricht dies etwa einer Signaldauer von 23 ms. Während dieser Zeit kann
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(2.19)
2.3.2 Verteilung und Verteilungsdichte
Zentrale Rollen bei der Analyse und Beschreibung stochastischer Prozesse nehmen die Vertei-
lungsfunktion und die Verteilungsdichtefunktion ein. Die Verteilungsfunktion  gibt
nach (2.20) die Wahrscheinlichkeit  für  an, wobei  und später auch  als wähl-
bare Schranken zu verstehen sind. Es gilt:
(2.20)
Die Verteilungsdichtefunktion wird bei der Charakterisierung eines stochastischen Signals
 mit  bezeichnet und ist als Ableitung der Verteilungsfunktion  wie folgt
definiert:
(2.21)
Werden zwei Signale  im Zusammenhang behandelt, so ergeben sich die sogenannte




Geht man nun von Stationarität aus, so verschwindet die Abhängigkeit von  in Gleichung
(2.21) und in Gleichung (2.22) bleibt anstelle der Abhängigkeit von zwei Beobachtungszeit-
punkten nur die Abhängigkeit von deren zeitlichen Abstand
. (2.24)
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2.3.3 Ergodizität, Erwartungswert, Varianz und Korrelation
Im Falle eines instationären Prozesses  hängen die Prozeßkenngrößen Erwartungswert
und Varianz  vom Beobachtungszeitpunkt  ab. Allgemein sind nur Scharmittelwerte repräsen-
tativ für einen Zufallsprozeß. Ein Zeitmittelwert sagt dagegen nur etwas über die Musterfunk-
tion aus, für die er berechnet wurde. Er kann für jede Musterfunktion verschieden sein. Es gibt
jedoch eine Klasse von stationären Zufallsprozessen, bei denen Scharmittelwerte und Zeitmit-
telwerte gleich sind. Diese Prozesse nennt man ergodische Prozesse. Stationarität ist damit in
jedem Fall Voraussetzung für Ergodizität.
Der Erwartungswert eines ergodischen Prozesses  mit der eindimensionalen Muster-
funktion  ist folgendermaßen definiert:
(2.25)
Für die Dichtefunktion einer diskreten Zufallsvariablen  kann man schreiben:
(2.26)
wobei  die Anzahl der Elemente des Ereignisfeldes  und  den Einheitsimpuls bezeich-
nen. Somit folgt für den Erwartungswert   eines ergodischen Prozesses  mit der
Musterfunktion  und mit :
(2.27)
Die Varianz   eines diskreten ergodischen Zufallsprozesses  berechnet sich zu:
(2.28)
Die zweidimensionale Erweiterung von Gleichung (2.25) liefert für ergodische Prozesse die
sogenannte Kreuzkorrelationsfolge (KKF) zu  sowie  und drückt deren Ähnlichkeit
bei relativer Verschiebung um  aus. Es folgt für die Kreuzkorrelationsfolge :
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(2.29)
und entsprechend gilt für die Autokorrelationsfolge  (AKF):
(2.30)
Aus der Schar der Realisierungen eines Zufallsprozesses ist in aller Regel nur eine einzelne
Realisierung für eine Messung verfügbar. Prinzipiell können Korrelationsfunktionen nur für
stationäre Prozesse gemessen werden. Außerdem muß die Messung in endlicher Zeit erfolgen,
d.h. es steht nur die Schätzung der Kurzzeitkorrelationsfunktion zur Verfügung. Bei zeitdiskre-
ten Zufallsprozessen , die im -ten Zeitfenster der Länge  analysiert werden, lautet die
Meßvorschrift für die Kurzzeit-Autokorrelationsfolge dann:
(2.31)
Die Kurzzeit-Kreuzkorrelationsfunktion  zweier stochastischer Signale  und
 der Länge  im -ten Zeitrahmen läßt sich folgendermaßen bestimmen:
(2.32)
Während die AKF eine symmetrische Folge ergibt, ist die KKF im allgemeinen nicht symme-
trisch. Beide Folgen haben die Länge .
2.3.4 Unkorreliertheit, Orthogonalität und statistische Unabhängigkeit
Zwei über derselben Ereignismenge definierte Signale  und  sind unkorreliert, wenn
für sie gilt:
(2.33)
Sie werden als orthogonal bezeichnet, wenn die KKF  für alle  verschwin-
det, d.h. es gilt:
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(2.34)
Ein Vergleich beider Definitionen läßt erkennen, daß zwei unkorrelierte Zufallsvariablen auch
orthogonal sind, wenn mindestens eine davon mittelwertfrei ist.
Zwei Zufallsvariablen  und  sind dann statistisch unabhängig, wenn für
ihre gemeinsame Wahrscheinlichkeitsdichtefunktion gilt:
(2.35)
Dies bedeutet, daß zwischen zwei statistisch unabhängigen Größen, beispielsweise dem Ab-
tastwert des Sprachsignals und dem Abtastwert einer Störung, kein Zusammenhang besteht.
Im Umkehrschluß ermöglicht die Kenntnis des Wertes der einen Variablen keinen Rückschluß
auf den Wert der anderen Variablen.
2.3.5 Spektrale Leistungsdichte
Die Fourier- oder z-Transformation eines zeitlich unbegrenzten Zufallsignals läßt sich nicht
geschlossen berechnen, da im allgemeinen keine Konvergenz erzielbar ist. Zu einer sinnvollen
Spektralbeschreibung gelangt man erst nach einem Übergang zu Korrelationsfolgen und Lei-
stungsdichtespektren. Das Autoleistungsdichtespektrum  eines stationären Signals
ist die Fouriertransformierte der Autokorrelationsfunktion . Es gilt für zeitkontinuierli-
che Signale:
(2.36)
Diese Berechnungsvorschrift ist als Wiener-Khintchine-Theorem bekannt. Voraussetzung für
seine Gültigkeit ist, daß die AKF des stochastischen Signals schneller mit der Zeit  abklingt
als die Funktion , vgl. [129].
Für zeitdiskrete Signale  mit  ergibt sich das Leistungsdichtespektrum
 als diskrete Fouriertransformierte der Autokorrelationsfolge  zu:
(2.37)
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Liegt im -ten Fenster der Länge  ein quasistationäres Signal  vor, kann eine Schät-
zung für das LDS  durch DFT der geschätzten Autokorrelationsfolge  aus
Gleichung (2.31) gewonnen werden.
Mit der geschätzten AKF  ergibt sich für das geschätzte diskrete Leistungsdichte-
spektrum  des Prozesses  im -ten Signalrahmen:
(2.38)
Analog läßt sich das Kreuzleistungsdichtespektrum  für zeitkontinuierliche Zufallspro-
zesse und  für zeitdiskrete Prozesse durch Fouriertransformation der Kreuzkorrelation
 bzw.  bestimmen. Es gilt dann für die Schätzung der Kreuzleistungsdichte im
-ten Zeitrahmen:
(2.39)
Die Kreuzkorrelationsfolge  der Länge  nach Gleichung (2.32) ist im allge-
meinen nicht symmetrisch. Es liegt nahe, ein zeitbegrenztes Signalstück  mit
 unmittelbar einer DFT nach (2.18) zu unterziehen und das Kurzzeit-Lei-
stungsdichtespektrum im -ten Rahmen durch Betragsquadrieren der Fouriertransformierten
zu schätzen. Das sogenannte Periodogramm ergibt sich zu
(2.40)
Die Inverse des Periodogramms gemäß (2.40) im -ten Signalfenster erhält man wegen der
impliziten Periodizität der IDFT, siehe Abschnitt 2.4, zu:
(2.41)
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Durch Vergleich mit Gleichung (2.31) wird deutlich, daß die „zyklische“ Schätzung
der Autokorrelationsfunktion  bis auf den Faktor  mit der „linearen“ Schätzung
 übereinstimmt, wenn das Signalfenster  so gewählt wird, daß  auf
begrenzt und dann mit Nullen für  aufgefüllt wird.
2.3.6 Kohärenzfunktion
Zur Beschreibung der frequenzabhängigen Korrelation zweier stationärer Signale  und
 eignet sich die komplexwertige Kohärenzfunktion  bzw. deren Betragsquadrat.
Die komplexe Kohärenzfunktion ist nach [31] folgendermaßen definiert:
(2.42)
Die Kohärenzfunktion kann nur Werte mit  annehmen [45]. Sind die Signale
 und  unkorreliert, so ergibt sich . Ist  das Ausgangssignal eines
linearen, zeitinvarianten Systems  mit der Anregung , so gilt mit (2.54) und (2.55)
(2.43)
2.4 Lineare zeitinvariante Systeme
Die in folgenden Abschnitten behandelten Signale und Systeme sind als stochastisch anzuse-
hen, das heißt, sie sind weitgehend zeitvariant. Zunächst wird aber angenommen, daß sich die
statistischen Eigenschaften der Signale und die Impulsantworten der linearen Systeme im Zeit-
verlauf nicht ändern. So wie das zeitkontinuierliche, lineare, zeitinvariante Übertragungssy-
stem durch die Antwort  auf einen Dirac-Impuls  vollständig charakterisiert ist, so ist
das zeitdiskrete, lineare, zeitinvariante Übertragungssystem durch die Anwort  auf eine
Eins-Impulsfolge  vollständig beschrieben. Die vorgestellten Spektraltransformationen
lassen sich unter den in Abschnitt 2.2 getroffenen Voraussetzungen auf allgemeine zeitdiskrete
Signale  wie auch auf die Impulsantwort  linearer, zeitinvarianter, diskreter Systeme
anwenden. Die z-Transformierte der Impulsanwort wird als Übertragungsfunktion  mit
(2.44)
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bezeichnet. Die diskrete Fouriertransformierte  von  mit
(2.45)
gibt den Frequenzgang des Systems an, wobei  als Betragsfrequenzgang und
 als Phasengang bezeichnet werden. Mit diesen systembeschreibenden Ausdrük-






Die inversen Transformationen von (2.47) und (2.48) zeigen die Analogie dieser drei Formeln.
Der entsprechende Faltungssatz für die DFT
(2.49)
besagt allerdings wegen der impliziten DFT-Periodizität, daß
(2.50)
gilt. Das endliche Signal  wird mit der -periodisch wiederholten Impulsantwort zyklisch
gefaltet. Die entstehende Folge  stimmt im allgemeinen nicht mit dem Ergebnis der linea-
ren Faltung überein. Die Autokorrelationsfolge  des Eingangssignals  wird durch
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das lineare, zeitinvariante System mit der Impulsantwort  folgendermaßen abgebildet. Es
ergibt sich somit:
(2.51)
Durch Vertauschung von Faltungssumme und der Erwartungswertbildung und mit einfacher
Variablensubstitution findet man:
(2.52)
Durch Faltung mit der inversen Impulsantwort des Übertragungssystems  ergibt sich
weiter mit (2.52)
(2.53)
Ein wichtiger Unterschied zwischen den beiden Beziehungen in (2.52) und (2.53) wird nach
Fouriertransformation deutlich. Mit (2.37) ergibt sich für das Kreuzleistungsdichtespektrum:
(2.54)
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beschreibt ein zeitinvariantes, diskretes System, dessen Eingangssignal  und Ausgangssi-
gnal , wie im oberen Teil der Abbildung 2.1 dargestellt, zusammenhängen. Dabei soll
zunächst die Zeitvarianz der Systemparameter unbeachtet bleiben.
Abbildung 2.1 Optimierung eines linearen Systems
Allgemein läßt sich der Zusammenhang aus (2.56) in die Form
(2.57)
bringen. Dabei bezeichnet  in (2.57) die Impulsanwort des Systems, dessen Übertra-
gungsfunktion  durch die einseitige z-Transformierte der Impulsantwort  als:
(2.58)
gegeben ist. Das System mit der Impulsantwort  im unteren Teil der Abbildung 2.1 wird
als Schätzsystem verstanden, das eine Schätzung  für den tatsächlichen Wert  liefert. Der
Schätzfehler berechnet sich nach Abbildung 2.1 als:
(2.59)
Minimiert man nun den mittleren quadratischen Fehler  durch Veränderung der
Koeffizienten des Schätzsystems , so erhält man die Koeffizienten des optimalen Schätz-















( )x k ( )g k
( )h k
0
( ) ( ) ( )
v





H z( ) h v( )
0
( ) ( ) v
v







ˆ( ) ( ) ( ).e k y k y k= −
E e2 k( ){ }
g k( )
gopt k( )
20 2 Theoretische Grundlagen
(2.60)
Mit dem Ansatz aus (2.57) gilt für ein nichtkausales, optimales Filter
(2.61)
Bezeichnet man nun den gefundenen minimalen Fehler mit
(2.62)
und den mittleren quadratischen Fehler des nichtoptimalen Systems mit
(2.63)
und bedenkt man, daß stets
(2.64)
gelten muß, dann läßt sich (2.64) mit (2.63) und (2.62) wie folgt darstellen:
(2.65)
Dabei stellen  die Abweichung vom optimalen Schätzsystem  und  ein beliebi-
ger skalarer Faktor dar.
Diese Ungleichung kann aber nur dann für beliebige  gelten, wenn der lineare Term in (2.65)
verschwindet. Durch Nullsetzen des linearen Terms erhält man:
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Vertauscht man nun in (2.66) Erwartungswertbildung und Summation, ergibt sich das soge-
nannte Orthogonalitätsprinzip und die Bedingung für Optimalität des Schätzfilters:
(2.67)
Abbildung 2.2 Geometrische Interpretation des Orthonalitätsprinzips
Der minimale Fehler  ist zu beliebigen Abtastwerten des Eingangssignals  ortho-
gonal. Die Orthogonalität zwischen dem minimalen Fehler  und dem Ausgang des
optimalen Filters  kann genauso gezeigt werden. Das Orthogonalitätsprinzip läßt eine
geometrische Interpretation nach Abbildung 2.2 zu: Ein Vektor
(2.68)
ist durch einen Vektor
(2.69)
der parallel zu einem Vektor
(2.70)
verläuft, anzunähern. Die Länge des Fehlervektors  mit
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 (2.71)
wird minimal, wenn dieser orthogonal  zu  und  steht, siehe Abbildung 2.2.
2.6 Optimalfilter
2.6.1 Nichtkausales Wiener Filter
Wendet man das Orthogonalitätsprinzip durch Einsetzen von (2.59) und (2.61) in (2.67) an, so
ergibt sich:
(2.72)
Mit der allgemeinen Kreuzkorrelation
(2.73)
folgt dann nach Vertauschen der Reihenfolge von Summation und Erwartungswertbildung in
der Beziehung (2.72):
(2.74)
Diese Gleichung bezeichnet man als diskrete Wiener-Hopf-Gleichung. Sie stellt die implizite
Bestimmungsgleichung für die optimalen Filterkoeffizienten  des Wiener-Filters dar.
Diese optimalen Filterkoeffizienten ermöglichen die Schätzung mit minimalem Schätzfehler
 gemäß Gleichung (2.62).
Durch zweiseitige z-Transformation der Gleichung (2.74) für alle  erhält man die Z-Trans-
formierte der nichtkausalen Filterimpulsantwort zu:
(2.75)
[ (0), (1), , ( 1)]e e e K= −e 
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wobei  das Kreuzleistungsdichtespektrum (KLDS) zwischen Ausgangssignal  und
Eingangssignal  und  das (Auto-)Leistungsdichtespektrum (LDS) des Eingangssi-
gnals des Optimalfilters darstellen. Der Frequenzgang des Filters ergibt sich durch die Substi-
tution  zu
(2.76)
2.6.2 Kausales Wiener Filter
Ein nichtkausales Filter nach (2.75) läßt sich technisch nicht realisieren. Es kann aber unter
bestimmten Voraussetzungen durch ein kausales FIR-Filter mit endlicher Anzahl von Koeffi-
zienten approximiert werden. Die Berechnung der Koeffizienten des FIR-Filters der Ordnung
 ist im allgemeinen nicht durch Frequenztransformation möglich. Die diskrete Wiener-Hopf-
Gleichung soll nun für ein kausales Optimalfilter gelöst werden. Dies bedeutet, daß




den Vektor der Filterkoeffizienten und
(2.79)
den Vektor der Abtastwerte des Eingangssignals bezeichnet. Die Minimierung des mittleren
quadratischen Fehlers führt unter Anwendung des Orthogonalitätsprinzips aus (2.67) auf ein
Gleichungssystem mit  Gleichungen
(2.80)
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Die optimalen Filterkoeffizienten  erhält man durch Inversion der Korrelationsmatrix
mit:
(2.84)
Da die Korrelationsmatrix Toeplitzstruktur aufweist, kann das Gleichungssystem in (2.81)
effizient z.B. mit dem Levinson-Durbin-Algorithmus gelöst werden.
2.6.3 Fehlerbetrachtung
In Abschnitt 2.6.2 wurde das kausale FIR Wiener Filter mit N  Koeffizienten berechnet. Genau
genommen wurde von Wiener und Kolomogoroff ein Filter entwickelt, dessen Gewichtsfunk-
tion nicht auf endliche Dauer begrenzt ist, so daß die Optimalität erst dann erreicht wird, wenn
alle Einschwingvorgänge des Filters abgeschlossen sind.
Es stellt sich die Frage, wie sich der endliche Grad des FIR-Filters auf den minimalen Schätz-
fehler des approximierten Optimalfilters auswirkt. Dazu wird der erreichbare minimale Fehler
bei nichtkausalem Filter berechnet:
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Hierbei verschwindet wegen der Orthogonalitätsbedingung  der zweite
Summand in (2.85), so daß damit und mit (2.61) folgt:
(2.86)
Für die folgende Berechnung soll nach Abbildung 2.1  gelten, was bedeutet, daß
in diesem Fall  ist. Das Nutzsignal  wird demnach auf dem Übertragungsweg
nicht verändert oder verzögert. Dementsprechend wird (2.86) zu:
(2.87)
Mit der Parseval’schen Beziehung
(2.88)
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wobei  lt. Gleichung (2.43) die Kohärenz zwischen dem gestörten Eingangssignal
 und dem Nutzsignal  darstellt. Unter der Voraussetzung, daß
und Nutzsignal  und Störung  orthogonal sind, ergibt sich entsprechend für den mini-
malen mittleren quadratischen Fehler:
(2.90)
Ist die spektrale Leistungsdichte der Störung  bezogen auf die spektrale Leistungs-
dichte des Nutzsignales  klein, so ist auch der minimale Fehler klein.
Um nun die Auswirkungen einer begrenzten Filterlänge N eines kausalen Filters mit der Bezie-
hung (2.90) zu vergleichen, soll auch für diesen Fall der minimale mittlere quadratische Fehler
berechnet werden. Gleichung (2.87) ändert sich für den kausalen Fall und den Filtergrad N  zu:
(2.91)
Da die Leistung des minimalen Fehlers nicht größer als die Leistung des zu approximierenden
Signals sein kann, folgt
(2.92)
Geht man von  aus, so unterscheidet sich der minimale mittlere quadratische
Fehler des nichtkausalen Optimalfilters vom kausalen Optimalfilter der Länge N  nur noch
durch:
(2.93)
und für ein Filter der Länge  gilt entsprechend:
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(2.94)
Durch die Verringerung des Filtergrades um eins ergibt sich demnach der daraus zusätzlich
entstehende Fehler zu:
(2.95)
Durch vollständige Induktion kann leicht gezeigt werden, daß die Erhöhung der Filterordnung
den minimalen mittleren quadratischen Fehler verringert und der minimale mittlere quadrati-
sche Fehler des nichtkausalen Filters eine untere Schranke für das kausale Optimalfilter dar-
stellt. Eine Erhöhung der Filterordnung des optimalen Filters ist gemäß (2.95) nur dann
sinnvoll, wenn die Kreuzkorrelationsfunktion  im Bereich  nicht verschwin-
dend kleine Werte besitzt.
2.7 Spektrale Subtraktion
Ausgehend von Abbildung 2.1 soll ein allgemeines vorerst nichtkausales Wiener Filter imple-
mentiert werden. Das Filter soll aus dem Signal
(2.96)
das Nutzsignal  und das Störsignal  möglichst gut separieren.
Als Eingangssignal steht nur das Signalgemisch  gemäß Gleichung (2.96) zur Verfügung.
Alle drei Signale sind stationär, die Kreuzkorrelationsfunktionen und Leistungsdichtespektren
der Signale existieren. Über die Signalstatistik sei a priori nichts bekannt. Die gewünschte
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Das Filter ist so zu optimieren, daß der mittlere quadratische Fehler minimal wird. Unter Aus-
nutzung des Orthogonalitätsprinzips lt. (2.67) und durch Verwenden von (2.61) und (2.62) fin-
det man mit dem Ansatz (2.73):
(2.98)
Nach z-Transformation ergibt sich für die optimalen Koeffizienten des nichtkausalen Wiener-
Filters:
(2.99)
Die Übertragungsfunktion des allgemeinen, nichtkausalen Wiener Filters bestimmt sich dem-
nach durch die lineare Übertragungsfunktion , die durch einen frequenzabhängigen Fak-
tor korrigiert wird. Dieser Faktor ist abhängig von der Leistungsdichte des gestörten Signals
 und der Kreuzleistungsdichte zwischen Störung  und Signalgemisch . Entspre-
chend der Subtraktion in der Darstellung (2.99) wird diese Art der Geräuschreduktion durch
ein optimales Wiener Filter mit Spektraler Subtraktion bezeichnet.
Ein Sonderfall in Gleichung (2.99) ergibt sich, wenn Nutzsignal und Störung orthogonal zuein-
ander sind. Eine weit verbreitete Darstellung der Übertragungsfunktion des Wiener Filters gibt
(2.100)
wieder. Nach Substitution von  ergibt sich für den Frequenzgang des optimalen Wie-
ner Filters:
(2.101)
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folgt dann letztendlich für die  Koeffizienten des kausalen Wiener Filters:
(2.105)
In (2.99) taucht die Kreuzleistungsdichte  auf, die explizit nicht zur Verfügung steht.
Auch die Störleistungsdichte  und Leistungsdichte des ungestörten Nutzsignals
 in Beziehung (2.100) liegen nicht vor. Diese müssen entsprechend geschätzt werden.
Hierfür haben sich in der Literatur verschiedene Schätzverfahren etabliert, auf die im Ver-
gleich zu einem neu entwickelten Verfahren im Abschnitt 6.2 eingegangen wird.
2.8 Ephraim-Malah-Filter
Das Wiener Filter minimiert den mittleren quadratischen Fehler zwischen ungestörtem Nutzsi-
gnal und der Schätzung des Nutzsignals. Das menschliche Gehör reagiert auf Phasenstörungen
relativ unempfindlich, während Änderungen der Amplitude sehr gut wahrgenommen werden,
siehe Abschnitt 3.2.2.
Aus diesem Grund ist es sinnvoll, den mittleren quadratischen Fehler zwischen dem Betrags-
spektrum des ungestörten Nutzsignals und dem Betragsspektrum des geschätzten Signals zu
minimieren. Bei dieser Modifikation des Optimierungsproblems wird das Phasenspektrum
nicht verändert. Dieses in [49] vorgeschlagene Verfahren führt auf das sogenannte Ephraim-
Malah-Filter. Das komplexe Spektrum des gestörten Signals  wird mit  bezeichnet
und das Spektrum des ungestörten Signals  wird durch
[ (0), (1),..., ( )] ,Th h h N=H
{ ( ) ( )} [ (0), (1),..., ( )]Tx xx xx xxE x k k r r r N= =q X
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(2.106)
dargestellt, wobei Betrag  und Phase  getrennt sind. Die MMSE-Schätzung des
Betragsspektrums  des Sprachsignals ergibt sich aus folgendem Ansatz:
(2.107)
der aus der a-posteriori-Wahrscheinlichkeitsverteilung  resultiert. Die
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eine konfluent hypergeometrische Funktion mit den modifizierten Besselfunktionen
nullter und erster Ordnung bezeichnet.
In (2.109) tritt der Term  auf. Dazu wird in [49] ein Wahrscheinlichkeitsmodell
beschrieben, mit dem festgestellt wird, ob im Spektrum  des gestörten Nutzsignals
auch wirklich Komponenten des Sprechersignals  auftreten, also in welchen spektralen
Bereichen Sprecheraktivität vorliegt. Danach ergibt sich
(2.113)
wobei  für die Hypothese „Sprecher spricht“ steht und  sowie  die Wahrscheinlich-
keiten für Sprachpause bzw. Sprachaktivität bezeichnen.
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3 Spracherzeugung und -perzeption
Die Nutzung psychoakustischer Effekte für die latente Systemidentifikation und Geräuschre-
duktion erfordert das Verständnis der menschlichen Sprachproduktion und -perzeption. Die
Modellierung des Spracherzeugungsprozesses und die Analyse des Sprachsignals ergeben
wichtige Merkmale, die für die spätere Sprachsignalverbesserung, Spracherkennung und Syn-
these große Bedeutung haben. Das menschliche Gehör ist der Empfänger der akustischen
Information. Aus seinem Aufbau und der Funktionsweise ergeben sich Modelle der akusti-
schen Wahrnehmung und Effekte, die für die auditive Signalverbesserung anhand eines
Geräuschreduktionssystems oder für die psychoakustische Identifikation des Übertragungska-
nals, beispielsweise in einer Echokompensation, genutzt werden können.
3.1 Das menschliche Sprechorgan
Die Bildung des Sprachsignals erfolgt prinzipiell in zwei Stufen: Anregung und Signalfor-
mung. Unter Anregung  versteht man den Vorgang, bei dem durch Variation des Luftstromes
Schwingungen oder Geräusche erzeugt werden, die nach weiterer Formung im Sprechtrakt als
Schall wahrnehmbar sind. Die Lungen stellen dabei den notwendigen Luftstrom und die Anre-
gungsenergie zur Verfügung. Es werden drei Anregungsarten unterschieden: Die Glottis formt
den Luftstrom durch Gegeneinanderschwingen der beiden Stimmbänder und erzeugt so stimm-
hafte Anregung (Phonation). Bei Phonation erzeugen die Stimmbänder eine näherungsweise
periodische, nichtsinusförmige Schwingung. Durch die Vorspannung der Stimmbänder (abhän-
gig vom Alter und Geschlecht) und die Stärke des subglottalen Luftdrucks ergibt sich die
Amplitude sowie die Grundfrequenz  der einzelnen Schwingungszyklen der Glottis. Bleiben
die Stimmbänder geöffnet, durchströmt die Luft eine Engstelle im Mund- oder Rachenraum
und erzeugt dort eine rauschartige turbulente Strömung. Diese bildet das Anregungssignal bei
stimmloser  Anregung (Frikation). Durch plötzliches Öffnen eines supraglottalen Verschlusses
entsteht transiente  Anregung (Plosivanregung), die durch ihren Zeitverlauf charakterisiert ist.
Zunächst wird durch den Verschluß im Mund- oder Rachenraum nahezu jeder Schall unterbun-
den, es entsteht eine kurze Pause. Das Öffnen des Verschlusses bewirkt das Entweichen der
angestauten Luft mit einem spezifischen Plosionsgeräusch.
f0
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Das Anregungssignal reicht für die Bildung der Sprache nicht aus. Es bedarf noch der Signal-
formung in dem aus Rachen- und Mundraum gebildeten Vokaltrakt. Der deutlich hörbare
Unterschied zwischen nichtnasalen und nasalen Lauten wird durch die Verlagerung des
Velums (Gaumensegel) herbeigeführt. Liegt das Velum nicht an der hinteren Rachenwand an,
so ist der Nasenraum mit der Mundhöhle und dem Rachen verbunden. Abbildung 3.1 zeigt den
menschlichen Sprechtrakt schematisch im Schnitt.
Abbildung 3.1 Schematische Übersicht des Sprechorgans aus [183]. Bestandteile des Sprechtraktes sind
die Lungen als Lieferant des Luftstromes, Luftröhre und Bronchien, Kehlkopf und Stimmbänder, die
Begrenzung von Rachen- und Mundraum, Velum, Gaumen, Zunge und Lippen und der Nasenraum.
3.1.1 Modellierung des Spracherzeugungsprozesses
Für die Analyse des Sprachsignals und die analytische und methodische Behandlung sprachsi-
gnalverarbeitender Verfahren hat die folgende Modellierung des Spracherzeugungsprozesses
große Bedeutung. Ausführliche Modelle der einzelnen Sprachkomponenten und des Spracher-
zeugungsprozesses sind in [43], [51] und [183] zu finden.
Sprachsignale sind im allgemeinen zeitvariant und können nur in kurzen Zeitabständen, übli-
cherweise innerhalb von 10 ... 20 ms, als quasi stationär betrachtet werden. Außerdem sind sie
bei  bandbegrenzt. Primär entsteht aus dem Sprachschall durch Wandlung, z.B. in einem
Mikrophon, ein zeitkontinuierliches elektrisches Signal . Durch die Abtastung mit der
Abtastfrequenz  ergibt sich ein vollständig rekonstruierbares zeitdiskretes Sprachsi-
gnal . Wegen der abschnittsweisen Stationarität der Sprache lassen sich die aus Abschnitt
2.2 bekannten Verfahren der DFT und z-Transformation anwenden. Da üblicherweise der Zeit-
punkt  so gewählt ist, daß , eignen sich für die Transformation des Sprachsi-
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3.1.1.1 Das Fant’sche Source-Filter Modell
In Abbildung 3.2 ist das Gesamtmodell der Spracherzeugung nach Fant [52] dargestellt. Alle
Signale und Systeme werden als zeitdiskret betrachtet und in Form ihrer z-Transformierten
dargestellt. Stimmhafte und stimmlose Anregung werden auf getrennten Zweigen realisiert.
Bei stimmhafter Anregung gibt der Impulsgenerator  eine Impulsfolge mit der zeitvari-
anten Grundperiodendauer  ab. Das Formfilter  erzeugt daraus eine Stimmband-
schwingung . Die Stimmbandschwingung regt den Vokaltrakt mit der zeitveränderlichen
Übertragungsfunktion  an.
Abbildung 3.2 Fant’sches Source-Filter Modell. Modifikation von [52] und [183]. Das Additionsglied
ermöglicht gemischte Anregung. Die Übertragungsfunktionen und Signale sind in zeitdiskreter,
zeitinvarianter Darstellung im z-Bereich angegeben. Dick umrandete Teilsysteme markieren zeitvariante
Parameter und Komponenten.
Im stimmlosen Zweig erfolgt die Anregung durch einen Rauschgenerator , dessen Aus-
gangssignal anschließend das Korrekturfilter  durchläuft. Durch das Korrekturfilter
 wird die Tatsache berücksichtigt, daß die Übertragungsfunktion des Vokaltrakts
bei stimmhafter und stimmloser Anregung nicht identisch ist. Das gesamte System ist zeitvari-
ant. In kurzen Zeitfenstern von ca. 10 bis 20 ms Dauer kann das System als quasi zeitinvariant
angesehen werden. Mit der Einführung des Fensterindex  ergibt sich für die Erzeugung des
Sprachsignals  folgende Kurzzeitdarstellung im z-Bereich:
(3.1)
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3.1.1.2 Anregungsmodell
Während der stimmhaften Anregung (Phonation) strömt die Luft aus den Lungen durch die
Glottis und wird dabei moduliert. Der Impulszuggenerator  gibt eine Impulsfolge mit der
zeitveränderlichen Grundperiodendauer  ab. Das Formfilter  erzeugt daraus die
Stimmbandschwingung, die durch eine Dreieckschwingung mit der Grundfrequenz
 approximiert werden kann. Damit ist  in erster Näherung ein Tiefpaßfilter,
dessen Übertragungsfunktion sprecherspezifisch ist und mit ca. 12 dB/Oktave abfällt [183].
Durchströmt die Luft bei geöffneten Stimmbändern einen Engpaß im Mund- oder Rachen-
raum, so entsteht eine rauschartige turbulente Strömung. Der Rauschgenerator  bildet so
das Anregungssignal für stimmlose  Laute.  und  sind die Verstärkungsfaktoren, wie in
Abbildung 3.2 dargestellt. Sie bestimmen die Amplituden für die stimmhafte bzw. stimmlose
Anregung. Für den stimmhaften Fall gilt somit:
(3.2)
und für den stimmlosen Fall ergibt sich die Vokaltraktanregung  zu:
(3.3)
Transiente Anregung liegt dann vor, wenn irgendwo im supraglottalen System der Luftstrom
kurzzeitig durch einen Verschluß unterbrochen wird und sich dann durch plötzliches Öffnen
des Verschlusses die Luft plosionsartig ausbreitet. Die transiente Anregung hat damit ein cha-
rakteristisches Zeitverhalten. Die kurze Strömungspause hat eine Dauer von ca. 20 bis 100 ms.
Das Plosionsgeräusch dauert ca. 20 bis 50 ms, siehe [183].
3.1.1.3 Vokaltraktmodell
Schallwellen sind Longitudinalwellen. Die Teilchen bewegen sich in Richtung der Ausbrei-
tung des Schalls; Schallschnelle  und Ortskoordinate  sind gleichgerichtet. Grundsätzlich
kann sich eine Welle nur dann ungestört ausbreiten, wenn die Schallfeldimpedanz  gleich
bleibt. In diesem Fall erfolgt die Ausbreitung in Form einer Kugelwelle. In einem zylindri-
schen Rohr, kann sich die Welle dagegen nur noch in der Längsrichtung des Rohres ausbreiten.
Die Schallfeldimpedanz ist folgendermaßen definiert:
(3.4)
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wobei  die Schallausbreitungsgeschwindigkeit,  die Luftdichte bei normalem Luftdruck
und  den Querschnitt des Rohres bezeichnen. Das Röhrenmodell des Vokaltrakts stellt den
Bezug zu einer Allpol-Übertragungsfunktion her. Dabei wird nach Fant [51] der Vokaltrakt als
akustisches Ansatzrohr der Länge  angesehen. Dieses setzt sich aus  gleich lan-
gen Zylinderabschnitten mit variierendem Querschnitt  zusammen, siehe Abbildung 3.3.
Das Rohr ist am einen Ende offen (Mundseite) und am anderen Ende (Glottis) geschlossen. Da
die Wellenlänge des akustischen Signals sehr viel größer als die Länge eines Zylinderab-
schnitts ist, breitet sich eine ebene Welle in Achsrichtung aus.
Abbildung 3.3 Röhrenmodell des Vokaltrakts: zylindrisches Ansatzrohr mit unstetigem
Querschnittsverlauf und Abschluß durch schallharte Wand (Glottis) und durch freies Schallfeld
(Außenwelt). Die Indizierung der Querschnitte  erfolgt mit Hinblick auf die digitale Modellierung
entgegen der Ausbreitungsrichtung der vorlaufenden Schallwelle.
Ändert sich die Schallfeldimpedanz  sprunghaft, so kommt es zu Reflexionen. Eine ideal
schallharte ebene Wand senkrecht zur Ausbreitungsrichtung der Schallwelle bewirkt beispiels-
weise eine vollständige Reflexion der Welle. Da sich die Teilchen an der schallharten Wand
nicht mehr bewegen lautet die Randbedingung für die Reflexion .
Auch beim Auftreffen der Welle auf ein ideal schallweiches Medium treten Reflexionen auf.
Endet beispielsweise ein zylindrisches Rohr, in dem sich eine ebene Schallwelle ausbreitet, mit
einer Öffnung ins freie Schallfeld, so kann sich die Welle ab dort frei in alle Richtungen aus-
breiten. Dieser Übergang hat die Randbedingung . Durch die Überlagerung von
ursprünglicher und reflektierter Welle entsteht eine stehende Welle. Nach Ungeheuer [178]
kann das Ansatzrohr aus Abbildung 3.3 mit Hilfe der Webster’schen Horngleichung modelliert
werden. Demnach wird die Ausbreitung einer ebenen Welle durch ein verlustfreies akustisches
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Hierbei stellt  das Geschwindigkeitspotential dar, eine Hilfsgröße, die folgendermaßen
definiert ist:
 und (3.6)
Das Geschwindigkeitspotential  wird eingeführt, damit die Randbedingungen an Mund
und Glottis in der gleichen Variablen ausgedrückt werden können.
In der Regel ist Gleichung (3.5) in geschlossener Form nicht lösbar. Für den Fall eines einfa-
chen Rohrabschnitts mit konstantem Querschnitt  wird Gleichung (3.5) für den verlustfreien
Fall zur gewöhnlichen Wellengleichung:
(3.7)
Nach d’Alembert  lassen sich dafür allgemeine Lösungen der Form
(3.8)
angeben. Dabei bezeichnen  die Schallausbreitungsgeschwindigkeit,  die Dichte der Luft,
 die forwärtslaufende und  die zurücklaufende Welle.
Mit der Einführung des Volumengeschwindigkeit   mit  , wobei  die jeweils
hinlaufenden Wellen und  die jeweils zurücklaufenden Wellen bezeichnen, folgen für die
Volumengeschwindigkeit  und den Schalldruck :
 (3.9)
und:
φ x t,( )
0





















( , ) f b
x x
x t t t
c c
φ φ φ	 
 	 
= − + +   
   
c ρ0
φf φb
u u v A⋅= uf pf,
ub pb,
u p
( , ) f b
f b
A x x
u x t t t
c c c
x x
u t u t
c c
φ φ 	 
 	 




= − + +   
   
3.1 Das menschliche Sprechorgan 39
(3.10)
Unter Berücksichtigung der akustischen Impedanz  wird der Druck  auf die Volumenge-
schwindigkeit  zurückgeführt. Mit der Definition der akustischen Impedanz lt. Formel (3.4)
ergibt sich aus Gleichung (3.10):
(3.11)
Im allgemeinen Fall ist das Modell des Vokaltrakts aus mehreren jeweils homogenen Rohrab-
schnitten  zusammengesetzt. An den unstetigen Stoßstellen können sich jedoch Druck und
Volumengeschwindigkeit nicht sprunghaft ändern, d.h. auf beiden Seiten der i-ten Stoßstelle
 liegen gleicher Druck und Volumengeschwindigkeit vor. Es gilt damit:
(3.12)
Sind  die jeweiligen Querschnitte benachbarter Rohrabschnitte und  die dazu-
gehörigen Schallfeldimpedanzen, so gilt an den Abschnittsübergängen für den Schalldruck
:
(3.13)
sowie für die Volumengeschwindigkeit :
(3.14)
Unter Berücksichtigung von Gleichung (3.4), (3.10) und mit (3.12) beträgt das Verhältnis von
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(3.15)
Nach Definition des Reflexionskoeffizienten  zwischen -tem und -tem Querschnitt
durch
(3.16)
erhält man für die vorlaufende Welle im -tem Rohrabschnitt:
(3.17)
und für die rücklaufende Welle im Abschnitt :
(3.18)
Für jedes Teilstück  ergibt sich eine Wellenlaufzeit  mit
(3.19)
Wird der Verlauf von hinlaufender Welle  und rücklaufender Welle  nach Reihen-
schaltung der Teilsysteme mit  abgetastet, läßt sich dieses im Zeitbereich
analoge Modell in ein Digitalfilter überführen. Für den verlustfreien Fall gilt mit Gleichung
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Verzögerungen um  entsprechen in der z-Ebene einer Multiplikation mit . Für die
Beschreibung des Signalflusses an den Querschnittsübergängen  und  ergibt sich
ein digitales Signalflußmodell für die hin- und rücklaufende Schallwelle, siehe Abbildung 3.4.
Abbildung 3.4 Zeitdiskretes Signalflußmodell in einem Abschnitt des Vokaltrakts und für den idealen
verlustfreien Fall. Im realen Vokaltrakt treten Verluste durch Reibung in der Luft, Wärmeeffekte und
Mitschwingen der Vokaltraktwände auf. Der Index  des Vokaltraktabschnitts läuft mit Rücksicht auf die
Darstellung von Digitalfiltern in der direkten Form entgegen der Ausbreitungsrichtung des Schalls.
Eine derartige Digitalfilterstruktur, die aus der Theorie der linearen Prädiktion bekannt ist,
wird als Viermultiplizierer-Gitterstruktur (ladder structure) bezeichnet. Aus der Topologie ist
unmittelbar ersichtlich, daß es sich hierbei um ein rein rekursives Digitalfilter handelt. Nach z-
Transformation von Gleichung (3.20) und (3.21) und einfacher Umformung erhält man die
Beschreibung des Signalflußmodells eines Vokaltraktabschnitts in Matrizenform zu:
(3.22)
und in entsprechend kompakter Form mit:
(3.23)
Durch Reihenschaltung mehrerer Vokaltraktabschnitte  mit dem Index
nach Abbildung 3.3 folgt mit Gleichung (3.23):
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(3.24)
Das Eingangssignal des Vokaltrakts nach Abbildung 3.2 ist im z-Bereich das Anregungssignal
 und das Ausgangssignal des Vokaltrakts ist das Sprachsignal . Mit Gleichung (3.24)
und
(3.25)
kann die Vokaltraktübertragungsfunktion  wie folgt bestimmt werden. Es gilt nämlich:
(3.26)
Nach Invertierung der Matrizen  aus Gleichung (3.22) läßt sich die Vokaltraktübertragungs-
funktion  aus Beziehung (3.26) in folgende Form bringen:
(3.27)
Die berechnete Übertragungsfunktion  des Vokaltrakt-Modells hat nur triviale Nullstel-
len. Die Koeffizienten  spiegeln die Paare konjugiert komplexer Polstellen, die sogenannten
Vokaltraktresonanzen (Formanten) wider. Damit ist die eingangs erwähnte Allpol-Übertra-
gungsfunktion ermittelt worden. Die Vokaltraktübertragungsfunktion  erinnert an die
Form autoregressiver Prozesse in zeitdiskreter Darstellung, wobei die Koeffizienten  die
Multiplikatoren im rekursiven Zweig des entsprechenden Digitalfiltermodells bezeichnen. Ein
derartiges Filter wird in Abbildung 3.5 gezeigt.
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Abbildung 3.5 Digitales Filtermodell des Vokaltrakts in direkter Form laut (3.27)
Bei Ankopplung des Nasenraums kommt es in der kombinierten Vokal-Nasaltrakt-Übertra-
gungsfunktion zu Nullstellen, die sich in der Dämpfung einzelner Frequenzkomponenten
(Antiformanten) bemerkbar machen. Der Vokaltrakt hat entscheidenden Einfluß auf das resul-
tierende Sprachsignal. Wie sich in späteren Betrachtungen zeigt, hat die Form der Vokaltrakt-
Übertragungsfunktion große Ähnlichkeit mit autoregressiven Prozessen. Dadurch wird die
parametrische Modellierung des Sprachsignals für die Sprachverbesserung, Geräuschreduk-
tion, Spracherkennung oder z. B. Sprachsynthese erleichtert. Vor allem in der Codier- und
Komprimiertechnologie werden diese Spracherzeugungsmodelle angewendet. In den neu ent-
wickelten und in Abschnitt 6 vorgestellten Verfahren, werden Modelle der Spracherzeugung
für die LPC- und Kepstral-Analysen des gestörten Eingangssignals genutzt, um daraus später
Anhaltspunkte für die Bestimmung einer psychoakustischen Geräuschreduktion zu gewinnen.
3.2 Das menschliche Gehör
Das Außen-, Mittel- und Innenohr bilden das Hörorgan, siehe Abbildung 3.6. Der Schall wird
durch das Außenohr aufgefangen und im ca. 20 mm langen Gehörgang zum Trommelfell wei-
tergeleitet. Während sich im Außenohr der Schall noch in der Luft ausbreitet, erfolgt im Innen-
ohr die Leitung des Schalls in Lymphflüssigkeiten. Aufgrund der Unterschiede in der
akustischen Ausbreitung der Schallwellen übernimmt das Mittelohr die Anpassung vom
Außenohr zum Innenohr. Dies geschieht durch mechanische Wandlung über die Gehörknö-
chelchen. Dabei werden die vom Trommelfell aufgenommenen Schwingungen zum ovalen
Fenster, dem Eingang zum Innenohr, geleitet. Die drei Knöchelchen sind beweglich gelagert
und wirken wie kleine Hebel. Neben der Hebelübersetzung wirkt auch die Flächenübersetzung
vom relativ großen Trommelfell zum kleinen ovalen Fenster. Auf diese Weise erfolgt eine
zusätzliche Verstärkung des eintreffenden Schalls. Das Innenohr ist in das Felsenbein, einem
harten Knochen, eingelagert und mit inkompressibler Lymphflüssigkeit gefüllt. Es hat die
Form einer Schnecke (Cochlea) mit ca. 2,5 Windungen. Die Cochlea besteht aus drei parallel
verlaufenden Kanälen. Der obere und untere Kanal werden von der Basilarmembran getrennt.
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Die Basilarmembran schwingt in Wanderwellen. Es gibt also keine Schwingungsbäuche oder
Knoten. Vielmehr wandert die Welle auf der Basilarmembran in Richtung Helicotrema, einer
Verbindung von oberen und unterem Kanal. Auf diese Weise entsteht ein für den Hörvorgang
äußerst wichtiger Effekt, nämlich die Frequenz-Orts-Transformation auf der Basilarmembran,
siehe Abbildung 3.7. In Abschnitt 3.3 werden psychoakustische Verdeckungseffekte und die
ausgeprägte Frequenzselektivität des Ohres damit erklärt.
Abbildung 3.6 Schematische Darstellung des menschlichen Gehörs mit Außen-, Mittel- und Innenohr
entnommen aus [202]. Das menschliche Gehörorgan besteht aus dem Außenohr mit Ohrmuschel und
Gehörgang bis hin zum Trommelfell, dem Mittelohr vom Trommelfell bis hin zum ovalen Fenster und
dem Innenohr mit der Schnecke und dem Cortischen Organ, das die Hörempfindung an den Hörnerv
abgibt.
3.2.1 Übertragungsfunktion des Gehörs
Zur klassischen Modellierung der akustischen Wahrnehmung haben besonders die Arbeiten
von Zwicker [202], [203], [204], Terhardt [172] und v. Békésy [178], [180] beigetragen. Zwi-
schen dem Gehöreingang und dem eigentlichen Hörorgan im Innenohr befindet sich eine
Übertragungskette, welche sich durch entsprechende Übertragungsfunktionen beschreiben
läßt.
Der äußere Gehörgang kann näherungsweise als ein Rohr mit mm Länge und
einem Durchmesser von mm betrachtet werden, durch welches eine ebene Schallwelle
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gewählt.  und  sind die Frequenzfunktionen des Schalldrucks am Trommelfell
und am Eingang des Gehörgangs nach Laplacetransformation. Betrachtet man den Gehörgang
als akustisches Zweitor, so läßt sich die Ketten-Übertragungsmatrix durch
(3.29)
mit der frequenzunabhängigen Dämpfungskonstante , darstellen. Dabei sind  die Schallge-
schwindigkeit und  die Dichte der Luft bei Normalluftdruck und  die Querschnittsfläche
des als Rohr modellierten äußeren Gehörgangs.  wird im hohem Maße durch die
Abschlußimpedanz des Gehörgangs, also die Impedanz des Trommelfells, beeinflußt. Bezeich-
net man die Trommelfeldimpedanz mit , so ergibt sich mit der Kettenmatrix (3.29) die
Übertragungsfunktion des Gehörgangs zu
(3.30)
Denkt man sich die Trommelfellseite mit einer unendlich großen Impedanz abgeschlossen, so
ergibt sich mit (3.29) und (3.30) die Übertragungsfunktion des äußeren Gehörganges zu
(3.31)
Der Betrag des Frequenzgangs nimmt bei ca. 3430 Hz ein Maximum an. Dies entspricht der als
Gehörgangsresonanz bekannten Erscheinung, die sich durch ein Minimum der Hörschwelle
bei dieser Frequenz bemerkbar macht, siehe Abbildung 3.9. In [172] wird für die Übertra-
gungsfunktion des Mittelohres  folgende Beziehung angegeben
(3.32)
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wobei  eine hörerabhängige Konstante und  die Grenzfrequenz mit  ist.
Damit liegt Tiefpaßverhalten vor, was auch durch Untersuchungen in [178], [180], [202], [203]
und [204] bestätigt wurde.
Die Übertragungsfunktion des Innenohres  ist bisher noch unzureichend erforscht. Békésy
konnte an Ohren von Leichen die Amplitudenverteilung längs des Cortischen Organs beobach-
ten. Er fand heraus, daß die Transversalschwingungen der Basilarmembran eine Wanderwelle
bilden. Dabei findet eine Frequenz-Orts-Transformation statt, siehe Abbildung 3.7.
Abbildung 3.7 Schematische Darstellung der Frequenz-Orts-Transformation aus [202]. (a) Zeitsignal
bestehend aus drei monofrequenten Komponenten gleicher Amplitude (500 Hz, 2000 Hz, 8000 Hz) (b)
schematische Schnittdarstellung der abgerollten Cochlea (c)  Wanderwellen-Resonanzen auf der
Basilarmembran
3.2.2 Prothetische Aspekte des Hörens
Die Schallstärke, die das menschliche Gehör verarbeiten kann, liegt zwischen 10-5...102  Pa.
Um in diesem Bereich nicht mit Exponenten rechnen zu müssen, werden Größen der Akustik
häufig als logarithmische Größen in Pegeln [dB] gemessen. Als Bezugsgröße für den Schall-
druck wird  mit
(3.33)
festgelegt und für die Schallintensität gilt die Bezugsgröße  mit
(3.34)
Der Schallpegel  kann über die Schalldruck - oder Schallintensitätsverhältnisse durch
C ωg ωg 2pi 1500Hz⋅≈
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(3.35)
angeben werden.
3.2.2.1 Kritische Frequenzgruppe, Tonheit, Mithörschwelle
Das Gehör faßt in eng begrenzten Frequenzbändern Intensitäten von verschiedenen Schallrei-
zen zusammen. Diese Frequenzbänder werden als kritische Frequenzgruppen  bezeichnet.
Reiht man über den gesamten Hörbereich alle kritischen Frequenzgruppen auf, so ergibt sich
eine gehörorientierte nichtlineare Frequenzskala, die als Tonheit bezeichnet wird und die Ein-
heit Bark besitzt (nach dem Dresdener Wissenschaftler Barkhausen). Sie stellt eine verzerrte
Skalierung der Frequenzachse dar, so daß die Frequenzgruppen an jeder Stelle dieselbe Breite
von genau 1 Bark haben. Daran angelehnt ist die aus der Sprachanalyse bekannte Mel-Skalie-
rung, bei der gilt: 1 Bark = 100 Mel. Der nichtlineare Zusammenhang von Frequenz und Ton-
heit hat seinen Ursprung in der Frequenz-Orts-Transformation auf der Basilarmembran.
Die Tonheitsfunktion wurde von Zwicker [202] auf der Grundlage von Mithörschwellen- und
Lautheitsuntersuchungen in Tabellenform angegeben. Es zeigt sich, daß im Hörfrequenzbe-
reich von 0...16 kHz gerade 24 Frequenzgruppen aneinandergereiht werden können, so daß der
dazugehörige Tonheitsbereich  beträgt. Eine empirische Formel, welche die
tabellierten Werte gut annähert, lautet nach [172]:
(3.36)
Das Gehör ist in der Lage, an jeder Stelle  der Frequenzskala eine Frequenzgruppe mit der
Breite von einem Bark zu bilden. Nach [172] kann für die Mittenfrequenz  die Bandbreite
 der dazugehörigen Frequenzgruppe mit
(3.37)
approximiert werden. In [40] wurden mehrere Formeln angegeben, die den Zusammenhang
zwischen der Frequenz  und derMel-Skala  gut wiedergeben. Ein besonders einfaches Bei-
spiel wird in (3.38) mit  und  gezeigt:
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 (3.38)
Die Mithörschwelle ist definiert als die Wahrnehmbarkeitsschwelle für einen Testschall bei
gleichzeitiger Anwesenheit eines Störschalls. Liegt der Testschall unterhalb dieser psychoaku-
stischen Schwelle, so liegt eineMaskierung  vor.
Im Abschnitt 3.3 wird ausführlich auf diese Verdeckungseffekte eingegangen. Sie bilden die
Grundlage für die in Abschnitt 6 entwickelten Verfahren zur Signalverbesserung und
Geräuschreduktion und für die psychoakustische Systemidentifikation.
Abbildung 3.8 Kritische Frequenzgruppen. (a)  kritische Frequenzgruppenbreite in Abhängigkeit von der
Mittenfrequenz. Die Bandbreite beträgt in jedem Frequenzpunkt genau 1 Bark. (b)  Abbildung der
linearen Frequenzskala auf die psychoakustische Bark-Skala.
3.2.2.2 Wahrnehmung der Schallstärke, Lautheit
Die psychoakustische Empfindung der Lautstärke (Lautheit) unterscheidet sich von der wirkli-
chen physikalischen Lautstärke. Die Lautheit in [sone] ist die subjektive Empfindung der Lau-
stärke bezogen auf einen 1-kHz-Ton mit einem Pegel von 40 dB. Die Steigerung des
Lautstärkepegels um 10 phon entspricht der Zunahme der empfundenen Lautheit um den Fak-
tor zwei.
Sinustöne verschiedener Frequenzen werden trotz gleichen Schallpegels unterschiedlich laut
empfunden. Dieser Effekt wird in Abbildung 3.9 verdeutlicht. Der Lautstärkepegel (phone in
[dB]) ist definiert als der Schalldruckpegel des als gleich laut empfundenen 1-kHz-Tones. Die
Lautheitstheorie von Zwicker, vgl. [202], baut auf dem Schwellenmodell auf, dessen Basis die
Verteilung der psychoakustischen Erregung entlang der Tonheit  ist, siehe Abschnitt 3.2.2.1.
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(3.39)
Durch Abbilden der Formel (3.39) auf die Tonheitsskala  gemäß Gleichung (3.36) erhält
man die Kurven gleicher Lautheit , siehe Abbildung 3.9.
Zur Bildung der Erregungsverteilung aus dem Schallsignalspektrum wird der Verlauf der Mit-
hörschwellen von Sinustönen bei Verdeckung durch Schmalbandrauschen zugrundegelegt.
Dabei wird zwischen Kernerregung (innerhalb einer Frequenzgruppe) und Flankenerregung
(außerhalb einer Frequenzgruppe) unterschieden.
Beispielsweise ist die psychoakustische Kernerregung eines Sinustones oder eines Schmal-
bandrauschens mit einer Bandbreite, die kleiner ist als die Frequenzgruppenbreite, gleich der
physikalischen Schallintensität. Aus dem physikalischen Intensitätsdichtespektrum des eintref-
fenden zeitvarianten Schalls wird so die Verteilung der psychoakustischen Erregung
gebildet.
Die Verteilung der psychoakustischen Erregung  wird spezifische Lautheit  benannt.
Die Gesamtlautheit  ergibt sich als Integral über die spezifische Lautheit im Hörbereich
(0...24 Bark) entlang der Tonheit-Skala :
(3.40)
Abbildung 3.9 Kurven gleicher Lautheit von Sinustönen im ebenen Schallfeld. Schallpegel eines
Sinustones, welcher die gleiche Lautheit hervorruft, wie ein 1 kHz-Ton mit angegebenen Pegel. Angaben
in phon und sone. Grafik aus [202].
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3.2.2.3 Differentielle Wahrnehmbarkeitsschwellen
Differentielle Wahrnehmbarkeitsschwellen sind im Unterschied zu Ruhe- oder Mithörschwel-
len Wahrnehmbarkeitsgrenzen für die Änderung einer Reizgröße. Hier sollen besonders die
Wahrnehmbarkeitsschwellen für Phasen-, Amplituden- oder Frequenzänderung beachtet wer-
den [202]. Als Faustformel gilt: Amplitudenänderungen sind dann wahrnehmbar, wenn sie
innerhalb einer Frequenzgruppe 1 dB überschreiten. Für Frequenzänderungen liegt die
Schwelle bei ca. 0.7% für Frequenzen oberhalb von 500 Hz und bei ca. 3,6 Hz für Frequenzen
unterhalb von 500 Hz. Damit ist sie abhängig von der Frequenzgruppenbreite und beträgt ca.
 Bark. Diese empfindliche Schwelle ist über die Wanderwelle auf der Basilarmembran
nicht zu erklären. Eine Änderung der Frequenz eines Sinustons um 1/27 Bark verschiebt die
zugehöre Intensitätsverteilung derart, daß an der unteren Flanke in der benachbarten Frequenz-
gruppe eine Intensitätsänderung um 1 dB erfolgt. So wird eine Frequenzänderung als Amplitu-
denänderung in der benachbarten Frequenzgruppe wahrgenommen.
Generell ist bekannt, daß die Klangfarbe eines Sprachschalls im sehr geringen Maße von den
Phasenänderungen der Teiltöne abhängt. Daher hat der genaue Umfang der Phasenänderung
auf die Wahrnehmung des Sprachsignals keine Einfluß. Weil die Phase im Fall von komplexen
Klängen aus vielen Teiltönen, wie sie zum Beispiel in Sprache oder Musik vorkommen, nur
eine geringe Rolle spielt, kann man Sprach- und Musikklänge mit gewünschten Klangfarben
erzeugen, indem man ohne Rücksicht auf die Phasen die entsprechenden Amplitudenspektren
realisiert. Diese Eigenschaft wird häufig in Sprachsynthese- oder Geräuschreduktionssystemen
ausgenutzt, da so die Phasenverläufe der Sprache explizit nicht nachgebildet werden müssen.
Die differentiellen Wahrnehmbarkeitsschwellen sind abhängig von vorhandenen Maskierern
im Zeit- oder Frequenzbereich. Detaillierte Untersuchungen zu diesem Thema sind in [172]
und [202] zu finden.
3.3 Psychoakustische Verdeckungseffekte
Psychoakustische Verdeckungseffekte sind die Grundlage für die in Abschnitt 6 entwickelten
Verfahren der Sprachsignalverarbeitung und Geräuschreduktion. Aus der Praxis der Sprach-
kommunikation sind Maskierungseffekte bekannt. So werden z.B. ganze Wörter oder Wortsil-
ben durch den Lärm auf einer belebten Straße oder in einer Werkhalle vollkommen bzw.
teilweise verdeckt.
Auch innerhalb eines Audiosignals kann es zu Verdeckungseffekten kommen. Dabei sind die
Informationen, die im psychoakustischen Verdeckungsbereich liegen, für das menschliche
Gehör irrelevant. Etablierte Komprimierungs- und Datenreduktionsalgorithmen für Audiosi-
gnale nutzen diese Eigenschaft der Automaskierung von Audiosignalen aus, indem derartige
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Informationsanteile reduziert werden können, ohne eine hörbare Qualitätsminderung des
eigentlichen Signals zu bewirken.
Der umgekehrte Weg ist ebenfalls möglich: In jedes beliebige Audiosignal können zusätzliche
nicht hörbare Informationen gebracht werden. Dabei wird durch psychoakustische Verdeckung
dieser Informationen eine wahrnehmbare Störung des ursprünglichen Signals vermieden. So
wurde in [132] ein Verfahren vorgestellt und patentrechtlich geschützt, bei dem das Lautspre-
cher-Raum-Mikrophon-System (LRM-System) durch orthogonale Testsequenzen identifiziert
wird. Diese Anregungssequenzen werden so im Primärsignal versteckt, daß sie zwar im Emp-
fänger ausgewertet werden können, doch für das menschliche Gehör nicht wahrnehmbar sind.
Zahlreiche Untersuchungen in [95], [123] und [202] haben gezeigt, daß Verdeckungseffekte
für jedes menschliche Gehör bestimmbar sind. Individuelle Unterschiede treten kaum in
Erscheinung. Prinzipiell kann man zwischen zwei Formen von Maskierern unterscheiden:
Simultane Verdeckung im Frequenzbereich und zeitliche Verdeckung durch temporale Effekte
entlang der Zeitachse. Außerdem existieren Mischformen dieser beiden Maskierungen.
In Abschnitt 6 werden drei neue Verfahren vorgestellt, die diese psychoakustischen Effekte
nutzen. Dabei wurden klassische Geräuschreduktionssysteme so modifiziert, daß die Optimie-
rung der Gewichtsfunktion nicht nur hinsichtlich der Minimierung des quadratischen Schätz-
fehlers erfolgt. Zusätzlich wurden psychoakustische Aspekte der menschlichen Wahrnehmung
berücksichtigt, um eine adaptive Anpassung der Filterregel des Geräuschreduktionssystems an
die Hörcharakteristik vorzunehmen. Dadurch konnte eine spürbare Verbesserung der resultie-
renden Sprachverständlichkeit und des subjektiven Höreindrucks erreicht werden.
3.3.1 Simultane Frequenzverdeckung
Bei simultaner Verdeckung treten Maskierer und Nutzsignal zur gleichen Zeit auf. Zur Unter-
suchung dieses Effektes wurden in [202] verschiedenen Hörern unterschiedlichen Alters und
Geschlechts, Testsignale und Maskierer dargeboten. Ändert man nun die Form, Bandbreite,
Amplitude und/oder Frequenz der Maskierer derart, daß die oft sinusförmigen Testsignale
gerade hörbar werden, läßt sich die Mithörschwelle, siehe Abschnitt 3.2.2.1, bestimmen. Zwi-
schen der Mithör- und der Ruhehörschwelle existiert der sogenannte Verdeckungsbereich, in
dem das Testsignal nicht mehr hörbar ist.
3.3.1.1 Maskierung von Sinustönen durch weißes Rauschen
Wird einem Sinuston weißes Rauschen überlagert, so wird die Hörschwelle des Sinustones zur
Mithörschwelle. Um die Wirkung des weißen Rauschens auf die Hörbarkeit eines Sinustones
quantitativ zu beschreiben, wurde die Frequenz und Amplitude des Testsinustones über die
gesamte Bandbreite des hörbaren Bereichs geändert und so die Mithörschwelle bestimmt,
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siehe Abbildung 3.10. Eine wichtige Größe zum Kennzeichnen von frequenzabhängigen
Rauschvorgängen ist die spektrale Schallintensität I, mit
(3.41)
Dabei wird  als spektrale Schallintensitätsdichte bezeichnet. fu  und fo stellen die untere und




Die Mithörschwelle eines Sinustones bei Verdeckung durch weißes Rauschen läßt sich folgen-
dermaßen beschreiben: Unterhalb von 500 Hz liegt die Mithörschwelle des Sinustones ca. 17
dB oberhalb der Schallintensität des weißen Rauschens. Ab 500 Hz steigt dann die Mithör-
schwelle mit ca. 10 dB pro Dekade bzw. ca. 3 dB pro Oktave (Verdopplung der Frequenz) an.
Die Frequenzabhängigkeit der Mithörschwelle läßt sich mit der Frequenzgruppenbreite des
Gehörs bei verschiedenen Mittenfrequenzen erklären:
Abbildung 3.10 Maskierung eines sinusförmigen Testtones durch weißes Rauschen. Dargestellt ist die
Schallintensität eines durch weißes Rauschen mit der Schallintensität  gerade verdeckten Testtones
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Weil das weiße Rauschen eine frequenzunabhängige Intensitätsdichte hat, erzeugt es in den
einzelnen Frequenzgruppen des Gehörs einen um so stärkeren Verdeckungseffekt, je breiter die
Frequenzgruppe ist. Deutlich ist in Abbildung 3.10 sichtbar, daß weißes Rauschen auch dann
Verdeckung hervorruft, wenn es einen negativen Schallpegel hat. Der Dichtepegel  ist mit
Bezug auf die Bandbreite 1 Hz definiert worden. Da das Gehör aber mit Bandbreiten von 100
Hz bis 3000 Hz arbeitet, bewirken Dichtepegel mit  noch Verdeckungen.
3.3.1.2 Maskierung von Sinustönen durch schmalbandiges Rauschen
Bestimmt man die Mithörschwelle für schmalbandige Maskierer (Sinustöne, Schmalbandrau-
schen, frequenzgruppenbreites Rauschen), so zeigt sich, daß die spektrale Mithörschwelle
gegenüber der Ruhehörschwelle auch dort angehoben ist, wo der Maskierer gar keine spektra-
len Anteile besitzt. Als Schmalbandrauschen wird frequenzgruppenbreites Rauschen benutzt,
dessen Pegel mit  bezeichnet wird.
In Abbildung 3.11 sind die Mithörschwellen von Sinustönen dargestellt, die durch frequenz-
gruppenbreites Rauschen mit der Mittenfrequenz 1 kHz und dem Schallpegel  in Abhän-
gigkeit von der Frequenz des Testtones verdeckt werden. Die Spitzen der Mithörschwellen
steigen bei Erhöhung des Maskiererpegels um  dB ebenfalls um 20 dB. Sie sind
damit pegelunabhängig. Die unteren Flanken der Mithörschwellen, d.h. die in Richtung tiefer
Frequenzen, besitzen eine vom Maskiererpegel praktisch unabhängige Steilheit von ca. -100
dB/Oktave. Diese große Steilheit wird an der oberen Flanke der Mithörschwellen nur für Mas-
kiererpegel kleiner 40 dB erreicht. Bei größeren Pegeln wird die Flanke immer flacher und
beträgt ca. -25 dB/Oktave bei  dB.
Abbildung 3.11 Maskierung im Frequenzbereich: Mithörschwellen bei einem Schmalbandrauschen mit
der Mittenfrequenz fc  = 1kHz und verschiedenen Pegeln LCB als Maskierer und einem Sinuston mit der
Frequenz fT  und dem Pegel LT  als Testschall. Die Ruhehörschwelle wurde gestrichelt eingezeichnet.
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Bei anderen Mittenfrequenzen als 1 kHz verhält sich das Gehör ähnlich. Die Flankensteilhei-
ten von oberer und unterer Flanke sind nahezu unabhängig von der Mittenfrequenz des Mas-
kierers, siehe Abbildung 3.12.
Abbildung 3.12 Mithörschwellen bei frequenzgruppenbreitem Schmalbandrauschen mit einem Pegel
LCB = 60 dB und Mittenfrequenzen von 250 Hz, 1 kHz und 4 kHz. Grafik aus [202] entnommen.
3.3.1.3 Maskierung von Sinustönen durch andere Sinustöne
Wird der sinusförmige Testton von einem weiteren Sinuston bei 1 kHz maskiert, ergeben sich
in Abhängigkeit von der Frequenz des Testtones und des Pegels des Maskierers LM  Mithör-
schwellen, wie in Abbildung 3.13 dargestellt.
Wie schon im Abschnitt 3.3.1.2 beschrieben, ist die sogenannte Auffächerung der oberen
Flanke in Abhängigkeit vom Pegel des Maskierers deutlich zu sehen, während die untere
Flanke der Mithörschwelle nahezu frequenz- und pegelunabhängig ist. Für die obere Flanken-
steilheit lassen sich je nach Pegel des Maskierers -100...-25 dB/Oktave, für die untere Flanken-
steilheit ca. -100 dB/Oktave angeben. Zwischen Maskierpegel  und den Spitzen der
Maskierschwellen  ergibt sich ein Offset von ca. 12 dB.
Abbildung 3.13 Verdeckung durch Sinustöne. Dargestellt ist die frequenzabhängige Mithörschwelle
eines Testsinustones, der durch einen weiteren Sinuston mit der Frequenz 1 kHz und dem Pegel LM
maskiert wird. Grafik aus [202].
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3.3.2 Zeitliche Verdeckung
Neben Simultanverdeckung tritt auch zeitliche Verdeckung auf. Dabei kann zwischen zwei
Arten der zeitlichen Maskierung unterschieden werden: Vorverdeckung - schon vor Einschal-
ten des Maskierers treten Verdeckungseffekte auf - und Nachverdeckung - nach Abschalten
des Maskierers sinkt die Hörschwelle nicht sofort auf die Ruhehörschwelle. Vor- und Nach-
verdeckung sind schematisch in Abbildung 3.14 dargestellt und werden im Abschnitt 3.3.2.2
näher erläutert.
Abbildung 3.14 Schematische Darstellung von Simultan-, Vor- und Nachverdeckung. Dargestellt ist ein
Maskierer und die jeweilige überhöhte Mithörschwelle. Deutlich ist sichtbar, daß die Mithörschwelle
schon vor bzw. nach dem Maskierer über der Ruhehörschwelle liegt. Grafik aus [202].
3.3.2.1 Simultanverdeckung von Tonimpulsen
Die Ruhehörschwelle und die Mithörschwelle sind von der Dauer eines Testtones abhängig.
Dabei können zwei unterschiedliche Effekte beobachtet werden: Die Abhängigkeit der Laut-
stärkeempfindung von der Dauer eines Testimpulses (siehe Abbildung 3.15) und der Zusam-
menhang zwischen Wiederholungsrate von kurzen Tonimpulsen und der
Lautstärkeempfindung (siehe Abbildung 3.16). Nach [202] muß ein 20 ms-Impuls um 10 dB
erhöht werden, um genauso laut wie ein 200 ms-Impuls empfunden zu werden.
Abbildung 3.15 Abhängigkeit der Lautstärkewahrnehmung von der Dauer eines Testtonimpulses. Die
gepunkteten Linien zeigen die Ruhehörschwelle in Abhängigkeit von der Dauer von Tonimpulsen
unterschiedlicher Frequenz. Die durchgezogenen Linien stellen die Mithörschwelle in Abhängigkeit von
der Dauer eines Sinustones dar. Dabei tritt weißes Rauschen als Maskierer mit dem Pegel  auf.
Grafik entnommen aus [202].
LUMN
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Ab 200 ms Impulsdauer ist die Lautheit eines Tonimpulses unabhängig von seiner Dauer. Das
Ohr integriert offensichtlich über die Dauer von Tönen kleiner als 200 ms. In Abbildung 3.16
ist die kleinere Flankensteilheit der Nachverdeckung im Vergleich zur Steilheit der Vorverdec-
kung deutlich sichtbar.
Nach Einschalten des Maskierers entsteht eine kurze Überhöhung der Mithörschwelle um etwa
10 dB. Dieser Effekt wird als Overshoot-Effekt bezeichnet und ist von der spektral unter-
schiedlichen Zusammensetzung von Testton und Maskierer innerhalb der kritischen Frequenz-
gruppen abhängig. Er verschwindet, sofern Maskierer und Testton gleiche spektrale Anteile
besitzen.
Abbildung 3.16 Abhängigkeit der Mithörschwelle von der Wiederholungsrate eines 3 kHz-, 3 ms-
Testtonimpulses. Dabei liegt weißes, rechteckmoduliertes Rauschen mit den Modulationsfrequenzen 5,
20 und 100 Hz als Maskierer vor. Die Abzisse stellt die zeitliche Verschiebung des Testtonimpulses
normiert auf die Periodendauer TM  des Maskierers dar. Die Strichpunktlinie zeigt die Mithörschwelle für
einen ununterbrochenen 3 kHz Ton. Grafik aus [202] entnommen.
3.3.2.2 Vor- und Nachverdeckung
Ein Maskierer verdeckt den Testtonimpuls scheinbar, bevor er überhaupt eingeschaltet wird.
Dies wird als Vorverdeckung bezeichnet. Eine Erklärung hierfür ist, daß laute Töne psychoaku-
stisch schneller verarbeitet werden als leisere. Der Vorverdeckungseffekt ist wesentlich weni-
ger ausgeprägt als der Nachverdeckungseffekt. Nach dem Abschalten des Maskierers sinkt die
Hörschwelle nicht sofort auf die Ruhehörschwelle ab, sondern erreicht diese erst nach ca. 200
ms. Diesen Effekt bezeichnet man als Nachverdeckung. Er läßt sich mit dem langsamen
Abschwingen der Wanderwelle auf der Basilarmembran erklären.
Auch die Bandbreite des Maskierers hat direkten Einfluß auf die Dauer der Nachverdeckung.
Prinzipiell kann man davon ausgehen, daß in jeder separaten Frequenzgruppe Anteile des Mas-
kierers Nachverdeckung entsprechend Abbildung 3.17 und Abbildung 3.18 hervorrufen.
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Abbildung 3.17 Nachverdeckung: Pegel eines gerade hörbaren 20 µs-Gaußimpulses als Funktion der
Zeit nach Abschalten eines weißen Rauschmaskierers mit dem Pegel LWN. Die gestrichelten Linien
zeigen den exponentiellen Verlauf auf einer logarithmischen Pegel-Skala. Grafik entnommen aus [202].
Der Nachverdeckungseffekt ist auch abhängig von der Dauer des Maskierers. Dieser Umstand
ist für die Sprachwahrnehmung von Bedeutung, da die meisten Laute kürzer als 200 ms sind.
Abbildung 3.18 Nachverdeckung in Abhängigkeit von der Dauer des Maskierers. Die gepunktete Linie
zeigt den Pegel eines gerade wahrnehmbaren 20 µs-Gaußimpulses bei Verdeckung mit Maskierer 5 ms
Dauer und 60 dB Pegel. Die durchgezogene Linie beschreibt den Maskierer mit einer Dauer von 200 ms.
Darstellung aus [202].
3.3.3 Additive Maskierung und Verdeckung durch komplexe Maskierer
Für die Ausnutzung der psychoakustischen Verdeckungseffekte in später vorgestellten Algo-
rithmen und Verfahren stellt sich die Frage, ob diese Verhältnisse nur beim Vorliegen eines ein-
zelnen Maskierers auftreten und welche resultierende Verdeckung sich bei zusammengesetzten
komplexen oder mehreren additiv überlagerten Maskierern ergibt. Für die Simultanverdeckung
können die Untersuchungsergebnisse aus [202] relativ klar zusammengefaßt werden. Für die
zeitliche Verdeckung ist keine einfache Darstellung möglich. Allgemein zeigt sich, daß die
Bandbreite der Maskierer eine wichtige Rolle spielt.
3.3.3.1 Addition simultaner Maskierer
Simultanverdeckung liegt vor, wenn mehrere Maskierer gleichzeitig auftreten. Abbildung 3.19
zeigt am Beispiel eines komplexen Tones, der aus einem 200 Hz-Ton und seinen neun Harmo-
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nischen gebildet wurde. Der Grundton und die ersten vier Harmonischen liegen jeweils separat
in verschiedenen Frequenzgruppen. Es kommt nicht zur additiven Überlagerung dieser Ver-
deckungsanteile. Die oberen Harmonischen liegen dagegen innerhalb einer Frequenzgruppe.
Deutlich kommt es in dieser Frequenzgruppe zur additiven Überlagerung der einzelnen Mit-
hörschwellen. Dabei entsteht ein ähnlicher Maskierungseffekt wie bei der durch schmalbandi-
ges, frequenzgruppenbreites Rauschen hervorgerufenen Verdeckung. Dies entspricht auch den
in Abschnitt 3.2.2.1 getroffenen Aussagen. Demnach kann die Addition von simultanen Mas-
kierern nicht durch die Addition ihrer Intensitäten, sondern vielmehr durch Addition der ein-
zelnen spezifischen Lautheiten modelliert werden. In Abschnitt 6.3.4 wird ein nichtlineares
Modell eingeführt, das auf die Besonderheiten bei der Überlagerung von Maskierern eingeht.
Abbildung 3.19 Simultanverdeckung durch einen komplexen Ton. Dargestellt ist Mithörschwelle für
simultane Verdeckung eine sinusförmigen Testtones durch einen 200 Hz-Sinuston und neun
Harmonische in Abhängigkeit von der Frequenz und des Pegels der Anregung [202].
3.3.3.2 Addition zeitlicher Maskierer
Die zeitliche Verdeckung ist von der Dauer und der Bandbreite des Maskierers abhängig. Im
Vergleich zur Nachverdeckung spielt die Vorverdeckung eine sehr geringe Rolle für die Nut-
zung in späteren Algorithmen. Deshalb wird nachfolgend nur auf die Nachverdeckung einge-
gangen. Führt man eine zeitvariante spezifische Lautheit  des i-ten Maskierers ein, so
lassen sich die Verhältnisse bei Addition von simultanen Maskierern auch auf zeitliche Mas-
kierer anwenden. Die spezifische Lautheit  der Maskierer  wird dann zu
jedem Zeitpunkt k  innerhalb der Frequenzgruppen addiert. Aus der spezifischen Lautstärke
wird die Mithörschwelle nach Abschnitt 3.2.2.1 gebildet, die dann innerhalb der Frequenz-
gruppen in ca. 200 ms auf die Ruhehörschwelle abschwingt.
3.3.3.3 Automaskierung
Als Automaskierung wird die Verdeckung eines Nutzsignals durch sich selbst bezeichnet. Der
Automaskierung kommt im Abschnitt 6 besondere Bedeutung zu. Bei der auditiven Signalver-
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besserung können so verfälschte Signalanteile unterdrückt oder modifiziert werden, die durch
Schätzfehler der Störleistungsdichte bei der Anwendung der Geräuschreduktion entstanden
sind. Deshalb liegt es nahe, nur in den hörbaren Bereichen oberhalb der Maskierschwelle eine
Signalverarbeitung vorzunehmen. Unterhalb der Maskierschwelle ist keine weitere Geräusch-
reduktion erforderlich. Außerdem hat sich die Nutzung von Effekten der Automaskierung bei
der auditiven Datenreduktion (z.B. MiniDisk, DCC) etabliert. Hierbei werden nur Informatio-
nen übertragen, die hörbar sind. Irrelevante Signale werden reduziert. Genauso lassen sich
Signale unterhalb der Maskierschwelle verstecken. Diese Methode wird in [132] verwendet,
um zusätzliche orthogonale Sequenzen in das Nutzsignal zu integrieren und so die verbesser-
ten Korrelationseigenschaften des Signalgemisches für die schnelle und störsichere System-
identifikation zu nutzen.
Automaskierung ist sowohl im Frequenzbereich wie auch im Zeitbereich zu beobachten.
Abbildung 3.20 zeigt dafür ein Beispiel. Unterhalb der Mithörschwelle liegende Informationen
können vernachlässigt werden, da sie vom menschlichen Gehör nicht wahrgenommen werden
können. Setzt man diese Analyse in anderen Zeitrahmen fort, so läßt sich für das Gesamtsignal
eine drastische Datenreduktion erreichen. Für die Automaskierung im Zeitbereich gelten ana-
loge Aussagen.
Abbildung 3.20 Automaskierung im Frequenzbereich. (a) Dargestellt sind Nutzsignal und Auto-
Mithörschwelle für ein im Fahrzeug aufgenommenes Testsignal. Anschließend wurden die
Mithörschwellen und der Verdeckungsbereich berechnet. Informationen unterhalb der Mithörschwelle
werden durch das Nutzsignal selbst verdeckt und sind damit redundant (b).
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4 Überblick der Verfahren
Abbildung 4.1 zeigt die schematische Darstellung eines allgemeinen Geräuschreduktions-
systems mit einem oder mehreren Mikrophonen1. Das grundsätzliche Ziel der folgenden Ver-
fahren ist die möglichst fehlerfreie Schätzung  des gesprochenen zeitdiskreten Signals
. Dafür steht nur das Signalgemisch
(4.1)




1Entsprechend der Anzahl der Mikrophone spricht man auch von ein-, bzw. mehrkanaligen Lösungen.
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62 4 Überblick der Verfahren
additiv zusammen, wobei zunächst Punktschallquellen für das Sprach- und Störsignal ange-
nommen werden. Die vektorielle Darstellung verweist auf Mehrkanallösungen der Signalver-
arbeitung, bei denen sich in jedem Mikrophon unterschiedliche Anteile von Sprache und
einfallender Störung ergeben. Hierbei sind  und  die Impulsantworten der Über-
tragungswege zwischen den Stör- und Nutzsignalquellen und den  Mikropho-
nen. Insgesamt ergibt sich eine verallgemeinerte vektorielle Darstellung für den am Eingang
der adaptiven Signalverarbeitung zur Verfügung stehenden Signalvektor  mit:
(4.4)
Abbildung 4.1 Allgemeine Darstellung von Geräuschreduktionssystemen. Zur Vereinfachung der
Darstellung sind nur Direktschallanteile eingezeichnet. Schallreflektionen, Abschattungen und
Signalverzögerungen gehen in die Raumimpulsantworten  und  ein.
Für die Systematisierung der Verfahren kann zum Beispiel die Zahl der verwendeten Mikro-
phone oder die Art der Modellbildung herangezogen werden. Aus den unterschiedlichen ver-
einfachten Modellannahmen ergeben sich Einschränkungen für die Anwendung der einzelnen
Verfahren unter realen Bedingungen.
4.1 Einkanalige Geräuschreduktion
Da im allgemeinen keine a priori Kenntnisse von Signal und Störung vorliegen, steht bei
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zur Verfügung. In zahlreichen Publikationen wurden Ansätze für die Lösung dieses Problems
vorgestellt. Prinzipiell sind folgende Verfahren bekannt:
4.1.1 Spektrale Subtraktion
Als wichtigstes Verfahren hat sich die sogenannte Spektrale Subtraktion als eine Form der
Wiener-Filterung etabliert, siehe Abschnitt 2.7. Dabei wird davon ausgegangen, daß Störung
und Sprachsignal unkorreliert sind und sich additiv überlagern. Die spektrale Subtraktion hat
sich vor allem als Vorverarbeitung für die automatische Spracherkennung in akustisch gestör-
ter Umgebung [17] und auch für den Einsatz in Freisprecheinrichtungen [104] oder für das
Entrauschen historischer Schallaufnahmen bewährt. Die Grundidee der spektralen Subtraktion
liegt darin, den Betrag des Störspektrums zu schätzen und ihn vom Betrag des Spektrums des
gestörten Sprachsignals zu subtrahieren. Die gestörte Phase wird dabei nicht verändert. Dabei
wird von der Tatsache Gebrauch gemacht, daß das menschliche Gehör gegenüber Phasenver-
zerrungen weitgehend unempfindlich ist. Für die Spektrale Subtraktion ergibt sich folgende
Problematik: Zur Schätzung der Störung steht nur das gestörte Sprachsignal im Mikrophon zur
Verfügung. Mit Hilfe eines Sprachpausendetektors  müssen deshalb die Zeitabschnitte
bestimmt werden, in denen nur das Störsignal vorliegt. Durch Mittelung im Frequenzbereich
über mehrere Pausensegmente wird ein Schätzwert für das Störspektrum in den nachfolgenden
Sprachsegmenten gebildet. Dabei muß gefordert werden, daß das Störsignal stationären Cha-
rakter besitzt, damit der in der Sprachpause gewonnene Schätzwert noch während der nachfol-
genden Sprachaktivität relevant ist. Dies wird in realen Anwendungen zu gravierenden
Schwierigkeiten führen. Liegt beispielsweise ein Fehler in der Sprachpausendetektion vor, flie-
ßen Sprachsegmente in die Störschätzung mit ein, was sich in einer Verzerrung des Sprachsi-
gnals äußert. Bei nichtstationären Störgeräuschen ergibt sich ein zunehmender Fehler
zwischen Schätzung des Störgeräusches und wirklicher Störung in den nachfolgenden Sprach-
segmenten. Verbleibende Störgeräusche sind dann als sogenannte „musical tones“ wahrnehm-
bar. Sie sind eine Folge der im Frequenzbereich durchgeführten Operation der Subtraktion
zweier Spektren. Hierbei ergeben sich einzelne, isolierte Spektrallinien, die sich nach der
Rücktransformation in den Zeitbereich als kurzzeitige Sinustöne äußern.
In letzter Zeit sind Verfahren vorgeschlagen worden, die ohne explizite Sprachpausendetektion
auskommen, z.B. [114], oder Reststörgeräusche durch nichtlineare Filterung reduzieren, vgl.
[105]. Eine neue sehr effiziente Methode zur Signalverbesserung auf der Grundlage psycho-
akustischer Verdeckungseffekte wird in dieser Arbeit vorgestellt. Dabei wird ein Konzept zur
Vermeidung von Restgeräuschen und Sprachverzerrungen erarbeitet und analysiert. Besonde-
res Augenmerk wurde dabei auf die Geräuschschätzung und auf die psychoakustische Modifi-
kation der Wiener-Filter-Regel gerichtet.
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4.1.2 Modellbasierte Verfahren
Modellbasierte Verfahren versuchen durch Nutzung von a priori zur Verfügung stehenden
Kenntnissen bezüglich der statistischen Eigenschaften des Geräusch- und Sprachsignals oder
durch Verwendung der Theorie der Spracherzeugung, Geräusch und Sprache zu trennen. So
wurden in [33] und [164] die Nutz- und Störsignalparameter des Zustandraummodells für die
Kalman-Filterung bestimmt. Dabei wird vom Modell der Spracherzeugung als autoregressiver
Prozeß ausgegangen, vgl. Abschnitt 3.1.1.3. In [125] werden dagegen neuronale Netze
genutzt, um die chaotischen Eigenschaften des Störgeräusches zu prädizieren.
Für die Verarbeitung gestörter Sprache in Spracherkennern hat sich die sogenannte Kepstrale
Lifterung [139] bewährt. Hierbei wird die Dimension des gestörten Signalvektors im kepstra-
len Bereich reduziert. Ausgehend vom Fant’schen Source-Filter-Modell der Spracherzeugung,
vgl. Abschnitt 3.1.1.1, lassen sich durch homomorphe Entfaltung Anregungs- und Vokaltrakt-
anteile des Sprachsignals trennen. Nach der Lifterung liegen dann nur stimmhafte Anteile der
Sprache vor, zusätzliche Geräusche werden entfernt. In diesem Zusammenhang haben auch die
Techniken der linearen Prädiktion große Verbreitung gefunden. Dabei werden aus dem gestör-
ten Sprachsignal die Modellparameter des AR-Prozesses der Spracherzeugung geschätzt.
Durch anschließende Signalsynthese kann so das ungestörte Sprachsignal nachgebildet werden
[198]. Diese Schätzung funktioniert aus den in Abschnitt 3.1.1.3 genannten Gründen beson-
ders gut für stimmhafte Laute (z.B.: CELP-Codierung1).
Eine weitere Möglichkeit der modellbasierten Geräuschreduktion besteht darin, Modellpara-
meter der akustischen Störung in sogenannten Markov-Ketten zu erfassen. Die so trainierten
Markov-Modelle sind dann im realen Betrieb in der Lage, bei Eintreten bestimmter Störungen
deren weiteren Verlauf vorherzusagen, vgl. [43], [50] und [102].
Allgemein läßt sich sagen, daß modellbasierte Verfahren immer dann zum Erfolg führen, wenn
ausreichende Kenntnisse der Signale, Störungen oder des Systems vorliegen. In praktischen
Anwendungen sind diese Bedingungen sehr schwer zu realisieren.
4.1.3 Nichtlineare Verfahren
Eine weitere Möglichkeit der Geräuschreduktion bieten nichtlineare Verfahren. Hierbei wird
die beeindruckende Fähigkeit des Gehörs ausgenutzt, gegenüber nichtlinearen Verzerrungen
relativ unempfindlich zu sein. Das bekannteste Verfahren in diesem Zusammenhang ist das
sogenannte Center-Clipper-Verfahren, bei dem nur Signalanteile um den Mittelwert des
gestörten Signals innerhalb eines Signalfensters weiterverarbeitet werden. Anteile über bzw.
unter der Center-Clipper-Schwelle werden gesperrt (engl.: „clip“). Da Sprachsignal und Stö-
1CELP: Code Excited Linear Prediction
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rung stets mittelwertfrei sind, kann so besonders in Sprechpausen eine deutliche Geräuschre-
duktion erreicht werden. Dies ist vergleichbar mit der Funktionsweise eines Kompanders,
wobei eine adaptive Auslegung der Kompanderkennlinie in Abhängigkeit von der Sprachakti-
vität denkbar wäre, wie z.B. in [117] vorgestellt.
Eine weitere Möglichkeit der nichtlinearen Geräuschreduktion stellen die Median-, Minimal-
und Maximalfilterung dar. Diese Verfahren kommen in der Meßtechnik zum Verwerfen von
sogenannten „Meßausreißern“ zum Einsatz. Hierbei werden zum Zeitpunkt  je nach Analyse-
länge des Filters  vergangene Meßwerte erfaßt und mit dem i-ten Meßwert sortiert. Je
nach Art des Filters wird dann der i-te Meßwert durch das Maximum, Minimum oder den
Median der Sortierfolge ersetzt. In [105] wurde dieses Verfahren in Verbindung mit der Spek-
tralen Subtraktion eingesetzt, um verbleibende Reststörungen zu verringern.
Verfahren der nichtlinearen Glättung wurden erfolgreich bei der Signalnachverarbeitung ange-
wandt, haben sich jedoch als autonome Methoden der Geräuschreduktion nur in wenigen Aus-
nahmefällen und speziellen Anwendungen (z.B. 2-D Bildverarbeitung) etabliert. Den größten
Nachteil erfahren diese Verfahren durch die Verzerrung des Sprachsignals, was letztendlich zur
einer Verringerung der Sprachverständlichkeit führt.
4.1.4 Multiratenverarbeitung, Filterbänke und Wavelets
Multiratenverarbeitung und Wavelets sind schon aus der Quellencodierung (Kompression) von
Audio- und Videodaten bekannt. Dabei werden Oktavfilterbänke für die Analyse und Synthese
des Signals genutzt. Eine besondere Bedeutung haben die dyadischen Wavelets. Das sind
Transformationskerne, die für die Analyse nichtstationärer Signale mit Mehrfachauflösung, die
sogenannte Wavelet-Analyse, verwendet werden. Es erfolgt so eine Transformation des nicht-
stationären Signals in den Zeit-Frequenzbereich, wobei zu verschiedenen Zeiten und bei unter-
schiedlichen Frequenzen eine variable Auflösung vorgenommen werden kann. Prinzipiell
findet die Wavelet-Geräuschreduktion in drei Schritten statt: Zuerst wird eine Signalanalyse
und Transformation in den Zeit-Frequenzbereich  mit unterschiedlicher Auflösung durchge-
führt. Dies wird in der Regel mit dyadischen Oktavfilterbänken erreicht. Anschließend werden
die so gewonnenen Waveletkoeffizienten einer Schwellwertentscheidung unterzogen, d.h. ein-
zelne Koeffizienten werden anhand einer globalen oder einer adaptiven Schwelle zu Null
gesetzt. Danach erfolgt in der Synthesefilterbank eine Rekonstruktion aus den übriggebliebe-
nen Waveletkoeffizienten. Im Idealfall wurden die Schwellen so gewählt, daß genau die Stör-
anteile  des Signalgemisches  entfernt werden. Für die Schwellenwahl haben sich
verschiedene Algorithmen etabliert, die entweder von a-priori-Kenntnissen der Störung ausge-
hen oder Modelle verwenden, die nur in speziellen Anwendungsfällen zutreffen. Darin zeigt
sich auch bei diesen Verfahren die größte Schwäche. Liegen kaum oder keine Kenntnisse der
i
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Eigenschaften von Nutzsignal und Störung vor, ist eine allgemeine Geräuschreduktion nicht
erreichbar. Gute Ergebnisse mittels Wavelettechnik wurden aber bei der Rauschreduktion und
„Entknackung“ historischer Schallaufnahmen erzielt, siehe [100] und [101].
4.2 Mehrkanalige Verfahren
Bei den mehrkanaligen Verfahren werden für die Signalverbesserung und Geräuschreduktion
statistische Eigenschaften von Nutz- und Störsignal, raumakustische Kenntnisse des Übertra-
gungskanals, der Anordnung der Mikrophone sowie der Position und der räumlichen Charak-
teristik der Signalquellen ausgenutzt. Dazu verwendet man zwei oder mehrere Mikrophone,
die im Raum verteilt angeordnet sind. Generell weisen die mehrkanaligen Verfahren den Vor-
teil auf, durch räumliche Anordnung der Mikrophone und Kreuzkorrelation der Mikrophonsi-
gnale eine Aussage über den Charakter der Störung zu gewinnen. Damit können in einem
Signalgemisch kohärente von inkohärenten Anteilen getrennt werden. Zudem kann die für die
Leistungsdichtebestimmung notwendige Zeitmittelung mindestens teilweise durch die Schar-
mittelung der Mikrophonsignale ersetzt werden, was besonders für die Reduktion nichtstatio-
närer Störsignale vorteilhaft ist.
4.2.1 Geräuschkompensation
Bei der Geräuschkompensation wird davon ausgegangen, daß in einem vom Nutzmikrophon
räumlich getrennten Referenzmikrophon, nur das Störsignal vorliegt. 1975 wurde erstmals in
geschlossener Form ein Störreduktionssystem beschrieben, das nach dem Prinzip der adapti-
ven Filterung funktioniert.
Abbildung 4.2 Geräuschkompensation mit zwei Mikrophonen. Zur Vereinfachung der Darstellung
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Das dem Nutzsignal überlagerte Störgeräusch wird durch Minimierung des mittleren quadrati-
schen Fehlers (LMS-Algorithmus) geschätzt und danach durch Subtraktion verringert [193]. In
Abbildung 4.2 ist ein Geräuschkompensationssystem, wie es z.B. in [150] realisiert wurde,
dargestellt. Aus der allgemeinen Darstellung eines mehrkanaligen Geräuschreduktionssystems
in Abbildung 4.1 und mit den Bezeichnungen der Eingangssignale zweier Mikrophone
und  sowie lt. Gleichung (4.4) folgt:
(4.6)
Abbildung 4.2 zeigt ein Beispiel für die Geräuschkompensation mit zwei Mikrophonen. Dabei
wird ein Mikrophon als Referenzmikrophon mit dem Eingangssignal  und ein zweites
Mikrophon als Sprachmikrophon mit dem Eingangssignal  eingesetzt. Das Kompensa-
tionsfilter wird so adaptiert, daß der mittlere quadratische Fehler
(4.7)
minimiert wird. Hierbei wurde vorausgesetzt, daß keine Sprachanteile  in das Referenz-
mikrophon gelangen und Sprache und Störung statistisch unabhängig sind. Sofort wird die
Problematik deutlich: Nur unter der Annahme, daß die beiden Übertragungswege  und
 nahezu identisch und beide Mikrophone möglichst entkoppelt sind (oder hinreichend weit
auseinander liegen), kann eine genaue Kompensation der Störung vorgenommen werden. Das
ist aber ein physikalischer Widerspruch. In der Realität zeigt sich, daß Sprachanteile in das
Referenzmikrophon gelangen (Übersprechen) und eine Identifikation der verschiedenen Über-
tragungswege wegen der starken Instationarität der Störungen und des recht langsamen Adap-
tionsalgorithmus sehr schwierig ist.
Durch die Orthogonalisierung der Adaptionssignale mittels Lattice-Strukturen [150] kann die
Kompensationsgeschwindigkeit erhöht werden. Der Einsatz von rekursiven adaptiven Filtern
zur schnelleren Adaption und Geräuschkompensation hat sich aus Stabilitätsgründen hier nicht
bewährt. In Gleichung (4.7) stellt das Sprachsignal für die Adaption des Kompensationsfilters
eine nicht stationäre Störung dar. Die Kompensation kann deshalb nur sehr langsam erfolgen
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oder muß in Sprachpausen stattfinden. Liegen mehrere oder expandierte Störquellen vor, ver-
schlechtert sich der Kompensationsgewinn drastisch. Wegen der genannten Schwierigkeiten,
haben sich derartige Verfahren für den Einsatz in Kraftfahrzeugen nicht durchgesetzt.
4.2.2 Adaptive und superdirektive Mikrophonarrays
Als adaptive Mikrophonarrays werden Mikrophonanordnungen aus mehreren Mikrophonen
bezeichnet. Mit Hilfe adaptiver Signalverarbeitung (sog. Beamforming) wird der Ort des Spre-
chers in einem Raum geschätzt und die größte Empfindlichkeit des Mikrophonarrays (sog.
„Keule“) automatisch auf seine Position gerichtet. Untersuchungen dazu wurden z.B. in [53],
[62], [160] und [170] durchgeführt. Gerade für das sogenannte Beamforming-Verfahren ist die
Erhöhung der Richtwirkung des Arrays nur mit weiteren Mikrophonen zu erreichen. Eine
erweiterte Variante, z.B. in [121], nutzt die Nebenmaxima („Nebenkeulen“) der Empfindlich-
keit des Mikrophonarrays aus, um ein Referenzsignal für die in Absatz 4.2.1 beschriebene
Geräuschkompensation zu gewinnen.
Prinzipiell zeigt sich bei allen mehrkanaligen Realisierungen, daß die Fokussierung auf eine
Nutzsignalquelle besonders in halligen Räumen oder bei starken zeitlichen Änderungen des
akustischen Übertragungskanals sehr schwierig ist. Dadurch kommt es zu Adaptionsfehlern,
die sich in hörbaren Signalverzerrungen und Pegelschwankungen äußern. Bei zeitinvarianten
Übertragungswegen und diffusen Geräuschquellen wird dennoch im Vergleich zu einkanaligen
Verfahren eine deutlich höhere Sprachverständlichkeit und Geräuschkompensation erreicht.
Dabei muß aber der höhere Aufwand in der Systemarchitektur und Signalverarbeitung beach-
tet werden. In einigen Publikationen werden bis zu 16 Mikrophone in Anordnungen genutzt,
die für praktische Anwendungen wie z.B. im Kraftfahrzeug zu aufwendig sind.
4.2.3 Kohärenzverfahren mit mehreren Mikrophonen
Liegt an zwei Mikrophonen ein Signalgemisch nach
(4.8)
an, so ist die Kohärenzfunktion gemäß Gleichung (2.42) zwischen zwei stationären Mikro-
phonsignalen ,  mit  folgendermaßen definiert:
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(4.9)
Dabei stellen  das Kreuzleistungsdichtespektrum und  sowie  die
Autoleistungsdichtespektren von  und  mit der normierten Frequenz  dar. Für
ein homogenes diffuses Störschallfeld1  hängt die Kohärenzfunktion der Mikrophonsignale nur
noch von den Richtcharakteristika und dem Abstand der Mikrophone ab [113].
Abbildung 4.3 Schätzung der Kohärenz für zwei Mikrophone mit einem Abstand d = 10 cm und der
Abtastfrequenz von .  (a) reine  Sprachprobe im PKW (b) Geräuschaufnahme während der
Fahrt im BMW 528i touring. Beide Mikrophone wurden auf der Sonnenblende des Fahrers plaziert. Die
gepunktete Linie zeigt die theoretische Kohärenz eines idealen diffusen Schallfeldes.
Geht man von einer diffusen Verteilung der Störer aus und stammt das Nutzsignal aus einer
konzentrierten Quelle, so lassen sich die Korrelations- und Kohärenzverhältnisse in unter-
schiedlichen Mikrophonen nutzen, um Geräusch und Nutzsignal zu trennen, siehe Abbildung
4.3. Zahlreiche Autoren haben sich mit diesem Problem auseinandergesetzt. Beispiele sind in
[25], [53], [89], [113] und [122] zu finden. Besonders erfolgreich konnte das Verfahren bei der
Merkmalsextraktion von gestörter Sprache für den Einsatz in geräuschrobusten Spracherken-
nern eingesetzt werden [130].
Alle Verfahren treffen generell die Annahmen, daß eine konzentrierte Nutzsignalquelle in
mehreren Mikrophonen kohärente Anteile erzeugt, wobei ein diffuses oder außerhalb des soge-
nannten Hallradius2 liegendes Störgeräusch nur geringe Kohärenz in den verschiedenen
Mikrophonen aufweist. Während die Reduktionsergebnisse in höheren Frequenzbereichen
1Das homogene diffuse Schallfeld zeichnet sich durch Schallwellen aus, die in allen Raumpunkten mit gleicher Intensität
aus allen Raumrichtungen eintreffen.
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recht gut ausfallen, kann im Frequenzbereich unterhalb von ca. 300 Hz das Stör- und Nutzsi-
gnal nur unbefriedigend separiert werden. Ursache ist die hohe Kohärenz beliebig diffuser
Störquellen im unteren Frequenzbereich. Dieser Zusammenhang wird nachfolgend kurz
erläutert: Es liege ein diffuses Schallfeld mit unendlich vielen im Raum verteilten, voneinan-
der statistisch unabhängigen Punktschallquellen vor. Die Signale, die in einem derartigen dif-
fusen Schallfeld an zwei unterschiedlichen Raumpunkten aufgenommen werden, zeichnen
sich durch stochastische Phasenbeziehungen aus, wobei die Phase gleichmäßig in  ver-
teilt sei. Für die Kohärenzfunktion  läßt sich unter Verwendung von Mikrophonen mit
Kugelcharakteristik folgende Beziehung ableiten [113]. Mit der Schallgeschwindigkeit  gilt:
(4.10)
Abbildung 4.3 zeigt die so theoretisch berechnete Kohärenz als gepunktete Linie. Charakteri-
stisch ist, daß mit zunehmender Frequenz  und zunehmenden räumlichen Abstand der Mikro-
phone  die Kohärenzfunktion  rasch abnimmt und nur bei tiefen Frequenzen relativ
hoch ist. Die gleichmäßige Ausbreitung tieffrequenter Signalanteile im Raum ist aus der
Unterhaltungselektronik als Subwoofer-Effekt bekannt. Dabei können die Tieftonlautsprecher
von den Hochtönern separiert irgendwo im Raum untergebracht werden und dennoch entsteht
im Raum ein ausgewogenes Klangbild. Umgekehrt wird klar, daß wegen der hohen Kohärenz
der Störquellen im unteren Frequenzbereich eine Separierung des Nutzsignals sehr schwierig
ist. Die Folge sind übermäßige Verzerrungen des Nutzsignals und eine Verschlechterung der
Verständlichkeit der Sprache. Gerade im unteren Frequenzbereich tritt aber in Fahrzeugen die
größte Störleistung auf. Untersuchungen in [113] haben gezeigt, daß Kohärenzverfahren für
den Einsatz in Kraftfahrzeugen deshalb nur bedingt einsetzbar sind.
Dennoch sind im allgemeinen die Mehrkanalverfahren den Einkanalverfahren überlegen, ins-
besondere beim Vorliegen instationärer Störsignale. Für den Einsatz im Kraftfahrzeug sind
dagegen diese Verfahren nur bedingt geeignet. Oft rechtfertigt der erreichbare Qualitätsvorteil
nicht den höheren Aufwand bei der Auslegung der Mikrophonarrays. Hohe zusätzliche Kosten
und Einschränkungen im Bauraum des Kraftfahrzeugs sprechen gegen die Nutzung von mehr
als zwei Mikrophonen. Deshalb werden mehrkanalige Ansätze und Verfahren nicht weiter
betrachtet. Untersuchungen und Ergebnisse zu einkanaligen Verfahren lassen sich aber leicht
auf mehrkanalige Verfahren ausweiten.
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5 Bewertungsmethoden und Vergleich
Ziel der nachfolgend vorgestellten Verfahren und Algorithmen ist die Verbesserung des gestör-
ten Nutzsignals. Gütekriterium ist dabei der Qualitätseindruck beim Nutzer. Seine subjektive
Einschätzung der Qualität wird von vielen Einflüssen geprägt. Ein Vergleich zu anderen Syste-
men und die Validierung und Optimierung des Systems sind so nur sehr schwer möglich. Die
auditive Beurteilung der Güte untersuchter Verfahren kann deshalb nur anhand einer breiten
Testpopulation und unter verschiedenen Bedingungen durchgeführt werden. Diese Art der
Qualitätsbestimmung ist sehr aufwendig und konnte in der vorliegenden Arbeit nur teilweise
realisiert werden. Seit einigen Jahren werden große Bemühungen angestellt, um Möglichkeiten
der technischen Signalauswertung zu schaffen und dabei ohne Beteiligung von Testpersonen
instrumentelle objektive Maße zu bestimmen, die weitgehend dieselbe Qualitätseinstufung lie-
fern wie ein aufwendig durchgeführter Hörtest. Die etablierten Verfahren der auditiven und
instrumentellen Qualitätsbewertung wurden weitgehend von [16], [44], [183] und [186]
zusammengefaßt. Die in dieser Arbeit verwendeten Qualitätsbewertungsverfahren werden in
Abschnitt 5.2 und 5.3 kurz vorgestellt. Weitergehende Methoden, vor allem für die instrumen-
telle Gütebeurteilung von Geräusch- und Echounterdrückungssystemen, werden in [64]
beschrieben.
5.1 Experimentalumgebung und -konfiguration
Bei Untersuchungen von gestörter Sprache geht man meist von einer additiven Überlagerung
von Nutz- und Störsignal aus. Diese Voraussetzung wird auch bei den theoretischen Herleitun-
gen der Geräuschreduktions- und Schätzalgorithmen verwendet.
Die realistische Methode der Störüberlagerung ist jedoch die gemeinsame Aufnahme von Stö-
rung und Nutzsignal. Diese Methode hat zwei Nachteile:
(1) Die Aufnahme der Störsituation muß bei unterschiedlichen Signal-Störverhältnissen für
jeden Meßpunkt einzeln erfolgen. Dadurch ergibt sich ein hoher Aufwand zur Durchfüh-
rung der Aufnahmen. Außerdem ist die Reproduzierbarkeit einzelner Messungen nur
eingeschränkt möglich.
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(2) Die Untersuchung und die Bewertung der Algorithmen wird deshalb erschwert, da Nutz-
signal und Störung nicht getrennt vorliegen und für den Vergleich aus der gestörten
Sprachprobe geschätzt werden müssen. Die Berechnung des Signal-Störverhältnis ist
besonders bei nichtstationären Störsignalen und Sprachproben äußerst schwierig.
Damit die Störsignaldämpfung und die Verbesserung des Sprechersignals im einzelnen gemes-
sen werden können, müssen die betreffenden Signale, also das gestörte, das ungestörte Spre-
chersignal und die Störsignale, am Eingang und am Ausgang des Geräuschreduktions-
verfahrens getrennt vorliegen und getrennt verarbeitet werden. Systematisch bedingte Ein-
schränkungen, z.B. Nichtlinearitäten des hochwertigen Mikrophones, Quantisierungseffekte
der A/D-D/A-Wandlung und Einflüsse durch den Interpolationstiefpaß sowie System- und
Verstärkerrauschen werden nicht weiter untersucht, sondern werden als zusätzliche additive
Fehler in das Geräuschsignal  modelliert. Das Sprachsignal  und das Störsignal
werden unter möglichst identischen Bedingungen separat aufgenommen. Das gestörte Sprach-
signal  wird durch Summation des Sprecher- und Störsignals gebildet.
Das Eingangs-SNR wird eingestellt, indem ausschließlich die Verstärkung  der Störsignale
variiert wird. Nutzsignal  und Störung  wurden folgendermaßen additiv überlagert
(5.1)
Für die Einstellung des gewünschten SNR von  erhält man für  mit
(5.2)
In Gleichung (5.2) werden nur Signalsegmente mit Sprachaktivität ( ) zur Lei-
stungsberechnung verwendet. Diese Vorgehensweise ist an die Berechnung des segmentalen
SNR, siehe Abschnitt 5.3.1, angelehnt. So ergibt sich ein Signal-Störverhältnis des Signalge-
misches, das der wirklichen psychoakustischen Wahrnehmung im Gehör entgegenkommt.
Durch den Faktor  wird das Signalgemisch  auf die Amplitude  normiert. Man
erhält für  mit :
(5.3)
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In Abbildung 5.1 ist die verwendete Experimentalumgebung dargestellt. Dabei wird stets von
realen Signalproben, die im Pkw oder im Tonstudio aufgenommen oder synthetisiert wurden,
ausgegangen. Für die Aufnahmen wurde ein Mikrophon vom Typ AGK-Q400 mit Hypernie-
rencharakteristik verwendet. Das Mikrophon wurde mittig auf die Sonnenblende des Fahrers
plaziert, wobei sich ein Abstand zum Fahrer von ca. 35 cm ergab. Als Aufzeichnungsgerät
wurde ein DAT-Recorder genutzt.
Für die Auswertung und den Vergleich verschiedener Verfahren und Parameter wurde bei allen
Simulationen und Messungen eine Abtastrate von  und eine Quantisierung von
 vorgegeben. Für die Analyse und Simulation wurden die Softwarepakete Matlab®
und DaDisP®  eingesetzt. Für alle Experimente wurden dieselben separierten Nutz- und Störsi-
gnale verwendet.
Abbildung 5.1 Experimentalumgebung und Simulationskonfiguration. Der Schalter  ermöglicht das
Mischen unterschiedlicher Störsignale  mit dem Nutzsignal . Dabei wirkt der
Verstärkungsfaktor  nur auf die Störung. Mit ihm wird das gewünschte SNR eingestellt. Der Faktor
ermöglicht die Amplitudenormierung von .
5.1.1 Sprachsignale
Zunächst sind in Abbildung 5.2 und Abbildung 5.3 die Zeitverläufe und Spektrogramme der
ungestörten Sprachproben einer männlichen und weiblichen Stimme dargestellt. Für die
Sprachprobe wurde die Äußerung „eins-zwei-fünfundzwanzig“ gewählt, wobei zwischen
„eins“ und „zwei“ bewußt eine Pause gelassen und dagegen bei „fünfundzwanzig“ fließend
gesprochen wurde. Deutlich ist die Formantstruktur sowohl in der weiblichen wie auch in der
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Abbildung 5.2 Reines Sprachsignal. Männliche Stimme. (a) Zeitverlauf (b)  Spektrogramm mit FFT-
Länge 256 und Overlap 128. Aufnahme im BMW 528i touring im Stillstand mit .
Abbildung 5.3 Reines Sprachsignal. Weibliche Stimme: „Eins-Zwei-Fünfundzwanzig“ (a)  Zeitverlauf
(b)  Spektrogramm mit FFT-Länge 256 und Overlap 128. Aufnahme im BMW 528i touring im Stillstand
mit . Erklärung der Farben: rot: hohe Leistungsdichte, blau: geringe Leistungsdichte.
5.1.2 Störsignale
In den folgenden Abbildungen werden Geräusche und Störsignale dargestellt, wie sie in einer
realen Testumgebung auftreten. Entsprechend Abbildung 5.1 werden Sprach- und Störsignale
additiv überlagert, so daß die gestörten Sprachsignale für verschiedene Testfälle und gleichzei-
tig die separaten Störungen für den Systemvergleich zur Verfügung stehen.
In Abbildung 5.4 ist ein Beispiel eines Fahrgeräusches dargestellt, wie es bei konstanter Auto-
bahnfahrt mit 100 km/h im Fahrzeug aufgenommen wurde. Besonders deutlich ist die hohe
Leistungsdichte im unteren Frequenzbereich sichtbar. Das Störspektrum ändert sich nur sehr
langsam mit der Zeit. Dagegen ist in Abbildung 5.5 das Fahrgeräusch für dynamische Fahrt
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Abbildung 5.4 Fahrgeräusch im BMW 528i touring bei konstanter Autobahnfahrt mit 100 km/h.
Abbildung 5.5 Dynamische Fahrt auf der Landstraße im BMW 528i touring. Dargestellt ist der Zeit- und
Frequenzverlauf des Fahrgeräusches während der Beschleunigung von ca. 50 km/h auf 70 km/h.
Abbildung 5.6 Geräusche bei Fahrt auf regennasser Landstraße mit ca. 70 km/h. Im mittleren
Frequenzbereich ist eine starke zeitliche Varianz der Leistungsdichte des Fahrgeräusches zu erkennen.
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Auch hier wurde eine hohe Leistungsdichte im unteren Frequenzbereich bis ca. 300 Hz festge-
stellt. Markant ist der zunehmende höherfrequente Anteil im Verlaufe der Beschleunigung
nach ca. 1,5 Sekunden. Durch das Schalten in den höheren Gang ändert sich der Frequenzver-
lauf dann abrupt.
In Abbildung 5.6 ist der Signal- und Frequenzverlauf bei Fahrt auf regennasser Landstraße mit
ca. 70 km/h dargestellt. Erneut zeigt sich bei tiefen Frequenzen die relativ hohe Leistungs-
dichte des Fahrgeräusches. Dennoch verursacht das aufgewirbelte Spritzwasser eine deutliche
Verteilung der Geräuschleistung auch zu hohen Frequenzen hin. Das Fahrgeräusch ist im mitt-
leren Frequenzbereich stark instationär.
In Abbildung 5.7 wird ein Beispiel eines rosa Rauschprozesses gezeigt. Charakteristisch für
rosa Rauschen ist die besondere spektrale Verteilung der Intensität des Rauschsignals. Beim
rosa Rauschen verringert sich die Intensität des Rauschen jeweils um 3dB pro Oktave.
Dadurch ergibt sich ein abfallendes Leistungsdichtespektrum, wie in Abbildung 5.7 darge-
stellt. Rosa Rauschen wird als gleichmäßige rauschartige Erregung wahrgenommen.
Abbildung 5.7Mit Matlab®  synthetisiertes rosa Rauschsignal. (a)  Langzeit-LDS (b) Spektrogramm mit
FFT-Länge 256 und Overlap 128.
5.2 Auditive subjektive Bewertung
Ein verarbeitetes Signal kann man durch Hörtests beurteilen, indem man es:
• mit einer Wertung belegt, die über mehrere Personen gemittelt wird (Mean
Opinion Score),
• mit dem gestörten Nutzsignal vergleicht und die Qualitätsminderung bewertet oder
• mit dem ungestörten Nutzsignal vergleicht und die Qualitätsminderung einschätzt,
• mit einem zweiten, möglicherweise mit einem durch weitere Verfahren verarbeite-
ten Signal vergleicht (Vergleichstest)
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5.2.1 Mean-Opinion-Score
Für die Untersuchungen in dieser Arbeit wurde ein Vergleichstest gewählt, bei dem das
geräuschreduzierte Signal durch zehn männliche und zehn weibliche Hörer zwischen 22 und
40 Jahren bewertet wird. Dabei wird der Unterschied zu anderen Geräuschreduktionsverfahren
mit den Maßstäben nach Tabelle 5.1 bewertet. Durch Mittelung der einzelnen Bewertungen
ergibt sich der Mean-Opinion-Score (MOS). Die Tests wurden im stehenden Fahrzeug mit
geschlossenen Fenstern durchgeführt. Das Signal-Stör-Verhältnis ist frei konfigurierbar. Dabei
wurden unterschiedliche Sprach- und Geräuschproben zur Verfügung gestellt. Die einzelnen
Bewertungskriterien und deren Gewichtung für die Gesamtbewertung sind Tabelle 5.1 zu ent-
nehmen:
Tabelle 5.1  Maßstäbe für die Mean-Opinion-Score  Bewertung in Abhängigkeit von der
Verständlichkeit und den Verzerrungen des Sprachsignals, dem Charakter der Reststörungen
und dem subjektiven Gesamteindruck beim Testhörer.
5.2.2 Anker-Beurteilung, MNRU-Test
Die gemeinsame Auswertung getrennt durchgeführter Tests ist problematisch: Je nach Spra-
che, Sprecher- und Hörerauswahl und Erwartungshaltung der Hörerschaft divergieren die
absoluten Urteile über gleiche Verfahren und Systeme. Die nötige Normierung gelingt, indem
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von  abdecken. Üblicherweise kommt hierfür der Modulated-Noise-Reference-
Unit-Test (MNRU-Test) [88] zum Einsatz. Hierbei wird additives bandbegrenztes (rosa) Stör-
rauschen erzeugt, dessen Stärke proportional zur Signalamplitude ist. Die Variationen der bei-
den Verstärkungsfaktoren  und  in Abbildung 5.1 erlauben die Einstellung eines
gewünschten SNR. Für die Einstellung des SNR von 40 dB ergibt sich beim MNRU-Test ein
bewertungswert von . Für ein SNR von 10 dB erhält man . Für die
Skalierung der einzelnen subjektiven MOS-Bewertungen wird deshalb stets eine Signalprobe
mit rosafarbigem Testsignal gewählt.
5.3 Instrumentelle objektive Bewertung
Instrumentelle Qualitätsmaße bieten einen direkten Vergleich mit anderen Verfahren. Sie stel-
len ein objektives Kriterium für die Abschätzung der Güte dar. Problematisch ist die Diskre-
panz zwischen objektiver Beurteilung und subjektivem Eindruck. Beispielsweise sagt die
Verbesserung des Signal-Stör-Verhältnisses (SNR) nichts über die erreichte Verständlichkeit
und hörbare Qualität einer Geräuschreduktion aus. Oft wird eine „angenehme“ Reststörung
weniger störend empfunden als hörbare Verzerrungen der Sprache oder der Störung.
Dennoch liefern die objektiven Verfahren erste Anhaltspunkte für die Güte eines Verfahrens.
Wegen ihrer einfachen Beschreibung und Implementation werden sie häufig für die Systemve-
rifikation und -optimierung eingesetzt.
5.3.1 Segmental Signal-to-Noise-Ratio-Improvement (SNRI)
Von anderen nachrichtentechnischen Anwendungen ist das sogenannte globale SNR bekannt.
Das globale SNR hat jedoch bezüglich der beim Hören empfundenen Qualität nur wenig Aus-
sagekraft. Nur im Bereich relativ hoher Störabstände bewirkt die Erhöhung des SNR die Ver-
besserung des subjektiven Höreindrucks. Es ist folgendermaßen definiert:
(5.4)
Das globale SNR wird über das gesamte Signal, daß heißt  bestimmt. Beim
segmentalen SNR erfolgt dagegen die Berechnung über  kurze Signalsegmente der Länge
. Anschließend wird das Zeitmittel über alle  Signalabschnitte bestimmt:
MOS 1…5=
γ ξ
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(5.5)
Im Vergleich zum globalen SNR nach (5.4) reagiert dieses Maß empfindlicher auf Abschnitte
geringer Signalaussteuerung bei konstanter Störleistung und weniger empfindlich auf
Abschnitte verstärkter Störung bei konstantem Signalverhalten. Diese Signalabschnitte würden
mit extrem großen negativen lokalen SNR-Werten zu stark in die Berechnung nach (5.5) einge-
hen und müssen daher gesondert betrachtet werden. Die Verbesserung des segmentalen Signal-
Störabstandes  berechnet sich mit Gleichung (5.5) in Abschnitten mit Sprachaktivität
zu:
(5.6)
wobei das Sprachsignal  mit dem geräuschreduziertem Sprachsignal  verglichen
wird.
5.3.2 LPC- und kepstrale Distanz
Mit der Annahme, daß Verständlichkeit das Hauptziel und damit die Lautinformation wichti-
ger ist als die spektralen Feinstrukturen des Signals, kann man sich auf den Vergleich der spek-
tralen Einhüllenden von entstörtem Nutzsignal und eigentlicher Störung zurückziehen.
Weitgehende Unempfindlichkeit gegen Zeitverschiebungen und Amplitudenschwankungen
zeigen parametrische Distanzmaße. Zweckmäßig ist es, parametrische Distanzmaße zu ver-
wenden, die auf dem linearen Spracherzeugungsprozeß beruhen.
In den Abschnitten 6.4.2 und 6.4.3 werden die Verfahren der linearen Prädiktion und Kepstral-
Analyse vorgestellt. Handelt es sich bei dem Originalsignal um Sprache, so eignen sich beide
Verfahren besonders gut für einen Vergleich zwischen Originalsignal  und geräuschredu-
ziertem Signal  anhand der Koeffizienten  und  gemäß
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(5.7)
wobei k  den Index der K  Koeffizienten und m  das m-te von insgesamt M Zeitfenstern bezeich-
net. Für die kepstrale Distanz  ergibt sich analog:
(5.8)
Die LPC- und die kepstrale Distanz werden in [dB] angegeben.
5.3.3 Bark-Distanz
Während in Abschnitt 5.3.2 Qualitätsmaße definiert wurden, die auf dem Spracherzeugungs-
prozeß basieren, wird nun eine Möglichkeit gezeigt, auch ein gehörrichtiges Abstandsmaß zu
bestimmen. Zur instrumentellem Bewertung des Sprachsignals sind derartige Abstandsmaße
am besten geeignet, da sie sich auf den beim Hörer wirklich einstellenden Höreindruck bezie-
hen. Dazu werden die Intensitäten des Eingangsignals  und des Ausgangssignal
 auf der Bark-Skala  entsprechend (3.36) pro m-ten Analysefenster ins Verhältnis
gesetzt und über M Zeitframes gemittelt. Das liefert die Bark-Distanz   mit:
(5.9)
In Sprachpausen ist die Beurteilung der Sprachsignalverbesserung und Geräuschreduktion pro-
blematisch. Natürlich können dort keine Verzerrungen des Sprechersignals angegeben werden,
so daß die Messung der LPC- und kepstralen Distanz auf stark fehlerhafte Werte führen würde.
Dagegen kann die Dämpfung der Störanteile zwar gemessen werden, sie ist aber normaler-
weise deutlich höher als bei Sprachaktivität. Es hat sich gezeigt, daß vor allem der Charakter
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spielsweise starke Störsignalverzerrungen (z.B. „musical tones“) auf, so wird dies als sehr stö-
rend empfunden. Um dennoch ein Vergleich und die Optimierung verschiedener Verfahren zu
ermöglichen, wird die gehörrichtige Bark-Distanz gemäß Abschnitt 5.3.3 nur während Sprach-
aktivität berechnet.
In Sprachpausen wird dagegen zur Berechnung der Bark-Distanz die Intensität der ungedämpf-
ten Störung  mit der Intensität der resultierenden Reststörung  verglichen.
Demnach wird die Barkdistanz  in Sprechpausen wie folgt berechnet:
(5.10)
5.3.4 Spektrogramm und Barkgramm
Die wohl bekannteste Form der spektralen Kurzzeitanalyse und „makroskopische“ Bewertung
eines Signals stellt die Darstellung in einem Spektrogramm dar. Dabei wird das zu analysie-
rende zeitdiskrete Signal  in einem zeitlich verschobenen Hamming- oder Hanningfenster
 analysiert. Für jeden Signalabschnitt wird dann die Kurzzeitleistungsdichte ermittelt und
wie in Abbildung 5.8 dargestellt. Wegen des Unschärfeprinzips zwischen Frequenz- und Zeit-
auflösung ergibt sich ein Kompromiß: Wird das Fenster  zu groß gewählt, gehen zeitliche
Feinstrukturen von  verloren. Wählt man  zu klein, leidet die Frequenzauflösung
oder der Einfluß der Fensterung verfälscht das Ergebnis.
Abbildung 5.8 Dargestellt sind zwei Spektrogramme, die für dieselbe Äußerung im Fahrzeug
aufgezeichnet und berechnet wurden. In (a)  hat das Analysefenster eine Länge von 256 und in (b)  eine
Länge von 64 Abtastungen. Im direkten Vergleich sind deutlich die Unschärfen im Zeit- bzw.
Frequenzbereich sichtbar. Rote Farbe: hohe Leistungsdichte, blau: niedrige Leistungsdichte.
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Wird der Zeitverlauf der Intensitäten auf der Bark-Skala aufgetragen, so ergibt sich eine Dar-
stellung, die als Barkgramm bezeichnet wird, siehe Abbildung 5.9. Das Barkgramm gibt den
tatsächlichen Verlauf der Leistungsdichte auf der psychoakustischen Lautheitsskala wieder.
Diese Darstellung ist an die Frequenzgruppenauflösung des menschlichen Gehörs angelehnt.
Abbildung 5.9 Barkgramm mit unterschiedlicher Auflösung. (a)  0.5 Bark (b) 1.0 Bark. Erklärung der
Farben: Rot: hohe Leistungsdichte, blau: niedrige Leistungsdichte.
Eine einfache Möglichkeit das Spektrum eines zeitvarianten Signals analytisch zu beschreiben,
stellt der Frequenzbandvektor  dar. Zur Bildung der  Frequenzbandkoeffizienten
, mit  und , wird das Kurzzeitlei-
stungsdichtespektrum  in  Intervalle  eingeteilt. Da das LDS gerade und peri-
odisch ist, brauchen nur die ersten  + 1 = 129 Werte des LDS betrachtet zu werden. In jedem
Frequenzintervall  wird die mittlere Leistung des Signals durch die Mittelung der LDS-
Werte bestimmt:
(5.11)
Die Frequenzbandkoeffizienten  bilden die einzelnen Komponenten des Merkmals-
vektors , wobei der Merkmalsverktor  auf eins normiert wird, um von der Signal-
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Da a priori kaum Kenntnisse von Sprachsignal, Störung und akustischer Umgebung vorliegen,
sind Schätzfehler bei der Trennung der Signale und damit verbundene Verzerrungen des resul-
tierenden Sprach- und Störsignals unvermeidbar. Dadurch führt eine vollständige Geräuschre-
duktion nicht zwangsläufig zu einer sofortigen Verbesserung der Sprachverständlichkeit.
Durch die Nutzung psychoakustischer Maskierungseffekte werden hingegen derartige Verzer-
rungen und Restgeräusche verdeckt, sofern sie unterhalb der Mithörschwelle im Frequenz- und
Zeitbereich liegen. Dementsprechend ist die Signalverarbeitung so zu optimieren, daß neben
einer Reduktion der akustischen Störungen hörbare Verzerrungen des resultierenden Signals
vermieden werden und sich eine bessere Verständlichkeit der Sprache im Vergleich zu her-
kömmlichen Reduktionsmethoden ergibt.
Die folgenden Untersuchungen und die psychoakustisch motivierten Modifikationen der
Signalverarbeitung beziehen sich auf das Beispiel der einkanaligen Geräuschreduktion, sind
aber genauso auf andere Verfahren anwendbar. Nachfolgend wird das für den Einsatz in Kraft-
fahrzeugen entwickelte Verfahren der psychoakustischen Geräuschreduktion vorgestellt. Dabei
wird die Filterregel des linearen Reduktionsfilters (i.a. Wiener-Filter) so geändert, daß die Ver-
zerrungen des Sprachsignals und die Reststörungen unterhalb der Maskierschwelle bleiben
und damit verdeckt werden. Das vorgestellte Verfahren ist dabei nicht nur auf einkanalige
Systeme beschränkt, sondern kann z.B. auch im Nachfilter einer Mehrkanallösung eingesetzt
werden.
6.1 Grundstruktur und psychoakustische Modifikation
Das von Boll 1979 vorgestellte Verfahren der Spektralen Subtraktion [26] bildete die Aus-
gangsbasis für viele weiterführende Untersuchungen und Techniken der Geräuschreduktion.
Darin wurden sowohl ein- als auch mehrkanalige Ansätze verfolgt, um den SNR-Gewinn zu
erhöhen. Für viele Anwendungsfälle ist die Verbesserung des SNR nicht eigentliches Optimie-
rungsziel. Erst die Erhöhung der Sprachverständlichkeit ergibt eine bessere Kommunikations-
qualität, z.B. in Freisprecheinrichtungen für Telefone. Seit kurzem sind daher
psychoakustische Methoden und Ansätze Gegenstand der Forschung. Die Vorteile, die durch
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diese Methoden entstehen, sind offensichtlich: Nur in perzeptiven Bereichen des Nutzsignals
oberhalb der psychoakustischen Maskierschwelle muß die Geräuschreduktion angewendet
werden. Alle anderen Signalanteile sind ohnehin nicht wahrnehmbar. Das erhöht die Adapti-
onsgeschwindigkeit und Effektivität der Algorithmen. Außerdem können spektrale Schätzfeh-
ler durch psychoakustische Verdeckungseffekte so modifiziert werden, daß sie nicht mehr
wahrnehmbar sind (noise suppression) oder zumindestens als weniger störend empfunden wer-
den (noise shaping).
Bei der Spektralsubtraktion wird ausgenutzt, daß durch die Überlagerung von Nutzsignal
 und Störsignal  die Leistungsdichte  des gestörten Signals  gegen-
über der Leistungsdichte des ungestörten Signals angehoben ist. Wird umgekehrt die Lei-
stungsdichte der Störung von der Leistungsdichte des gestörten Eingangssignals subtrahiert,
erhält man bei unkorrelierten Prozessen für Sprachsignal und Störung eine Schätzung der Lei-
stungsdichte der ungestörten Sprache. Ausgehend von der allgemeinen Lösung des Optimalfil-
ters gemäß Gleichung (2.99) für unkorrelierte Nutz- und Störsignale gelangt man durch
Substitution von  und mit  zum Frequenzgang des Optimalfilters ,
wobei
(6.1)
Die Existenz einer solchen, durch ein kausales Digitalfilter realisierbaren Übertragungsfunk-
tion ist keineswegs gesichert. Der Frequenzgang von  ist wegen der Symmetrie der
(Auto-)Leistungsdichtespektren reell und symmetrisch. Eine Übertragungsfunktion , die
derartige Eigenschaften besitzt, beschreibt ein nullphasiges Filter, d.h nach Rücktransforma-
tion in den Zeitbereich und entsprechender zeitlicher Verschiebung ergibt sich ein kausales,
lineares Filter.
Die Herleitungen im Abschnitt 2.6 enthalten Idealisierungen, insbesondere die Annahme von
Stationarität von Nutzsignal und Störung. Im Zeitbereich wurde deshalb von Erwartungswer-
ten und im Frequenzbereich von Leistungsdichtespektren in allgemeiner Definition ausgegan-
gen. Unter realen Bedingungen sind diese Annahmen nicht erfüllt, sondern es müssen die
Kurzzeiteigenschaften der betreffenden Signale beachtet werden. Die Kurzzeiteigenschaften
der Signale sind für einen endlichen Zeitraum bzw. für den -ten endlichen Signalausschnitt,
vgl. Abschnitt 2.3.1, zu bestimmen. Für die Lösung des Optimierungsproblems im Zeitbereich
gemäß Abschnitt 2.6 bedeutet dies das Ersetzen der Korrelation in Gl. (2.98) durch Kurzzeit-
Korrelationen. Für den Frequenzbereichsansatz (Spektrale Subtraktion) gemäß Beziehung
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(2.99) sind die Kurzzeitleistungsdichtespektren mit endlich vielen Frequenzpunkten zu ver-
wenden. Es liegt nahe, ein zeitbegrenztes Signalsstück , mit ,
unmittelbar einer DFT nach (2.18) zu unterziehen und das Kurz-Leistungsdichtespektrum im
-ten Signalrahmen durch Betragsquadrieren der Fouriertransformierten laut Gl. (2.40) zu
schätzen. Insbesondere sind die Leistungsdichtespektren  und  durch die ent-
sprechenden Kurzzeit-LDS  und  gemäß Gl. (2.41) zu ersetzen. Die dis-
krete Fouriertransformierte  der Nutzsignalschätzung  erhält man mit
Gleichung (2.99) zu:
(6.2)
Das ist die Berechnungsvorschrift eines approximierten Wiener-Filters mit der Übertragungs-
funktion . In der Literatur werden verschiedene Varianten der Spektralsubtraktion
beschrieben, die sich vor allem in der Schätzung der Leistungsdichte des Störsignals unter-
scheiden. Auf einige Verfahren wird im Abschnitt 6.2 und Abschnitt 6.4 eingegangen.
Abbildung 6.1 zeigt das Prinzip der nach psychoakustischen Gesichtspunkten modifizierten
spektralen Subtraktion in einem Blockschaltbild.
Abbildung 6.1 Blockdiagramm für das vorgestellte psychoakustische Geräuschreduktionsverfahren. Die
psychoakustischen Modifikationen sind grau, optionale Komponenten sind gestrichelt dargestellt.
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Das zeitdiskrete Eingangssignal  setzt sich aus dem Sprachsignal  und dem additiv
überlagerten Störsignal  zusammen. Die Analyse und Filterung der einzelnen Signale in
Abbildung 6.1 erfolgt im Frequenzbereich. Dazu wird das Eingangssignal  zunächst in
 zeitliche Intervalle mit 50% Überlappung zerlegt. Dabei werden die Signalinter-
valle mit dem aus Abschnitt 2.3.1 bekannten Hanning-Fenster multipliziert. Durch abschnitts-
weise Fouriertransformation (WFFT) des Eingangssignals  ergibt sich das im allgemeinen
komplexwertige diskrete Spektrum  gemäß (2.18).
Die modifizierte psychoakustische Geräuschreduktion findet im Frequenzbereich in drei
Schritten statt: In der ersten Phase wird die spektrale Einhüllende des Störgeräusches  ent-
sprechend Abschnitt 6.2 geschätzt. Daraus ergibt sich mit einfacher spektraler Subtraktion die
Schätzung  für das LDS des unverfälschten Nutzsignals . Alternativ dazu ist die
Schätzung des LDS  des Sprachsignals  anhand linearer Prädiktion möglich,
siehe dazu Abschnitt 6.4.2. In Abbildung 6.1 wurde die Sprachpausendetektion gestrichelt ein-
gezeichnet, da sie für das vorgestellte Verfahren explizit nicht notwendig ist. Die zweite Phase
des Verfahrens ermittelt anhand der so gewonnenen Leistungsdichteschätzung  des
Nutzsignals  die psychoakustische Mithörschwelle  und ermittelt dann die spek-
trale Gewichtsregel des psychoakustisch modifizierten Filters. In der dritten Phase erfolgt die
eigentliche Filterung mit der parametrischen, psychoakustisch modifizierten Filterregel, siehe
dazu Abschnitt 6.5.1. Am Ausgang des parametrischen Filters steht das geschätzte Spektrum
 des Sprachsignals  zur Verfügung. Nach abschnittsweiser Rücktransformation
(IFFT) und Anwendung der Overlap/Add-Methode ergibt sich das zeitdiskrete geräuschredu-
zierte Sprachsignal . Obwohl die Sprachsignalschätzung  noch Restanteile der Stö-
rung  (spectral floor) enthält, werden alle Verzerrungen des Sprachsignals und der
Reststörung unterhalb der Maskierschwelle gehalten. Sie werden verdeckt und sind damit
nicht wahrnehmbar.
6.2 Schätzung der Störleistungsdichte
Für die Berechnung der Übertragungsfunktion des Spektralsubtraktionsfilters nach Gleichung
(6.2) werden Schätzungen der Leistungsdichten des gestörten Sprachsignals und der Störung
benötigt. Definitionsgemäß sind Leistungsdichten stochastischer Prozesse durch die Scharmit-
tel ihrer Realisierungen bestimmt. Da Sprache und Störung keine ergodischen Prozesse dar-
stellen, ist die Verwendung der Zeitmittel anstelle der Scharmittel der Realisierungen nicht
zulässig. Das Störspektrum  muß anhand einer Musterfunktion des stochastischen
Prozesses geschätzt werden. Die Schätzung der Störleistungsdichte hat jedoch direkten Einfluß
auf die Qualität der Geräuschreduktion. Fehlschätzungen von  bewirken sofort eine
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Verschlechterung der Geräuschreduktion. Für das Wiener Filter nach (2.99) sind demnach das
Leistungsdichtespektrum  des gestörten Nutzsignals und das Störleistungsdichte-
spektrum  zu schätzen. In einkanaligen Systemen können diese Größen nur indirekt
aus dem gestörten Eingangssignal gewonnen werden, während bei Mehrkanallösungen das
Autoleistungsdichtespektrum des ungestörten Nutzsignals direkt aus den Kreuzleistungsdich-
tespektren mehrerer Kanäle geschätzt wird. Dabei werden häufig Informationen bezüglich der
räumlichen Ausbreitung der Sprache und Störung und der Mikrophonanordnung genutzt, siehe
[24], [54], [113] und [201]. Diese Verfahren werden aber in Kraftfahrzeugen wegen der hohen
Kosten und des eingeschränkten Bauraums nur selten angewendet. Einen günstigen Kompro-
miß zwischen Aufwand und qualitativer Verbesserung bieten zweikanalige Lösungen, wie z.B.
in [113] vorgestellt. Im folgenden werden nur einkanalige Verfahren zur Schätzung der Stör-
und Nutzsignalleistungsdichte näher beschrieben und dann ein neues Verfahren vorgestellt,
das ohne explizite Pausenschätzung oder a priori Wissen der Signalstatistik auskommt. Als
Grundvoraussetzung für die Funktion des Verfahrens werden drei schon bekannte Annahmen
getroffen, die im allgemeinen für alle einkanaligen Schätzalgorithmen gemacht werden müs-
sen. Sie werden hier noch einmal wiederholt:
• Nichtlineare Effekte durch die Generierung, Übertragung oder Wandlung der akusti-
schen Wellen in elektrische Signale bzw. abgetastete Signale werden vernachlässigt. Das
Eingangssignal  ist eine zeitdiskrete, lineare Funktion mit additiver Überlagerung
von Sprachsignal  und Störung , wobei gilt .
• Sprachsignal  und Störung  sind unabhängige, mittelwertfreie stochastische
Prozesse, die in begrenzten Zeitabschnitten stationär im weiteren Sinne sind. Stationari-
tät im weiteren Sinne bedeutet, daß die ersten und zweiten statistischen Momente der
Prozesse zeitinvariant sind.
• Die statistischen Eigenschaften des Störgeräusches  ändern sich bedeutend langsa-
mer als die der Sprache .
6.2.1 Schätzung der Störleistungsdichte in Sprachpausen
Für stationäre Signale  ist die Schätzung des Störleistungsdichte einfach
zu realisieren: Während einer Sprachpause liegt nur das Störsignal vor, dessen Leistungsdichte
dann geschätzt werden kann. In folgenden Signalabschnitten wird davon ausgegangen, daß
sich die statistischen Eigenschaften und das Leistungsdichtespektrum nicht ändern. Bei Statio-
narität oder zumindestens langsamer Zeitvarianz der Störung gilt das in Sprachpausen ermit-
telte Stör-LDS auch für spätere Zeitabschnitte mit Sprachaktivität. Um wirklich nur Abschnitte
in Sprachpausen zu analysieren, wird eine Sprachpausendetektion benötigt. Diese Aufgabe ist
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keineswegs trivial, da a priori wenig über den Charakter der Störung bekannt ist1. Zur einfa-
chen Pausenerkennung eignet sich z.B. der Voice-Activity-Detector (VAD), der im GSM-
System zur Senderabschaltung in Sprechpausen verwendet wird [51]. Selbst bei sehr langsam
veränderlicher Störsignalcharakteristik sind nach einiger Zeit Sprachpausendetektion und
Schätzung der Störleistungsdichte zu wiederholen. Bei größerem SNR verbessert sich die
Schätzung der Störleistungsdichte. Die Fehler durch ungenaue Pausendetektion, die bei größe-
rem SNR besser arbeitet, werden kleiner. Dennoch zeigt sich bei dynamischen, zeitvarianten
Signalen ein schlechteres Schätzergebnis als bei nahezu stationären Störsignalen. Besonders
deutlich ist dies beim Vergleich von konstanter Fahrt und Regenfahrt in Abbildung 6.2 zu
erkennen.
Für den Vergleich mit anderen Schätzalgorithmen wurde ein Verfahren verwendet, das mit
einer einfachen Schätzung der Sprachaktivität die Pausendetektion vornimmt. Dabei werden
die Zeitfenster mit dem Index  als  markiert, für die gilt:
(6.3)
Mittels einfacher moving-average-Detektion nach Gleichung (6.3) werden die Sprachpausen
gefunden. Dafür benötigt man eine feste Detektionsschwelle  mit . Die Qualität
der Pausendetektion hat großen Einfluß auf die Genauigkeit der Schätzung . Bei
kleinerem SNR ist es schwieriger, die exakten Sprach-Pausen-Grenzen zu finden. Eine Fehlde-
tektion bewirkt sofort eine Fehlschätzung der Störleistungsdichte. Die eigentliche Schätzung
der Störleistungsdichte  erfolgt dann nach folgender Vorschrift:
(6.4)
wobei die Kurzzeitleistungsdichte des gestörten Sprachsignals  mit  bezeichnet
ist. Ändert sich das in Sprachpausen geschätzte Störsignal in den nachfolgenden Sprachsignal-
abschnitten, so kommt es zu deutlichen Schätzfehlern, da die Schätzung des Störsignals in den
Sprachpausen für die fortschreitende Zeit nicht mehr gilt. Auch der Charakter des Störsignals
spielt eine große Rolle. Bei sehr dynamischen, sich mit der Zeit stark verändernden Geräu-
schen verschlechtert sich das Schätzergebnis, da auch innerhalb der Signalabschnitte nicht
1Ein besonders schwieriger Fall ergibt sich, wenn beispielsweise ein zweiter Sprecher das Störsignal  bildet oder
wenn eine Pausendetektion in stark halliger Umgebung mit  durchgeführt werden soll.
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mehr von Stationarität ausgegangen werden kann. Während Sprachaktivität kommt es hierbei
sofort zu fehlerhaften Schätzungen der Leistungsdichte der Störung. In [119] wird dieses Ver-
fahren durch eine neuartige Methode der Störschätzung verbessert. Dabei wird zusätzlich
untersucht, ob stimmhafte oder stimmlose Sprachabschnitte vorliegen. Abhängig davon wer-
den tiefe oder hohe Frequenzen des Spektrums zur Schätzung der Störleistungsdichte herange-
zogen. Somit werden häufigere Aktualisierungen der geschätzten Störleistungsdichte möglich.
Abbildung 6.2 Schätzung der Störleistungsdichte in Sprachpausen. Aufnahme der Sprachprobe im
BMW 528i touring bei unterschiedlicher Fahrweise. (a) zeigt LDS des gestörten Signals und der
Störschätzung bei , (b)  Vergleich LDS Störsignal mit LDS der Schätzung des Störsignals.
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6.2.2 Spektraler Minimum-Schätzer
In letzter Zeit sind Verfahren vorgeschlagen worden, die ohne explizite Sprachpausendetektion
auskommen. In [115] wurde eine derartige Approximation des Störleistungsdichtespektrums
vorgestellt, die auf die Auswertung der statistischen Eigenschaften des Stör- und Sprachsignals
beruht. Dabei wird in jedem m-ten Datenblock  die Kurzzeitleistungsdichte
geschätzt. Das innerhalb eines Intervalls von ca. 250 ms auftretendeMinimum wird als Schätz-
wert für die aktuelle Störleistungsdichte  verwendet. Die Zahl der für die Mini-
mumsuche herangezogenen Stützstellen muß so groß sein, daß ein längerer Vokal nicht nach
einiger Zeit unterdrückt wird. Andererseits muß sie klein gegenüber der Variabilität der Stö-
rung sein.
Das Verfahren macht explizit von der zeitveränderlichen Statistik von Sprach- und Störsigna-
len Gebrauch. Dabei wird angenommen, daß sich die Störung zeitlich langsamer ändert als das
Sprachsignal.
Folgende Berechnungsvorschrift wird für den Schätzwert  der Störleistungsdichte
genutzt, wobei die Rückgrifftiefe des Minimalfilters zu  gewählt wurde:
(6.5)
Da das Minimum der Leistung des Signalgemisches stets kleiner ist als die tatsächliche Störlei-
stung, ist der auf diese Weise ermittelte Schätzwert der Störleistungsdichte nicht  erwartungs-
treu. Der Schätzwert  der Größe  ist erwartungstreu, wenn der Schätzfehler im Mittel
gleich Null ist. Es gilt dann nämlich:
(6.6)
In [115] kommt deshalb ein Korrekturfaktor, der in Abhängigkeit von der Signalstatistik
berechnet wurde und den Algorithmus erwartungstreu macht, zum Einsatz. Gegenüber der
Geräuschschätzung in Sprachpausen hat das Minimum-Verfahren den Vorteil, daß der Schätz-
wert der Störleistungsdichte auch während der Sprachaktivität aktualisiert werden kann. Das
Verfahren liefert bei stationärer Störung geringfügig schlechtere Schätzergebnisse als ein
Schätzverfahren mit optimalem Pausendetektor, ist diesem bei instationärer Störung jedoch
überlegen: Durch die vergleichweise geringen Verzerrungen des Sprachsignals hinterläßt das
Min-Verfahren beim Einsatz in Geräuschreduktionssystemen einen guten Höreindruck.
Besonders bei kleinem SNR sind kaum Verfälschungen des Sprachsignals wahrzunehmen.
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Abbildung 6.3 zeigt die Ergebnisse der Minimum-Schätzung der Störleistung bei
 am Beispiel. Die Schätzung der Störleistungsdichte bildet einen spektralen
„Teppich“ (engl. spectral floor), auf dem die Kurzzeit-Leistungsdichte  des gestör-
ten Sprachsignals aufsetzt. Die Rückgrifftiefe  gibt vor, wie schnell die Schätzung
dem Störsignal folgt.
Abbildung 6.3 Schätzung des Störleistungsdichtespektrums durch Minimum-Verfahren bei
. Aufnahme der gestörten Sprachprobe im BMW 528i touring bei unterschiedlicher
Fahrweise bzw. Störsignalen gemäß Abschnitt 5.1.2. (a)  zeigt das LDS des gestörten Signals und der
dazugehörigen Störschätzung bei  (b)  Vergleich von LDS des Störsignals mit LDS der
Schätzung des Störsignals.
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6.2.3 CA-Verfahren zur Schätzung der Störleistungsdichte
In der Literatur sind weitere Schätzverfahren für spektrale Leistungsdichten, wie z.B. Eigen-
wertmethoden [73], modellbasierende Verfahren [33] oder lernbasierende Verfahren [94]
bekannt geworden. Nachfolgend wird ein neues Verfahren zur Schätzung der Störleistungs-
dichte ohne explizite Sprachpausen- oder Sprachartdetektion, das hier so benannte CA-Verfah-
ren (Case-Approximations-Verfahren) entwickelt und vorgestellt.
Abbildung 6.4 Schätzung des Störleistungsdichtespektrums mittels CA-Verfahren bei .
Aufnahme im BMW 528i touring gemäß Abschnitt 5.1.2. (a) LDS des gestörten Signals und die
dazugehörige Schätzung bei  (b)  Vergleich Kurzzeit-LDS  mit Schätzung .
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Je nach Verlauf (case) der Schätzung der Störleistungsdichte  im Vergleich zum Ver-
lauf der Schätzung der Leistungsdichte des gestörten Eingangssignals  erfolgt die
rekursive Schätzung der Störleistungsdichte durch Approximation. Ausgangspunkt der Überle-
gungen ist die Tatsache, daß sich in aufeinanderfolgenden Zeitrahmen  die
Leistungsdichte  nur um einen endlich begrenzten Korrekturfaktor ändert (zeitliche
Stetigkeitsbedingung physikalischer Signale). Berechnet man die Störleistungsdichte
 im -ten Zeitrahmen durch
(6.7)
dann wird ein neuer Schätzwert  für die Störleistungsdichte aus dem vorhergehen-
den Schätzwert  gebildet und mit der aktuellen Kurzzeitleistungsdichte
 dem Spektralverlauf von  nachgeführt. In Gleichung (6.7) kommt der
Parameter  mit  zum Einsatz, der das Tempo der Nachführung bestimmt. Durch z-
Transformation von Gleichung (6.7) und Umformung erhält man die Übertragungsfunktion
der Nachführung zu:
. (6.8)
Die Übertragungsfunktion des Schätzfilters erinnert an ein rekursives Tiefpaßfilter erster Ord-
nung. Das Filter wirkt für alle Frequenzstützpunkte gleichermaßen und unabhängig von . Der
Vorfaktor  dient der Regelung der Gleichspannungsverstärkung des Filters auf eins.
Abbildung 6.5 zeigt ein Schätzfilter, das mit der Übertragungsfunktion  nach Glei-
chung (6.8) die Störleistungsdichte  aus dem Kurzzeit-Leistungsdichtespektrum
 des gestörten Eingangssignals  schätzt.
Abbildung 6.5 Filter zur Schätzung der Störleistungsdichte
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Die Impulsantwort des Filters
(6.9)
klingt mit  exponentiell ab. Dabei bestimmt der Parameter  mit  die Abklingge-
schwindigkeit über die  Zeitrahmen. Abbildung 6.6 verdeutlicht diesen Zusammenhang.
Abbildung 6.6 Darstellung des Abklingtempos in Abhängigkeit vom Parameter
Für die Kurzzeit-Leistungsdichte  des gestörten Sprachprozesses und die darin ent-
haltene geschätzte Störleistungsdichte  muß für alle Zeitrahmen  und alle Fre-
quenzstützstellen  gelten:
(6.10)
Um der Bedingung (6.10) zu genügen, wird eine Fallunterscheidung (case) durchgeführt, nach
der das vorliegende Verfahren auch benannt wurde:
(6.11)
wobei . Die Schätzung der Störleistungsdichte  wird dem Verlauf des
Kurzzeit-Leistungsdichtespektrums  ab dem Zeitpunkt  nachgeführt, an dem das
Kurzzeit-Leistungsdichtespektrum größer wird, als die Schätzung der Störleistungsdichte.
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Der Parameter  bestimmt dabei die Geschwindigkeit der Nachführung. Er muß der Nutzsi-
gnalstatistik und Störsignalstatistik entsprechend angepaßt werden, siehe dazu Abschnitt 6.2.4.
Die Fallunterscheidung (6.11) bewirkt, daß bei stärker werdendem Sprachsignal, die Schät-
zung der Störsignalleistungsdichte gegen das Kurzzeit-Leistungsdichtespektrum des gestörten
Sprachsignals konvergiert. Bei schwächer werdendem Sprachsignal, bis hin zur Sprechpause,
geht Ungleichung (6.10) in eine Gleichung gemäß (6.11) über. Als Schätzung der Störlei-
stungsdichte  wird in diesem Fall das aktuelle Kurzzeitleistungsdichtespektrum
 des gestörten Sprachsignals verwendet.
6.2.4 Bestimmung der Nachführungsgeschwindigkeit
Die Schätzgleichung (6.11) des CA-Verfahrens enthält den Parameter , der für die Nachfüh-
rungsgeschwindigkeit der Schätzung der Störleistungsdichte  verantwortlich ist.
Abbildung 6.7 zeigt die CA-Schätzung am Beispiel eines mit stationärem Fahrgeräusch gestör-
ten Sprachsignals  für verschiedene .
Für  ergeben sich mit Gleichung (6.11) zwei triviale Fälle. Für  geht Glei-
chung (6.11) in  über. Die CA-Schätzung der Störung entspricht in
diesem Fall dem Kurzzeit-Leistungsdichtespektrum des gestörten Eingangssignals .
Eine anschließende Spektralsubtraktion führt zur Totaldämpfung des gestörten Eingangssi-
gnals. Für  fällt die CA-Schätzung der Störleistungsdichte zunächst auf das Minimum
des Verlaufs der Kurzzeit-Leistungsdichte  des gemischten Eingangssignals
zurück. Danach wird die CA-Schätzung nicht mehr nachgeführt, alle Schätzwerte der Störlei-
stungsdichte entsprechen dann dem Minimum des Verlaufs der Kurzzeit-Leistungsdichte
.
Die Bestimmung von  wird anhand des relativen Fehlers  gemäß Gleichung (6.12)
durchgeführt. Dabei wird die absolute Schätzfehlerleistungsdichte ,
dem Betrag der Differenz zwischen dem geschätzten Leistungsdichtespektrum  und
dem Kurzzeit-Leistungsdichtespektrum  des Störers, verwendet.
Die absolute Schätzfehlerleistungsdichte  wird dann über alle Fre-
quenzstützpunkte  aufsummiert und in Relation zur Kurzzeit-Leistungsdichte
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96 6 Psychoakustische Signalverbesserung
Üblicherweise ist der Zugriff auf das Kurzzeitleistungsdichtespektrum des Störers innerhalb
eines gestörten Nutzsignals nicht möglich. Um dennoch die Berechnung des relativen Fehlers
 in Abhängigkeit von  durchzuführen, wird das gestörte Nutzsignal  durch
manuelle Mischung aus reinem Sprachsignal  und separat aufgenommenem Störsignal
 gemäß Abschnitt 5.1 gewonnen. Somit können sowohl die Art des Störgeräusches, wie
auch das SNR frei gewählt werden.
Abbildung 6.7 Schätzung des Störleistungsdichtespektrums mittels CA-Methode. (a)  CA-Schätzung aus
gestörtem Signal. (b)  Vergleich der CA-Schätzung mit der Leistungsdichte des Störsignals (konstantes
Fahrgeräusch mit . Aufnahme der gestörten Sprachprobe im BMW 528i touring).
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6.2 Schätzung der Störleistungsdichte 97
Für die Bestimmung der „optimalen“ Nachführungsgeschwindigkeit  wurden unterschiedli-
che Sprech- und Störszenarien untersucht und die mittleren relativen Schätzfehler
nach Gleichung (6.12) berechnet. Dabei wurde  zwischen 0,6 und 1 variiert. Durch die Nor-
mierung der absoluten Fehlerleistung auf die Kurzzeit-Leistungsdichte  wird
 dimensionslos. Da die Schätzung  und die Kurzzeit-Leistungsdichte
 stets positiv sind und durch die Wahl des Verfahrens
gilt, folgt:
(6.13)
Der relative Schätzfehler  ist für unterschiedliche Störszenarien in Abbildung 6.8 dar-
gestellt. Dabei zeigen sich in den Verläufen des relativen Schätzfehlers  für alle Störar-
ten lokale und globale Minima für . Dies bestätigen auch Hörversuche, die
unter Nutzung einer einfachen Wienerfilterung mit den geschätzten Störleistungsdichten aus-
gewertet wurden.
Abbildung 6.8 Untersuchung und Optimierung des Parameters  für die Schätzung der
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98 6 Psychoakustische Signalverbesserung
Besonders gute Ergebnisse bezüglich einer hohen Geräuschreduktion und vertretbaren Verzer-
rungen des Sprachsignals wurden mit  erzielt. Bemerkenswert ist, daß mit diesem
Wert für unterschiedliche Störsituationen mit verschiedenen Geräuschen ähnliche Ergebnisse
erreicht werden, siehe Abbildung 6.8.
Die Schätzung  ist genau dann erwartungstreu, wenn für den mittleren relativen
Fehler  gilt:
(6.14)
Dabei wurde die Fehlerleistungsdichte auf die Kurzzeit-Leistungsdichte  normiert.
So ist auch  dimensionslos.
Abbildung 6.9 Untersuchung der Erwartungstreue der CA-Schätzung. Für  ist die Schätzung
der Störleistungsdichte  erwartungstreu. Folgende Geräusche wurden im BMW 528i touring
für die Auswertung aufgezeichnet: (a)  rosa Rauschen, (b) Regenfahrt, (c) gleichmäßige Fahrt und (d)
dynamische Beschleunigungsfahrt.
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6.2 Schätzung der Störleistungsdichte 99
Mit  ergibt sich für den Wertebereich der mittleren relativen Stör-
fehlerleistung:
(6.15)
In Abbildung 6.9 ist der mittlere relative Fehler  für unterschiedliche Fahrsituationen
dargestellt. Für verschiedene SNR und Geräusche ergeben sich in allen Diagrammen Schnitt-
punkte der Verläufe von  und der Nullordinate bei . Dies bestätigt die oben
getroffenen Aussagen für den Wertebereich von . Der Parameter kann mit
 (6.16)
fest eingestellt werden.
6.2.5 Diskussion und Vergleich der Verfahren
Das neue CA-Verfahren benötigt entgegen der Schätzung in Sprachpausen  aus Abschnitt 6.2.1
keine explizite Pausendetektion. Dadurch wird eine kritische Fehlerquelle ausgeschlossen. Mit
dem CA-Verfahren erfolgt keine sogenannte Überschätzung, ein Effekt, der bei der Schätzung
der Störleistungsdichte in Sprachpausen und der späteren spektralen Subtraktion negative
Spektren erzeugt. Besser als bei der Minimum-Schätzung aus Abschnitt 6.2.2 treten mit dem
CA-Verfahren im geschätzten Verlauf des Störleistungsdichtespektrums  keine
Sprünge auf. Nur beim Übergang der Fallunterscheidung gemäß (6.11) ergeben sich Unstetig-
keitsstellen, also genau dann, wenn der Verlauf der geschätzten Störleistungsdichte den Ver-
lauf des Kurzzeit-Leistungsdichtespektrums des gestörten Sprachsignals schneidet.
In Abbildung 6.10 sind die absoluten Schätzfehler  für unterschiedlichen Störszen-
arien dargestellt. Das CA-Verfahren schneidet mit deutlich kleineren relativen Schätzfehlern
in unterschiedlichen Fahr- und Geräuschsituationen ab. Dabei wird der resultierende Hörein-
druck im Einsatz zunächst nicht bewertet.
Das Ergebnis des Minimum-Verfahrens läßt sich auf einen womöglich unzureichend optimier-
ten Parameter für die Einstellung der Erwartungstreue des Verfahrens zurückführen. Es konnte
abschließend nicht geklärt werden, ob dafür eine adaptive Einstellung des Parameters geeigne-
ter wäre. Für die nähere Behandlung dieser Thematik sei auf [115] verwiesen.
Zur Beurteilung der Schätzung der Störleistungsdichte mit dem Pausen-, Minimum- und CA-
Verfahren wurden die Algorithmen in eine einfache Wienerfilterung integriert und die Ergeb-
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nisse ohne weitere Nachbearbeitung begutachtet. Abbildung 6.11 zeigt die Resultate der mit
unterschiedlichen Schätzverfahren durchgeführten Wienerfilterung anhand von Spektrogram-
men der Eingangs- und Ausgangssignale des Wienerfilters.
Zunächst ist die deutlich stärkere Geräuschreduktion beim CA-Verfahren zu sehen. Dabei tau-
chen im Spektrogramm in Abbildung 6.11-f weniger Anteile des Sprachsignals auf, als bei den
anderen beiden Verfahren. Dies könnte Indiz dafür sein, das zwar eine hohe SNR-Verbesse-
rung erreicht wurde, aber dafür Verzerrungen des Sprachsignals in Kauf genommen werden
müssen.
Die akustische Bewertung der Verfahren wurde nach Abschnitt 5 durchgeführt. Dabei kommt
noch keine psychoakustische Nachverarbeitung zum Einsatz. Zunächst wird der sogenannte
Mean-Opinion-Score bestimmt, eine subjektive Kenngröße für die akustische Wahrnehmung
von Qualitätsunterschieden. Als Basis wurden jeweils vier unterschiedliche Geräuschszenarien
mit einem Signal-Stör-Verhältnis von  ausgewertet.
Abbildung 6.10 Berechnung der absoluten Fehlerleistung  gemäß Gleichung (6.12).
Aufnahme der Geräusche im BMW 528i touring. (a) dynamische Beschleunigungsfahrt (b)  Regenfahrt
(c) rosa Rauschen (d)  gleichmäßige Fahrt.
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6.2 Schätzung der Störleistungsdichte 101
Tabelle 6.1 gibt in subjektiven Tests das wieder, was schon vorher der systematische Vergleich
der Verfahren ergab. Prinzipiell hat das CA-Verfahren die höchste SNR-Verbesserung auf
Kosten der stärkeren Verzerrung des Sprachsignals. Erstaunlich ist, daß das Minimum-Verfah-
ren trotz geringster Geräuschreduktion den besten akustischen Eindruck hinterließ.
Abbildung 6.11 Darstellung der Spektrogramme der Eingangssignale und der mit einfacher
Wienerfilterung und Schätzung der Störleistungsdichte mit dem Pausen-, Minimum- und CA-Verfahren
gewonnenen geräuschreduzierten Signale . Aufnahme der Signale bei konstanter Fahrt im BMW





























































































102 6 Psychoakustische Signalverbesserung
Dies ist auf den vorsichtigen Ansatz zur Schätzung der Geräuschleistungsdichte zurückzufüh-
ren. Dabei wird praktisch nur der spectral floor entfernt, wodurch kaum Verzerrungen des
Sprachsignals auftreten. Auf den instrumentellen Vergleich der drei Schätzverfahren wird an
dieser Stelle verzichtet und auf die Gesamtbewertung psychoakustischer Geräuschreduktions-
verfahren im Abschnitt 6.7 verwiesen.
Grundsätzlich motiviert bereits dieser Vergleich die Notwendigkeit der Optimierung der
Geräuschreduktionsverfahren nach psychoakustischen Gesichtspunkten. Ziel ist eine effektive
Geräuschreduktion mit geringer Verzerrung des Sprachsignals.
Tabelle 6.1  Mean-Opinion-Score  Bewertung gemäß Abschnitt 5.2.1. Besondere
Auffälligkeiten wurden fett dargestellt. Das Reduktionsergebnis ergibt die gewichtete
Gesamtnote aus den einzelnen gewichteten Teilbewertungen.
6.3 Bestimmung der globalen Mithörschwelle
Für die psychoakustische Modifikation einer herkömmlichen Geräuschreduktion ist die
Bestimmung der globalen Mithörschwelle notwendig. Alle Verzerrungen oder Reststörungen
unterhalb dieser Schwelle bleiben dem Hörer verborgen. Somit sind auch Schätzfehler der
Geräuschleistungsdichte, sofern Sie unterhalb der Mithörschwelle bleiben, nicht mehr wahr-









































































6.3 Bestimmung der globalen Mithörschwelle 103
nehmbar. Die Maskierschwelle wird bei Simultanverdeckung im m-ten Zeitrahmen bestimmt.
Temporale Maskiereffekte werden vernachlässigt. Die Berechnung der psychoakustischen
Maskierschwellen erfolgt mit mathematischen Modellen, die mit experimentellen Messungen
an Probanden [202] und anschließender Approximation und Modellierung des Verlaufs der
Maskierschwellen bestätigt wurden. Die in Abschnitt 3.3 beschriebenen Untersuchungen gel-
ten für spezielle Kombinationen von Maskierer und Testsignal. Dabei sind Maskiereffekte für
sinusförmige Maskierer mit frequenzgruppenbreitem, rauschartigem Testsignal besonders
deutlich zu messen. Für derartige einfache Signalkonfigurationen wurden bereits genaue
mathematische Beschreibungen der sogenannten lokalen Maskierschwellen z.B. in [202],
[203], [180] und [172] gefunden.
Liegen dagegen komplexe Maskierer oder Testsignale vor, ist die experimentelle Messung und
mathematische Formulierung von Maskiereffekten viel schwieriger. In diesem Fall sind die
gefundenen psychoakustischen Modelle nur dann anwendbar, wenn der vorliegende komplexe
Schall durch eine Kombination von einfachen Maskierern mit lokalen Maskierschwellen gebil-
det werden kann. Die resultierende globale Maskierschwelle ergibt sich durch Superposition
der einzelnen lokalen Mithörschwellen. Geht man von einem linearen Verhalten der Höremp-
findung aus, so führt das Superpositionsprinzip zur Bestimmung der globalen Maskierschwelle
auf eine additive Überlagerung der einzelnen lokalen Maskierschwellen. Dieses Modell wird
beispielsweise im ISO MPEG Standard [87] für die psychoakustische Datenreduktion verwen-
det. Dabei wird das Quellensignal in Bark-Subbändern  analysiert und in tonale (sinusartige)
und nicht tonale (rauschartige) Komponenten zerlegt. Für die einzelnen tonalen und nicht tona-
len Maskierer werden die lokalen Maskierschwellen berechnet und anschließend additiv über-
lagert. Damit ergibt sich die resultierende globale Maskierschwelle, siehe Abbildung 6.12.
Abbildung 6.12 ISO MPEG Modell nach [87]. Bestimmung der psychoakustischen Maskierschwelle
durch additive Überlagerung der lokalen Maskierschwellen. (a)  Addition der lokalen Maskierschwellen
ergibt (b) globale Maskierschwelle als gepunktete Linie.
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104 6 Psychoakustische Signalverbesserung
Untersuchungen in [67] und [109] haben gezeigt, daß sich durch die additive Überlagerung der
lokalen Maskierschwellen eine Diskrepanz zwischen der berechneten globalen Mas-
kierschwelle und der wirklich meßbaren Mithörschelle ergibt. Die meßbare Mithörschwelle
liegt viel höher als die durch additive Überlagerung berechnete globale Maskierschwelle. Zur
Verbesserung wird ein nichtlineares Modell vorgestellt, wie es in ähnlicher Form in [110] ein-
geführt wurde. Dabei kommt den Aussagen aus Abschnitt 3.3.3 für die psychoakustische
Modellierung komplexer Töne besondere Bedeutung zu.
6.3.1 Bestimmung der psychoakustischen Intensität des Sprachsignals
Sei  das abgetastete Nutzsignal mit der Schätzung der Kurzzeitleistungsdichte .
Durch die nichtlineare Abbildung der Leistungsdichte des Nutzsignals  auf die Bark-Skala
 entsprechend Abbildung 3.8 werden additive Maskiereffekte zwischen verschiedenen Fre-
quenzgruppen ausgeschlossen. Die Intensität des Maskierschalls  in einem Bark-
Subband  und dem m-ten Zeitfenster berechnet sich zu:
(6.17)
Mit der nichtlinearen Abbildungsfunktion  gemäß (3.36) und
(6.18)
wobei  die Abtastrate und  die Länge des DFT-Fensters darstellen, ergeben sich die von
der Tonheit  abhängigen ganzzahligen Summationsgrenzen in (6.17) zu:
(6.19)
Damit ist die Intensität des Maskierschalls  von der Breite der kritischen Frequenz-
gruppe und der Auflösung der Analyse  abhängig.
Für  ergibt sich mit :
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(6.20)
Wird die Auflösung dieser Analyse erhöht, so erhöht sich auch die Anzahl der lokalen Maskie-
rer. Die Schrittweite  sollte dennoch nicht zu klein gewählt werden. In diesem Fall reicht
die Auflösung der Leistungsdichte gemäß Gleichung (6.18) nicht aus, um eine vollständige
Abbildung auf die Tonheitsskala zu erreichen. Die optimale Schrittweite  ergibt sich aus
dem Grenzfall , womit die Summation in Gleichung (6.17) gerade über eine Fre-
quenzstützstelle  erfolgt. Für  und  erhält man .
6.3.2 Gehörrichtige Vorfilterung und Normierung
Die berechneten Intensitäten des Maskierschalls  werden als lokale Maskierer inter-
pretiert. Die empfundene Lautheit dieser Maskierer ist frequenzabhängig. Die Kurven gleicher
Lautheit  aus Abschnitt 3.2.2.2 sind in Abbildung 3.9 dargestellt. Um der psychoakusti-
schen Frequenzabhängigkeit zu entsprechen, werden die ermittelten Intensitäten  des
Maskierschalls einer Vorfilterung unterzogen, so daß gilt:
(6.21)
Die lokalen Maskierer  stellen damit die gehörrichtigen Komponenten des Nutzsi-
gnals  dar. Die lokalen Maskierer sind Ausgangspunkt für die Bestimmung der lokalen
psychoakustischen Maskierschwellen . Dieses Konzept der Vorfilterung nimmt
Rücksicht auf die Maskierung des Schalls in unterschiedlichen Frequenzgruppen.
6.3.3 Bestimmung der lokalen Maskierschwellen
Die aus Abschnitt 3.3.1 bekannten lokalen Maskierschwellen werden auf die lokalen Maskie-
rer  angewendet. Diese lokalen Maskierschwellen, die grundsätzlich nur für die
Anregung mit reinen Tönen gelten, können als Spreizfunktion interpretiert werden. Wie in
Abbildung 6.13 gezeigt, wird die Spreizfunktion  vereinfachend durch die drei
Parameter  und  bestimmt. Der Pegeloffset  zwischen dem lokalen Maskierer
 und der Spitze der Spreizungsfunktion  beträgt ca. 12 dB, siehe Abbil-
dung 3.13 und Abschnitt 3.3.1.3. Während die untere Flankensteilheit  der Spreizfunktion
 nahezu pegelunabhängig mit
(6.22)
.kz k z= ⋅∆
∆z
∆z
bk bk 1+– 1≥
n fa 11025 Hz= N 256= ∆z 0,43=
IM zk m,( )
Ξ zk( )
IM zk m,( )
( , ) 10 log[ ( , ) ( )].M k M k kL z m I z m z= ⋅ ⋅Ξ
LM zk m,( )
s k( )
LT i, zk m,( )
LM zk m,( )
LT i, zk m,( )
aν sl, su aν
LM zi m,( ) LT i, zk m,( )
sl
LT i, zk m,( )
17 /ls dB Bark=
106 6 Psychoakustische Signalverbesserung
ist, ändert sich die obere Flankensteilheit  mit dem Pegel des lokalen Maskierers
nach folgender Eigenschaft, siehe auch [87]:
(6.23)
Nach Abbildung 6.13 läßt sich die mathematische Repräsentation der i-ten Spreizungsfunktion
 für lokalen Maskierer  an der Stelle  angeben:
(6.24)
Abbildung 6.13 Lokale Maskierschwelle als Spreizfunktion. Die Spreizfunktion wird durch die beiden
Geradenanstiege  und  sowie durch die Dämpfung  bestimmt.
6.3.4 Nichtlineare Superposition
Die Berechnung der globalen Maskierschwelle erfolgt durch Superposition der einzelnen loka-
len Maskierer nach [110]. Die spektralen und temporalen Bedingungen und Effekte für die
Anwendung des nichtlinearen Superpositionsprinzips bei simultaner Verdeckung wurden aus-
führlich in [82], [83] und [84] untersucht. Im Gegensatz zur linearen Addition der lokalen Ver-
deckungsschwellen nach [87] erfolgt die Superposition mit exponentieller Kompression nach
folgendem Prinzip:
(6.25)
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wobei
(6.26)
Die nichtlineare Addition wird auf die lokalen Intensitäten angewendet. Damit ergibt sich die
globale Intensität des komplexen Maskiererschalls  in Abhängigkeit vom Parameter
. Für  geht Gleichung (6.25) in eine lineare Addition der einzelnen lokalen Maskierin-
tensitäten über. Abbildung 6.14 zeigt die nichtlineare Superposition zweier lokaler, simultaner
Maskierer mit den Verdeckungsschwellen  und . Durch die Superposi-
tion der i Maskierer nach (6.26) ergibt sich eine zusätzliche Maskierung  im Ver-
gleich mit den einzelnen lokalen Mithörschwellen. Es gilt:
(6.27)
Die zusätzliche Maskierung beachtet damit die Unterschiede, die sich bei der Verdeckung
durch komplexe Signale im Vergleich zu einfachen sinusartigen Signalen ergeben.
Wird die Auflösung der Analyse  lt. Gleichung (6.20) erhöht, so erhöht sich ebenfalls die
Anzahl der lokalen Maskierer. Dadurch ergibt sich eine höhere zusätzliche Maskierung
. Wie in Abbildung 6.14 sichtbar ist, haben die Auflösung  und der Parameter a
auf die psychoakustische Optimierung des nichtlinearen Modells großen Einfluß. Die besten
Ergebnisse wurden mit  und  erreicht. Das belegen auch psychoakustische
Daten aus [110].
Abbildung 6.14 Nichtlineare Superposition zweier lokaler Maskierer mit den Maskierschwellen
 und . (a)  Die resultierende globale Mithörschwelle  ist für
unterschiedliche  darstellt. (b)  Die zusätzliche Maskierung wird mit  bezeichnet.
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6.3.5 Inverse Filterung
Nach Superposition der lokalen Maskierschwellen erfolgt zur Berechnung der globalen Mas-
kierschwelle  die inverse Filterung mit . Vor- und Nachfilterung bewirken
die gehörrichtige Gewichtung der einzelnen lokalen Maskierer. Durch die inverse Filterung
wird der Einfluß des Vorfilters aus Absatz 6.3.2 kompensiert und es ergibt sich die Mas-
kierschwelle , die auf ein gegebenes Eingangssignal wirkt. Für die resultierende glo-
bale Maskierschwelle folgt:
(6.28)
Nach inverser Filterung liegt die globale Maskierschwelle  auf der Tonheitsskala
vor. Durch Abbildung auf die übliche diskrete Frequenzskala mit den Frequenzstützstellen
erhält man die globale „diskrete“ Maskierschwelle  (in dB) mit der spektralen Mit-
hörschwelle  zu:
(6.29)
Die berechnete Mithörschwelle  stellt keine Leistungsdichte dar, ist aber durch psy-
choakustische Verdeckungseffekte eng mit dem Leistungsdichtespektrum  des
Sprachsignals verknüpft, vgl. Abschnitt 3.3.
6.4 Schätzung der Leistungsdichte des Nutzsignals
In [13], [14], [71] und [72] sind zur Schätzung der psychoakustischen Maskierschwellen die
Kurzzeit-Leistungsdichtespektren des gestörten Sprachsignals  verwendet worden.
Dadurch ergaben sich besonders bei kleinem Signal-Störabstand häufig zu optimistische Mit-
hörschwellen. Um die tatsächlichen vom Sprachsignal  hervorgerufenen spektralen Mit-
hörschwellen  zu bestimmen, wird deshalb von der Schätzung der Leistungsdichte
 des Sprachsignals  ausgegangen.
Für die Bestimmung der spektralen psychoakustischen Mithörschwelle  gemäß
Abschnitt 6.3 ist die Kenntnis der spektralen Leistungsdichte  des störungsfreien
Sprachsignals  erforderlich, die nur aus dem vorliegenden Signalgemisch  geschätzt
werden kann. Bereits in Abschnitt 3.1.1 wurde auf die Merkmale und Analyse des Sprachsi-
gnals eingegangen. Die dort beschriebenen Methoden sind der Ausgangspunkt und liefern
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Ansätze für die Schätzung der Sprachsignalleistungsdichte . Wegen der Instationari-
tät von Sprache ist eine Beschreibung und Analyse des Sprachsignals nicht mit Hilfe klassi-
scher Verfahren möglich. Dennoch gelingt es, besondere Merkmale der Sprache zu
extrahieren, wenn die Analyse des Sprachsignals nur für einen kurzen Zeitabschnitt vorgenom-
men wird (Kurzzeitanalyse).
6.4.1 Schätzung mit spektraler Subtraktion
Die Schätzung der ungestörten Nutzsignalleistungsdichte in (6.30) führt auf die Anwendung
der spektralen Subtraktion zurück. Mit (2.100) ergibt sich für die Schätzung der Nutzsignallei-
stungsdichte bei einem orthogonalen, statistisch unabhängigen Störer :
(6.30)
Die Kurzzeit-Leistungsdichte des Störsignals ist üblicherweise nicht frei zugänglich. Deshalb
wird hier wieder die Schätzung  verwendet. Durch den Einsatz einer einfachen
spektralen Subtraktion kommt es bei Fehlschätzung der Leistungsdichte des Störsignals beson-
ders bei kleinem SNR zu sporadisch auftretenden Spektrallinien, die als „musical tones“
bereits beschrieben wurden. Diese Reststörungen verändern den tonalen Charakter des Nutzsi-
gnals. In Abschnitt 6.6 wird zudem untersucht, welche Auswirkungen diese Effekte auf die
Bestimmung der globalen psychoakustischen Mithörschwelle haben. Dazu wird das Gesamt-
system in Abhängigkeit von verschiedenen Verfahren und Algorithmen für die Nutzsignal-
und Störsignalschätzung bewertet und bezüglich der Leistungsfähigkeit der Geräuschreduktion
und der Verbesserung der Sprachverständlichkeit optimiert.
6.4.2 Schätzung durch lineare Prädiktion
Die lineare Prädiktion ermöglicht eine äußerst kompakte Kurzzeitrepräsentation des abgetaste-
ten Sprachsignals mit relativ geringem Aufwand. Der allgemeine Prädiktor liefert aus vorher-
gehenden Abtastwerten eine Schätzung für den folgenden Abtastwert (Extrapolation,
Vorwärtsprädiktion) bzw. aus noch bekannten Signalwerten eine Schätzung für einen vergan-
genen Wert (Interpolation, Rückwärtsprädiktion). Die Identifikation des Vokaltraktfilters
anhand der linearen Prädiktion ermöglicht die Extraktion geringdimensionaler Sprachmerk-
male, die im Bereich der Mustererkennung, Sprachsynthese und Codierung erfolgreich einge-
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setzt werden. Ausgangspunkt für die Analyse des Sprachsignals anhand der linearen
Prädiktion ist das in Abschnitt 3.1.1.1 vorgestellte zeitdiskrete Modell der Spracherzeugung. In
der Realität ist von gemischter Anregung auszugehen, siehe Abbildung 3.2. Zur Vereinfa-
chung wurde anstelle eines Summationsglieds ein Schalter eingeführt, der zwischen stimmhaf-
ter und stimmloser Anregung umschaltet. Diese Vereinfachung hat sich für die parametrische
Beschreibung der Sprachübertragung bewährt.
Abbildung 6.15 Zeitdiskretes Modell der Spracherzeugung. Ausgegangen wurde vom Fant’schen
Source-Filter Modell lt. Abbildung 3.2, wobei das Summierglied hier durch einen Schalter  ersetzt
wurde, der zwischen stimmloser und stimmhafter Anregung verzweigt.
Das an sich zeitvariable Vokaltraktfilter  wird zunächst als zeitinvariant behandelt. Durch
z-Transformation ergibt sich die Übertragungsfunktion des Vokaltrakts . Der Vokaltrakt
wird mit dem Signal
(6.31)
angeregt, wobei der Verstärkungsfaktor  die Amplitude des Anregungssignals
bestimmt. Zur Synthese stimmhafter  Abschnitte wird eine -Impulsfolge (Dirac)
(6.32)
mit der Periode  verwendet. Zur Synthese stimmloser  Abschnitte kommt ein weißes
Rauschsignal  mit der Varianz  zum Einsatz. Im allgemeinen Fall ist der Zusam-
menhang zwischen dem Anregungssignal  und dem Ausgangssignal  im Zeitbereich














( ) ( )u k v kσ=
σ u k( )
δ
0( ) ( )
i





v k( ) σv
2 1=
u k( ) s k( )
I
6.4 Schätzung der Leistungsdichte des Nutzsignals 111
(6.33)
Nach z-Transformation erhält man die allgemeine zeitinvariante Übertragungsfunktion des
Vokaltrakts als:
(6.34)
Der allgemeine Fall des Pol-Nullstellen-Modells (Auto Regressive Moving-Average, ARMA-
Modell) wird durch die Gleichungen (6.33) und (6.34) erfaßt. Für  mit
wird das Filter in (6.34) nicht rekursiv. Diesen Fall bezeichnet man Nullstellen-Modell
(Moving-Average, MA-Modell). Die Übertragungsfunktion wird nur durch ihre Nullstellen
bestimmt. Für , wobei , entsteht mit
(6.35)
ein rekursives Filter im Zeitbereich bzw. mit
(6.36)
ergibt sich ein Filter im Frequenzbereich, das abgesehen von einer -fachen Nullstelle bei
 nur Pole besitzt.
Damit erhält man die allgemeine Form eines Allpolfilters und man spricht von einem Autore-
gressiven Prozeß (AR-Modell). Dieser Prozeß entspricht dem Modell der Spracherzeugung aus
Abschnitt 3.1.1.
Ausgehend vom Fant’schen Source-Filter Modell kann der Sprachprozeß durch Hintereinan-
derschaltung mehrerer linearer zeitvarianter Systeme modelliert werden. Dabei wird das
Sprachsignal im wesentlichen durch die sich zeitlich rasch ändernde Anregung  und die
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112 6 Psychoakustische Signalverbesserung
relativ langsame Signalformung im Vokaltrakt  bestimmt. Zur Analyse des Sprachsignals
sind die Koeffizienten  aus Gleichung (6.35) zu schätzen, d.h. der Vokaltrakt
wird identifiziert. Die Bestimmung der Prädiktionskoeffizienten entspricht der Identifikation
der Vokaltraktübertragungsfunktion . Das Pol-Nullstellenfilter sei kausal und stabil. In
der Z-Ebene liegen damit die Polstellen innerhalb des Einheitskreises, während die Nullstellen
auch außerhalb des Einheitskreises liegen können. Jedes derartige System  läßt sich in ein
minimalphasiges Filter und ein Allpaßsystem mit
(6.37)
aufspalten. In Abbildung 6.16 wird dies für ein System mit zwei Polstellen-Nullstellen-Paaren
verdeutlicht.
Abbildung 6.16 Pol-Nullstellen Diagramm der Vokaltraktübertragungsfunktion. (a) Ursprüngliches Pol-
Nullstellen-Filter. (b) Aufspaltung in minimalphasiges Filter und Allpaß
Für die psychoakustische Sprachsignalanalyse genügt es, lediglich den minimalphasigen
Anteil zu untersuchen, da das Ohr gegenüber der durch den Allpaß hervorgerufenen Verände-
rung der Phase weitgehend unempfindlich ist, siehe Abschnitt 3.2.2.3. Daraus ergeben sich
zwei wichtige Konsequenzen:
• Die durch den Sprechtakt hervorgerufene Filterung kann prinzipiell durch inverse Filte-
rung des Sprachsignals rückgängig gemacht werden, so daß sich das Anregungssignal
des Sprechtraktes zurückgewinnen läßt.
• Da Pole und Nullstellen des minimalphasigen Filters innerhalb des Einheitskreises lie-
gen, existiert ein stabiles inverses Filter mit
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(6.38)
• Jedes minimalphasiges Pol-Nullstellen-Filter kann exakt durch ein Allpol-Filter mit
unendlich hohem Grad dargestellt werden und durch ein Filter -ten Grades approxi-
miert werden. Dadurch ist die Verwendung des Allpol-Filters für die Modellierung des
Sprachsignals geeignet.
Die Koeffizienten des Allpol-Filters  lassen sich mit der Technik der linearen Prädik-
tion bestimmen. Die lineare Prädiktion impliziert, daß aufeinanderfolgende Abtastwerte
aufgrund der Filterung eine statistische Abhängigkeit aufweisen. Der Abtastwert  wird bei
gegebenen Koeffizienten  bis auf die sogenannte Innovation  durch die vorhergehenden
Abtastwerte  bestimmt.
Ausgangspunkt für die Bestimmung der Prädiktorkoeffizienten bilden die Gleichungen (6.35)
und (6.36). Da die Modellkoeffizienten  nicht bekannt sind, wird folgende Schätzung für
 angesetzt:
(6.39)
Diese Form der Schätzung wird als lineare Prädiktion mit dem Prädiktionsfehlersignal
(6.40)
bezeichnet. Die Prädiktorkoeffizienten  sollen im Sinne des minimalen mittleren quadrati-
schen Fehlers optimiert werden:
(6.41)
Zur Vereinfachung sollen vorerst folgende Annahmen gelten: Die unbekannten Prädiktorkoef-
fizienten  und die Vokaltraktübertragungsfunktion  seien zeitinvariant. Das Anregungs-
signal  sei reell, stationär, unkorreliert und mittelwertfrei (weißes Rauschen). Die
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durch Bildung der Ableitung nach einem der Koeffizienten  bestimmen. Die partielle Ablei-
tung des mittleren quadratischen Fehlers nach dem festen Koeffizienten  liefert mit (6.39)
und (6.40):
(6.42)
Gleichung (6.42) gibt das bereits in Abschnitt 2.5 erläuterte Orthogonalitätsprinzip wieder.
Danach ist bei optimalen Prädiktionskoeffizienten  das Prädiktionsfehlersignal  gemäß
Gleichung (6.40) orthogonal zu dem Eingangssignal . Mit Verwendung der Autokorrelati-
onsfunktion  nach Definition (2.30) folgt die sogenannte Yule-Walker-Prädiktionsglei-
chung:
(6.43)
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(6.46)
Der Koeffizientenvektor  stellt die optimale Schätzung der Prädiktorkoeffizienten  dar.
Das Vokaltraktsystem  lt. Gleichung (6.35) wurde identifiziert. In Abbildung 6.17 wird
deutlich, daß bereits  Prädiktionskoeffizienten zu einer guten Approximation des tatsächli-
chen Spektralverlaufs der Sprache führen. Dazu wurde ein Sprachsignal im Fahrzeug aufge-
zeichnet, der LPC-Analyse mit  Koeffizienten unterzogen und anschließend synthetisiert. Das
geschätzte Leistungsdichtespektrum des Sprachsignals wird folgendermaßen bestimmt, wobei
bei Anregung mit weißem Rauschen  gilt:
(6.47)
In [44] wird für die Dimensionierung der Filterordnung
(6.48)
vorgeschlagen. Damit steht pro kHz sogenannter Nyquistfrequenz  ein Polpaar der Über-
tragungsfunktion des Vokaltrakts  zur Verfügung. Das entspricht der Vorstellung, daß
das Spektrum des Sprachsignals etwa einen Formanten pro kHz besitzt. Für die Modellierung
der stimmlosen Sprachanteile werden vier weitere Pole genutzt, um die glottale Anregung voll
zu erfassen. Die lineare Prädiktion ermöglicht eine äußerst kompakte Kurzzeitrepräsentation
des abgetasteten Sprachsignals mit relativ geringem Aufwand.
Für die Beachtung des instationären Verhaltens des Vokaltraktes kommt die Kurzzeitanalyse
durch Einführung des Fensterindex  und des Frequenzindex
zum Einsatz. Das geschätzte Leistungsdichtespektrum des Sprachsignals wird dann folgender-
maßen bestimmt:
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(6.49)
Dabei ergibt sich bei Anregung mit weißem Rauschen: . Geht man davon aus,
daß die Störanteile  im Signalgemisch  nicht als AR-Prozeß geringer Dimension
modelliert werden können, so läßt sich Ausdruck (6.49) als Schätzung der Leistungsdichte des
Sprachsignals in gestörter Umgebung interpretieren.
Abbildung 6.17 (a) Leistungsdichtespektrum eines im BMW 528i aufgezeichneten
Sprachsignalsausschnitts mit ca. 15 ms Dauer. (b) LPC-Analyse (Korrelationsmethode, vgl. [183]) und
anschließende Rücksynthese des Ursprungssignals. Ab LPC-Filterordnung  sind kaum noch
Verbesserungen der Synthese des Originalsignals wahrzunehmen. Die Formantstruktur des
ursprünglichen Sprachsignals wird bereits gut reproduziert.
6.4.3 Schätzung mit Tiefpaß-Lifterung
Eine weitere Möglichkeit der Sprachsignalschätzung geht erneut auf das Fant’sche Source-Fil-
ter Modell aus Abschnitt 3.1.1.1 zurück. Hierbei wird versucht, mittels homomorpher Entfal-
tung Anregung  und Signalformung  zu trennen. Nach [125] läßt sich der Verlauf
des komplexen Kepstrums  des Sprachsignals  als
 mit (6.50)
darstellen. Die Variable  wird als Quefrenz bezeichnet. Die Logarithmierung überführt die































Ruu n m,( ) 1=
n k( ) x k( )













LDS   
LPC−9 




















U z( ) H z( )
Cs κ( ) s k( )
{ }( ) log ( )jsC S eκ Ω= -1F { }( ) ( )jS e s kΩ = F
κ
6.4 Schätzung der Leistungsdichte des Nutzsignals 117
entstanden, lassen sich die Anteile als Summanden im logarithmierten Spektrum wiederfinden.
Nach inverser Transformation zurück in den Frequenzbereich bleibt wegen der Linearität der
Summation die additive Überlagerung erhalten. Bereits in [130] wurde auf die Bildung der
Mel-Kepstral-Koeffizienten mittels einer Filterbank eingegangen. Dabei wird das Sprachsi-
gnal  in eine -dimensionale, psychoakustische Bark-Filterbank eingespeist. Die Mel-
Energie aus den einzelnen Filtern wird dann logarithmiert und der inversen Cosinustransfor-
mation unterzogen. So entsteht ein sehr kompakter -dimensionaler Merkmalsvektor (Mel-
Cepstral-Vektor), der sich in der Sprachverarbeitung und Codierung bewährt hat.
Durch die Begrenzung der Dimension, üblicherweise auf , werden nur die unteren
Kepstralkoeffizienten ausgewertet1. Die Kepstral-Koeffizienten  lassen sich nach [59]
auch durch Rekursion aus den LP-Koeffizienten  wie folgt bestimmen:
(6.51)
Sei  das störungsfreie Nutzsignal mit der Kurzzeitleistungsdichte . Die diskrete
Cosinus-Tranformation der gehörrichtigen logarithmierten Schallintensitäten aus (6.17) ergibt
dieMel-Frequenz-Kepstral-Koeffizienten (MFCC):
, . (6.52)
Verringert man die Dimension des MFCC-Vektors von  auf die ersten  Komponenten,
so erhält man einen sehr kompakten Merkmalsvektor . Wegen der geringen Dimension
und der Kompaktheit hat sich der MFCC-Vektor als Sprachmerkmal für den Einsatz in Sprach-
erkennungssystemen durchgesetzt. Der reduzierte Merkmalsvektor ergibt sich aus:
(6.53)
1Dieses Verfahren wird als Tiefpaß-Lifterung bezeichnet. Als Hochpaß-Lifterung wird dementsprechend die Verwendung
des oberen Teils des Mel-Kepstral-Vektors benannt. Dies kann mit der Analyse der Sprachanregung assoziiert werden.
Man beachte hier die besondere Nomenklatur: Das Kepstrum kann genauso als die Fouriertransformation eines Spek-
trums verstanden werden. Die Ähnlichkeit zu einer Spektraltransformation hat man durch die Bezeichnung deutlich
gemacht. Dabei erhält man durch das Vertauschen der Buchstaben im Wort „Spektrum“ das „Kepstrum“. Genauso ersetzt
man „Frequenz“ durch „Quefrenz“ und vertauscht „Filterung“ mit „Lifterung“.
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Die Reduzierung der Dimension des MFCC mit anschließender inverser diskreter Cosinus-
Transformation (IDCT) bezeichnet man als Tiefpaß-Lifterung. Durch die Tiefpaß-Lifterung
werden die Anregungsanteile der Sprache von den Vokaltraktanteilen getrennt. Führt man die
Tiefpaßlifterung an gestörten Sprachsignalen  durch, so erhält man die Schätzung der Lei-
stungsdichte  des mittelwertfreien Nutzsignals  mit:
(6.54)
Mit homomorpher Entfaltung durch Kepstral-Analyse und Tiefpaß-Lifterung läßt sich damit
das Leistungsdichtespektrum des ungestörten Sprachsignals schätzen.
Abbildung 6.18 Vergleich zwischen Leistungsdichtespektrum eines im BMW 528i augezeichneten
Sprachsignals (a) und LDS des Signals nach kepstraler Tiefpaß-Lifterung mit  (b), sowie nach
LPC-Analyse mit neun Koeffizienten. Deutlich zeigt sich die Rekonstruktion der Formantstruktur des
Sprach-Signals durch die Lifterung.
6.4.4 Diskussion und Vergleich der Verfahren
Analog Gleichung (6.12) wurde der absolute Fehler  zwischen dem Kurzzeit-Lei-
stungsdichtespektrum  des Sprachsignals und seiner Schätzung  mit
(6.55)
berechnet und für verschiedene Signal-Störabstände ausgewertet. Abbildung 6.19 zeigt den
Vergleich der Verläufe des absoluten Fehlers  für unterschiedliche Störszenarien.
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Abbildung 6.19 Vergleich der Verfahren zur Schätzung der Leistungsdichte  des
Sprachsignals bei unterschiedlichen Signal-Störverhältnissen und verschiedenen Geräuschszenarien.
Aufnahme der Geräusche und des Sprachsignals im BMW 528i touring.
Dabei fällt zunächst die Überlegenheit der einfachen spektralen Subtraktion gemäß Abschnitt
6.4.1 auf. Sie ergibt für alle Störgeräusche den kleinsten absoluten Schätzfehler. Dagegen wird
der Unterschied zwischen der LPC- und CC-Schätzung erst bei negativem SNR deutlich.
Dennoch ist anzunehmen, daß mit dem LPC- und CC-Verfahren die Rekonstruktion der For-
mantstruktur des Sprachspektrums besser gelingt als mit der einfachen spektralen Subtraktion.
Sowohl die lineare Prädiktion wie auch die homomorphe Entfaltung mit dem Kepstralverfah-
ren lehnt sich an die in Abschnitt 3.1.1.3 behandelten Modelle der Spracherzeugung im
menschlichen Vokaltrakt an.
Weiterhin ist zu bedenken, daß sich bei Simultanverdeckung die psychoakustischen Verdek-
kungsschwellen besonders in Nähe energiereicher Formanten1  ausbilden. Deshalb ist es auch
wahrscheinlich, daß sich diese modellorientierten Verfahren besonders gut für die Bestim-
mung der Mithörschwellen eignen, obwohl sie keine besseren Schätzungen der Nutzsignallei-
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stungsdichte liefern als die spektrale Subtraktion. Um diese Vermutung zu bestätigen, wurde
der Vergleich der vorgestellten Verfahren zur Schätzung der Nutzsignalleistungsdichte geän-
dert.
Zunächst wurden die Formantstruktur und die Leistungsdichte eines ungestörten stationären
Sprachsignals  vorgegeben. Das Signal  enthält drei sinusförmige Töne bei 215, 646
und 1292 Hz mit gleicher Leistung. Das Spektrogramm dieses Signalgemisches  ist in
Abbildung 6.20 dargestellt. Hierbei wurde die Spektrale Subtraktion mit dem CA-Schätzver-
fahren, vgl. Abschnitt 6.2.3, durchgeführt. LPC- wie auch CC-Schätzung wurden mit
durchgeführt. Schon am ungestörten Testsignal zeigt sich, daß sowohl das LPC- wie auch das
CC-Verfahren die Spitzen im Leistungsdichtespektrum  besser rekonstruieren.
Dagegen ergibt sich mit dem spektralen Subtraktionsverfahren eine bessere Schätzung des
Verlaufs der Leistungsdichte des Testsignals . Daher rührt auch der gemessene kleinere
Fehler über den gesamten Vergleich zwischen dem Leistungsdichtespektrum  und der
Schätzung . Dagegen schätzt das CC-Verfahren den Verlauf von  im Vergleich
zum LPC-Verfahren zu ungenau. Für die Bestimmung der psychoakustischen Mithörschwellen
ist vor allem die exakte Rekonstruktion der Formanten wichtig. Der Verlauf zwischen den For-
manten wird oftmals durch Automaskierung verdeckt.
Um diese Rekonstruktion auch für gestörte Signale zu untersuchen, erfolgte anschließend der
Vergleich der drei Verfahren für geräuschbehaftete Umgebungen, siehe Abbildung 6.21. Bei
allen Störgeräuschen wird deutlich, daß es der LPC-Schätzung besser als der CC-Schätzung
oder der spektralen Subtraktion gelingt, die Formanten zu rekonstruieren. Dabei ergibt sich in
Spitze ein Schätzfehler von bis zu 6 dB. Inwieweit sich die verschiedenen Verfahren auf die
Bestimmung der Maskierschwellen auswirken, wird gesamthaft in Abschnitt 6.6 untersucht.
Abbildung 6.20 Formantstruktur und Rekonstruktion eines exemplarischen Testsignals aus drei
gemischten Sinustönen bei 215 , 646  und 1292 Hz . Abtastfrequenz
. (a) Spektrogramm des Testsignals . (b) Leistungsdichte  des Testsignals
und Schätzungen der Leistungsdichte mit drei verschiedenen Verfahren.
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Abbildung 6.21 Rekonstruktion der Formantstruktur in geräuschbehafteten Testsignalen. Aufnahme der
Geräusche im BMW 528i touring. . (a) Rosa Rauschen, (b)  Fahrt mit konstanter
Geschwindigkeit, (c)  beschleunigte Fahrt und (d) Fahrt im Regen.
6.5 Bestimmung der optimalen Gewichtsfunktion
Gemäß Abbildung 6.1 wird das adaptive Filter  gesucht, das mit
(6.56)
eine optimale Schätzung von  vornimmt. Die Übertragungsfunktion  wird in
Abhängigkeit von der globalen Mithörschwelle  bestimmt. Das Ziel ist, das Signal-
Stör-Verhältnis zu verbessern und dabei die Verzerrungen des Nutzsignals und der Restgeräu-
sche unter die Mithörschwelle zu bringen, so daß sie verdeckt werden. Dabei ist es besonders
wichtig, die resultierende Sprachverständlichkeit zu erhöhen und den subjektiven Höreindruck
des entstörten Signals zu verbessern.
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6.5.1 Parametrische spektrale Subtraktion
Mit Parametrisierung von (6.56) ergibt sich für das geschätzte Spektrum des Nutzsignals :
(6.57)
mit der Übertragungsfunktion des bekannten Wiener-Filters:
(6.58)
Diese allgemeine Form der spektralen Subtraktion erlaubt durch Variation der Parameter
 einen Kompromiß zwischen Geräuschreduktion, Reststörung und Verzerrung des Nutz-
signals. Die eingeführten Parameter haben folgende Bedeutung und Wirkung:
Der sogenannte Oversubtraction Faktor a, mit
, (6.59)
bewirkt die Erhöhung der Dämpfung des Störgeräusches hat aber gleichzeitig eine stärkere
Verzerrung des Nutzsignals zur Folge. Der Spectral Floor b, mit
, (6.60)
ermöglicht das teilweise Verbleiben des Hintergrundgeräusches, so daß die durch die Signal-
verarbeitung entstehende Reststörungen maskiert werden und das reduzierte Signal natürlicher
klingt. Der Exponent , mit
, (6.61)
bietet die Möglichkeit, die Schärfe des Schätzalgorithmus zu verändern und verschiedene
Arten der Geräuschreduktion zu realisieren. Dabei ergibt sich für  die Subtraktion der
Betragsspektren und für  die Leistungssubtraktion. Grundsätzlich zeigt sich aber, daß es
besonders bei niedrigem SNR sehr schwierig ist, gleichzeitig eine hohe Störgeräuschunter-
drückung und eine minimale Nutzsignalverzerrung zu erzielen.
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Durch adaptive Einstellung der Koeffizienten  und  in Abhängigkeit vom Verlauf der
globalen Mithörschwelle  wird die Verbesserung der Geräuschreduktion bzgl. Ver-
zerrung des Sprachsignals und psychoakustischer Verdeckung von Reststörgeräuschen
erreicht.
6.5.2 Optimale Filterfunktion
Bereits in [13], [14], [72] und [151] wurden Verfahren vorgestellt, die durch Formulierung
einer psychoakustisch motivierten Gewichtsfunktion ermöglichen, Reststörgeräusche und Ver-
zerrungen des Sprachsignals durch Verdeckungseffekte zu verringern. Diese Verfahren bilden
die Ausgangsbasis für die Bestimmung der optimalen Filterfunktion . Sie wurden
für den Einsatz im vorliegenden Geräuschreduktionssystem angepaßt und erweitert. Sofern
Störung  und Nutzsignal  orthogonal zueinander sind, folgt für das spektrale Fehler-
signal zwischen geschätztem und wirklichem Signalspektrum:
(6.62)
Mit (6.57) wird die spektrale Leistungsdichte  der Signalverzerrung  zu:
(6.63)
Das LDS des Fehlersignals  beinhaltet damit die Fehlerkomponenten  und
, die von den Verzerrungen des Nutzsignals und der Reststörung herrühren.
Es gibt nun verschiedene Möglichkeiten, eine psychoakustische Gewichtsfunktion
 oder  in Abhängigkeit von der globalen Maskierschwelle
 zu finden: Werden zunächst Verzerrungen  des Sprachsignals verdeckt,
gilt gemäß (6.63):
(6.64)
Durch Umstellung nach  erhält man die Berechnungsvorschrift für ein adaptives Fil-
ter, das alle Verfälschungen  des Sprachsignals verdeckt.
Es gilt dann nämlich:
a b, γ
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(6.65)
da  erfüllt sein muß. Die Wahl einer derartigen Gewichtsfunktion
für die psychoakustische Geräuschreduktion hat folgende Konsequenzen: Ist
, d.h. das SNR  ist klein, dann bleiben folgende Verzerrungen
hörbar und man erhält den Fehler:
(6.66)
Dadurch werden im Vergleich zu  gemäß (6.72) die Verzerrungen des Sprachsi-
gnals vermindert, doch die Verzerrung der Reststörgeräusche nehmen zu.
Gilt dagegen , dann ist auch die Maskierschwelle  sehr hoch.
Hier ergeben sich stärkere Verzerrungen des Sprachsignals verglichen mit (6.72). Das Verfah-
ren arbeitet in diesem Fall nicht effektiv. In Abbildung 6.22 werden diese Effekte verdeutlicht.
Optimiert man die Geräuschreduktion hinsichtlich der primären Verdeckung der Störsignal-
verzerrungen (z.B. „musical tones“) und nimmt dafür mehr hörbare Verzerrungen des Sprach-
signals in Kauf, so gilt:
(6.67)
Abbildung 6.22 Gewichtsfunktion zur primären Verdeckung von Verzerrungen des Nutzsignals. Die
wahrnehmbaren Anteile sind eingezeichnet. Qualitative Darstellung.
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Durch Umstellung von Gleichung (6.67) erhält man die psychoakustische Gewichtsfunktion
 aus
(6.68)
wobei gilt . Diese Verfahrensweise hat zwei Konsequenzen: Bei kleinem
SNR  nehmen im Vergleich mit (6.72) zwar die Reststörgeräusche zu, dagegen werden
hörbare Verzerrungen des Nutzsignals reduziert. Das Nutzsignal verbessert sich um:
(6.69)
Für großes SNR ergibt sich eine relativ hohe Maskierschwelle , wodurch oft alle
Reststörgeräusche bereits verdeckt werden. Verglichen mit (6.72) werden zusätzlich die Ver-
zerrungen des Nutzsignals minimal gehalten. Liegt das gesamte Störsignal unterhalb der Mas-
kierschwelle, kann die Geräuschreduktion deaktiviert werden. Beide Szenarien sind in
Abbildung 6.23 schematisch dargestellt.
Durch die Optimierung der Gewichtsfunktion hinsichtlich der primären Verdeckung der unna-
türlichen Störgeräusche werden die Reststörgeräusche so „geformt“, daß sie entweder verdeckt
werden oder angenehme Reststörungen beinhalten, die sich nicht negativ auf den Höreindruck
auswirken.
Abbildung 6.23 Gewichtsfunktion zur primären Verdeckung von Reststörgeräuschen. Die
wahrnehmbaren Anteile sind eingezeichnet. Qualitative Darstellung.
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6.5.3 Einstellung der Parameter
Die Bestimmung der Parameter  und  wird am Gesamtsystem vorgenommen. Dabei wurde
auf das bereits behandelte CA-Verfahren zur Schätzung der Stör- und Nutzsignalleistungs-
dichte zurückgegriffen. Liegt die Leistungsdichte des Reduktionsfehlers  gemäß
Gleichung (6.63) im m-ten Zeitfenster und einer bestimmten Frequenz  unterhalb der Mas-
kierschwelle , so ist dieser Fehler absolut nicht wahrnehmbar. Dies gilt sowohl für
die Verzerrungen des Sprachsignals  wie auch für die Verfärbungen des Reststörge-




ergibt sich die minimal erreichbare Fehlerleistung  mit der dazugehörigen
Gewichtsfunktion :
(6.72)
Dabei gilt für die entsprechende Gewichtfunktion . In Abbildung 6.25 ist
das Leistungsdichtespektrum des Fehlersignals  qualitativ dargestellt. Es zeigt sich,
daß im allgemeinen Fall nicht davon ausgegangen werden kann, daß die minimale Fehlerlei-
stungsdichte  unterhalb der Maskierschwelle  liegt. Die durch die
Geräuschreduktion entstehenden Verzerrungen werden somit nicht völlig verdeckt und bleiben
hörbar. Damit das gesamte Fehlersignal nicht hörbar ist muß aber gelten
(6.73)
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Durch Einsetzen von (6.72) in (6.63) und Beachtung der Bedingung aus (6.73) ergibt sich mit
zum Beispiel  der Parameter , wobei:
(6.74)
Mit der Anhebung des Spectral Floors  läßt sich die psychoakustisch optimale Filterfunktion
 so bestimmen, daß sowohl alle Verzerrungen des Sprachsignals wie auch alle
Reststörgeräusche völlig maskiert werden. Genau genommen entspricht dies der Verdeckung
der Fehlersignale  und  durch die bewußte Verringerung der Dämpfung
des Störgeräusches . Hörtests haben gezeigt, daß Verfahren mit einem derart hinzugefüg-
tem Störgeräusch solchen Verfahren, die eine völlige Reduktion der Reststörungen bewirken,
bevorzugt werden. Außerdem ist nun für den fernen Teilnehmer einer Freisprechverbindung in
Sprachpausen besser erkennbar, ob eine Telefonverbindung in das Fahrzeug noch besteht.
Ohne verbleibende Fahrgeräusche im übertragenen Freisprechsignal wäre zudem die Laut-
stärke und Anstrengung der Sprecherstimme im Fahrzeug für den fernen Gesprächsteilnehmer
schwer nachvollziehbar. Es hat sich gezeigt, daß der Parameter  die psychoakustische Ver-
deckung von Reduktionsfehlern des Nutzsignals maßgeblich beeinflußt. Erhöht man , so
wird dem geräuschreduziertem Signal  eine Reststörung überlagert. Das hat den Effekt,
daß zwar die resultierende SNR-Verbesserung des Algorithmus abnimmt, aber sich dafür der
Gesamthöreindruck des geräuschreduzierten Signals verbessert. Stellt man als Sonderfall der
Gleichung (6.75)  ein, so können im allgemeinen nicht alle Verzerrungen des Sprachsi-
gnals und der Reststörung verdeckt werden. Sie bleiben damit hörbar. Diesen Umstand sieht
man deutlich in Abbildung 6.24.
Abbildung 6.24 Einfluß des Parameters  auf das CA-LPC-Verfahren. (a)  Deutliche Artefakte und
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Generell zeigt sich, daß Verfärbungen des Restgeräusches als störender empfunden werden als
kleine Verzerrungen des Sprachsignals. Daher macht es durchaus Sinn, einen vorgegebenen
„spectral floor“  einzustellen, um damit Verfärbungen der Reststörung psychoakustisch zu
verdecken.
Hörtests haben diesen bereits theoretisch beschriebenen Fakt für  bestätigt. Für
alle hier vorgestellten psychoakustischen Verfahren wurde der Wert  gewählt und
unveränderlich eingestellt.
Durch die Modifikation der Gewichtsfunktion (6.72) anhand des Oversubtraction-Faktors
kann jetzt eine völlige Fehlerverdeckung erreicht werden. Dies ist in Abbildung 6.25 sichtbar.
Die dargestellten Parabeln werden durch die Veränderung von  unterschiedlich gespreizt.
Setzt man neben Gleichung (6.73) weiter voraus, daß  fest eingestellt wird, dann kann gemäß
Gleichung (6.63) nur eine völlige Maskierung aller Fehler erreicht werden, wenn der Oversub-
traction-Faktor  adaptiv zu:
(6.75)
gewählt wird. Zur Verbesserung der Lesbarkeit wurden in Gleichung (6.75) die Zeit- und Fre-
quenzindizes  weggelassen. Um den Verlauf von  zu glätten, wurde eine anschlie-
ßende Medianfilterung fünften Grades durchgeführt.
.
Abbildung 6.25 Reduktionsfehlersignal  und seine Komponenten  bzw. .
(a)  Die Spreizung der Parabeln ist von der Leistungsdichte des Nutzsignals und der Störleistung sowie
vom Oversubtraction-Faktor a  abhängig. In (b)  wird durch Änderung des Spectral Floors b  und des
Oversubtraction-Faktors a  gerade  erreicht. Qualitative Darstellung.
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Generell wäre auch die feste Einstellung von  denkbar. Ein derartiger Ansatz wurde zum Bei-
spiel in [72] mit  gewählt. Dort wurde im vorgestellten Verfahren auf die Verdeckung
der Verzerrungen  des Störgeräusches, die als besonders störend empfunden wer-
den, Wert gelegt. Dadurch kommt es aber zu einer geringen Verschiebung des Wienerfilters
bezüglich des minimalen Gesamtfehlers und zur zusätzlichen Verzerrung des Sprachsignals.
Besonders bei großem SNR zeigen sich dagegen die Vorteile des in dieser Arbeit vorgestellten
Verfahrens mit adaptiver Einstellung des Oversubtraction-Faktors . Es wird ein optimaler
Kompromiß zwischen den unvermeidbaren Verzerrungen des Sprachsignals  und
den Verfärbungen des Störsignals  gefunden, wobei der Gesamtfehler
 durch die adaptive Modifikation der Filterregel gemäß
den Gleichungen (6.57) und (6.72) völlig verdeckt wird. Dies wird beispielhaft in Abbildung
6.25 verdeutlicht. Das neue Verfahren zeichnet sich durch ein nahezu unverfärbtes Reststörge-
räusch und durch vergleichbar geringe Verzerrungen des Sprachsignals bei dennoch hoher
Geräuschreduktion und Sprachverständlichkeit aus. Hör- und instrumentelle Tests haben diese
Aussagen bestätigt. Abbildung 6.26 zeigt den Verlauf des geglätteten Oversubtraction-Faktors
 für eine im Fahrzeug aufgenommene gestörte Sprachprobe für .
Abbildung 6.26 Adaptive Einstellung des Oversubtraction-Faktors . (a) Gestörtes Testsignal ,
aufgenommen im BMW 528i touring bei Regen und 120 km/h. (b)  adaptiv eingestellter Faktor .
6.6 Validierung und Bewertung des Gesamtsystems
Ausgehend von dem in Abbildung 6.1 gezeigten Blockdiagramm für die Realisierung einer
psychoakustischen einkanaligen Geräuschreduktion werden folgende Teilschritte und Berech-
nungen in dem entwickelten Gesamtsystem durchgeführt:
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• gewichtete Fensterung und Überlappung des Eingangssignals zu
• diskrete Fouriertransformation und Berechnung des Kurzzeitleistungsdichte
des gestörten Sprachsignals
• Schätzung der Geräuschleistungsdichte  mit dem Pausen-, Min- oder CA-Ver-
fahren
• Schätzung der Nutzsignalleistungsdichte  und Formantenrekonstruktion mit
dem CA-, LPC- oder CC-Verfahren
• Bestimmung der lokalen psychoakustischen Mithörschwellen anhand lokaler Maskier-
modelle und der geschätzten Sprachsignalleistungsdichte, nichtlineare Superposition
und Bestimmung der resultierenden globalen Mithörschwelle
• Bestimmung der psychoakustischen Gewichtungsregel und Parametrisierung der spek-
tralen Subtraktion, adaptive Bestimmung der Parameter  und , Minimierung der hör-
baren Sprachverzerrung und Verfärbung des Geräusches
• Parametrische Filterung des Eingangssignalspektrums  und Bestimmung des
gefilterten Ausgangsspektrums
• Overlap-and-Add-Methode und Rücktransformation in den Zeitbereich für das zeitdis-
krete, geräuschreduzierte Ausgangsignal .
Diese Aufstellung macht deutlich, daß verschiedene Faktoren und Fehlerquellen großen Ein-
fluß auf die Qualität des resultierenden Ausgangssignals  haben.
Als besonderes kritisch werden die Schätzung der Störleistungsdichte und die Bestimmung der
psychoakustischen Mithörschwelle, die Rekonstruktion der Formantstruktur und letztendlich
die Parametrisierung der psychoakustischen Gewichtungsfunktion eingeschätzt. Deshalb wur-
den diese Schwerpunkte bereits sehr ausführlich behandelt. Für jeden dieser bedeutenden Teil-
schritte wurden Alternativen und Lösungsvorschläge untersucht. In den nachfolgenden
Betrachtungen werden nur diese Methoden und Verfahren hinsichtlich der Gesamtbewertung
variiert und gemäß Tabelle 6.2 miteinander verglichen.
Beim NL-SS-Verfahren erfolgt keine psychoakustische Gewichtung. Dafür wird eine nichtli-
neare Nachfilterung (hier: Medianfilterung) vorgenommen. Außerdem wurden alle Verfahren
mit der einfachen Spektralen Subtraktion (CA-SS) verglichen. Der Vergleich erfolgt anhand
subjektiver und instrumenteller Bewertungsmethoden aus Abschnitt 5.3.
Ein Vergleich zu mehrkanaligen Ansätzen wurde wegen der prinzipiellen Unterschiede der
Verfahren nicht durchgeführt.
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Tabelle 6.2  Testkonfiguration und Kombination verschiedener Verfahren
6.6.1 Instrumentelle Bewertung
Zunächst erfolgt die Bewertung mit instrumentellen Methoden. Dabei werden erneut verschie-
dene Geräuschszenarien berücksichtigt. Abbildung 6.27 zeigt die Bewertung unterschiedlicher
Verfahren laut Tabelle 6.2 anhand der LPC-Distanz zwischen ungestörtem Sprachsignal
und geräuschreduziertem Signal , siehe dazu auch Abschnitt 5.3.2. Die LPC-Distanz
erfaßt dabei vor allem die Verzerrungen des Sprachsignals bezüglich seiner durch den Sprach-
erzeugungsprozeß aufgeprägten Eigenschaften. Die akustische Wahrnehmung des geräuschre-
duzierten Sprachsignals wird hierbei relativ wenig berücksichtigt.
Die Formung der Laute im Vokaltrakt läßt sich vornehmlich als autoregressiver Prozeß model-
lieren, siehe dazu Abschnitt 3.1.1. Die LPC-Analyse und Distanzbetrachtung ergibt bei so
modellierbaren Prozessen zuverlässige Ergebnisse. Es zeigt sich, daß alle Verfahren eine rela-
tiv gute Rekonstruktion der Formantstruktur und der Vokale im Sprachsignal ermöglichen.
Lediglich das Minimum-Verfahren weist hier bei großem SNR einen deutlichen Unterschied
zu anderen Verfahren auf. Dies läßt sich auf die Art der Geräuschschätzung zurückführen, mit
der die Formantstruktur nur unzureichend nachgebildet werden kann, vgl. Abschnitt 6.2.2.
Auffällig ist, daß die Verfahren CA-SS und NL-SS bei rosa Rauschen und bei Regenfahrt mit
mittleren Signal-Stör-Verhältnissen schlechtere Ergebnisse bei der Signalrekonstruktion liefern
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Gerade bei rauschartigen Störern, die nicht mit autoregressiven Prozessen modelliert werden
können, zeigen sich die Vorzüge der LPC-  und CC-Verfahren für die Schätzung der Nutzsi-
gnale in gestörter Umgebung.
Erfreulicherweise schneidet das hier entwickelte und vorgestellte CA-CA-Verfahren sehr gut
bei der Signalrekonstruktion ab. Es ist in nahezu allen Signal-Stör-Konstellationen den ande-
ren Verfahren bei der Nachbildung der tonalen Struktur der Sprache überlegen. Ähnliche
Ergebnisse liefert auch die Bewertung anhand der kepstralen Distanz zwischen Sprachsignal
und geschätztem geräuschreduziertem Signal in Abbildung 6.28.
Abbildung 6.27 und Abbildung 6.28 zeigen den Vergleich verschiedener Geräuschreduktions-
verfahren anhand von Systemdistanzmaßen, die aus der Modellierung des Spracherzeugungs-
prozesses hervorgehen. Nun erfolgt der Vergleich mit der sogenannten Barkdistanz, siehe
Abschnitt 5.3.3. Die Barkdistanz wurde aus der Modellbildung psychologischer und physiolo-
gischer Eigenschaften des Gehörs gewonnen. Sie gibt darüber Aufschluß, wie die unterschied-
lichen Verfahren der Geräuschreduktion wahrgenommen werden und welchen Höreindruck sie
hinterlassen.
Abbildung 6.27 Vergleich unterschiedlicher Verfahren zur einkanaligen Geräuschreduktion. Bewertung
mit der LPC-Distanz zwischen ungestörtem Sprachsignal  und geräuschreduziertem Signal .
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Genau genommen ist die Barkdistanz ein Leistungsabstandsmaß. Dabei werden die einzelnen
Anregungen des ungestörten Sprachsignals in sogenannten Frequenzgruppen zusammengefaßt
und mit den Frequenzgruppenleistungen, den Intensitäten des geräuschreduzierten Signals,
verglichen. Somit kommen die eingangs erwähnten psychoakustischen Verdeckungseffekte
zum Tragen. Je kleiner die Barkdistanz ist, desto ähnlicher ist die Wahrnehmung des geschätz-
ten Sprachsignals  zum geräuschfreien Sprachsignal  und desto besser klingt das
geräuschreduzierte Signal. Abbildung 6.30 zeigt die Ergebnisse für verschiedene Verfahren
während Sprachaktivität. Abbildung 6.31 zeigt den Vergleich in Sprachpausen.
Gerade in den Sprachpausen wirken sich Verzerrungen des Reststörgeräusches negativ auf den
Gesamthöreindruck aus. Musical Tones oder andere Verfärbungen werden sofort wahrgenom-
men. Hier haben vor allem die Verfahren CA-SS und NL-SS Nachteile, da bei diesen keine psy-
choakustische Modifikation stattfindet. Erstaunlicherweise schneidet auch das MIN-MIN-
Verfahren hier relativ schlecht ab. Dies läßt sich auf die nicht erwartungstreue Schätzung der
Störleistungsdichte zurückführen.
Abbildung 6.28 Vergleich verschiedener Verfahren zur einkanaligen Geräuschreduktion. Bewertung mit
der kepstralen Distanz zwischen ungestörtem Sprachsignal  und geräuschreduziertem Signal .
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134 6 Psychoakustische Signalverbesserung
Besonders gute Ergebnisse sowohl in Sprachpausen wie auch während Sprachaktivität wurden
mit den Verfahren CA-LPC  und CA-CC erreicht. Hier zeigen sich vor allem die Vorteile, die
sich durch die psychoakustische Parametrisierung der Verfahren ergeben. Innerhalb der
betrachteten Frequenzgruppen werden die Verzerrungen des Sprachsignals und der Reststörun-
gen psychoakustisch verdeckt.
Abbildung 6.29 Vergleich unterschiedlicher Verfahren zur einkanaligen Geräuschreduktion. Bewertung
mit der psychoakustischen Bark-Distanz zwischen ungestörtem Sprachsignal  und
geräuschreduziertem Signal .
6.6.2 Subjektive Bewertung
Leider gibt es bisher noch keine rein instrumentellen Maße oder Bewertungsmethoden zur
Beurteilung der Sprachverständlichkeit. Die Verbesserung der Sprachverständlichkeit stellt das
wichtigste Zielkriterium bei der Beurteilung der verschiedenen Verfahren dar. Deshalb wurden
die unterschiedlichen Verfahren in umfangreichen Hörtests untersucht. Der Vergleich erfolgt
mit subjektiven Bewertungsverfahren gemäß Abschnitt 5.2. Hier wurde ausschließlich der
Mean-Opinion-Score (MOS) verwendet. Die MOS-Bestimmung erfolgt nach den Bewertungs-
maßstäben in Tabelle 5.1. Die Ergebnisse für  sind in Tabelle 6.3 zusammenge-
faßt. Tabelle 6.4 zeigt die Bewertung für .
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Bedenkt man die besondere Gewichtung der Bewertung bezüglich Sprachverständlichkeit, so
zeigt sich, daß für alle Geräuscharten gute Ergebisse mit den psychoakustischen Verfahren
erreicht werden. Vor allem die CA-LPC  und CA-CA-Verfahren erzielen die beste Bewertung in
den einzelnen Signal-Geräusch-Konstellationen. Besonders auffällig ist, daß das NL-SS und
CA-SS in einigen Disziplinen schlechtere Bewertungen erhalten, als das eigentliche gestörte
Eingangssignal. Das liegt vor allem an den teilweise sehr starken Verzerrungen des Sprachsi-
gnals und der Reststörung (musical tones). Dieser Effekt tritt vor allem bei kleinem SNR auf.
Insgesamt wird deutlich, daß die psychoakustischen Verfahren besonders bei rauschähnlichen
Störern (rosa Rauschen, Regenfahrt) erstaunlich gute Ergebisse liefern und die Sprachver-
ständlichkeit deutlich verbessern. Breitbandiges Rauschen erzeugt innerhalb der einzelnen
Frequenzgruppen eine deutlich höhere lokale Intensität als tonale Signale, was zur Simultan-
verdeckung führt. Die Ursache dafür wurde im Abschnitt 3.3.1.1 erklärt. Demnach erzielen
psychoakustische Verfahren bei solchen Störern besonders gute Ergebnisse. Sie nutzen Mas-
kiereffekte, um etwaige Verzerrungen des Sprachsignals und der Reststörungen wirkungsvoll
zu verdecken.
Abbildung 6.30 Vergleich unterschiedlicher Verfahren zur einkanaligen Geräuschreduktion. Bewertung
mit der psychoakustischen Bark-Distanz zwischen gestörtem Sprachsignal  und Reststörgeräusch
 in Sprachpausen.
































































































136 6 Psychoakustische Signalverbesserung
Die Verfahren NL-SS und CA-SS waren dagegen allen anderen Verfahren bezüglich der
Sprachverständlichkeit und des insgesamten Höreindrucks unterlegen. Vergleicht man die sub-
jektiven Ergebnisse aus Tabelle 6.3 und Tabelle 6.4 mit den instrumentellen Ergebnissen in
Abbildung 6.29, so zeigt sich ein ähnliches qualitatives Bild. Dennoch wurde von den Testper-
sonen das MIN-MIN-Verfahren subjektiv besser empfunden, als dies die instrumentellen
Ergebnisse vermuten ließen. Von der Vielzahl der Testpersonen wurden das CA-CA- und CA-
LPC-Verfahren anderen Verfahren vorgezogen. Es wurde zum Teil die leichte Hochpaßcharak-
teristik dieser Verfahren bemängelt, die aber keinen negativen Einfluß auf die Verständlichkeit
des geschätzten Sprachsignals hatte.
Tabelle 6.3 MOS-Bewertung der Verfahren für .
Tabelle 6.4 MOS-Bewertung der Verfahren für .
Verfahren rosa Rauschen konstanteFahrt
dynamische
Fahrt Regenfahrt
CA-CA 2.1 2.0 3.0 3.0
CA-LPC 2.0 2.0 3.3 3.0
CA-CC 2.2 2.1 3.1 3.5
Min-Min 3.2 2.2 4.0 3.5
NL-SS 3.3 3.3 4.5 4.3
CA-SS 3.9 3.5 4.8 4.9
ohne 3.7 3.0 3.5 4.3
Verfahren rosa Rauschen konstanteFahrt
dynamische
Fahrt Regenfahrt
CA-CA 1.7 2.1 2.4 2.3
CA-LPC 1.8 2.1 2.5 2.3
CA-CC 1.8 2.2 2.6 2.5
Min-Min 2.5 2.8 3.0 3.0
NL-SS 2.9 2.2 2.8 3.0
CA-SS 3.3 2.6 3.3 3.5
ohne 3.0 2.5 2.8 3.6
SNR 0dB=
SNR 5dB=
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Fast man sowohl die instrumentellen, wie auch die subjektiven und makroskopischen Untersu-
chen zusammen, ergeben sich die besten Bewertungen für das CA-CA oder CA-LPC-Verfah-
ren. Ungefähr 75% Prozent aller beteiligten Testhörer haben den psychoakustischen Verfahren
zur Signalverbesserung eine bessere Sprachverständlichkeit bescheinigt.
6.6.3 Makroskopischer Vergleich
Abbildung 6.31 zeigt die Barkgramme des gestörten Sprachsignals  und des mit den ein-
zelnen Verfahren geräuschreduzierten Signals . Dabei wurden die Beispielaufnahmen bei
starkem Regen im BMW 528i touring bei 70 km/h durchgeführt und mit verschiedenen Ver-
fahren bearbeitet. Es ergab sich ein Eingangssignal-Stör-Abstand von .
Die Geräuschreduktion wurde bei allen Verfahren mit dem fest eingestellten spectral floor
 vorgenommen. Bei den Verfahren CA-CA und CA-LPC  wurde der Oversubtraction-
Faktor  adaptiv eingestellt, während beim CA-SS, NL-SS undMIN-MIN-Verfahren
fest vorgegeben wurde.
Zunächst wird sofort sichtbar, daß das CA-SS-Verfahren die meisten Artefakte und sporadisch
auftretende Reststörungen (musical tones) aufweist. Durch die Medianfilterung beim NL-SS-
Verfahren wurden diese „verschmiert“ und damit deutlich reduziert. Vor allem im mittleren
und unteren Barkbereich treten aber noch Störungen auf, die sich negativ auf den Gesamthör-
eindruck auswirken.
DasMIN-MIN-Verfahren nutzt bereits psychoakustische Aspekte der Geräuschreduktion. Den-
noch sind Störungen im unteren Barkbereich wahrnehmbar. Es kommt teilweise zum „Blub-
bern“. Diese Effekte sind durch die besondere Art der Geräusch- und
Maskierschwellenschätzung bedingt. Im mittleren und hohen Barkbereich hat dagegen die
Geräuschreduktion sehr gute Ergebnisse erreicht. Dennoch sind gerade in Fahrgeräuschen
besonders hohe Leistungsdichten im unteren Frequenzbereich vertreten, so daß sich hier Fehl-
schätzungen sofort negativ auf den Gesamteindruck auswirken.
Die besten Ergebnisse werden vom CA-CA und CA-LPC-Verfahren erreicht. Auch im unteren
Barkbereich treten kaum Artefakte auf. Der „Einschwingvorgang“ bei der Adaption der
Geräusch- und Maskierschwellenschätzung ist aber deutlich wahrnehmbar und sichtbar. Insge-
samt ergibt sich bei diesen beiden Verfahren ein sehr guter Höreindruck, wobei beim CA-CA-
Verfahren im höheren Barkbereich weniger Artefakte sichtbar sind.
In informellen Hörtests wurden aber nur von 15% der Testpersonen Unterschiede zwischen
beiden Verfahren ausgemacht, wobei das CA-CA-Verfahren leicht bevorzugt wurde. Mit der
makroskopischen Betrachtung sind nur Artefakte während der Sprachpausen identifizierbar.
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ser Art der Bewertung nicht vorgenommen werden. Dazu sind umfangreiche Hörtests mit
wechselnden Äußerungen und anschließender statistischer Auswertung notwendig. Dennoch
vermitteln die in Abbildung 6.31 dargestellten Barkgramme einen guten Eindruck von den
Ergebnissen der psychoakustischen Geräuschreduktion.
Abbildung 6.31 Verschiedene Geräuschreduktionsverfahren im Vergleich anhand der Barkgramme, vgl.
Abschnitt 5.3.4. Aufnahme der Signale bei Regenfahrt im BMW 528i touring mit 130 km/h. (a)  gestörtes
Signal. Geräuschreduktion mit dem: (b)  CA-SS-Verfahren (c)  NL-SS-Verfahren (d)  MIN-MIN-Verfahren
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6.7 Komplexität und Echtzeitanforderungen
Alle Verfahren wurden auf einem PC mit Athlon®  1000 Mhz und mit MatLab® und DaDisp®
simuliert und ausgewertet. Die Testaufnahmen wurden blockweise verarbeitet, so wie es auch
in einem Echtzeitsystem realisiert werden würde. Für jedes einzelne Verfahren wurden die
notwendigen Floating-Point-Operationen (Flops) gemessen. Die Ergebnisse sind für Testsi-
gnale von einer bzw. zwei Sekunden Länge in Abbildung 6.32 dargestellt.
Abbildung 6.32 Vergleich der Komplexität der Verfahren in Floating-Point-Operations (Flops). (a)
Signaldauer = 1s (b) Signaldauer = 2s.
Vor allem die Verfahren CA-LPC und CA-CC  weisen eine hohe Komplexität und Rechenanfor-
derung auf. Insgesamt ist die benötigte Rechenleistung mehr als doppelt so hoch wie bei den
anderen Verfahren. Dies liegt vor allem an den sehr rechenintensiven Systemidentifikationen
innerhalb der LPC- und CC-Analyse. Der Aufwand für die Geräuschschätzung und die
Berechnung der Maskierschwellen unterscheidet sich dagegen nicht vom CA-CA-Verfahren.
Vergleich man Aufwand und Ergebnis des CA-CA-Verfahrens mit z.B. dem CA-LPC-Verfah-
ren, so ergibt sich eine ungünstige Leistungsbilanz für den CA-LPC- und CA-CC-Algorithmus.
Hier werden DSP-Leistungen von bis zu 13 MFlops/s benötigt.
Bedenkt man jedoch, daß eine weitere Optimierung des Programmcodes eine geringere DSP-
Last zur Folge hätte, sind bereits preiswerte aktuelle Floating-Point-DSP (z.B. TI-
TMS320C67x) einsetzbar. Eine Umsetzung dieser Verfahren auf einem Fixed-Point-DSP
erscheint nicht sinnvoll. Das CA-CA-Verfahren bietet dagegen die besseren Voraussetzungen
bzgl. des Rechenaufwandes. Für dieses Verfahren sind äußerst preiswerte Festkomma-DSP
(z.B. TI TMS320Cx) verwendbar. In Abbildung 6.32 wächst die Anzahl der Floating-Point-
Operationen fast linear mit der Erhöhung der Dauer des zu verarbeitenden Signals. Damit sind
Echtzeitanwendungen mit den genannten Leistungsvorgaben durchführbar.














(b) T = 2s
1. CA−SS  
2. NL−SS  
3. MIN−MIN
4. CA−CA  
5. CA−LPC 
6. CA−CC  














(a) T = 1s
1. CA−SS  
2. NL−SS  
3. MIN−MIN
4. CA−CA  
5. CA−LPC 
6. CA−CC  
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7 Zusammenfassung und Ausblick
Geräuschreduktionsverfahren sind wegen der breiten Anwendung in Mobiltelefonen und vor
allem in Kraftfahrzeugen bekannt. Dabei kommt aber der eigentlichen Reduktion von Störge-
räuschen eine untergeordnete Rolle zu. Viel wichtiger ist die Verständlichkeit der Sprache in
geräuschbehafteter Umgebung. Demnach wurde in dieser Arbeit nicht die Maximierung der
Geräuschreduktion, sondern die Verbesserung der Sprachverständlichkeit in den Mittelpunkt
der Untersuchungen gestellt.
Nach Vorstellung verschiedener ein- und mehrkanaliger Verfahren, die den Stand der Technik
markieren, wurde detailliert auf neuere einkanalige Verfahren eingegangen, die vermehrt die
Charakteristik des menschlichen Gehörs bei der Wahrnehmung und Beurteilung von Sprachsi-
gnalen als Ausgangspunkt haben. Hierbei kommt vor allem den sogenannten psychoakusti-
schen Verdeckungseffekten im akustischen Wahrnehmungsprozeß eine sehr große Bedeutung
zu. Aus der Modellierung des menschlichen Gehörs entstand ein Wahrnehmungsmodell, mit
dem die eigentliche Geräuschreduktion parametrisiert werden kann, so daß eine hohe
Geräuschreduktion mit minimaler Verzerrung des Sprachsignals erreicht wurde. Die Grund-
idee dieses neuen Geräuschreduktionsalgorithmus ist dabei, die bekannte parametrische Wie-
nerfilterung so abzuwandeln, daß alle durch das Verfahren bedingten Verzerrungen des
Sprachsignals und der Reststörungen unterhalb der sogenannten Mithörschwelle bleiben und
damit nicht wahrnehmbar sind. Ausgehend von der parametrischen Filterung mit der Regel
(7.1)
werden Sprachanteile  und Störanteile  selektiv gefiltert. Der dabei entste-
hende Fehler wird für das Nutzsignal und die Störung so minimiert, daß beide Anteile unter-
halb der Mithörschwelle  liegen und damit psychoakustisch verdeckt werden.
Besonders kritisch ist dabei die Auswahl der Parameter  und . Der sogenannte spectral
floor  wird bei den neuen Verfahren CA-CA, CA-LPC  und CA-CC  fest eingestellt, während
der Oversubtraction-Faktor  adaptiv so gewählt wird, daß die Fehlerleistungsdichte der Filte-
rung ebenfalls unterhalb der Maskierschwelle bleibt. Gelingt dies, sind alle störenden Verzer-
[ ]ˆ( , ) ( , ) ( , ) ( , ) ( , ) ,W WS n m S n m G n m N n m b a G n m= ⋅ + ⋅ − ⋅
S n m,( ) N n m,( )




142 7 Zusammenfassung und Ausblick
rungen des Nutzsignals und der Störung unhörbar. Im Gegensatz zu den bereits in der Literatur
aufgeführten psychoakustischen Verfahren wird somit eine zusätzliche Minimierung aller
Signalverzerrungen erreicht. Die Bestimmung der Mithörschwelle erfolgt mittelbar durch
LPC- oder Kepstralschätzung der Leistungsdichte des Nutzsignals. Die Störschätzung erfolgt
mit der hier vorgestellten CA-Methode. Instrumentelle Experimente und Hörvergleiche haben
belegt, daß mit dem CA-CA und CA-LPC-Verfahren die besten Reduktionsergebnisse bei
bestem Höreindruck erreicht werden konnten. In umfangreichen Hörtest wurden die theoreti-
schen Aussagen und Untersuchungen subjektiv bestätigt.
Diese Verfahren sind wegen Ihrer Eigenschaften für die Anwendung im Fahrzeug mit beson-
ders kleinen Signal-Störabständen geeignet. Sie sind nach erster Abschätzung auf herkömmli-
chen digitalen Signalprozessoren in Echtzeit umsetzbar. Die Betrachtung mehrkanaliger
Ansätze wurde in dieser Arbeit nicht weiter durchgeführt, da diese Systeme im Fahrzeug einen
überproportionalen Aufwand und hohe Kosten verursachen.
Für die Zukunft ist ein ähnlicher psychoakustischer Ansatz für die Systemidentifikation denk-
bar. Üblicherwiese ist es besonders schwierig, die Übertragungsstrecken zwischen mehreren
Fahrzeuglautsprechern und einem oder mehreren Mikrophonen systematisch zu schätzen. Auf-
grund der im allgemeinen instationären Raumimpulsantwort auf den verschiedenen System-
pfaden ergibt sich mit den bisher etablierten Verfahren (z.B. Normalized-Mean-Square-
Algorithmus, Recursive-Least-Square-Algorithmus etc.) ein hoher Realisierungsaufwand.
Außerdem besitzen Sprachsignale wegen ihrer Formantstruktur nur schlechte Adaptionseigen-
schaften bei Anwendung dieser Algorithmen.
Aus diesem Grund wurde ein Verfahren entwickelt [131], das die psychoakustischen Eigen-
schaften des menschlichen Gehörs nutzt, um spezielle orthogonale Sequenzen zusammen mit
dem Lautsprechersignal zu senden. Dabei werden solche Sequenzen verwendet, die wegen
ihrer besonderen Korrelationseigenschaften die Konvergenz der oben beschriebenen Identifi-
kationsverfahren verbessern und vor allem eine selektive Identifikation der einzelnen Laut-
sprecher-Mikrophon-Übertragungsfunktionen erlauben. Die orthogonalen Sequenzen werden
so gestaltet, daß sie unterhalb der Mithörschwelle  verbleiben und damit nicht wahr-
nehmbar sind. Auf die Implementation und Untersuchung dieses Verfahrens wurde in dieser
Arbeit verzichtet. Die psychoakustische Methode zur selektiven Identifikation der Raumim-
pulsantwort eines Fahrgastraumes wurde mit [132] patentrechtlich geschützt.
RT n m,( )
A Anhang
A.1 Hörproben und Beispiele
Auf der beiliegenden CD wurden verschiedene Hörbeispiele für die Präsentation oder den Hör-
test und Vergleich zusammengestellt. Wegen des recht großen Dynamik- und Frequenzbe-
reichs der Tonbeispiele ist beim Abspielen der Hörproben auf die eingestellte Lautstärke zu
achten. Es sollte möglichst kein Kopfhörer verwendet werden. So werden Lautsprecher und
Gehör ausreichend geschützt. Folgende Daten sind auf der extended  CD zu finden:
• Dissertation als strukturiertes PDF-File mit farbigen Diagrammen und Abbildungen:
Die vorliegende Arbeit kann mit dem Acrobat Reader©  geöffnet werden. Eine übersicht-
liche Dokumentstruktur erleichtert dem Leser das Navigieren und Suchen.
• Testdaten im WAV-Format für den Vergleich zu anderen Verfahren: Dazu gibt es im
Verzeichnis /Hoervergleich/ zwei Verzeichnisse mit Testdaten. /db_5/  enthält
verschiedene Tonproben mit einem Signal-Störverhältnis von 5dB. /db_0/ enthält die-
selben Daten mit einem Signal-Störverhältnis von 0dB.
• Audiostruktur mit Hörbeispielen: Die CD beinhaltet zudem verschiedene Hörbeispiele,
die in jedem handelsüblichen CD-Player abspielbar sind. Folgende Hörbeispiele wurden
zusammengestellt:
• Hörbeispiele zur Erklärung der Lautheit, Frequenzgruppe und Wahrnehmung differenti-
eller Änderung des Schalls, aus [172]. Die jeweilige Nummer links der Beschreibung
gibt die Nummer des Audiotitels auf der CD an.
(1) Zunahme der Lautheit von Schall gleicher Intensität mit anwachsender Band-
breite: Neun mal werden abwechselnd ein Sinuston und ein bandbegrenztes
Rauschen dargeboten. Der Sinuston hat die Frequenz 1000 Hz. Die Mittenfre-
quenz des Rauschens beträgt ebenfalls 1000 Hz. Dabei wächst die Bandbreite
des Rauschens von 100 Hz bis 1900 Hz an. Die Gesamtintensität bleibt kon-
stant. Ab der dritten Darbietung ist die Bandbreite des Rauschens größer als die
Frequenzgruppe. Damit gelangen Anteile des Rauschens in benachbarte Fre-
quenzgruppen und bewirken auch dort einen Beitrag zur Lautheitsempfindung.
Die empfundene Lautstärke des Rauschen sollte daher ab dem dritten Beispiel
höher sein als die des Sinustones.
144 A Anhang
(2) wahrnehmbarer Frequenzunterschied: Zehn Gruppen von zwei Tonpaaren wer-
den dargeboten. Bei jedem Tonpaar ist der zweite Ton entweder höher oder tie-
fer als der erste Ton. Die Reihenfolge der Tonpaare variiert zufällig. Der
Frequenzunterschied zum zweiten Ton wird von 9 Hz bis 0 Hz schrittweise ver-
ringert. Durch Abzählen der Gruppen, bei denen ein Frequenzunterschied
gerade noch wahrgenommen wird, kann die individuelle Schwelle für Fre-
quenzunterschiede bestimmt werden.
• Psychoakustische Verdeckungseffekte an Beispielen, aus [172]. Hierbei werden noch
einmal die in Abschnitt 3.3 behandelten psychoakustischen Maskiereffekte an Hörpro-
ben deutlich gemacht.
(3) Mithörschwelle eines Sinustones, verdeckt durch weißes Rauschen: In der
Demonstration wird ein 2 kHz-Sinuston durch weißes Rauschen verdeckt. Hier-
bei wird zunächst der Sinuston abgespielt. Anschließend wird der schrittweise
um jeweils 3dB gedämpfte Sinuston durch weißes Rauschen verdeckt.
(4) Mithörschwelle eines Sinuston, durch verschiedene bandbegrenzte Rauschsi-
gnale: Die gleiche Sequenz wird jetzt mit bandbegrenzten Rauschsignalen mit
der Bandbreite 7000 Hz und 1000 Hz überlagert. Die Bandbreiten sind größer
als die Frequenzgruppe in der sich der Sinuston befindet. Beim jeweils zweiten
Rauschsignal wird der Sinuston deutlich stärker verdeckt, da sich hier Rausch-
anteile stärker um den Sinuston konzentrieren als beim ersten Rauschsignal.
(5) Maskierung komplexer Töne: Die vorgespielte Melodie enthält jeweils den
Sinuston und die überlagerte vierte, fünfte und sechste Harmonische. Nun wird
ein Hochpaßrauschen überlagert. Dies macht die Oberwellen unhörbar, nur die
Sinustöne bleiben weiter hörbar.
• Einfluß der Parameter auf die vorgestellten Verfahren zur Geräuschreduktion. Dabei
wird als Störgeräusch rosa Rauschen  mit  verwendet. In den einzelnen
Hörproben wird jeweils der Spectral Floor  geändert. Demnach ändert sich auch die
Adaption des Oversubtraction-Faktors  und die psychoakustische Verdeckung der neu
entwickelten Filterregel:
(6) CA-CA-Verfahren mit adaptiver Einstellung des Oversubtraction-Faktors  je
nach Vorgabe des spectral floors:
(7) CA-LPC-Verfahren mit adaptiver Einstellung des Oversubtraction-Faktors  je
nach Vorgabe des spectral floors:
• Vergleich der verschiedenen Verfahren bei unterschiedlichen Geräuscharten und Signal-
Stör-Verhältnissen (SNR). Deutlich sind in beiden Audiodemonstrationen die unter-
schiedlichen Verfahren, mit Reihenfolge lt. Tabelle 6.2, zu erkennen.
(8) Mischung des Sprachsignals mit den verschiedenen Geräuschen: ,
rosa Rauschen, konstante Fahrt, dynamische Fahrt, Regenfahrt.
(9) Mischung des Sprachsignals mit den verschiedenen Geräuschen: ,
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