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r1 Introduction
Supersymmetric quantum mechanics (SQM) provides a proper venue for exploring and
modeling salient features of supersymmetric field theories in diverse dimensions [1]. Some
SQM models represent one-dimensional reductions of higher-dimensional supersymmetric
theories. At the same time, many interesting models of this kind can be constructed di-
rectly in (0+1) dimensions, without any reference to the dimensional reduction procedure.
They exhibit some surprising properties related to peculiarities of one-dimensional super-
symmetry. For any SQM model (like for any supersymmetric field theory), it is desirable,
besides the component Hamiltonian and Lagrangian description, to have the appropriate
superfield Lagrangian formulation. The latter makes supersymmetry manifest, prompts
possible generalizations of the model and allows one to reveal relationships with other
cognate theories.
This study is devoted to the Hamiltonian and the Lagrangian as well as the superfield
Lagrangian formulation for a certain class of N = 4 SQM models 1 with self-dual or
anti-self-dual Abelian or non-Abelian gauge field backgrounds [2, 3, 4]. Surprisingly, such
systems did not attracted much attention so far. A natural framework for this formulation
proves to be the harmonic superspace (HSS) approach [5] adapted to the one-dimensional
case [6].
The models of supersymmetric quantum mechanics with background gauge fields are
of obvious interest for several reasons. One of them is a close relation of these systems to
the Landau problem (motion of a charged particle in an external magnetic field) and its
generalizations (see e.g. [7]). The Landau-type models constitute a basis of the theoretical
description of quantum Hall effect (QHE), and it is natural to expect that their supersym-
metric extensions, with extra fermionic variables added, may be relevant to spin versions
of QHE. Also, these systems can provide quantum-mechanical realizations of various Hopf
maps closely related to higher-dimensional QHE (see e.g. [8] and references therein).
The first type of SQM models considered in this work represents a subclass of well-
known systems which describe the motion of a fermion on an even-dimensional manifold
with an arbitrary gauge background. It was observed many years ago that one can treat
these systems as supersymmetric ones such that, e.g., the Atiyah-Singer index of the mass-
less Dirac operator /D can be interpreted as the Witten index of a certain supersymmetric
Hamiltonian [9]. The corresponding supercharges and the Hamiltonian are
Q = /D(1 + γ5), Q¯ = /D(1− γ5), H = /D2,
1Hereafter, in quantum mechanics, N counts the number of real supercharges.
7
8 Introduction
where γ5 is the appropriate “fifth gamma matrix” obeying γ
2
5 = 1 and anticommuting
with the Dirac operator, {γ5, /D} = 0. Indeed, for any eigenstate Ψ of the massless Dirac
operator /D with a nonzero eigenvalue λ, the state γ5Ψ is also an eigenstate of /D with the
eigenvalue −λ. Thus, all excited states of H are doubly degenerate.
It turns out that for a four-dimensional flat manifold and self-dual or anti-self-dual
gauge field, Abelian or non-Abelian, the spectrum of H is 4-fold degenerate implying the
extended N = 4 supersymmetry. For a flat Dirac operator in the instanton background,
this can be traced back to Ref. [10].
N = 4 SQM models with the background Abelian gauge fields were treated in the
pioneer papers [11, 12] and, more recently, e.g. in [13, 6, 14, 2]. In particular, in [6]
an off-shell Lagrangian superfield formulation of the general models associated with the
multiplets (4, 4, 0) and (3, 4, 1) was given in the N = 4, d = 1 harmonic superspace 2.
It was found that N = 4 supersymmetry requires the gauge field to be (anti)self-dual in
the four-dimensional (4, 4, 0) case, or to obey a “static” version of the (anti)self-duality
condition in the three-dimensional (3, 4, 1) case. In the papers [14, 2], it was observed
(in a Hamiltonian approach) that the Abelian (4, 4, 0) N = 4 SQM admits a simple gen-
eralization to arbitrary self-dual non-Abelian background. In [3], an off-shell Lagrangian
formulation was shown to exist for a particular class of such non-Abelian N = 4 SQM
models, with SU(2) gauge group and ’t Hooft ansatz [16] for the self-dual SU(2) gauge
field (see also [17]). As in the Abelian case, it was the use of N = 4, d = 1 harmonic
superspace that allowed us to construct such an off-shell formulation. A new non-trivial
feature of the construction of [3] is the involvement of an auxiliary “semi-dynamical”
(4, 4, 0) multiplet with the Wess-Zumino type action possessing an extra gauged U(1)
symmetry. After quantization, the corresponding bosonic fields become a sort of spin
SU(2) variables to which the background gauge field naturally couples 3.
The second class of SQM models that we consider can be obtained at the component
level by the Hamiltonian reduction of the systems discussed above from four to three di-
mensions. Their superfield description is nontrivial and consists in coupling the coordinate
supermultiplet (3, 4, 1) to an external non-Abelian gauge field through the introduction
of the auxiliary (4, 4, 0) superfield. The off-shell N = 4 supersymmetry restricts the
external gauge field to be represented by a “static” version of the ’t Hooft ansatz for four-
dimensional (anti)self-dual SU(2) gauge fields, i.e. to a particular solution of the general
monopole Bogomolny equations [22] 4. A new feature of the three-dimensional case is
the appearance of “induced” potential term in the action as a result of eliminating the
auxiliary field of the coordinate (3, 4, 1) supermultiplet. This term is bilinear in the SU(2)
gauge group generators. As a particular “spherically symmetric” case of the construction
(with the exact SU(2) R-symmetry) we recover the N = 4 mechanics with Wu-Yang
monopole [24] (recently considered in [21] with an essentially different treatment of the
spin variables).
The chapter 2 is devoted to the introduction to supersymmetry in four-dimensional
2The first superfield formulation of general (3,4,1) SQM (without background gauge field couplings)
was given in [15].
3The use of such auxiliary bosonic variables for setting up coupling of a particle to Yang-Mills fields
can be traced back to [18]. In the context of N = 4 SQM, they were employed in [19, 20] and [8, 21].
4Some BPS monopole backgrounds in the framework of N = 2 SQM were considered, e.g., in [23].
9relativistic field theories. We discuss the motivation and the properties of supersymmetric
theories as well as the their practical realization through the superfield approach. As an
illustration, we consider the simplest example of the Wess-Zumino model – a complex
scalar field coupled to a Weyl spinor field.
In chapter 3, we discuss supersymmetry in quantum mechanics. The ordinary super-
space and harmonic superspace formalisms are given. In particular, the structure of the
supermultiplets (4, 4, 0) and (3, 4, 1) is explained. Additionally, we introduce necessary
notations which will be used in the chapter 4.
The chapter 4 presents the original results of this study. We give the component
and the superfield description of the four-dimensional and the three-dimensional models
discussed above. In particular, the Hamiltonians and the corresponding supercharges are
written.
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r2 Supersymmetricextension of Poincare´symmetry
This chapter is purely introductory and is devoted to supersymmetric
field theories in four-dimensional Minkowski space.
We explain what is supersymmetry and why it is the only possible non-
trivial extension of the Poincare´ symmetry. We discuss main properties
of any supersymmetric field theory and motivate why supersymmetric
theories are interesting.
Finally, we show how to work with such theories and explain the su-
perfield formalism. As an illustration, we consider a simplest possible
supersymmetric example – the Wess-Zumino model which describes su-
persymmetric dynamics of a complex scalar field.
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In a supersymmetric field theory, interactions between particles are fine-tuned in a
special way, so that an additional continuous symmetry – supersymmetry – emerges. This
symmetry mixes bosons and fermions (particles with different statistics) between each
other.
Supersymmetry admits natural resolution of certain inconsistency problems of field
theories. For instance, a vacuum in a field theory usually has infinite energy density. In
a theory with unbroken supersymmetry, however, the energy of a vacuum is exactly zero.
This subject is discussed in details in Section 2.6.4.
The infinite vacuum energy density in a field theory does not produce a problem by
itself. Being coupled to gravity, however, such a theory becomes inconsistent. Thus, every
known consistent field theory with gravity must be supersymmetric. In a similar manner,
supersymmetry is included into every consistent string theory.
Another notable property of supersymmetric field theories is the equality in the num-
ber of bosonic and fermionic particles. It is not what we observe experimentally. This
does not mean, however, that the idea of supersymmetry is altogether unreasonable. In-
deed, supersymmetry may describe particle interactions at very small distances and very
high energies and be broken at our energy scale. Assuming that it is the case, the extra
predicted particles may acquire large masses, which explains the fact that they have not
been observed so far. In addition, supersymmetric gauge theories provide the lightest
supersymmetric particle as a natural candidate for dark matter.
All physical phenomena up to the TeV scale are well described by the Standard Model.
Despite its success, however, it is conceivable that a new theory has to exist beyond the
TeV scale. One reason is that we need a Higgs boson to break the electroweak symmetry.
The radiative corrections to the mass of the Higgs boson are quadratically divergent and
thus give an unacceptable large contribution if the cutoff scale is not of the TeV scale. This
is called the naturalness problem. One way to address it is to consider a supersymmetric
extension of the Standard Model. In the presence of supersymmetry, the mass of the
Higgs boson is the same as the mass of its fermionic partner, while the fermion mass
obtains only a logarithmic divergence due to the fact that an additional chiral symmetry
appears in the absence of the mass term.
Of course, supersymmetry should be broken below the TeV scale to be able to describe
our non-supersymmetric world. One can introduce supersymmetry breaking terms by
hand. They should break supersymmetry softly in the sense that quadratic divergences
should be absent. Alternatively, supersymmetry can be broken dynamically, so that the
soft terms are generated in the a energy effective theory.
There is another aspect which makes supersymmetry attractive for a theorist. In
particle physics, symmetries restrict particle dynamics and allow one to make theoret-
ical predictions on kinematical grounds without actually doing any concrete dynamical
calculation. The introduction of the extra symmetry on top of the Poincare´ symmetry
imposes more constraints on the amplitudes in a theory and makes it more accessible
for theoretical studies. In it even believed that in some cases supersymmetry makes a
theory exactly solvable. In fact, supersymmetry is a powerful instrument to study strong
coupling dynamics and non-perturbative effects analytically.
In addition, theoretically appealing property of supersymmetry is that it offers the
only “loophole” to the Coleman-Mandula theorem (see Section 2.4) which prohibits any
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nontrivial extension of the Poincare´ symmetry in a field theory.
It is possible to make a supersymmetric theory from almost any field theory. There
exist en effective superfield technique for this. It is discussed in details in this chapter.
In a certain way, supersymmetric extension of a theory can be compared with the
extension of real numbers R to complex numbers C. Indeed, analytical functions on the
complex plane are much more constrained than functions of real argument. It is well
known that an analytical function of a complex argument, given in some region of the
complex plane, can be uniquely analytically continued to other regions or even to the whole
complex plane. It it also well known that an analytical function can be reconstructed from
the knowledge of its zeros and poles, which is not the case for functions of real argument.
These central properties of complex functions are of great importance in supersym-
metric theories: the introduction of supersymmetry renders physical observables (e.g.
amplitudes) depend on the parameters of the theory analytically. This allows one to cal-
culate these quantities in one region of the theory (for example, in the region of the weak
coupling, where the calculations can be carried out perturbatively) and then analytically
continue the results to the strong coupling regime. As an example of such analysis, let us
mention the paper by Seiberg and Witten [25] who studied the supersymmetric extension
of quantum chromodynamics (QCD) and showed analytically that this theory is confining.
Supersymmetry, however, is reacher than just the complex analysis. Whereas the com-
plex extension of real numbers is unique, several supersymmetric extensions of a quantum
theory may be possible. A theory may have an ordinary or an extended supersymmetry.
A quantum field theory in four space-time dimensions may have as much as four inde-
pendent supersymmetries. The four-dimensional field theories with gravity may have as
much as eight independent supersymmetries. The number of independent supersymme-
tries is usually counted by the N symbol, e.g. N = 2 means that a field theory has two
independent supersymmetries.
The more is the number of supersymmetries, the more a theory is constrained. This
generally makes the theory more amenable for theoretical studies. The best known exam-
ple is N = 4 super-Yang-Mills theory – a theory similar to QCD, but extended to have
four different supersymmetries. It is believed that this theory is exactly solvable. Still,
this theory is very different from QCD, having zero β-function, no dimensional transmu-
tation and no confinement. The simplest supersymmetric extension of QCD (with one
supersymmetry) is still too complicated to be understood analytically. The N = 2 super-
Yang-Mills theory (which was studied by Seiberg and Witten) is intermediate between
N = 1 and N = 4 theories.
Being invented as a form of mathematical construction, supersymmetry produced the
deepest impact on theoretical physics over the last several decades and became an essential
part of modern high-energy physics.
2.1 Basic notations in four-dimensional Minkowski space
We denote the coordinates in four-dimensional Minkowski space as xµ with the Lorentz
indices taken from the middle of the Greek alphabet,
µ, ν, ρ, · · · = 0, 1, 2, 3. (2.1.1)
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Thereby, the coordinate x0 is associated with time. As for the three space components,
xi, we use the indices from the middle of the Latin alphabet,
i, j, k, · · · = 1, 2, 3. (2.1.2)
Also, it is convenient to use the vectorial notation ~x for the space components of the
four-vector xµ.
The Minkowski space metric tensor is
gµν =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 ≡ diag (1,−1,−1,−1) . (2.1.3)
As usual, it is used for raising and lowering Lorentz indices. For instance, one has for a
tensor Aµν with two Lorentz indices:
Aµν = g
µρAρν , Aµν = gµρA
ρ
ν , (2.1.4)
where gµν is the inverse metric tensor, which is equal to gµν . As usual, summing over the
repeated indices is assumed, as in the formulas above.
Supersymmetry involves fermions. Consequently, spinors and spinor notations are
extensively exploited in all the chapters. The spinorial indices are denoted with undotted
and dotted Greek letters from the beginning of the alphabet:
α, β = 1, 2 and α˙, β˙ = 1, 2. (2.1.5)
Throughout this chapter the following four-dimensional matrices are used:
(σµ)αα˙ = {1, ~σ}αα˙ , (σ¯µ)α˙α = {1, −~σ}α˙α , (2.1.6)
where ~σ are ordinary Pauli matrices. Note that starting from the next chapter, where a
quantum-mechanical formalism is involved, the Euclidean version of these matrices will
be used, see Eq. (3.5.44).
2.2 Poincare´ group and Poincare´ algebra
The Poincare´ group in Minkowski space parametrized by the coordinates xµ can be realized
by linear transformations
x′µ = Λµνx
ν + cµ (2.2.1)
which preserve the space-time interval
ds2 = gµνdx
µdxν . (2.2.2)
The subgroup of homogeneous transformations (i.e. those with parameters Λµν ) form the
Lorentz group O(1, 3). The invariance of ds2 implies
gµνΛ
µ
ρΛ
ν
σ = gρσ (2.2.3)
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and, as a consequence, det Λ = ±1. Here we skip the consideration of the discrete Poincare´
transformations (i.e. space-time reflections) some of which are related to the det Λ = −1
branch of solutions of Eq. (2.2.3). Instead, we take the proper subgroup in the Lorentz
group with det Λ = 1. The infinitesimal (infinitely small) Lorentz transformation can be
written as
Λµν = δ
µ
ν + ω
µ
ν , ωµν = −ωνµ, (2.2.4)
where, as usual, ωµν = gµρω
ρ
ν . In this way, the infinitesimal form of the transformations
(2.2.1) is given by
δxµ = −i
[
cνPˆν +
1
2
ωνρMˆνρ
]
xµ, (2.2.5)
where the differential operators
Pˆµ = i ∂µ, Mˆµν = −i (xµ∂ν − xν∂µ) (2.2.6)
are the generators of the Poincare´ algebra. The infinitesimal form for the action of the
Poincare´ group on functions f(x) on the Minkowski space is
f ′ (x) = f(x)− i
[
cνPˆν +
1
2
ωνρMˆνρ
]
f(x). (2.2.7)
The Poincare´ algebra generators – four translations Pµ and six space-time rotations
Mµν – form the Poincare´ algebra
1
[Pµ , Pν ] = 0,
[Mµν , Pλ] = i (gµλ Pν − gνλ Pµ) ,
[Mµν , Mρσ] = i (gµρMνσ + gνσMµρ − gνρMµσ − gµσMνρ) .
(2.2.8)
Thus, the Poincare´ algebra in Minkowski space in four dimensions has 10 independent
generators: four space-time shifts, three space rotations and three boosts (transformations
to other inertial reference frames).
2.3 Two-component spinor notation
Supersymmetry unifies bosons and fermions and thus extensively uses the spinorial formal-
ism. Here we recall the basic properties of this formalism in four-dimensional Minkowski
space.
Four-dimensional spinors realize irreducible representation of the Lorentz group (which
has six generators: three spatial rotations and three Lorentz boosts). There are two types
of spinors: left-handed and right-handed, which are marked by undotted and dotted in-
dices, respectively, in the following way:
left-handed: ξα, α = 1, 2,
right-handed: η¯α˙, α˙ = 1, 2.
(2.3.1)
1 Note that here and below we omit “hats” on the operators Pµ and Mµν .
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It is possible to lower and raise spinor indices with the invariant Levi-Civita tensor
from the left. For instance,
χα = εαβχβ, χα = εαβχ
β (2.3.2)
and similar for spinors with dotted indices. The two-index antisymmetric Lorentz-invariant
Levi-Civita tensors εαβ, εα˙β˙, εαβ , and εα˙β˙ are defined as
εαβ = −εβα, εαβ = −εβα, ε12 = −ε12 = 1,
εα˙β˙ = −εβ˙α˙, εα˙β˙ = −εβ˙α˙, ε1˙2˙ = −ε1˙2˙ = 1.
(2.3.3)
The Lorentz transformation law for the undotted (left) spinors can be written as
ξ′α = U
β
αξβ, (2.3.4)
where the matrix U has the form
U = exp
(
− i
2
ωµνσ
µν
)
(2.3.5)
with ωµν being the same as in Eqs. (2.2.4), (2.2.7). The matrices σ
µν give a particular
matrix realization of the Lorentz rotations Mµν and satisfy the last line in Eqs. (2.2.8).
To be more specific,
σµν =
i
4
(σµσ¯ν − σν σ¯µ) (2.3.6)
with the matrices σµ and σ¯µ being introduced in Eq. (2.1.6).
Let us consider a spatial rotation. The matrix from Eq. (2.3.5) takes the following
form:
Urot = exp
(
−iθ
2
~n~σ
)
, θ ni =
1
2
εijkωjk, (2.3.7)
where εijk is antisymmetric Levi-Civita tensor (ε123 = 1), θ is the rotation angle and ~n –
the unit vector denoting the axis of rotation. Analogously for a Lorentz boost, the matrix
from Eq. (2.3.5) has the form
Uboost = exp
(
φ
2
~n′~σ
)
, φ ni = ωoi. (2.3.8)
Here tanhφ = v, where v is the velocity in the units of speed of light of the first inertial
reference frame with respect to the second, ~n′ denotes the velocity direction. Note that
in the case of the spatial rotation the matrix Urot is unitary, U
†
rotUrot = 1, whereas in the
case of the Lorentz boost the matrix Uboost is not. This reflects the fact that the Lorentz
group is the noncompact O(1, 3) group rather than the compact O(4) group.
Dotted spinors transform as complex conjugates of undotted spinors:
η¯α˙ ∼ (ηα)∗ , (2.3.9)
where the sign ∼ means “is transformed as”. Therefore, for dotted spinors the Lorentz
transformation goes with the complex conjugated matrix,
η¯′α˙ = (U
∗)β˙α˙ η¯β˙, (2.3.10)
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where
U∗ = exp
(
i
2
ωµν σ¯
µν
)
, (2.3.11)
and the matrices
σ¯µν =
i
4
(σ¯µσν − σ¯νσµ) (2.3.12)
give another matrix realization of the Lorentz rotationsMµν and satisfy the last equation
in Eqs. (2.2.8).
Similarly for dotted spinors, one has for particular cases of spatial rotations and
Lorentz boosts:
η¯′α˙ =

(Urot)
α˙
β˙ η¯
β˙, for rotations,(
U−1boost
)α˙
β˙
η¯β˙, for boosts,
(2.3.13)
where for convenience the index for the spinor η¯α˙ is raised with the antisymmetric Levi-
Civita tensor. Note that under spatial rotations the undotted spinor ξα and the dotted
spinor η¯α˙ transform under one and the same matrix Urot.
The spinors ξα and η¯α˙ are referred to as Weyl spinors. In Minkowski space in four
dimensions one undotted and one dotted Weyl spinor comprise one Dirac spinor (see, for
example, the textbook [26] for a more detailed description).
In order to be Lorentz-invariant, an equation which involves spinors must have the
same number of undotted and dotted indices on each side, otherwise the equation becomes
invalid under a change of reference frame. One should also remember, however, that
complex conjugation implies the interchange of dotted and undotted indices. For instance,
the relation
(ξαβ)
∗ = η¯α˙β˙ (2.3.14)
is Lorentz-invariant.
Lorentz scalars can be built by convolution of either undotted or dotted spinor indices.
For example, the products
χαξα and ψ¯β˙ η¯
β˙ (2.3.15)
are invariant under the Lorentz transformations.
2.4 The Coleman-Mandula (no-go) theorem
The Poincare´ algebra (2.2.8) forms basis of geometric symmetries of a relativistic field
theory. Other symmetries like flavour symmetry, isospin symmetry, etc. commute with the
Poincare´ group and are internal in the sense that they have nothing to do with Minkowski
space. A natural question arises: is it possible to extend the Poincare´ group with an
additional symmetry which affects space-time coordinates? It was believed for a long
time that this is not possible. In 1967 Coleman and Mandula formulated a theorem which
states that, in a dynamically nontrivial relativistic quantum field theories of space-time
dimension d ≥ 3 with interactions and with asymptotic states (particles), no geometric
extension of the Poincare´ group is possible [27]. In other words, besides already known
conserved generators carrying Lorentz indices (the energy-momentum operator Pµ and
the Lorentz transformations Mµν) no such new conserved charges (algebra generators)
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can appear. According to the theorem, the only allowed additional conserved charges
must be Lorentz scalars, such as the electromagnetic charge. However, in 1970 Golfand
and Likhtman found a loophole in this theorem [28] which, together with the Coleman-
Mandula theorem, singles out supersymmetry as the only possible geometric extension of
the Poincare´ invariance in a relativistic field theory. A reason for which this statement is
not valid in one and in two space-time dimensions will become clear shortly.
The essence of the proof of the Coleman-Mandula theorem is the following. Let
us take an interacting field theory and consider two-particle scattering process. The
energy and momentum conservation laws present in every Poincare´-invariant field theory.
Particularly, in our case
pµ1 + p
µ
2 = p
µ
3 + p
µ
4 , µ = 0, 1, 2, 3, (2.4.1)
where pµ1 , p
µ
2 are the particle 4-momenta before the interaction while p
µ
3 , p
µ
4 are the par-
ticle 4-momenta after the interaction. The kinematic constraints above leave only one
essential free parameter – the scattering angle θ, see Fig. 2.1. This angle cannot be
determined on kinematical grounds and is defined by particular dynamics in the theory.
Figure 2.1: Two-particle scattering. Only the
scattering angle θ is undefined from energy
and momentum conservation laws.
Imagine now that there is an additional
symmetry generator of space-time with
some Lorentz indices. An additional ex-
otic conservation law which have the same
Lorentz indices corresponds to this symme-
try and involves the particles 4-momenta.
The presence of this conservation law
would completely fix the scattering angle
θ (or at most would leave only a discrete
set of possible angles). Since the scatter-
ing amplitude is an analytic function of the
angle, it then must vanish for all angles.
In other words, the theory has trivial S-
matrix, i.e. it is non-interacting.
Consequently, the Coleman-Mandula
theorem is not applicable in one and in two space-time dimensions, where there is no scat-
tering angle between the two particles. The details of the proof and also its generalization
to non-identical particles, particles with spin, etc. can be found in Refs. [27, 29, 30].
Thus, no geometric extension of the Poincare´ symmetry is possible on asymptotic
states in a nontrivial field theory. Saying this differently, either the theory dynamics is
trivial or the theory has no asymptotic states (particles), or extra geometric symmetries in
the theory are broken on asymptotic states. The latter two statements can be illustrated
on an example of a conformal field theory. The conformal symmetry adds scale invari-
ance to a theory. For instance, any conformal field theory possesses an extra space-time
symmetry
x′µ = λxµ, (2.4.2)
where λ is an arbitrary positive number. In its infinitesimal form λ = 1 + ǫ, |ǫ| ≪ 1 and
x′µ = xµ + iǫDˆxµ, (2.4.3)
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where Dˆ is the so called dilatational operator,
Dˆ = −ixµ∂µ (2.4.4)
Together with certain additional conformal operators (special conformal transformations
usually denoted as Kˆµ), the Poincare´ algebra (2.2.8) extends in a nontrivial way. However,
the asymptotic states (particles) in the theory would break conformal symmetry down to
the Poincare´ symmetry, in full accordance with Coleman-Mandula theorem. The second
possibility – the theory has no asymptotic states at all. Such a theory is scale invariant
so that the distance between two points in space is undetermined. For instance, N = 4
super-Yang-Mills theory is of this kind.
2.5 Supersymmetric extension of the Poincare´ algebra
The Coleman-Mandula theorem assumes that all symmetry generators in a relativistic
field theory are operators which possibly have some Lorentz indices (or, equivalently,
even number of spinor indices) and thus are bosonic operators, i.e. they form a Lie al-
gebra with certain commutation relations. Meanwhile, generators with odd number of
spinor indices are of fermionic nature and are not considered in the proof of the theorem
since they cannot participate in commutation relations. The loophole in the theorem
consists in the possibility to introduce the operators Qα and Q¯α˙ with spinor indices.
The algebra which now includes such operators must involve not only commutators, e.g.
[B1, B2] and [Qα, B3] (with B1,2,3 being the bosonic operators), but also anticommuta-
tors, e.g. {Qα, Q¯α˙}. Hence, the spinor operators Qα, Q¯α˙, due to their nature, cannot
produce additional restrictions on particle momenta in scattering processes so that no
new conservation laws appear. Nevertheless, they relate to each other various scattering
amplitudes which greatly constrains the S-matrix in a quantum field theory.
The complex operators Qα and Q¯α˙ are Hermitian conjugated,
Q¯α˙ = (Qα)
† , (2.5.1)
and transform as ordinary Weyl spinors under the action of the Poincare´ algebra, namely
they satisfy the following commutation relations with the Poincare´ algebra generators:
[Pµ, Qα] = [Pµ, Q¯
α˙] = 0,
[Mµν , Qα] = i (σ
µν) βα Qβ ,
[Mµν , Q¯α˙] = i (σ¯µν)α˙β˙ Q¯
β˙ ,
(2.5.2)
where the index for the supercharge Q¯α˙ is raised with the antisymmetric Levi-Civita
tensor, Q¯α˙ = εα˙β˙Q¯β˙ , and the matrices σ
µν and σ¯µν were introduced in Eqs. (2.3.6)
and (2.3.12).
The operators Qα and Q¯α˙ are also referred to as supercharges or supergenerators. Ac-
cording to their indices, the minimum number of such supergenerators in four-dimensional
Minkowski space is four. To close the algebra (2.2.8), (2.5.2), one needs to specify the
anticommutators {Qα, Q¯α˙}, {Qα, Qβ} and {Q¯α˙, Q¯β˙}. The first anticommutator can only
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be proportional to Pµ (σ
µ)αβ˙ since it is the only operator with the appropriate Lorentz
indices. The standard normalization is
{Qα, Q¯α˙} = 2Pµ (σµ)αα˙ . (2.5.3)
The simplest choice for the other two anticommutators allowed by the Jacobi identities is
{Qα, Qβ} = {Q¯α˙, Q¯β˙} = 0. (2.5.4)
Thereby, Eqs. (2.2.8), (2.5.2), (2.5.3), (2.5.4) form the super-Poincare´ algebra first ob-
tained by Golfand and Likhtman [28].
This minimal super-Poincare´ algebra with four supercharges can be further extended
with additional supercharges. As was demonstrated in Ref. [31], one can construct ex-
tended supersymmetries, with up to sixteen supercharges in four dimensions. The minimal
supersymmetry is referred to as N = 1. Correspondingly, one can consider N = 2 (eight
supercharges) or N = 4 (sixteen supercharges). The extended supersymmetry in a four-
dimensional field theory is discussed in Section 2.11.
As was also demonstrated in Ref. [31], it is possible to modify the super-Poincare´
algebra by an introduction of central charges in it. Such superalgebras are referred to as
centrally extended. A central charge is an element of the superalgebra which commutes
with other generators. It acts as a number with numerical value being dependent on a
sector of a theory under consideration. The presence of central charges reflect possible
existence of conserved topological currents and topological charges [32]. For instance, if
a theory under consideration supports topologically stable domain walls, the right-hand
side of (2.5.4) can be modified in the following way:
{Qα, Qβ} = Cαβ, {Q¯α˙, Q¯β˙} = (Cαβ)† . (2.5.5)
Here Cαβ = Cβα are the central charges. Let us remark that they have spinor indices and
thus transform under Lorentz rotations. This is why Cαβ are also called tensor central
charges to distinguish them from “standard” central charges which commute with all
superalgebra generators. (See also the footnote in Section 2.11, where it is shown how the
central charges ZIJ , which are Lorentz scalars, can be introduced for the case of extended
supersymmetry.)
2.6 Main properties of supersymmetric field theories
For any supersymmetric field theory, the following fundamental properties hold:
• a state in a supersymmetric field theory cannot have negative energy;
• if supersymmetry is unbroken, the vacuum has exactly zero energy;
• if there is a boson with mass m, there must exist a fermion with exactly the same
mass m, and vice versa (Bose-Fermi degeneracy);
• any supersymmetric field theory has equal number of bosonic and fermionic degrees
of freedom in every supermultiplet.
Let us discuss these statements in details.
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2.6.1 Non-negative energy of an eigenstate and vanishing of the
vacuum energy
The first consequence which follows from the super-Poincare´ algebra is the fact that a
state in a quantum field theory cannot have negative energy. This straightforwardly
follows from Eqs. (2.5.1) and (2.5.3) if one takes the sum
P 0 =
1
4
2∑
α=1
[
Qα (Qα)
† + (Qα)
†Qα
]
(2.6.1)
and calculates an average of the left and the right hand sides for a normalized eigenstate
|Ψ〉 with the energy E. Indeed,
〈
Ψ
∣∣∣P 0∣∣∣Ψ〉 = E = 1
4
2∑
α=1
〈
Ψ
∣∣∣Qα (Qα)† + (Qα)†Qα∣∣∣Ψ〉
=
1
4
2∑
α=1
〈
(Qα)
†Ψ
∣∣∣ (Qα)†Ψ〉∗ + 1
4
2∑
α=1
〈
QαΨ
∣∣∣QαΨ〉∗ (2.6.2)
The second line in this equality is always non-negative. Thus, for any quantum eigenstate
its energy E ≥ 0.
The minimum E = 0 is achieved on a vacuum state |0〉 which is annihilated by the
supercharges,
Qα|0〉 = (Qα)† |0〉 = 0. (2.6.3)
A field theory may have one or several vacua with zero energy. If a theory have no
states with zero energy, i.e. Evac > 0, the supersymmetry is spontaneously broken. In
fact, the vanishing of the vacuum energy is the necessary and sufficient condition for
supersymmetry to be left unbroken.
2.6.2 Bose-Fermi degeneracy
In a supersymmetric theory, if there is a boson with the mass m, a fermion with the very
same mass m must exist too, and vice versa.
To elaborate more on this point, let us introduce a bosonic state |B〉 with the mass
m and associate with it one of the following fermionic states: Qα |B〉, (Qα)† |B〉, where
α = 1, 2. At least one of these four states is nonzero. Indeed, the sum of the norms of
these four states in positive:
2∑
α=1
〈
(Qα)
†B
∣∣∣ (Qα)†B〉+ 2∑
α=1
〈
QαB
∣∣∣QαB〉
=
2∑
α=1
〈
B
∣∣∣Qα (Qα)† + (Qα)†Qα∣∣∣B〉∗ = 4 〈B ∣∣∣P 0∣∣∣B〉∗ = 4EB, (2.6.4)
where EB > 0 is the state |B〉 energy.
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Note also that P 2 = PµP
µ which is a Casimir operator of the Poincare´ algebra (it
commutes with all the Poincare´ algebra generators) is also a Casimir operator of the
super-Poincare´ algebra, because
[P 2, Qα] = [P
2, Q¯α˙] = 0. (2.6.5)
Thus, from P 2 |B〉 = m2 |B〉 follows that
P 2
∣∣∣QαB〉 = m2∣∣∣QαB〉 and P 2 ∣∣∣(Qα)†B〉 = m2 ∣∣∣(Qα)†B〉 . (2.6.6)
Combining the two observations above, one arrives to the statement of this section.
In a similar manner, one can prove the reverse statement: for a fermion with the mass m
there exist a boson with the very same mass m.
2.6.3 Supermultiplets
The Poincare´ group is not a compact group. That is why all its unitary representations
(except for the trivial representation) are infinite-dimensional. This infinite dimensionality
reveals itself in a widely known fact that particle states are labeled by the continuous
parameters – particle 4-momentum pµ.
The Poincare´ algebra has two Casimir operators: P 2 = PµP
µ and W 2 = WµW
µ,
where W µ is Pauli–Lubanski vector,
W µ =
1
2
εµνρσ Pν Mρσ (2.6.7)
(εµνρσ is antisymmetric Levi-Civita tensor). The eigenvalues of the operator P 2 fix particle
mass squared, pµp
µ = m2, while the eigenvalues of the operator W 2 are responsible for
particle spin if the particle mass is not zero.
To understand the latter statement, let us boost to a reference frame where the particle
is at rest: pµ = (m, 0, 0, 0). One can check that in this reference frame
W 2 =WµW
µ = −m2s(s+ 1), (2.6.8)
where s is the particle spin.
For massless particles P 2 = 0 and W 2 = 0. Then, instead of spin, one must consider
particle helicity. One can boost to the reference frame where the particle 4-momentum is
pµ = (E, 0, 0, E) with E being the particle energy. Then the eigenvalues of the operator
M12 are ±λ with λ being the helicity.
Hence, besides the particle 4-momentum pµ, a unitary irreducible representation of
the Poincare´ algebra is identified by the particle mass m and the particle spin or helicity
s, if the particle has zero mass. In contrast with P 2, the operator W 2 does not commute
with the supercharges, i.e. [W 2, Qα] 6= 0, as follows from Eq. (2.5.2). The same is true
for the operator M12. Thus, massive irreducible superalgebra representations must con-
tain particles with different spins, while massless irreducible superalgebra representations
must contain particles with different helicities. Due to the property, Q2α = Q¯
2
α˙ = 0, the
supercharges may change the particle into another particle with different spin/helicity a
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finite number of times. The corresponding set of particles, all with the same mass m, but
with different spins/helicities is called a supermultiplet. In the simplest case a supermul-
tiplet consists of two particles with spins s, s+1/2 or helicities λ, λ+1/2. Further details
on building the supermultiplets can be found e.g. in [33, 30, 29, 34].
2.6.4 Equal number of bosonic and fermionic degrees of freedom in
every supermultiplet
We omit here a formal proof of the equality of the number of bosonic and fermionic states
in a supermultiplet. It will be given in the case of supersymmetric quantum mechanics
in Section 3.2.4. Instead, let us discuss how this fact follows from the vanishing of the
vacuum energy.
Consider a free field theory. It is well known that bosons and fermions contribute to
the vacuum energy due to zero-point oscillations. The bosonic contribution is
∑
B
∑
~p
√
m2B + ~p
2, (2.6.9)
where the (divergent) sum runs over all bosonic degrees of freedom and over all spatial
momenta. The fermionic contribution is
−∑
F
∑
~p
√
m2F + ~p
2, (2.6.10)
where the sum runs over all fermionic degrees of freedom. The extra minus sign is due
to −1 associated with the fermion loop in the corresponding Feynman diagram which
describes the vacuum energy density. The vanishing of the vacuum energy density requires
the cancellation of two contributions which is possible only if the following equations hold
inside each supermultiplet:
nB = nF
[
equal number of bosons and fermions
in a supermultiplet
]
(2.6.11)
and
mB = mF
[
equal masses of bosons and fermions
in a supermultiplet
]
. (2.6.12)
Note that the latter property was already proven in Section 2.6.2 from algebraic consider-
ations. Note also that by bosons and fermions we mean physical (positive norm) degrees
of freedom. For instance, a photon has two degrees of freedom corresponding to the two
transverse polarizations (the two helicities ±1).
2.7 Superspace and superfields
In a relativistic field theory, fields are functions (probably, with some vector or spinor
indices) which locally depend on the space-time point xµ and transform in a certain way
under the action of the Poincare´ group. With introduction of supersymmetry which is the
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geometric extension of the Poincare´ symmetry, it is very natural to expand the space-time
by an addition of appropriate extra dimensions. By doing so, one expands the concept of
space-time to the concept of superspace. In the superspace, the supercharges are realized
as differential operators which generate supertranslations in a way similar to the energy-
momentum operator which generates translations in four-dimensional space-time. Due to
the anticommuting nature of the supercharges, the extra dimensions in the superspace
are described by coordinates of Grassmann (anticommuting) nature. Finally, the concept
of fields is extended to the concept of superfields which are functions of the coordinates
on the superspace. This breakthrough idea was pioneered by Salam and Strathdee [35].
The immediate advantage of this formalism is that it gives simple and explicit de-
scription of the action of supersymmetry on component fields (see below) and provides a
very efficient method for constructing manifestly supersymmetric Lagrangians.
In an ordinary N = 1 supersymmetry, the superspace
{xµ, θα, θ¯α˙}, θ¯α˙ ≡ (θα)∗ (2.7.1)
includes four complex Grassmann (anticommuting) variables θα and θ¯α˙ which represent
“quantum” or “fermionic” dimensions of the superspace. They are complex conjugated
and anticommute between each other,
{θα, θβ} = {θ¯α˙, θ¯β˙} = {θα, θ¯β˙} = 0. (2.7.2)
Note also the peculiarity of the Leibniz rule for Grassmann derivatives, e.g.
∂
∂θα
(
θβθγ
)
=
(
∂
∂θα
θβ
)
θγ − θβ
(
∂
∂θα
θγ
)
. (2.7.3)
In addition, Hermitian conjugation changes the order of anticommuting numbers:(
θ1θ2
)†
= (θ2)†(θ1)† = θ¯2˙θ¯1˙. (2.7.4)
A superfield is a function of the coordinates (2.7.1) [35, 36]. One can expand it in
power series of the Grassmann variables θα and θ¯α˙. This expansion has finite number of
terms since the square of a given Grassmann parameter vanishes. Thus, the highest term
in this expansion is θ2θ¯2, where θ2 = θαθα, θ¯
2 = θ¯α˙θ¯
α˙. The most general superfield with
no external indices has the following form:
S(x, θ, θ¯) = φ+θαψα+ θ¯α˙χ¯
α˙+θ2F+ θ¯2G+θαAαα˙θ¯
α˙+θ2(θ¯α˙λ¯
α˙)+ θ¯2(θαρα)+θ
2θ¯2D, (2.7.5)
where φ, ψα, χ¯
α˙, . . . , D depend only on xµ and are referred to as the component fields.
In what follows we will use shorthand notations for contraction of spinor indices:
AB = AαBα, A¯B¯ = A¯α˙B¯
α˙. (2.7.6)
In particular, if A and B are anticommuting variables,
AB = BA, A¯B¯ = B¯A¯, (AB)† = A¯B¯. (2.7.7)
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2.7.1 Supersymmetry transformations and differential operators on
superspace
The representation of the supercharges Qα and Q¯α˙ as differential operators on the super-
space (2.7.1) can be derived in the following standard way. Let us associate with each
point of the superspace (2.7.1) an element of the group corresponding to the N = 1
superalgebra (2.2.8), (2.5.2), (2.5.3), (2.5.4) as
G(xµ, θ, θ¯) = ei(−x
µPµ+θαQα+θ¯α˙Q¯α˙). (2.7.8)
Then the product of two elements G(0, ǫ, ǫ¯) and G(xµ, θ, θ¯) is 2
G(0, ǫ, ǫ¯) G(xµ, θ, θ¯) = G(xµ + iθασµαα˙ǫ¯
α˙ − iǫασµαα˙θ¯α˙ , θ + ǫ , θ¯ + ǫ¯). (2.7.9)
This equality can be proven by using the Hausdorff formula
eAeB = eA+B+
1
2
[A,B]+... (2.7.10)
(where the ellipsis corresponds to infinite series of multi-commutator terms) and taking
into account the fact that the series on the right-hand side terminate at the first commuta-
tor for the algebra elements considered here. While doing this calculation, one should also
remember that the parameters ǫ, ǫ¯, θ, θ¯ as well as the supercharges Q, Q¯ all anticommute
between each other.
Thereby, the action of the group element G(0, ǫ, ǫ¯) on G(xµ, θ, θ¯) induces the following
motion in the parameter space (2.7.1):
xµ → xµ + iθασµαα˙ǫ¯α˙ − iǫασµαα˙θ¯α˙,
θα → θα + ǫα,
θ¯α˙ → θ¯α˙ + ǫ¯α˙.
(2.7.11)
This motion is generated by the operator i
(
ǫαQα + ǫ¯α˙Q¯
α˙
)
, where the Hermitian-conjugated
supercharges are
Qα = −i ∂
∂θα
− σµαα˙ θ¯α˙ ∂µ, Q¯α˙ = i
∂
∂θ¯α˙
+ θασµαα˙ ∂µ. (2.7.12)
2 All the elements (2.7.8) form an invariant space under the action of the Poincare´ group: the re-
sult of the action of any Poincare´ group element on (2.7.8) is of the same type. In fact, this space is
invariant under the action of the whole super-Poincare´ group. This statement partially follows from the
equality (2.7.9).
Let us also remark that the superspace (2.7.1) can be obtained as the factor of the super-Poincare´
group over the Lorentz group much in the same way this can be done for the four-dimensional Minkowski
space:
Poincare´ group
Lorentz group
−→ super-Poincare´ group
Lorentz group
.
The points in this factor space are orbits obtained by the action of the Lorentz group on the super-Poincare´
group space. If we choose a certain point as the origin, then the superspace can be parametrized by (2.7.8).
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They satisfy the anticommutation relations{
Qα, Qβ
}
=
{
Q¯α˙, Q¯β˙
}
= 0,{
Qα, Q¯α˙
}
= 2iσµαα˙ ∂µ
(2.7.13)
and hence, together with Pµ = i∂µ and an appropriate expression forMµν
3 give an explicit
realization of the supersymmetry algebra, Eqs. (2.2.8), (2.5.2), (2.5.3), (2.5.4).
One could study right multiplication instead of left multiplication in (2.7.9) and would
found that the induced motion is generated by a different operator ǫαDα + ǫ¯α˙D¯
α˙, with
the operators Dα and D¯α˙ defined as
Dα =
∂
∂θα
+ iσµαα˙ θ¯
α˙ ∂µ, D¯α˙ = − ∂
∂θ¯α˙
− iθασµαα˙ ∂µ. (2.7.14)
with D¯α˙ = − (Dα)†. Note that we have used a different convention of multipliers in the
operators above on purpose: this will be convenient in subsequent sections.
The operators Dα and D¯α˙ are called superderivatives. By their very definition, they
satisfy the following anticommutation relations:{
Dα, Dβ
}
=
{
D¯α˙, D¯β˙
}
= 0,
{
Dα, D¯α˙
}
= −2iσµαα˙ ∂µ. (2.7.15)
In addition, the superderivatives and the supercharges anticommute:{
Dα, Qβ
}
=
{
Dα, Q¯β˙
}
=
{
D¯α˙, Qβ
}
=
{
D¯α˙, Q¯β˙
}
= 0. (2.7.16)
This will allow us to reduce the number of independent components in superfields by im-
posing covariant (consistent with supersymmetry) constraints on them (see Section 2.8.1).
2.8 Superfields
Superfields form linear representations of superalgebra. In general, however, the repre-
sentations are highly reducible. Extra components in superfields can be eliminated by
imposing covariant constraints which (anti)commute with the supersymmetry algebra.
One could say that superfield formalism shifts the problem of finding supersymmetry
representations to that of finding appropriate constraints. Note that one should con-
strain superfields without restricting their xµ dependence (i.e., for instance, by virtue of
differential equations in the x space).
2.8.1 Chiral superfield
Let us remark first that the superspace (2.7.1) has two invariant subspaces in it:
{xµL, θα}, xµL = xµ + iθασµαα˙θ¯α˙, (2.8.1)
3 If Mµν is acting on a scalar, its expression is given in Eq. (2.2.6). One must add certain (matrix)
extra terms in this expression, if Mµν is acting on a field with some vector or spinor indices.
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and
{xµR, θ¯α˙}, xµR = xµ − iθασµαα˙θ¯α˙. (2.8.2)
Indeed, the supertransformations (2.7.11) give the following supertransformations in the
subspaces:
xµL → xµL + 2iθασµαα˙ǫ¯α˙,
θα → θα + ǫα, (2.8.3)
and
xµR → xµR − 2iǫασµαα˙θ¯α˙,
θ¯α˙ → θ¯α˙ + ǫ¯α˙.
(2.8.4)
These two subspaces are referred to as chiral (or left) and antichiral (or right) respectively.
Each of them is spanned by half of the Grassmann coordinates. Due to this, a function
which is defined on the chiral or the antichiral subspace have much shorter component
expansion.
Consider, for instance, a chiral superfield Φ(xL, θ). Its component expansion
Φ(xL, θ) = φ(xL) +
√
2 θαψα(xL) + θ
2F (xL) (2.8.5)
includes one complex scalar field φ(x) (two bosonic states) and one complex Weyl spinor
ψα(x) (two fermionic states) as well as the auxiliary F term which is non-propagating:
as we will see shortly, this field will appear in Lagrangian without a kinetic term. Chiral
superfields are used for constructing matter sectors of various theories. Note that the
chiral superfield Φ(xL, θ), being expressed as a function of x
µ, depends on θα as well as
on θ¯α˙ variables.
In fact, the chiral superfield Φ or the antichiral superfield Φ¯ can be obtained as
solutions of the covariant constraints [37]
D¯α˙Φ = 0 and DαΦ¯ = 0 (2.8.6)
which follow from
D¯α˙ x
µ
L = 0 and Dα x
µ
R = 0. (2.8.7)
Moreover, the covariant superderivatives (2.7.14) in the chiral basis {xµL, θα, θ¯α˙} are re-
alized as
Dα =
∂
∂θα
+ 2iσµαα˙ θ¯
α˙ ∂
∂xµL
, D¯α˙ = − ∂
∂θ¯α˙
, (2.8.8)
while in the antichiral basis {xµR, θα, θ¯α˙} they are realized as
Dα =
∂
∂θα
, D¯α˙ = − ∂
∂θ¯α˙
− 2iθασµαα˙
∂
∂xµR
. (2.8.9)
Thus, for instance, the chirality condition D¯α˙Φ = 0 translates itself into
∂
∂θ¯α˙
Φ = 0, (2.8.10)
from which the solution (2.8.5) is obvious.
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Let us write also the induced transformations of the component fields in the chiral su-
perfield (2.8.5) under the infinitesimal supertransformations (2.8.3) or, equivalently, (2.7.11):
φ→ φ+√2 ǫαψα,
ψα → ψα + i
√
2 ∂µφ σ
µ
αα˙ ǫ¯
α˙ +
√
2Fǫα,
F → F − i√2 ∂µ (ψασµαα˙ǫ¯α˙) .
(2.8.11)
Note that the F term transforms through a total space-time derivative.
2.8.2 Real superfield
Let us inspect Eq. (2.7.5). It gives a reducible representation of the supersymmetry
algebra. We can simply constrain it with the reality condition S† = S. This gives what
is called vector superfield:
V (x, θ, θ¯) = φ+ θψ + θ¯ψ¯ + θ2F + θ¯2F¯ + θαAαα˙θ¯
α˙ + θ2(θ¯λ¯) + θ¯2(θλ) + θ2θ¯2D. (2.8.12)
The superfield V is real, V = V †, implying that the bosonic fields φ, D and Aµ =
1
2
(σ¯µ)α˙αAαα˙ are real. The fields ψα, λα, F are complex, with ψ¯α˙ = (ψα)
†, λ¯α˙ = (λα)
†,
F¯ = F ∗.
The real superfield V is used in construction of supersymmetric gauge theories. In
fact, the (super)gauge freedom (which for the Abelian gauge superfield is V → V +(Λ+Λ¯),
where Λ is an arbitrary chiral superfield) allows one to eliminate the unwanted components
φ, ψα, ψ¯α˙, F , and F¯ , reducing the physical content of V to
V → θαAαα˙θ¯α˙ +
{
θ2(θ¯λ¯) + θ¯2(θλ)
}
+ θ2θ¯2D (2.8.13)
so that λα is a fermionic superpartner of the gauge field Aαα˙, while D is an auxiliary
field which is not dynamical and can be excluded from a corresponding Lagrangian by
algebraic equations.
The supersymmetry transformations (2.7.11) induce the transformations of the com-
ponent fields in V . Here, for later purposes, we quote only the corresponding transforma-
tion for the auxiliary field D:
D → D + i
2
∂µ
(
ǫασµαα˙λ¯
α˙ − λασµαα˙ǫ¯α˙
)
. (2.8.14)
Note that, like in the chiral superfield case, it transforms through a total space-time
derivative. This property is of a paramount importance for construction of supersymmet-
ric theories.
2.8.3 Properties of superfields
Let us enumerate the main properties of superfields which are used in construction of
supersymmetric Lagrangians.
• Linear combinations of superfields as well as products of superfields are again su-
perfields. In general, a function of superfields is a superfield.
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• If Φ is a chiral superfield, then Φ¯ = Φ† is an antichiral superfield and vice versa.
• Given a superfield, one can use the space-time derivatives ∂/∂xµ to generate a
new one. At the same time, the Grassmann derivatives ∂/∂θα and ∂/∂θ¯α˙, being
applied to a superfield, do not produce a superfield. One can use the covariant
superderivatives Dα and D¯α˙ instead since they anticommute with the supercharges.
• The squares of the covariant superderivatives D¯2, D2, being applied on a generic su-
perfield, produce a chiral or antichiral superfield, respectively. This immediately fol-
lows from the expression for D¯α˙ in (2.8.8) and from the expression for Dα in (2.8.9).
For instance, D¯2DαS (with arbitrary S) is a chiral superfield while DαΦ (with Φ
chiral) is not a chiral superfield. Indeed,
D¯α˙ (DαΦ) =
{
D¯α˙, Dα
}
Φ = −2iσµαα˙ ∂µΦ 6= 0. (2.8.15)
At the same time, D2Φ is an antichiral superfield.
2.9 Building supersymmetric Lagrangians
With the extension of space-time to the superspace (2.7.1), the space-time integral
∫
d4x
must also include the integration over the new coordinates θα and θ¯α˙. As it is shown
below, one can covariantly integrate superfields in the following three ways:∫
d4x d4θ or
∫
d2θ d4xL, or
∫
d2θ¯ d4xR. (2.9.1)
Do do so, one needs to define the rules of Grassmann integration. After that, manifestly
supersymmetric Lagrangians can be straightforwardly constructed. We will consider the
simplest example of a superfield action involving a single chiral superfield.
2.9.1 Rules of the Grassmann integration
The rules of integration over the Grassmann variables, also known as Berezin integrals
[38], are the following. One-dimensional integrals are defined as∫
dθα = 0,
∫
θα dθβ = δαβ (2.9.2)
(and similarly for the Grassmann variables with dotted indices), while multi-dimensional
integrals involving two and more Grassmann variables are to be understood as product
of one-dimensional integrals.
Note that the Grassmann variables θ and θ¯ have the dimension of [length]1/2, while
the differentials dθ and dθ¯ have the dimension of [length]−1/2. If c is a number, then
d(c θ) = c−1dθ. This follows from the right equation in (2.9.2).
We normalize the integral over all four Grassmann dimensions of the superspace,∫
d4θ ≡
∫
d2θ d2θ¯ ∼
∫
dθ1 dθ2 dθ¯1˙ dθ¯2˙, (2.9.3)
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in such a way that ∫
d2θ d2θ¯ θ2 θ¯2 = 1. (2.9.4)
Respectively, the integrals over the chiral and the antichiral subspaces are normalized as∫
d2θ θ2 = 1,
∫
d2θ¯ θ¯2 = 1. (2.9.5)
2.9.2 Kinetic terms for matter fields
Consider the integral ∫
d4x d4θ V (. . . ) (2.9.6)
with V being the real superfield (2.8.12) which can be a function of other superfields.
The rules of Grassmann integration (2.9.2), (2.9.4) imply that D =
∫
d4 θV , there D is
the coefficient in front of θ2θ¯2 in V . Since the supertransformations change the D term
through a total space-time derivative, Eq. (2.8.14), then the expression∫
d4θ V (. . . ) (2.9.7)
is superinvariant up to a total derivative.
Let us exploit the above idea and construct kinetic term
Skin =
∫
d4x d4θ Φ¯Φ (2.9.8)
for a chiral superfield Φ(xL, θ). The component expansion of Φ is given in Eq. (2.8.5).
The product ΦΦ¯, where Φ¯ = Φ†, is a real superfield. The calculation of the highest term
in θα and θ¯α˙ gives
Φ¯ Φ = · · ·+ θ2θ¯2
{
1
2
∂µφ¯ ∂
µφ− 1
4
φ¯ ∂2φ− 1
4
φ ∂2φ¯
− i
2
ψασµαα˙ ∂µψ¯
α˙ +
i
2
σµαα˙∂µψ
α ψ¯α˙ + F¯F
}
, (2.9.9)
where all the component fields depend on the space-time point xµ, and the ellipsis denotes
all lower-order terms in θα and θ¯α˙. Substituting the last expression into (2.9.8), integrating
over the Grassmann variables and integrating by parts reads
Skin =
∫
d4x
{
∂µφ¯ ∂
µφ− iψασµαα˙ ∂µψ¯α˙ + F¯F
}
. (2.9.10)
Thus, this expression presents the kinetic term for the complex field φ(x) and the kinetic
term for the Weyl spinor ψα(x). As one can see, the field F (x) appears in the Lagrangian
with no derivatives and does not represent any physical (propagating) degrees of freedom.
It can be eliminated from the action by virtue of the equations of motion.
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2.9.3 Potential terms for matter fields
Similarly to the previous section, the integral∫
d2θd4xLK(. . . ), (2.9.11)
where K is a chiral superfield (see Eq. (2.8.5) for its component expansion), which can be
a function of other superfields, is invariant under the action of the supersymmetry group.
To prove this statement, note that∫
d2θ K(. . . ) = FK(x)− i√
2
∂µ
(
ψαK(x) σ
µ
αα˙θ¯
α˙
)
, (2.9.12)
with FK being the coefficient in front of θ
2, while ψαK being the coefficient in front of√
2θα in the component expansion of the chiral superfield K. In addition, the last term
in (2.9.12) is a full space-time derivative and thus vanishes if one integrates it over space-
time. Thereby, we see that∫
d2θd4xLK(. . . ) =
∫
d4x d2θ K(. . . ) =
∫
d4xFK(x). (2.9.13)
Finally, according to Eq. (2.8.11), the FK term transforms as a full space-time derivative
under the action of the supersymmetry group, and thus the integral above is indeed
superinvariant. It is also clear now that the integral∫
d2θ¯d4xR K¯(. . . ), (2.9.14)
where K¯ is an antichiral superfield, is superinvariant.
Potential terms for component fields in the Lagrangian are those which enter with
no space-time derivatives. They can be produced for the chiral superfield Φ from the
previous section by the following superfield action:
Sint =
∫
d2θ d4xLW(Φ) +
∫
d2θ¯ d4xR W¯(Φ¯). (2.9.15)
HereW(Φ) is a function of the chiral superfield termed superpotential. The second integral
which involves W¯(Φ¯) = (W(Φ))† ensures that the expression above is real. After taking
the integrals over the Grassmann variables, one obtains the following component action:
Sint =
∫
d4x
{
F W ′(φ)− 1
2
W ′′(φ)ψ2 + h.c.
}
, (2.9.16)
where ψ2 = ψαψα, the prime denotes the derivative with respect to φ and h.c. means the
Hermitian conjugated expression.
2.9.4 The Wess–Zumino model
Let us combine the results of the previous two sections and write the full superfield action
involving a single chiral superfield Φ and its Hermitian conjugated superfield Φ¯:
SWZ =
∫
d4x d4θΦΦ¯ +
∫
d2θ d4xLW(Φ) +
∫
d2θ¯ d4xRW¯(Φ¯). (2.9.17)
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This model of supersymmetric field theory was invented by Wess and Zumino [37] and
bears their name. Let us remark that the first term in the superfield action is the integral
over the full superspace, while the second and the third terms run over the chiral and
antichiral subspaces, respectively.
In components, the corresponding Lagrangian is
LWZ = ∂µφ¯ ∂µφ− iψασµαα˙ ∂µψ¯α˙ + F¯F +
(
F W ′(φ)− 1
2
W ′′(φ)ψ2
)
+ h.c. (2.9.18)
It is supersymmetry-invariant up to a total space-time derivative. The auxiliary field F
is non-dynamical and can be eliminated by virtue of its classical equation of motion,
F¯ = −W ′(φ). (2.9.19)
The final expression for the component Lagrangian is
LWZ = ∂µφ¯ ∂µφ− iψασµαα˙ ∂µψ¯α˙ − |W ′(φ)|2 −
1
2
W ′′(φ)ψαψα − 1
2
W¯ ′′(φ¯) ψ¯α˙ψ¯α˙. (2.9.20)
It contains the scalar potential |W ′(φ)|2 describing the self-interaction of the complex field
φ. For a renormalizable field theory in four dimensions, the superpotential W(Φ) must
be a polynomial function of Φ of power not higher than three. Then, it can be always
reduced to the form
W(Φ) = m
2
Φ2 − λ
3
Φ3 (2.9.21)
with two complex constants m and λ. In fact, one can always choose the phases of the
constants m and λ at will.
As a simplest example, let us consider the case λ = 0. Then the last three terms in
the Lagrangian (2.9.20),
− |m|2φφ¯− m
2
ψ2 − m¯
2
ψ¯2, (2.9.22)
are the mass terms for the fields φ and ψα. As expected, the masses of scalar and spinor
particles are equal and are given by one and the same parameter |m|.
2.10 R-symmetries
The Coleman–Mandula theorem states that all global bosonic symmetries must commute
with the Poincare´ group (i.e. be Lorentz scalars). However, it is not necessary for them to
commute with all generators of the super-Poincare´ group. Indeed, the form of the super-
Poincare´ algebra (2.2.8), (2.5.2), (2.5.3), (2.5.4) allows one to multiply the supercharges
by a constant phase in such a way that the superalgebra itself stays unchanged:
Qα → e−iϕQα, Q¯α˙ → eiϕQ¯α˙. (2.10.1)
The corresponding Hermitian U(1) generator R has the following commutation relations
with the supercharges,
[R, Qα] = −Qα, [R, Q¯α˙] = Q¯α˙, (2.10.2)
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and it can be realized as a differential operator in the superspace (2.7.1),
R = θα
∂
∂θα
− θ¯α˙ ∂
∂θ¯α˙
. (2.10.3)
This additional U(1) symmetry is called the R-symmetry. It transforms the Grassmann
parameters,
θα → eiϕθα, θ¯α˙ → e−iϕ θ¯α˙, (2.10.4)
and the measure of the Grassmann integration,
d2θ→ e−2iϕd2θ, d2θ¯→ e2iϕd2θ¯, d4θ→ d4θ. (2.10.5)
Thus, we assign the R-charge +1 to θα (Rθα = +θα) and the R-charge −1 to θ¯α˙ (R θ¯α˙ =
−θ¯α˙), while the R-charges of d2θ and d2θ¯ are −2 and +2, respectively. The R-charge of
d4θ is zero.
The R-symmetry can be a symmetry of a given system. To see how it works, let us
consider the Wess-Zumino model (2.9.17) of a chiral superfield Φ with the superpotential
W = −λ
3
Φ3. (2.10.6)
Then, the action (2.9.17) is invariant under the R-symmetry, if the R-charge of the su-
perfield Φ is 2/3,
Φ→ e2iϕ/3Φ. (2.10.7)
Indeed, the first term in the action,
∫
d4θΦΦ¯, is invariant since the antichiral superfield Φ¯
transforms with the complex conjugated phase factor. The potential term is also invariant:∫
d2θW(Φ) −→
∫ (
e−2iϕ d2θ
) (
W(Φ) e2iϕ
)
=
∫
d2θW(Φ). (2.10.8)
Since the R-symmetry does not commute with supersymmetry, the component fields (2.8.5)
of the superfield Φ do not all carry the same R-charge. It follows from Eqs. (2.10.4)
and (2.10.7) that, under the R-symmetry, they are transformed as
φ(x)→ e 23 iϕ φ(x),
ψ(x)→ e( 23−1)iϕ ψ(x),
F (x)→ e( 23−2)iϕ F (x).
(2.10.9)
As one can see, the R-charge of the lowest component φ(x) coincides with the R-charge of
the superfield Φ itself. The above formulas can be used to explicitly check that the com-
ponent Lagrangian (2.9.20) of the Wess-Zumino model is R-symmetry invariant provided
m = 0.
The R-symmetries play very important role in harmonic superspace approach, which
is discussed in the case of supersymmetric quantum mechanics in the next chapter.
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2.11 Extended supersymmetry in Minkowski space in four
dimensions
As we already know, the Coleman-Mandula theorem can be circumvented by the intro-
duction to the Poincare´ algebra four complex supercharges Qα, Q¯α˙ of fermionic nature.
The supersymmetry algebra (2.2.8), (2.5.2), (2.5.3) and (2.5.4) is usually referred to as
minimal supersymmetry or as N = 1 supersymmetry. In fact, it can be extended even
more, with more generators of fermionic nature,
QIα and Q¯
J
α˙, (2.11.1)
where new indices I, J = 1, 2, . . . ,N numerate the “flavours” of supercharges. Evidently,
the defining relations (2.5.3) and (2.5.4) can be generalized with 4
{QIα, Q¯Jα˙} = 2Pµ (σµ)αα˙ δIJ , (2.11.3)
{QIα, QJβ} = {QIα˙, QJβ˙} = 0, (2.11.4)
while the relation (2.5.2) stays untouched since it defines how spinors transform under
the Poincare´ symmetry.
In N = 1 supersymmetric renormalizable four-dimensional field theory which do
now include gravity, the supermultiplets involve particles with spins (0, 1/2) or (1/2, 1),
since the supercharges change a particle spin by 1/2. Similarly, with the introduction of
extended supersymmetry, one can transform a particle with spin zero to a particle with
spin one by using two supercharges of different flavours. Thus, such a theory must include
particles with spins (0, 1/2, 1) in a supermultiplet, i.e. it must be a gauge theory.
Gauge theories of this type areN = 2 andN = 4 super-Yang–Mills theories. They are
obtained by dimensional reduction from the minimal super-Yang–Mills theories in six and
ten dimensions, respectively. These theories are unsuitable for phenomenology, because
all fermion fields they contain are nonchiral. Nevertheless, they have rich dynamics the
study of which provides deep insights into a large number of problems in mathematical
physics.
All the properties of a supersymmetric field theory such as vanishing of vacuum energy
and equal number of bosons and fermions in a supermultiplet, which were discussed in
Section 2.6, remain intact. Moreover, the Abelian U(1) R-symmetry from Eq. (2.10.2)
is extended to be non-Abelian U(N ) symmetry. Simply speaking, the non-Abelian R-
symmetry group just mixes the flavours of the supercharges (i.e. it mixes the supercharge
flavour indices).
In addition, the superspace (2.7.1) is trivially extended to
{xµ, θI α, θ¯J α˙}. (2.11.5)
4The relations (2.11.4) do not include possible central charges. One can, for instance, introduce them
as
{QIα, QJβ} = εαβZIJ (2.11.2)
with ZIJ = −ZJI . See also the discussion at the end of Section 2.5.
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Note, however, that the usefulness of this N = 2 or N = 4 superspace is limited due
to the fact that there are no chiral subspaces in it (which span over half of Grassmann
coordinates). There exist a different superspace called harmonic superspace (HSS) which
has these invariant subspaces [5]. Such an approach gives more adequate superfield de-
scription. The harmonic superspace is obtained from the superspace (2.11.5) by extending
it with bosonic coordinates which parametrize the R-symmetry group U(N ) space or a
certain factor space of it.
The harmonic superspace approach is discussed in supersymmetric quantum mechan-
ics in the next chapter.
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r3 Supersymmetry andharmonic superspace inquantum mechanics
This chapter is devoted to basic introduction to supersymmetry in
quantum mechanics. We consider the main properties of any super-
symmetric system, explain what is superspace and how the superfield
formalism can be used in order to construct genuine supersymmetric
Lagrangians. A simplest example of a supersymmetric system is con-
sidered. It involves a particle with spin moving in a potential field in
one-dimensional space.
The second part of the chapter is devoted to harmonic superspace
approach in supersymmetric quantum mechanics. The essential defini-
tions and notations are introduced. They will be extensively used in the
next chapter. In particular, the supermultiplets (4, 4, 0) and (3, 4, 1)
are described. The former is relevant in the context of four-dimensional
quantum mechanics, while the latter is used in construction of three-
dimensional systems.
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3.1 Supersymmetry in quantum mechanics
A quantum-mechanical system with traditional commutation relations between coordi-
nates and momenta and a traditional Hilbert space of states is described by its Hamil-
tonian function H . We introduce a set of complex operators Qi together with their
Hermitian conjugated operators,
Q¯i = (Qi)
† . (3.1.1)
The system with the Hamiltonian H and the supercharges Qi, Q¯
j is supersymmetric, by
definition, if {
Qi, Q¯
j
}
= 2δjiH (3.1.2){
Qi, Qj
}
=
{
Q¯i, Q¯j
}
= 0, (3.1.3)
where, as usual, curly brackets denote the anticommutator. In particular, note the im-
portant property Q2i =
(
Q¯i
)2
= 0 for any i. Another important consequence is that the
supercharges commute with the Hamiltonian:[
H, Qi
]
=
[
H, Q¯i
]
= 0, (3.1.4)
which can be proven by direct computation. In this way, the supercharges Qi and Q¯
j are
considered as conserved spinorial operators in the system.
Several comments are relevant here. The Latin indices i, j denote supercharge num-
bers and vary in the following region:
i, j = 1, 2, . . . , N /2 (3.1.5)
with number N being even integer, see below.
We distinguish the position of indices for the supercharge Qi and its Hermitian con-
jugated supercharge Q¯i. This is done because the SU(N
2
) subgroup of the R-symmetry
group (in the N ≥ 4 case) acts on these indices differently, see Section 3.3 for details. This
subgroup will be of special importance for us later, when we limit ourselves to N = 4 case
and deploy harmonic superspace approach. Spinor products and their complex conjugates
are conveniently written in such notations. For instance, for any two anticommuting fields
ψ¯i and ξj
ψ¯ ξ ≡ ψ¯i ξi, while
(
ψ¯ ξ
)∗
= ξ¯ ψ ≡ ξ¯i ψi, (3.1.6)
where ψ¯i = (ψi)
∗ and ξ¯i = (ξi)
∗.
Finally, one can always pass to a real basis in the vector space of supercharges, for
instance, by using the definitions
SA =
 QA + Q¯
A, for A = 1, 2, . . . , N /2,
i
(
QA − Q¯A
)
, for A = N /2 + 1, . . . , N (3.1.7)
which give commutation relations
{SA, SB} = 4 δABH. (3.1.8)
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The new indices A, B vary from 1 to N . Thereby, N counts the number of linearly
independent real supercharges in the system at hand. For instance, N = 2 corresponds to
an ordinary supersymmetric quantum mechanics, while a system with N = 4 is endowed
with extended supersymmetry.
Let us remark that there is also a different convention in quantum mechanics. Ac-
cording to it, N counts the number of linearly independent complex supercharges which
is, of course, twice smaller than the number of real supercharges. Note that, in a four-
dimensional field theory context, the supercharges represent complex Weyl doublets, and
N counts the number of those doublets.
3.2 Properties of supersymmetric quantum mechanics
We already saw in the previous chapter that a supersymmetric system is endowed with ad-
ditional common properties, namely, vanishing of the vacuum energy, energy positiveness
of any definite-energy state, equal number of bosons and fermions in a supermultiplet,
their equal masses. Any supersymmetric quantum-mechanical system has similar features.
Let us describe them in detail. To this end, let us denote a normalized vacuum state
as ψvac,
〈ψvac|ψvac〉 = 1, (3.2.1)
while any other similarly normalized state as ψ. For simplicity, all the states will be
treated as normalizable. Also, we may denote a state either as ψ or as |ψ〉 according to
our convenience.
3.2.1 Every eigenstate has non-negative energy
This statement can be proven by sandwiching Eq. (3.1.2) (with i = j being fixed) with
an eigenstate ψ:
2E =
〈
ψ
∣∣∣Qi (Qi)† ∣∣∣ψ〉+ 〈ψ ∣∣∣(Qi)†Qi∣∣∣ψ〉
=
〈
(Qi)
† ψ
∣∣∣(Qi)† ψ〉∗ + 〈Qiψ∣∣∣∣Qiψ〉∗. (3.2.2)
The second line in this equality is always non-negative. Thus,
E ≥ 0. (3.2.3)
3.2.2 Vanishing of the vacuum energy
If supersymmetry is unbroken, the vacuum ψvac has exactly zero energy. This statement
straightforwardly follows from Eq. (3.2.2) if one changes E → Evac and ψ → ψvac. Indeed,
the minimum Evac = 0 is achieved when
Qi |ψvac〉 = Q¯i |ψvac〉 = 0, for all i. (3.2.4)
In fact, the conditions (3.2.4) exactly correspond to the case of unbroken supersymmetry.
The simplest example of supersymmetry breaking in quantum mechanics was constructed
in [39] (see [40] for a good pedagogical review).
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3.2.3 Supermultiplets
The eigenstates of a supersymmetric Hamiltonian can be divided into supermultiplets.
To this end, take a state ψ with positive energy E. One can act on this state with
supercharges Qi and (Qj)
† and obtain new states with exactly the same energy E. Indeed,
using Eq. (3.1.4), we conclude that
H |Qi ψ〉 = QiH |ψ〉 = E |Qiψ〉 , (3.2.5)
and similarly for (Qi)
†.
A supermultiplet is defined as a vector space of states of the same energy E > 0
obtained by all possible actions of supercharges on a chosen reference state ψ. The basis
in the supermultiplet can be explicitly constructed. To do so, consider the following states:
Qi1 Qi2 Qi3 . . . |ψ〉 . (3.2.6)
Due to the property Q2i = 0 there exists a state
|ψlow〉 = Qk1 Qk2 . . . Qkn |ψ〉 , n ≤ N /2 (3.2.7)
which is not zero, 〈ψlow|ψlow〉 ∼ 1, but all the supercharges Qi annihilate it:
Qi |ψlow〉 = 0 for all i. (3.2.8)
The initial reference state ψ can be restored from the state ψlow in the following way:
(Qk1)
† (Qk2)
† . . . (Qkn)
† |ψlow〉 = (2E)n |ψ〉 , (3.2.9)
where Eqs. (3.1.2) and (3.2.8) were used.
Let us now show that the states
(Qi1)
† (Qi2)
† . . .
(
Qif
)† |ψlow〉 , i1 < i2 < · · · < if , f ≤ N /2 (3.2.10)
form the basis in the supermultiplet.
To this end, consider a state of type
Qi1 (Qj1)
†Qi2 Qi3 (Qj2)
† . . . |ψ〉 (3.2.11)
and plug into it the expression for ψ from Eq. (3.2.9). One can use the relations (3.1.2),
(3.1.3) and order the supercharges in such a way that any (Qi)
† stays to the left from any
Qj. After that, the identity (3.2.8) allows one to eliminate any terms which contain Qi.
For instance,
Q1 (Q2)
† (Q1)
† |ψlow〉 = (Q2)†Q1 (Q1)† |ψlow〉
= − (Q2)† (Q1)†Q1 |ψlow〉+ (Q2)†
{
Q1, (Q1)
†
}
|ψlow〉
= 2E (Q2)
† |ψlow〉 . (3.2.12)
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Thus, any state in the supermultiplet adds up to a linear combination of the states (3.2.10).
The states (3.2.10) are linearly independent, because their scalar products are zero.
For instance, one has for the two states (Q1)
† (Q2)
† |ψlow〉 and (Q1)† (Q3)† |ψlow〉:
〈
(Q1)
† (Q2)
† ψlow
∣∣∣(Q1)† (Q3)† ψlow〉 = 〈ψlow ∣∣∣Q2Q1 (Q1)† (Q3)†∣∣∣ψlow〉∗
= −
〈
ψlow
∣∣∣Q2 (Q1)†Q1 (Q3)†∣∣∣ψlow〉∗ + 〈ψlow ∣∣∣Q2 {Q1, (Q1)†} (Q3)†∣∣∣ψlow〉∗
= 2E
〈
ψlow
∣∣∣{Q2, (Q3)†}∣∣∣ψlow〉∗ = 0 (3.2.13)
Evidently, the states (3.2.10) themselves have positive normalization which follows from
the calculations similar to above.
Let us remark that we assume that the energy E is positive. If not, Eq. (3.2.9) does
not allow us to express ψ through ψlow, and thus the considerations above cannot be
applied.
As it follows from Eq. (3.2.10), the dimension of the supermultiplet with E > 0 is
2N/2. In this way, in an N = 2 system each positive-energy state is doubly degenerate,
while for a system with extended N = 4 supersymmetry each state with nonzero energy
is four-times degenerate.
The states of zero energy – vacuums – are of special interest. Their number cannot
be found from general considerations, and Eqs. (3.2.4) have to be solved for that. If
there are no vacuums in a theory, the supersymmetry is spontaneously broken (see e.g.
Refs. [39, 40] for an example).
3.2.4 Equal number of bosonic and fermionic states in a supermul-
tiplet
In a field theory, supermultiplets involve bosonic and fermionic states. The same concerns
supermultiplets in quantum mechanics.
Let us consider the states (3.2.10). Each of them is characterized by the number of
supercharges f acting on ψlow. We can introduce then the “fermionic number operator”
NˆF with eigenvalues f ,
NˆF (Qi1)
† (Qi2)
† . . . (Qim)
† |ψlow〉 = f (Qi1)† (Qi2)† . . . (Qim)† |ψlow〉 . (3.2.14)
By definition, the states for which NˆF is even are called “bosonic”, while the states for
which NˆF is odd – “fermionic”
1. In particular, the state ψlow is bosonic.
We have the following equalities for bosonic and fermionic states respectively:
(−1)NˆF |ψB〉 = + |ψB〉 , (−1)NˆF |ψF〉 = − |ψF〉 . (3.2.15)
1 In our general consideration this is a matter of mere convention: we could equally well call the states
for which NˆF is even fermionic. For example, consider N = 2 supersymmetric quantum-mechanical
system described by the Hamiltonian (3.4.34). It describes a particle with spin 1/2. The corresponding
supermultiplets involve two basis states of different spin directions, and each of them can be equally well
called bosonic or fermionic.
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Using the definitions above, one can check that{
(−1)NˆF , Qi
}
=
{
(−1)NˆF , Q¯i
}
= 0. (3.2.16)
In this way, one obtains (the index i is fixed)
Tr
(
(−1)NˆF
)
=
=
1
2E
Tr
(
(−1)NˆF
{
Qi, Q¯
i
})
=
1
2E
Tr
(
−Qi (−1)NˆF Q¯i + (−1)NˆF Q¯iQi
)
= 0, (3.2.17)
where the cyclic property of the trace was used. The trace is taken among the states of
the (finite-dimensional) supermultiplet. For instance, it is the sum over the averages of
the states (3.2.10).
Summarizing all above, one concludes that any supermultiplet with positive energy
has equal number of bosonic and fermionic degrees of freedom.
3.3 R-symmetries
Let us remark that the supercharges Qi and Q¯
j can be linearly transformed in such a
way that the form of Eqs. (3.1.2), (3.1.3) does not change. The corresponding group of
automorphisms of the supersymmetry algebra is called R-symmetry group. To deduce the
most general form of such linear transformations, one takes the ansatz
Q′i = U
j
i Qj , Q¯
′i = Q¯j (U †) ij (3.3.1)
involving matrix U ji and its Hermitian-conjugated matrix (U
†) ij and substitutes it back
into Eqs. (3.1.2), (3.1.3). It appears that the matrix U must be unitary, U U † = 1.
Thus, the R-symmetry group is U(N
2
). It is clear now why the supercharge Qi carries the
superscript index, while the supercharge Q¯j carries the subscript index: they belong to
complex-conjugated representations of the R-symmetry group.
In particular case of the N = 2 supersymmetry, the R-symmetry group is no more
than just U(1) group of multiplications of the supercharges by a phase factor:
Q′i = e
iϕQi, Q¯
′j = e−iϕQ¯j (3.3.2)
with ϕ being an arbitrary real number.
In theN ≥ 4 case, the R-symmetry group is U(N
2
) = U(1)×SU(N
2
), i.e. it contains the
same U(1) subgroup of multiplications by phase factor and also the non-Abelian subgroup
SU(N
2
).
3.4 Superspace and superfields
This section is devoted to superfield approach in supersymmetric quantum mechanics. It
is shown how to construct systems endowed with supersymmetry in a rather universal
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way. As we already know from the previous chapter, supersymmetry can be realized as a
geometrical symmetry which acts on the coordinates on certain extended space. In quan-
tum mechanics, this space includes the time coordinate t. The other space “dimensions”
are of Grassmann nature, i.e. the corresponding coordinates anticommute among each
other.
Superfield technique is very general. It allows one to construct genuine supersym-
metric systems. It also serves as an efficient instrument for generalizing already known
supersymmetric systems.
The extended space in quantum mechanics – superspace – is described by the following
coordinates: {
t, θi, θ¯
j
}
, i, j = 1, 2, . . . , N /2 (3.4.1)
with the identification θ¯i = (θi)
∗: the Grassmann coordinates θi and θ¯
j are complex. They
anticommute with each other:{
θi, θj
}
=
{
θi, θ¯
j
}
=
{
θ¯i, θ¯j
}
= 0. (3.4.2)
Let us remind that the upper index on the conjugated Grassmann variable reflects the
way how it transforms under the action of the R-symmetry group.
Having thus defined the superspace, one introduces superfields depending on the su-
perspace coordinates. The property θ2 = 0 for any Grassmann variable θ limits the
number of terms in the expansion of a general superfield Φ(t, θi, θ¯
j) as series in Grass-
mann variables. Take, for instance, N = 2 case. Omitting the indices on θ1 and θ¯1, one
obtains
Φ(t, θ, θ¯) = φ(t) + ψ¯(t)θ + ξ(t)θ¯ +D(t)θθ¯. (3.4.3)
Two complex fields φ(t), D(t) and two complex Grassmann fields ψ¯(t), ξ(t) depend only
on the time variable and may represent physical degrees of freedom in supersymmetric
quantum mechanics. However, usually this field content is excessive, i.e. it is possible to
reduce the number of fields by additional constraints on the superfield Φ. Such constraints
must be covariant with respect to supersymmetry transformations. For instance, such a
constraint can be reality condition for the superfield Φ, see Section 3.4.3 for details.
3.4.1 Supersymmetry transformations and differential operators on
superspace
Infinitesimal supersymmetry transformations in quantum mechanics are realized as shifts
on the superspace (3.4.1),
t→ t+ i
(
ǫiθ¯
i + ǫ¯iθi
)
,
θi → θi + ǫi,
θ¯i → θ¯i + ǫ¯i
(3.4.4)
with Grassmann parameter ǫi, ǫ¯
i = (ǫi)
∗. Such transformations are induced by the oper-
ator i
(
ǫ¯iQi − ǫiQ¯i
)
, where the supercharges
Qi = −i ∂
∂θ¯i
+ θi
∂
∂t
, Q¯i = i
∂
∂θi
− θ¯i ∂
∂t
(3.4.5)
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satisfy the relations {
Qi, Qj
}
=
{
Q¯i, Q¯j
}
= 0, (3.4.6){
Qi, Q¯
j
}
= 2δji i∂t (3.4.7)
with
∂t =
∂
∂t
. (3.4.8)
The supercharges (3.4.5) together with the operator H = i∂t realize a particular repre-
sentation of the supersymmetry algebra (3.1.2), (3.1.3) on the superspace (3.4.1).
Let us also introduce covariant superderivatives Di and D¯i defined as
Di =
∂
∂θi
− iθ¯i ∂
∂t
, D¯i =
∂
∂θ¯i
− iθi ∂
∂t
. (3.4.9)
These operators are of special interest, because they anticommute with the supercharges
from above, {
Di, Qj
}
=
{
Di, Q¯j
}
=
{
D¯i, Qj
}
=
{
D¯i, Q¯
j
}
= 0, (3.4.10)
meaning that they are covariant with respect to supertransformations (3.4.4). Thereby,
they can be used in covariant constraints on superfields to reduce their number of inde-
pendent components. The anticommutation relations for the superderivatives are{
Di, Dj
}
=
{
D¯i, D¯j
}
= 0,
{
Di, D¯j
}
= −2δij i∂t. (3.4.11)
Note that, for later convenience, we intentionally use a different convention for the
superderivatives (3.4.9) as compared with the supercharges (3.4.5).
3.4.2 The existence of analytical subspace in N = 2 SQM
Like in supersymmetric field theory case, the N = 2 supersymmetric quantum-mechanical
superspace
{
t, θ, θ¯
}
is endowed with two invariant subspaces — chiral,
{tL, θ} , tL = t− iθθ¯, (3.4.12)
and antichiral, {
tR, θ¯
}
, tR = t+ iθθ¯. (3.4.13)
These two subspaces are invariant with respect to supersymmetry transformations (3.4.4):
tL → tL + 2iǫ¯ θ, θ → θ + ǫ,
tR → tR + 2iǫ θ¯, θ¯ → θ¯ + ǫ¯.
(3.4.14)
Practically this means that superfields which depend only on chiral (or antichiral) coor-
dinates have twice as less Grassmann coordinates and thus their component expansion in
Grassmann variables is shorter and contains smaller number of component fields. This
feature of N = 2 superspace is of primary importance in construction of supersymmetric
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quantum-mechanical systems. Consider, for instance, a superfield q (tL, θ) which depends
only on the coordinates of the chiral subspace. It satisfies a covariant constraint
D¯ q (tL, θ) =
(
∂
∂θ¯
− iθ ∂
∂t
)
q (tL, θ) = 0 (3.4.15)
which is due to D¯ tL = 0. Its component expansion
q (tL, θ) = z(t) + ψ(t)θ − z˙(t) iθθ¯ (3.4.16)
contains one complex variable z(t) and its superpartner – one complex Grassmann variable
ψ(t). This is indeed the minimum number of degrees of freedom one may have for such a
superfield.
The supertransformations (3.4.14) of the chiral superspace induce the supertrans-
formations of the chiral superfield q (tL, θ) and its components: q (tL, θ) → q (tL, θ) +
δq (tL, θ). Direct calculation yields:
z(t)→ z(t) + ψ(t)ǫ,
ψ(t)→ ψ(t) + 2i z˙(t)ǫ¯ (3.4.17)
Note that the field ψ transformation involves full time derivative.
3.4.3 Real superfield in N = 2 case
Along with the (anti)chiral superfields, real superfields are widely used in the N = 2
supersymmetric quantum mechanics. Let us list their properties. We will use a real
superfield below for the construction of an example of simple supersymmetric system.
The real superfield v(t, θ, θ¯) is defined by the reality condition,
v = v†. (3.4.18)
Its component expansion reads:
v(t, θ, θ¯) = x(t) + ψ¯(t)θ + θ¯ψ(t) +D(t) θθ¯, (3.4.19)
where ψ¯ = ψ∗ and the fields x(t) andD(t) are real. Under the supertransformations (3.4.4)
the component fields transform as
x→ x+ ψ¯ǫ+ ǫ¯ψ,
ψ → ψ − ix˙ ǫ,
ψ¯ → ψ¯ + ix˙ ǫ¯,
D → D − i
(
˙¯ψǫ+ ψ˙ǫ¯
) (3.4.20)
Note that the D-term transforms with full time derivative. It is this fact which allows
one to build a supersymmetric system to which we now proceed.
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3.4.4 One-dimensional N = 2 supersymmetric quantum mechanics
Let us illustrate the material above with an example of the simplest supersymmetric
quantum-mechanical system of one real bosonic variable x(t) and one complex Grassmann
variable ψ(t) [39]. To this end, we take the real superfield (3.4.19) and write the following
action for it:
S =
∫
dt dθ¯dθ
{
1
2
D¯v Dv + Λ(v)
}
(3.4.21)
which involves the covariant derivatives from Eq. (3.4.9) and an arbitrary real function
Λ(v). The rules of Grassmann integration were discussed in Section 2.9.1. The integration
over the Grassmann variables leaves only the D-term of the real superfield which stays
under the integral in Eq. (3.4.21). Consequently, the action (3.4.21) is automatically
supersymmetric. Indeed, under the supertransformations, the D-term transforms as a
full time derivative, see Eq. (3.4.20).
As one may guess, the first term in the action (3.4.21) describes the kinetic term of the
system, while the second term is the interaction term. The integration over the Grassmann
variables can be straightforwardly performed. Using the definition
∫
dθ¯dθ θθ¯ = 1, one
obtains
S =
∫
dt
{
1
2
x˙2 +
i
2
(
ψ¯ψ˙ − ˙¯ψψ
)
+
1
2
D2 −DW (x)−W ′(x) ψ¯ψ
}
, (3.4.22)
where we have introduced W (x) = Λ′(x), and the prime denotes the derivative with
respect to x. Only the last two terms come from the function Λ(v) in the action. We now
see that the variable D(t) does not have kinetic term and, thus, it is not dynamical. One
can integrate it out with its classical equations of motion,
D = W (x). (3.4.23)
Putting Eq. (3.4.23) back into the component action (3.4.22), one finally obtains the final
Lagrangian of the system:
L =
1
2
x˙2 − 1
2
W 2(x) +
i
2
(
ψ¯ψ˙ − ˙¯ψψ
)
−W ′(x) ψ¯ψ. (3.4.24)
This Lagrangian defines a traditional one-dimensional system with the usual kinetic term
1
2
x˙2 and the usual potential term 1
2
W 2(x). The coordinate x, however, is coupled to a
fermion ψ. Note that here one has one bosonic degree of freedom and two fermionic
degrees of freedom. Let us remark that the statement about the equality of the number
of bosons and fermions concerns the number of states in a multiplet, not the number of
fields in the system.
To understand better the nature of the fermionic degree of freedom, let us perform
the Legendre transform of the Lagrangian to the Hamiltonian and quantize the system.
The third term in the Lagrangian (3.4.24) involves only one time derivative on ψ and ψ¯
and will not enter the Hamiltonian. Nevertheless, it does provide the anticommutation
relations of ψ and ψ¯. Indeed, if one considers ψ as a coordinate, then ψ¯ would be the
corresponding momentum and vice versa. Thus, the canonical anticommutation relations
are {
ψ, ψ¯
}
= 1, (3.4.25)
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and the Hamiltonian reads:
Hcl =
1
2
p2 +
1
2
W 2(x) +W ′(x) ψ¯ψ, (3.4.26)
where p = x˙. This expression corresponds to the “classical” Hamiltonian, because the
term with ψ¯ψ has ordering ambiguity. The recipe to solve this issue is known [41]: one
must take the classical supercharges (which can be obtained with No¨ether theorem from
the Lagrangian (3.4.24)) and order the problematic terms with ψ¯ψ, if any, in certain way.
After that, one must apply the commutation relations (3.1.2) to obtain the “quantum”
Hamiltonian which is indeed enjoys supersymmetry algebra. In fact, the supercharges do
not have order ambiguity problem. Their expressions are as simple as
Q =
1√
2
(p+ iW )ψ, Q¯ =
1√
2
(p− iW ) ψ¯. (3.4.27)
The anticommutator of supercharges shows the difference between the classical and the
quantum Hamiltonian, namely, the quantum Hamiltonian is obtained from the classical
Hamiltonian (3.4.26) by the replacement
ψ¯ψ → 1
2
(
ψ¯ψ − ψψ¯
)
. (3.4.28)
One can realize the coordinate/momentum pair ψˆ, ˆ¯ψ as differential operators acting
on the space of functions f(ψ) of the argument ψ in the following way 2:
ψˆ = ψ, ˆ¯ψ =
∂
∂ψ
. (3.4.29)
Alternatively, these operators can be realized as matrices. Indeed, the space of functions
f(ψ) is two-dimensional: f(ψ) ≡ a + bψ. Let us introduce the basis functions
1 ≡
(
1
0
)
and ψ ≡
(
0
1
)
, (3.4.30)
so that
f(ψ) = a+ bψ ≡
(
a
b
)
. (3.4.31)
Thus, the operators (3.4.29) have the following matrix form:
ψˆ =
(
0 0
1 0
)
and ˆ¯ψ =
(
0 1
0 0
)
. (3.4.32)
Thereby,
ˆ¯ψψˆ − ψˆ ˆ¯ψ =
(
1 0
0 −1
)
= σ3, (3.4.33)
2We put “hats” on the operators for clearness.
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where σ3 denotes the third Pauli matrix. Combining Eqs. (3.4.26), (3.4.28) and (3.4.33),
one finally obtains the quantum Hamiltonian
H =
1
2
p2 +
1
2
W 2(x) +
1
2
W ′(x)σ3, (3.4.34)
which describes a particle with spin moving in one-dimensional space. This Hamiltonian
is supersymmetric with supercharges introduced above. As a simple exercise, one can
take W (x) = ωx which gives the system composed with non-interacting one-dimensional
oscillator and one spin degree of freedom.
The reader is referred to Ref. [40] for further details on this system, where the study
of energy spectrum and quantum states is performed and where the illustration of spon-
taneous breaking of supersymmetry is presented.
3.5 Harmonic superspace approach
Let us emphasize that the existence of (anti)chiral subspace in the superspace (3.4.1) which
leads to the reduction of the component expansion of any (anti)chiral superfield is inherent
only to theN = 2 case. The superspace (3.4.1) in theN ≥ 4 quantum mechanics does not
have this feature. One, however, may still use covariant constraints (e.g. reality condition
or equations involving superderivatives) to reduce number of components in superfields.
Still, this is sometimes not enough to reduce the number to the expected minimum.
Moreover, the constraints may be rather sophisticated. Some successful examples of
manipulation with superfields and their covariant constraints are described in Ref. [42].
It appeared that the case of N = 4 is special: it also admits a superspace which has
two invariant subspaces and allows one to reduce the number of Grassmann variables in
superfields by a factor of two. This is the so called harmonic superspace (HSS) approach
[5] invented by Galperin, Ivanov, Ogievetsky and Sokatchev. The key idea here is that
the standard superspace (3.4.1) should be supplemented with additional coordinates of
bosonic nature.
Let us limit ourselves to the case of N = 4 supersymmetric quantum mechanics.
The harmonic superspace can be seen as one of the superspaces on which the super-
symmetry group acts. The superspace (3.4.1) is one of possible choices. All the conceivable
spaces on which supersymmetry acts can be described as a factor
superspace =
supersymmetry group
one of its certain subgroups
. (3.5.1)
We remind that N = 4 supersymmetry algebra in quantum mechanics is invariant
under the SU(2) R-symmetry group (cf. Section 3.3). Till this moment, the latter was
factored out from the considerations. However, while searching for conceivable super-
spaces, the R-symmetry group space can be added to the superspace (3.4.1). It appears
that the superfields on the extended superspace which deliver minimal component field
content will be functions on a two-sphere S2 = SU(2)/U(1) – a factor of the R-symmetry
group with respect to one of its U(1) subgroups.
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3.5.1 Notations
The harmonic superspace (HSS) approach in quantum mechanics was developed in Ref. [6].
The convention in this manuscript follows the convention of Ref. [2] and differs from the
convention of Ref. [6] by the change of time direction t→ −t. With this, one reproduces
the correct sign in the kinetic term for the spinor field in Eq. (4.2.5).
From now and below, in N = 4 supersymmetry, we use a different notation for spinor
indices: the indices from the beginning of the Greek alphabet
α, β = 1, 2 (3.5.2)
are used instead of the indices i, j. For instance, the ordinary N = 4 superspace is{
t, θα, θ¯
β
}
, θ¯β = (θβ)
∗. (3.5.3)
For later references, let us repeat here the expression for the supercharges of Eq. (3.4.5):
Qα = −i ∂
∂θ¯α
+ θα
∂
∂t
, Q¯α = i
∂
∂θα
− θ¯α ∂
∂t
, (3.5.4)
and the superderivatives of Eq. (3.4.9):
Dα =
∂
∂θα
− iθ¯α ∂
∂t
, D¯α =
∂
∂θ¯α
− iθα ∂
∂t
. (3.5.5)
The supersymmetry algebra (3.1.2), (3.1.3) is{
Qα, Q¯
β
}
= 2δβαH{
Qα, Qβ
}
=
{
Q¯α, Q¯β
}
= 0,
(3.5.6)
3.5.2 Raising and lowering spinor indices
The SU(2) R-symmetry group admits the possibility of raising and lowering spinor indices
with the invariant antisymmetric Levi-Civita tensors εαβ and ε
αβ. By definition,
εαβ = −εβα, ε12 = 1,
εαβ = −εβα, ε12 = −1, (3.5.7)
so that, for example, one has for a spinor vα:
vα = εαβvβ, vα = εαβv
β. (3.5.8)
Due to the invariance of the Levi-Civita tensors with respect to the action of SU(2)
R-symmetry group, the equations involving them are also invariant.
Below, we will also introduce SU(2) Pauli-Gu¨rsey group [5] and dotted indices for it.
Analogously, one can introduce Levi-Civita tensors with dotted indices:
εα˙β˙ = −εβ˙α˙, ε1˙2˙ = 1,
εα˙β˙ = −εβ˙α˙, ε1˙2˙ = −1.
(3.5.9)
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3.5.3 Dealing with the sphere S2
Before discussing the harmonic superspace as a whole it is instructive to study the coor-
dinates on the SU(2)/U(1) space which is a two-sphere. One could choose, for example,
polar or stereographic coordinates on S2. However, it turns out much more convenient to
deal with the homogeneous coordinates on the SU(2) group space and constrain functions
on it to live on the S2 space.
To elaborate more on this point, introduce the homogeneous complex coordinates u±α ,
α = 1, 2 called harmonics on a three-sphere SU(2). They satisfy the defining relations
u+αu−α = 1, u
−
α = (u
+α)∗. (3.5.10)
(We are using raised indices in the above, see the previous subsection; for instance, u+α =
εαβu+β .) Note also an important identity
u+αu
−
β − u−αu+β = εαβ. (3.5.11)
We are interested in considering functions on the SU(2)/U(1) space. Consider func-
tions on a three-sphere which have definitive U(1) charge. For illustration, take a function
f+(u) of charge +1. In can be expanded into series in harmonics u±α :
f+(u) = fαu+α + f
αβγu+αu
+
β u
−
γ + . . . , (3.5.12)
where the constants fα, fαβγ, . . . can always be taken symmetric in their indices. Indeed,
using the relation (3.5.11), one can transform any product of harmonics to symmetric
combinations plus products of harmonics of smaller orders. For example,
u+αu
+
β u
−
γ =
1
3
(
u+αu
+
β u
−
γ + u
−
αu
+
β u
+
γ + u
+
αu
−
β u
+
γ
)
+
+
1
3
(
u+αu
+
β u
−
γ − u−αu+β u+γ
)
+
+
1
3
(
u+αu
+
β u
−
γ − u+αu−β u+γ
)
=
=
1
3
(
u+αu
+
β u
−
γ + u
−
αu
+
β u
+
γ + u
+
αu
−
β u
+
γ
)
+
1
3
εαγu
+
β +
1
3
εβγu
+
α . (3.5.13)
With respect to the action of R-symmetry group, the function f+(u) undergo ho-
mogeneous U(1) phase transformations (according to its overall charge) and thus is well
defined on a two-sphere SU(2)/U(1). The same is also true for any function of harmonics
with fixed U(1) charge.
In fact, the harmonics u±α are the fundamental spin 1/2 spherical harmonics familiar
from quantum mechanics. This is why they are called harmonic variables.
The harmonics can be used for projection of spinor indices onto harmonic space.
For instance, f+ = u+αf
α and f− = u−αf
α. The original spinor can be restored using
Eq. (3.5.11):
fα = u+αf− − u−αf+. (3.5.14)
3.5 Harmonic superspace approach 51
3.5.4 Differential operators on SU(2)R group
The differential operators
D++ = u+α
∂
∂u−α
, D−− = u−α
∂
∂u+α
, D0 = u+α
∂
∂u+α
− u−α
∂
∂u−α
(3.5.15)
are called harmonic derivatives. The operator D0 plays a role of the U(1) charge operator.
One has for a function f+q(u) of definite U(1) charge +q:
D0f+q(u) = q f+q(u). (3.5.16)
The coordinates u+α have charge 1, while the coordinates u
−
α have charge -1.
3.5.5 N = 4 harmonic superspace
The N = 4 harmonic superspace formalism in quantum mechanics was developed in
Ref. [6]. In this formalism, the superfields depend on time t and on harmonics u±α which
parametrize the R-symmetry group SU(2) of the N = 4 superalgebra, and on Grassmann
variables θα, θ¯
β . The superspace is{
t, θα, θ¯
β , u±γ
}
, θ¯β = (θβ)
∗. (3.5.17)
This is the so called standard basis in harmonic superspace.
Usually, instead of spinors θα and θ¯
β it is preferable to use the following harmonic
projections:
θ± = u±α θ
α, θ¯± = u±α θ¯
α. (3.5.18)
One can also define harmonic projections of superderivatives, D± = u±αD
α, D¯± = u±α D¯
α.
One can check that
D+ =
∂
∂θ−
− iθ¯+ ∂
∂t
, D− = − ∂
∂θ+
− iθ¯− ∂
∂t
, (3.5.19)
D¯+ = − ∂
∂θ¯−
− iθ+ ∂
∂t
, D¯− =
∂
∂θ¯+
− iθ− ∂
∂t
, (3.5.20)
in the standard basis (3.5.17).
3.5.6 Analytical basis in harmonic superspace
The most striking feature of harmonic superspace is the presence of an analytic subspace{
tA, θ
+, θ¯+, u±α
}
(3.5.21)
in it (an analog of N = 2 chiral superspace) involving the “analytic time”
tA = t+ i(θ
+θ¯− + θ−θ¯+) (3.5.22)
and containing twice as less fermionic coordinates.
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Let us elaborate more on this point. It is convenient to go over to the analytic basis
in harmonic superspace, {
tA, θ
±, θ¯±, u±α
}
. (3.5.23)
In this basis, the covariant spinor derivatives D+, D¯+ are as simple as
D+ =
∂
∂θ−
, D¯+ = − ∂
∂θ¯−
. (3.5.24)
It is this fact which allows one to translate superfield constraints D+f = D¯+f for some
superfield f to be independent of θ− and θ¯−: f = f(tA, θ
+, θ¯+, u±α ).
One can check directly that the subspace (3.5.21) is invariant with respect to N = 4
supersymmetry transformations. Indeed, using Eq. (3.4.4), one obtains
tA → tA + 2i
(
ǫ−θ¯+ − ǫ¯−θ+
)
,
θ± → θ± + ǫ±,
θ¯± → θ¯± + ǫ¯±,
u±α → u±α ,
(3.5.25)
where
ǫ¯α = (ǫα)
∗, ǫ± = u±α ǫ
α, ǫ¯± = u±α ǫ¯
α. (3.5.26)
Finally, let us also write the form of harmonic derivativesD++ andD−− from Eq. (3.5.15)
in the analytic basis:
D++ = u+α
∂
∂u−α
+ θ+
∂
∂θ−
+ θ¯+
∂
∂θ¯−
+ 2iθ+θ¯+
∂
∂tA
, (3.5.27)
D−− = u−α
∂
∂u+α
+ θ−
∂
∂θ+
+ θ¯−
∂
∂θ¯+
+ 2iθ−θ¯−
∂
∂tA
. (3.5.28)
Note that in the subspace (3.5.21) the second and the third terms vanish.
3.5.7 Involution symmetry
The superspace (3.5.17) admits an involution symmetry which commutes with supersym-
metry transformations [6, 5]. We denote the involution with a sign ,˜ e.g. its action is
f → f˜ for an arbitrary superfield f(tA, θ±, θ¯±, u±α ).
By definition, the involution transformation acts just as the ordinary complex conju-
gation except its action on the harmonics u±α for which it is
u˜±α = u
±α, u˜±α = −u±α . (3.5.29)
This gives
t˜A = tA, θ˜± = θ¯
±,
˜¯
θ± = −θ±. (3.5.30)
The action of the involution transformation on harmonics can be seen as a composition
of complex conjugation and point inversion on the sphere S2. In general, the involution
symmetry is very similar to the operation of complex conjugation, but is does not change
U(1) charges of superfields. It allows one to put additional constraints on superfields (e.g.
reality condition) and is used in construction of supersymmetric Lagrangians.
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3.5.8 Supermultiplets of different dimensions
Let us now discuss possible minimal supermultiplets 3 which are commonly involved in
the superfield description. All such N = 4 supermultiplets are usually referred to with
three numbers, (b, f , a), where
• b is the number of physical bosonic degrees of freedom;
• f is the number of physical fermionic degrees of freedom;
• a is the number of auxiliary nondynamical bosonic degrees of freedom, which are
integrated out of final Lagrangians.
The widely used supermultiplets are (4, 4, 0) and (3, 4, 1) [43, 6, 42, 15] which usually
describe four- and three-dimensional dynamics respectively. We discuss them in detail
below. Also, the common way of obtaining N = 8 supersymmetry or higher dimensional
theories with N = 4 supersymmetry is to take several superfields of such types.
Other supermultiplets include (2, 4, 2) and (1, 4, 3) [44, 45] which are usually used
to build systems of many particles in two and one dimensions. These multiplets are not
discussed in this manuscript.
In general, the number of physical fermions in all such multiplets is four, while the
sum of physical and auxiliary bosonic degrees of freedom is also four. It is even possible
to introduce the (0, 4, 4) supermultiplet [6].
3.5.9 Supermultiplet (4, 4, 0)
The derivative operators D+, D¯+, D++ (anti)commute with each other and with super-
charges. Because of this, it is possible to consider a superfield q+ with U(1) charge +1
satisfying
D+q+ = 0, D¯+q+ = 0, D++q+ = 0. (3.5.31)
In the analytic superspace coordinates, the first and the second equations mean that q+
depend only on θ+ and θ¯+, but not on θ− and θ¯−, see Eq. (3.5.24). In this way, the first
and the second equations form the so-called superfield analyticity conditions.
When expanding the superfield q+(tA, θ
+, θ¯+, u±α ) over spinor coordinates and the
harmonics, one obtains an infinite set of physical fields. However, imposing also the
condition D++q+ = 0 drastically reduces the number of such fields, making it finite. In
the analytic basis (3.5.23), the solution of the constraints (3.5.31) reads
q+ = xα(tA)u
+
α − 2θ+χ(tA)− 2θ¯+χ¯′(tA)− 2iθ+θ¯+∂Axα(tA)u−α (3.5.32)
with
∂A ≡ ∂
∂tA
(3.5.33)
3 In Section 3.2, we discussed supermultiplets of quantum states (characterized by their wave functions),
whereas here by a supermultiplet we mean a superfield with certain “minimal” superfield content. In
particular, the statement about the equality of the number of bosons and fermions (Section 3.2.4) is not
applicable to the number of physical bosonic and fermionic fields in a system. This property was already
observed in the example of the simplest quantum mechanics, see Section 3.4.4.
Let us also remark that the above property is specific only to quantum mechanics.
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and the factors −2 introduced for convenience. Thus, the (4, 4, 0) superfield q+ involves
two complex bosonic coordinates xα and two complex fermions – χ, χ¯′.
The constraints D+q+ = D¯+q+ = 0 are akin to the discussed previously chirality
constraints in N = 1 four-dimensional supersymmetric field theories. Such constraints
appear naturally in the HSS formalism and are common also in four-dimensional field
theories. A possibility to impose the extra constraint D++q+ = 0 is specific for quantum
mechanics only, where it has a pure kinematic nature. In N = 2 supersymmetric field
theories, the relationD++q+ = 0 is not a kinematic constraint, it is the equation of motion
for the free hypermultiplet derived from the action S =
∫
d4x du d4θ+ q˜+D++q+ [5].
The constraints (3.5.31) admit an involution symmetry q+ → q˜+ which commutes
with supersymmetry transformations [6, 5]:
q˜+ = [xα(tA)]
∗ u+α − 2θ+χ¯′∗(tA) + 2θ¯+χ∗(tA)− 2iθ+θ¯+∂A [xα(tA)]∗ u−α . (3.5.34)
It is straightforward to see that the field q˜+ satisfies the same constraints (3.5.31) as the
field q+.
As we will use the (4, 4, 0) supermultiplet to construct supersymmetric quantum-
mechanical system with four space dimensions, it will be more convenient for us to use
the q+ supermultiplet in different form. Namely, let us introduce the supermultiplet
q+α˙ =
{
q+, q˜+
}
, α˙ = 1, 2. (3.5.35)
The involution symmetry can used to impose the pseudoreality condition on the field
q+α˙,
q+α˙ = εα˙β˙
(˜
q+β˙
)
, (3.5.36)
which is in fact equivalent to Eq. (3.5.35). In components,
q+α˙ = xαα˙(tA)u
+
α − 2θ+χα˙(tA)− 2θ¯+χ¯α˙(tA)− 2iθ+θ¯+∂Axαα˙(tA)u−α . (3.5.37)
The constraint (3.5.36) implies
xαα˙ = − (xαα˙)∗ , χ¯α˙ = (χα˙)∗ . (3.5.38)
The form of the supermultiplet q+α˙ suggests that one can associate the SU(2) group
related to the dotted index α˙. This Pauli-Gu¨rsey group [5] is also realized on the q+
supermultiplet, but not manifestly.
Consequently, the quantum-mechanical system which will be discussed in the next
chapter, inherits the SO(4) = SU(2)R × SU(2)PG group composed from the R-symmetry
group and the Pauli-Gu¨rsey group. In general, this rotational SO(4) group is completely
broken by the presence of a four-dimensional gauge field, see next chapter.
3.5.10 Supermultiplet (3, 4, 1)
Instead of the coordinate superfield q+α˙ one can deal with the analytic superfield L++ of
charge +2 which encompass the supermultiplet (3, 4, 1) and is subjected to the constraints
D+L++ = D¯+L++ = 0,
D++L++ = 0, (˜L++) = −L++,
(3.5.39)
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They restrict the analytic superfield L++ to have the appropriate off-shell component
field content, namely (3, 4, 1):
L++ = ℓαβu+αu
+
β + 2iθ
+χαu+α + 2iθ¯
+χ¯αu+α + θ
+θ¯+[F − 2iℓ˙αβu+αu−β ] (3.5.40)
with
(ℓαβ)
∗ = −ℓαβ , (χα)∗ = χ¯α. (3.5.41)
The multiplet L++ involves the 3-dimensional target space coordinates ℓαβ = ℓβα, their
fermionic partners χα, χ¯α and a real auxiliary field F .
3.5.11 Harmonic integrals
The invariant actions involve the harmonic integral
∫
du. To find such integral of any
function f(u±α ), one should expand f in the harmonic Taylor series and, for each term, do
the integrals using the rules∫
du 1 = 1,
∫
du u+{α1 . . . u
+
αk
u−αk+1 . . . u
−
αk+ℓ}
= 0 , (3.5.42)
where the integrand in the right equation is symmetrized over all indices. The values of
the integrals of all other harmonic monoms (for example,
∫
du u+αu
−
β =
1
2
εαβ) follow from
(3.5.42) and the definitions (3.5.10), (3.5.11).
3.5.12 Notations in four-dimensional mechanics
We keep the notation of the previous chapter for the four-dimensional Euclidean space
vector indices,
µ, ν = 0, 1, 2, 3. (3.5.43)
The Euclidean four-dimensional sigma-matrices, however, are different; we use the follow-
ing SO(4) notation (compare with Eq. (2.1.6)):
(σµ)αα˙ = {i, ~σ}αα˙ ,
(
σ†µ
)α˙α
= {−i, ~σ}α˙α , (3.5.44)
where ~σ are ordinary Pauli matrices. (These are more or less the conventions of [33]
rotated to Euclidean space.) The matrix σ†µ is obtained from the matrix σµ by the
operation of raising of indices: (
σ†µ
)α˙α
= −εα˙γ˙εαγ(σµ)γγ˙ . (3.5.45)
The matrices σµ, σ
†
µ satisfy the identities
σµσ
†
ν + σνσ
†
µ = σ
†
µσν + σ
†
νσµ = 2δµν ,
σ†µσν − σ†νσµ = 2i ηaµνσa,
σµσ
†
ν − σνσ†µ = 2i η¯aµνσa,
(3.5.46)
where ηaµν , η¯
a
µν are the ’t Hooft symbols,
ηaij = η¯
a
ij = εaij , η
a
i0 = −ηa0i = η¯a0i = −η¯ai0 = δai (3.5.47)
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(σa – Pauli matrices, indices a, i, j run from 1 to 3). They are self-dual and anti-self-dual
respectively,
ηaµν =
1
2
εµνρλη
a
ρλ, η¯
a
µν = −
1
2
εµνρλη¯
a
ρλ, (3.5.48)
with the convention
ε0123 = −1. (3.5.49)
Another useful identity is
σ2σ
T
µσ2 = −σ†µ. (3.5.50)
The (4, 4, 0) supermultiplet (3.5.37) involves the bosonic field xαα˙(t). In fact, such
bosonic field is equivalent to a real four-vector in the Euclidean space. Let us describe the
transformation between the spinor notation vαα˙ and the corresponding vector notation vµ
for an arbitrary field v:
vαα˙ = vµ(σµ)αα˙,
vµ =
1
2
vαα˙(σ
†
µ)
α˙α = −1
2
vαα˙(σµ)αα˙,
vαα˙ = εαβεα˙β˙vββ˙ = −vµ(σ†µ)α˙α.
(3.5.51)
Particularly, it is straightforward to check that for the field xαα˙ with the constraint (3.5.38)
the corresponding vector field xµ is real.
3.5.13 Relations for the η symbols
Here we give a list of relations for the ’t Hooft symbols ηaµν and η¯
a
µν , defined by Eqs. (3.5.46),
(3.5.47):
ηaµν = −ηaνµ,
ηaµνη
a
µλ = 3δνλ,
ηaµνη
b
µν = 4δ
ab,
ηaµνη
a
γλ = δµγδνλ − δµλδνγ + εµνγλ,
εµνλση
a
γσ = δγµη
a
νλ − δγνηaµλ + δγληaµν ,
ηaµνη
b
µλ = δ
abδνλ + ε
abcηcνλ,
εabcηbµνη
c
γλ = δµγη
a
νλ − δµληaνγ − δνγηaµλ + δνληaµγ ,
ηaµν η¯
b
µν = 0,
ηaγµη¯
b
γλ = η
a
γλη¯
b
γµ.
(3.5.52)
To pass from the relations for ηaµν , to those for η¯
a
µν it is necessary to make the substi-
tution
ηaµν → η¯aµν , εµνγδ → −εµνγδ. (3.5.53)
Ch
ap
te
r4 New supersymmetricmodels of quantummechanics
This is the central chapter of the manuscript describing certain new
SQM models discussed and studied in the papers [2, 3, 4]. The explicit
form of the corresponding superfield and component actions, as well
as of the quantum Hamiltonians and supercharges is given. The brief
summary of the results is the following.
It is shown that the Hamiltonian H = /D2, where /D is flat four-
dimensional Dirac operator in an external self-dual gauge background,
Abelian or non-Abelian, is supersymmetric with N = 4 supersymmetry.
A generalization of this Hamiltonian to the motion on a curved confor-
mally flat four-dimensional manifold exists. For an Abelian self-dual
background, the corresponding Lagrangian can be derived from certain
harmonic superspace expressions.
If the Hamiltonian involves a non-Abelian self-dual gauge field, one can
construct the Lagrangian formulation by introducing auxiliary bosonic
variables with Wess-Zumino type action. For a special class of such
Lagrangians when the gauge group is SU(2) and the gauge field is ex-
pressed in the ‘t Hooft ansatz form, it is possible to give a superfield
description using the harmonic superspace formalism. As a new ex-
plicit example, the N = 4 mechanics with Yang monopole in R5 (which
coincides with an instanton on S4) is considered.
Independently, a similar system with N = 4 supersymmetry in three
dimensions also admits the superfield description. Although the three-
dimensional system involves different superfields as compared with the
four-dimensional case, its component Lagrangian and Hamiltonian ap-
pear to be the three-dimensional reduction of the mentioned four-
dimensional system. The off-shell N = 4 supersymmetry requires the
gauge field to be a static form of the ’t Hooft ansatz for the four-
dimensional self-dual SU(2) gauge fields, that is a particular solution
of Bogomolny equations for BPS monopoles.
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4.1 Fermions in four-dimensional self-dual background
4.1.1 Matrix description
Consider the Dirac operator in flat four-dimensional Euclidean space
/D = ∑
µ=0,1,2,3
Dµγµ , (4.1.1)
where Dµ = ∂µ − iAµ with Aµ being a gauge field and γµ are Euclidean anti-Hermitian
gamma–matrices,
γµ =
(
0 −σ†µ
σµ 0
)
, {γµ, γν} = −2δµν . (4.1.2)
The matrices σµ and σ
†
µ were introduced in Eq. (3.5.44). The Hamiltonians we are going
to construct enjoy SO(4) = SU(2)×SU(2) covariance such that the undotted spinor index
refers to the first SU(2) factor, while the dotted one to the second.
Consider the operator
H =
1
2
/D2 = −1
2
D2 − i
4
Fµνγµγν , (4.1.3)
where Fµν = ∂µAν − ∂νAµ − i [Aµ,Aν ] is the gauge field strength. It is well known that
nonzero eigenvalues of the Euclidean Dirac operator come in pairs (−λ, λ) and hence the
spectrum of the Hamiltonian H is double-degenerate for all excited states. This means
that, for any external field Aµ, this Hamiltonian is supersymmetric [9] admitting two
different anticommuting real supercharges: /D and i/Dγ5 (γ5 = γ0γ1γ2γ3). Suppose now
that the background field is self-dual,
Fµν = 1
2
εµνρδFρδ ←→ Fµν = ηaµνBa , (4.1.4)
where ηaµν are the ’t Hooft symbols defined in Eq. (3.5.46). One can be easily convinced
that in this case the Hamiltonian admits four different Hermitian square roots SA that
satisfy the extended supersymmetry algebra (3.1.8); we repeat these relations here:
{SA, SB} = 4δABH. (4.1.5)
One of the choices is
S1 = /D = γ0D0 + γ1D1 + γ2D2 + γ3D3,
S2 = γ0D3 + γ1D2 − γ2D1 − γ3D0,
S3 = γ0D2 − γ1D3 − γ2D0 + γ3D1,
S4 = γ0D1 − γ1D0 + γ2D3 − γ3D2.
(4.1.6)
Introducing the complex supercharges
Q1 = (S1 − iS2)/2, Q2 = (S3 − iS4)/2,
Q¯1 = (S1 + iS2)/2, Q¯
2 = (S3 + iS4)/2,
(4.1.7)
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we obtain the standard N = 4 supersymmetry algebra (3.5.6). Correspondingly, the
excited spectrum of H is four-fold degenerate, while the spectrum of /D consists of the
quartets involving two degenerate positive and two degenerate negative eigenvalues. Note
that, in contrast to /D, the operator /Dγ5 is not expressed into a linear combination of SA.
In other words, the N = 2 supersymmetry algebra with the operators /D(1± γ5) is not a
subalgebra of the N = 4 algebra (3.5.6).
The algebra (4.1.5) with supercharges (4.1.6) holds for any self-dual field, irrespec-
tively of whether it is Abelian or non-Abelian. Thus, the additional 2-fold degeneracy
of the spectrum of the Dirac operator mentioned above should be there for a generic
self-dual field. One particular example of a non-Abelian self-dual field is the instanton
solution, where this degeneracy was observed back in [10] (see Eqs. (4.15) there). The gen-
eralization of the Dirac operator and (anti)self-duality conditions to higher-dimensional
manifolds was considered in Ref. [14].
4.1.2 Covariant description
To make contact with the Lagrangian (and, especially, superfield) description, it is conve-
nient to introduce holomorphic fermion variables ψα˙ and ψ¯
α˙, which satisfy the standard
anticommutation relations
{ψα˙, ψβ˙} = {ψ¯α˙, ψ¯β˙} = 0, {ψ¯α˙, ψβ˙} = δα˙β˙ (4.1.8)
and are realized as matrices in the following way:
ψ1˙ =
−γ0 + iγ3
2
, ψ¯1˙ =
γ0 + iγ3
2
,
ψ2˙ =
γ2 + iγ1
2
, ψ¯2˙ =
−γ2 + iγ1
2
. (4.1.9)
Then two complex supercharges (4.1.7) are expressed in a very simple way, namely
Qα =
(
σµψ¯
)
α
(pˆµ −Aµ) ,
Q¯α =
(
ψσ†µ
)α
(pˆµ −Aµ) ,
(4.1.10)
with pˆµ = −i∂µ. The Hamiltonian (4.1.3) is expressed in these terms as
H =
1
2
(pˆµ −Aµ)2 + i
4
Fµν ψσ†µσνψ¯ . (4.1.11)
It is clear now why the spinor indices in Eqs. (3.5.6) are undotted, while in Eq. (4.1.9)
they are dotted: the supercharges are rotated by the first SU(2) and the variables ψα˙
by the second 1. A careful distinction between two different SU(2) factors allows one
to understand better the reason why the supercharges (4.1.10) satisfy the simple alge-
bra (3.5.6) in a self-dual background. The self-dual field density F carries in the spinor
1Note that complex conjugation leaves the spinors in the same representation, the symmetry group
here is SO(4) rather than SO(1, 3).
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notation only dotted indices. Therefore any expression involving F , ψ, ψ¯ is a scalar with
respect to undotted SU(2). The only such scalar that can appear in the right hand side of
the anticommutators of the supercharges {Qα, Q¯β} is the structure which is proportional
to δβα, i.e. the Hamiltonian. No other operator is allowed.
In the Abelian case, the supercharges (4.1.10) and the Hamiltonian (4.1.11) are scalar
operators not carrying matrix indices anymore. This allows one to derive the Lagrangian,
L =
1
2
x˙µx˙µ +Aµ(x)x˙µ + iψ¯α˙ψ˙α˙ − i
4
Fµν ψσ†µσνψ¯ . (4.1.12)
In the non-Abelian case, the expressions (4.1.10) and (4.1.11) still keep their color
matrix structure, and one cannot derive the Lagrangian in a so straightforward way. One
of the ways to handle the matrix structure is to introduce a set of color fermion variables
(say, in the fundamental representation of the group) and impose the extra constraint
considering only the sector with unit fermion charge [9]. An alternative non-Abelian
construction of the Lagrangian is presented in Section 4.3. In this section, we limit
ourselves only to Lagrangians for Abelian fields.
4.1.3 The generalization to conformally flat metric
As will be demonstrated explicitly in Section 4.2, the component Lagrangian (4.1.12) fol-
lows from the superfield action written earlier by Ivanov and Lechtenfeld in the framework
of harmonic superspace approach [6]. We will see that one can naturally derive in this
way a σ-model type generalization of the Lagrangian (4.1.12) describing the motion over
the manifold with nontrivial conformally flat metric ds2 = {f(x)}−2 dxµdxµ. It is written
as follows:
L =
1
2
f−2 x˙µx˙µ + iψ¯
α˙ψ˙α˙ +
1
4
{
3 (∂µf)
2 − f∂2f
}
ψ4 +
i
2
f−1∂µf x˙ν ψσ
†
[µσν]ψ¯
+Aµ(x)x˙µ − i
4
f 2Fµν ψσ†µσνψ¯, (4.1.13)
The corresponding quantum No¨ether supercharges and the Hamiltonian are (see also
Section 4.2.3 for details)
Qα = f
(
σµψ¯
)
α
(pˆµ −Aµ)− ψγ˙ψ¯γ˙
(
σµψ¯
)
α
i∂µf,
Q¯α =
(
ψσ†µ
)α
(pˆµ −Aµ) f + i∂µf
(
ψσ†µ
)α · ψγ˙ψ¯γ˙, (4.1.14)
H =
1
2
f (pˆµ −Aµ)2 f + i
4
f 2Fµν ψσ†µσνψ¯
− 1
2
fi∂µf (pˆν −Aν)ψσ†[µσν]ψ¯ + f∂2f
{
ψγ˙ψ¯
γ˙ − 1
2
(
ψγ˙ψ¯
γ˙
)2}
. (4.1.15)
On the other hand, one can explicitly calculate the anticommutators of the supercharges
(4.1.14) for any self-dual 2 field Aµ(x), Abelian or non-Abelian, and verify that the algebra
2Anti-self-duality conditions are obtained when one interchanges σµ and σ
†
µ in all the formulas. This
is equivalent to the interchange of two spinor representations of SO(4).
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(3.5.6) holds. While doing this, the use of the following Fierz identity(
ψ¯σ†µ
)β(
σνψ
)
α
−
(
σµψ¯
)
α
(
ψσ†ν
)β
= δβα ψ¯σ
†
µσνψ , (4.1.16)
which can be proven using (3.5.50), is convenient.
Note that, with a nontrivial factor f(x), the Dirac operator /D in a conformally flat
background can be expressed as a linear combination of Qα and Q¯
α only if one also adds
a certain torsion proportional to the derivatives of f(x) [46]. The Hamiltonian (4.1.15)
would also coincide with /D2/2 in this case. In fact, generalization of the system with the
Hamiltonian (4.1.11) to the conformally flat case, which preserves N = 4 supersymme-
try, as in Eq. (4.1.15) always involves the torsion field. The Hamiltonian (4.1.11) also
admits another type of N = 4 extension to a curved space endowed with Hyper-Ka¨hler
metric and without a torsion [14]. In its most generality, the Hamiltonian involves weak
HKT geometry – the generalization of Hyper-Ka¨hler metric obtained by introduction of
conformal factor and torsion [46].
The model (4.1.13), (4.1.14), (4.1.15) is a close relative to the model constructed in
Ref. [12] (see Eqs. (30) and (31) there), which describes the motion on a three-dimensional
conformally flat manifold in external magnetic field and a scalar potential. In fact, the
latter model can be obtained from the former, if assuming that the metric and the vector
potential Aµ ≡ (Φ, ~A) depend only on three spatial coordinates xi. If assuming further
that the metric is flat, one is led to the Hamiltonian [11]
H =
1
2
(
~ˆp− ~A
)2
+
1
2
U2 + ~∇U ψ~σψ¯, (4.1.17)
which is supersymmetric under the condition Fij = εijk∂kU (the 3-dimensional reduction
of the four-dimensional self-duality condition). It was noticed in Ref. [12] that the effective
Hamiltonian of a chiral supersymmetric electrodynamics in finite spatial volume belongs
to this class with U ∝ 1/| ~A|. The vector potential ~A( ~A) describes in this case a Dirac
magnetic monopole such that the Berry phase appears. The three dynamical variables ~A
(do not confuse with curly ~A !) have in this case the meaning of the zero Fourier harmonic
of the vector potential in the original field theory. In the leading order, the metric is flat.
When higher loop corrections are included, a (conformally flat !) metric on the moduli
space { ~A} appears.
Performing the Hamiltonian reduction of Eq. (4.1.15) with non-Abelian Aµ, a non-
Abelian generalization of Eq. (4.1.17) can easily be derived. It keeps the gauge structure
of Eq. (4.1.17) with matrix-valued ~A and U satisfying the condition Fij = εijkDkU . Note
that such Hamiltonian does not coincide with the non-Abelian 3-dimensional Hamiltonian
derived in Ref. [21].
4.1.4 Example of constant gauge field
As an illustration, consider the system described by the Hamiltonian (4.1.11) in a con-
stant self-dual Abelian background. The constant self-dual field strength Fµν = ηaµνBa is
parametrized by three independent components. Let us direct Ba along the third axis,
Ba = (0, 0, B), and choose the gauge
A0 = Bx3, A2 = Bx1, A1 = A3 = 0. (4.1.18)
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The Hamiltonian (4.1.11) acquires the form
H =
{
1
2
(pˆ0 − Bx3)2 + 1
2
pˆ23 +B
(
χ1χ¯
1 − 1
2
)}
+
{
1
2
(pˆ2 − Bx1)2 + 1
2
pˆ21 +B
(
χ2χ¯
2 − 1
2
)}
. (4.1.19)
For convenience, we have introduced notations χ1 = ψ¯
1˙, χ¯1 = ψ1˙, χ2 = ψ2˙, χ¯
2 = ψ¯2˙. The
Hamiltonian is thus reduced to the sum H1 +H2 of two independent (acting in different
Hilbert spaces) supersymmetric Hamiltonians, each describing the 2-dimensional motion
of an electron in homogeneous orthogonal to the plane magnetic field ~B. The bosonic
sector of each such Hamiltonian corresponds to the spin projection ~s ~B/| ~B| = −1/2, and
the fermionic sector to the spin projection ~s ~B/| ~B| = 1/2. This is the first and the
simplest supersymmetric quantum problem ever considered [47]. The energy levels for
each Hamiltonian are εi = B
(
ni +
1
2
+ si
)
, ni ≥ 0 – integers, si = ±12 . Each level of Hi is
doubly degenerate. Besides, there is an infinite degeneracy associated with the positions
of the center of the orbit along the axes 1 and 3 that are proportional to the integrals of
motion p2 and p0. The full spectrum
E = B (n1 + n2 + 1 + s1 + s2) (4.1.20)
is thus 4-fold degenerate at each level (except for the singlet state with E = 0) for given
p0, p2.
It might be instructive to explicitly associate this degeneracy with the action of su-
percharges (4.1.10). Let us assume for definiteness B > 0. One can represent Qα as
Q1 =
√
2B
(
bχ1 + a
†χ¯2
)
, Q2 =
√
2B
(
aχ1 − b†χ¯2
)
, (4.1.21)
where a†, b† and a, b are the creation and annihilation operators,
a =
1√
2B
(pˆ1 − iBx1 + ip2) , b = 1√
2B
(pˆ3 − iBx3 + ip0) , (4.1.22)
[
a, a†
]
= 1,
[
b, b†
]
= 1. (4.1.23)
In these notations, the Hamiltonian (4.1.19) takes a very simple form
H = B
{
a†a + b†b+ χ1χ¯
1 + χ2χ¯
2
}
. (4.1.24)
Obviously, the energy levels of the Hamiltonian (4.1.19) are defined by two integrals
of motion p2,0, two oscillator excitation numbers n1,2 and two spins s1,2, as in Eq. (4.1.20).
For each p2, p0, there is a unique ground zero energy state |0〉 annihilated by all super-
charges. A quartet of excited states can be represented as
|n1, n2〉 , Q†1 |n1, n2〉 , Q†2 |n1, n2〉 , Q†1Q†2 |n1, n2〉 , (4.1.25)
where the state
|n1, n2〉 ≡ χ1 ·
(
a†
)n1 (
b†
)n2 |0〉
of energy E = B(n1 + n2 + 1) is annihilated by both Q1 and Q2.
For each p2, p0, there are N such quartets at the energy level E = BN .
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4.2 Harmonic superspace description in the Abelian case
In this section, we derive the Hamiltonian (4.1.15) from the harmonic superspace ap-
proach. The introduction to the harmonic superspace and its salient features and def-
initions in application to quantum mechanical problems were already discussed in the
previous chapter. The relevant superfield action was written in [6]. Let us show here that
the corresponding component Lagrangian coincides with (4.1.13). The corresponding su-
percharges (4.1.14) and the Hamiltonian (4.1.15) involve an Abelian self-dual gauge field
Aµ(x). The non-Abelian field case is discussed later in this chapter.
4.2.1 Superfield content
Let us introduce a doublet of superfields q+α˙ with charge +1 (D0q+α˙ = q+α˙) satisfying the
constraints (3.5.31), (3.5.36). The index α˙ is the fundamental representation index of an
additional external (Pauli-Gu¨rsey) group SU(2). The solution for these constraints in the
analytical basis was written in Eqs. (3.5.37), (3.5.38). It can be presented in the central
basis (3.5.17) as q+α˙ = u+α q
αα˙, where qαα˙ does not depend on u±α (the latter follows from
the constraint D++q+α˙ = 0 and the definition D++ = u+α
∂
∂u−α
). It is convenient to go over
to the four-dimensional vector notation (3.5.51), introducing
qµ = −1
2
(σµ)αα˙ q
αα˙, q+α˙ = −qµ
(
σ†µ
)α˙α
u+α . (4.2.1)
Now, qµ is a vector with respect to the group SO(4) = SUR(2) × SUPG(2), with the
first factor representing the N = 4 R-symmetry group and the second one being the
Pauli-Gu¨rsey global SU(2) group which rotates the dotted “flavor” indices.
The pseudoreality condition (3.5.36) implies that the superfield qµ is real. The latter
is expressed in components as follows:
qµ = xµ + θσµχ+ θ¯σµχ¯− i
2
x˙ν θ¯σ[µσ
†
ν]θ +
i
2
θ¯σµχ˙ θ
2 − i
2
θσµ ˙¯χ θ¯
2 − 1
4
x¨µ θ
4 , (4.2.2)
where θ2 ≡ θαθα, θ¯2 ≡ θ¯αθ¯α, θ4 ≡ θ2θ¯2. Moreover, the first equality in Eq. (3.5.38) implies
that
xµ = −1
2
xαα˙(σµ)αα˙ (4.2.3)
is also real, and we are left with four dynamic bosonic variables.
4.2.2 Superfield action
The classical N = 2 supersymmetric action for the superfield qµ can now be written. It
consists of two parts, S = Skin + Sint. The kinetic part,
Skin =
∫
dt d4θduR′kin(q
+α˙, q−β˙, u±γ ) =
∫
dt d4θ Rkin(qµ), (4.2.4)
depends on an arbitrary function Rkin(qµ). Note that one can forget the harmonic super-
space coordinates here and work in an ordinary superspace. In other words, the kinetic
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term Skin does not require the additional coordinates u
±
α of the harmonic superspace.
Plugging (4.2.2) into (4.2.4) and adding/subtracting proper total derivatives, one obtains
Skin =
∫
dt
{
1
2
g(x) x˙µx˙µ +
i
2
g(x)
(
χ¯α˙χ˙α˙ − ˙¯χα˙χα˙
)
+
1
8
∂2g(x)χ4 − i
4
∂µg(x) x˙ν χσ
†
[µσν]χ¯
}
, (4.2.5)
where g(x) = 1
2
∂2xRkin(x) and χ
4 = χα˙χα˙ χ¯
β˙χ¯β˙.
To couple xµ to an external gauge field, one should add the interaction term Sint that
represents an integral over analytic superspace in the harmonic superspace,
Sint =
∫
dt du dθ¯+dθ+R++int
(
q+α˙(tA, θ
+, θ¯+), u±γ
)
. (4.2.6)
We choose R++int (it carries the charge +2, D
0R++int = 2R
++
int ) satisfying the condition
R˜++int = −R++int (the involution operation X˜ was defined in Section 3.5.7) such that the
action (4.2.6) is real. In contrast to the kinetic term, the interaction term involves the
dependence on harmonics u±γ and thus cannot be written in terms of superfields of ordinary
superspace (3.5.3).
To do the integral over θ+ and θ¯+, we substitute Eq. (3.5.37) into (4.2.6) and expand
the latter in Taylor series over θ+, θ¯+, keeping only terms ∼ θ+θ¯+:
R++int (q
+α˙, u±γ ) = ∂+α˙R
++
int ·
(
−2iθ+θ¯+u−α x˙αα˙
)
+ 2∂+α˙∂+β˙R
++
int · θ+θ¯+
(
χα˙χ¯β˙ + χβ˙χ¯α˙
)
+ . . . (4.2.7)
(ellipsis denote terms not proportional to θ+θ¯+) with
∂+α˙R
++
int (x, u) ≡
∂R++int (x
+γ˙ , u±γ )
∂x+α˙
(4.2.8)
and similarly for ∂+α˙∂+β˙R
++
int . Let us also pass to vector notation xµ for the coordinates
xαα˙, see Eq. (4.2.3). Consequently,
x+α˙ ≡ xαα˙u+α = −xµ
(
σ†µ
)α˙α
u+α . (4.2.9)
Then
Sint =
∫
dt du
{
2i
(
σ†µ
)α˙α
∂+α˙R
++
int u
−
α · x˙µ − 4χα˙χ¯β˙ ∂+α˙∂+β˙R++int
}
. (4.2.10)
Now, define the gauge field,
Aµ(x) ≡
∫
du
{
2i
(
σ†µ
)α˙α
∂+α˙R
++
int u
−
α
}
. (4.2.11)
As the action (4.2.10) is real, the field Aµ(x) is also real. It automatically has zero
divergence,
∂µAµ = 0. (4.2.12)
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The field strength is expressed as
Fµν = ∂µAν − ∂νAµ = −2ηaµν
∫
du ∂+α˙∂+β˙R
++
int ε
α˙γ˙ (σa)
β˙
γ˙ (4.2.13)
(the identities (3.5.46) were used). It is obviously self-dual because the ’t Hooft symbols
are self-dual, see Eq. (3.5.48). With the definitions (4.2.11) and (4.2.13) in hand, one can
represent the interaction term (4.2.10) simply as
Sint =
∫
dt
{
Aµ(x)x˙µ − i
4
Fµν χσ†µσν χ¯
}
. (4.2.14)
Finally, one can get rid of the factor g(x) in the fermion kinetic term (4.2.5) by
introducing canonically conjugated
ψα˙ = f
−1(x)χα˙, ψ¯
α˙ = f−1(x)χ¯α˙ (4.2.15)
with
f(x) = g−1/2(x) ≡
[
1
2
∂2µRkin(x)
]−1/2
. (4.2.16)
Adding the kinetic term in (4.2.5) to the interaction term (4.2.14), one can explicitly check
that the Lagrangian L = Lkin + Lint coincides, up to a total derivative, with (4.1.13).
As was noticed, the field Aµ naturally obtained in the HSS framework satisfies the
constraint ∂µAµ = 0 [6]. This does not really impose a restriction, however, because
gauge transformations of Aµ that shift it by the gradient of an arbitrary function amount
to adding a total derivative in the Lagrangian (4.2.14).
4.2.3 Supertransformations, quantization and Weyl ordering
By construction, the action with the Lagrangian (4.1.13) is invariant under the following
supersymmetry transformations:
xµ → xµ + fǫσµψ + f ǫ¯σµψ¯,
fψα˙ → fψα˙ + ix˙µ (ǫ¯σµ)α˙ ,
f ψ¯α˙ → fψ¯α˙ − ix˙µ
(
σ†µǫ
)α˙
.
(4.2.17)
The No¨ether classical supercharges expressed in terms of ψα˙ and ψ¯
α˙, xµ and their canonical
momenta,
pµ = f
−2x˙µ +Aµ − i
2
f−1∂νf ψσ
†
[µσν]ψ¯ , (4.2.18)
are
Qα = f
(
σµψ¯
)
α
(pµ −Aµ)− i∂µfψγ˙ψ¯γ˙
(
σµψ¯
)
α
,
Q¯α = [complex conjugate].
(4.2.19)
The quantization procedure of the corresponding classical Hamiltonian has order am-
biguity problem for the bosonic operators pˆµ = −i∂µ and xµ as well as for the fermionic
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operators ψˆα˙ and
ˆ¯ψα˙ with anticommutation relations (4.1.8). (We temporary restore
“hats” on fermionic operators in order to distinguish them from the corresponding clas-
sical anticommuting variables ψα˙ and ψ¯
α˙.) One must thus define an ordering procedure
in such a way that the supersymmetry algebra (3.5.6) would hold. The solution to this
problem is known [41] and it prescribes to order the supercharges in a certain way, while
the quantum Hamiltonian should be obtained from the anticommutator
{
Qα, Q¯
α
}
.
It is prescribed by Ref. [41] to order the operators in the classical supercharges (4.2.19)
with the so called Weyl ordering procedure: any product of operators must be substituted
with its totally symmetrized expression, taking into account the commuting/anticom-
muting nature of the operators. For instance, the expression x1x2p3, upon quantization,
becomes
x1x2p3 −→ 1
6
(
x1x2pˆ3 + x
2x1pˆ3 + x
1pˆ3x
2 + x2pˆ3x
1 + pˆ3x
1x2 + pˆ3x
2x1
)
, (4.2.20)
while the expression ψγ˙ψ¯
γ˙ ψ¯β˙ becomes
ψγ˙ψ¯
γ˙ ψ¯β˙ −→ 1
6
(
ψˆγ˙
ˆ¯ψγ˙ ˆ¯ψβ˙ + (−1)ψˆγ˙ ˆ¯ψβ˙ ˆ¯ψγ˙ + (−1) ˆ¯ψγ˙ψˆγ˙ ˆ¯ψβ˙
+ ˆ¯ψβ˙ψˆγ˙
ˆ¯ψγ˙ + ˆ¯ψγ˙ ˆ¯ψβ˙ψˆγ˙ + (−1) ˆ¯ψβ˙ ˆ¯ψγ˙ψˆγ˙
)
. (4.2.21)
Let us elaborate more on the ordering of the expression f(x)pµ. For this, consider
Weyl ordering of the expression xnp, where x is any of the coordinates xµ, while p is the
corresponding conjugated momentum which, upon quantization, becomes pˆ = −i∂/∂x.
One has:
xnp −→ 1
n+ 1
(
xnpˆ+ xn−1pˆx+ xn−2pˆx2 + · · ·+ pˆxn
)
= xnpˆ+
1
n+ 1
xn−1 (1 + 2 + · · ·+ n) · [pˆ, x]
= xnpˆ+
1
2
nxn−1 [pˆ, xˆ] (4.2.22)
Thus, in fact, Weyl ordering of the product f(x)pµ gives a simple formula:
f(x)pµ −→ 1
2
[
f(x)pˆµ + pˆµ f(x)
]
= f(x)pˆµ − 1
2
i ∂µf(x). (4.2.23)
In the same way, the expression in Eq. (4.2.21) can be simplified which gives
ψγ˙ψ¯
γ˙ ψ¯β˙ −→ ψˆγ˙ ˆ¯ψγ˙ ˆ¯ψβ˙ − 1
2
ˆ¯ψβ˙ . (4.2.24)
Finally, combining Eqs. (4.2.23), (4.2.24), one obtains:
fpµψ¯
β˙ − i∂µf ψγ˙ψ¯γ˙ ψ¯β˙ −→ fpˆµ ˆ¯ψβ˙ − i∂µf ψˆγ˙ ˆ¯ψγ˙ ˆ¯ψβ˙. (4.2.25)
This gives the quantum supercharges (4.1.14). One can check that the anticommutator
{Qα, Q¯α} gives the quantum Hamiltonian (4.1.15).
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4.3 The component Lagrangian in the non-Abelian case
For a matrix-valued non-Abelian self-dual field Aµ, the (scalar) Lagrangian cannot be
straightforwardly derived from the Hamiltonian (4.1.15) by a Legendre transformation as
it was done in the Abelian case, Eq. (4.1.13). Nevertheless, this can be done in the case of
SU(N) gauge group by introducing extra “semi-dynamical” fields ϕi in the fundamental
representation of SU(N) and the auxiliary U(1) gauge field B(t). The second line in
(4.1.13) is then generalized to
L
SU(N)
int = iϕ¯
i (ϕ˙i + iBϕi) + kB +AaµT a x˙µ −
i
4
f 2FaµνT a ψσ†µσνψ¯ (4.3.1)
with integer k and
T a = ϕ¯i (ta) ji ϕj , (4.3.2)
ta being standard SU(N) algebra generators. The interaction Lagrangian (4.3.1) possesses
N = 4 supersymmetry. The corresponding supersymmetry transformations are written
below in Eqs. (4.4.16). It is not difficult to check that it is invariant with respect to the
non-Abelian gauge transformations of the target space:
Aaµ ta → U †Aaµ taU + iU †∂µU
ϕi →
(
U †ϕ
)
i
, ϕ¯i → (ϕ¯U)i , (4.3.3)
where U(x) ∈ SU(N). In addition, the expression (4.3.1) is also invariant with respect to
the following gauge transformations of auxiliary fields B(t) and ϕi:
B(t)→ B(t) + dα(t)
dt
, ϕi(t)→ e−iα(t)ϕi(t). (4.3.4)
It is not immediately clear how to extend the Abelian superfield description to a
general non-Abelian case, i.e. to the gauge group SU(N) . We succeeded in constructing
such a description for the particular case of SU(2) self-dual or anti-self-dual gauge fields
expressed in the form
Aaµ = −η¯aµν∂ν lnh(x) or Aaµ = −ηaµν∂ν ln h(x) (4.3.5)
respectively, with harmonic function h(x),
∂2µh(x) = a finite sum of delta functions. (4.3.6)
This is the so called ’t Hooft ansatz for a multi-instanton SU(2) solution [16] with the
’t Hooft symbols ηaµν defined previously in Eq. (3.5.46). If one takes the function h(x) to
be vanishing at |x| → ∞, then this function can be presented as the following sum over
instantons:
h(x) = 1 +
∑
I
cI
(xµ − bµI )2
. (4.3.7)
It involves particular instanton positions bµI as well as the numbers cI associated with each
instanton.
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4.3.1 Quantization of auxiliary fields in the SU(2) gauge group case
Let us understand how the interaction Lagrangian (4.3.1) gives rise to the matrix Hamil-
tonian (4.1.15). This is achieved upon quantization of the auxiliary variables ϕα and
ϕ¯β. We consider only the particular case of SU(2) gauge group when the indices i, j
for the auxiliary variables take only two values, 1 and 2, and are denoted as α, β. See
Section 4.4.5 for a general discussion of SU(N) gauge group.
Observe that the variables ϕα enter the Lagrangian with only one time derivative.
Thus, they are not full-fledged dynamic variables (like xµ) and not auxiliary fields (like
B(t) field or ω1,2 fields in Eq. (4.4.5), see below). They have a kind of intermediate
nature. In the context of N = 4 SQM models, such variables (together with their analytic
superfield carriers v+, v˜+, see Eqs. (4.4.5), (4.4.6) below) were introduced in [19, 20]. See
also [21] for a recent application. To understand better the nature of the auxiliary fields,
perform the quantization.
The canonical commutation relations following from the action (4.3.1) through the
standard Dirac prescription are
[ϕα, ϕ¯
β] = δβα , [ϕα, ϕβ] = [ϕ¯
α, ϕ¯β] = 0. (4.3.8)
The fact that k must be integer leads to the finite representations of the operator
algebra ϕα, ϕ¯
α. Indeed, consider the constraint
ϕ¯αϕα = k , (4.3.9)
which follows from (4.3.1) by varying with respect to B. All real positive values of k are
classically allowed. As we will shortly see, in the quantum theory, k must be integer, but
not necessary positive.
Consider the case of positive values of the integer k. In quantum theory, one can
choose ϕα ≡ ∂/∂ϕ¯α and impose (4.3.9) on the wave functions:
ϕ¯αϕαΨ = ϕ¯
α ∂
∂ϕ¯α
Ψ = kΨ . (4.3.10)
In other words, the wave functions represent homogeneous polynomials of ϕ¯α of (an in-
teger) degree k . In the case k < 0 the algebra (4.3.8) is the same, but one must choose
ϕ¯α = −∂/∂ϕα and consider polynomials of ϕα of degree |k|. The number of such (linearly
independent) polynomials is |k| + 1. Moreover, it is also easy to see that the operators
(4.3.2) (which enter the interaction Lagrangian (4.3.1)) satisfy the following algebra:
[T a, T b] = iεabcT c. (4.3.11)
In addition, assuming k > 0 and taking into account (4.3.10), one derives
T aT a =
1
4
[
(ϕ¯αϕα)
2 + 2(ϕ¯αϕα)
]
=
k
2
(
k
2
+ 1
)
. (4.3.12)
In other words, T a can be treated as the generators of SU(2) in the representation of spin
k/2.
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This way of quantizing semi-dynamical variables ϕα, ϕ¯
α was employed in Ref. [20].
Alternatively, one could interpret ϕα, ϕ¯
α with the constraint (4.3.9) as a kind of the target
harmonic variables representing a sphere S2, solve (4.3.9) in terms of the stereographic
projection coordinates and quantize the system (see, for example, Ref. [48]).
A nice feature is that this gauge SU(2) group is in fact the R-symmetry group of
N = 4 supersymmetry algebra.
The crucial role of the constraint (4.3.10) is to restrict the space of quantum states of
the considered model to the finite set of irreducible SU(2) multiplets of fixed spins (e.g.,
of the spin k/2 in the bosonic sector). This is an essential difference of this approach
from that employed, e.g., in [18] (and later in [21, 17]) where no analog of the constraints
(4.3.9) and (4.3.10) was imposed, thus allowing for the space of states to involve an infinite
number of SU(2) multiplets of all spins. The quantization scheme which we follow here
was earlier used in the SQM context in [19, 20] and can be traced back to the work [49].
4.3.2 Why the number k must be integer
Let us restrict ourselves by the first two terms in the interaction Lagrangian (4.3.1). The
action
S =
∫
dt
[
iϕ¯i(ϕ˙i + iBϕi) + kB
]
(4.3.13)
much resembles the three-dimensional Chern-Simons action,
SCS = κ
∫ (
A ∧ dA− 2i
3
A ∧ A ∧A
)
. (4.3.14)
In both systems, the canonical Hamiltonian is zero, the canonical momenta are alge-
braically expressed through coordinates, and the quantization consists in imposing cer-
tain second class constraints (for a nice review of the classical and quantum aspects of the
Chern-Simons theory, see [50]). Another well-known feature of CS theory is the quanti-
zation of the coupling, kCS = 4πκ = integer. This follows from the requirement for the
Euclidean path integral to be invariant with respect to large (topologically nontrivial)
gauge transformations. As was mentioned above, in our case the coefficient k is also
quantized. This can be derived following a similar reasoning.
Consider the Euclidean version of the action (4.3.13), where one changes the time t
to the Euclidean time τ by
t = −iτ (4.3.15)
and regularize it in the infrared by putting it on a finite Euclidean interval τ ∈ (0, β) and
imposing the periodic boundary conditions. This is of course equivalent to do calculations
at finite temperature T = 1/β.
Notice first that the action (4.3.13) is invariant with respect to gauge transforma-
tions (4.3.4) which, in the Euclidean version of the theory, become
B(τ)→ B(τ) + idα(τ)
dτ
, ϕi(τ)→ e−iα(τ)ϕi(τ). (4.3.16)
Let us discover topologically nontrivial gauge transformation in the Euclidean version
of this theory with the periodic boundary conditions
B(β) = B(0), ϕi(β) = ϕi(0). (4.3.17)
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The only admissible gauge transformations (4.3.16) are those which do not break these
periodicity conditions. We see that the transformation with α(τ) = 2πτ/β is topologi-
cally nontrivial: it cannot be reduced to a chain of infinitesimal transformations. This
transformation shifts the Euclidean version of the last term in the action (4.3.13) by an
imaginary constant, ∆SFI = −2πik. The requirement that the Euclidean path integrals
(involving the factor e−SFI) are not changed leads [49] to the quantization condition
k = integer (4.3.18)
Thus, a benign quantum theory can only be defined if this requirement is fulfilled.
4.4 Harmonic superspace Lagrangian with non-Abelian
gauge fields
4.4.1 Superfield content
To construct the action involving non-Abelian gauge fields, introduce, as earlier, a doublet
of superfields q+α˙ with charge +1 satisfying the constraints (3.5.31), (3.5.36). On top of
that, we introduce an analytic gauge superfield V ++ of charge +2 satisfying the constraints
D+V ++ = D¯+V ++ = 0 , V ++ = V˜ ++ (4.4.1)
and the “matter” superfield v+ of charge +1. The constraints it satisfies,
D+v+ = 0, D¯+v+ = 0, (D++ + iV ++)v+ = 0 , (4.4.2)
differ from (3.5.31) by the presence of the covariant harmonic derivative D++ = D++ +
iV ++ [5]. The constraint D++v+ = 0 is covariant with respect to gauge transformations
V ++ → V ++ +D++Λ, v+ → e−iΛv+, D+Λ = D¯+Λ = 0 . (4.4.3)
We can use this gauge freedom to eliminate almost all components from V ++ and to
present it as
V ++ = 2i θ+θ¯+B, (4.4.4)
where the gauge field B(t) is real. This is a one-dimensional counterpart of the famil-
iar Wess-Zumino gauge in four-dimensional theories. Observe also that Eq. (4.3.4) is
a remnant of gauge transformations (4.4.3), which survives in the Wess-Zumino gauge
(4.4.4).
Then the superfield v+ is expressed in the analytical basis as
v+ = φαu+α − 2θ+ω1 − 2θ¯+ω¯2 − 2iθ+θ¯+(φ˙α + iBφα)u−α , (4.4.5)
from which it follows that
v˜+ = φ¯αu+α − 2θ+ω2 + 2θ¯+ω¯1 − 2iθ+θ¯+( ˙¯φα − iBφ¯α)u−α (4.4.6)
with φ¯α = (φα)
∗. Thus, the fields φα and φ¯
α carry nonzero opposite U(1) charges associ-
ated with the auxiliary gauge field B.
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4.4.2 Superfield action
The N = 4 supersymmetry-invariant action consists of three parts, S = Skin + Sint+ SFI.
The kinetic part is more convenient to express in the central basis {t, θα, θ¯β}. It has the
same form as in Eq. (4.2.4) and its component expansion coincides with the first line in
Eq. (4.1.13), where the same change of variables (4.2.15) and (4.2.16) is performed as in
the Abelian case.
The interaction part is taken as
Sint = −1
2
∫
dt du dθ¯+dθ+K
(
q+α˙, u±β
)
v+v˜+, (4.4.7)
where the condition K˜ = K is imposed to ensure the action to be real. Finally, we add
the Fayet-Iliopoulos term
SFI = −ik
2
∫
dt du dθ¯+dθ+ V ++ = k
∫
dtB, (4.4.8)
which is invariant under gauge transformations (4.4.3).
Let us concentrate on the interaction part. It is convenient to introduce new variables
ϕα = φα
√
h(x) , (4.4.9)
where
h(x) =
∫
duK(x+α˙, u±β )
(
x+α˙ = xαα˙u+α
)
, (4.4.10)
is a harmonic function 3. Indeed,
∂2µh(x) = 4 ε
α˙β˙
∫
du ∂+α˙∂−β˙K(x
+γ˙ , u±β ) = 0 . (4.4.11)
Substituting (3.5.37), (4.4.5) and (4.4.6) into (4.4.7) and eliminating the auxiliary
fermionic degrees of freedom ω1,2, ω¯1,2 by their algebraic equations of motion, we derive
after some algebra
Lint = iϕ¯
α(ϕ˙α + iBϕα)− 1
2
ϕ¯βϕγ (Aαα˙) γβ x˙αα˙ −
i
4
(
Fα˙β˙
) γ
β
χα˙χ¯β˙ϕ¯βϕγ . (4.4.12)
Here
(Aαα˙) γβ = −
2i∫
duK
∫
du ∂+α˙K
(
u+γεαβ − 1
2
u+αδ
γ
β
)
=
i
h
(
εαβ ∂
γ
α˙h−
1
2
δγβ ∂αα˙h
)
(4.4.13)
(∂αα˙ ≡ (σµ)αα˙ ∂µ = −2∂/∂xαα˙) is a Hermitian traceless matrix – the gauge field, and(
Fα˙β˙
) γ
β
= (Fµν) γβ
(
σ†µσν
)
α˙β˙
= ∂δα˙(Aδβ˙) γβ − i(Aδα˙) λβ (Aδβ˙) γλ + (α˙↔ β˙) (4.4.14)
is its self-dual part. It is easy to check explicitly, that the anti-self-dual part of the gauge
field Aµ vanishes,
(Fαβ) δγ = (Fµν) δγ
(
σµσ
†
ν
)
αβ
= −∂αα˙(A α˙β ) δγ + i(Aαα˙) λγ (A α˙β ) δλ + (α↔ β) = 0. (4.4.15)
3We assume here that h(x) > 0. The case h(x) < 0 is treated similarly, if one redefines h(x)→ −h(x).
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Thus, the field strength Faµν is self-dual and belongs to the representation (0, 1) of SO(4) =
SU(2)× SU(2). Passing to Aaµ such that (Aµ) γβ = Aaµ (σa) γβ /2, we find that the represen-
tation (4.4.13) precisely amounts to the self-dual ’t Hooft ansatz (4.3.5), left equation.
The anti-self-dual expression from the right equation arises if one interchanges dotted
and undotted indices, i.e. effectively interchanges σµ and σ
†
µ. This also implies passing to
the harmonics u±α˙ and in fact to another N = 4 supersymmetry, with the second SU(2)
(acting on dotted indices) as the R-symmetry group.
Finally, substituting ϕ¯βϕγ = T
a (σa)
β
γ and χα˙ = fψα˙ into (4.4.12), where T
a is defined
in (4.3.2) with ta = 1
2
σa, one convinces himself that the interaction term together with
the FI term (4.4.8) yields just (4.3.1) for the SU(2) gauge group case, and the quantum
Hamiltonian derived from the Lagrangian Lkin + Lint + LFI has the form (4.1.15) with
Aµ ≡ AaµT a and Fµν ≡ FaµνT a.
4.4.3 Supersymmetry transformations
The full Lagrangian in the non-Abelian case representing the sum of Eq. (4.3.1) and the
first line of Eq. (4.1.13) is invariant, up to a total derivative, with respect to N = 4
supersymmetry transformations (in the infinitesimal form) of Eqs. (4.2.17) supplemented
with transformations for the auxiliary fields:
ϕi → ϕi + if (taϕ)iAaµ
(
ǫσµψ + ǫ¯σµψ¯
)
,
ϕ¯i → ϕ¯i − if (ϕ¯ta)iAaµ
(
ǫσµψ + ǫ¯σµψ¯
)
.
(4.4.16)
Note that the above formulas are written for the case of the gauge group SU(N) when
the semi-dynamical fields ϕi, ϕ¯
j belong to a fundamental representation of SU(N).
4.4.4 N = 4 supersymmetry with Yang monopole
We have constructed the superfield action for the N = 4 supersymmetric quantum me-
chanics corresponding to the Hamiltonian (4.1.15) with a non-Abelian SU(2) gauge field
Aµ which lives on a conformally flat 4-manifold and is representable in the ’t Hooft ansatz
form (4.3.5).
As an example of such a field, let us quote the instanton solution on S4. Generically,
it depends on the radius R of the sphere and the instanton size ρ. The configurations of
maximal size, ρ = R, present a particular interest. In the stereographic coordinates on
S4,
ds2 =
4R4dx2µ
(x2 +R2)2
, (4.4.17)
they are expressed by the same formulas as the flat instantons in the singular gauge,
Aaµ =
2R2η¯aµνxν
x2(x2 +R2)
or (Aαα˙) γβ = −
2i R2
x2(x2 +R2)
(
εαβx
γ
α˙ −
1
2
δγβ xαα˙
)
, (4.4.18)
and
(Fα˙β˙) γβ =
8i R2
x2(x2 +R2)2
(
xγ
β˙
xβα˙ + x
γ
α˙xββ˙
)
. (4.4.19)
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The corresponding functions in Eq. (4.4.10) are taken in the form
K(x+α˙, u±β ) = 1 +
1(
c−α˙x
+α˙
)2 , h(x) ≡ ∫ duK(x+α˙, u±β ) = 1 + R2x2µ , (4.4.20)
where c−α˙ = c
α
α˙u
−
α , c
αα˙ – constant vector and R2 = 1/c2µ. The integral on the right hand
side of Eq. (4.4.20) can be calculated as the power series in c−α˙ c
+α˙ = −c2µ or directly
after noting that the form of this integral is SO(4) invariant and putting cµ = (c, 0, 0, 0),
xµ = (x1, x2, 0, 0)
4.
The field Aaµ can be brought to the nonsingular gauge
Aaµ =
2ηaµνxν
x2 +R2
, Faµν = −
4R2ηaµν
(x2 +R2)2
, (4.4.25)
by the gauge transformations (4.3.3) with U(x) = −iσµxµ/
√
x2 (this particular U(x) form
is prompted by the form of the field strength (4.4.19)). The action density ∼ FµνFµν
is the same in this case at all points of S4. It is worth noting that the singular gauge
transformation converts the undotted gauge group indices into the dotted ones: the self-
dual gauge potential and the field strength in the spinorial notation become
(Aαα˙)γ˙β˙ =
2i
x2 +R2
(
εα˙β˙x
γ˙
α −
1
2
δγ˙
β˙
xαα˙
)
, (Fα˙β˙)γ˙δ˙ = −
8i R2
(x2 + R2)2
(
εα˙δ˙δ
γ˙
β˙
+ εβ˙δ˙δ
γ˙
α˙
)
(4.4.26)
and, also, ϕα → ϕα˙ = −iϕα xαα˙/
√
x2, ϕ¯α → ϕ¯α˙ = −iϕ¯α xαα˙/
√
x2 .
Note that, the field (4.4.18), (4.4.25) describes the Yang monopole living in R5 [51].
The potential (4.4.25) has a nice group-theoretical meaning as one of the two SU(2)
connections on the coset manifold SO(5)/[SU(2)×SU(2)] ∼ S4 (see e.g. [52]). It coincides
with the flat self-dual instanton only in the conformally flat parametrization of S4 as in
(4.4.17). When coupled to the world-line through our semi-dynamical variables ϕα, ϕ¯
α,
the 5-dimensional Yang monopole is reduced to this SU(2) connection defined on S4.
4 Let us describe the latter possibility in more detail. If cµ and xµ are chosen as mentioned above,
this gives
c−α˙x
+α˙ = −c x0 + ic x1 (u+1 u−1 − u+2 u−2 ) . (4.4.21)
To calculate the integral in Eq. (4.4.20), one realizes the harmonics u±α in the familiar stereographic
parametrization [5]: (
u+1 u
−
1
u+2 u
−
2
)
=
1√
1 + tt¯
(
eiψ −t¯ e−iψ
t eiψ e−iψ
)
, (4.4.22)
where t ∈ C, 0 ≤ ψ < 2pi. It is also necessary to define the measure of integration,∫
du −→ i
4pi2
∫ 2pi
0
dψ
∫
dt dt¯
(1 + tt¯)2
. (4.4.23)
After this, the computation of the integral
i
2pi
∫
dt dt¯
(1 + tt¯)2
[
1 +
(1 + tt¯)2(
c x0(1 + tt¯) + ic x1(t+ t¯)
)2
]
(4.4.24)
gives (4.4.20).
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Let us elaborate on this point in more detail, choosing, without loss of generality,
R = 1 in the above formulas. Consider the following d = 1 bosonic Lagrangian with the
R
5 target space and an additional coupling to Yang monopole
LR5 =
1
2
(y˙5y˙5 + y˙µy˙µ) + B aµ (y)T a y˙µ . (4.4.27)
Here, B aµ is the standard form of the Yang monopole in the R5 coordinates,
B aµ =
ηaµνyν
r(r + y5)
, r =
√
y25 + y
2
µ , (4.4.28)
T a are defined as in (4.3.2) with ta = 1
2
σa , and the action for the semi-dynamical variables
ϕα, ϕ¯
α is omitted. Now one passes to the polar decomposition of R5 into a radius r and
the angular part S4 , (y5, yµ) → (r, y˜5, y˜µ) , y˜5 =
√
1− y˜2µ , and rewrites (4.4.27) as
LR5 =
1
2
r˙2 +
1
2
r2
(
˙˜y5 ˙˜y5 + ˙˜yµ ˙˜yµ
)
+
ηaµν y˜ν ˙˜yµ T
a
1 +
√
1− y˜2µ
. (4.4.29)
The coordinates y˜µ give a particular parametrization of S
4. Passing to the stereographic
coordinates is accomplished by the redefinition
y˜µ = 2
xµ
1 + x2
,
which casts (4.4.29) into the form
LR5 =
1
2
{
r˙2 + 4r2
x˙µx˙µ
(1 + x2)2
}
+
2ηaµνxν x˙µ T
a
1 + x2
. (4.4.30)
One sees that the S4 metric (4.4.17) (with R = 1) and the instanton vector potential
(4.4.25) appear.
Thus, current approach, as a by-product, provides a solution to the long-standing
problem of constructing N = 4 supersymmetric quantum mechanics with Yang monopole
(see e.g. [8] and references therein). Obviously, the component Lagrangian (4.1.13) (with
the relevant function f(x)) is just the S4 part of the Lagrangian (4.4.30) with the “frozen”
radial variable r = 1. Presumably, one can restore the full 5-dimensional kinetic part
in (4.4.30) by adding a coupling to the appropriately constrained scalar N = 4 zero-
charge superfield X(t, θ, θ¯) which describes an off-shell multiplet (1, 4, 3) with one physical
bosonic field [44], such that X|θ=θ¯=0 = r .
4.4.5 Some remarks in the non-Abelian case
The problem of finding a superfield formulation for a generic SU(N) self-dual field is more
complicated and is still an open question. However, by introducing extra variables ϕi, it
is always possible to write a component Lagrangian (4.3.1) (together with the first line in
(4.1.13)) corresponding to the matrix Hamiltonian (4.1.15).
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This observation has actually nothing to do with supersymmetry. It boils down to the
following. Consider the eigenvalue problem for a usual Hermitian matrix Hjk. It can be
treated as a Schro¨dinger problem HˆΨ(ϕj) = λΨ(ϕj) with the constraint GˆΨ = 0, where
Hˆ = ϕjHjk
∂
∂ϕk
, Gˆ = ϕj
∂
∂ϕj
− 1. (4.4.31)
The corresponding Lagrangian is
L = iϕ¯jϕ˙j − B(ϕ¯jϕj − 1)− ϕ¯jHjkϕk, (4.4.32)
where ϕ¯j = (ϕj)
∗. This easily generalizes to the case where H is an operator depend-
ing on a set of canonically conjugated variables {pµ, xµ}. The only difference is that
−Hjk is now replaced by the matrix Ljk obtained from Hjk by the appropriate Legendre
transformation 5.
The initial goal was to find a Lagrangian representation for the Hamiltonian (4.1.15)
with matrix-valued Aµ, Fµν . The construction just described, with ϕi in the fundamental
representation of SU(N), leads to the N×N matrix Hamiltonian. The Lagrangian (4.4.32)
coincides in this case with the Lagrangian (4.3.1) with the choice k = 1 , to which the
first line from Eq. (4.1.13) is also added.
Obviously, one can describe the Hamiltonians in higher representations of SU(N) in
a similar way, by choosing the number of components ϕi equal to the dimension of the
representation. We have seen, however, that in the SU(2) case one can be more economic,
introducing only a couple of dynamic variables ϕα and multiplying the term proportional
to B in the Lagrangian by an arbitrary integer k. This leads to the Hamiltonian in
the representation of spin |k|/2. Certain SU(N) representations (namely, the symmetric
products of |k| fundamental or |k| antifundamental representations) can also be attained
in this way.
One can also construct in this way a N = 2 supersymmetric Lagrangian for the
Hamiltonian (4.1.15) with generic (not necessarily self-dual) Aµ. A similar construction
(but with extra fermionic rather than bosonic variables) was in fact discussed in Ref. [9].
A beauty of the harmonic superspace approach explored here is, however, that such extra
variables and the constraint (4.3.10) are not introduced by hand, but arise naturally from
the manifestly off-shell supersymmetric superfield actions.
4.5 Three-dimensional SQM in non-Abelian monopole
background
The Hamiltonian (4.1.15) presents the generalization of the Hamiltonian (4.1.11) to the
conformally flat metric case in four dimensions. We succeeded in the construction of
this generalization using the superfield formalism. In this section, we employ similar
5This elementary observation should be well known, for example, in matrix models. Surprisingly, it is
not found it in such a “chemically pure” form in the literature, but similar constructions were discussed,
e.g., in Refs. [49, 53].
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construction and generalize the three-dimensional system described by with the Hamilto-
nian (4.1.17) to the conformally flat case. Although the resulting Hamiltonian, the super-
charges and the component Lagrangian appear to be just the three-dimensional reduction
of the four-dimensional counterpart, the superfield formalism in the three-dimensional
case involves a different superfield for the space coordinates xi and is thus implemented
differently.
4.5.1 Superfield content and superfield action
In this section, instead of the coordinate superfield q+α˙ one deals with the analytic
superfield L++ which encompass the multiplet (3, 4, 1) and is subjected to the con-
straints (3.5.39). The superfield V ++ and the auxiliary superfields v+ and v˜+ are defined
by the same Eqs. (4.4.1), (4.4.2). The superfield V ++ in the Wess-Zumino gauge (4.4.4) is
expressed through one independent component B(t). We remind that B(t) is a real one-
dimensional “gauge field” which transforms as B → B+ λ˙ , with λ(t) being the parameter
of the residual gauge U(1) symmetry.
The explicit expressions for the superfields q+α˙, v+, v˜+ and V ++ are written in
Eqs. (3.5.37), (4.4.5), (4.4.6) and (4.4.4) respectively. The component expansion of the
analytic superfield L++ can be found in Eqs. (3.5.40), (3.5.41). The multiplet L++ involves
the three-dimensional target space coordinates ℓαβ = ℓβα, their fermionic partners χα, χ¯α
and a real auxiliary field F . Let us remark that the three-dimensional case involves only
one SU(2) (R-symmetry) group and thus no dotted indices present in the description.
Note also that the constraint χ¯α = (χ
α)∗ involves different position of spinor indices
compared to Eq. (3.5.38) in the four-dimensional case (see Section 4.5.7 below). The
transition from the spinor notation ℓαβ to the vector notation ℓi,
ℓβα = ℓi (σi)
β
α , ℓi =
1
2
ℓαβ (σi)
β
α , i = 1, 2, 3 (4.5.1)
(σi are Pauli matrices and, as usual, spinor indices are raised and lowered with antisym-
metric Levi-Civita tensors εαβ and ε
αβ), for the three-dimensional coordinates is consid-
ered in Section 4.5.3. The condition (3.5.41) ensures that the coordinates ℓi are real.
The full Lagrangian L entering the N = 4 invariant off-shell action S = ∫ dtL consists
of the three pieces 6
L = Lkin + Lint + LFI =
∫
du d4θ Rkin(L
++, L+−, L−−, u)
− 1
2
∫
du dθ¯+dθ+K(L++, u)v+v˜+ − ik
2
∫
du dθ¯+dθ+ V ++, (4.5.2)
where L+− = 1
2
D−−L++ and L−− = D−−L+−. The superfield functions Rkin and K bear
an arbitrary dependence on their arguments 7. The meaning of three terms in (4.5.2) is
explained below.
6The first superfield formulation of general (3,4,1) SQM without background gauge field couplings
was given in [15].
7 The superfield Lagrangian (4.5.2) is written in the non-Abelian case. In the Abelian case, the
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4.5.2 From harmonic superspace to components
The first, sigma-model-type term in Eq. (4.5.2), after integrating over Grassmann and
harmonic variables, yields the generalized kinetic terms for ℓαβ, χα, χ¯α:
Lkin = 1
8
f−2
(
−2ℓ˙αβ ℓ˙αβ + F 2
)
+
i
2
f−2
(
χ¯αχ˙
α − ˙¯χαχα
)
+
1
4
(
∂αβ∂
αβf−2
)
χ4
+
i
f 3
ℓ˙αβ
{
∂αγfχβχ¯
γ + ∂βγfχ
γχ¯α
}
− 1
f 3
Fχαχ¯β∂αβf, (4.5.4)
where χ4 = χαχα χ¯
βχ¯β, ∂αβ ≡ ∂∂ℓαβ and f(ℓ) is a conformal factor. The calculations are
most easily performed in the central basis, where L++ = u+αu
+
βL
αβ
(
t, θγ , θ¯
δ
)
. Then
f−2(ℓ) = −∂αβ∂αβ
∫
Rkin
(
ℓαβu+αu
+
β , ℓ
αβu+αu
−
β , ℓ
αβu−αu
−
β
)
du.
The fermionic kinetic term can be brought to the canonical form by the change of
variables
χα = fψα, χ¯α = fψ¯α. (4.5.5)
It is worth pointing out that the R-symmetry SU(2) group amounts to the rotational
SO(3) group in the R3 target space parametrized by ℓi from Eq. (4.5.1). The conformal
factor f(ℓ) can bear an arbitrary dependence on ℓαβ , so this SO(3) can be totally broken
in the Lagrangian (4.5.4).
The second piece in Eq. (4.5.2) describes the coupling to an external non-Abelian
gauge field. Performing the integration over θ+, θ¯+ and u±α , eliminating the auxiliary
fermionic fields ω1,2 and, finally, rescaling the bosonic doublet variables as ϕα = φα
√
h(ℓ),
where
h(ℓ) =
∫
duK
(
ℓαβu+αu
+
β , u
±
γ
)
, (4.5.6)
after some algebra one obtains
Lint = iϕ¯α (ϕ˙α + iBϕα) + ϕ¯γϕδ 1
2
(Aαβ)γδ ℓ˙αβ −
1
2
F ϕ¯γϕδ Uγδ +χ
αχ¯βϕ¯γϕδ∇αβUγδ. (4.5.7)
Here the non-Abelian background gauge field and the scalar (matrix) potential are fully
specified by the function h:
(Aαβ)γδ =
i
2h
{
εγβ∂αδh+ εγα∂βδh + εδβ∂αγh + εδα∂βγh
}
, Uγδ =
1
h
∂γδh . (4.5.8)
superfield Lagrangian is simpler as it does not involve the auxiliary superfields V ++, v+, v˜+:
L = Lkin + Lint =
∫
du d4θ Rkin(L
++, L+−, L−−, u) +
∫
du dθ¯+dθ+ K++(L++, u). (4.5.3)
Here the interaction term is defined by a function K++(L++, u) of charge +2. One can check that
although the corresponding component Lagrangian as well as the expression for the Abelian gauge field
differ from that in the non-Abelian case, the quantum Hamiltonian and the supercharges in the Abelian
case have exactly the same form as in the non-Abelian case.
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By its definition, the function h obeys the 3-dimensional Laplace equation,
∂αβ∂αβ h = 0 . (4.5.9)
Using the explicit expressions (4.5.8), it is straightforward to check the relation
(Fαβ)γδ = 2i∇αβUγδ, (4.5.10)
where
(Fαβ)γδ = −2∂ λα (Aλβ)γδ + i
(
A λα
)
γσ
(Aλβ) σδ + (α↔ β) , (4.5.11)
∇αβUγδ = −2∂αβUγδ + i (Aαβ)γλ U λδ + i (Aαβ)δλ U λγ , (4.5.12)
and (Fαβ)γδ is related to the standard gauge field strength in the vector notation, see
below. As we shall see soon, the condition (4.5.10) is none other than the static form of
the general self-duality condition for the SU(2) Yang-Mills field on R4 (see Eq. (4.5.19)),
i.e. the Bogomolny equations for BPS monopoles [22], while (4.5.8) provides a particular
solution to these equations, being a static form of the ’t Hooft ansatz [16].
Note that the relation (4.5.10) is covariant and the Lagrangian (4.5.7) is form-invariant
under the “target space” SU(2) gauge transformations written in Eq. (4.3.3). This is not
a genuine symmetry; rather, it is a reparametrization of the Lagrangian which allows
one to cast the background potentials (4.5.8) in some different equivalent forms. It is
worth noting that the gauge group indices coincide with those of the R-symmetry group,
like in the four-dimensional case. Nevertheless, the “gauge” reparametrizations (4.3.3) do
not affect the doublet indices of the target space coordinates ℓαβ and their superpartners
present in the superfield L++. They act only on the semi-dynamical spin variables ϕα, ϕ¯
α
and gauge and scalar potentials (4.5.8).
Finally, the last piece in Eq. (4.5.2) yields the Fayet-Iliopoulos term,
LFI = kB . (4.5.13)
In the quantum case, the coefficient k is quantized, k ∈ Z , on the same grounds as in the
4-dimensional case, see Section 4.3.2.
4.5.3 Vector notations in three dimensions
It is instructive to rewrite the above relations and expressions, including the full La-
grangian (4.5.2), in the vector notations. To this end, let us pass from ℓαβ to ℓi as in
Eq. (4.5.1) and associate the vector Ai to the gauge field Aαβ (with additional matrix
indices which are omitted here for simplicity) by the rule
Aβα = Ai (σi) βα , Ai =
1
2
Aαβ (σi) βα , i = 1, 2, 3. (4.5.14)
One can check that the coordinates ℓi are real while the matrix (Ai) δγ is Hermitian. Note
also the relation between the partial derivatives ∂αβ = ∂/∂ℓ
αβ and ∂i = ∂/∂ℓi:
∂αβ = −1
2
(σi)αβ ∂i, ∂i = − (σi) βα ∂αβ . (4.5.15)
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Let us also make a similar conversion of the gauge group indices,
M δγ =
1
2
Ma (σa)
δ
γ , M
a =M γδ (σa)
δ
γ , a = 1, 2, 3 , (4.5.16)
for any Hermitian traceless 2× 2 matrix M .
In the new notations, the total Lagrangian (4.5.2) takes the following form:
L = 1
2
f−2ℓ˙2i +AaiT aℓ˙i + iϕ¯α (ϕ˙α + iBϕα) + kB + iψ¯αψ˙α + f 2∇iUaT a ψσiψ¯
+
1
4
{
f∂2i f − 3 (∂if)2
}
ψ4 + 2f−1εijk∂if ℓ˙j ψσkψ¯
+
1
8
f−2F 2 +
1
2
F
(
UaT a − f−1∂if ψσiψ¯
)
. (4.5.17)
where T a defined in Eq. (4.3.2). Here
∇iUa = ∂iUa + εabcAbiU c (4.5.18)
and the Bogomolny equations (4.5.10) relating Aai and Ua are equivalently rewritten in
the more familiar form,
Faij = εijk∇kUa , (4.5.19)
where Faij = ∂iAaj − ∂jAai + εabcAbiAcj. Finally, the gauge field and the matrix potential
defined in (4.5.8) are rewritten as
Aai = −εija∂j lnh, Ua = −∂a lnh , ∆h = 0 . (4.5.20)
After eliminating the auxiliary field F by its equation of motion,
F = 2f 2
(
f−1∂if ψσiψ¯ − UaT a
)
, (4.5.21)
the Lagrangian (4.5.17) takes the form
L = 1
2
f−2ℓ˙2i +AaiT aℓ˙i + iϕ¯α (ϕ˙α + iBϕα) + kB + iψ¯αψ˙α + f 2ψσiψ¯
(
∇i + f−1∂if
)
UaT a
+
1
4
{
f∂2i f − 4 (∂if)2
}
ψ4 + 2f−1εijk∂if ℓ˙j ψσkψ¯ − 1
2
f 2(UaT a)2 . (4.5.22)
We see that this Lagrangian involves three physical bosonic fields ℓi and four physical
fermionic fields ψα . It is fully specified by two independent functions: the metric confor-
mal factor f(ℓ) which can bear an arbitrary dependence on ℓi and the function h(ℓ) which
satisfies the 3-dimensional Laplace equation and determines the background non-Abelian
gauge and scalar potentials. The representation (4.5.6) for h in terms of the analytic
function K(ℓ++, u) yields in fact a general solution of the 3-dimensional Laplace equation
[54]. If one takes the function h(ℓ) to be vanishing at |~ℓ| → ∞, then this function can be
presented as the following sum over monopoles:
h(ℓ) = 1 +
∑
M
cM∣∣∣~ℓ−~bM ∣∣∣ . (4.5.23)
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It involves particular monopole positions ~bM as well as the numbers cM associated with
each monopole.
The Lagrangian (4.5.22) also contains the “semi-dynamical” spin variables ϕα, ϕ¯
α ,
the role of which is the same as in the four-dimensional case: after quantization they
ensure that T a defined in (4.3.2) become matrix SU(2) generators corresponding to the
spin |k|/2 representation.
4.5.4 Supertransformations of component fields
The component action corresponding to the Lagrangian (4.5.17) is partly on shell since we
have already eliminated the fermionic fields of the auxiliary v+ multiplet by their algebraic
equations of motion. The fields of the coordinate multiplet L++ are still off shell. The
N = 4 transformations leaving invariant the action S = ∫ dtL look most transparent
being expressed in terms of the component fields ℓi, F, χ
α, χ¯α, φβ, φ¯β:
ℓi → ℓi + iǫσiχ+ iǫ¯σiχ¯,
F → F − 2ǫαχ˙α − 2ǫ¯α ˙¯χα,
χα → χα − 1
2
iF ǫ¯α − (ǫ¯σi)α ℓ˙i,
χ¯α → χ¯α + 1
2
iF ǫα + (ǫσi)
α ℓ˙i,
φα → φα − i
(
ǫαχσiφ+ ǫ¯
αχ¯σiφ
)
∂i ln h,
φ¯α → φ¯α − i
(
ǫαχσiφ¯+ ǫ¯
αχ¯σiφ¯
)
∂i ln h.
(4.5.24)
These transformations can be deduced from the analytic subspace realization of N = 4
supersymmetry (3.4.4), with taking into account the compensating U(1) gauge transfor-
mations of the superfields v+, v˜+ and V ++ needed to preserve the WZ gauge (4.4.4). Note
that δB = 0 under N = 4 supersymmetry. This transformation law matches with the
N = 4 superalgebra in WZ gauge, taking into account that the translation of B looks as
a particular U(1) gauge transformation of the latter.
The Lagrangian (4.5.22) is invariant, modulo a total time derivative, under the trans-
formations (4.5.24) in which F is expressed from (4.5.21).
4.5.5 Hamiltonian and supercharges
The Lagrangian (4.5.22) is the point of departure for setting up the Hamiltonian formu-
lation of the model under consideration and quantizing the latter. After substitution of
SU(2) spin-k/2 generators instead of T a, the quantum Hamiltonian of this system takes
the form
H =
1
2
f (pˆi −Ai)2 f + 1
2
f 2U2 − f 2∇iUψσiψ¯
+
{
εijkf∂if (pˆj −Aj)− f∂kfU
}
ψσkψ¯ + f∂
2f
{
ψγψ¯γ − 1
2
(
ψγψ¯γ
)2}
, (4.5.25)
which is just a static 3-dimensional reduction of the 4-dimensional Hamiltonian given
by Eq. (4.1.15). In this expression, the gauge field Ai = Aai T a and the scalar potential
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U = UaT a are SU(2) matrices subjected to the constraint (4.5.19). It is also easy to find
the supercharges Qα, Q¯
β:
Qα = f
(
σiψ¯
)
α
(pˆi −Ai)− ψγψ¯γ
(
σiψ¯
)
α
i∂if − ifUψ¯α,
Q¯α = (ψσi)
α (pˆi −Ai) f + i∂if (ψσi)α ψγψ¯γ + ifUψα,
(4.5.26)
The ordering ambiguity arising in the case of the general conformal factor f(ℓ) can be
fixed, as usual, by Weyl ordering procedure [41], see Section 4.2.3 for details.
Let us emphasize that the only condition required from the background matrix fields
Ai and U for the generators Qα and Q¯β to form N = 4 superalgebra (3.5.6) is that these
fields satisfy the Bogomolny equations (4.5.19). Thus the expressions (4.5.25) and (4.5.26)
define the N = 4 SQM model in the field of arbitrary BPS monopole, not necessarily
restricted to the ansatz (4.5.20). Also, one can extend the gauge group SU(2) to SU(N)
in (4.5.25) and (4.5.26).
Let us remark that the three-dimensional Hamiltonian (4.5.25) and the supercharges (4.5.26)
were considered for the first time in Ref. [12] (in the Abelian case).
4.5.6 N = 4 supersymmetry with Wu-Yang monopole
Finally, as a simple example of the monopole background consistent with the off- and
on-shell N = 4 supersymmetry, let us consider a particular 3-dimensional spherically
symmetric case. It corresponds to the most general SO(3) invariant solution of the Laplace
equation for the function h,
hso(3)(ℓ) = c0 + c1
1√
ℓ2
. (4.5.27)
The corresponding potentials calculated according to Eqs. (4.5.20) read
Aai = εija
ℓj
ℓ2
c1
c1 + c0
√
ℓ2
, Ua =
ℓa
ℓ2
c1
c1 + c0
√
ℓ2
. (4.5.28)
This configuration becomes the Wu-Yang monopole [24] for the choice c0 = 0 . It is easy
to find the analytic function K(ℓ++, u) which generates the solution (4.5.27) (see [6]):
hso(3)(ℓ) =
∫
duKso(3)(ℓ
++, u) , Kso(3)(ℓ
++, u) = c0 + c1
(
1 + a−−ℓˆ++
)− 3
2 ,
ℓ++ ≡ ℓˆ++ + a++ , a±± = aαβu±αu±β , aαβaβα = 2 . (4.5.29)
One could equally choose as h(ℓ), e.g., the well-known multi-center solution to the
Laplace equation, with the broken SO(3). Note that theN = 4mechanics with coupling to
Wu-Yang monopole was recently constructed in [21], proceeding from a different approach,
with the built-in SO(3) invariance and the treatment of spin variables in the spirit of
Ref. [18]. Our general consideration shows, in particular, that the demand of SO(3)
symmetry is not necessary for the existence of N = 4 SQM models with non-Abelian
monopole backgrounds.
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4.5.7 Relation to four-dimensional N = 4 SQM system
It is instructive to show that (4.5.20) can indeed be viewed as a 3-dimensional reduction
of the ’t Hooft ansatz for the solution of general self-duality equation in R4 for the gauge
group SU(2), with the identification Ua = Aa0 , while the condition (4.5.19) is the 3-
dimensional reduction of this equation.
To establish this relationship, we use the following rules of correspondence between
the SO(4) = SU(2)× SU(2) spinor formalism and its SU(2) reduction:
(σµ)αβ˙ →
{
iδβα, (σi)
β
α
}
,
εα˙β˙ → −εαβ, εα˙β˙ → −εαβ ,
xαβ˙ → ℓβα, xαβ˙ → −ℓαβ ,
ψα˙ → ψα.
(4.5.30)
This reflects the fact that the R-symmetry SU(2) in the (3, 4, 1) models can be treated
as a diagonal subgroup in the symmetry group SO(4) = SU(2) × SU(2) of the (4, 4, 0)
models, with the SU(2) factors acting, respectively, on the undotted and dotted indices.
The self-dual R4 SU(2) gauge field in the ’t Hooft ansatz is written in the spinor
notation in Eq. (4.4.13). Then, using the rules (4.5.30), one performs the reduction
R
4 → R3 as
(Aαβ˙) δγ → iU δγ δβα + (Aβα) δγ , (Aαα) δγ = 0,
h(x) → h(ℓ), ∂αβ∂βα h = 0.
(4.5.31)
Upon this reduction, the four-dimensional ansatz (4.4.13) yields precisely (4.5.8), while
the general self-duality condition (4.4.15) goes over into the Bogomolny equations (4.5.10).
Of course, the same reduction can be performed in the vector notation, with Fµν →
{Fij ,F0k = ∇kU}, and Eqs. (4.5.19), (4.5.20) as an output.
Thus, the general gauge field background prescribed by the off-shell N = 4 super-
symmetry in this (3, 4, 1) system is a static form of the ’t Hooft ansatz for the self-dual
SU(2) gauge field in R4 . This suggests that the above bosonic target space reduction has
its superfield counterpart relating the four-dimensional system described in Section 4.4 to
the one considered here.
Indeed, the superfield (3, 4, 1) action (4.5.2) can be obtained from the (4, 4, 0) multi-
plet action composed from Eqs. (4.2.4), (4.4.7), (4.4.8) via the “automorphic duality” [55]
by considering a restricted class of the (4, 4, 0) actions with U(1) isometry and performing
a superfield gauging of this isometry by an extra gauge superfield V ++′ along the general
line of Ref. [56]. Actually, the bosonic target space reduction we have just described cor-
responds to the shift isometry of the analytic superfield q+α˙ accommodating the (4, 4, 0)
multiplet, namely, to q+α˙ → q+α˙ + ωu+α˙ . It is the invariant projection q+α˙u+α˙ which is
going to become the (3, 4, 1) superfield L++ upon gauging this isometry and choosing the
appropriate manifestly N = 4 supersymmetric gauge.
An important impact of this superfield reduction on the structure of the component
action is the appearance of the new induced potential bilinear in the gauge group gener-
ators ∼ U2 = UaU bT aT b . It comes out as a result of eliminating the auxiliary field F in
the off-shell (3, 4, 1) multiplet, and so is necessarily prescribed by N = 4 supersymmetry.
4.5 Three-dimensional SQM in non-Abelian monopole background 83
It is interesting that analogous potential terms were introduced in [57] at the bosonic
level for ensuring the existence of some hidden symmetries in the models of 3-dimensional
particle in a non-Abelian monopole background.
The same reduction R4 → R3 can be performed at the level of Hamiltonian and
supercharges. In particular, the reduction of the Hamiltonian of the four-dimensional
system of Eq. (4.1.15) yields the 3-dimensional Hamiltonian (4.5.25).

Conclusion
We studied some rather general off-shell N = 4 supersymmetric coupling of the d = 1
coordinate supermultiplets (4, 4, 0) and (3, 4, 1) to an external self-dual (or anti-self-dual)
Abelian gauge field and discussed the (4, 4, 0) case in details. Our main framework was
the harmonic superspace approach.
The use of an analytic “semi-dynamical” multiplet (4, 4, 0) with the Wess-Zumino
type action allowed us to make coupling of the coordinate multiplets (4, 4, 0) and (3, 4, 1)
to an external SU(2) gauge field. This auxiliary multiplet incorporates SU(2) doublet of
bosonic spin variables which are crucial for arranging couplings to non-Abelian gauge
fields. In the four-dimensional case, the off-shell N = 4 supersymmetry restricts the
non-Abelian gauge field to be self-dual (or anti-self-dual) and in a form of the ’t Hooft
ansatz for SU(2) gauge field. In the three-dimensional case, the non-Abelian gauge field
is a three-dimensional reduction of this ’t Hooft ansatz, i.e. a particular solution of the
Bogomolny monopole equations. Additionally, in three dimensions, at the component
level, the coupling to a gauge field is necessarily accompanied by an induced potential
which is bilinear in the SU(2) generators and arises as a result of eliminating the auxiliary
field in the coordinate (3, 4, 1) multiplet.
The explicit form of the Hamiltonians and the supercharges were presented. The
corresponding expressions respect N = 4 on-shell supersymmetry for any self-dual or
anti-self-dual, Abelian or non-Abelian gauge field in four-dimensions, not necessarily in
the ’t Hooft ansatz form. In three dimensions, an arbitrary BPS monopole background
can be used in the non-Abelian case.
It is worthwhile to note that similar constraints (Bogomolny equations) on the external
non-Abelian three-dimensional gauge field were found in [58], while considering an N = 4
extension of Berry phase in quantum mechanics. However, no invariant actions and/or the
explicit expressions for the Hamiltonian and N = 4 supercharges were presented there.
The nonlinear counterpart of q+α˙ multiplet is discussed in [46]. In this case, the
bosonic target geometry is more general as compared to the conformally-flat geometry
associated with the linear (4, 4, 0) multiplet.
Among the possible directions of further study, we mention the construction of higher
N SQM models with non-Abelian gauge field backgrounds, e.g. N = 8 ones, as well as
studying various supersymmetry-preserving reductions of these models to lower-dimensional
target bosonic manifolds by the gauging procedure of [56]. Actually, the method of the
auxiliary “semi-dynamical” (4, 4, 0) multiplet with the Wess-Zumino type action, which
was successfully applied in our construction here, could work with the equal efficiency
for constructing a Lagrangian description of other supersymmetric quantum-mechanics
problems involving the coupling to an external non-Abelian gauge field. Besides the obvi-
ous examples of quantum Hall effect (or Landau problem) in higher dimensions (see e.g.
85
86 Conclusion
the discussion in [8]), let us also mention supersymmetric Wilson loop functionals which
can be interpreted in terms of a non-Abelian version of Chern-Simons (super)quantum
mechanics [59], with the parameter along the loop as an evolution parameter. We hope
that the quantized semi-dynamical variables could provide a new efficient tool to study
this class of problems.
The ’t Hooft type ansatz (4.3.5) and the choice of SU(2) as the gauge group are
required for the existence of the off-shell superfield formulation of the discussed SQM
systems. It is not known whether the most general system can be derived from some
off-shell superfield formalism, with general instanton/monopole backgrounds obtained
from the ADHM construction [60] or its three-dimensional reduction. Additionally, there
remains a problem of extending the models to a generic SU(N) gauge group. Possibly,
the above issues are related to the generalization of the interaction term (4.4.7) to
Sint =
∫
dt du dθ¯+dθ+K++
(
q+α˙, u±β , v
+v˜+
)
.
It would be also interesting to study SQM models with nonlinear counterpart of the
semi-dynamical multiplet (4, 4, 0) [56].
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