We analyze the statistical properties of complex system with conditions which manifests through specific constraints on the column/row sum of the matrix elements. The presence of additional constraints besides symmetry leads to new correlations among eigenfunctions, hinders their complete delocalization and affects the eigenvalues too. Our results reveal a rich behavior hidden beneath the spectral statistics and also indicate the presence of a new universality class different from the previously known ten standard universality classes.
.
I. INTRODUCTION
Linear operators with fixed sum-rules on the columns/rows of their matrix elements appear in widely different areas e.g. disordered systems [1] [2] [3] [4] , complex networks [5] , financial markets [6] etc. Missing information due to complexity lead to randomization of the operator and it can appropriately be represented by a random matrix which satisfies all system specific conditions. The statistical behavior of the operator can then be modeled by a multi-parametric random matrix ensemble, with each of its matrices subjected to a fixed column/row sum-rule. A sub-class of such matrices, known as stochastic matrices or Markov matrices have been studied in past; almost all these studies focused on the properties of individual eigenvalues and eigenfunctions [7] . In context of a complex system however such an information does not serve much purpose: eigenvalues, eigenfunctions as well as other physical properties fluctuate from sample to sample and even within one sample and a knowledge of their average behavior is not sufficient. This motivates us to pursue an statistical analysis of the eigenfunctions and eigenvalues of the random matrix ensembles with column-sum rule.
The conditions influencing the nature of a matrix ensemble can broadly be divided into two types. The "global" or "matrix" constraints e.g., symmetry or conservation laws which affect the nature of each matrix i.e its transformation and structural properties and introduce collective relations among the elements. On the contrary, the "local" or more appropriately "ensemble" constraints manifest themselves through ensemble parameters i.e the distribution properties of the matrix elements. A global constraint e.g. column sum-rule can coexist with different combinations of the "ensemble" constraints; this gives rise to the possibility of different random matrix ensembles with same global constraint. It is therefore desirable to understand not only the influence of matrix constraints on the statistical fluctuations but also the role played by the ensemble constraints. The present study considers the effect of a combination of global constraints, namely, Hermiticity, dimensionality and time-reversal symmetry besides column sum rule, as well as the ensemble constraints (e.g. disorder), on the matrix ensembles. Systems with such constraints exist in diverse areas e.g bosonic 
II. EXAMPLES OF SYSTEMS WITH COLUMN/ ROW SUM RULES
The appearance of column/row constraints in the matrices representing a complex system is not directly obvious. To explain, we briefly discuss examples from four different areas.
Goldstone modes: Goldstone modes are low-energy excitations in a system in which a continuous symmetry of the Hamiltonian is broken by the ground state. Some wellknown systems with goldstone modes are phonons (vibrational collective motions involving many atoms, ground state breaking the translational invariance) and spin-waves (low-lying collective excitations of systems of n-dimensional vector spins with n = 2, 3 e.g. XY, or Heisenberg model, ground state breaking rotational invariance) .
The Goldstone symmetry represents the invariance of a linear operator, say Hamiltonian 
with ω = E − E 0 as the excitation energy and E 0 as the ground state energy. The uniform shift u 1 = u 2 = .. = u N in the ground state (ω = 0) then gives the "column constraint"
Eq.(1) is the eigenvalue equation for the matrix H = V with eigenvalue ω and eigenfunction u. The excitation spectrum can then be obtained by an exact diagonalization of V subjected to zero column constraint. As bosonic excitations are characterized by ω > 0, this subjects V to additional constraints (i) V must also be semi-positive definite, (ii) the eigenvector corresponding to lowest eigenvalue should be delocalized in the basis in which condition (2) is satisfied.
Eq.(1) can also be rewritten as the eigenvalue equation for another matrix H, defined by
H kl u k , with H kl = V kl + E 0 δ kl . H is therefore subjected to non-zero column constraint
As clear from the above, the eigenvalues of H are same as those of V except for a constant shift E 0 . The spectral statistics of the two matrices is therefore analogous. The analogy however does not extend to their eigenfunction statistics.
Conductance in nano-wire junctions: Natural appearance of the multiple wire-junctions in any quantum circuit has motivated great deal of research interest in their study and different frameworks have been introduced to probe their transport properties. In TomonagaLuttinger (TL) model of a quantum wire-junction, the scattering matrix S at the junction can be expressed in terms of a Hermitian matrix U which is subjected to column/ row constraints due to Kirchoff's laws along with other conservation laws [3, 4] . For example, for a junction of N wires, with a point like defect localized at the vertex of the graph, both S and U are N × N matrices [3] :
with λ as a parameter with dimensions of mass needed to recover the correct physical dimension. As discussed in [3] , both S and U are subjected to the constraint
Here k, l = 1 . . . N label the edges of the junction.
Page Rank Algorithm and Google Matrix: The information retrieval from the enormous database of world Wide Web (WWW) is based on various algorithms to rank the web-page. One such algorithm, known as page rank algorithm (PRA) is the basis of Google search engine; it efficiently determines a vector, referred as page rank vector, ranking the nodes of a network by order of their importance. This vector is an eigenfunction of the Google matrix [5] which is related to the adjacency matrix of the complex network connecting the nodes of world-wide-web:
Here
.N and E is a uniform matrix: E ij = 1. As clear from the definition, both S and G satisfy the column sum-rule i S ij = 1 and
Financial markets and pattern games: Pattern games are well-studied realistic agentbased models of financial markets. The dynamic nature of interactions among economic agents (due to constant thinking and altering the decision) gives rise to fluctuations which are similar in nature as in a disordered system (although their origins are different). Several attempts have been made in past to describe pattern games as disordered spin systems [6] ;
the available information about the disordered-spin dynamics can further be used to probe the market-dynamics. Similar ideas can be extended to conceive a game of interacting agents with multiple strategies which can be mapped to a classical spin system with Goldstone modes.
III. EFFECT OF COLUMN SUM RULE ON MATRIX ELEMENTS DISTRIBU-TION

A. Moments of matrix elements
Consider an ensemble of real-symmetric matrices H with following constraint
where α l a constant, referred hereafter as "column constant". Eq.(7) correlates the matrix elements in a column (row) and as a consequence their distribution too. For example, it subjects the first two moments of the matrix elements to the conditions
with . implying ensemble averaging. Eqs. (8, 9) can be combined to give,
with C (l) as the N × N covariance matrix with elements C (l)
The above conditions can however be satisfied by various combinations of N − r independent and r correlated elements, with 0 ≤ r ≤ N , with zero or non-zero mean values. Higher order moments are subjected to similar constraints too. This gives rise to the possibility of a wide range of random matrix ensembles with same column sum rule.
B. Ensemble Density
To proceed further, we need to define the ensemble density. Following maximum entropy hypothesis, the system is described by the distribution ρ(H) that maximizes Shannon's information entropy I[ρ(H)] = − ρ(H) lnρ(H) dµ(H) (with dµ(H) as the measure in H-space) under the column-sum rule as well as any other known conditions. For example if (i) ρ(H) is normalized; (ii) the mean < H kl > and correlations < H ij H kl > satisfy the constraints given by eqs.(8,9,10), the maximum entropy principle then leads to Gaussian form of ρ:
where
with N as a normalization constant,
as the column vectors of size N ; here subscript ν refers to an element in l'th column i.e H ν ≡ H kl and can take values
The Gaussian form of ρ in eq.(12) results due to the constraints only on the 1 st and 2 nd order moments. The information about higher order moments can lead to a non-Gaussian probability density of the ensemble. The maximum entropy distribution turns out to be bimodal if each H kl is independent, and can take two possible values. For example, for H kl = ±a with a as a constant:
Here we mention only the constraints leading to the Gaussian and bimodal distributions, the two being most often used distributions for numerical as well as mathematical analysis.
The distributions for other cases are discussed in [8] .
IV. EFFECT OF COLUMN SUM-RULE ON EIGENVALUES/ EIGENFUNC-TIONS
A. Behavior for a single matrix Consider a N × N real-symmetric, column-constrained matrix H with E as its eigenvalue matrix (E mn = e n δ mn ) and O as the eigenfunction matrix. As clear, the column sum-rule eq. (7) manifests itself in form of constraints on the eigenfunctions and eigenvalues of H;
for simplification and without loss of generality, α l will hereafter be assumed same for each
The above gives
with I as the identity matrix. Comparison with the characteristic equation Det(H − E) = 0 then implies α as one of its eigenvalues. The eigenvalue equation HO = OE along with eq.(14) then gives
where O kn is k th component of the eigenfunction O n corresponding to eigenvalue e n (note O kn is real in the basis |k in which H is real-symmetric) . This gives
As for a real-symmetric matrix without column constraints, the eigenfunctions in this case are mutually independent too and the components of an eigenfunction are distributed around a unit circle. But, as eq. (17) indicates, O n for e n = α can not be localized just to one basisstate i.e O kn = δ kn ; it must be spread over at least two basis-states. Further
which along with eq. (16) and normalization condition
where δ αen is the Kronecker delta function: δ αen = 1 if e n = α and is zero otherwise.
As a typical eigenfunction component can vary, at the most, between the limits 1 → 1 √ N (corresponding to localized and extended limits, respectively), the eigenvector corresponding to the eigenvalue α is therefore extended in the whole basis-space:
The inverse participation ratio (IPR) of an eigenfunction, say O n , is defined as . In general
for an eigenfunction of a column constrained matrix.
B. Distribution of the eigenvalues-eigenfunctions
The information about the ensemble density can be applied to derive the joint densities of the eigenvalues and/or eigenfunctions. As our focus in this study is to understand the effect of column constraints, the matrix H is assumed to have no symmetry constraints which could result in degenerate eigenvalues (except accidental degeneracy); H therefore has only one eigenvalue equal to α. (Note, for the degenerate case, the matrix can be written in a block form in the symmetry-preserving basis; the present analysis is then applicable to each block). As this can be any one of the N eigenvalues, hereafter we choose e N = α (for clarity of the analysis and without loss of generality). This corresponds to, in our analysis,
along with
To proceed further, a knowledge of the Jacobian of transformation from the matrix space to the eigenvalues-eigenfunctions space, referred as (E, O)-space, is required. The column constraints along with Hermitian condition gives the Jacobian of transformation J(E, O|H)
with
As discussed above, the constraint eq. (14) manifest itself on the eigenvalues and eigenfunctions through relations given by eqs. (16, 18) . A transformation of eq. (11) 
with c N = 1, c n = 0 for n = N .
An integration of eq. (23) over O-space gives the joint eigenvalue density P e (e 1 , ...e N ):
The integration in eq. (25) 
The eigenvalues of H are e 1 = H 11 + H 22 − α = 2H 11 − α and e 2 = α (thus only e 1 is random). This along with eq. (26) and J =| e 1 − e 2 | gives
with C as a normalization constant. It is easy to derive the distribution P (s) of the eigenvalue-spacing s ≡ (e 1 − e 2 ), the only relevant spectral statistics in this case:
Case II: Independent, Gaussian distributed off-diagonals with zero mean and same variance
We consider the case (later referred as infinite range CCGE case or d = ∞ CCGE case) with first two moments of the off-diagonals given as
. Eqs.(8, 9) then give (taking α l = α for all l)
The ratio of the diagonal to off-diagonal variance is therefore
The ensemble density in this case is
with N as the normalization constant: N = 2γ π N (N −1)/4 . The joint eigenvalue density P e (e 1 , e 2 , .., e N ) for the ensemble (30) can be given by eq. (25) with
with f mn as a measure of correlations between the eigenfunctions O m and O n :
(see appendix A for the derivation of eq. (31)). Thus
O n are extended almost in whole basis.
As eq.(31) indicates, P e (e 1 ..., e N ) depends only on the difference of eigenvalues (besides f mn ). Substituting r n = √ γ (e n − α) in eq.(31) then gives the joint eigenvalue density in α, γ-free form
where 
An integration of eq.(33) over O-space would in principle give P r (r 1 , ..r N ) but the basisdependence of f mn makes it technically difficult; (contrary to unitary space, the results for an integation over orthogonal space are still not known; see [13] ). Important insight can however be gained by following qualitative analysis (based on a similar idea used in [5] ).
Both the sums in the exponent of eq. (35) 
Note the above approximation is also applicable to those O m , O n pairs in which one of them is localized and the other extended. The 2 nd sum in the exponent can then be separated in two parts, one corresponding to uncorrelated O m , O n -pairs (those for which eq. (37) is applicable) and the other containing contributions from rest of the eigenfunctions; the two parts will be referred as unc and rest respectively. Using now orthogonal space Haar measure DO = N n=1 S nn k<n A kn , eq.(35) can be integrated over A mn variables with subscripts m, n referring to uncorrelated eigenfunction-pairs. This, being a Gaussian integral, eliminates the repulsion terms |r m − r n | corresponding to uncorrelated O m , O n pairs and gives
Further insight in eq.(38) can be gained by noting that a typical term in the rest is O can be given as
with 
The ratio of the diagonal to off-diagonal variance in this case is
with z as the number of nearest neighbors.
This on substitution in eq. (41) gives
. Using eq.(25), the eigenvalue density now becomes
with ρ s (E; O) and δ o (O) again given by eqs. (31, 24) , Note the eigenvalues and eigenfunctions are now subjected to additional constraints originating from non-random nature of long-
(46), the eigenvalue density again reduces to α-free form 
with C 3 as a constant, Case IV: Independent off-diagonals with bimodal distribution
Let us first consider the case with all off-diagonals bimodal distributed (later referred as
Using the representation of a delta function as a limiting Gaussian i.e δ(x − a) = lim γ→∞ 2γ π e −2γ (x−a) 2 , eq. (13) can be written as
and p refers to sum over all possible combinations of M = N (N − 1)/2 variables b p;kl , obtained due to each variable taking one of the two possible values b p;kl = ±a.
The joint eigenvalue density P e (e 1 , ..e N ) for the ensemble (51) can now be given by eq. (25) with
Note orthogonal nature of O gives N n=1 g pn = 0. Using r n = √ γ(e n − α), and, following similar steps as used in the derivation of eq. (34) from eq.(31), the density P r (r 1 , ..r N ) for eq.(51) can again be given as
with P c (r; O) given by eq.(35) and
Thus only those terms of the p contribute to P r for which 2
The contribution from each such term being e 0 , the above gives B 0 as a constant (equal to number of terms in p satisfying the condition (58).
As clear from the above discussion, theerfore, P r in the bimodal case is same as the Gaussian case II. This is also reconfirmed by the numerically observed analogy of the spectral fluctuations for both the cases (see section VI).
Case V: Independent, nearest-neighbor bimodal hopping in d-dimension
Let us again consider the dynamics in a cubic lattice of length L with periodic boundary condition but now the random component of the nearest-neighbor hopping is chosen to be bimodal type. All sites are assumed to be connected by a non-random component too.
Using N -dimensional site-basis (N = L d ), the ensemble density for the case can be given as ((later referred as CCBE case for arbitrary d)
Proceeding exactly as in the case IV above, the eigenvalue density P r (r 1 , ..r N ) in this case can be shown to be analogous to that of the nearest neighbor Gaussian hopping case III i.e eq.(48).
V. FLUCTUATION MEASURES OF COLUMN CONSTRAINED ENSEMBLES
The presence of correlations among column elements of a column constraint matrix makes the determination of its statistical fluctuations a technically non-trivial task. A mapping of its statistics to BEs is therefore relevant for the following reason. The BEs have been extensively studied during previous decade and a great deal of analytical information about their statistical fluctuations is available [11, 12, [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . The mapping helps the available information directly to be applied to the column constrained Gaussian ensembles.
A. Brownian ensembles (BE): relation with column constrained ensembles A Brownian ensemble of matrices H can in general be described as a non-stationary state of the matrix elements undergoing a cross-over due to a random perturbation of a stationary ensemble, say H 0 , by another one, say V :
The type of a BE, appearing during the cross-over, depends on the nature of stationary ensembles H 0 , V and their different pairs may give rise to different BEs [9, 14] . The present knowledge of ten types of stationary ensembles leads to possibility of many such cross-overs and, consequently, many types of BEs.
In context of column constrained ensembles, the relevant BE is the one appearing during a transition from Poisson → Gaussian orthogonal ensemble (GOE) [10] . With H 0 , V as N ×N matrices taken from Poisson and GOE respectively, the BE in this case is an ensemble of real-symmetric matrices H, free from any column constraint and described by the probability
with η as an arbitrary parameter and (1 + µ) = (λ 2 f ) −1 ; here H = H 0 for λ → 0 or µ → ∞ and H → V for λ → ∞. An ensemble H given by the above measure, is also known as Rosenzweig-Porter (RP) ensemble [16] . As H is a real-symmetric matrix, the jacobian of transformation from H-space to eigenvalue-eigenfunction-space is J(r, O|H) ∝ ∆ N (r) with r n as the eigenvalues and O n as corresponding eigenfunction (subjected only to orthonormality constraint) for n = 1, 2, . . . N [12] . The joint eigenvalue-eigenfunction density P b (r, O) can again be obatined from the relation P b (r, O) Dr DO = ρ(H) DH which gives
where f mn is same as in eq.(32):
kn An integration of eq.(61) over O-space gives the joint eigenvalue density P r
As eq. (61) during Poisson to GUE transition [19, 22] ).
In an attempt to circumvent the above difficulty, a new approach has been introduced during last decade [30] . Based on the single parametric formulation of the diffusion of their probability density, the approach connects the BEs to a wide range of multi-parametric Gaussian ensembles of the same global constraint class. The mapping of column constrained ensemble to the BE therefore connects the former to many other ensembles (e.g Anderson ensemble) which appear in different areas and have been studied by area-specific tools [10] .
The information from these studies can then to the column constrained ensembles.
Comparison of CCE cases II, IV with BE: For clarity, let us first compare the CCGE case (II) of section IV with BE. As clear from eq.(61), the probability P b (r; O) that one of the eigenvalues, say r N = 0, and corresponding eigenfunction O N is extended i.e
, is of the same form as P c (r; O) given by eq.(34) with µ = N :
where Φ is a column vector: 
with P b(n+1) as the joint probability density of n eigenvalues of BE taking value r 1 , r 2 , ..r n and (n + 1) th eigenvalue, say r N , as zero and corresponding eigenfunction is Φ. As eq. (65) indicates, the n th order spectral correlation of CCE can therefore be obtained from the BE-statistics. Due to its eigenvalue-eigenfunction density being analogous to that of CCGE case II, the above discussion is also applicable to CCBE case IV.
Comparison of CCE cases III, V with BE: Now let us compare eq.(48) for the case III of section IV with eq.(61). As in the case II, the density P c (r; O) for the case III can again be written in terms of P b (r; O)
But, contrary to eq.(33) for case II, P r for this case (eq.(48) requires an integration over additonal constraints on the eigenfunction components which leads to
An integration over O-space in eq. in accord with numerical observation. As the statistics for CCGE case III is analogous to the CCBE case V, we expect the later to correponds to the BE with µ = cN too.
B. Fluctuations measures of CCE: exploiting BE connection
As shown by previous analysis [10, 17] of eq.(61), a variation of µ changes the leveldensity R 1 (r) of the BE from a Gaussian (µ → ∞) to a semi-circle (µ → 0) form. The spectral fluctuations around R 1 (r) are governed by a parameter which is typical off-diagonal square measured in units of the local mean-level spacing ∆ local (r) (referred as the spectral complexity parameter) [10] ):
Here ∆ local (r) is the local mean-level spacing: ∆ local (r) = (R 1 (r)) −1 for a BE with R 1 (r) as the mean-level density.
The Λ-variation due to changing µ at a fixed energy r results in a cross-over of the BE statistics from Poisson (Λ → 0) to GOE (Λ → ∞) statistics. As discussed in [17] ,
1/ν but develops Gaussian tails for large |r|. Although the results for ν = 1 are not known analytically, numerical analysis indicates a semicircle behavior:
2aN − r 2 with a as a constant (see figure 11(a) ).
For the cases µ = νN with ν ∼ 1, therefore, Λ(r) becomes size-independence in the bulk regime. As the level-statistics is governed by Λ only, it is size-invariant as well as intermediate between Poisson and GOE even in the limit N → ∞ and is therefore termed as critical.
These critical BEs form a one parameter family of non-equilibrium ensembles lying between the Poisson and GOE equilibrium, and, with a size-independent level-statistics. Following analogy with BE, the level-statistics of the CCE should also approach an invariant form, intermediate between Poisson and GOE, in large N -limit; this is indeed confirmed by our numerical analysis given in section 5.
Using the CCE-BE mapping, the BE results with µ = N can directly be used for N × N column-constrained Gaussian and bimodal cases described by eqs. (30, 41, 50, 59 ). But, as mentioned above, most of the results known for the BE given by eq.(60) are approximate;
here we briefly review some of them (for details see [14] ):
Level-density R 1 (r): In the spectrum-bulk, R 1 (r) is a semi-circle in large N -limit: R 1 (r) = 2-point density correlation R 2 (e 1 , e 2 ): The large-r behavior for R 2 ((r = |e 1 − e 2 |), defined as
N −1 k=3 de k , can be given as (see eq.(23) of [14] )
sinπr/πr (GOE limit).
Nearest-neighbor spacing distribution P (s): For a 2 × 2 BE between Poisson and GOE, the probability of its eigenvalues at a distance s can be given as [23] [23, 29]:
with I 0 as the modified Bessel function. As P (s) is dominated by the nearest neighbor pairs of eigenvalues, this result is a good approximation also for N × N case, especially in small-s and small-Λ-result [23] . respectively. As discussed in [10] , χ ≈ (π 2 Λ) −1 for large Λ-cases.
VI. NUMERICAL ANALYSIS OF THE EIGENVALUES-EIGENFUNCTIONS
FLUCTUATIONS
The technical complexity related to the eigenfunction space integration makes it necessary to numerically investigate the ensembles with column constraints; the information can then be used to simplify the analytical calculation by various approximations. As mentioned in section 2, the spectral statistics of the low lying bosonic excitations above a ground state E 0 is analogous to that of an ensemble of column constrained matrices with column constant α l = E 0 (for l = 1, 2, ..N ). The latter being statistically similar to the case α = 0 (except for a shift in the spectrum), the spectral information about Goldstone modes can be obtained by a numerical analysis of the α = 0 ensemble.
Here we consider ensembles of Hermitian random matrices with zero column sum rule but with varying system conditions. The objective is to analyze (i) effect of disorder and dimensionality on the fluctuation measures.
(ii) the size-dependence of the fluctuation measures,
(iii) existence of any universal features in the statistical behavior.
The motivation for the first objective comes from previous studies of the systems with Goldstone symmetry. In absence of disorder, low frequency excitation in these systems have long wavelengths and are described by equations of motion based on macroscopic properties. Disorder causes local fluctuations in these properties but excitations are believed to couple only to their averages over a volume with linear dimensions set by a wavelength.
As a consequence, higher dimensions, where averaging is more effective, are expected to be disorder-insensitive [1] . But almost all these results are based on average behavior of the spectral density and inverse participation ratio. This gives rise to natural query whether The local spectral fluctuations in an energy-range are defined in terms of the multi-point correlations of the spectral density ρ e (e) = N k=1 δ(e − e k ) in the range [12] . The ensemble average of the spectral density R 1 (e) = ρ e (e) is a standard measure for the statistical studies of many complex systems. Figures 1,2 depict R 1 (e) behavior for Gaussian and bimodal disorder for various dimensions and disorder strengths. The effect of dimensionality on the average behavior is clearly visible from these figures. As shown for the Gaussian case in figure 1 , the dependence of R 1 on the disorder strength Γ can be scaled out. The size N has no effect on R 1 for short-range basis connectivity (nearest-neighbor hopping cases with low-dimensionality d ≤ 3), for both type of disorders. The numerics for different N for the long-range basis-connectivity (ensemble (30) ) however indicates a semi-circle behavior of R 1 (e) : R 1 (e) = √ 2aN − e 2 with a a constant (Figure 2 ). Furthermore the edge-behavior seems to be in agreement with the level-density of Goldstone modes in spin-glasses for d ≥ 3: infinite-range spin glass [1, 27] .
The ensemble average of the inverse-participation ratio (IPR) of an eigenfunction is a standard statistical measure to study its average localization tendency in the basis-space. The theoretical predictions discussed in section IV suggest a large N -approach to an intermediate BE-statistics in the spectrum. Figure 11 compares the level-density as well as P (s) and Σ 2 (r) behavior of CCGE case II with BE in both edge and bulk of the spectrum for N = 10 3 ; as clear P (s)-analogy for the two cases is extended to Σ 2 (r)-behavior too. Although the Bimodal case is not shown in figure 9 but its approach to BE statistics is implied by its analogy with Gaussian case shown in figures 6-8. As expected due to relatively smaller level-spacing, the BE analog in the bulk is closer to GOE regime as compared to the one for the edge-case. Note, similar to ten standard universality classes, this particular BE analog, appearing as a limit, is independent of any parameters. This indicates the existence of a universality class of spectral fluctuations in ensembles with fixed column sums in large size limit.
VII. CONCLUSION
To gain a better insight in the column constrained ensembles, we have pursued a detailed numerical analysis of the influence of various system conditions on their statistical behavior. We find that the strength or nature of disorder has no effect on their spectralfluctuations although it may affect the average behavior based on other system-conditions;
(note here only those types of disorder are implied which do not change the global constraint class of the ensemble). The fluctuations however are sensitive to other system conditions e.g. dimensionality/ basis-connectivity and energy-range. As connectivity in the basis increases, the average behavior also become insensitive to nature of disorder. In large-size limit, the spectral statistics becomes size-independent too and and is analogous to a special type of critical BE, intermediate between Poisson and GOE and independent of all systemconditions. The column constrained matrices therefore undergo a cross-over from Poisson to this special critical BE with basis-connectivity as the transition parameter. As well-known, a real-symmetric ensemble without column-sum rule (and no other constraints except timereversal symmetry) undergoes a Poisson to GOE transition but the column sum rule inhibits the cross-over from reaching to GOE. The inability of column-constrained ensemble to reach GOE can be explained as follows: the correlations arising from the column sum-rule make the diagonals effectively much larger than the off-diagonals (their ratio dependent on the number of non-zero elements in a column). This tends to localize the dynamics around the basis-states which however is opposed by the basis-connectivity (hopping etc). In absence of the column sum-rule, the spectral statistics is governed by a competition between the diagonal disorder and hopping, resulting in a crossover from Poisson to GOE universality class but, in its presence, the disorder always dominates causing the equilibrium to occur midway between Poisson and GOE. The statistics in this equilibrium represents a new universality class, free of all parameters, and, obtained by imposing an additional symmetry leading to column constraint (e.g. Goldstone symmetry) along with time-reversal symmetry. Note this class is different from the ten well-known standard universality classes [31] which correspond to the infra-red renormalization group fixed points describing the ergodic limit). This is because, contrary to the previously known classes, the statistics in a column constrained ensemble approaches a fixed point lying in a non-ergodic regime. Appearance of two more universality classes is expected on similar grounds, arising in presence of the combinations (1) Goldstone symmetry and no time-reversal (leading to complex-Hermitian ensembles with column constraints), and, (2) Goldstone symmetry and half-integer angular momentum (leading to real-quaternion ensembles with column constraints).
It is worth noting that a BE itself is a non-equilibrium state of a disorder-driven transition in space of ensembles subjected to a single global constraint i.e time-reversal symmetry.
The appearance of an almost BE type ensemble as an equilibrium state of the transition in column constrained matrices (two global constraints here, namely, time-reversal and column constraint) therefore suggests a hierarchy of equilibriums: the non-equilibrium states of the transition in the ensemble-space with lesser number of global constraints appear as the equilibrium states of the transition in the space with higher constraints.
In recent years, there have been lot of interest in statistical analysis of the bosonic excitations. The study presented here reveals the existence of a new universality class in the spectral statistics of Goldstone modes however it does not provide information about the eigenfunctions. The latter requires a study of the ensembles with both column constraints as well as an additional constraint (leading to an extended mode at the minimum eigenvalue)
is required. Further the Google matrix analysis requires a study of non-Hermitian ensembles with column constraints.
Previous studies of the system-dependent random matrix ensembles with anti-unitary symmetries as the global constraints indicate single parametric dependence of the fluctuation measures [9, 10, 30] . The search for a similar formulation for column-constrained ensembles is desirable too; it will provide a common theoretical formulation for the cases with lower or higher basis-connectivity, anisotropic hopping, correlated off-diagonals etc. Our attempts so far in this direction are encouraging.
In the end, we emphasize that the most important aspect of our present analysis is revealing the connection between column constrained matrices and Brownian ensembles.
The connection of ensembles within same global constraint class has been reported in past;
for example, the statistics of the BEs and disorder Hamiltonians e.g. Anderson Hamiltonian, both with time-reversal symmetry, are analogous if their complexity parameters are same [10] . The present work further extends it by connecting the ensemble with different global constraint classes. Consider a real-symmetric N × N matrix H with an eigenvalue e n and corresponding eigenfunction O n , with its components referred as O kn for n = 1 → N . Using the relation
e n O kn O ln , a sum S 1 over all upper (or lower) off-diagonal matrix element squares of H can be reduced in following form:
e n e m k,l
The orthogonality relation of the eigenfunctions gives where S 2 is given as
As the first term of eq.(A11) on RHS is the trace of the square of a (N − 1) × (N − 1) matrix H, we have The insensitivity of P (S) and number-variance to disorder-strength for both energy ranges is once again obvious from the figure and is in accord with our analytical results. (fig 7) , the edge-statistics here is shifted more towards Poisson regime which is expected due to increased localization of eigenfunctions, originating in confined hopping. case is considered for four system sizes. As visible in parts 9(a,b), the statistics in the bulk is again close to a GOE and is in analogy with P (s) behavior shown in figure 7(c,d) . Note, the approach to size-invariance for Σ 2 (r) in the edge region is slower for large r but is visible from the behavior of curves for N = 2197, 4913 in parts 9(c,d); the statistics now is intermediate between Poisson and GOE limits, is in confomity with corresponding P (s) behavior shown in figure 7(a,b) . 
