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A space is called subsequential if it is a subspace of a sequential space. A free ﬁlter F on
ω is called subsequential if the space ω ∪ {F} is subsequential. The purpose of this paper
is to introduce the degree of subsequentiality of a subsequential ﬁlter in a similar way as it
is done in the realm of sequential spaces. A method to produce subsequential ﬁlters with
arbitrary subsequential degree is given.
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1. Preliminaries and notation
All the spaces are assumed to be Hausdorff. The neighborhoods of a point x ∈ X will be denoted by N (x). For an inﬁnite
set X , we let [X]ω = {A ⊆ X: |A| = ω}.
All ﬁlters will be taken on ω and will be free. The Fréchet ﬁlter on ω is the ﬁlter
Fr =
{
A ⊆ ω: |ω \ A| < ω}.
More generally, if A ∈ [ω]ω , then Fr(A) = {F ⊆ ω: |A \ F | < ω} will denote the Fréchet ﬁlter on A. Given A, B ∈ [ω]ω , a free
ﬁlter F on A and a free ﬁlter G on B , we say that F and G are equivalent, in symbols F ∼ G , iff there is a bijection
f : A → B such that f [F ] = { f [F ]: F ∈ F} = G . If F is a free ﬁlter, then F+ = {A ⊆ ω: ∀F ∈ F (A ∩ F 
= ∅)}. For A ∈ F+ ,
we have that F |A = {A ∩ F : F ∈ F} is a free ﬁlter on the set A.
A space X is said to be Fréchet–Urysohn if whenever x ∈ clX A there is a sequence (an)n<ω in A that converges to x.
A space X is called sequential if for each non-closed subset A of X there is a sequence (xn)n<ω in A that converges to a
point in X \ A. An important generalization of sequential spaces is the following.
Deﬁnition 1.1. ([13]) A space is called subsequential if it can be embedded in a sequential space.
An internal characterization of subsequential topologies is given in the unpublished paper [5] and with proof in [4,
Th. 13.2, Cor. 13.4].
The free ﬁlters on ω that will be studied in this paper are described as follows. For a free ﬁlter F , the symbol ξ(F) will
stand for the space whose underlying set is ω ∪ {F}, ω is a discrete subset and a basic neighborhood of F is of the form
F ∪ {F}, where F ∈ F .
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if the space ξ(F) is sequential.
Our ﬁrst example of a sequential ﬁlter is the Fréchet ﬁlter Fr since ξ(Fr) is a convergent sequence. It is evident that
ξ(F) is sequential iff it is a Fréchet–Urysohn space, for every free ﬁlter F . It is not diﬃcult to see that the free ultraﬁlters
on ω cannot be sequential and, in fact, they cannot be subsequential either (see [1,8,9]).
To construct several examples of distinct subsequential ﬁlters we need some ideas from the theory of sequential spaces:
Let X be a space. For every A ⊆ X , we set A0 = A and for each ordinal number α we deﬁne Aα = {x ∈ X: ∃(xn)n<ω ⊆ Aβ
(xn → x)} if α = β + 1, and Aα =⋃β<α Aβ if α is a limit ordinal. It is known (see [2]) that a space X is sequential iff there
is α ω1 such that Aα = clX A for all A ⊆ X . The minimal ordinal α with this property is called the sequential order of the
sequential space X and it is denoted by σ̂ (X). We remark that for every sequential space X we have that σ̂ (X) ω1. If X
is sequential and x ∈ X , then we deﬁne
σ̂ (x, X) =min{α ω1: ∀A ∈ P(X) (x ∈ clX A → x ∈ Aα)}.
Observe that σ̂ (X) = sup{σ(x, X): x ∈ X}. More properties of the number σ̂ (X) can be found in the papers [2,4,14].
When F is a subsequential ﬁlter and S is a sequential space that contains ξ(F), without loss of generality, we will
always assume that S = clS ω. For a ﬁlter F and a space S that contains ξ(F), we have that A ∈ F+ iff F ∈ clS (A). The
sequential degree of F with respect to the sequential space S is the ordinal number
σ(F, S) =min{α ω1: ∀A ∈ F+ (F ∈ Aα)},
where the iteration Aα is taken inside of the space S . Notice that σ(F , S) σ̂ (F , S). Observe that if F is a subsequential
ﬁlter, then
σ(F, S) = sup{σ(F |A, clS A): A ∈ F+}.
The subsequential degree of a subsequential ﬁlter F is the ordinal number
σ(F) = min{σ(F, S): S is a sequential space with ξ(F) ⊆ S}.
We do not know if σ(F) = min{σ̂ (F , S): S is a sequential space with ξ(F) ⊆ S}.
We omit the proof of the following easy result.
Theorem 1.3. For every subsequential ﬁlter F and for every A ∈ F+ , we have that F |A is also subsequential and σ(F |A) 
σ(F)ω1 .
The inequality of the previous theorem can be strict. For instance, partition ω in two inﬁnite subsets A and B , and let
{Bn: n < ω} be a partition of B in inﬁnite subsets. Consider the ﬁlter
F = {D ∈ [ω]ω: A \ D is ﬁnite and ∃m < ω ∀n < ω (m n → Bn \ D is ﬁnite)}.
Then, F is a subsequential ﬁlter and
1 = σ(F |A) < σ(F) = 2.
Many years ago S.P. Franklin and M. Rajagopalan [8] introduced the subsequential order of an arbitrary subsequential
spaces X as the ordinal number
sso(X) = min{σ̂ (S): S is a sequential space containing X}.
It is clear that σ(F)  sso(ξ(F)) but we do not know if the equality holds. For a sequential space X , it was asked in [8]
whether σ̂ (X) = sso(X). We shall make some further comments about [8] at the end of Section 4. We emphasize that our
subsequential degree is only deﬁned for subsequential ﬁlters on ω.
In this article, we continue the study of subsequential ﬁlters started in [9] but now we include the notion of the de-
gree of subsequentiality. In Section 2 we show two basic constructions of subsequential ﬁlters called addition and product.
In Section 3 we introduce the power of a ﬁlter and show some of its properties. The objective of Section 4 is to construct
subsequential ﬁlters of arbitrarily large countable subsequential order. In Section 5 we include the construction of subse-
quential ﬁlters of subsequential degree ω1. Finally, in Section 6 we show some further properties of addition and product
of ﬁlters.
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To construct several subsequential ﬁlters let us remind the deﬁnition of the direct sum of countably many ﬁlters with
respect to a given ﬁlter (this notion has been considered by several people [10–12]):
Let F a free ﬁlter on ω and, for each n < ω, let Fn be a free ﬁlter on ω. Then, we deﬁne∑
F
Fn =
{
A ⊆ ω × ω: {n < ω: {m < ω: (n,m) ∈ A} ∈ Fn} ∈ F}.
It is not hard to see that
∑
F Fn is a free ﬁlter on ω×ω. This ﬁlter
∑
F Fn can be considered as a ﬁlter on ω via a bijection
f : ω × ω → ω. Indeed, for each n < ω, let f [{n} × ω] = An and f [{n} × Fn] = Gn . It is clear that Gn is a free ﬁlter on An
equivalent to Fn , for all n < ω. Thus, we obtain that
f
[∑
F
Fn
]
= {A ⊆ ω: {n < ω: A ∩ An ∈ Gn} ∈ F}.
Depending on our convenience, the ﬁlter
∑
F Fn will be considered either as a subset of P(ω ×ω) or as a subset of P(ω).
At this point, we remark that when the ﬁlter
∑
F Fn is considered as a subset of ω × ω the ﬁlter is well determined.
Meanwhile, when it is considered as a ﬁlter on ω the ﬁlter depends on the bijection between ω × ω and ω that we ﬁx.
In other terms, to deﬁne such a ﬁlter we may ﬁx a partition {An: n < ω} of ω in inﬁnite subsets, for each n < ω we choose
a ﬁlter Gn on An equivalent to Fn , and then we deﬁne∑
F
Fn =
{
A ⊆ ω: {n < ω: A ∩ An ∈ Gn} ∈ F
}
.
It is worthy to remark that the symbol
∑
F Fn does not include any notation for the partition that deﬁnes it when it is
considered as a ﬁlter on ω. Let us see that the equality
∑
F Fn =
∑
F Gn does not imply that Fn = Gm for some m,n < ω.
Indeed, let {An: n < ω} be a partition of ω in inﬁnite subsets and {In: n < ω} be a partition of ω in ﬁnite subsets. Then, it
is easy to prove that∑
Fr
Fr(An) =
∑
Fr
Fr
(⋃
i∈In
Ai
)
.
It is shown in [9, Th. 3.2] that the addition of subsequential ﬁlters produces subsequential ﬁlters:
Theorem 2.1. Let F be a subsequential ﬁlter. If Fn is a subsequential ﬁlter, for each n < ω, then
∑
F Fn is also subsequential, and
σ
(∑
F
Fn
)
min
{
sup
{
σ(Fn): nm
}
: m < ω
}+ σ(F).
Let us state a useful application of the ﬁlter addition which was shown in [9, Th. 3.6].
Theorem 2.2. Let F be a subsequential ﬁlter. Then, for every A ∈ F+ there are a partition {An: n < ω} ⊆ [ω]ω of A and, for every
n < ω, a subsequential ﬁlter Fn on An such that
F |A ⊆
∑
Fr
Fn.
In particular, if F is a subsequential ﬁlter, then there is a partition {An: n < ω} of ω in inﬁnite subsets and, for each n < ω, there is a
subsequential ﬁlter Fn on An such that
F ⊆
∑
Fr
Fn.
Next, we shall give another construction of subsequential ﬁlters closely related to the addition of ﬁlters.
Let {An: n < ω} be a partition of ω in inﬁnite subsets and suppose that Fn is a free ﬁlter on An , for each n < ω. Then,
we deﬁne∏
Fn =
{ ⋃
n<ω
Fn: ∀n < ω (Fn ∈ Fn)
}
.
It is not hard to prove that
∏Fn is a free ﬁlter and that (∏Fn)|Ak = Fk , for all k < ω. Observe that A ∈ (∏Fn)+ iff there
is n < ω such that A ∩ An ∈ F+n . Hence, we obtain that Ak ∈ (
∏Fn)+ , for each k < ω. If we allow to sum over any kind of
S. García-Ferreira, C. Uzcátegui / Topology and its Applications 157 (2010) 2180–2193 2183ﬁlters in the addition of ﬁlters, then we ﬁnd that
∏Fn =∑{ω} Fn , where {ω} is the trivial ﬁlter. We remark that ∏Fr(An)
is the neighborhood ﬁlter of the non-isolated point of the countable fan.
The next result can be deduced from Corollary 13.4 of [4], but we shall include a proof for the particular cases that we
are considering.
Theorem 2.3. Let {An: n < ω} be a partition of ω in inﬁnite subsets. If Fn is a subsequential ﬁlter on An, for each n < ω, then∏Fn
is also subsequential, and σ(
∏Fn) = sup{σ(Fn): n < ω}.
Proof. By deﬁnition, we have that∏
Fn =
{ ⋃
n<ω
Fn: ∀n < ω (Fn ∈ Fn)
}
.
For each n < ω, let Sn be a sequential space such that ξ(Fn) ⊆ Sn = clSn An and σ(Fn) = σ(Fn, Sn). Let X be the disjoint
topological sum of the spaces Sn ’s. In this space X , we identify all the points Fn ’s in one single point z. In virtue of
Proposition 1.2 from [7], this quotient space X/ ∼ is sequential. It is not hard to prove that ∏Fn = {V ∩ω: V ∈ N (z)}. Put
F =∏Fn . We know that A ∈ F+ iff A∩ An ∈ F+n for at least one n < ω. Hence, we deduce that σ(F) sup{σ(Fn): n < ω}.
Let S be a sequential space such that σ(F) = σ(F , S). For k < ω, we have that F |Ak = Fk and Ak ∪ {F} ⊆ S , and so
σ(Fk) = σ(F |Ak ) σ(F |Ak , S) σ(F, S) = σ(F).
Therefore, σ(F) = sup{σ(Fn): n < ω}. 
Theorem 2.4. Let {An: n < ω} be a partition of ω in inﬁnite subsets. If F is a free ﬁlter on ω and Fn is a free ﬁlter on An, for each
n < ω, then
∏Fn ⊆∑F Fn and the trace of∏Fn on Am is precisely the ﬁlter Fm, for each m < ω.
Proof. The ﬁrst part is evident. For each m < ω, it is also evident that the trace of
∏Fn on Am coincides with Fm . 
3. The powerF θ of a ﬁlter
Now we introduce the power F θ of a ﬁlter F which will be of crucial importance for the rest of the paper. The basic
idea of this deﬁnition of powers comes from the paper [3] (these powers are special cases of a more general notion called
sequential contours that are studied in [4–6]). First, we need the following standard notion.
The tensor product of two free ﬁlters F and G on ω is the ﬁlter
F ⊗ G =
∑
F
Fn,
where Fn = G for each n < ω.
In this paper, we shall consider the ﬁlter F ⊗ G as a ﬁlter on ω. To do that we proceed to ﬁxed a partition {An: n < ω}
of ω in inﬁnite subsets and for each n < ω take a ﬁlter Fn on An equivalent to the ﬁlter G via a ﬁxed bijection between An
and ω. If we change the partition, we get a ﬁlter equivalent to the original tensor product. In other words, if F ⊗ G is
deﬁned as a ﬁlter on ω, the second ﬁlter G in the notation is not really used in the deﬁnition, it only indicates that we
have to take ﬁlters on each member of a ﬁx partition of ω that are equivalent to it. As in the sum of ﬁlters, the symbol G
is a variable that stands for an equivalence class of free ﬁlters on ω in the formula F ⊗ G , and the ﬁrst ﬁlter F is the one
that is really used in the deﬁnition.
The countable powers of a free ﬁlter F on ω will be deﬁned on ω up to equivalence. Then, F ⊗ F will be denoted
by F2. For an arbitrary free ﬁlter F , by using transﬁnite induction, we can deﬁne F θ for each 1 θ < ω1 as follows:
First of all, for each limit ordinal θ < ω1 we ﬁx a strictly increasing, unbounded sequence {θn: n < ω} in θ , and a
partition {An: n < ω} of ω in inﬁnite subsets. We let F1 = F and suppose that Fν has been deﬁned, for each ν < θ < ω1.
If θ = α + 1 and α is not a limit ordinal, then we deﬁne
Fθ = F ⊗ Fα.
Now, suppose that θ is a limit ordinal. For each n < ω, take a ﬁlter Fn on An equivalent to F θn . Then, we deﬁne
Fθ =
∏
Fn and Fθ+1 =
∑
F
Fn.
Throughout the rest of the paper, for each limit θ < ω1, we shall ﬁx, once and for all, a strictly increasing, unbounded
sequence {θn: n < ω} in θ consisting, for our convenience, of non-limit ordinal numbers. This agreement will help us to
deal with the θ -powers, when θ is a limit ordinal. It is worthy to mention that Fαr , the powers of the Fréchet ﬁlter, when
α is a successor ordinal are special cases of sequential contours in the sense of [6,4,5] (see our Example 5.1).
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to F . For each 1 < θ < ω1, the deﬁnition of the ﬁlters F θ depends on a partition A = {An: n < ω} of ω. Thus, the symbol
F θ (A) will emphasize that the ﬁlter F θ is deﬁned via the partition A = {An: n < ω}, taking some suitable ﬁlters on each
An and using the ﬁlter F . We will show later that the deﬁnition of each power F θ is unique up to ﬁlter equivalence, since
it depends on the partition that we ﬁx and on the ﬁlters that we choose on every element of the partition.
We will be mainly interested in Fαr . In order to show some of the properties of Fαr we need to take into account the
partition used. For this reason, and for the reader convenience, we state below the deﬁnition of Fαr in terms of the partition.
For each A ∈ [ω]ω , for each 1 θ < ω1 and for each partition A = {Ak: k < ω} of A in inﬁnite subsets, we have deﬁned
recursively:
Fθ+1r (A) =
∑
Fr
Fθr (Ak) if θ is successor ordinal,
Fθ+1r (A) =
∑
Fr
Fθkr (Ak) if θ is a limit ordinal, and
Fθr (A) =
∏
Fθkr (Ak) if θ is a limit ordinal.
Let us state a very useful relationship among these ﬁlters.
Lemma 3.1. Let A ⊆ ω be an inﬁnite set. Then Fαr (A) ⊆ Fβ+1r (A) for all 1 α  β < ω1 .
Proof. We proceed by transﬁnite induction on β . The result is obvious for α = β = 1. Suppose the result holds for all
α  β < θ and let us proved it for θ . Let {An: n < ω} be a partition of A in inﬁnite sets, 1 α  θ and C ∈ Fαr (A).
Case I. θ = η + 1. First suppose that α is a successor ordinal, say α = γ + 1. Then there is n < ω such that C ∩ Am ∈
Fγr (Am) for all m  n. Since γ < η < θ , then by the inductive hypothesis, C ∩ Am ∈ Fη+1r (Am) = F θr (Am) for all m  n.
Therefore C ∈ F θ+1r (A). Now we assume that α is a limit ordinal. Then C ∩ An ∈ Fαnr (An) for all n < ω. Since αn  η, then
C ∩ An ∈ Fη+1r (An) = F θr (An) for all n and we are done as before.
Case II. θ is a limit ordinal. We consider two cases as before. First suppose that α = γ + 1. In particular, α < θ . Thus
there is n < ω such that α < θn . Recall our assumption that each θn is a successor ordinal. As α  θm − 1 for all m  n,
we conclude from the inductive hypothesis that C ∩ Am ∈ F θnr (Am) for all m  n. Therefore C ∈ F θ+1r (A). Now we assume
that α is a limit ordinal. Then, there is m < ω such that αn  θn for all m n < ω. Since C ∩ An ∈ Fαnr (An) for every n < ω
and θn is a successor ordinal, we conclude from the inductive hypothesis that C ∩ An ∈ F θnr (An) for all n < ω and we are
done. 
Let 1 < α < θ < ω1 and let {An: n < ω} be a partition of A that deﬁnes both ﬁlters Fα+1r (A) and F θr (A). If θ is a limit
ordinal, then Fα+1r (A)F θr (A). Indeed, we know that
⋃
m<n<ω An ∈ Fα+1r (A), but
⋃
m<n<ω An /∈ F θr (A), for all m < ω.
Let F be a sequential ﬁlter. At the beginning of the proof of Theorem 3.6 from [9], we showed that F ⊆∑Fr Fr(An) =
F2r , for a suitable partition {An: n < ω} of ω. For subsequential, non-sequential ﬁlters with countable subsequential degree
we have the following result that it is a particular case of Theorem 13.2 of [4]:
Lemma 3.2. Let F be a subsequential, non-sequential ﬁlter that can be extended to a sequential space S such that clS (ω) = S. If there
are an ordinal 1  θ < ω1 and A ∈ F+ such that F ∈ Aθ+1 (the θ + 1-iteration is taken inside S), then F ⊆ F θ+1r (A) for some
partition A of ω.
Proof. Since 1  θ , we can ﬁnd a sequence (sn)n<ω in clS (A) \ ω such that sn → F and sn ∈ Aθ , for each n < ω. Choose
a partition A = {An: n < ω} of ω such that sn ∈ clS (An), for all n < ω. Put Fn(An) = {V ∩ An: V ∈ N (sn)} and identify sn
with Fn , for each n < ω. It is clear that Fn is a subsequential ﬁlter, for each n < ω. As in the proof of Theorem 3.6 from [9],
we have that
F ⊆
∑
Fr
Fn(An).
Now, we proceed by transﬁnite induction on θ . For θ = 1, without loss of generality, we may assume that An converges
to sn , for all n < ω. Then, we obtain that Fn = Fr(An), for each n < ω, and so F ⊆∑Fr Fr(An) = F2r (A). Suppose that the
conclusion holds for each subsequential, non-subsequential ﬁlter and for each ordinal number 2μ < θ < ω1. We consider
two cases. (i) Suppose θ is a successor ordinal. Since Fn ∈ Aθn for each n ∈ ω, then by the inductive hypothesis we have that
Fn(An) ⊆ F θr (An), for each n ∈ ω. Hence, we obtain that
F ⊆
∑
Fn(An) ⊆
∑
Fθr (An) = Fθ+1r (A).
Fr Fr
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the original sequence (sn), several si between si and si+1). As before, by the inductive hypothesis we have that Fn(An) ⊆
F θnr (An), for each n ∈ ω. We conclude as in case (i). 
The main result of this section is the following improvement of Theorem 2.2.
Theorem 3.3. Let F be a subsequential, non-sequential ﬁlter with σ(F) < ω1 . If σ(F) is a successor ordinal, then F ⊆ Fσ(F)r (A)
for some partition A of ω. Otherwise, F ⊆ Fσ(F)+1r (A) for some partition A of ω.
Proof. Let F be a subsequential, non-sequential ﬁlter. Choose a sequential space S such that σ(F) = σ(F , S) and
clS (ω) = S . Then, there is θ < σ(F) such that F ∈ ωθ+1 and so, by Lemma 3.2, there is a partition A of ω such that
F ⊆ Fθ+1r (A).
The conclusion follows from Lemma 3.1. 
Remark 3.4. One would be tempted to conjecture that if σ(F) = α + 1, then α is the minimal ordinal β such that F ⊆
Fβ+1r (A) for some partition A of ω. We will see in Example 4.10 that this is not the case.
We do not know if there is a subsequential ﬁlter F with σ(F) = θ a limit ordinal and F F θr (A) for any partition A
of ω. For instance, we would like to know if, for a given partition {Ak: k < ω} of ω, there is another partition {Bk: k < ω}
of ω such that∑
Fr
F2kr (Ak) ⊆
∑
Fr
Fkr (Bk).
4. Subsequential ﬁlters with arbitrarily large countable subsequential degree
The main objective of this section is to show that σ(Fαr ) = α, for every α < ω1. The cases α = 1,2 are easy. To see the
combinatorial diﬃculties one ﬁnds in proving such a result, we invite the reader to try to show it for α = 3.
We start with the following result.
Theorem 4.1. For each 1 α < ω1 , the ﬁlter Fαr is subsequential and σ(Fαr ) α.
Proof. Let 1  α < ω1. We know from Theorem 2.1 that the ﬁlter Fαr is subsequential and, by transﬁnite induction and
applying Theorem 2.1, we can prove that σ(Fαr ) α. 
Our next task is to prove that the equality holds. For that end we need several preliminary lemmas. The ﬁrst lemma is
crucial and it will be used several times. We denote by Iαr (A) the dual ideal of Fαr (A).
Lemma 4.2. Let A and B be two inﬁnite subsets of ω and 1 α < ω1 . If A ∩ B ∈ Fαr (A)+ , then there is D ⊆ A ∩ B such that
D ∈ Fαr (A)+ ∩ Iα+1r (B).
Proof. Let A = {An: n < ω} and B = {Bm: m < ω} be two partitions of A and B in inﬁnite subsets, respectively. We know
that A ∩ B is inﬁnite. Suppose that α = 1. In this case, we let {An: n < ω} = {A}. There are two cases to consider. If there is
m < ω such that Bm ∩ A is inﬁnite, then put D = A ∩ Bm . Suppose the contrary, that is A ∩ Bm is ﬁnite for all m < ω. Since
A ∩ B is inﬁnite, there is an increasing sequence of positive integers (mk)k<ω such that there is dk ∈ Bmk ∩ A for each k < ω.
In this case, we let D = {dk: k < ω}.
Let 1 < α < ω1 and assume that the result holds for all β < α. Suppose ﬁrst that α = β + 1 and β is not a limit ordinal.
Suppose A ∩ B ∈ Fαr (A)+ . Then there is an increasing sequence (nk)k<ω of integers such that Ank ∩ B ∈ Fβr (Ank )+ for all k.
By the inductive hypothesis, for each k there is Dnk ⊆ Ank ∩ B such that
Dnk ∈ Fβr (Ank )+ ∩ Iβ+1r (B).
We have to consider two cases:
Case I. There is m < ω such that for all l < ω there is an integer k l such that
Dnk ∩ (B1 ∪ · · · ∪ Bm) ∈ Fβr (Ank )+.
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Dnk ∩ (B1 ∪ · · · ∪ Bm) ∈ Fβr (Ank )+
for each k < ω. Let
D =
(
m⋃
j=1
B j
)
∩
( ∞⋃
k=1
Dnk
)
.
It is clear that D ∈ Iα+1r (B) and D ∩ Ank ∈ Fβr (Ank )+ for all k < ω. Thus D ∈ Fβ+1r (A)+ .
Case II. For all m < ω there is l < ω such that
Dnk ∩ (B1 ∪ · · · ∪ Bm) /∈ Fβr (Ank )+
for every integer k l. By taking, if necessary, a subsequence of (Ank )k<ω we may assume that the following holds:
Dnk ∩ (B1 ∪ · · · ∪ Bk) /∈ Fβr (Ank )+
for all k < ω. And hence
Dnk ∩
( ∞⋃
j=k+1
B j
)
∈ Fβr (Ank )+
for every k < ω. The last claim holds since, by construction, Dnk belongs to Fβr (Ank )+ for every k < ω and the Bm ’s form a
partition of B . Let
D =
∞⋃
k=1
(
Dnk ∩
( ∞⋃
j=k+1
B j
))
.
It is evident that D ∈ Fβ+1r (A)+ . To see that D belongs to Iα+1r (B), notice that D ∩ Bm+1 = (Dn1 ∪ · · · ∪ Dnm )∩ Bm+1 for all
integer m  1. By construction, we know that Dnk ∈ Iβ+1r (B) for every k < ω. Therefore, D ∩ Bm belongs to Iβr (Bm) for all
m < ω. Hence, D ∈ Iα+1r (B).
Now we treat the case when α = θ + 1 and θ is a limit ordinal. Let us consider the ﬁxed increasing sequence of ordinal
numbers (θk)k<ω converging to θ . As in the successor case, we may ﬁnd an increasing sequence (nk)k<ω of positive integers
such that Ank ∩ B ∈ F
θnk
r (Ank )
+ for every k < ω. By the inductive hypothesis, for each k there is Dnk ⊆ Ank ∩ B such that
Dnk ∈ F
θnk
r (Ank )
+ ∩ Iθnk+1r (B).
Then, we proceed as in the successor case. The details are left to the reader.
Finally, we consider the case when α = θ is a limit ordinal. Since A ∩ B ∈ F θr (A)+ , then there is k such that Ak ∩ B ∈
F θkr (Ak)+ . By the inductive hypothesis, there is D ⊆ Ak ∩ B such that
D ∈ Fθkr (Ak)+ ∩ Iθk+1r (B).
Thus, D ∈ F θr (A)+ and D ∈ Iθk+1r (B) ⊆ Iθ+1r (B). 
We have shown in Theorem 3.1 that the sequence (Fα+1r )α<ω1 is increasing. Next we shall show that it is strictly
increasing. In fact, we will show a stronger result.
Theorem 4.3. Let A and B be two partitions of ω and 1 β  α < ω1 , then Fα+1r (B)Fβr (A).
Proof. From Lemma 4.2 (applied with A = B = ω), there is D such that D ∈ Fβr (A)+ ∩ Iβ+1r (B). Thus Fβ+1r (B) Fβr (A).
By Lemma 3.1, Fβ+1r (B) ⊆ Fα+1r (B). Hence Fα+1r (B)Fβr (A). 
We compute next the degree of Fα+2r .
Lemma 4.4. Let α < ω1 , then σ(Fα+2r ) = α + 2.
S. García-Ferreira, C. Uzcátegui / Topology and its Applications 157 (2010) 2180–2193 2187Proof. Let A be a partition of ω. For convenience, Fα+2r (A) is denoted by F . By Theorem 4.1, we know that σ(F) α +2.
Suppose, towards a contradiction, that σ(F) α + 1. Let S be a sequential space such that ξ(F) ⊆ clS (ω) and σ(F , S) =
β  α + 1. Then there is B ∈ F+ such that F ∈ Bα+1. In particular, this implies that there is a partition B of B such that
F |B ⊆ Fα+1r (B). According to Lemma 4.2, there is D ⊆ B such that D ∈ Fα+1r (B)+ and D ∈ Iα+2r (A). Let V = ω \ D . Then
V ∩ B ∈ F |B ⊆ Fα+1r (B). This contradicts the fact that D ∈ Fα+1r (B)+ . 
Next we compute the degree of F θ+1r when θ is a limit ordinal. But ﬁrst, we proof a lemma.
Lemma 4.5. Let S be a sequential space. If A is a countable inﬁnite subset of S and x ∈ Aα \ A (the θ -iteration is taken inside S), then
N (x)|A ⊆ Fα+1r (A)
where N (x)|A = {V ∩ A: V ∈ N (x)}.
Proof. Observe that 1 α. Without loss of generality, we may assume that α is not a limit ordinal. Then, there is a sequence
(an)n<ω in clS (A) \ A such that an → x and sn ∈ Aα−1, for each n < ω. Now, we can ﬁnd a partition A = {An: n < ω} of A
such that sn ∈ clS (An), for all n < ω. If V ∈ N (x), then {n < ω: an ∈ V } ∈ Fr . To ﬁnish the proof we proceed by transﬁnite
induction as above. 
Lemma 4.6. If θ < ω1 is a limit ordinal, then σ(F θ+1r ) = θ + 1.
Proof. Let A = {Am: m < ω} be a partition of ω. Denote F θ+1r (A) by F . In virtue of Theorem 4.1, it suﬃces to show that
σ(F) > θ . In fact, let S be a sequential space such that ξ(F) ⊆ clS (ω). We shall prove that F /∈ ωα for all α < θ . Suppose,
towards a contradiction, that there is α < θ such that F ∈ ωα+1. Fix a sequence xn ∈ S converging to F with xn ∈ ωα for
each n < ω. Since S is Hausdorff, we can assume that there is a pairwise disjoint family {Bn: n < ω} of subsets of ω such
that xn ∈ Bαn and F /∈ clS (Bn) for every n < ω. In particular, by Lemma 4.5, we have
N (xn)|Bn ⊆ Fα+1r (Bn),
for all n < ω, where N (x) stands for the neighborhood ﬁlter of x in S . Now, for each n < ω, we deﬁne the support of xn as
follows:
supp(xn) = {m < ω: Bn ∩ Am 
= ∅}.
Since
⋃
mn Am ∈ F for all n < ω, we can also assume (by passing to a subsequence of (xn)n<ω , if necessary) that
supp(xn) ∩ {0,1,2, . . . ,n} = ∅
for every n < ω. Since there is a subsequence of (xn)n<ω such that their supports are all ﬁnite or all inﬁnite, then we need
to consider two cases:
Case I. supp(xn) is ﬁnite for every n < ω. Notice that
Bn =
⋃
m∈supp(xn)
Bn ∩ Am,
for each n < ω. Hence there is m0 ∈ supp(xn) such that Bn ∩ Am0 ∈ Fα+1r (Bn)+ . Thus, by Lemma 4.2, there is Dn ⊆ Bn ∩ Am0
such that Dn ∈ Fα+1r (Bn)+ and Dn ∈ Iα+2r (Am0 ). Since the Am ’s are disjoint, then Dn ∈ Iα+2r (Am) for all m. For each m < ω,
let
Vm = Am \ (D1 ∪ · · · ∪ Dm).
Then, Vm ∈ Fα+2r (Am) for every m. There is k0 < ω such that α + 2  θk for all k  k0. Thus, Fα+2r (Am) ⊆ F θmr (Am) for
m k0. Therefore V =⋃m Vm ∈ F . Let W be an open set in S with F ∈ W and such that V = W ∩ ω. As xn → F , there is
k  k0 such that xk ∈ W . Since N (xk)|Bk ⊆ Fα+1r (Bk), then V ∩ Bk ∈ Fα+1r (Bk). As Dk ∈ Fα+1r (Bk)+ , then Dk ∩ V 
= ∅. But
this is a contradiction, because Dk ∩ Vm = ∅ for all m < ω (when m k we use the fact that supp(xk) ∩ {0,1,2, . . . ,k} = ∅).
Case II. supp(xn) is inﬁnite for every n < ω. Since F /∈ clS (Bn), then Bn /∈ F+ . Hence, for all n, there is kn < ω such that
Am ∩ Bn ∈ Iθmr (Am) for all m kn . We can assume without loss of generality that (kn)n is a strictly increasing sequence. For
each n, let
B ′n =
∞⋃
k=kn
Bn ∩ Ak.
We can also assume that xn ∈ clS (B ′n) for all n. Otherwise we can pass to a subsequence which satisﬁes the hypothesis of
case 1. For each m, let n be such that kn m < kn+1 and
Vm = Am \ (B1 ∪ · · · ∪ Bn).
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B ′n we have that Am ∩ B ′n = ∅. On the other hand, if kn m, then Vm ∩ Bn = ∅ and B ′n ⊆ Bn . Let V =
⋃
m Vm . Notice that we
have shown that V ∩ B ′n = ∅ for all n. Since V ∈ F , there is an open set U in S such that F ∈ U and U ∩ ω = V . Therefore
there is n such that xn ∈ U . From this it follows easily that B ′n ∩ V 
= ∅. But this is a contradiction. 
Finally, the last case is the following:
Lemma 4.7. If θ < ω1 is a limit ordinal, then σ(F θr ) = θ .
Proof. Let A = {Ak: k < ω} be a partition of ω. We have seen in Theorem 2.3 that
σ
(Fθr (A))= sup{σ (Fθkr (Ak)): k < ω}.
Now we can use the previous results to ﬁnish the proof. 
From the previous results we conclude the following:
Theorem 4.8. σ(Fαr ) = α, for every α < ω1 .
From the proof of the results shown above we get the following corollary that says that the degree of the ﬁlter F θ+1r is
independent of the sequence (θk)k , k < ω.
Corollary 4.9. Let {Ak: k < ω} be a partition of ω. If (αk)k<ω is a strictly increasing sequence of successor ordinals, then we have that
σ
(∑
Fαkr (Ak)
)
= sup{αk: k < ω}.
Example 4.10. There is a subsequential ﬁlter G such that σ(G) = 3 and G ⊆ F2r (C) for some partition C of ω.
Let {A, B} be a partition of ω into two inﬁnite sets. Let S and T be the sequential spaces constructed to establish the
subsequentiality of F2r (A) and F3r (B), respectively (see the proof of Theorem 3.2 of [9]). Also, let A = {An: n < ω} be the
partition of A used in the construction of the space S . We can assume that S ∩ T = ∅. Let R be the quotient of the space
S ∪ T in which the points F2r (A) of S and F3r (B) of T are identiﬁed with a single point ∞. Let G be the restriction to ω of
the neighborhood ﬁlter of ∞ in R . Then, we have that B ∈ G+ and G|B is equivalent to F3r (B). From this and Theorem 4.8
it is easy to see that σ(G) = 3. Let C be the partition of ω obtained by adding exactly one point of B to each An . Then
G ⊆ F2r (C).
It is evident that this construction allows to build, for each α < ω1, a copy of Fαr inside F2r (C) for some suitable
partition C of ω.
We end this section with a comment about a result of [8]. As we mentioned in Section 1, S.P. Franklin and M. Rajagopalan
introduced the subsequential order sso(X) of an arbitrary subsequential spaces X . They deﬁned, for each countable ordi-
nal α, a collection of sequential spaces TSα and claimed that the sequential and subsequential order of every space in TSα
are the same, that is to say, σ̂ (X) = sso(X) = α for every X ∈ TSα (see Theorem 6.4 of [8] and the paragraph before it). How-
ever, given an ordinal 1 α < ω1, let Sα be the canonical sequential space that densely contains ξ(Fαr ) as it is done in the
proofs of Theorems 2.1 and 2.3. Let us consider the case when α is a limit ordinal. According to the deﬁnition used in [8],
Sα+1 ∈ TSα . In the article [8], it is claimed that σ̂ (Sα+1) = α. However, it is easy to see that σ(Fα+1r ) σ̂ (Sα+1) α + 1.
On the other hand, by (Lemma 4.6), σ(Fα+1r ) = α + 1 and therefore σ̂ (Sα+1) = α + 1. The problem is at the limit stage.
If you keep in the deﬁnition only the sums of spaces one easily meets with this problem. This is the reason why at the limit
stage we imitate the construction of the sequential fan. Thus we get the right sequential order.
Unfortunately, we could not answer the following question, which is crucial to compare our subsequential degree with
that deﬁned in [8].
Question 4.11. For every ordinal number 1 α < ω1, if S is a sequential space that contains ξ(Fαr ), must S contains Sα?
5. Subsequential ﬁlters with uncountable subsequential degree
In this section, we shall construct examples of subsequential ﬁlters with degree equal to ω1.
Example 5.1. Consider the space Seq =⋃n<ω ωn where a set A ⊆ Seq is open if {n ∈ ω: sn /∈ A} is ﬁnite, for all s ∈ A (for
the topological properties of Seq the reader is referred to [16]). Let us consider the following subspace of Seq:
D = {s2n: s ∈ Seq, s(i) is odd for all i ∈ dom(s) and n < ω}.
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in {∅} ∪ D . It is evident that F is subsequential. To see that σ(F) = ω1, by Theorem 4.8, it suﬃces to prove that for every
θ < ω1 there is A ∈ F+ such that F |A is equivalent to F θ+1r (A); hence, we obtain that θ + 1 = σ(F |A)  σ(F), for all
θ < ω1. The construction of such ﬁlters will be by transﬁnite induction. Indeed, for each k < ω, we let
Dk =
{
s ∈ D: s(1) = 2k + 1}.
Then, 〈2k+ 1〉1 ∈ Dk and the neighborhood ﬁlter Fk of 〈2k+ 1〉 in Dk is clearly equivalent to F , for all k < ω. Now we start
the construction. For θ = 0, it is clear that (〈2n〉)n<ω is a convergent sequence. Suppose that for each μ < θ < ω1 there is
positive set Aμ such that F |Aμ is isomorphic to Fμ+1r (Aμ). We assume that θ is limit, the other case is treated similarly.
By assumption, for each k we can ﬁnd Bk ⊆ Dk in F+k and such that Fk|Bk is equivalent to F θk+1r (Bk). Then,
⋃
k<ω Bk is the
required set.
The ﬁlter F was studied in [15] and it was shown there that it is an analytic non-Borel subset of 2D .
Our next task is to develop a general method to construct subsequential ﬁlters of arbitrarily high subsequential degree.
First, we recall that a family A ⊆ [ω]ω is called almost disjoint (AD) if for every two distinct elements A, B ∈ A, we have
that A ∩ B is ﬁnite.
Example 5.2. Let A = {Ai: i ∈ I} be an inﬁnite AD family with ω =⋃i∈I Ai . For each i ∈ I , choose a subsequential ﬁlter Fi
on Ai . Then, we deﬁne
F = {F ∈ [ω]ω: ∀i ∈ I (F ∩ Ai ∈ Fi)}.
We shall prove that F is a subsequential ﬁlter. Indeed, it is evident that F is a free ﬁlter on ω. For each i ∈ I , choose a
sequential space Si such that ξ(Fi) = Ai ∪{Fi} ⊆ Si = clSi (Ai), σ(Fi) = σ(Fi, Si) and Si ∩ω = Ai . Without loss of generality,
we may assume that Si ∩ S j = Ai ∩ A j for distinct i, j ∈ I . Put T =⋃i∈I Si . We equip T with the topology such that V ⊆ T
is open iff V ∩ Si is open in Si for all i ∈ I . First observe that C ⊆ T is closed iff C ∩ Si is closed in Si , for all i ∈ I . Hence, we
deduce that each Si is a clopen subspace of T . Let us prove that T with this topology is sequential and Hausdorff. Indeed,
suppose that C is a non-closed subset of T . By the deﬁnition of the topology, exists i ∈ I such that C ∩ Si is a non-closed
subset of Si and since Si is sequential, there is a sequence (xn)n<ω in C ∩ Si converging to a point x ∈ Si \ C . It is evident
that this sequence (xn)n<ω from C converges to the point x ∈ S \ C inside the space S . This shows that T is sequential. The
proof that T is Hausdorff is easy (here is where we used the condition that Si ∩ S j = Ai ∩ A j is ﬁnite for distinct i, j ∈ I).
Now, we proceed to identify all points Fi , for i ∈ I , to a single point called z. Let S denote this quotient space of T which is
sequential since every quotient of a sequential space is sequential (see [7, Prop. 1.2]). Our next task is to show that ξ(F) is
a subspace of S . In fact, assume that V is a neighborhood of z in S . Then f −1(V ) is an open subset of T , where f : T → S
denotes the quotient map. Given i ∈ I we know that Fi ∈ f −1(V ); hence, we must have that f −1(V ) ∩ Si is open in Si and
so f −1(V ) ∩ Ai = V ∩ Ai ∈ Fi . Thus, V ∩ ω ∈ F . Now, let F ∈ F . By deﬁnition, we know that for each i ∈ I there is an open
neighborhood Vi of Fi in Si such that Vi ∩ Ai = F ∩ Ai ∈ Fi . Put V = f [⋃i∈I V i]. Since f −1(V ) =⋃i∈I V i is an open subset
of T , we obtain that V is an open subset of S that contains z, and
V ∩ ω =
(⋃
i∈I
V i
)
∩ ω =
⋃
i∈I
(Vi ∩ ω) =
⋃
i∈I
(Vi ∩ Ai) =
⋃
i∈I
(F ∩ Ai) = F ∩
(⋃
i∈I
Ai
)
= F ∩ ω = F .
This shows that F = {V ∩ ω: V is a neighborhood of z in S} and then the spaces ξ(F) and ω ∪ {z} are homeomorphic. So,
F is a subsequential ﬁlter. Let us put z = F . We claim that
σ(F) = sup{σ(Fi): i ∈ I}.
First, let us see that σ(F , S) sup{σ(Fi): i ∈ I}. Indeed, suppose that F ∈ clS (Y ) and F /∈ Y for Y ⊆ S . We will prove that
there is i ∈ I such that Fi ∈ clSi (Y ∩ Si). Suppose that this is not case. Then, for every i ∈ I there is an open neighborhood Ui
of Fi , in Si , such that Ui ∩ (Y ∩ Si) = ∅. Set U = f [⋃i∈I Ui]. It is clear that U is a neighborhood of F in S and so U ∩ Y 
= ∅,
but this is impossible since U = f [⋃i∈I Ui] \ Y . Then, ﬁx j ∈ I such that F j ∈ clS j (Y ∩ A j). So, F j ∈ (Y ∩ A j)σ (F j ,S j) . Hence,
f (F j) = F ∈ Y σ(F j ,S j) . Therefore,
σ(F) σ(F, S) sup{σ(Fi, Si): i ∈ I}= sup{σ(Fi): i ∈ I}.
Assume that R is a sequential space such that ξ(F) ⊆ R = clR(ω) and σ(F) = σ(F , R). For a ﬁx i ∈ I we shall prove
that the spaces ξ(Fi) and Ai ∪ {F} as a subspace of R are homeomorphic. Indeed, let E ∈ Fi . It is not hard to see that
F = E ∪ (⋃ j∈I\{i}(A j \ Ai)) ∈ F . Choose an open neighborhood W of F in R so that W ∩ ω = F . Then, we have that
W ∩ Ai = E . Now, let V an open neighborhood of F in R . Then, we have that V ∩ω ∈ F and hence V ∩ Ai ∈ Fi . Hence, we
conclude that σ(Fi) σ(F , clR(Ai)) σ(F , R) = σ(F), for all i ∈ I . This shows the claim.
1 For every n < ω, {∅, (1,n)} will be simply denoted by 〈n〉.
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subsequential ﬁlter Fθ on Aθ equivalent to F θr . Our ﬁlter is
F = {F ∈ [ω]ω: ∀1 θ < ω1 (F ∩ Aθ ∈ Fθ )}.
By Theorem 4.8 and the previous example, we obtain that
σ(F) = sup{σ(Fθ ): 1 θ < ω1}= ω1.
In the next example, we generalize the addition of ﬁlters.
Example 5.4. Let A = {Ai: i ∈ I} be an inﬁnite AD family with ω =⋃i∈I Ai . For each i ∈ I , choose a subsequential ﬁlter Fi
on Ai . Then, we deﬁne
F = {F ∈ [ω]ω: ∃K ∈ [I]<ω ∀i ∈ I \ K (F ∩ Ai ∈ Fi)}.
Observe that F is a free ﬁlter on ω. To prove that F is subsequential, for every i ∈ I , choose a sequential space Si such
that ξ(Fi) = Ai ∪ {Fi} ⊆ Si = clSi (Ai), σ(Fi) = σ(Fi, Si) and Si ∩ ω = Ai . As above, we may suppose that Si ∩ S j = Ai ∩ A j
for distinct i, j ∈ I . Our underlying set S =⋃i∈I Si ∪ {F}. Let τ be the topology on S obtained by declaring Si be a clopen
subspace of S , for each i ∈ I , and V is a neighborhood of F if there is a ﬁnite set M ⊆ I such that V ∩ Si is an open
neighborhood of Fi inside Si , for all i ∈ I \ M , and V ∩ Si is open in Si for all i ∈ M . Observe that any sequence from
{Fi: i ∈ I} converges to F inside the space S . We shall prove that S with this topology is sequential and Hausdorff. In fact,
suppose that C is a non-closed subset of S . If C ∩ Si is non-closed in Si for some i ∈ I , then by the sequentiality of Si we
are done. Assume that C ∩ Si is closed in Si for all i ∈ I . Then, F ∈ clS (C) \ C . Suppose that there is M ∈ [I]<ω such that
C ∩ Ai /∈ F+i , for all i ∈ I \ M . Then, we can ﬁnd an open subset Vi of Si containing Fi such that Vi ∩ clSi (C ∩ Ai) = ∅,
for each i ∈ I \ M . Put V = (⋃i∈I\M Vi) ∪ (⋃i∈M(Si \ C)) ∪ {F}. By deﬁnition, V is a neighborhood of F in S and we have
that V ∩ C = which is a contradiction. So, there is an inﬁnite sequence (in)n<ω in I such that C ∩ Ain ∈ F+in , for all n < ω.
Then, Fin ∈ clSi (C ∩ Ai) = C ∩ Si and Fin →n→∞ F . This proves that S is sequential. The reader may prove easily that S is
Hausdorff. Now, let us see that ξ(F) and ω ∪ {F} as a subspace of S are the same space. Let F ∈ F . Then, by deﬁnition,
there is K ∈ [I]<ω such that F ∩ Ai ∈ Fi , for all i ∈ I \ K . Then, for each i ∈ I \ K choose a neighborhood Vi of Fi in Si such
that Vi ∩ Ai = Vi ∩ ω = F ∩ Ai . So, V = (⋃i∈I\K V i) ∪ (⋃i∈K (F ∩ Ai)) ∪ {F} is a neighborhood of F such that V ∩ ω = F .
Conversely, if U is a neighborhood of F in S , then there is a ﬁnite subset N ⊆ I such that U ∩ Si is an open neighborhood
of Fi in Si , for all i ∈ I \ N , and U ∩ Si is open in Si for all i ∈ M . Then, E = U ∩ω satisﬁes that E ∩ Ai = U ∩ Ai ∈ Fi for all
i ∈ I \ N . Hence, we get that U ∩ ω = E ∈ F . Therefore, ξ(F) is a subspace of S and so F is a subsequential ﬁlter. Now, we
shall show that
σ(F) sup{σ(Fi): i ∈ I}+ 1.
To establish this inequality is enough to prove that σ(F , S)  θ + 1, where θ = sup{σ(Fi): i ∈ I}. In fact, assume that
F ∈ clS (Y ) \ Y , where Y ⊆ S . If Y ∩{Fi: i ∈ I} is inﬁnite, then it is clear that F ∈ Y θ+1. Suppose that there is J ∈ [I]<ω such
that Fi /∈ clSi (Y ∩ Si) for each i ∈ I \ J . Then, for each i ∈ I \ J , choose a neighborhood Wi of Fi such that Wi ∩ (Y ∩ Si) = ∅.
Set W = (⋃i∈I\ J ) ∪ (⋃i∈I\ J ) ∪ {F}. As above We can ﬁnd a ﬁnite subset K of I such that Thus, Fi ∈ clSi (Si ∩ Y ) and so
Fi ∈ YFi ∈ Y σ(Fi ,Si) . As above, we get that f (Fi) = F ∈ Y σ(Fi ,Si) . Therefore,
σ(F) σ(F, S) sup{σ(Fi, Si): i ∈ I}= sup{σ(Fi): i ∈ I}.
As a particular case of the previous example we get the one point compactiﬁcation of a Isbell–Mrówka space associated
to an inﬁnite AD family A = {Ai: i ∈ I}: In the previous example, we just put Fi = Fr(Ai) and let Si = Ai ∪ {∗} be a con-
vergent sequence, for each i ∈ I , and then the space S is the one point compactiﬁcation of the Isbell–Mrówka space Ψ (A).
6. Some further properties of additions and products of ﬁlters
In this section we will show that the operation of taking additions, products and powers of ﬁlters behave correctly
respect to ﬁlter equivalence.
Lemma 6.1. Let {An: n < ω} and {Bn: n < ω} be two partition of ω in inﬁnite subsets. For each n < ω, let Fn and Gn equivalent ﬁlters
on An and on Bn, respectively. Then,
∑
Fr Fn ∼
∑
Fr Gn and
∏Fn ∼∏Gn.
Proof. For every n < ω, let fn : An → Bn be a bijection such that fn[Fn] = Gn . Let f =⋃n<ω fn . Then, it is clear that
f [∑Fr Fn] =∑Fr f [Fn] =∑Fr Gn , and f [∏Fn] =∏ f [Fn] =∏Gn . Therefore, ∑Fr Fn ∼∑Fr Gn and ∏Fn ∼∏Gn . 
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Proof. The conclusion for θ = 2 follows directly from Lemma 6.1 and then we proceed by using transﬁnite induction. 
Lemma 6.3. Let {An: n < ω} be a partition of ω in inﬁnite subsets and let Fn be a ﬁlter on An, for each n < ω. Let F be a ﬁlter on ω
and let f : ω → ω be a bijection. If f [F ] = G and, for every n < ω, f [An] = B f (n) and f [Fn] = G f (n) , then f [∑F Fn] =∑G Gn.
Proof. If A ∈∑F Fn , then
B = {n < ω: A ∩ An ∈ Fn} ∈ F
⇒ f [B] = { f (n): f [A] ∩ B f (n) ∈ G f (n)}= {m: f [A] ∩ Bm ∈ Gm} ∈ G
⇒ f [A] ∈
∑
G
Gn.
Thus, f [∑F Fn] ⊆∑G Gn . Conversely, if A ∈∑G Gn , then
B = {n < ω: A ∩ Bn ∈ Gn} ∈ G
⇒ f −1[B] = {m: A ∩ B f (m) ∈ G f (m)} =
{
m: f −1[A] ∩ Am ∈ Fm
} ∈ F
⇒ f −1[A] ∈
∑
F
Fn.
So,
∑
G Gn ⊆ f [
∑
F Fn] ⊆. Therefore, f [
∑
F Fn] =
∑
G Gn . 
Corollary 6.4. If
∑
F Fn ∼ G , then there are a ﬁlter C equivalent to F and, for each n < ω, a free ﬁlter Gn equivalent to Fn such that∑
C Gn = G .
Proof. Suppose that {An: n < ω} is a partition of ω and Fn is a ﬁlter on An for each n < ω. Let f : ω → ω be a bijection
such that f [∑F Fn] = G . Then, we deﬁne, f [F ] = C , f [An] = B f (n) and f [Fn] = G f (n) , for every n < ω. Then, by the
previous lemma, we obtain that f [∑F Fn] =∑C Gn = G . 
For the product of ﬁlters we have the following two results that can be proved in a similar way as their corresponding
sum version from above.
Lemma 6.5. Let {An: n < ω} be a partition of ω in inﬁnite subsets and let Fn be a ﬁlter on An, for each n < ω. If f : ω → ω is a
bijection and, for every n < ω, f [An] = Bn and f [Fn] = Gn, then f [∏Fn] =∏Gn.
Corollary 6.6. If
∏Fn ∼ G , then for each n < ω there is a free ﬁlter Gn equivalent to Fn such that∏Gn = G .
Let F be a free ﬁlter on ω. Given A ∈ [ω]ω and 1 θ < ω1, the symbol F(A) will stand for a ﬁlter on A equivalent to F .
Let recall that, for each 1 < θ < ω1, the deﬁnition of the ﬁlters F θ depends basically on a partition A = {An: n < ω} of ω
and by using either a sum with respect to F or a product of ﬁlters on the An ’s. Thus, the symbol F θ (A) will emphasize that
the ﬁlter F θ is deﬁned via the partition A = {An: n < ω}, taking some suitable ﬁlters on each An and using the ﬁlter F .
Theorem 6.7. If F θ ∼ G for some 1 < θ < ω1 , then there are a ﬁlter C on ω equivalent to F and a partition A of ω in inﬁnite subsets
such that Cθ (A) = G .
Proof. Assume that F θ ∼ G for some 1 < θ < ω1.
Case I. θ = μ+1 and μ is not limit. There are a partition {Bn: n < ω} of ω in inﬁnite subsets and, for each n < ω, a ﬁlter
Fn on Bn equivalent to Fμ such that F θ =∑F Fn . According to Corollary 6.4, we may ﬁnd a ﬁlter C equivalent to F and,
for each n < ω, a free ﬁlter Gn equivalent to Fn such that
∑
C Gn = G . By Theorem 6.2, we know that Fμ ∼ Cμ and hence
Gn ∼ Cμ . If A is the partition of ω that deﬁnes ∑C Gn , then Cθ (A) =∑C Gn = G .
Case II. θ = μ + 1 and μ is limit. In this case we can ﬁnd a partition {Bn: n < ω} of ω in inﬁnite subsets and, for each
n < ω, a ﬁlter Fn on Bn equivalent to Fμn such that F θ =∑F Fn . By Corollary 6.4, there are a ﬁlter C equivalent to F
and, for each n < ω, a free ﬁlter Gn equivalent to Fn such that
∑
C Gn = G . According to Theorem 6.2, for all n < ω we
know that Fμn ∼ Cμn and hence Gn ∼ Cμn . Thus, Cθ (A) = G , where A is the partition of ω that deﬁnes ∑C Gn .
Case III. θ is limit. To deﬁne F θ we need a partition {Bn: n < ω} of ω in inﬁnite subset and, for each n < ω, we
need a free ﬁlter Fn on Bn equivalent to F θn . Thus, we have that F θ =∏Fn . By Corollary 6.6, we can ﬁnd a partition
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evident that F θ (A) = G . 
We know that any ultraﬁlter cannot be contained in
∑
Fr Fn for any choice of subsequential ﬁlters Fn ’s (see the proof
of Theorem 5.1 from [9]). On the other hand, we have seen in the proof of Theorem 2.4 that
∏Fn is contained in ∑F Fn
and its trace on Am is the ﬁlter Fm , for each m < ω. It is clear that{
F ∪ E: F ∈ Fm, E ⊆ (ω \ Am) and (ω \ Am) \ E is ﬁnite
}
is a free ﬁlter on ω which is also properly contained in
∏Fn whose trace on Am is the ﬁler Fm , for each m < ω. Let us
state some basic properties of these kind of ﬁlters. Given A ∈ [ω]ω and a ﬁlter F on A, we deﬁne
F˜ = {F ∪ E: F ∈ F, E ⊆ (ω \ A) and (ω \ A) \ E is ﬁnite} and
F̂ = {E ⊆ ω: ∃F ∈ F (F ⊆ E)}.
It is evident that both F˜ and F̂ are free ﬁlters on ω such that F˜ |A = F = F̂ |A , and F˜ ⊆ F̂ . Observe that F̂ = {F ∪ E: F ∈ F
and E ⊆ ω \ A}. If F is a ﬁlter on ω and A ∈ F , then we have that F = F̂ |A . Indeed,
F ∈ F ⇒ F = (A ∩ F ) ∪ [(ω \ A) ∩ F ] ∈ F̂ |A and
F ∈ F̂ |A ⇒ ∃E ∈ F ∃B ⊆ ω \ A
(
F = (E ∩ A) ∪ B) ⇒ E ∩ A ⊆ F ∈ F .
In general, we have that if F is a ﬁlter on ω and A ∈ F+ , then F˜ |A ⊆ F̂ |A ⊆ F+ . Let us see a combinatorial property that
distinguishes the ﬁlter F̂ from F˜ when A ∈ [ω]ω has inﬁnite complement and F is a ﬁlter on A. Put B = ω \ A. Then, for
every C ∈ [B]ω and for every F ∈ F˜ we have that C \ F is ﬁnite and, meanwhile, A ∪ (B \ C) ∈ F̂ . Thus, F̂ 
= F˜ . Hence, if
A ∈ [ω]ω has inﬁnite complement, then A ∈ F̂ and A /∈ F˜ . Next, we shall describe an example that shows that these two
ﬁlters can be equivalent:
Partition ω in three inﬁnite subsets A, B and C . Then, we deﬁne F = {F ⊆ A ∪ B: F ∩ A is coﬁnite in A}. It is clear that
F is a free ﬁlter on A ∪ B . Let σ : ω → ω be a function such that σ : A → A ∪ C and σ : B ∪ C → B are bijections. It is not
diﬃcult to prove that σ [F̂ ] = F˜ .
In the opposite direction, it is evident that F̂r(A) and F˜r(A) cannot be equivalent to each other since F˜r(A) = Fr
whenever A ∈ [ω]ω has inﬁnite complement. In a more general setting, we have the following.
Proposition 6.8. Let F be a ﬁlter on ω distinct from Fr . If A ∈ [ω]ω and G is a ﬁlter on A equivalent to F , then Ĝ is also equivalent
to F .
Proof. As F 
= Fr , there is A1 ∈ F such that ω \ A1 = B1 is inﬁnite. Let σ : ω → A be a bijection such that σ [F ] = G . Let
ϕ : ω → ω be a function such that ϕ|A1 = σ |A1 and ϕ : B1 → ω \ σ [A1] is a bijection. We claim that ϕ[F ] = Ĝ . Indeed, if
F ∈ F , then F = (A1 ∩ F ) ∪ (B1 ∩ F ). Hence, ϕ[F ] = σ [A1 ∩ F ] ∪ ϕ[B1 ∩ F ] and since σ [A1 ∩ F ] ∈ G , then we obtain that
ϕ[F ] ∈ Ĝ . Conversely, if G ∈ Ĝ , then G = F ∪ E , where F ∈ G and E ⊆ ω \ A. As σ−1[F ] ∈ F , we have that σ−1[F ] ∩ A1 ∈ F .
Hence, σ−1[F ] ∩ A1 ⊆ ϕ−1(F ) ∈ F . It then follows that ϕ[ϕ−1(F )] = F ∈ ϕ[F ]. Thus, we obtain that ϕ[F ] = Ĝ . 
We have mentioned above that F˜r(A) = Fr . Observe that if A ∈ [ω]ω has inﬁnite complement, then F˜ has a non-trivial
convergent sequence for each ﬁlter F on A (that is, for every F ∈ F˜ we have that ω \ A ⊆∗ F 2). Hence, we obtain that
F˜ θr (A) and F θr cannot be equivalent for every 1 < θ < ω1.
Theorem 6.9. Let F be a ﬁlter on ω. Then, for every 1  ν < μ < ω1 and for every partition B of ω in inﬁnite subsets, there is
A ∈ [ω]ω such that F˜ν(A) ⊆ Fμ(B).
Proof. Let B = {Bn: n < ω} be a partition of ω in inﬁnite subsets. It is not diﬃcult to see that the conclusion holds for
ν = 1 and μ = 2. Assume that the conclusion holds for each pair of ordinal numbers ν,μ < θ < ω1. Fix γ < θ . We shall
consider three cases:
Case I. Assume that θ = μ + 1 and μ is a successor. By deﬁnition, we know that F θ = F ⊗ Fμ . For each n < ω, choose
a ﬁlter Fn on Bn that is equivalent to Fμ so that F θ (B) = F ⊗ Fμ =∑F Fn . Fix an arbitrary integer m < ω. If γ = μ
and we set Fm = Fγ (Bm), then F˜γ (Bm) ⊆ Fμ(B). Assume that γ < μ. Let Bm = {Bmn : n < ω} be the partition of Bm that
deﬁnes Fm = Fμ(Bm). By induction hypothesis, there is A ∈ [Bm]ω such that F˜γ (A) ⊆ Fμ(Bm), here the tilde is taken
inside Bm . But if we take the tilde in the whole ω, we get that F˜γ (A) ⊆ F θ .
2 A ⊆∗ B means that A \ B is ﬁnite.
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then we have that Fμ = ∏Fμn (Bn) ⊆ ∑F Fμn (Bn) = F θ (B) and we put A = ω. Suppose that γ < μ. Then, there is
m < ω such that γ < μm . By inductive hypothesis, there is A ∈ [Bm]ω such that F˜γ (A) ⊆ Fμm (Bm) (here, the tilde is taken
inside Bm). Hence, F˜γ (A) ⊆ F θ (B).
Case III. If θ is limit, then F θ =∏F θn (Bn). Choose m < ω so that γ < θm . As in the previous case, by assumption, we
can ﬁnd A ∈ [Bm]ω such that F˜γ (A) ⊆ Fμm (Bm). Thus, F˜γ (A) ⊆∏F θn (Bn) = F θ (B). 
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