In this paper, we introduced a new generalization method to solve fractional convection-diffusion equations based on the well-known variational iteration method (VIM) improved by an auxiliary parameter. The suggested method was highly effective in controlling the convergence region of the approximate solution. By solving some fractional convection-diffusion equations with a propounded method and comparing it with standard VIM, it was concluded that complete reliability, efficiency, and accuracy of this method are guaranteed. Additionally, we studied and investigated the convergence of the proposed method, namely the VIM with an auxiliary parameter. We also offered the optimal choice of the auxiliary parameter in the proposed method. It was noticed that the approach could be applied to other models of physics.
Introduction
Over the past few years, fractional calculus has emerged in physical phenomena. Fractional derivatives prepared an effective tool for the elucidation of memory and patrimonial confidants of disparate materials and processes [1, 2] . Fractional differential equations (FDEs) have attracted the attention of many researchers owing to their varied applications in science and engineering such as acoustics, control, viscoelasticity, edge detection, and signal processing [3] [4] [5] . Recently, fractional diffusion equations have been considered using the Adomian decomposition method and series expansion method by authors of [6, 7] . Fractional Maxwell fluid within a fractional Caputo-Fabrizio derivative operator using an analytical method was considered in [8] . Numerous excellent books and papers have explained the state-of-the-art extant in the literature to testify to the maturity of fractal order theory. There are prepared solution methods for differential equations of optional real order, and applications of the demonstrated methods in several fields which give a systematic presentation of the applications, methods, and ideas on fractional calculus. These works have played an significant role in the expansion of the theory of fractional order [2, [9] [10] [11] .
The main feature of using fractional calculus in most usages is its nonlocal attribute. It is well known that the integer order differential operators and the integer order integral operators are local, while the fractional order differential operators and the fractional order integral operators are nonlocal. This means that the next situation of a system depends upon not only its current situation, but also its historical situation [12, 13] . Problems in fractional partial differential equations (PDEs) are not only important, but also quite challenging, involving hard mathematical solution methods in most cases. Riemann-Liouville and Caputo routines are two more methods used in fractional calculus. The order of evaluation is the distinction between the two definitions [14] . Since no exact solution exists for FDE, most efforts have supplied numerical and analytical methods to solve these equations. Indeed, many powerful methods have been recently developed, such as the Adomian decomposition method, homotopy analysis method, homotopy perturbation method, collocation method, finite difference method and Tau method [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] .
In 1998 the variational iteration method (VIM) proffered by He [31] was recognized as a reliable and effective algorithm to solve various ordinary differential equations, delayed differential equations, boundary differential equations, partial differential equations, and nonlinear problems arising in engineering [32] [33] [34] [35] [36] .
To improve the convergence speed and enlarge the interval of convergence for VIM series solutions, a number of modifications were propounded [37] [38] [39] . There are many modifications of VIM, exclusively appropriate for fractional differential equations. For example, Odibat and Momani [40] used the VIM for fractional differential equations in fluid mechanics. Wu [41] solved the time-fractional heat equation by using the Laplace transform in the determination of the Lagrange multiplier in VIM. Hristov [42] applied the VIM with a new multiplier to a fractional Bernoulli equation, during transient conduction with a nonlinear heat flux at the boundary. Other modified VIMs are the variational iteration-Pade method, variational iteration-Adomian method, VIM with an auxiliary parameter and optimal VIM [43] [44] [45] [46] [47] , where the concept of optimal variational iteration method is proposed for the first time in [47] .
This paper discussed an application of the VIM with an auxiliary parameter to solve fractional convection-diffusion equations in large domains to make comparisons with that procured by the VIM. In the proposed method, by using β i 's functions (that we will explain later), we determine the appropriate value for the auxiliary parameter value. Indeed, some theorems have been proven on this topic. The proposed approach minimizes the norm of the β i 's function in eachstep of VIM, which contains an unknown auxiliary parameter. It should be noted that some methods have been used to determine auxiliary parameters such as the h-curve and minimize the residual of the total error, see [45, 48] for more details. The fractional differential equations to be solved form:
subject to the boundary conditions:
and the initial condition:
where N(u) that has been selected as a potential energy, is a nonlinear operator, c is a constant parameter and a constant α describes the fractional derivative. This type of equations are obtained from the usual convection-diffusion equation; the difference is that the first-order time derivative term has become a fractional derivative of order α > 0. The convection-diffusion equation is widely used in science and engineering, as mathematical models are used to simulate computing. In [49] , Momani developed a decomposition method for fractional convection-diffusion equation so that the VIM was applied to solve fractional convection-diffusion equations by Merden [50] . Furthermore, Abbasbandy et al. [51] proposed fractional-order Legendre functions to solve the time-fractional convection diffusion equation.
Fractional calculus
Here, we give some definitions of fractional calculus and their properties.
Definition 1.
A real function f (x), x > 0, is said to be in space C µ , µ ∈ R, if a real number p > µ, exists, such that f (t) = t p f 1 (t), where f 1 (t) ∈ C(0, ∞), and it is said to be in the space C n µ , if and only if f n ∈ C µ , n ∈ N.
Definition 2. The Riemann-Liouville fractional integral operator of order α > 0, of a function f ∈ C µ , µ > 0, is defined as:
Definition 3. The fractional derivative of f (t) in the Caputo sense is defined as:
for m − 1 < α ≤ m, m ∈ N, t > 0 and f ∈ C m −1 . Furthermore, two fundamental properties of Caputo's fractional derivative are presented.
and:
Here we consider the Caputo fractional derivative because by this definition we can use traditional initial and boundary conditions which are included in the formulation of the problem. Also, by this definition we can see that the singularity is removed [53] . It should be noted that some other methods for fractional calculus are introduced in [54, 55] such as He's fractional derivative and Xiao-Jun Yang's definition. Here, the fractional convection-diffusion Equation (1) is considered, where the unknown function u is vanishing for t < 0, i.e., it is a causal function of time [49] .
Variational Iteration Method with an Auxiliary Parameter
In this section, we describe the VIM with an auxiliary parameter. Consider the following nonlinear equation:
where L shows the highest order derivative that is supposed to be easily invertible, R demonstrated a linear differential operator of order less than L, Nu illustrates the nonlinear terms, and g represents the source inhomogeneous term. Ji-Huan He proposed the VIM in which a correction functional for (7), can be written as:
In the mentioned equation λ is a Lagrange multiplier which is obtained by optimally via variational theory, u n is the nth approximate solution, andũ n interprets a restricted variation, i.e., ∂ũ n = 0. For n ≥ 0, the approximations u n+1 (x, t) of the solution u(x, t) will be readily procured upon using the determined Lagrangian multiplier and any chosen function u 0 (x, t), providing that Lu 0 (x, t) = 0. The correction functional (8) will give several approximations such as:
The following variational iteration algorithm for (7) is summarized as follows:
The proposed method can offer as follows:
where in an unknown auxiliary parameter is entered into the variational iteration Formula (10). The sequential approximate solutions u n+1 (x, t; h) , n ≥ 1 contain the auxiliary parameter h. The auxiliary parameter functions in such a way that ensures the veracity of the method and that approximation u n+1 (x, t; h) , n ≥ 1 converges to the exact solution. Of course, the parameter h of how to ensure convergence depends on selecting the appropriate value of h that will be explained at the end of the next section.
Convergence Analysis
In this section, at first we present the alternative approach of the VIM with an auxiliary parameter and after that the convergence of this method will be examined. This approach can be performed in a trustworthy and effective way and also can handle the fractional differential Equation (7) . When the VIM with an auxiliary parameter is applied to solve the fractionel convection-diffusion equations, the linear operator L is defined as L = ∂ α ∂t α , and the Lagrange multiplier λ is identified optimally via variational theory as:
Now, we define the operator A and the ingredients v n , s n , n ≥ 0, as follows:
and in general for n ≥ 1 :
As a result, we have:
The initial approximation u 0 (x, t) can be freely selected, while Lu 0 (x, t) = 0, and it satisfies the initial conditions of the problem. For the approximation purpose, we approximate the solution u(x, t; h) = v 0 (x, t) + ∑ ∞ n=1 v n (x, t; h), by the Nth-order truncated series
The approximate solution u N (x, t; h), contains the auxiliary parameter h. It is the auxiliary parameter that ensures that the convergence can be satisfied by means of the minimize of norm 2 of the β function. The sufficient conditions for convergence of the method and the error estimate will be presented below. The main results are proposed in the following theorems [56] : Theorem 1. [57, 58] Let A, defined in (13), be an operator from a Hilbert space H to H. If ∃h = 0, 0 < γ < 1, such that:
Then the series solution defined in (15):
Lemma 2. Let L, defined in (7), be as L = ∂ α ∂t α , and λ is identified optimally via variational theory in (12) . If k, is a function from a Hilbert space H to H, then:
Proof. Suppose that L, defined in (7), is as, L = ∂ α ∂t α , and λ is as (12) . Thus:
Theorem 2. [57, 58] Let L, defined in (7), be as follows as, L = ∂ α ∂t α . According to Lemma 2, if we have u(x, t) = v 0 (x, t) + ∑ ∞ n=1 v n (x, t,h), then u(x, t), is an exact solution of the nonlinear problem (7). Theorem 3. [57, 58] Suppose that the series solution u(x, t) = v 0 (x, t) + ∑ ∞ n=1 v n (x, t,h), defined in (15) , is convergent to exact solution of the nonlinear problem (7) . If the truncated series u N (x, t) = v 0 (x, t) + ∑ N n=1 v n (x, t,h), is used as an approximate solution, then the maximum error is estimated as:
If we want to summarize what was said above, we can define:
Now, if 0 < β i < 1 for i = 0, 1, 2, · · · , then the series solution v 0 (x, t) + ∑ ∞ n=1 v n (x, t,h), of problem (7) converges to an exact solution, u(x, t). Moreover, as stated in Theorem 3, the maximum absolute truncation error is estimated to be:
where β = max {β i , i = 0, 1, 2, · · · } . Note that the first finite terms do not affect the convergence of series solution. In fact, if the first finite β i 's, i = 0, 1, 2, · · · , l, are not less than one and β i < 1, for i > l, then of course the series solution v 0 (x, t) + ∑ ∞ n=1 v n (x, t,h), of problem (7), converges to an exact solution [59] . Now, we choose a proper value of h as follows. Given that if 0 < β i < 1 for i = 0, 1, 2, · · · , then the series solution v 0 (x, t) + ∑ ∞ n=1 v n (x, t,h), of problem (7) converges to an exact solution, and given that the first finite sentences of series solution do not have any effect on the convergence of series solution, we can use the β i (h) for i = l, l + 1, l + 2, · · · , N, and h will be determined in such a way that as the β i 's, i = l, l + 1, l + 2, · · · , N, are less than 1. When this h is selected, convergence of the series solution v 0 (x, t) + ∑ ∞ n=1 v n (x, t; h), is guaranteed. In fact, the proposed method ensures convergence of the VIM with an auxiliary parameter, making the use of this method in large intervals possible with high precision. It should be noted that each of the v i+1 = u i+1 − u i that u i has obtained (11).
Numerical Examples
In this section, we have chosen three examples of fractional convection-diffusion equations to demonstrate the procedure of the resulting solutions of the VIM with an auxiliary parameter. According to the numerical results of the suggested method, the standard VIM is not suitable for a large interval. In fact, the comparison solutions of the VIM with an auxiliary parameter by standard VIM shows that large intervals have no effect on the accuracy of solutions of the proposed method.
Example 1.
Consider the following fractional convection-diffusion equation [51] :
where the exact solution for any 0 < α ≤ 1 is u(x, t) = e x E α (t α ), where E α (t α ) is the Mittag-Leffler function which is defined by:
.
According to the recursive Formula (11), we will have:
n (x, s; h) + u n (x, s; h) ds, n 1. (17) Beginning with u 0 (x, t) = u (x, 0) = e x , the solution procedure is stopped at u N (x, t; h). It is noteworthy that by letting h = 1 in (17) we have the solutions of standard VIM. For detecting a appropriate value of h , we define the following function:
where, as mentioned:
We apply a numerical integration to approximate v i . For obtaining an optimal value of h, we minimized β i (h) by using Maple software (Waterloo Maple, Waterloo, ON, Canada). Figure 1 shows the two-dimensional variation of a seventh-order approximate solution with respect to x = 5 and t for different values of α. Figures 2-4 describe absolute error for the 16th-order approximation by the present method for u(x, t) when α = 0.5, α = 0.7 and α = 0.9. Tables 1-3 present the comparison between the absolute errors for 16th-order approximation by the present method and standard VIM for α = 0.5, α = 0.7 and α = 0.9. The numerical results in Tables 1-3 show that the present method is effective in large domains, while the standard VIM is ineffective. Table 4 shows that in the proposed approach, the values of β i are close to zero compared to the standard VIM. Therefore, the present method has higher convergence speed than the exact solution to meet the standard VIM. Table 5 presents the maximum absolute error with some values of N and different values of α. According to this table, increases in N decrease the arisen error of the approximation solution. Example 2. Consider the following fractional partial differential equation [60] :
where (x, t) ∈ [0, 10] × [0, 10] , and the exact solution is u(x, t) = x 2 + 2 Γ(α + 1)
Using the iteration scheme (11), we successively have:
and in general:
For obtaining an optimal value of auxiliary parameter h we define:
The value of h is obtained by minimizing β i (h) where:
Figures 5-7 show the plots of u 3 (10, t) by standard VIM and VIM with an auxiliary parameter with different values of 0 < α ≤ 1, indicating the effectiveness of the present method in large domains and ineffectiveness of standard VIM. Example 3. Consider the following inhomogeneous fractional convection-diffusion equation [51] :
where (x, t) ∈ [0, 20] × [0, 20] , and the exact solution is u(x, t) = x 2 + t α .
According to the the recursive scheme (11), we successively have:
u 0 (x, t) = u (x, 0) = x 2 , u 1 (x, t) = x 2 + ht α , and in general:
u n+1 (x, t; h) = u n (x, t; h) + h Γ(α) 
We stop the solution procedure at u N (x, t). Here too, such as before, in order to find a suitable value of h, we define the following functions: Performing the method which is demonstrated in the above give the approximation solutions for α = 0.5, α = 0.7, and α = 0.9 with N = 3:
u(x, t) = x 2 + t 0.5 , α = 0.5, h = 1.000 u(x, t) = x 2 + t 0.7 , α = 0.7, h = 1.000 u(x, t) = x 2 + t 0.9 , α = 0.9, h = 1.000
The present method for this problem attains the exact solution for any 0 < α ≤ 1, only by using three terms of VIM with an auxiliary parameter with h = 1.000.
Conclusions
The VIM was successfully used to solve many application problems in which difficulties may arise in dealing with obtaining suitable accuracy in large domains. To overcome these difficulties, the modified VIM was proposed using VIM with an auxiliary parameter and applied to solve fractional convection-diffusion equations in this paper. Graphical figures and numerical results were presented to determine the higher accuracy and simplicity of the proposed method. In fact, our method is easy to implement, and capable of approximating solutions more accurately in longer intervals compared to the original VIM. Moreover, it should be mentioned that the propounded method can be easily generalized for more fractional problems in large domains.
