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Questo lavoro di tesi è incentrato principalmente nelle tecniche avan-
zate di ottimizzazione per comunicazioni quantistiche, ed in generale
applicazioni a regime di singolo fotone in spazio libero.
Si tratta di un’attività inserita nell’ambito di vari progetti che coin-
volgono i dipartimenti di Ingegneria dell’Informazione e Astronomia
dell’Università degli Studi di Padova. Il lavoro svolto è introdotto
da una sezione dedicata alla crittograﬁa classica, seguita da una par-
te dedicata alla crittograﬁa quantistica che ne illustra i concetti base
e i principali protocolli. Si dà inoltre particolare risalto alle tecnolo-
gie attualmente impiegate per l’implementazione di sistemi reali QKD
(Quantum Key Distribution).
In particolare verrà descritto QuAKE: il sistema di crittograﬁa quan-
tistica basato su protocollo B92, le cui fasi di composizione e collaudo
sono state svolte presso i laboratori LUXOR dell’Università degli Stu-
di di Padova. Si inizierà da una descrizione generale del sistema, in
cui si espongono e analizzano le scelte progettuali per la realizzazio-
ne dell’apparato; in seguito si esporranno le soluzioni adottate per
l’assemblaggio dell’ottica del trasmettitore e del ricevitore, andando a
caratterizzare singolarmente tutti i componenti utilizzati nel sistema.
Si illustrerà in dettaglio la fase di montaggio di QuAKE, mettendo
in rilievo le difﬁcoltà incontrate e le relative soluzioni adottate. Ampio
risalto verrà riservato ai test sperimentali effettuati. Verranno inoltre
descritti con accuratezza tutti i software, proprietari e non, utilizzati,
in modo da rendere questa tesi una guida utile per il setup completo
del sistema. Alla ﬁne si esporranno i risultati empirici ottenuti in
laboratorio e i possibili sviluppi futuri.INDICE
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IXINTRODUZIONE
L
a crittografia è una delle discipline che dal passato ad oggi ha
sempre attratto l’attenzione dell’umanità; il bisogno di poter scam-
biare dati in modo sicuro, senza che altri possano decifrare il messag-
gio è un tema di fondamentale importanza. Fin dai tempi più anti-
chi l’uomo ha sempre sentito il bisogno di comunicare, dapprima con
semplici disegni, poi con la scrittura e via via nel corso dei secoli con
sistemi sempre più complessi ed elaborati. Lo sviluppo dei sistemi
di comunicazione è stato lento e graduale ﬁno alla seconda metà del
XIX secolo, quando le invenzioni del telegrafo e successivamente del
telefono diedero vita alle telecomunicazioni.
Il Novecento ha visto poi le telecomunicazioni evolversi in modo
esponenziale, tanto che i sociologi deﬁniscono la nostra come “l’Era
dell’informazione”. Come spesso è accaduto nella storia, anche per le
comunicazioni gli sforzi economici maggiori nello sviluppo di nuove
tecnologie sono arrivati dal campo militare. L’importanza strategica
delle comunicazioni in questo ambiente ha presentato per la prima
volta la necessità di comunicare in modo protetto. La segretezza delle
informazioni è diventata poi negli anni a seguire una pratica sempre
più diffusa, a partire dalle istituzioni passando per l’industria ﬁno alla
quotidianità di ogni individuo.
Oggigiorno infatti è diventata una pratica comune l’avere a che fare
con informazioni protette. Basti pensare ai canali televisivi a pagamen-
to, all’utilizzo del bancomat per non parlare dell’utilizzo massiccio che
si fa delle pagine protette attraverso internet. Con la parola “crittogra-
ﬁa” (che deriva dall’unione di due parole greche: kryptós che signiﬁca
“nascosto” e gráphein che signiﬁca “scrivere”) si individua quella di-
sciplina che si pone come obiettivo l’offuscamento di un messaggio in
modo che questo non possa essere letto da persone non autorizzate. Di
pari passo alla crittograﬁa si è evoluta un’altra disciplina, la crittoanali-
si (che deriva dall’unione delle parole greche: kryptós e analýein che si-
gniﬁca “scomporre”), che si occupa di studiare i metodi per ottenere il
signiﬁcato di informazioni cifrate senza avere accesso all’informazione
segreta solitamente richiesta per effettuare l’operazione.
Si è creato quindi una specie di dualismo, per cui la crittograﬁa
deve sempre trovare nuovi metodi per rendere sicure le informazioni
cifrate e la crittoanalisi deve sempre studiare il modo per aggirare que-
ste protezioni, trovando una falla in cui penetrare o un modo veloce
per aggirare l’ostacolo. Per questo motivo la complessità dei sistemi
di protezione è aumentata a dismisura, arrivando ad utilizzare veri
e propri algoritmi matematici, che con l’evoluzione negli anni sono
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diventati di fatto impenetrabili per chi non possiede la chiave di cifra-
tura. L’unico modo per penetrare questi sistemi di protezione è quello
di conoscere la chiave e l’anello debole è perciò rappresentato dallo
scambio della chiave tra le parti comunicanti. Servirebbe quindi un
sistema sicuro di comunicazione per scambiare le chiavi. Se esistesse
un sistema perfettamente sicuro di scambio chiavi questo, unito agli
algoritmi di cifratura, lascerebbe alla crittoanalisi come unica risorsa
il metodo “brute force”.
Proprio in questo contesto si va ad inserire la crittograﬁa quantistica.
Essa infatti consiste in un approccio alla crittograﬁa che utilizza delle
peculiari proprietà della meccanica quantistica nella fase dello scambio
della chiave, per evitare che questa possa essere intercettata da un at-
taccante senza che le due parti in gioco se ne accorgano. La crittograﬁa
quantistica non rappresenta quindi un vero e proprio sistema crittogra-
ﬁco, ma semplicemente un modo “teoricamente sicuro” di scambiare
le chiavi di cifratura. Per questo motivo viene anche chiamata con
l’acronimo QKD (Quantum Key Distribution). Il dipartimento di In-
gegneria dell’Informazione di Padova in collaborazione con il diparti-
mento di Astronomia, ha sposato queste tematiche di ricerca realizzan-
do negli anni, a partire dal 2005, un sistema di crittograﬁa quantistica
denominato QuAKE (Quantum Advanced Key Exchanger).
Lo sviluppo di questo sistema ha toccato tutte le fasi della proget-
tazione, partendo inizialmente con la realizzazione di un simulatore
QKD ﬁno ad arrivare alla implementazione completa. Test recenti ef-
fettuati in ambiente esterno hanno dimostrato come il sistema QuAKE
non sia soltanto un prototipo da laboratorio, ma realizzi realmente la
distribuzione di chiavi quantistiche. In questi test è stato necessario
però utilizzare della strumentazione ausiliaria poiché non tutte le par-
ti che lo compongono sono completamente sviluppate e altre ancora
presentano notevoli problemi. Si intuisce quindi che tanto lavoro è
stato fatto, ma tanto rimane ancora da fare prima che QuAKE sia in
grado di funzionare completamente e autonomamente.
Nei capitoli a seguire, questa tesi tratterà le seguenti argomentazio-
ni:
 Capitolo 1: concetti di crittograﬁa classica;
 Capitolo 2: basi della teoria quantistica;
 Capitolo 3 :introduzione alla crittograﬁa quantistica e suoi prin-
cipi fondamentali;
 Capitolo 4: QuAKE
 Capitolo 5: analisi delle ottiche e polarizzazione
 Capitolo 6: FPGA e architettura di trasmissione;
 Capitolo 7: ricevitore3
 Capitolo 8: analisi ed elaborazione dei dati
 Capitolo 9: conclusioni e considerazioni ﬁnali1
LA CRITTOGRAFIA
1.1 storia della crittografia
I
l problema della protezione delle comunicazioni è sempre sta-
to sentito dall’uomo, in particolare nell’ambito di attività belliche e
commerciali. Sin dall’antichità sono stati ideati metodi per poter invia-
re informazioni a distanza in maniera sicura. Il problema maggiore è
sempre stato quello della “conﬁdenzialità”, ovvero trasferire un mes-
saggio in un formato tale da renderlo non intelligibile a chiunque lo
intercetti, e nel caso anche a chi lo trasporta. Nel passato non si faceva
una distinzione netta tra quelle che oggi chiamiamo crittograﬁa e ste-
ganograﬁa1, ovvero rispettivamente l’arte del cifrare e del nascondere
o confondere. La differenza principale tra i due metodi può essere
riassunta nel seguente modo: la crittograﬁa modiﬁca il messaggio, ad
esempio riscrivendolo in un alfabeto ignoto, in modo che sia impos-
sibile capirne il contenuto anche se è ovvio a chiunque che si è in
presenza di un messaggio. Al contrario la steganograﬁa non cifra il
messaggio ma lo nasconde in modo tale che solo chi è a conoscenza
del nascondiglio lo possa trovare.
Bisogna poi distinguere tra codici e cifrari. In linea generale un co-
dice è un modo di assegnare convenzionalmente a parole, gruppi di
parole o frasi, un numero o una parola o una breve frase. Un codi-
ce rappresenta un concetto, una informazione con un simbolo scelto
a rappresentarlo; pertanto un codice è strettamente legato al contesto
in cui è utilizzato e di solito può rappresentare un limitato numero
di concetti ed informazioni. Un cifrario invece è completamente indi-
pendente dal contesto, dalle informazioni che si vogliono comunicare,
ed agisce direttamente ad esempio sulle lettere dell’alfabeto. Un qua-
lunque simbolo dell’alfabeto cifrato non ha nessun signiﬁcato di per
sé, è solamente un simbolo in un altro alfabeto cifrato in cui è stata
rappresentata l’informazione. In un cifrario ogni simbolo del testo da
cifrare viene trasformato in un altro simbolo, utilizzando lo stesso o
un altro alfabeto mediante una procedura matematica dell’algoritmo
crittograﬁco.
1 Deriva dalle parole greche steganòs che signiﬁca “coperto” e gràphein che signiﬁca
“scrivere”.
56 la crittografia
A 0 B 1 C 2 D 3 E 4 F 5 G 6 H 7 I 8 J 9
K 10 L 11 M 12 N 13 O 14 P 15 Q 16 R 17 S 18 T 19
U 20 V 21 W 22 X 23 Y 24 Z 25 ; 26 . 27 ’ 28 29
Tabella 1.1.: Alfabeto utilizzato negli esempi con i corrispettivi equivalenti
numerici.
Ovviamente le tecniche di protezione delle informazioni hanno se-
guito passo passo lo sviluppo dei canali di comunicazione. Finché le
comunicazioni erano rare ed eccezionali, anche le tecniche di protezio-
ne non hanno necessitato di grandi sviluppi.
Il primo metodo crittograﬁco noto è la scìtala lacedemone, risalente
al 900 a.C. e in uso ai tempi di Lisandro nel 400 a.C. In pratica si
avvolgeva intorno ad un bastone un nastro di cuoio scrivendo su di
esso per colonne. In tal modo il testo veniva trasposto e per ritornare
al testo originario era necessario avvolgere il nastro su un bastone
dello stesso diametro (che fungeva da chiave).
Figura 1.1.: Scìtala lacedemone.
Un esempio di cifratura per sostituzione è il codice ATBASH, utiliz-
zato per cifrare il libro biblico di Geremia. Ogni lettera dell’alfabeto
viene trasformata in un’altra secondo una regola ﬁssa: in questo ca-
so la prima lettera viene sostituita dall’ultima dell’ordine alfabetico,
la seconda dalla penultima, e così via. Il nome del codice ATBASH
deriva dal fatto che la prima lettera dell’alfabeto ebraico aleph, viene
sostituita con l’ultima taw, la seconda beth con la penultima sin o shin,
e così via.
La scacchiera di Polibio, storico greco del II secolo a.C., è un metodo in
cui si costruisce una corrispondenza biiettiva tra le lettere dell’alfabeto
e le posizioni su una scacchiera, (di dimensioni 5  5 nell’esempio
storico). In senso moderno la biiezione si può pensare tra Z e Z  Z.
Ad ogni lettera veniva fatta corrispondere la posizione sulla scacchiera
(A = 11,B = 12, ecc.) e il messaggio veniva originariamente trasmesso
mediante cinque torce, indicando il primo numero con le torce poste a
sinistra di chi trasmette il messaggio e il secondo numero con le torce
messe a destra.
Un altro tra i primi metodi crittograﬁci fu usato da Giulio Cesare. Il
metodo di Cesare consiste in una traslazione dell’alfabeto, considerato1.1 storia della crittografia 7
Figura 1.2.: Esempio del cifrario di Cesare.
come disposto attorno ad una circonferenza. Qui c’è un unico para-
metro a: per cifrare il mittente calcolerà ta(x) = (x + a) mod 26, e per
decifrare il destinatario calcolerà t a e ritrova il messaggio originale.
La debolezza di questo metodo è che il parametro a può assume-
re solo 25 valori diversi, e quindi non è difﬁcile decifrare un mes-
saggio anche senza conoscere a. È sufﬁciente tentare i valori di a in
successione oppure ricorrere all’analisi di frequenza.
Solo nel XV secolo, per motivi politico-diplomatici, sono stati stu-
diati altri metodi crittograﬁci: i più semplici fra questi sono le cifre
monoalfabetiche, nelle quali f è data da un’opportuna permutazione
dell’alfabeto, di solito scelta a partire da una parola chiave che deve ri-
manere segreta. In questo caso evidentemente, si hanno a disposizione
26 permutazioni dell’alfabeto, ma in ogni modo il sistema crittograﬁco
è debole, e cede facilmente con un analisi di frequenza. In effetti, nel-
la lingua italiana alcune vocali tendono ad essere molto più frequenti
delle altre lettere, ed un calcolo delle frequenze relative, anche di te-
sti corti, le rivela facilmente. Inoltre, sempre per la lingua italiana è
possibile sfruttare il fatto che quasi tutte le parole terminano con una
vocale.
Un’importante invenzione del XV secolo sono le cifre periodiche,
cioè cifre del tipo:
f(a1,...,ak) = (f1(a1),..., fk(ak)). (1.1)
Il messaggio viene quindi suddiviso in blocchi di k lettere, e a ciascuna
lettera viene applicato un diverso metodo crittograﬁco. Nella crittogra-
ﬁa classica si parla di parola chiave, concordata in anticipo fra gli utenti
del sistema crittograﬁco, che permette di cifrare e poi anche decifra-
re un messaggio. Per fare un esempio, se k = 6 e la parola chiave è
CHIAVE, signiﬁca che f1 = t2 (in modo che f1(A) = C), f2 = t7 (in
modo che f2(A) = H), f3 = t8, e così via. Un esempio di tale metodo
è il codice di Vigenère.
Anche queste cifre, tuttavia, hanno la stessa debolezza della cifra
monoalfabetica, perché le lettere che occupano le posizioni che dista-
no di un multiplo di k, sono state cifrate con lo stesso alfabeto, e si
può nuovamente utilizzare un’analisi di frequenza. Anche se il valore8 la crittografia
k non fosse noto, vi sono stratagemmi per individuare i valori più pro-
babili per k, e quindi si può tentare di decifrare un tale crittogramma
provando in sequenza tutti questi valori. Questa possibilità di attac-
co dipende dal fatto che in ogni lingua esistono dei digraﬁ (gruppi di
due lettere consecutive) più frequenti: se la chiave di cifratura non è
troppo lunga, è piuttosto probabile che almeno una delle ripetizioni
di un dato digrafo, appaia ad una distanza d, tale che d è multiplo di
k, dalla prima occorrenza. In altre parole i digraﬁ in questione sono
stati codiﬁcati allo stesso modo. Il crittoanalista compila un elenco di
tutti i digraﬁ, e ne determina le distanze relative: se molte di queste di-
stanze hanno un divisore comune, è abbastanza probabile che questo
divisore comune sia proprio uguale alla lunghezza della chiave.
Più difﬁcili da attaccare sono invece le cifre in cui il blocco di k let-
tere viene considerato come un’unità e cifrato come tale. Un semplice
esempio con k = 2 segue: sia A una matrice invertibile di ordine 2, a
coefﬁcienti in Z.












fornisce una funzione crittograﬁca di questo tipo, in cui la chiave
di cifratura è la matrice A e quella di decifratura è A 1. Si noti per
inciso che se det A = 1 allora anche A 1 ha coefﬁcienti in Z. Più in
generale data una matrice A di ordine k, a coefﬁcienti in Z tale che
det A = 1, si può deﬁnire f : Mk  ! Mk come sopra. Un esempio
di questo metodo è il codice che L. Hill inventò nel 1931.
Nell’Ottocento presero piede anche dei metodi basati su macchinari.
Un famoso predecessore fu il disco cifrante dovuto all’architetto L.B.
Alberti. Era costituito da due cerchi concentrici aventi 24 posizioni
ognuno: uno esterno ﬁsso per il testo in chiaro ed uno interno mobile
per il testo cifrato. Le lettere sul disco esterno erano in maiuscolo ed in
ordine alfabetico, mentre quelle sul disco interno erano in minuscolo
e non ordinate. Per cifrare si ﬁssava una lettera sul disco esterno come
indice, ed una sul disco interno, ottenendo così una corrispondenza
tra i due alfabeti. Tali lettere andavano indicate in testa al messaggio.
Si procedeva poi alla cifratura ﬁno a quando si decideva di cambiare
corrispondenza variando le due lettere scelte, e così via.
enigma Un altro codice ben noto è il codice Enigma. Negli anni Ven-
ti del secolo scorso un imprenditore tedesco, A. Scherbius, sviluppò la
prima versione di una macchina di cifratura che, in seguito, sarebbe
stata denominata Enigma.
Essenzialmente, il metodo di cifratura era basato su un’ingegnosa
iterazione del metodo di Giulio Cesare o di L.B. ALberti (a seconda
che si voglia porre l’accento sulla trasposizione o sul macchinario).1.1 storia della crittografia 9
Ogni singolo spostamento era realizzato mediante un cilindro che col-
legava in modo elettromeccanico la lettera di input con quella di out-
put. L’output di tale cilindro veniva poi passato come input ad un
successivo cilindro che realizzava un secondo spostamento, e così via
ﬁno al risultato ﬁnale. Le prime versioni di Enigma erano dotate di
tre cilindri collegati in sequenza, mentre in seguito vennero introdotte
ulteriori complicazioni, aumentando i cilindri a cinque, consentendo
di variare la posizione di partenza e anche la sequenza in cui essi
operavano. Il governo tedesco del tempo fu talmente convinto della
inviolabilità di Enigma che su di essa basò il trafﬁco di informazioni
riservate, sia di tipo militare che commerciale.
I punti deboli di Enigma vennero intuiti dal matematico polacco M.
Rejewski che, svolgendo i calcoli a mano, riuscì per un certo tempo
a decifrare i dispacci tedeschi. In seguito i servizi segreti britannici
istituirono un ufﬁcio di cifratura, guidato dal matematico A.Turing.
Sebbene nel frattempo la complessità di Enigma fosse stata aumentata
introducendo le suddette varianti, il gruppo di Turing riuscì a svilup-
pare alcuni calcolatori elettromeccanici con i quali analizzare – e in
molti casi decifrare – i messaggi di Enigma.
Figura 1.3.: Enigma.
Si deve inoltre notare che in tutti questi sistemi i soggetti che voglio-
no comunicare devono quasi sempre concordare le chiavi (i parametri)
dei sistemi crittograﬁci, e questo, per deﬁnizione, non può avvenire
per mezzo di un canale di trasmissione dei dati non sicuro.
In effetti, a parte l’interesse storico, tutte queste cifrature classiche
sono state abbandonate; esse non offrono garanzie di sicurezza secon-
do i moderni standard perché essenzialmente basano la loro sicurezza
sulla segretezza del metodo. In tal modo vanno quindi contro il Princi-
pio di Kerckhoffs, il quale afferma che la sicurezza del crittosistema deve
risiedere non sul celare l’algoritmo di cifratura/decifratura, bensì solo
sul celare la quantità minore possibile di informazione (ossia la chiave
di decifratura).10 la crittografia
A partire dalla ﬁne del XIX secolo però, i metodi e le tecniche di
comunicazione, la comunicazione automatica ed elettronica, hanno ri-
voluzionato completamente il modo di inviare, distribuire e ricevere
informazioni. Questo ha richiesto uno sviluppo adeguato di tecniche
per proteggere le informazioni visto che è diventato più facile inviare
informazioni, ma al contempo è diventato più facile anche intercettar-
le e decifrarle. Si è quindi reso necessario lo sviluppo della teoria della
crittograﬁa per cercare di soddisfare le richieste di cifrari più robusti
ed al contempo di tecniche per decifrare le comunicazioni del nemi-
co. Infatti i maggiori utilizzatori della crittograﬁa sono sempre stati i
militari.
Se da una parte le richieste delle forze armate hanno portato a un
grande sviluppo della crittograﬁa e della crittoanalisi, dall’altra que-
sto ha voluto dire che sino a pochi anni fa i principali risultati teorici
in crittograﬁa erano segreti, ignoti ai più anche negli ambienti univer-
sitari. Non è quindi un caso che l’algoritmo noto oggi con il nome
di RSA2 del 1977 fosse stato scoperto già alla ﬁne degli anni ‘60 da
scienziati dei servizi segreti inglesi.2
La mancanza di informazioni ha prodotto una lunga polemica a pro-
posito di DES3 dal 1975 al 1992, che si è risolta solo con la riscoperta
pubblica delle tecniche di crittoanalisi differenziale che erano già note
vent’anni prima alla NSA3 americana.4
Ma la seconda guerra mondiale è stata per certi verrsi il momento
cruciale per la nascita della crittograﬁa moderna ed è inevitabile che
gli sforzi, le idee e le collaborazioni di quegli anni si siano poi riversati
negli ambienti universitari e nella ricerca, che lentamente ha portato
allo sviluppo dell’attuale crittograﬁa.
Un altro aspetto da sottolineare è che lo sviluppo della comunica-
zione informatica ha reso la crittograﬁa uno strumento alla portata di
tutti, e non solo per militari, governi e grandi aziende. È stato per-
ciò inevitabile il rapidissimo sviluppo di questo campo, per quanto
possibile, grazie all’interesse e al coinvolgimento di tutti.
1.2 introduzione alla crittografia
La crittograﬁa è lo studio della trasformazione dell’informazione con
lo scopo di renderla sicura da destinatari e/o usi non voluti. Il pro-
cesso che trasforma l’informazione da comprensibile a incomprensibi-
le è chiamato cifratura. Il processo che riconverte l’informazione da
incomprensibile a comprensibile è detto decifratura. I destinatari vo-
luti, o l’uso autorizzato dell’informazione, sono determinati dal fatto
2 Dai nomi dei suoi inventori: R. Rivest, A. Shamir e L. Adleman.
3 National Security Agency, agenzia dello stato Americano che si occupa dei principali
problemi di sicurezza e di crittograﬁa.
4 Data Encryption Standard, forse il più importante algoritmo crittograﬁco della seconda
metà del XX secolo. Si basa su un algoritmo a chiave simmetrica con chiave a 56 bit.1.3 convenzioni 11
che l’utilizzatore ha o non ha una certa quantità di conoscenza se-
greta. Solo gli utilizzatori con questa quantità di conoscenza segreta
possono riconvertire l’informazione incomprensibile nella sua forma
comprensibile. La suddetta quantità è comunemente chiamata chiave;
la conoscenza segreta può includere l’intero processo o algoritmo che
è usato nella cifratura/decifratura. L’informazione nella sua forma
comprensibile è chiamata testo in chiaro, nella sua forma incompren-
sibile è chiamata testo cifrato. L’algoritmo usato per la cifratura e la
decifratura è chiamato cipher o cypher.
Le persone che studiano o applicano la crittograﬁa sono chiamate
crittograﬁ. Lo studio di come aggirare l’uso della crittograﬁa per desti-
natari non voluti è chiamato crittanalisi. Crittograﬁa e crittanalisi sono
a volte raggruppate insieme nel termine unico crittologia, che racchiu-
de l’intera materia. In pratica “crittograﬁa” è anche spesso usata per
riferirsi a tutto il campo, specialmente come una scienza applicata.
La crittograﬁa è una materia interdisciplinare, inﬂuenzata da diver-
si campi. Prima dell’avvento dei computer era strettamente connessa
alla linguistica. Oggigiorno l’enfasi si è spostata e la crittograﬁa fa un
vasto uso di aree tecniche della matematica, specialmente quella cono-
sciuta come matematica discreta. Questa include argomenti dalla teo-
ria dei numeri, teoria dell’informazione, complessità computazionale,
statistica e combinatoria. La crittograﬁa ha quattro obiettivi principali:
 la riservatezza o segretezza del messaggio: solo un destinatario
autorizzato dovrebbe essere in grado di estrarre il contenuto di
un messaggio dalla sua forma cifrata;
 l’integrità del messaggio: il destinatario dovrebbe essere in gra-
do di sapere se il messaggio è stato alterato durante la trasmis-
sione;
 l’autentiﬁcazione del mittente: il destinatario dovrebbe essere
in grado di identiﬁcare il mittente e veriﬁcare che il presunto
mittente abbia realmente inviato il messaggio;
 la non-ripudiazione del mittente: il mittente non dovrebbe essere
in grado di negare di avere spedito il messaggio.
La crittograﬁa fornisce meccanismi per aiutare a realizzare gli obiet-
tivi descritti. Ma non tutti gli obiettivi sono sempre necessari, pra-
tici o desiderabili in alcuni contesti. Per esempio il mittente di un
messaggio potrebbe desiderare di rimanere anonimo; naturalmente la
non-ripudiazione sarebbe inappropriata in questo caso.
1.3 convenzioni
Tecnicamente in crittograﬁa il trasmettitore o mittente viene denomi-
nato con il nome “Alice” o la lettera “A”, mentre il ricevitore o desti-12 la crittografia
natario con il nome “Bob” o con la lettera “B”. Un eventuale crittoana-
lista, che cerca di decifrare il messaggio, viene chiamato “Eve” oppure
“attaccante”. A seconda del contesto di cui si tratta si useranno tutte
le convenzioni sopracitate.
A dovrà essere in grado di comunicare con B, senza che un attac-
cante riesca a capire il contenuto della comunicazione. Uno schema
generale di un sistema di crittograﬁa è il seguente:
Figura 1.4.: Schema a blocchi di un sistema di crittograﬁa
Ka e Kb sono rispettivamente la chiave che A userà per codiﬁcare
il messaggio e la chiave che B userà per decodiﬁcare il messaggio.
Come si vedrà negli esempi che seguono, buona parte della sicurezza
del sistema è legata alla segretezza di queste chiavi e agli algoritmi
usati. Y rappresenta il messaggio crittografato, che l’attaccante tenterà
di decodiﬁcare usando una parte o una stima della chiave Kb, che
chiameremo Ke.
In termini matematici possiamo riassumere le varie operazioni com-
piute nel sistema come segue:
Y = fCOD(Ka,X) (1.3)
X = fDECOD(Kb,Y) (1.4)
Xe = fCR ANALISI(Ke,Y) (1.5)
1.4 crittosistema
La crittograﬁa studia i metodi che possono essere usati per inviare in-
formazioni in forma celata, in modo tale che solamente il destinatario
autorizzato possa rimuovere l’impedimento e leggere il messaggio in
forma chiara. Utilizziamo d’ora in poi con
M = fMessaggi in chiarog e C = fmessaggi cifratig (1.6)1.5 teoria di shannon 13
gli insiemi dei messaggi in forma chiara e in forma celata.
Deﬁnizione 1.4.1. Diremo trasformazione crittograﬁca una funzione
f : M  ! C






Si noti che è importante supporre l’iniettività di f perché vogliamo
evitare ogni possibile ambiguità nella decifrazione dei messaggi.
Deﬁniamo in modo generale l’ambito in cui lavoreremo mediante la
deﬁnizione di crittosistema.
Deﬁnizione 1.4.2. Diremo crittosistema una quaterna (M,C, f, f  1) in
cui f è una trasformazione crittograﬁca.
1.5 teoria di shannon
In questa sezione introdurremo brevemente la Teoria dell’Informazio-
ne sviluppata da Shannon alla ﬁne degli anni Quaranta del secolo
scorso.
Per prima cosa è necessario elencare in quali modi è possibile valu-
tare la sicurezza di un crittosistema:
 Sicurezza computazionale: un crittosistema è considerato compu-
tazionalmente sicuro se il miglior algoritmo noto che ne consen-
te la violazione ha complessità computazionale superiore ad un
certo limite N sufﬁcientemente grande. Allo stato attuale del-
le conoscenze nessun crittosistema utilizzato in pratica è stato
dimostrato essere computazionalmente sicuro.
 Sicurezza dimostrabile: si cerca di fornire la prova che la sicu-
rezza di un crittosistema è equivalente a quella di un problema
che si ritiene difﬁcile da risolvere; in tal caso il crittosistema è
detto dimostrabilmente sicuro. La sicurezza del crittosistema in
questo caso non è quindi assoluta ma relativa a quella di un
altro problema.
 Sicurezza incondizionale: un crittosistema è detto incondizional-
mente sicuro se non è violabile anche utilizzando una potenza di
calcolo illimitata.
La Teoria di Shannon consente di studiare la sicurezza incondizio-
nale di un crittosistema mediante l’utilizzo della teoria della proba-
bilità. I concetti base necessari riguardano la probabilità composta e
condizionata di due variabili aleatorie X, Y.14 la crittografia
Deﬁnizione 1.5.1. Siano X, Y due variabili aleatorie X, Y. La probabi-
lità composta P(x, y) è la probabilità che X assuma il valore x 2 X e
Y assuma il valore y 2 Y. La probabilità condizionata P(x j y) indica
la probabilità che X assuma il valore x 2 X dato il fatto che Y assuma
il valore y 2 Y. Le variabili aleatorie X, Y sono dette indipendenti se e
solo se P(x, y) = P(x)P(y) per ogni x 2 X, y 2 Y.
I concetti di probabilità composta e condizionata sono tra loro legati
dalla relazione:
P(x, y) = P(x j y)P(x) (1.8)
da cui scambiando i ruoli di x e y, si ottiene anche
P(x, y) = P(y j x)P(y) (1.9)
Da ciò si ottiene il:





Come conseguenza del teorema di Bayes si ha che X, Y sono indi-
pendenti se e solo se P(x j y) = P(x) per ogni x 2 X, y 2 Y.
Deﬁnizione 1.5.3. Un crittosistema si dice perfetto (o a segretezza
perfetta) se e solo se
P(m j c) = P(m) per ogni m 2 M, c 2 C (1.11)
cioè la probabilità a posteriori che il testo in chiaro sia m, dato il
testo cifrato c, è identica alla probabilità a priori che il testo in chiaro
sia m.
Osserviamo che condizione equivalente all’avere un crittosistema
perfetto è che:
P(c j m) = P(c) per ogni m 2 M, c 2 C (1.12)
Supponiamo che P(c) > 0 per ogni c 2 C ed allora, ﬁssato m 2 M,
poiché P(c j m) > 0 per ogni c 2 C si ha che deve esistere almeno una
chiave k tale che fk(m) = c. Allora il numero delle chiavi utilizzabili
deve essere maggiore o uguale a card(C). A causa dell’iniettività di f,
abbiamo che cardM  cardC.
Una completa caratterizzazione dei crittosistemi perfetti fu provata
da Shannon. Egli dimostrò che la segretezza perfetta è possibile se e
solo se l’insieme delle chiavi ha almeno tanti elementi quanti l’insieme
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Teorema 1.5.4 (Shannon). Sia (M,C, f, f  1) un crittosistema e sia k l’in-
sieme ﬁnito delle chiavi utilizzato. Si abbia che cardM = cardC = cardk
e che P(m) > 0 per ogni m 2 M. Allora tale crittosistema è perfetto se e solo
se ogni chiave è usata con eguale probabilità 1/cardk e, per ogni m 2 M e
ogni c 2 C esiste una chiave k 2 k tale che fk(m) = c.
Dim Supponiamo che il crittosistema sia perfetto. Sia m 2 M. Se,
per assurdo, esistesse c 2 C per cui fk(m) 6= c per ogni chiave k 2 K,
allora P(m) 6= P(c j m) = 0 in contrapposizione con la condizione
equivalente di assoluta segretezza.
Allora per ogni c 2 C, esiste un’unica chiave k 2 K per cui fk(m) = c.
Quindi card(C) = cardffk(m) : k 2 Kg  card(K); ma, per ipotesi,
card(C) = card(K) ed allora, per ogni c 2 C, esiste una chiave k 2 K
per cui fk(m) = c.
Proviamo adesso la prima affermazione. Sia c 2 C un testo cifrato
ﬁssato. Denotiamo adesso con km 2 K la chiave per fui fkm(m) = c,
per ogni m 2 M. Per il teorema di Bayes si ha che







Utilizzando la deﬁnizione di perfetta segretezza nella forma P(m j
c) = P(m), otteniamo quindi che P(km) = P(c). Quindi P(km) è
costante al variare di m 2 M, segue che tutte le chiavi sono usate con la
stessa probabilità P(c). Essendo il numero di chiavi uguale a card(K),
si ha che P(k) = (card(k))
 1 per ogni k 2 K (ossia la distribuzione
di probabilità è uniforme). Ciò conclude la dimostrazione della prima
implicazione.
Proviamo adesso il viceversa. La distribuzione di probabilità in k è,
per ipotesi, uniforme ed inoltre sappiamo che, per ogni m 2 M e ogni
c 2 C, esiste una chiave k = km,c tale che fk(m) = c. Per il teorema di
Bayes e la deﬁnizione di probabilità di un testo cifrato, abbiamo che







Però P(kn,c) = P(km,c) = (card(k))








Allora, inserendo quest’ultima relazione nella formula sovra ripor-
tata, segue che
P(m j c) = card(k)P(km,c)P(m) = P(m) (1.16)
ossia la deﬁnizione di perfetta segretezza. 16 la crittografia
1.6 cifrario perfetto (one time pad)
Il cifrario Vernam (1917) segue il seguente schema:
 viene costruita, in due sole copie, una chiave casuale lunga alme-
no quanto il testo in chiaro e ne viene distribuita una copia ad A
e una a B;
 A, per comunicare con B, codiﬁca il modulo 26 della somma di
ogni lettera del testo in chiaro con una lettera della chiave e poi,
ﬁnita l’operazione, distrugge la chiave;
 B decodiﬁca il testo cifrato e poi distrugge la chiave.
A e B devono avere a disposizione la stessa chiave. In pratica vie-
ne generata una sequenza casuale di lettere che vengono stampate e
collezionate in un taccuino di cui sono prodotte solamente due copie.
Alle due persone che devono mantenersi in contatto ne viene conse-
gnata una copia. Chi spedisce usa la prima pagina disponibile del
taccuino per cifrare e, ﬁnita l’operazione, butta la pagina usata; chi ri-
ceve decifra con la corrispondente pagina del suo taccuino e poi butta
anch’esso la pagina usata.
Il vero problema risiede nel fatto che la chiave debba essere generata
in modo casuale: è un problema assolutamente non banale.
È anche possibile estendere questo tipo di idee ai dati binari. Si pone
M = f0, 1gl = k = C, l 2 N, e si deﬁniscono la funzione di cifratura
fk(m) = m  k e la funzione di decifratura f  1
k (c) = c  k, dove k è
scelta in modo casuale e con la notazione  si indica l’operazione di
XOR (or-esclusivo).
L’OR esclusivo di due elementi appartenenti a f0,1gl viene eseguito
cifra binaria per cifra binaria e quindi, interpretando f0,1g come Z2,
altro non è che la somma vettoriale in Zl
2 (cioè la somma modulo due
eseguita cifra binaria per cifra binaria senza tenere conto di eventuali
riporti).
È facile provare che, grazie alla scelta casuale di k, si ha una distri-
buzione uniforme di probabilità su k e che, per ogni testo in chiaro
m ed ogni testo cifrato c, esiste una unica chiave k per cui c = fk(m)
(infatti k = m  c).
Si noti che la versione binaria del cifrario di Vernam è attaccabile da
una strategia Known-plaintext perché la chiave k può essere ottenuta
mediante XOR tra m e c = fk(m).
Anche in questo caso generare e distribuire la chiave casuale k di
lunghezza l (pari alla lunghezza del messaggio in chiaro e utilizzabile
un’unica volta!) costituisce il limite più importante ad un utilizzo
commerciale di tale crittosistema. Tuttavia, i cifrari perfetti sono stati
effettivamente usati in contesto militare e diplomatico, per esempio
per mantenere, durante la guerra fredda un canale di comunicazione
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1.7 crittografia classica
Gli esempi visti ﬁnora appartengono alla categoria della Crittograﬁa
classica detta anche a chiave segreta oppure simmetrica. Chiunque
abbia abbastanza informazioni per cifrare un messaggio può, even-
tualmente con un piccolo sforzo computazionale, decifrarlo.
Osserviamo che i metodi classici possiedono la seguente caratteristi-
ca: la cifratura e la decifratura sono computazionalmente equivalenti (ossia
le complessità computazionali della funzione di cifratura e della fun-
zione di decifratura sono uguali o dello stesso ordine). Tale caratteri-
stica consente di operare una classiﬁcazione basata sulla complessità
computazionale.
Deﬁnizione 1.7.1 (Crittograﬁa classica). Ad essa appartengono i crit-
tosistemi in cui (nota la chiave di cifratura) la funzione di decifra-
tura può essere implementata con una complessità computazionale
equivalente a quella della cifratura.
1.8 crittografia a chiave pubblica
Per secoli si è pensato che uno degli assiomi fondamentali della Crit-
tograﬁa fosse l’assoluta segretezza del metodo impiegato per non par-
lare delle chiavi di cifratura e decifratura. Il principio di Kerckhoffs
ed il lavoro di Shannon fecero giustizia di tale idea, perlomeno per
quanto riguarda la segretezza del metodo.
Un’altra pietra miliare per la nascita della Crittograﬁa moderna fu
posta nel 1976 quando Difﬁe e Hellman introdussero il concetto di
Crittograﬁa a chiave pubblica (detta anche asimmetrica). Tale lavoro de-
stò grande interesse, perché per la prima volta veniva descritto un
sistema crittograﬁco in cui non solo non è necessario che si mantenga
tutto segreto, ma al contrario, è indispensabile che una parte dell’in-
formazione necessaria sia addirittura resa pubblica. Il nome “asim-
metrica” deriva dal fatto che il ruolo delle chiavi di cifratura e deci-
fratura, a differenza di quanto accade nei sistemi classici, non è più
speculare essendo la seconda collegata ad un problema di complessità
computazionale maggiore di quello utilizzato per costruire la prima.
L’idea dei crittositemi a chiave pubblica è semplice: ciascun uten-
te sceglie una funzione crittograﬁca che dipende da alcuni parametri,
ma rende noti solo quelli che permettono di codiﬁcare i messaggi a
lui diretti, mantenendo segreti quelli necessari alla decodiﬁca. In que-
sto modo, chiunque può spedire un messaggio all’utente in questione
senza che questo, se intercettato da terzi, possa essere compreso.
Naturalmente, posto esattamente in questi termini, il problema di
calcolare l’inversa di f è intrattabile anche per il legittimo destinatario
del messaggio: il tipo di funzioni che ci interessa è quello per cui è sì18 la crittografia
intrattabile il calcolo di f  1, ma solo per coloro che non dispongono
di una qualche informazione supplementare su f.
Inoltre osserviamo che in un crittosistema a chiave pubblica chi co-
nosce solamente come cifrare non è in grado di usare la chiave di
cifratura per ricostruire quella di decifratura senza compiere calcoli
di lunghezza proibitiva. In altre parole, f : M ! C può essere cal-
colata con facilità conoscendo KE (chiave di decifratura), ma calcolare
f  1: f(M ! M) senza avere informazioni addizionali (ossia senza
conoscere la chiave di decifratura KD) è un problema computazional-
mente molto difﬁcile.
È proprio per questo motivo che, nei crittosistemi a chiave pubblica,
i ruoli della chiave di cifratura e di quella di decifratura sono mol-
to diversi fra loro: la chiave di decifratura contiene l’informazione
necessaria per il calcolo efﬁciente di f  1.
Si dà ora la deﬁnizione di funzione unidirezionale, anche se non esiste
una vera e proprio deﬁnizione rigorosa, dato che la trattabilità o meno
di un certo problema dipende dallo stato dell’arte negli algoritmi. La
deﬁnizione prevede la possibilità che in qualche raro caso si possa
calcolare facilmente anche f  1. In inglese queste funzioni si chiamano
oneway o trapdoor (botola).
Deﬁnizione 1.8.1 (Funzioni unidirezionali). Una biiezione f : A ! B
viene detta funzione unidirezionale se il calcolo di f(a) è realizzabile
con una complessità polinomiale per tutti gli a 2 A , mentre il calcolo
di f  1(b) non lo è per quasi tutti i b 2 B.
Per sempliﬁcare il signiﬁcato di “quasi tutti” presente nella deﬁni-
zione precedente, osserviamo che dati g,x 2 Z
p, con g generatore di
Z
p, risolvere il problema gy  x mod p è (o meglio si congettura)
difﬁcile per tutti gli x 2 Z
p, tranne ovviamente x = 1 e x =  1.
Allo stato attuale non si conoscono funzioni di cui sia stato provato
l’essere unidirezionali anche se esistono funzioni, usate nella pratica,
che si congetturano essere unidirezionali.
A prima vista la Crittograﬁa a chiave pubblica sembra impossibile.
Per convincersi del contrario si propone l’esempio classico del doppio
lucchetto, nel quale supponiamo di avere due utenti A e B, e che A
voglia spedire un messaggio segreto a B.
1. A mette il messaggio in una scatola che chiude con il suo luc-
chetto LA (di cui solo lui ha la chiave) e che poi spedisce a B;
2. B riceve la scatola chiusa con LA, aggiunge il suo lucchetto LB
(di cui solo lui ha la chiave) e rispedisce il tutto ad A;
3. A, riceve la scatola con il doppio lucchetto, toglie il lucchetto LA
e rispedisce la scatola a B;
4. a questo punto, ricevuta la scatola, B può togliere il lucchetto LB
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La sicurezza di questo schema risiede nel fatto che le chiavi per apri-
re i due lucchetti sono conosciute solamente dai rispettivi proprietari
e che quindi non le hanno dovute concordare in comune e scambiare
preventivamente.
In tal modo un attaccante non può leggere né modiﬁcare il contenu-
to della scatola. Sotto questo punto di vista è un metodo molto sicuro.
D’altra parte un problema di questo protocollo è che la scatola viag-
gia più volte del necessario: quando i messaggi sono molto lunghi,
questo difetto è rilevante. Inoltre, per minimizzare la quantità di dati
disponibile ad un intruso che intercetta le comunicazioni, è sempre
buona norma diminuire il più possibile il numero di comunicazioni
necessarie all’invio di un messaggio. In tal modo si cerca di rendere
il più difﬁcile possibile un attacco basato sull’analisi dei testi cifrati.
Sebbene l’importanza principale del metodo del doppio lucchetto ri-
sieda nel rendere evidente la fattibilità di un sistema crittograﬁco che
ha principi diversi da quelli classici, esso ha diretta applicazione in
alcuni crittosistemi ed in alcuni protocolli.
Osserviamo inﬁne che un sistema a chiave pubblica può essere usato
come metodo sicuro per lo scambio delle chiavi di un sistema classico.
Ciò può essere utile poiché generalmente i sistemi classici utilizzano
chiavi più semplici di quello dei sistemi a chiave pubblica, consenten-
do quindi un risparmio di tempo nel calcolo pratico della cifratura e
della decifratura.
1.9 vantaggi della crittografia a chiave pub-
blica
Per molte persone, la Crittograﬁa è legata ai ﬁlm di spionaggio o ﬁ
guerra, in cui ci sono due parti ben distinte, e i personaggi sono quasi
sempre legati da vincoli di fedeltà ad una delle due. Quindi è ra-
gionevole aspettarsi che l’agente segreto di turno impari la chiave di
cifratura prima della propria missione, evitando così il problema dello
scambio di chiavi.
Questa visione della Crittograﬁa è sostanzialmente quella classica:
oggi, invece, l’uso prevalente della Crittograﬁa è legato ad applica-
zioni molto diffuse ma che hanno esigenze di riservatezza diverse da
quelle tradizionali. Vediamone alcuni esempi.
La maggior parte di noi, oggi, è utente spesso inconsapevole di si-
stemi di Crittograﬁa a chiave pubblica, o comunque di sistemi di Crit-
tograﬁa basati sulle idee qui esposte: per esempio ogni volta che si ac-
cede ad uno sportello bancario automatico, o che si ricarica la scheda
del cellulare, si fa uso del concetto di funzione unidirezionale.
Il terminale bancario al quale afﬁdiamo la nostra carta Bancomat
ci chiede il nostro codice segreto (PIN), per poterlo confrontare con
quello memorizzato nella sede centrale, e ci concede l’autorizzazione20 la crittografia
all’operazione richiesta solo se i due valori coincidono. Tipicamen-
te la trasmissione di questi dati avviene su una linea telefonica, po-
tenzialmente a rischio di intercettazione da parte di malintenzionati.
Com’è possibile almeno impedire la seconda delle due cose? Ci vie-
ne in aiuto il concetto di funzione unidirezionale: il terminale remoto
non trasmette il PIN ma piuttosto un’opportuna funzione unidirezio-
nale dello stesso: per poter risalire al PIN, un eventuale attaccante
dovrebbe calcolare l’inversa della funzione unidirezionale stessa ma,
per deﬁnizione, questo è un compito molto difﬁcile.
Un’altra applicazione della Crittograﬁa in rapida diffusione è quella
del commercio elettronico: qui non è immaginabile che ci siano legami
di fedeltà fra i due utenti del sistema crittograﬁco (commerciante ed
acquirenti), né che possa valere la pena di creare un elaborato sistema
crittograﬁco per un saltuario, almeno da parte dell’acquirente, come
questo. La crittograﬁa a chiave pubblica risolve brillantemente questo
problema: l’acquirente può trasmettere il numero della propria carta
di credito al commerciante in assoluta sicurezza, poiché un eventuale
malintenzionato che intercetti il messaggio non è in grado di ricavarne
informazioni utili.
1.9.1 Algortimo RSA
L’idea su cui si fonda il seguente algoritmo, risale al 1976, quando
i due crittograﬁ americani Whitﬁeld Difﬁe e Martin Hellman ipotiz-
zarono la creazione di un cifrario “asimmetrico” composto da chiavi
pubbliche. Il sistema si basa sull’esistenza di due chiavi distinte, una
pubblica ed una privata usate rispettivamente per cifrare e decifrare il
messaggio.
Le chiavi devono essere indipendenti, in modo che attraverso la chia-
ve pubblica non si riesca a risalire a quella privata. Ogni utente genera
le sue chiavi e rende pubblica quella per cifrare. In un sistema a più
utenti, sarà possibile comunicare in modo sicuro con gli altri utenti,
codiﬁcando i messaggi attraverso la chiave pubblica che ciascuno avrà
reso nota. Solo il diretto interessato che possiede la chiave privata sarà
in grado di decodiﬁcare il messaggio.
Due anni dopo l’introduzione dell’idea di Difﬁe e Hellman, i ricerca-
tori Ron Rivest, Adi Shamir e Len Adleman ne diedero concretamente
vita sviluppando l’algoritmo RSA.
Questo algoritmo non è sicuro da un punto di vista teorico, tuttavia,
l’enorme mole di calcoli e il dispendio di tempo necessario per de-
codiﬁcare il messaggio attraverso la chiave pubblica, non conoscendo
quella privata, rendono il sistema assolutamente afﬁdabile. Sfortunata-
mente, questo sistema risulta computazionalmente laborioso non solo
per un eventuale attaccante, ma anche per il mittente A e destinatario
B (ovviamente in forma minore).
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ad A e B, e che useranno successivamente per comunicare usando un
algoritmo a chiave privata.
Il funzionamento può essere riassunto nei seguenti passi:
1. Ricevitore B:
 sceglie due numeri primi molto grandi ed indipendenti tra
loro p e q e ne esegue il prodotto n = p  q
 sceglie un numero e, più piccolo e coprimo5 con (p   1)
(q   1)
 calcola d tale che e  d  1
 
mod(p   1)(q   1)

 B ottiene così la chiave pubblica (n,e) e la chiave privata
(n,d)
2. B invia ad A la chiave pubblica (n,e);
3. A codiﬁca il messaggio m usando la chiave ricevuta attraverso
l’operazione me(modn);
4. A invia il messaggio che chiunque potrà leggere;
5. B riceve il messaggio e lo decodiﬁca usando l’operazione cd =
med = m1(modn)
Per maggiori informazioni riguardo l’aritmetica modulare impiega-
ta nei precedenti passaggi, consultare l’APPENDICE A.
Il sistema funziona correttamente solo se le chiavi e e d sono legate
tra loro dalla relazione e  d  1 mod (p   1)(q   1). Il fulcro dell’al-
goritmo è la soluzione del problema
e p
8(modn) con n numero di cui
non si conoscono i fattori primi, computazionalmente non trattabile. I
passi (2) e (4) sono completamente visibili a tutti, però in termini di
tempo A e B comunicano in pochi secondi, mentre l’eventuale attac-
cante, che avrà preso nota della chiave e del messaggio, impiegherà
un tempo enorme per decodiﬁcare il messaggio con le attuali tecnolo-
gie. Tempo che dovrà essere maggiore dell’effettivo tempo di validità
dell’informazione codiﬁcata.
1.10 crittanalisi (cenni)
Con il termine crittoanalista si indica chi studia i punti deboli dei crit-
tosistemi e quindi la Crittoanalisi è la disciplina che studia le strategie
di attacco ai crittosistemi.
Coerentemente al principio di Kerckhoffs, assumiamo che chi vo-
glia violare il sistema ne conosca le caratteristiche e che solo le chia-
vi (eventualmente non tutte) e il testo in chiaro (non sempre) siano
segreti.
5 In matematica, gli interi a e b si dicono coprimi o primi tra loro se e solo se essi
non hanno nessun divisore comune eccetto 1 e  1, o, equivalentemente, se il loro
massimo comun divisore è 1.22 la crittografia
I vari tipi di attacco possono essere classiﬁcati come segue:
 Ciphertext-only attack: l’attaccante conosce i testi cifrati e da que-
sti cerca di risalire ai testi in chiaro o alle chiavi
 Known-plaintext attack: l’attaccante conosce uno o più testi in
chiaro e le rispettive cifrature; da questi cerca di risalire alle
chiavi o di decodiﬁcare altri testi cifrati.
 Chosen-plaintext attack: l’attaccante è in grado di cifrare senza
conoscere le chiavi. Cerca di risalire alle chiavi o di decodiﬁcare
altri testi cifrati.
 Adaptive chosen-plaintext attack: l’attaccante è in grado di cifrare
ed è in grado di variare il testo in chiaro in conseguenza dei
cifrati ottenuti. Non conosce le chiavi; cerca di risalire alle chaivi
o di decodiﬁcare altri testi cifrati.
 Chosen-ciphertext attack: l’attaccante è in grado di decifrare ma
non conosce le chiavi; cerca di risalire alle chiavi.
L’attacco con analisi di frequenza, che abbiamo citato nei paragraﬁ
precedenti, è un caso particolare del ciphertext-only attack.
Chiaramente esistono anche altre possibilità: per esempio per ricer-
ca esaustiva (o anche forza bruta) si intende il tentativo di decifrare il
testo cifrato provando tutte le possibili chiavi di decifratura. Il testo in
chiaro corretto sarà uno dei pochi ad avere senso compiuto che l’attac-
cante otterrà. Questo tipo di attacco, che ha la sua giustiﬁcazione nel
notevole aumento della potenza di calcolo dei microprocessori, è stato
usato con successo contro vari crittosistemi.
L’esempio più famoso è forse la violazione del codice DES, portata a
termine nel 1998 dalla fondazione per la ricerca crittograﬁca EFF (Elec-
tronic Frontier Foundation). All’interno di un progetto dedicato allo
studio della vulnerabilità di standard di cifratura largamente usati, i
ricercatori della EFF costruirono una macchina dedicata alla violazio-
ne del DES mediante ricerca esaustiva. Sorprendentemente il progetto
ebbe un costo di soli 250000 $ e dimostrò quindi che l’incremento del-
la potenza di calcolo aveva reso il DES non più adeguato alle moderne
speciﬁche di sicurezza
1.11 sicurezza della crittografia classica
Come visto ﬁnora, la sicurezza della crittograﬁa classica è basata sulla
complessità computazionale di un’eventuale operazione di forzatura
del messaggio codiﬁcato.
Il crittoanalista dovrà incontrare una complessità computazionale
talmente alta da farlo desistere nel suo intento.1.11 sicurezza della crittografia classica 23
Sfortunatamente, come abbiamo già visto, un sistema a chiave pri-
vata diventa complesso da gestire all’aumentare del numero di utenti
coinvolti; se poi si prendono in considerazione le condizioni per la
sicurezza di Shannon, il sistema diventa tecnicamente irrealizzabile.
Come spesso accade in ambito ingegneristico, ci si deve acconten-
tare di un compromesso che garantisca una buona sicurezza tecno-
logicamente realizzabile. Quanto visto nei paragraﬁ precedenti non
ci permette di stabilire quale sia il grado di sicurezza garantito dalle
funzioni unidirezionali. Molti sono i fattori che possono inﬂuire, prin-
cipalmente legati allo sviluppo tecnologico e alla potenza di calcolo di
cui dispongono il mittente, il destinatario e l’attaccante. In sostanza
quello che si cerca di fare è rendere l’operazione di forzatura del co-
dice lunga e laboriosa, spingendola al limite delle capacità di calcolo
delle attuali tecnologie. Elaboratori con maggiori capacità di calco-
lo potrebbero compromettere la sicurezza di un algoritmo di codiﬁca.
Il compromesso che solitamente si adotta è di utilizzare un sistema a
chiave pubblica per la distribuzioni di chiavi, che successivamente ver-
ranno impiegate in algoritmi a chiave privata (più efﬁcienti rispetto a
quelli a chiavi pubblica), aggirando in questo modo il problema della
chiave da condividere.
Quanto visto, evidenzia che la sicurezza di tutti i sistemi in uso è
un concetto relativo. Il principio è che il messaggio resti protetto alme-
no ﬁno a quando l’informazione in esso contenuta abbia un effettivo
interesse.
1.11.1 Shor e la fattorizzazione quantistica
La vera minaccia alla sicurezza degli attuali sistemi di crittograﬁa,
arriva dalla quantum information e dal computer quantistico. Nel
1994 Peter Shor, dimostrò che un computer quantistico è in grado
di fattorizzare in modo efﬁciente un numero; passando dalla com-
plessità esponenziale degli algoritmi di fattorizzazione classici, alla
complessità polinomiale in un sistema quantistico.
In termini temporali al crescere del numero n da fattorizzare il tem-
po di calcolo, per un algoritmo classico, nel caso peggiore cresce più
velocemente di qualsiasi potenza di log(n). Nel caso migliore, il minor
tempo raggiunto è
time ' e[1.9(lnn)1/3(lnn)2/3] (1.17)
Shor dimostrò invece che un computer quantistico può fattorizzare
un numero in un tempo dell’ordine:
O[(lnn)3] (1.18)
Per esempio, un numero composto da 400 cifre può essere fattoriz-
zato da un computer quantistico in meno di 3 anni, contro i 1010 anni
che impiegherebbe un algoritmo classico.24 la crittografia
Questo risultato ha creato ulteriori dubbi riguardo alla non-esistenza
di un algoritmo polinomiale per la fattorizzazione adatto ai computer
classici.
L’effettiva realizzazione e applicazione di un computer quantistico è
ancora un traguardo lontano da raggiungere, ma non inimmaginabile;
la ricerca in questo campo continua a proseguire e l’interesse verso
il mondo quantistico è in continua crescita. La minaccia di rendere
vulnerabili gli attuali sistemi di crittograﬁa è reale.2
MECCANICA QUANTISTICA E QUBIT
N
el seguente capitolo vengono riportati alcuni concetti fonda-
mentali riguardanti la meccanica quantistica. Lo scopo è quel-
lo di fornire le basi necessarie per comprendere il contenuto di que-
sta tesi: per maggiori approfondimenti si rimanda alla letteratura
dedicata.
2.1 nozioni preliminari e notazione
La teoria quantistica è un modello matematico del mondo ﬁsico. Per
deﬁnire questo modello, come prima cosa dobbiamo speciﬁcare i for-
malismi matematici su cui si basa e quelli che sono i concetti fonda-
mentali che ne derivano.
Ricordiamo brevemente alcune deﬁnizioni che saranno alla base di
tutti i concetti e le relazioni che ne seguiranno.
Deﬁnizione 2.1.1 (Spazio di Hilber). Uno spazio di Hilbert è uno spa-
zio vettoriale H nel campo dei numeri complessi, dotato di prodotto
scalare interno (x j y).1 Tale spazio risulta essere completo2 secondo la
norma indotta dal prodotto scalare: kxk =
p
x j x.
Deﬁnizione 2.1.2 (Raggio vettore). Per ogni vettore x dello spazio di
Hilbert si deﬁnisce raggio vettore la classe di equivalenza dei vettori
che hanno la stessa direzione di x:
8x 2 H =) rx = cx, c 2 C e c 6= 0 (2.1)
Deﬁnizione 2.1.3 (Stato). Uno stato è un raggio vettore di uno spazio
vettoriale di Hilbert. Solitamente viene limitata la deﬁnizione ai raggi
1 In uno spazio vettoriale complesso V, una funzione da V  V ! C si dice prodotto
interno (o scalare) su V se veriﬁca le seguenti proprietà:
1. (ax + by j z) = a(x j z) + b(y j z) 8a,b 2 C, 8x,y,z 2 V;
2. (x j y) = (y j x) 8x,y 2 V;
3. x 6= 0 =) (x j x) > 0
2 Uno spazio di Cauchy V si dice completo se le successioni di Cauchy in esso deﬁnite
sono convergenti.
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vettori con norma unitaria kyk = 1. In meccanica quantistica per rap-
presentare gli stati, si usa solitamente la notazione braket. Lo stato y
del sistema viene rappresentato con un vettore colonna di dimensione
ﬁnita o inﬁnita:
jyi (2.2)
che esprime in modo compatto le componenti dello stato nello spazio
(tale scrittura viene chiamata ket). In modo analogo si introduce il
simbolo bra:
hyj (2.3)
che rappresenta il vettore trasposto e coniugato di jyi; perciò risulta
essere un vettore riga.
La deﬁnizione di spazio vettoriale di Hilbert e le relative proprietà
del prodotto scalare, nella notazione presentata diventano:
 I vettori dello spazio vengono rappresentati con la scrittura jyi;
 Il prodotto scalare assume la forma hyjyi3 e le sue proprietà si
riscrivono in:
– hj j (ajy1i + bjy2i)i = ahjjy1i + bhjjy2i
– hjjyi = hyjji
– y 6= 0 =) hyjyi > 0
 La norma indotta dal prodotto scalare diventa kyk =
p
hyjyi.
Deﬁnizione 2.1.4 (Sovrapposizione). Un sistema ﬁsico che può assu-
mere due distinti stati jy1i e jy2i può trovarsi anche nello stato:
jyi = a1jy1i + a2jy2i dove a,b 2 C (2.4)
che corrisponde alla condizione di sovrapposizione dei due stati jy1i
e jy2i. Il corrispondente vettore nella notazione bra sarà:
hyj = a
1hy1j + a
2hy2j dove a,b 2 C (2.5)




2 = 1 (2.6)
Quindi i due numeri ja1j
2 e ja2j
2 rappresentano le probabilità di tro-
vare il sistema nello stato jy1i o jy2i. Infatti, sebbene il sistema possa
stare nella sovrapposizione di stati, un eventuale misura porterebbe




3 Pur essendo simile alla scrittura usata all’inizio del capitolo per rappresentare il pro-
dotto scalare (x j y), in questo caso si vuole intendere il prodotto tra il vettore bra e il
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Quanto ﬁn qui enunciato per un sistema a due stati, può essere








2 = 1 (2.8)
Deﬁnizione 2.1.5 (Operatori). Un operatore A è una funzione lineare
dallo spazio vettoriale V di Hilbert in V:
A: V  ! V (2.9)
jyi  ! Ajyi (2.10)
che gode delle seguenti proprietà, legate alla linearità:
A(jyi + jji) = Ajyi + Ajji 8jyi,jji 2 V (2.11)
A(cjyi) = cAjyi 8jyi 2 V e c 2 C (2.12)
Questo ci consente di dire che un operatore che agisce su uno stato
di un sistema produce un altro stato.4 Gli operatori sono solitamente
rappresentati in forma matriciale o attraverso il prodotto esterno. Que-
st’ultima rappresentazione sfrutta il prodotto interno, infatti, siano jvi
e jwi, vettori rispettivamente degli spazi vettoriali V e W, dotati di
prodotto interno. Si può deﬁnire jwihvj come l’operatore lineare da V
in W che mappa i vettori secondo:
(jwihwj)(jv0i) = jwihvjv0i = hvjv0ijwi (2.13)
Deﬁnizione 2.1.6 (Variabili dinamiche). Alcune caratteristiche dei si-
stemi ﬁsici possono essere descritte attraverso gli operatori; questo è
il caso delle variabili dinamiche. Quanto detto amplia la deﬁnizione
di operatore, che oltre a rappresentare un funzionale negli stati, diven-
ta la descrizione di una variabile dinamica di un sistema quantistico.
Ogni variabile dinamica sarà associata quindi ad un operatore.
Deﬁnizione 2.1.7 (Osservabili). Gli osservabili sono particolari varia-
bili dinamiche che possono essere misurate; un operatore lineare O
associato ad una variabile dinamica è osservabile se esso coincide con
il suo trasposto coniugato O+:
O+ = O (2.14)
Nel caso degli spazi di Hilbert a dimensione ﬁnita (condizione veriﬁ-
cata nel nostro caso) esso coincide con l’operatore aggiunto, per cui
scrivendone l’equazione agli autovalori otterremo:
Ojyi = ajyi (2.15)
4 Va ricordato che la proprietà commutativa non vale per gli operatori lineari;
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che ci consente di scrivere l’osservabile come l’operatore:
O: jyii = ai jyii (2.16)
I vettori jyii, detti anche autovettori, nella notazione di Dirac pren-
dono il nome di autokets5, mentre i valori ai sono detti autovalori.6
Questi vettori rappresentano gli autostati. Nel nostro caso, trattandosi
di un sistema ﬁsico relae, gli autovalori saranno tutti reali. In segui-
to verranno usati arbitrariamente, con lo stesso signiﬁcato, i termini
autovettori e autostati.
Dalla teoria sugli spazi vettoriali, si evince che gli autovettori di una
variabile dinamica reale, associata ad autovalori diversi, sono tra lo-
ro ortogonali. Questo ci consentirà di prendere una base del nostro
spazio costituita dagli autostati di un operatore. Inoltre, ricordando
che gli autostati possono essere presi con norma unitaria, potremmo
ottenere una base ortonormale (spettro dell’operatore). In maniera più
formale potremmo dire che un vettore dello spazio degli stati del si-





Deﬁnizione 2.1.8 (Operatori unitari e trasformazione unitaria). Con-
siderando le trasformazioni lineari come matrici, possiamo introdurre
le trasformazioni unitarie.
Un operatore lineare U: V  ! V, con V spazio di Hilbert, è unitario
se soddisfa le seguenti relazioni:
U+ U = I = UU+ () U 1 = U+ (2.18)
cioè se il suo inverso coincide con il suo trasposto coniugato, Come
vedremo, questi operatori descrivono la dinamica del sistema: un ope-
ratore unitario U, applicato ad un sistema allo stato jy0i al tempo t0
lo porta allo stato jy0i al tempo t0
2.2 i postulati della meccanica quantistica
Deﬁnizione 2.2.1 (Postulato 1). Ad ogni sistema ﬁsico isolato è associa-
to uno spazio vettoriale complesso dotato di prodotto interno (spazio
di Hilbert), chiamato spazio di stato del sistema. Il sistema è comple-
tamente descritto dal suo “vettore di stato”, che è un vettore unitario
nello spazio di stato del sistema.
Deﬁnizione 2.2.2 (Postulato 2). l’evoluzione di un sistema quantistico
“chiuso” è descritta da una “trasformazione unitaria”. Lo stato jyi del
5 I vettori bra prendono il nome di autobras.
6 Gli autovalori associati agli autokets sono gli stessi associati agli autobras.2.2 i postulati della meccanica quantistica 29
sistema al tempo t1 è legato allo stato jy0i del sistema al tempo t2 da
un operatore U che dipende solamente dai tempi t1 e t2:
jy0i = Ujyi (2.19)
Questo non ci da nessuna informazione sullo spazio di stato o su
quale operatore U descriverà u particolare sistema: ma ci assicura
solamente che l’evoluzione di un sistema quantistico chiuso può es-
sere descritta in questo modo. Un’altra deﬁnizione più rafﬁnata di
questo postulato che descrive l’evoluzione di un sistema quantistico
considerando il tempo come una variabile continua è la seguente:
Deﬁnizione 2.2.3 (Postulato 2’). L’evoluzione nel tempo dello stato di





= H jyi (2.20)
Questo ci consente di dimostrare l’unitarietà di tale evoluzione. Essa
consegue dalle proprietà dell’operatore Hamiltoniano H.7




jy(t)i =  i H jy(t)i (2.21)
che riscritta in forma inﬁnitesimale porta a:
jy(t + dt)i = (1  iHdt)jy(t)i (2.22)
Compattando la scrittura dell’operatore 1 iHdt con R, osserviamo
che esso risulta essere lineare e unitario, infatti:
R+R = I = RR+ . (2.23)
Ricordando che il prodotto di operatori lineari è ﬁnito, allora l’evo-
luzione temporale in un intervallo ﬁnito sarà unitaria:
jy(t)i = R(t)jy(0)i. (2.24)
La conoscenza dell’Hamiltoniano del sistema descrive completamen-
te la dinamica del sistema.
Deﬁnizione 2.2.4 (Postulato 3). Le misure quantistiche sono descrit-
te da un insieme fMmg di “operatori di sistema”. Questi operatori
agiscono nello spazio di stato del sistema che sta per essere misurato.
L’indice “m” si riferisce al possibile esito della misura. Se il sistema
7 L’Hamiltoniano è un operatore molto importante nella meccanica quantistica, il suo
valore medio corrisponde all’energia del sistema.
8 In questa scrittura il fattore ¯ h30 meccanica quantistica e qubit
quantistico è nello stato jyi immediatamente prima della misura, la
probabilità di ottenere il risultato “m” è data da:
p(m) = hyj M+
mMm jyi (2.25)










mMm = I . (2.27)
L’equazione di completezza esprime il fatto che la somma delle







Deﬁnizione 2.2.5 (Postulato 4). Lo spazio di stati di un sistema ﬁsico
composito è il prodotto tensoriale degli spazi di stato dei componenti
del sistema ﬁsico. Pertanto, se abbiamo dei sistemi numerati da 1 a
n, e l’i-esimo sistema è nello stato jyii, allora lo stato complessivo del




Un concetto chiave legato ai sistemi composti, è l’entanglement.
Deﬁnizione 2.2.6 (Entanglement). Un sistema composito è deﬁnito
entangled se esso non può essere scritto come la composizione degli
stati sei sistemi che lo costituiscono.
Vedremo più chiaramente nella sezione dedicata ai qubit cosa rap-
presenti questa deﬁnizione.
2.3 distinzione degli stati quantistici
Un importante applicazione del terzo postulato è il problema di di-
stinguere gli stati quantistici: supponiamo di avere a disposizione gli
stati jyii con (1  i  n). Scegliamo casualmente uno di questi sta-
ti, e ipotizziamo di non sapere quale sia. Quello che vorremmo fare
è misurare lo stato jyi per determinare l’indice i. Nell’ipotesi che
gli stati siano ortonormali, potremmo procedere nel seguente modo:
deﬁniamo degli operatori di misura Mi = jyiihyij per ciascun valo-
re dell’indice i, ed un operatore M0 deﬁnito come la radice quadrata
positiva dell’operatore positivo I   åi6=0 jyiihyij.
Questi operatori soddisfano l’equazione di completezza, e se il si-
stema si trova nello stato jyii, allora p(i) = hyij Mi jyii = 1, pertanto2.4 misure proiettive 31
otterremo il risultato i con certezza. Possiamo quindi concludere che
gli stati ortogonali possono essere distinti.
Viceversa se gli stati non sono ortogonali è possibile dimostrare che
non esiste nessuna misura quantistica in grado di distinguerli. Infatti,
dati due stati jy1i e jy2i non ortogonali, potremmo scomporre jy2i in
una componente parallela ed una ortogonale a jy1i. La probabilità di
ottenere come esito della misura lo stato jy1i da un sistema allo stato
jy2i non è nulla: cioè stati non ortogonali non sono distinguibili.
Quanto dimostrato è conseguenza del seguente teorema:
Teorema 2.3.1 (Indistinguibilità di stati non ortogonali). Stati quantisti-
ci non ortogonali non possono essere distinti senza incertezza.
Un altro teorema di notevole importanza è il seguente:
Teorema 2.3.2 (Non clonazione). Non è possibile eseguire una copia per-
fetta di ogni stato quantistico.
2.4 misure proiettive
Un caso particolare del Terzo Postulato riguarda la classe delle misure
proiettive.
Una misura proiettiva è descritta da un osservabile, M un operatore
Hermitiano nello spazio di stato del sistema sotto esame. L’osservabile




dove Pm è il proiettore dell’autospazio di M con autovalore “m”.
I possibili esiti della misura corrispondono agli autovalori “m” del-
l’osservabile.
Una misura dello stato jyi, da come esito m con probabilità:
p(m) = hyj Pm jyi (2.30)
Una volta ottenuto come esito della misura l’autovalore m, lo stato





Il valore medio per le misurazioni proiettive può essere ottenuto nel














= hyj Mjyi (2.35)
La deviazione standard associata all’osservazione di M (il valore
medio è scritto nella forma hMi) sarà:
D(M) = h(M   hMi)2i (2.36)
= hM2i   hMi2 (2.37)
La deviazione standard rappresenta come saranno distribuiti i valori
ottenuti dalla misura di M. Questo maniera di scrivere la deviazione
standard e la misura, in funzione degli osservabili, ci porta al principio
di indeterminazione di Heisenberg.
2.5 principio di indeterminazione di heisen-
berg
Il principio di indeterminazione di Heisenberg, riveste un ruolo molto
importante nella meccanica quantistica.
Sostanzialmente esso afferma che esistono coppie di grandezze ﬁ-
siche che non possono essere misurate simultaneamente con precisio-
ne arbitraria (esempio: posizione e quantità di moto di un elettrone).
Tutto tranne questo discende dal dualismo particella-pacchetto d’on-
da, per cui ad una particella va associato un pacchetto d’onda con la
conseguente impossibilità di determinare simultaneamente e accura-
tamente variabili dinamiche coniugate. Formalmente la trattazione si
sviluppa analizzando gli operatori associati alle variabili dinamiche.
Due osservabili si deﬁniscono compatibili se commutano:
AB = BA (2.38)
Deﬁniamo come commutatore l’espressione:
[A,B] = AB   BA (2.39)
Scrivendo per entrambi gli operatori gli scarti della media:9
9 Il valore medio di un operatore O è calcolato secondo l’operatore O = hyjOjyi che
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DA = A   hAi (2.40)
DA = B   hBi (2.41)
La deviazione standard per l’operatore A sarà data da h(DA)2i,
ed analogamente per l’operatore B:h(DB)2i. Calcolando il prodotto
e sfruttando la disuguaglianza di Cauchy-Schwarz otteniamo:
h(DA)2ih(DB)2i  khDADBik
2 . (2.42)






cioè il principio di indeterminazione di Heisenberg.
Se i due operatori non commutano, cioè non sono compatibili, allora
[A,B] 6= 0; pertanto per entrambe le grandezze non sarà possibile
eseguirne una misura simultanea con precisione arbitraria; viceversa
nel caso di grandezze compatibili, dove sarà possibile eseguire una
misura simultanea precisa.
2.6 misurazioni povm
In molte applicazioni è di particolare interesse la probabilità dell’esito
di una misura, soprattutto nei casi in cui è possibile effettuare una sola
misurazione.
Per l’analisi di queste problematiche ben si adatta il formalismo ma-
tematica detto POVM.10 Esso è conseguenza del postulato (3). Siano
Mm gli operatori che descrivono una misurazione su un sistema quan-
tistico allo stato jyi. La probabilità di ottenere l’esito “m” è data da





Si può dimostrare che Em è un operatore positivo tale che:
å
m
Em = I e p(m) = hyj Em jyi.
L’insieme degli operatori Em sono sufﬁcienti per determinare le proba-
bilità dei differenti esiti della misura. Gli operatori Em sono chiamati
elementi POVM associati alla misura. L’insieme completo fEmg è noto
come POVM. Una delle proprietà delle misure di tipo proiettivo è la
ripetibilità. La ripetibilità intesa nel senso che se effettuiamo una misu-
razione proiettiva con esito “m”, ripetendo la misurazione otterremo
10 POVM: acronimo di Positive Operator Valued Measure.34 meccanica quantistica e qubit
sempre il valore “m” senza alterare nuovamente lo stato. Infatti, sup-
poniamo che jyi sia lo stato iniziale, dopo la prima misura lo stato
sarà jymi = (Pmjyi)/
p
hyj Pm jyi.
Applicando nuovamente Pm allo stato jymi, esso non verrò pertur-
bato, pertanto avremo hyj Pm jyi = 1. Misurazioni ripetute, avranno
quindi sempre esito “m” e non altereranno lo stato.
2.7 qubit
La parola Qubit signiﬁca quantum bit cioè bit quantistico. Concettual-
mente rappresenta il quanto di informazione cioè la parte elementare
più piccola in cui può essere codiﬁcata un’informazione. Così, come i
sistemi classici di computazione si basano sul bit, i sistemi quantistici
si basano sul qubit.
Sebbene per analogia di nome, bit e qubit possano sembrare intuiti-
vamente simili, realmente essi differiscono in modo sostanziale. Dopo
averne dato la deﬁnizione formale, vedremo ora che differenze hanno
rispetto ai bit classici.
Formalmente con qubit si intende lo stato di uno spazio vettoriale
V di Hilbert bidimensionale. Scegliendo di usare la base fj0i,j1ig per
lo spazio V, con j0i e j1i ortogonali, allora un generico qubit jyi può
essere rappresentato con la formula:
jyi = aj0i + bj1i. (2.45)
Figura 2.1.: Differenza tra un bit e un qubit.2.7 qubit 35
Un qubit è un vettore unitario di uno spazio di Hilbert bidimensio-
nale, in cui jaj
2 + jbj
2 = 1. Come si può notare a differenza del bit
classico che può assumere solo due valori, un qubit può stare nell’inﬁ-
nità di valori intermedi dati dalla sopravvivenza degli stati di base j0i
e j1i.
Il qubit essendo codiﬁcato attraverso gli stati quantistici di un siste-
ma, gode di tutte le proprietà viste precedentemente per la meccanica
quantistica. L’anomalia rispetto al classico bit è che: il qubit può as-
sumere inﬁniti valori dati dalla sovrapposizione di stati, però per le
proprietà quantistiche di cui gode non è possibile risalire ai valori di
a e b. Una misura sul qubit restituirà lo stato j0i con probabilità a2, e
lo stato j1i con probabilità b2.
Inoltre, dopo la misura del qubit, il suo stato collasserà su uno dei
possibili stati di base, pertanto potremmo dire che dopo aver effettuato
la misura lo stato è noto con probabilità pari a uno.
Alcuni esempi di qubit realmente utilizzati sono:
 la polarizzazione dei fotoni
 lo spin degli elettroni
 lo spin dei nuclei atomici
 ioni in cavità risonanti
 componenti microelettronici superconduttori
Visto l’interesse che rivestirà nel nostro sistema di crittograﬁa ripor-
tiamo per esempio la codiﬁca di qubit attraverso la polarizzazione dei
fotoni.
La scelta non è univoca, infatti l’unico vincolo che deve essere ri-
spettato è l’ortogonalità degli stati:
j0i  ! j$i (2.46)
j1i  ! jli (2.47)
cioè usare una polarizzazione verticale ed una orizzontale per creare
la base dello spazio.
Allo stesso modo potremmo usare delle polarizzazioni circolari, una
destrorsa e una sinistrorsa:
j0i  ! j	i (2.48)
j1i  ! ji (2.49)
2.7.1 Copia di un qubit
Analogamente ai sistemi classici, in cui la copia di un bit è un opera-
zione semplice e possibile, ci si chiede se sia possibile eseguire una
copia perfetta di un qubit. La risposta è no, giustiﬁcata dal teorema36 meccanica quantistica e qubit
di non clonazione precedentemente enunciato. Infatti, sia jyi uno stato
quantistico di cui se ne vuole fare una copia e jsi lo stato su cui verrà
effettuata la copia.
Lo spazio che descrive il sistema è costituito da due qubit, quin-
di i suoi possibili valori stati sono dati dal prodotto tensoriale jyi 

jsi. L’operatore lineare che rappresenta l’azione di copia opererà nel
seguente modo:
U(jyi 
 jsi) = jyi 
 jyi; (2.50)
analogamente per uno stato jfi :
U(jfi 
 jsi) = jfi 
 jfi. (2.51)
Calcoliamo ora il prodotto interno tra le due equazioni (sfruttando
la linearità e l’unitarietà dell’operatore U):11
 
U(jyi 






Sfruttando la linearità dell’operatore U otteniamo:
 
jyi 










Esprimiamo ora il prodotto interno secondo la sua deﬁnizione per
uno spazio del tipo A 
 B:
hyjfihsjsi = hyjfihyfi (2.54)
Ricordando che il vettore jsi ha norma unitaria, l’equazione si sem-
pliﬁca in:
hyjfi = hyjfi2 (2.55)
che ha come sole soluzioni hyjfi = 0 e hyjfi = 1, cioè solo se i due
stati sono ortogonali o se sono uguali. Possiamo quindi concludere
che l’operatore di copia può operare solo nei due casi precedenti, e
non con stati sovrapposti. Di seguito riportiamo un ulteriore esempio
che evidenzia come non sia possibile ottenere una copia perfetta di
uno stato quantistico non ortogonale.
Eve’s Cloning machine Come vedremo nel prossimo capitolo, nella
crittograﬁa quantistica, Eve vorrebbe copiare lo stato dei qubit. De-
scriviamo ora come dovrebbe funzionare Eve’s quantum cloning machine
con riferimento alla polarizzazione dei fotoni.
Consideriamo il nostro stato iniziale jyi e indichiamo con b la co-
pia bianca del nostro qubit e con j0i 2 HQCM lo stato iniziale della
macchina copiatrice, dove ovviamente lo spazio di Hilbert HQCM è
ovviamente arbitrario.
11 Per non appesantire la notazione indichiamo il prodotto interno con (.,.).2.7 qubit 37
Idealmente il processo di copia dovrebbe seguire la seguente rela-
zione:
jyi 
 jbi  ! jyi 
 jyi 
 jfyi (2.56)
dove jfyi è lo stato della macchina dopo la copia.
Supponiamo che la base della nostra macchina sia formata da uno
stato di polarizzazione verticale ed uno orizzontale. Le copie di tali
stati saranno espresse come:
jl,b,0i  ! j l,l, fli (2.57)
j$,b,0i  ! j$,$, f$i. (2.58)


























jl,l, fli + jl,l, f$

. (2.60)
La copia ottenuta è ovviamente diversa dalla copia ideale j% ., % ., f% .i
qualunque siano gli stati jfyi. Possiamo concludere dicendo che Eve
non riuscirà a creare una copia perfetta del qubit.
2.7.2 Operazioni
Un altro importante aspetto che riguarda i qubit e la loro effettiva uti-
lizzabilità, è la possibilità di eseguirne operazioni, di poterli manipola-
re e processare; analogamente a quanto avviene nei sistemi classici. Le
“operazioni” sui qubit e le porte logiche quantistiche vengono realiz-
zate “matematicamente” attraverso gli operatori lineari. Un esempio
ne è la porta NOT: l’operatore in questione dovrà mappare i qubit nel
seguente modo:
B: j0i  ! j1i (2.61)
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Tale operatore si dimostra essere :


















Per maggiori informazioni ed altri esempi a riguardo si rimanda al
testo “da controllare [14]”.
2.8 insiemi di qubit
Come naturale estensione alla trattazione dei qubit, si introducono i
qubit multipli. A differenza dei sistemi classici di informazione, il pas-
saggio a più bit non è del tutto così intuitivo. Inizialmente parleremo
di sistemi a due bit, per poi estenderne i concetti al caso generale.
Per prima cosa dobbiamo distinguere due casi:
 i due qubit sono incorrelati: operare su uno di essi non inﬂuisce
sullo stato dell’altro, possono assumere valori separati
 i due qubit sono correlati: lo stato di uno è legato allo stato
dell’altro: inoltre, dalla conoscenza di uno è possibile ottenere
informazioni sull’altro.
Da un punto di vista formale, il discorso si sviluppa attraverso
l’introduzione del prodotto tensoriale per la descrizione di sistemi
composti da più sottosistemi, secondo il postulato (4).
Presi due spazi vettori V e W con le rispettive basi fv1,v2g e fw1,w2g,
il prodotto tensoriale di V e W genera uno spazio con la seguente base:

v1 
 w1, v1 
 w2, v2 




pertanto la dimensione dello spazio sarà:
dim(V 
W) = dim(V)  dim(W). (2.67)
Conseguentemente un sistema formato da due qubit, ognuno con la
sua base fj0i,j1ig, avrà uno spazio di stati formato dalla base:

j0i 
 j0i, j0i 
 j1i, j1i 









12 Nella forma compatta si sostituisce la notazione j0i 
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Figura 2.2.: Sono mostrati gli stati di una classica memoria di un computer,
e lo stato di una memoria quantistica formata da due qubit.
Quanto detto può essere esteso a sistemi di n qubit. Nel caso di un
sistema quantistico a due qubit la sovrapposizione diventa:






Proviamo ora ad estendere il processo di misura, ricordando che
la misura proietta lo stato di un qubit in uno dei due stati di base,
associato al processo di misura stesso.
Il risultato ottenuto è probabilistico, e lo stato del sistema dopo la
misura sarà con probabilità unitaria quanto ottenuto. Il risultato della
misura del primo qubit con la base fj0i,j1ig può essere ottenuto nel
seguente modo:
jyi = aj00i + bj01i + cj10i + dj11i (2.71)
mettendo in evidenza il primo qubit attraverso il prodotto tensoriale
otteniamo:40 meccanica quantistica e qubit






















































I vettori dentro parentesi tonde hanno norma unitaria, pertanto, la
probabilità che una misura del primo qubit dia lo stato j0i è pari al
termine sotto radice che precede lo stato j0i; analogo per l’altro stato
di base.
Riassumendo, una misura del primo qubit darà i seguenti esiti:
 j0i con probabilità jaj
2 + jbj












 j1i con probabilità jcj
2 + jdj












2.8.1 Entanglement di qubit
Nelle pagine precedenti si è messa in luce l’esistenza di sistemi ﬁsi-
ci che non possono essere completamente descritti attraverso lo stato
dei singoli qubit. Questo è il caso dei qubit entangled. Consideriamo
nuovamente un sistema a due qubit, la sua base sarà:

j0i 
 j0i, j0i 
 j1i, j1i 




Sfruttando il prodotto tensoriale potremmo pensare che un generico
stato si possa ottenere come prodotto tensoriale delle sovrapposizioni










Un generico stato del sistema sarà del tipo:
jyi = a1a2j00i + a1b2j01i + b1a2j10i + b2a2j11i (2.76)
Deﬁnizione 2.8.2 (Entanglement di qubit). Si deﬁniscono entangled
due qubit, se non è possibile risalire ai valori dei parametri a1, a2, b1,
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Si noti come lo stato del primo qubit sia strettamente legato a quello
del secondo e viceversa. Concettualmente è come se uno stato fosse la
copia dell’altro, pertanto una misura che modiﬁchi lo stato del primo
qubit, modiﬁcherà anche il secondo qubit. Formalmente, se pensiamo
di misurare il primo qubit, senza avere precedentemente misurato il
secondo qubit, avremo le seguenti probabilità:








La situazione cambia radicalmente nel caso in cui il secondo qubit
sia già stato misurato con esito j0i:
P[qubit1 = j0i] j qubit2 misurato] = 1 (2.81)
P[qubit1 = j1i] j qubit2 misurato] = 0 (2.82)
Ovviamente, se la misura sul secondo qubit avesse dato lo stato j1i,
i valori di probabilità precedenti andrebbero invertiti.3
LA CRITTOGRAFIA QUANTISTICA
L
a scoperta e la formalizzazione teorica della meccanica quan-
tistica1 nel XX secolo ha allargato gli orizzonti della scienza e della
tecnica. Molte sono le idee e le applicazioni che da essa sono nate. Gli
sforzi fatti ﬁno ad oggi dalla comunità scientiﬁca sono notevoli, ma il
lavoro da fare in questo settore è ancora molto.
La ricerca è strettamente legata allo sviluppo tecnologico, tanto che
molte idee attendono ancora di essere attuate proprio per una man-
canza di una base tecnologica matura. La crittograﬁa quantistica2 è
una delle prime applicazioni commerciali della meccanica quantistica.
L’idea di applicare la MQ alla crittograﬁa fu per la prima volta for-
mulata nel 1970 dal ricercatore Steven Wiesner; succesivamente, nel
1984, Charles H. Bennet e Gilles Brassard idearono il primo protocollo
di QC.3
Pur essendo concettualmente molto semplice, la QC non ottenne da
subito l’interesse che meritava. La tecnica e l’interesse mondiale nel-
la sicurezza dell’informazione non erano ancora pronti ad accogliere
questa rivoluzionaria idea. Soltanto nell’ultimo ventennio l’interesse è
cresciuto, spingendo enormemente la ricerca in questa direzione.
3.1 l’idea e la sicurezza della crittografia
quantistica
Vediamo ora di capire come la MQ possa trovare impiego nella crit-
tograﬁa. In un sistema crittograﬁco quantistico la comunicazione tra
Alice e Bob ha a disposizione due canali: uno quantistico e uno classi-
co.4
Il canale privato quantistico è il mezzo ﬁsico attraverso cui Alice e
Bob si trasmettono le informazioni riservate, codiﬁcate come qubit.
1 Il temine meccanica quantistica verrà indicato con MQ.
2 Il termine crittograﬁa quantistica verrà abbreviato con QC.
3 Rispettivemente ricercatori della Columbia University, dell’IBM e della Montréal
University.
4 Impropriamente parleremo di canale quantistico, riferendoci al mezzo ﬁsico usato
per scambiare le informazioni quantistiche tra Alice e Bob, sebbene questo sia a tutti
gli effetti un canale classico non governato dalle leggi della MQ.
4344 la crittografia quantistica
Il canale pubblico classico, è un semplice mezzo ﬁsico che Alice e
Bob usano per comunicare informazioni che possono essere intercetta-
te da chiunque.
Figura 3.1.: Schema dei canali classico e quantistico.
La crittograﬁa classica, vista nel Capitolo 1 può essere riassunta in
questa semplice frase:
La crittograﬁa classica usa l’informazione e la teoria dei codici per aumen-
tare la difﬁcoltà degli algoritmi e renderla così meno accessibile e più difﬁcile
da decriptare all’Evedropper.
L’idea innovativa che regola le basi della QC è molto semplice e può
essere riassunta in poche parole:
Ogni misura in un sistema quantistico perturba il sistema stesso.
I teoremi e gli assiomi che sono alla base della precedente frase sono
riportati e dimostrati nel Capitolo 2.
In linea teorica l’affermazione precedente mostra che è possibile
realizzare un sistema di crittograﬁa infallibile.
Realmente ci sono delle pesanti limitazioni tecniche a questa asso-
luta sicurezza, quali il problema di generare e rilevare i singoli fotoni,
l’assoluta casualità delle chiavi, ecc. I passi da fare sono ancora molti,
ma la ricerca in questo campo prosegue in modo molto intenso, con
risultati molto importanti. Successivamente vedremo in dettaglio le
problematiche tecniche e analizzeremo meglio in concetto di sicurezza
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Il fatto che ogni misura perturbi lo stato può sembrare apparen-
temente sfavorevole per i nostri scopi crittograﬁci. Risulterà invece
molto interessante per i nostri scopi se si analizza una comunicazione
fra Alice e Bob. Infatti il solo modo che il malintenzionato Eve ha per
intercettare l’informazione, è quello di “misurare” i qubit che i due
si scambiano attraverso il canale quantistico (in seguito sarà chiarito
meglio questo aspetto).
Eve introdurrà inevitabilmente delle perturbazioni nello stato dei
qubit, che permetteranno ad Alice e Bob di rilevarne la presenza, sem-
plicemente confrontando una parte dei loro dati attraverso un canale
pubblico.
La sicurezza di una comunicazione quantistica è quindi legata alla
seguente relazione:
Nessuna perturbazione =) Nessuna misura =) Eve non presente
Prima di continuare con la descrizione della crittograﬁa quantisti-
ca, è bene soffermarsi su alcuni punti fondamentali messi in luce nel
Capitolo 2.
Per garantire la validità degli assiomi, Alice dovrà codiﬁcare le in-
formazioni usando stati non ortogonali. Alice e Bob hanno realmente
la possibilità di smascherare Eve, però solamente dopo essersi scam-
biati delle informazioni. Concettualmente, sarebbe preferibile moni-
torare la sicurezza della comunicazione durante la trasmissione del
messaggio e non al termine di questa operazione.
Questo inconveniente viene facilmente risolto se Alice e Bob usano
il canale quantistico non per trasmettere l’informazione, ma per scam-
biarsi una sequenza casuale di bit, cioè la chiave. Se la chiave non è
perturbata, la ﬁsica quantistica ne garantirà la segretezza, così Alice e
Bob potranno in questo caso usare la chiave per codiﬁcare i messag-
gi, e trasmetterli per mezzo di un canale classico. In caso contrario,
Alice e Bob scarteranno la chiave, provvedendo a crearne una nuo-
va. Questo processo verrà ripetuto ﬁnché la chiave non sarà ritenuta
sicura.
Il fatto che Eve possa conoscere le chiavi scartate non costituisce una
minaccia per la sicurezza; infatti, essendo generate in modo casuale,
non conterranno alcuna informazione delle chiavi successive.
Vediamo ora di rendere più concreta questa “idea”. Le prime do-
mande a cui bisogna rispondere sono: come si può realmente codiﬁ-
care un’informazione in un sistema quantistico? Che sistema quantistico
ﬁsicamente possiamo utilizzare?
Il passaggio da informazione classica a quantistica lo si ha con
l’introduzione dei qubit, semplicemente creando una corrispondenza
diretta tra bit e qubit (es. bit0 = j0i,bit1 = j1i).
Fisicamente i qubit possono essere codiﬁcati usando fotoni singoli,
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orizzontale 0 = j$i,1 = jli, polarizzazione diagonale 0 = j% .i,1 =
j- &i, polarizzazione circolare 0 = j	i,1 = ji).
I canali di comunicazione quantistici a nostra disposizione sono le
ﬁbre ottiche e lo spazio libero (free-space).
Riassumendo, la QC realizza una distribuzione di chiavi che vengo-
no scambiate attraverso un sistema ﬁsico, governato dalle leggi della
meccanica quantistica. Molto spesso il sistema ﬁsico, viene anche chia-
mato QKD, proprio per il fatto che il canale quantistico viene usato per
generare chiavi da usare per crittografare i dati sul canale classico con
protocollo simmetrico.
3.2 qkd e modello a layer
QKD, per divenire una vera e propria applicazione dei giorni nostri,
deve in parte tralasciare gli esperimenti e i laboratori per entrare nel
mondo delle reti e delle telecomunicazioni.5 Si deve inoltre cercare di
standardizzare il processo a partire dai suoi elementi chiave, per poi
passare ai sottosistemi.
Grazie ai vari progetti che sono stati banditi in questo campo, si è
ora in grado di dare un’idea esempliﬁcativa del modello che si è imple-
mentato. Consideriamo infatti la QKD come una suite di protocollo di
rete, con compiti diversi, differenti canali di comunicazioni e diversi
algoritmi.
Figura 3.2.: Livello a strati del sistema.
Prendendo esempio dalla standard ISO-OSI, è possibile speciﬁcare
tre livelli distinti nel nostro sistema di crittograﬁa qunatistica:
1. livello ﬁsico;
2. dati e livello rete;
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3. livello di applicazione.
È possibile spiegare più accuratamente la ﬁgura 3.2 a fronte. Se con-
sideriamo solamente i messaggi che dal livello basso, vengono passati
al livello superiore, possiamo notare come il livello ﬁsico conferisce la
cosiddetta raw key, mentre il livello successivo mi consente di avere la
chiave ﬁnale da utilizzare per la cifratura dei messaggi.
3.2.1 Application layer
Il livello applicazione della ﬁgura 3.3, agisce in genere come il livel-
lo di crittograﬁa relae, in cui i messaggi sono codiﬁcati e trasmessi
attraverso un canale pubblico. In questo caso non consideriamo que-
sto livello all’interno della nostra suite di protocollo QKD. In questo
livello ci potrebbero essere diverse applicazioni, eventualmente anche
una crittograﬁa classica, o IPSEC che rappresenta uno dei protocolli
standard internazionali per la sicurezza internet.
Figura 3.3.: Link ﬁsico QKD che inoltra al strato superiore la raw key. Con
questa ed il canale classico il blocco centrale potrà creare la
chiave ﬁnale sicura e presentarla al blocco Application.
Il funzionamento di IPSEC consiste nel far passare il trafﬁco IP at-
traverso IPSEC, in modo da renderlo sicuro. Al giorno d’oggi si punta
sul VPN (Virtual private network), che rende sicuro un collegamento
Internet. Una buona idea potrebbe essere quella di associare a VPN
la QKD, utilizzando le chiavi quantistiche. Prima di concludere que-
sta sezione sul livello applicazione, possiamo distinguere due modi di
gestione delle chiavi sicure:48 la crittografia quantistica
 utilizzo all’interno di algoritmi di crittograﬁa convenzionale, ad
esempio in cifrari simmetrici come AES6 o Triple DES7 (Triple
Data Encryption Standard). Questo metodo risulta un ottimo
compromesso di innovazione e applicazione attuali, anche per-
ché non richiede uno sforzo enorme dal punto di vista ﬁsico
delle generazioni delle chiavi;
 utilizzo delle chiavi per fare OTP (One Time Pad). Anche se que-
sto è l’unico protocollo realmente sicuro, non può essere utilizza-
to all’interno delle telecomunicazioni moderne, poiché è impossi-
bile creare chiavi crittograﬁche lunghe almeno quanto il messag-
gio da inviare. Questo rende inefﬁciente OTP sia per le distanze
di trasmissione, sia per la distribuzione delle chiavi. Se non con-
sideriamo il problema delle creazione delle chiavi, OTP può es-
sere utilizzato in Internet per alcune operazioni che necessitano
di una certa sicurezza.
3.2.2 Data/network layer
Il livello dati e rete è uno strato eterogeneo. Questo strato prende in
considerazione la raw key, proveniente dallo strato ﬁsico e rivela gli
attacchi intercettatore.
Figura 3.4.: I sottoblocchi Data e Newtork.
Il livello di rete, invece, è in grado di gestire l’autenticazione delle
parti in QKD (Alice e Bob) e, inﬁne, è in grado di controllare la comu-
nicazione di chiavi tra diversi collegamenti ﬁsici al ﬁne di realizzare la
cosiddetta rete di crittograﬁa quantistica.
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Questi esperimenti sono stati istituiti per la dimostrazione delle fun-
zionalità e della sicurezza reale del sistema QKD. Per questo motivo,
quando si affronta il tema della crittograﬁa quantistica, è facile tro-
vare articoli che spieghino setup in cui la rete di substrato sia molto
semplice o totalmente assente.
Network
Il livello rete esegue le seguenti operazioni:
 monitora i dati del substrato, in particolare il BER;
 identiﬁca se nel canale quantistico è presente o meno l’Evesdrop-
per;
 esegue l’autenticazione punto-punto;
 in caso di collegamenti multi-punto, gestisce la creazione di col-
legamenti sicuri tra le diverse parti.
Molto spesso nell’implementazione pratica della QKD, la parte di
rete è spesso assente poiché, nei collegamenti punto-punto, l’auten-
ticazione e la gestione ﬁsica del link è inutile. Tuttavia è utile che
una buona implementazione QKD debba coprire anche questa parte,
anche perché – in un futuro nel quale si utilizzi un nodo della rete
QKD come pseudo ripetitore – è necessitato questo livello. Ci sono
già dei progetti che hanno alla base qualcosa di simile ad un ripetitore
quantistico.
Integrità dei dati e sicurezza
Dopo questa piccola introduzione alla distribuzione quantistica di chia-
vi nelle reti, si vuole ora descrivere la parte dati del QKD.
In realtà, come la parte di rete potrebbe essere accumunate al livel-
lo 3 del sette strati OSI standard, il livello dei dati QKD può essere
impostata all’interno del Layer 2.
Il livello dei dati procede come segue:
 a partire dalla chiave grezza (RK), crea la chiave sicura (SK);
 rileva l’intercettatore;
 rilascia la chiave sicura (SK) e le informazioni relative all’inter-
cettatore al livello applicazione.
Mentre lo strato ﬁsico QKD è profondamente diverso da quello ﬁ-
sico ottico che utilizza i qubit, lo strato di dati è più simile ad uno
classico. Infatti lo schema di correzione degli errori può essere ripreso
e leggermente modiﬁcato. Ovviamente si deve correggere una diversa
natura degli errori ma, a questo livello, l’informazione non è più un
qubit, ma il bit classico.50 la crittografia quantistica
Figura 3.5.: Sottoblocchi dello strato Data.
Inoltre, poiché questo strato è una parte fondamentale di un algorit-
mo crittograﬁco, deve garantire qualcosa di molto diverso dai classici
sistemi di comunicazione.
Possiamo dividere lo strato dati in 3 componenti come possiamo




sifting Il sifting è un processo attraverso il quale Alice e Bob scar-
tano i qubit non arrivati a destinazione; è collegato al livello ﬁsico in
modo che si possano scartare da subito i bit non buoni, e si crei la
SK. Nel nostro sistema questo processo avviene dopo che L’FPGA7 ha
ricevuto tutta la chiave, e tramite un programma in Matlab informa
Alice quando si ha avuto un click da parte degli SPAD.
Per una futura implementazione, si può pensare che questo proces-
so possa venir fatto automaticamente dall’FPGA.
error correction L’error correction permette ad Alice e Bob di de-
terminare tutti i bit errati tra loro comuni nella sifted key e di correg-
7 Si veda il capitolo 6.3.3 i protocolli quantistici 51
gerli, in modo che Alice e Bob abbiano la stessa sequenza di bit senza
errori.
I bit di errore sono quelli che Alice trasmette come 0, ma Bob riceve
in 1, o viceversa. Questi bit di errore possono essere causati da rumore
o da intercettazioni. La correzione degli errori in crittograﬁa quantisti-
ca è un vincolo molto insolito, poiché le prove hanno rivelato che nella
correzione e rilevamento degli errori, ad esempio utilizzando bit di pa-
rità, si porta così ad aumentare la conoscenza che Eve ha dell’intero
sistema. Si cerca così di rivelare il meno possibile nella comunicazio-
ne pubblica tra Alice e Bob, in modo da non aumentare l’entropia a
favore dell’intercettatore.
privacy amplification La privacy ampliﬁcation è un processo dove
Alice e Bob cercano di ridurre la conoscenza da parte di Eve della
chiave e del sistema in questione. Questa tecnica viene anche chiamata
distillazione della chiave.
Per effettuare la privacy ampliﬁcation si utilizza una funzione linea-
re di hash, sul campo di Galois GF [2n], dove n è il numero di bit in
ingresso, arrotondato ad un multiplo del numero 32.
Si inviano quattro termini: m che rappresenta il numero di bit del
risultato accorciato, la primitiva della funzione polinomiale del cam-
po di Galois, un moltiplicatore (n bit di lunghezza), e un polinomio
a m bit da aggiungere al prodotto. Ogni lato esegue quindi l’hash
corrispondente e tronca il risultato a m bit per eseguire la privacy
ampliﬁcation.
3.2.3 Layer ﬁsico
In generale, il livello ﬁsico si interfaccia al canale quantistico. Al tra-
smettitore modula una o più laser a singolo fotone, mentre al ricevi-
tore esegue una rilevazione di tali informazioni. Il risultato di que-
ste due azioni porta alla creazione di due stringhe binarie, chiamate
chiave grezza o raw key, salvate in memoria sia in Alice, sia in Bob.
La chiave grezza è poi passata al livello data/network, già trattato in
dettaglio sopra.
Nel corso dei prossimi capitoli si darà una descrizione più dettaglia-
ta di questo livello, andando ad affrontare le varie tematiche sia da un
punto di vista ottico che elettronico.
3.3 i protocolli quantistici
3.3.1 BB84
Il BB84 è uno dei primi protocolli per la QC, proposto nel 1984 da
Harles H. Bennet e Gilles Brassard. Il suo funzionamento si basa sul-52 la crittografia quantistica
l’uso di due basi massimamente coniugate, (es. fj$i,jlig e fj% .
i,j- &ig ) nel senso che ciascuna coppia di vettori hanno la stessa
sovrapposizione (es. khl j - &ik = 1/2).





Tabella 3.1.: Tabella di codiﬁca bit-polarizzazione BB84
Il funzionamento del protocollo si può strutturare nelle seguenti fasi:
1. Alice sceglie casualmente una sequenza di bit da spedire;
2. in modo ancora casuale Alice sceglie quale delle basi a sua dispo-
sizione utilizzare, e memorizza la sequenza delle basi utilizzate
durante la comunicazione;
3. Alice inizia a trasmettere in sequenza i qubit;
4. per ogni qubit in arrivo, Bob sceglie casualmente una base da
usare per effettuare la misura. Al termine di ogni misura Bob
ottiene un bit;
5. dopo la ricezione dei qubit, Alice e Bob possiedono delle chiavi
differenti, dette raw key. Attraverso un canale classico A e B con-
frontano le basi che hanno utilizzato per la trasmissione. I bit
ottenuti da basi diverse andranno eliminati, mentre quelli otte-
nuti con basi uguali andranno a formare la chiave. Alla ﬁne di
questo processo Alice e Bob condividono la stessa chiave, detta
sifted key.
Nel caso in cui le due basi coincidano, è evidente che i risultati delle
misure sono strettamente correlati con il qubit trasmesso. Viceversa,
nel caso di basi non coincidenti, il risultato delle misure è puramente
casuale e pertanto incorrelato al qubit corrispondente. Perciò l’unico
vincolo che Alice e Bob devono soddisfare è la capacità di creare una
corrispondenza biunivoca uno ad uno, tra bit trasmessi e bit ricevuti,
pena la perdita di ogni sorta di correlazione tra i bit.
Bit casuali Alice 0 0 1 0 0 1 1 1 0 0 1 1 0 0 1
Basi casuali Alice   + + + +   + +  +   +
Fotoni trasmessi % . % . $ l l $ - & - & l l - & $ % . - & l
Basi casuali Bob +    +  + +  +  + +  +
Raw Key 0 0 1 0 0 0 1 1 0 1 1 1 1
Pubblicazioni basi +     + +  +  + + +
Confronto basi OK OK OK OK OK
Sifted key 0 0 1 1 1
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3.3.2 Sicurezza e BER
Di cruciale importanza per il buon funzionamento del protocollo, è
la generazione della sequenza casuale, la quale deve essere realmente
casuale e non presentare correlazione tra i qubit generati. Infatti se
così non fosse, Eve potrebbe essere in grado di ricostruire la chiave.
Questo è un problema tecnico non di poco conto, in seguito vedremo
quali soluzioni si possono adottare per ovviare a questo inconveniente.
Sottolineiamo che l’uso del canale pubblico non intacca la sicurezza
della chiave: attraverso il canale classico (pubblico), Alice e Bob si
scambiano solamente le basi usate. Bob invierà la sequenza di quelle
usate, ed Alice risponderà indicando quali coincidono e quali no. In
questo modo riusciranno “scremare” la raw key, condividendo alla ﬁne
di questo processo la sifted key.
Eve potrà ascoltare le comunicazioni sul canale pubblico, ma non sa-
rà in grado di trarne informazioni sufﬁcienti per ricostruire la chiave.
I bit ricevuti da Bob, cioè quelli che compongono la raw key, avran-
no un error rate del 25%.8 Infatti la probabilità che Bob riceva un bit
errato può essere espressa secondo la seguente relazione, dove SB si-
gniﬁca che Bob ha sbagliato la misura, BOK che Bob sceglie la base
corretta e inﬁne BKO che Bob sbaglia a scegliere la base.
BERRK = P(SB \ BOK) + P(SB \ BKO). (3.1)
L’evento “misura sbagliata” e l’evento “scelta della base” sono ov-
viamente correlati tra loro, pertanto il calcolo delle precedenti proba-
bilità congiunte richiede di tener conto delle probabilità condizionate,
ottenendo quindi:9
BERRK = P(SBjBOK)P(BOK) + P(SBjBKO)P(BKO). (3.2)
Sia P(BOK) e P(BKO) sono pari a 1/2, essendo la scelta tra le due
basi puramente casuale. La probabilità P(SBjBOK) sarà nulla, dato che
una volta scelta la base corretta, il processo di misura potrà restituire
solamente il valore corretto, e analogamente P(SBjBOK) sarà uguale a
1/2. Complessivamente il BER della raw key sarà pari a 1/4, cioè il
25% dei bit ricevuti saranno errati.
A titolo esempliﬁcativo, per giustiﬁcare le probabilità precedente-
mente deﬁnite, analizziamo ciò che avviene durante un processo di
misura di un qubit. Considerando le condizioni iniziali del sistema,
dove le nostre basi sono fj$i,jlig e fj% .i,j- &ig, cerchiamo di riscri-
vere ciascuno dei vettori di una base come sovrapposizione dei vettori
dell’altra. Quello che otteniamo è il seguente risultato:
8 Error rate: rappresenta la probabilità che un bit sia errato.
9 P(AjB) =
P(A\B)





































Dalla teoria della sovrapposizione degli stati quantistici, appare chia-
ro che una misura effettuata su un bit con una base non ortogonale allo
stato del qubit, darà sempre come esito uno dei vettori della base con
una probabilità pari a 1/2.
Analogo ragionamento può essere applicato alla misura di un qubit,
con una base ad esso ortogonale (ovviamente in questo caso l’esito
coinciderà con lo stato iniziale del qubit).
L’assoluta casualità della scelta della base implica, che il 50% dei bit
ricevuti andranno eliminati in quanto incorrelati; pertanto l’efﬁcienza
del protocollo BB84 è del 50%. Sfortunatamente, come si può osser-
vare dalla tabella 3.2 a pagina 52, è probabile che alcuni fotoni non
vengano ricevuti da Bob; questo comporta un ulteriore aumento del-
la percentuale dei bit persi. Si noti come né Alice né Bob possano
sapere come sarà la chiave risultante. Trascurando gli aspetti tecnico-
realizzativi, per i quali il protocollo si discosta dal funzionamento idea-
le, possiamo analizzare gli effetti della presenza di Eve. L’unica cosa
che Eve può fare è quella di intercettare il fotone che da Alice si pro-
paga verso Bob. Sfortunatamente in questo modo Bob non riceverà
nessun qubit, e nella successiva fase di confronto delle basi usate, co-
municherà ad Alice che non ha ricevuto nulla, o un numero minore di
qubit aspettati.
Per un efﬁcace intercettazione, Eve dovrebbe copiare il qubit rice-
vuto e rispedirne una copia a Bob, evitando così l’eliminazione auto-
matica del qubit. Se questo fosse possibile, il sistema ﬁnora descritto
non avrebbe più senso, ma fortunatamente il teorema di non clonazione
della MQ ricorre in nostro aiuto, garantendoci l’impossibilità per Eve
di creare una copia perfetta di uno stato quantistico non noto. La pre-
senza di Eve nella comunicazione incrementerà il BER, permettendo
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3.3.3 Inﬂuenza di Eve nel BER
Nota l’impossibilità di Eve di ottenere una copia perfetta dei qubit,
ipotizziamo comunque che le risorse di Eve siano inﬁnite e vediamo
come varia il BER della sifted key a causa della sua azione.10
Quando arriva un qubit, Eve sceglierà casualmente una delle due
basi per effettuarne una misura: si avrà quindi una probabilità pari
a 1/2 di scegliere quella corretta. Nel caso in cui abbia scelto la base
corretta, la misura da lui effettuata gli consentirà di creare una copia
perfetta dello stato che invierà a Bob. In questo caso Alice e Bob
non saranno in grado di notare la sua presenza. Nell’altra metà dei
casi, Eve eseguirà una misura il cui risultato sarà, rispettivamente con
probabilità 1/2, uno dei due vettori della base. Lo stato che spedirà
a Bob sarà alterato rispetto allo stato iniziale del qubit; pertanto per
metà di questi casi Alice e Bob scopriranno l’intervento di Eve, dato
che otterranno un risultato incorrelato.
Figura 3.6.: Protocollo BB84.
L’intrusione risulterà ancora più evidente se si calcola il BER. Dopo
che Alice e Bob hanno ripulito la raw key – attraverso l’eliminazione
delle basi incorrelate – in assenza di Eve ci si aspetta teoricamente un
BER della sifted key nullo.11
Procediamo ora con il calcolo del BERSK, ipotizzando che Eve in-
tercetti l’intera comunicazione (SB signiﬁca che Bob ha sbagliato la
misura, BOK Bob sceglie la base corretta, BKO che Bob sbaglia a sce-
gliere la base, EOK Eve sceglie la base corretta e inﬁne EKO dove Eve
sceglie la base sbagliata).
10 BER: Bit Error Rate.
11 Realisticamente il BER non potrà mai essere nullo, a causa di ulteriori errori introdotti
dal rumore e dalla non idealità dei componenti.56 la crittografia quantistica
BERSK = P(SB \ BOKjEOK)P(EOK)+















La chiave che dovrebbe essere usata per codiﬁcare i messaggi su
canale pubblico presenta un error rate del 25%, pertanto Alice e Bob
la scarteranno. Facendo un bilancio della “quantità di informazione”
di cui Eve riesce ad entrare in possesso, troveremo che su una inter-
cettazione del 100% della chiave, Eve otterrà il 50% dei bit, a fronte
di un BERSK del 25%. Analogamente se intercetta solo il 10% della
comunicazione, otterrà il 5% della chiave, introducendo un BERSK del
2,5%.
Quanto descritto mostra come in un sistema ideale, il BERSK aumen-
ti a causa della presenza di Eve. Nella realtà vanno considerati anche
i seguenti aspetti:
 Alice e Bob non potranno calcolare il BERSK sull’intera chiave
perché, per fare ciò, dovrebbero scambiarsi tutti i bit attraverso il
canale pubblico, annullando così la sicurezza dell’intera chiave;
 La sifted key conterrà inevitabilmente errori, non solo a causa
della presenza di Eve, ma sopratutto per la non idealità dei com-
ponenti e delle apparecchiature. Il BERSK non potrà mai essere
nullo, quindi andrà stabilito un limite per discriminare l’effetto
della presenza di Eve dagli errori introdotti del sistema.
Quanto appena detto ci fa capire che la sifted key non è adatta
per crittografare dei dati perché troppo insicura ed errata. Saranno
pertanto necessarie azioni di “error correction” e “privacy ampliﬁca-
tion”, in modo da ridurre gli errori della chiave ed aumentarne la
sicurezza. Essendo la problematica comune anche agli altri protocol-
li che descriveremo, rimandiamo alla sezione (3.6.2) per un maggiore
approfondimento.
3.4 b92
Nel 1992 Bennet introdusse una nuova variante del protocollo BB84,
la quale prevede l’uso di soli due stati non ortogonali di polarizzazio-
ne. Infatti, visto che la sicurezza della QC risiede nell’impossibilità
di distinguere – senza ambiguità e senza perturbazione – due stati
non ortogonali, rispetto al suo predecessore, il B92 presenta alcune
sostanziali differenze:3.4 b92 57
 in questo caso si usano due basi non ortogonali fra loro;
 Alice e Bob usano per la codiﬁca un valore “bit-polarizzazione”
differente;
 per la decodiﬁca si utilizzano due basi non ortogonali fra loro.
Una possibile mappatura degli stati di Alice e Bob è la seguente:
Bit Alice Bob
0 jli j- &i
1 j% .i j$i
Tabella 3.3.: Tabella di codiﬁca bit-polarizzazione B92
In ordine sequenziale, il funzionamento del protocollo si struttura
nelle seguenti fasi:
1. Alice sceglie casualmente una sequenza di bit da spedire;
2. Alice spedisce i fotoni secondo la codiﬁca riportata nella tabella
sovrastante;
3. Bob casualmente sceglie una delle polarizzazioni a sua disposi-
zione per misurare il qubit;
4. Bob memorizza in una tabelle le posizioni in cui ha rilevato un
fotone, cioè le volte in cui il rivelatore ha “cliccato”;
5. Bob comunica pubblicamente ad Alice le posizioni in cui ha
rilevato un fotone;
6. Alice scarta tutti i bit nelle posizioni in cui Bob non ha avuto un
“click”, i rimanenti andranno a formare la sifted key.
Un esempio delle varie fasi del protocollo è riportato nella tabella 3.4
nella pagina seguente. La scelta casule delle polarizzazioni di Bob
corrisponde ﬁsicamente ad un differente cammino ottico, che termina
in entrambi i casi in un rivelatore a singolo fotone. In base a quale dei
due rivelatori cliccherà, Bob sarà in grado – secondo la sua codiﬁca
delle polarizzazioni – di capire se Alice ha trasmesso un bit 0 oppure 1.
Nei casi in cui la polarizzazione di Alice sia ortogonale a quella scelta
da Bob, nessuno dei due rivelatori potrà rilevare un fotone. Viceversa
nel caso in cui risultino a 45°, verrà rilevato un fotone con probabilità



















jli (3.9)58 la crittografia quantistica
Bit casuali Alice 0 0 1 0 0 1 1 1 0 0
Fotoni trasmessi l l % . l l % . % . % . l l
Polarizzazioni causali Bob - & $ - & $ $ - & - & $ - & - &
Click Bob OK NO NO NO NO NO NO OK OK OK
Bit Bob 1 1 0 0
Pubblicazione posizioni OK OK OK OK
Sifted Key 1 1 0 0
Tabella 3.4.: Esempio di funzionamento del protocollo B92.
e considerando la scelta delle polarizzazioni di Bob, ci potremmo
trovare in uno dei seguenti casi:
 Bob riceve un fotone nello stato j$i e sceglie lo stato di pola-
rizzazione j- &i appartenente alla base “”. Dopo la misura il
fotone potrà trovarsi con probabilità 1/2 in uno dei due stati del-
la relazione (3.9). Nel caso in cui lo stato di polarizzazione del
fotone dopo la misura sia j- &i, il rivelatore relativo allo stato di
polarizzazione j- &i cliccherà. Bob memorizzerà un bit 0.
 Bob riceve un fotone nello stato j- &i e sceglie lo stato di polariz-
zazione $ appartenente alla base “+”. Dopo la misura il fotone
potrà trovarsi con probabilità 1/2 in uno dei stati della relazio-
ne (3.9). Nel caso in cui lo stato di polarizzazione del fotone
dopo la misura sia $, il rivelatore relativo alla polarizzazione
$ cliccherà. Bob memorizzerà un bit 1.
È importante osservare che in questo caso Bob utilizza il canale pub-
blico per comunicare ad Alice le posizioni in cui ha avuto un click, e
non la polarizzazione da lui scelta. Se infatti comunicasse ad Alice le
basi a cui appartengono le polarizzazioni usate e Alice rivelasse i casi
in cui coincidono, Eve riuscirebbe a decifrare l’intera sequenza di bit.
Nel proseguo della tesi seguirà una descrizione più dettagliata di ciò
che ﬁsicamente avviene in questa parte del setup ottico.
3.4.1 BER
In questo protocollo il BER della raw key (bit ricevuti da Bob prima
che avvenga il confronto tra le posizioni dei bit), è pari a:
BERRK = P(NCK \ BORT) + P(NCK \ BNOR) =















Caso (1) (2) (3) (4) (5) (6) (7) (8)
Bit Alice 0 0 0 0 1 1 1 1
Polarizzazioni fotoni $ $ $ $ % . % . % . % .
Base Eve     + + + +
Polarizzazioni post Eve % . % . - & - & l l $ $
Polarizzazioni Bob - & l - & l - & l - & l
Probabilità click 0 1/2 1 1/2 1/2 1 1/2 0
Bit letto Bob   1 0 1 0 1 0  
Tabella 3.5.: Combinazioni possibili con la presenza di Eve nel sistema.
dove NCK signiﬁca che Bob non ha rilevato alcun fotone, BORT che
Bob sceglie la polarizzazione ortogonale a quella di Alice e BNOR che
Bob sbaglia la polarizzazione.
Notiamo che solo un bit su quattro sarà realmente utilizzato, per-
tanto il B92 presenta un’efﬁcienza del 25%; in altre parole possiamo
osservare che, idealmente, in tutti i casi in cui un rivelatore clicca, que-
sto bit formerà un bit nella sifted key, quindi l’efﬁcienza risulterà di
1   BERRK = 1/4. Differentemente da quanto visto, il BB84 presenta
un’efﬁcienza del 50%; infatti i bit che andranno a far parte della sifted
key sono quelli in cui le basi coincidono, ma tali eventi si veriﬁcano
con probabilità 1/2.
3.4.2 Inﬂuenza di Eve nel BER
Analizziamo ora come Eve perturbi il BER della sifted key nel proto-
collo B92. Supponiamo che la sua strategia di intercettazione sia la
stessa del BB84, cioè che Eve abbia a disposizione le due basi non or-
togonali di cui fanno parte le polarizzazioni di Alice e Bob. Nei casi
in cui Eve scelga una base a cui appartiene la polarizzazione usata da
Alice, esso sarà in grado di farne una copia perfetta da rispedire a Bob.
Viceversa se la sua base scelta non contiene la polarizzazione di Alice,
la copia prodotta da Eve sarà inevitabilmente alterata rispetto all’ori-
ginale. È interessante osservare come Eve possa alterare il valore dei
bit della sifted key nei casi in cui usi la base errata per copiare i qubit.
Ovviamente, se Eve riuscisse ad usare sempre la base corretta, Alice e
Bob non ne noterebbero la presenza, e il BER della sifted key sarebbe
nullo. I possibili esiti di tale processo possono essere i seguenti:
Come si può notare dalla tabella 3.5, alcuni bit della sifted key sa-
ranno ricevuti da Bob con valore alterato. Il BERSK in questo caso
vale:60 la crittografia quantistica
BERSK = P(BBerr \ BORT \ EKO) + P(Berr \ BNOR \ EKO) =
= P(BerrjBORT \ EKO)P(BORT \ EKO)+




















dove con Berr il bit di Bob ha un valore errato, BORT Bob sceglie
la polarizzazione ortogonale a quella di Alice, BNOR Bob sceglie la
polarizzazione non ortogonale a quella di Alice e EKO Eve usa la base
errata per misurare i qubit.
La probabilità P(BerrjBORT \ EKO) è pari a 1/2, infatti dalla tabel-
la 3.5 si vede che se BOB usa la polarizzazione ortogonale ad Alice ha
probabilità 1/2 di avere un click dei rivelatori, ma il bit che otterrà sa-
rà errato. Allo stesso modo, la probabilità P(BerrjBNOR \ EKO) è nulla;
infatti i casi che si possono presentare sono due: Bob ha un click da
un rivelatore e interpreta correttamente il bit ricevuto; nell’altro caso
Bob non riceve nessun click dato che la sua polarizzazione è ortogo-
nale a quella del fotone entrante, e questo bit verrà automaticamente
scartato, non inﬂuenzando il BERSK.
3.4.3 Confronto B92-BB84
Concludiamo confrontando il protocollo B92 con il BB84. Rispetto al
BB84, il B92 presenta un’efﬁcienza minore, quindi – per ottenere una
chiave della stessa lunghezza di quella che si otterrebbe con il BB84 –
sarà necessario aumentare il numero di bit trasmessi e di conseguen-
za il tempo impiegato per ottenere la chiave. Per ridurre gli effetti
di questa lacuna, sarà sufﬁciente aumentare il bit-rate, con un mag-
giore aggravio per l’elettronica dell’intero sistema, che sarà giocofor-
za costretta ad operare a frequenze più elevate rispetto al precedente
protocollo.
Tuttavia, l’uso di soli due stati per codiﬁcare il qubit rispetto ai
quattro utilizzati nel BB84, consente di ridurre la componentistica che
realizza Alice e Bob. In particolare, saranno sufﬁcienti solamente due
rivelatori a singolo fotone con un conseguente dimezzamento dei costi
realizzativi, dal momento che il prezzo di questi dispositivi incide
fortemente sul costo dell’intero sistema. Anche nel caso di sistema
reale, con protocollo B92, la sifted key necessità di un’azione di “error
correction” e “privacy ampliﬁcation”. Nelle prossime sezioni vedremo
in cosa consistono queste tecniche.
Riportiamo ora a titolo illustrativo altri esempi di protocollo per la
crittograﬁa quantistica.3.5 protocollo a 6 stati 61
3.5 protocollo a 6 stati
Dopo aver visto in dettaglio due esempi di protocollo a due e quattro
stati, proseguiamo introducendo un protocollo a sei stati. I vincoli da
soddisfare, anche in questo caso, sono l’uso di tre basi massimamente
coniugate (es. fj$i, jlig, fji, j	ig , fj% .i, j- &ig ). La probabilità
che Alice e Bob scelgano la stessa base, e quindi che i bit trasmessi
e ricevuti siano correlati, è pari a 1/3. Per la sua simmetria, questo
protocollo sempliﬁca il controllo della sicurezza e riduce la percentua-
le di informazione che Eve sarà in grado di intercettare. Il BER nella
sifted key, nel caso di una completa intercettazione da parte di Eve,
sarò dato dalla relazione:
BERSK = P(SB \ BOKjEOK)P(EOK)+















dove SB signiﬁca che Bob sbaglia la misura, BOK Bob sceglie la base
corretta, BKO Bob sbaglia a scegliere la base, EOK Eve sceglie la base
corretta e inﬁne EKO Eve sceglie la base sbagliata.
Per contro il costo di un sistema a sei stati è nettamente superiore
rispetto a quelli presentati precedentemente, a 2 o 4 stati.
3.6 protocollo epr
Il protocollo EPR rappresenta una variante del BB84, anche se la sua
formalizzazione nasce in modo completamente indipendente. La sua
introduzione risale al 1991, grazie ad Arthur Ekert della Oxford Uni-
versity. Concettualmente esso è legato al famoso paradosso di Einstein,
Podolski, Rosen del 1935.
Il paradosso EPR è un esperimento ideale, che dimostra come una
misura eseguita su una parte di sistema quantistico possa propagare
istantaneamente un effetto sul risultato di un’altra misura, eseguita
successivamente da un’altra parte dello stesso sistema quantistico, in-
dipendentemente dalla distanza che separa le parti. Questo è il caso
di particelle nello stato entanglement, in cui la forma d’onda che le de-
scrive risulta essere una sola, indipendentemente dalla distanza che le
separa.12 Una misura allo stato di una delle particelle altera la forma
d’onda che le descrive, inﬂuenzando anche l’altra particella.
Questo effetto è noto come “azione a distanza”, ed è incompatibile
con il postulato alla base della relatività ristretta, che considera la ve-
12 Per maggiori informazioni consultare il capitolo 2.62 la crittografia quantistica
locità della luce come la velocità limite a cui può essere accelerata una
massa.
L’idea di base del protocollo è basata nel sostituire il canale quanti-
stico, che porta i qubit da Alice a Bob, con un canale che porta due qu-
bit provenienti da una sorgente comune, uno verso Alice e uno verso
Bob.
Una prima soluzione prevede che la sorgente EPR generi due qu-
bit allo stesso stato, scelto casualmente tra i quattro stati possibili del
BB84. Alice e Bob, misurando entrambi il qubit ricevuto, scelgono ca-
sualmente – e indipendentemente l’uno dall’altro – una delle due basi.
Successivamente, la sorgente annuncerà pubblicamente la base usata
per ciascun qubit ed Alice e Bob considereranno validi i bit ottenuti
da una misura effettuata con la base compatibile.
Il protocollo di Ekert presuppone che i due qubit emessi siano mas-









Nel 50% dei casi, Alice e Bob avranno la stessa base e quindi otter-
ranno lo stesso bit che formerà la chiave.
3.6.1 Altre varianti
Esistono molte altre varianti del BB84. Ad esempio si potrebbe pen-
sare di scegliere le due basi in modo non equiprobabile, aumentando
così la probabilità che la base di Bob coincida con quella di Alice, e
quindi la probabilità di avere qubit coerenti per formare la sifted key.
Per contro in questo modo Eve avrà maggiore probabilità di avere la
stessa base usata da Bob e la sua presenza inciderà in modo meno si-
gniﬁcativo nel BER della sifted key, facendo sì che che la sua quantità
di informazione sia maggiore.
Altre varianti sono state proposte e prevedono l’uso di sistemi quan-
tistici di dimensione maggiore di due, oppure di usare qubit in sovrap-
posizione di stati separati spazialmente e di spedire a Bob ciascuna
componente separatamente.
3.7 b92-1
Il protocollo B92 è considerato uno dei più vulnerabili poiché, essendo
molto dipendente dalle perdite e dal rumore, lascia spazio ad un at-
tacco del tipo USD (Unambiguous state discrimination), dove si vanno
ad attaccare i componenti ﬁsici del sistema e la loro realizzazione.
Per ovviare a questo problema nel 2009 Lucamarini, Di Giuseppe
e Tamaki hanno modiﬁcato la versione classica del B92, introducendo3.8 canali quantistici 63
Figura 3.7.: Confronto del guadagno delle perdite fra il protocollo B92 e B92-
1.
una versione modiﬁcata la quale aumenta di molto la sicurezza del
sistema.
L’idea alla base è molto semplice. Oltre ad inviare i due stati di infor-
mazione contenenti i qubit, si inviano altri due stati non informativi
ma solamente precauzionali, in modo che se Eve dovesse intercetta-
re i qubit e riuscire a farne una copia, Bob se ne accorgerebbe subito
poiché questi qubit nuovi sarebbero mancanti.
Questo nuovo protocollo, chiamato B92-1, non necessita di nuovo
hardware, infatti utilizza sempre gli stessi laser per mandare i due stati
non informativi; necessita invece di un nuovo software che aggiunga
questi due stati al sistema e che, come nel decoy state, scarti questi bit
una volta che si otterrà la sifted key.
In prima impressione potrebbe assomigliare al protocollo BB84 vi-
sto poc’anzi, ma questi nuovi stati non sono ortogonali fra loro – esat-
tamente come nel B92 – e possono essere variati anche in modo da
trovare l’angolo che massimizzi la sicurezza della chiave, a seconda
della situazione in cui ci si trova.
3.8 canali quantistici
La comunicazione quantistica tra sorgente a singolo fotone e ricevito-
re avviene attraverso un canale “quantistico”. Questo termine non si
riferisce alla natura del canale, bensì al fatto che le informazioni che in
esso transitano, sono codiﬁcate in sistemi quantistici ideali. Durante la
loro propagazione i qubit devono essere protetti dal rumore ambien-
tale, cioè da qualsiasi cosa al di fuori della proprietà ﬁsica usata per
codiﬁcare i dati e che possa in qualche modo inﬂuire sull’informazione64 la crittografia quantistica
salvata (non necessariamente il rumore è al di fuori del sistema ﬁsico).
Si prenda in esempio il caso in cui l’informazione sia codiﬁcata nello
stato di polarizzazione: la frequenza dei fotoni entra a far parte del-
l’ambiente. L’accoppiamento tra polarizzazione e lunghezza d’onda
deve essere tenuto sotto controllo, per evitare che eventuali alterazioni
della lunghezza d’onda perturbino lo stato di polarizzazione.
In alcuni casi, anche la correlazione fra le basi usate da Alice e Bob
richiede di essere monitorata e compensata, se varia nel tempo, sino
ad interrompere la comunicazione se la variazione dovrebbe essere
troppo rapida rispetto alla dinamica del controllo.
3.9 l’atmosfera come canale quantistico
Tutti i giorni, nella nostra vita quotidiana, notiamo come la pioggia, la
neve, la nebbia, ecc. inﬂuenzino la visione di oggetti distanti. Gli stessi
fattori atmosferici inﬂuenzano la trasmissione di un un’onda elettro-
magnetica trasmessa in atmosfera. Questo implica che è opportuno
studiare come questi agenti inﬂuenzino il nostro segnale nel caso di
comunicazioni quantistiche.
Figura 3.8.: Attenuazione dei fotoni in funzione della lungheza d’onda per
vari costituenti dell’atmosfera.
La diffusione del fascio nel vuoto è conseguenza della diffrazione.
In presenza di turbolenza atmosferica, è presente un ulteriore diffusio-
ne del fascio che causa l’allargamento dello spot del fascio. General-
mente sono presenti tre processi che inﬂuenzano la propagazione del
fascio ottico in atmosfera:
 Assorbimento,
 Scattering,
 Turbolenza ottica (Variazione dell’indice di rifrazione).3.9 l’atmosfera come canale quantistico 65
L’assorbimento e lo scattering sono trattati separatamente dalla tur-
bolenza ottica, dove si assume che sia presente “un’atmosfera limpi-
da”.
assorbimento L’assorbimento in un processo quantistico, dove le
molecole dell’atmosfera assorbono energia dai fotoni incidenti, altera
l’elettronica, le vibrazioni e/o lo stato delle molecole. Lo spettro di
assorbimento delle molecole consiste quindi in una serie di linee di
assorbimento discrete, la cui forma dipende proporzionalmente dalla
potenza di questi effetti. Nel caso di lunghezze d’onda vicine all’infra-
rosso dal visibile, questi tipi di effetti assumono una rilevanza molto
importante.
scattering Rayleigh scattering è uno scattering elastico che riguar-
da le radiazioni ottiche, dovuto allo spostamento della nube di elet-
troni, debolmente legati, che circondano la molecola gassosa, la quale
è perturbata da un campo elettromagnetico in arrivo. Il coefﬁciente
dello scattering è proporzionale a l 4, conosciuto anche come legge
di Rayleigh. Per le molecole d’aria questo parametro è trascurabile per
l > 3 mm. Se consideriamo invece frequenze al di sotto di l < 1 mm,
lo scattering di Rayleigh produce il colore blu del cielo, perchè la luce
blu è dispersa molto di più rispetto alla luce rossa.
depolarizzazione Nel caso di scattering multipli, la depolarizza-
zione della luce incidente si può veriﬁcare. Il fattore di depolarizza-
zione dipende dall’anisotropia dello scattering, cioè dalla deviazione
dalla forma sferica.
Infatti la misura della depolarizzazione della luce riﬂessa può essere
utilizzata per determinare la composizione ﬁsica delle nuvole, come
ad esempio il rapporto del vapore acqueo o dei cristalli di ghiaccio.
Tuttavia, la pratica ci indica che per link nella bassa atmosfera, la
polarizzazione dell’onda elettromagnetica risente poco di tale effetto
(spesso al di sotto della sensibilità dell’apparato che la misura).
turbolenza ottica Le variazioni di temperatura dell’aria (< 1°),
provocano delle variazioni nella velocità del vento, andando quindi
a generare delle turbolenze. Questo provoca dei cambiamenti nella
densità dell’aria e quindi del suo indice di rifrazione dell’ordine di
10 6.
Queste piccolissime variazioni, per una radiazione che si sta propa-
gando in un lungo cammino ottico possono portare a effetti indeside-
rati non trascurabili, deformando drasticamente il suo fronte d’onda.
Si possono infatti avere effetti di scintillazione e diffusione in funzio-
ne della potenza del fascio considerato, delle sue dimensione e della
lunghezza del cammino ottico.
Purtroppo non essendo un sistema tempo invariante, il problema di
modellizzare l’atmosfera non è di facile soluzione.66 la crittografia quantistica
Entriamo ora nel dettaglio e andiamo ad analizzare quali sono effet-
tivamente gli effetti legati alla propagazione in atmosfera di un fascio
laser, vedendo anche una piccole modellizzazione matematica.
Il modello più diffuso e veriﬁcato è quello di Kolmogorov che ana-
lizza la differenza quadratica media, tra le velocità del vento in due
punti separati da una distanza r, che consente di ottenere una fun-
zione di struttura D, per descrivere l’atmosfera. La modellizzazione
segue sviluppando il fronte d’onda attraverso i polinomi di Zernike.
Un’importante grandezza usata per stabilire come la turbolenza agisce










che rappresenta il massimo diametro di raccolta ammesso prima
che le distorsioni introdotte dall’atmosfera limitino seriamente le pre-
stazioni del sistema.
Per il nostro sistema, in cui il cammino ottico è orizzontale, si può





Un altro importante parametro è il tempo di coerenza t0, tempo nel
quale le variazioni atmosferiche possono essere considerate costanti.
Questo tempo è proporzionale al tempo che il vento impiega per
spostare qualcosa in un apertura di dimensione r0, pertanto t0  r0/V
dove V è la velocità del vento.
Da questo parametro possiamo ottenerne un altro, comunemente










Gli strumenti ﬁnora descritti sono solo sufﬁcienti per poter analiz-
zare l’effetto dell’atmosfera in un fascio di luce.
 Scintillazione: è la variazione di intensità al ricevitore, legata al-
le piccole variazioni nel cammino ottico, che possono produrre
interferenze costruttive o distruttive, causando così variazioni
di intensità. L’entità è legata all’intensità della turbolenza. La
varianza della sua ampiezza può essere espressa come:
Cx = 0,307 K7/6 L11/6 C2
n (3.17)
e questo valore deve essere integrato lungo il percorso (L) se C2
n
non assume un valore costante.3.10 generazione di numeri casuali 67
 Tilt: questo fenomeno è dovuto a ﬂuttuazioni della posizione
del fascio mentre si propaga, andando così a variare l’angolo
di incidenza del fascio al ricevitore. Una relazione matematica












 Variazioni di fase di alto ordine: questo tipo di variazioni assume
un ruolo fondamentale quando il diametro del ricevitore è mol-
to più grande della lunghezza di Fried. In questo caso i vortici
della turbolenza agiscono localmente nel fronte d’onda, causan-
do delle differenti pendenze. Questo aumenta i modi spaziali
che un rivelatore del fronte d’onda può misurare e causa una
variazione di intensità al ricevitore. Sviluppando lo spettro della









Integrando questo spettro possiamo ottenere la varianza com-
plessiva del fronte d’onda:
s =
Z
F(K)  d2K. (3.20)
 Blooming termico: consiste nella ionizzazione che avviene quando
un fascio molto intenso attraversa l’atmosfera. Questo fenomeno
comporta una riduzione di intensità nel fascio ma, nel nostro
caso di trasmissione a singoli fotoni, non ne siamo affetti.
Per ulteriori approfondimenti consultare la bibliograﬁa ai numeri
[35], [51], [47].
3.10 generazione di numeri casuali
Come abbiamo già visto nel capitolo sulla crittograﬁa, la sicurezza
assoluta può essere raggiunta a patto che la chiave monouso sia pura-
mente casuale e lunga almeno quanto il messaggio da spedire. Questo
è una altro aspetto molto importante da un punto di vista tecnologico:
infatti i computer sono delle macchine deterministiche, perciò non pos-
sono essere impiegati per generare numeri realmente casuali. Una so-
luzione può essere quella di sfruttare dei processi ﬁsici che sono com-
pletamente casuali, ad esempio il percorso di un fotone in un beam
splitter dove la sua casualità è garantita dalla meccanica quantistica.68 la crittografia quantistica
Tutti i gruppi europei e non che studiano la meccanica quantisti-
ca, si stanno muovendo per ottenere un generatore di numeri casuali
quantistico, e in commercio ne esistono già alcuni modelli.
Per ora noi utilizziamo il generatore di numeri casuali di Matlab,
ma presto saremo in grado di avere anche noi un generatore di bit
quantistico.4
QUAKE
QuAKE (Quantum Advanced Key Exchanger) è il sistema di critto-
graﬁa quantistica progettato e realizzato presso il Laboratorio Luxor
del nostro Dipartimento di Ingegneria dell’Informazione. In questo
capitolo verranno descritti il progetto e le soluzioni tecnologiche adot-
tate, in particolar modo la realizzazione e la caratterizzazione dello
sorgente (Alice) e del ricevitore (Bob).
QuAKE è un sistema di crittograﬁa quantistica in free space, basato
sul protocollo B92.1 La sorgente utilizza impulsi laser deboli, mentre
il ricevitore è dotato di componenti studiate per trasmissioni a singolo
fotone.
4.1 la componentistica di alice e bob
Entriamo ora maggiormente in dettaglio, descrivendo quali sono i
componenti utilizzati nel sistema QuAKE.
4.1.1 I laser
Come visto nel capitolo precedente, l’aria presenta una ﬁnestra di tra-
smissione attorno agli 860 nm, cioè nel vicino IR (infrarosso). Pertanto
nella realizzazione della sorgente si sono scelti dei laser a semicondut-
tore a 850 nm per la generazione dei singoli fotoni e a 808 nm per il
laser di sincronia.
I tre laser impiegati sono prodotti dalla World Star Tech;2 ciascuno
di essi al suo interno è composto da un diodo laser, la cui uscita può
essere focalizzata regolando una piccola lente montata sul case, e da
un circuito elettronico per l’alimentazione e il controllo del diodo.
Le loro principali caratteristiche sono:
 modulazione con segnale TTL da 0 a 155 MHz;
 collimazione e messa a fuoco del fascio regolabile;
 potenza d’uscita nominale 3,5 mW, misurata 3,45 mW;
 tensione di utilizzo variabile fra 3,5 e 5 VDC.
1 Proposto da Charles H. Bennet e Gilles Brassard nel 1992.
2 Si veda il riferimento bibliograﬁco [44].
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Figura 4.1.: Schema ottico del trasmettitore.
Figura 4.2.: Schema ottico del Ricevitore.
Le speciﬁche tecniche date dal costruttore sono riportate nella tabel-
la a pagina 71.4.1 la componentistica di alice e bob 71
Figura 4.3.: Uno dei laser utilizzati.
Optical Laser Sincronia Laser Qb
Wavelength 808 nm 850 nm
Optical output Power 10 mW 5 mW
Stability < 1% < 1%
Wavelength Drift 0.2 nm/C 0.2 nm/C
Noise 20MHz bandwith 0.5% RMS 0.5% RMS
Laser Class Class III b Class III b
Continuous Continuous Laser Operation (Red and White wire connected) (Red and White wire connected)
Laser Structure Single mode laser Single mode laser
Divergence at collimation < 0.5 mrad < 0.5 mrad
Spot size Adjustable or collimated (5 mm) Adjustable or collimated (5 mm)
Minimum spot size < 60mm at < 1000 distance < 60mm at < 1000 distance
Bore sight Accuracy < 2.5 mm/m < 2.5 mm/m
Pointing Stability < 50mrad < 50mrad
Electrical Laser Sincronia Laser Qb
Operating Voltage 3.5 to 5 VDC 3.5 to 5 VDC
Operating Current < 100 mA < 60 mA
Modulation 0 to 155 MHz 0 to 155 MHz
TTL Input Low (0  0.8 V), High (3  5 V)
Electrical connection +(Red), -(Black), TTL(White) +(Red), -(Black), TTL(White)
Mechanical Laser Sincronia Laser Qb
Dimension 12 mm(D) 12 mm(L) 12 mm(D) 12 mm(L)
Cable 200 mm 200 mm
Operating temperature  10C to +50C  10C to +50C
Storage temperature  40C to +80C  40C to +80C
Electrical connection Recommended for extended use Recommended for extended use
Tabella 4.1.: Speciﬁche tecniche dei laser utilizzati in QuAKE.
4.1.2 I beam splitter
I beam splitter sono dei componenti ottici costituiti dall’unione di due
prismi retti lungo le loro ipotenuse, su una delle quali viene depositato72 quake
un coating semiriﬂettente.3
Figura 4.4.: Uno dei beam splitter utilizzati.
In ottica i BS sono solitamente impiegati per unire, o per separare,
un fascio in ingresso in due fasci disposti fra loro a 90°. In base al
tipo di coating essi possono presentare valori di split ratio differenti,
ed essere sensibili o meno alla polarizzazione.4 In QuAKE essi sono
largamente usati e svolgono un ruolo fondamentale da un punto di
vista quantistico.
Di solito vengono utilizzati tre tipi di BS:
 BS standard: sono la classe più economica di BS presenti in com-
mercio.
Essi hanno l’inconveniente di alterare la polarizzazione del fa-
scio, pertanto solitamente non sono adatti in un sistema di QC.
Le caratteristiche tecniche di questo BS sono riportate nella ta-
bella a pagina 72:
Materiale BK7
Dimensioni 10 mm
Tolleranza dimensioni 0.1 mm
Tolleranza angoli 3 arc min
Qualità della superﬁcie 60  40
Accuratezza superﬁcie 1/4 d’onda
Smussatura 0.3 mm45°
Coating Superﬁci esterne: 1/4 d’onda MgF2;
Ipotenusa: multistrato dielettrico
Trasmissività 50% 5% @ 550 nm
Riﬂessività 50% 5% @ 550 nm
Tabella 4.2.: Speciﬁche tecniche dei BS standard.
3 BS: Beam Splitter.
4 Rapporto fra potenza trasmessa e riﬂessa dal BS.4.1 la componentistica di alice e bob 73
In ﬁgura 4.5 sono riportate le curve di trasmissione del BS stan-
dard. Si nota chiaramente come il coefﬁciente sia fortemente in-
ﬂuenzato dalla polarizzazione P o S della radiazione in ingresso.
Figura 4.5.: Curve di trasmissione di un BS standard.
 BS polarizzanti: questi BS scompongono un fascio polarizzato ca-
sualmente in due componenti polarizzate ortogonalmente: la po-
larizzazione S viene riﬂessa con un angolo di 90°, mentre la po-
larizzazione P viene trasmessa. Più in generale la componente
riﬂessa è quella ortogonale alla normale alla superﬁcie semiri-
ﬂettente. Costruttivamente sono molto simili ad un BS standard:
sono anch’essi composti da due prismi retti incollati assieme, in
cui nell’ipotenusa è stato applicato un coating dielettrico. Ciascu-
na faccia del cubo è rivestita da un coating multilayer antiriﬂes-
sivo per massimizzare l’efﬁcienza di trasmissione alle superﬁci
d’ingresso. Questi BS vengono realizzati per dare le migliori pre-
stazioni ad una ben deﬁnita lunghezza d’onda. Quelli adatti al
nostro sistema sono ottimizzati per gli 850 nm.
Le caratteristiche tecniche sono riportate nella tabella a pagi-
na 74.
In ﬁgura 4.6 riportiamo le curve di trasmissione del BS polariz-
zante.
 BS non polarizzanti: questi BS presentano un bassa dipendenza
dalla polarizzazione, grazie all’uso di un coating ibrido (metallo-
dielettrico) per la superﬁcie di unione delle ipotenuse dei due
prismi retti. Le caratteristiche di questi BS restano costanti in una
ben deﬁnita banda, riducendo in questo modo gli effetti dovuti
alla variazione dell’angolo di incidenza. Un coating antiriﬂessi-
vo a banda larga (BBAR) ricopre la facce del BS allo scopo di mas-
simizzare l’efﬁcienza di trasmissione in banda. Le caratteristiche
tecniche di questo BS sonon riportate nella tabella sottostante.74 quake
Materiale BK7
Dimensioni 5 mm, 10 mm
Tolleranza dimensioni 0.1 mm
Tolleranza angoli 2 arc min
Apertura utilizzabile 90%
Qualità della superﬁcie 40  20
Accuratezza superﬁcie 1/8 d’onda
Smussatura 0.3 mm45°
Lunghezza d’onda 850 nm
AR Coating R < 25% per superﬁcie 850 nm
Efﬁcienza in trasmissione Tp > 95% @ 850 nm
Efﬁcienza in riﬂessione Rs > 99.5% @ 850 nm
Riﬂessività Tp/Ts > 1000 : 1
Tabella 4.3.: Speciﬁche tecniche dei BS polarizzanti.
Figura 4.6.: Curve di trasmissione di un BS polarizzante.
In ﬁgura 4.7 sono riportate le curve di trasmissione del BS non
polarizzante.
4.1.3 Polarizzatore
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Materiale BK7
Dimensioni 5 mm, 10 mm
Tolleranza dimensioni 0.1 mm
Tolleranza angoli 2 arc min
Apertura utilizzabile 90%
Qualità della superﬁcie 40  20
Accuratezza superﬁcie 1/8 d’onda
Smussatura 0.3 mm45°
Lunghezza d’onda 720–1080 nm NIR
Coating Ibrido
AR Coating R < 25% per superﬁcie 720–1080 nm
Efﬁcienza in trasmissione Tp > 95%
Efﬁcienza in riﬂessione Rs > 99.5%
Assorbimento < 10%
Polarizzazione < 6%
Tabella 4.4.: Speciﬁche tecniche dei BS non polarizzanti.
Figura 4.7.: Curve di trasmissione di un BS non polarizzante.
4.1.4 Lamina l/4
Le lamine l/4 zero-order sono progettate in modo tale che lo sfasamen-
to creato sia esattamente lambda quarti o lambda mezzi. Il principio
di funzionamento è basato sul materiale con le quali essi sono costrui-
te: questi materiale sono di tipo birifrangenti, cioè introducono una
differenza di fase fra l’asse principale veloce e lento della lamina. Le
proprietà di questo materiale creano quindi una differenza di indice
di rifrazione fra i due asse: questo crea una differenza di velocità fra
le due componenti ortogonali. L’asse principale veloce della lamina
presenta un indice di rifrazione più basso con il conseguente aumento
di velocità delle onde. Viceversa l’asse lento, ha un indice di rifrazione
più alto, con una minore velocità di percorrenza. Lo spostamento di
fase generato dalla lamina, dipende inoltre dalle proprità intrinseche
del materiale, dallo spessore della lamina e dalla lunghezza d’onda di
utilizzo. Questo sfasamento segue la relazione:76 quake
Figura 4.8.: Curve di riﬂessione di un BS non polarizzante.
(a) (b)





dove n1 rappresenta l’indice di rifrazione del piano principale, mentre
n2 l’indice di rifrazione del piano ortogonale e d lo spessore della
lamina. Tipicamente si utilizzano due tipi di lamine, quelle a l/4
e quelle a l/2, che mi creano rispettivamente uno sfasamento di un
quarto o di mezza lunghezza d’onda.
Nel nostro caso utilizziamo una lamina a quarto d’onda, i modo
che lo sfasamento creato fra gli assi veloci e lenti sia di l/4 o di un
multiplo. Nel caso in cui si applichi ad un fascio polarizzato linear-
mente, con il piano di polarizzazione allineato a 45° al piano prin-
cipale della lamina, il fascio d’uscita sarà polarizzato circolarmente.
Analogamente, come da noi utilizzato, se in ingresso è presente un
fascio polarizzato circolarmente, il campo d’uscita sarà polarizzato




Unmounted Diameter 12,7 0,10 mm
Mounted Diameter 25,4 mm
Clear Aperture Æ10 mm
Retardance Accuracy < l/300
Beam Deviation < 10arcsec
Transmitted Wavefront Error l/8 @ 633 nm
Surface Quality 20  10 Scratch-Dig
Damage Threshold 10 J/cm2 @ 1064 nm, 10 ns, 10 Hz, Æ 0,433 mm
Reﬂectance < 0,25%
Material Crystalline Quartz
Tabella 4.5.: Caratteristiche tecniche di una lamina a l/4.
La lamina è stata introdotta nel nostro sistema proprio per corregge-
re questo fattore, dal momento che il laser polarizzato a +45° cambia-
va leggermente la polarizzazione durante il cammino ottico, e per riot-
tenere una polarizzazione lineare è stato inserito questo componente,
il quale ha dato i risultatui sperati.
4.1.5 Il pinhole
I pinhole sono delle aperture o fori di dimensione deﬁnita con elevata
precisione. Trovano impiego in ambito ottico come aperture, guide
per le ﬁbre ottiche, ﬁltri spaziali, ecc.
Nel setup ottico di Alice, un pinhole del diametro di 150 mm, viene
impiegato come ﬁltro spaziale. Gli spot dei due laser di informazio-
ne passano entrambi nel pinhole, in modo da renderli perfettamen-
te indistinguibili e permettere una sovrapposizione dei due fasci più
accurata.
Figura 4.10.: Esempio di pinhole utilizzato.
Nella scelta delle dimensioni del pinhole va ricordato che, nel caso
in cui le dimensioni dell’apertura siano comparabili alla lunghezza78 quake
d’onda, si avranno inevitabilmente effetti diffrattivi. L’effetto si ha
quando un’onda piana incide su un’apertura (nel caso in questione
circolare) e consiste in uno spot a forma di disco, con attorno una
serie di corone circolari dette frange. Analiticamente si prova che il
primo minimo di intesità si trova ad un angolo q rispetto all’asse del






Questo implica che al diminuire del diametro aumenterà l’angolo in
cui si trova il primo minimo; in altri termini la radiazione uscente di-
vergerà dalla radiazione di propagazione dell’onda piana. Nel nostro
sistema, supponendo che i fasci laser siano ben collimati, all’uscita del
pinhole divergeranno, disperdendosi spazialmente.
Dovendo effettuare una trasmissione a lunga distanza, questo è per
noi un effetto indesiderato. La soluzione adottata è un’apertura del
pinhole da 150 mm compromesso, che ci ha consentito di ottenere il
ﬁltraggio spaziale desiderato pur ammettendo limitati gli effetti della
diffrazione.
4.1.6 I ﬁltri ND
I ﬁltri ND (Neutral Density) sono dei ﬁltri che vengono impiegati per
attenuare l’intensità della radiazione incidente. Essi presentano un at-
tenuazione costante in una banda spettrale molto estesa. In commercio
ne esistono di due tipi:
 Riﬂessivi: questi ﬁltri sono realizzati su uno strato di vetro BK7,
a cui viene aggiunto un coating di tipo metallico che riﬂette la
radiazione incidente, trasmettendone solamente una data per-
centuale.
 Assorbitivi: questi ﬁltri sono realizzati con particolari vetri, che
hanno un ben determinato coefﬁciente di assorbimento.
(a) Filtro ND. (b) Filtro ND variabile.
Figura 4.11.: Due esempi di ﬁltri ND.







Allo stesso modo possiamo esprimere T (coefﬁciente di trasmissio-
ne) come:
T = 10 D . (4.4)
Tipici valori della densità ottica sono: 4.0, 3.0, 2.0, 1.0, 0.6, ecc. Alcu-
ni esempi dell’andamento del coefﬁciente di trasmissione e riﬂessione
di questi ﬁltri in funzione della lunghezza d’onda, sono riportati nella
ﬁgura 4.12 nella pagina successiva:
Quelli da noi usati in QuAKE sono ovviamente di tipo assorbitivo,
in modo da evitare riﬂessioni di fotoni nel sistema.
4.1.7 Filtro ND variabile
Un altro tipo di ﬁltri, il cui principio di funzionamento è lo stesso dei
ﬁltri ND visti nel sottoparagrafo precedente, sono i ﬁltri ND variabili.
Costruttivamente sono realizzati su substrati di vetri particolari (es.
UV fused silica) a cui viene depositato uno strato di coating metallico.
Ruotando il ﬁltro è possibile regolare in modo lineare l’attenuazione
entro un certo range.
L’uso combinato di ﬁltri ND ﬁssi e di un ﬁltro ND variabile, è im-
piegato nella sorgente di QuAKE per attenuare il fascio dei due laser
a 850 nm ﬁno a renderlo a singolo fotone.
4.1.8 I ﬁltri interferenziali
Un’altra classe di ﬁltri molto importanti in ottica, sono i ﬁltri interfe-
renziali spesso chiamati anche ﬁltri passa banda. Questi ﬁltri trasmet-
tono solamente una porzione ristretta di spettro e riﬂettono tutte le
altre lunghezze d’onda (pertanto possono essere usati per seleziona-
re in modo più o meno accurato delle ben precise lunghezze d’onda,
sempre proporzionalmente alla lunghezza d’onda).
In commercio esiste una vasta gamma di ﬁltri, centrati a differenti
lunghezze d’onda e con differenti larghezze di banda.
Un ﬁltro passa banda viene realizzato attraverso deposizioni suc-
cessive di materiale sulla superﬁcie di uno strato di supporto, detto
substrato. Solitamente si creano dei sistemi a multistrato di materiale
dielettrico, separati regolarmente da uno strato di separazione. I mul-
tistrati dielettrici sono composti da un elevato numero di strati con
basso indice di rifrazione, alternati a strati con alto indice di rifrazione.
Ciascun singolo strato di dielettrico che costituisce il multistrato, ha
uno spessore di l/4, dove l è la lunghezza d’onda di centro banda del
ﬁltro. Lo strato di separazione, che viene interposto tra i due sistemi





Figura 4.12.: Esempi dell’andamento del coefﬁciente di trasmissione e
riﬂessione.4.1 la componentistica di alice e bob 81
Figura 4.13.: Esempio di ﬁltro interferenziale.
I materiali solitamente impiegati nella realizzazione di questo strato
sono: vetri colorati, metalli o strati dielettrici.
Il coefﬁciente di riﬂessività che si riesce ad ottenere in questi ﬁltri è
del 99,99%. Per mezzo di questa struttura a multistrato, la radiazio-
ne in banda interferirà costruttivamente consentendone la trasmissio-
ne; viceversa la radiazione fuori banda interferirà in modo distruttivo,
pertanto non verrà trasmessa in uscita, ma riﬂessa.
Un ﬁltro così realizzato presenta una elevata trasmissività nella ban-
da passante, ma le regioni fuori banda che in grado di ﬁltrare sono
molto ristrette. Pertanto alla struttura descritta, viene abbinato un ulte-
riore ﬁltro dielettrico, o metallo-dielettrico, allo scopo di incrementare
la banda attenuata.
Materiali con un’elevata banda di taglio vengono usati per realizzare
o rivestire il substrato e gli strati di separazione tra un multistrato
dielettrico e l’altro. Sebbene l’aggiunta di questo componente ﬁltrante
tagli tutte le componenti fuori banda della radiazione incidente, esso
inevitabilmente riduce il coefﬁciente di trasmissione del ﬁltro in banda
passante.
Va sottolineato che il ﬁltro presenta un’orientazione d’uso. Di fatto,
il ﬁltro funziona perfettamente in entrambe le direzioni, però è pre-
feribile orientare gli strati di coating verso la sorgente. Questo per
minimizzare qualsiasi effetto termico o danneggiamento legato ad un
ﬁltraggio di radiazione intensa, a cui conseguirebbe un assorbimento
da parte del substrato o degli strati ﬁltranti di vetro colorato.
Il ﬁltro è progettato per funzionare ad incidenza normale, con an-
goli di incidenza differenti. Il centro della banda passante trasla verso
lunghezze d’onda più basse, cambiando così l’andamento della curva
di ﬁltraggio. Piccole variazioni dell’angolo di incidenza possono tut-
tavia essere usate per regolare la banda passante del ﬁltro. Grandi
variazioni invece, possono variare signiﬁcativamente la frequenza di
centro banda e distorcere l’andamento della curva, causando così un82 quake
calo del coefﬁciente di trasmissione in banda. La frequenza di centro
banda, può essere regolata ﬁnemente ( 1 nm) variando la tempera-
tura di utilizzo del ﬁltro. Aumentando o diminuendo la temperatura,
si possono espandere o restringere gli strati che lo compongono.
In QuAKE viene utilizzato un ﬁltro interferenziale a 850 nm con
banda5 di 10 nm in ricezione per separare il cammino ottico degli
impulsi di sincronismo a 808 nm – i quali verranno riﬂessi verso l’APD
– dai singoli fotoni che saranno trasmessi verso gli SPAD.
4.1.9 Gli specchi
In ambito ottico, sono disponibili vari tipi di specchi, a seconda delle
esigenze richieste. Esistono specchi con coating conduttivo, il cui fun-
zionamento è quello di un classico specchio metallico; oppure specchi
con coating a multistrato che consentono un bassissimo assorbimento
di radiazione, pertanto sono adatti alle applicazioni con fasci molto
intensi. In entrambi i casi sono costituiti da un materiale di supporto
a cui vengono applicati uno o più strati di coating.
Figura 4.14.: Esempio di specchio utilizzato.
Quelli da noi utilizzati sono degli specchi a banda larga, ma ottimali
per le nostre lunghezze d’onda. Vediamo infatti dalla ﬁgura riporta-
ta di seguito che presentano una riﬂettività superiore al 99% per le
polarizzazioni S e P con angoli di incidenza da 0° a 45°.
4.1.10 Il telescopio Kepleriano
Il telescopio Kepleriano, solitamente impiegato per usi astronomici,
viene da noi impiegato come ultimo stadio del trasmettitore Alice per
ottimizzare la collimazione del fascio e consentirne la trasmissione a
lunga distanza. Lo schema ottico riportato in ﬁgura 4.16 è composto
di due lenti convergenti: una denominata oculare con focale fe ed una
denominata obiettivo f0.
5 La banda viene espressa cone FHWM.4.1 la componentistica di alice e bob 83
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Figura 4.15.: Riﬂettività degli specchi.
Figura 4.16.: Schema del telescopio Kepleriano.
La distanza D a cui vengono poste le due lenti è pari a:
D = f0 + fe ; (4.5)
In sostanza il fuoco anteriore Fe dell’oculare coincide con il fuoco
posteriore F0 dell’obiettivo. L’ingrandimento visuale o magniﬁcazione





Dato che entrambe le focali sono positive, l’ingrandimento sarà ne-
gativo, pertanto l’immagine sarà capovolta. Nel nostro sistema questo
aspetto non ha alcuna rilevanza. In QuAKE la lente dell’oculare ha
una focale di 12,7 mm e quella dell’obiettivo di 150 mm, pertanto i
fasci in ingresso ad esso subiranno un magniﬁcazione di 12.
Lo spot del laser di sincronismo, che presenta un diametro di circa
3,7 mm, avrà in uscita dal telescopio un diametro di circa 4,5 cm.
4.1.11 Il telescopio Galileiano
Anche questo tipo di telescopio, solitamente adatto a scopi astronomi-
ci, viene impiegato in QuAKE, precisamente al ricevitore. Bob infatti,
raccoglie i fasci laser provenienti da Alice e ne adatta le dimensioni per84 quake
Figura 4.17.: Schema del telescopio Galileiano.
le ottiche che lo seguono. Lo schema ottico, riportato in ﬁgura 4.17 è
composto da due lenti: una divergente denominata oculare con focale
fe ed una convergente denominata obiettivo con focale f0. La distanza
D a cui vengono poste le due lenti è pari a:
D = f0   fe . (4.7)





In questo caso l’ingrandimento sarà sempre positivo, pertanto l’im-
magine non verrà invertita. In QuAKE la lente dell’oculare ha una
focale di 150 mm e quella dell’obiettivo è di 20 mm, pertanto i fasci in
ingresso subiranno una demagniﬁcazione di 0,13. Lo spot del laser di
sincronismo, in uscita da questo telescopio, ha quindi un diametro di
5,8 mm. Vedremo in seguito i criteri nella scelta di queste lenti.
4.1.12 Lenti di focalizzazione
Oltre alle lenti dei telescopi, in QuAKE vengono usate altre lenti con i
seguenti scopi:
 30 mm e 25 mm per focalizzare la radiazione nei rilevatori SPAD;
 30 mm per focalizzare la radiazione della sincronia nell’APD.
Viene ora riportato il procedimento seguito per determinare la foca-
le della lente per i rilevatori SPAD, a cui è legato il calcolo delle focali
delle lenti del telescopio Galileiano.
La lente andrà dimensionata di modo da garantire che lo spot che
arriva agli SPAD sia sufﬁcientemente piccolo. Il cammino ottico da
considerare è quello riportato nella ﬁgura sottostante:
Come prima lente incontriamo il telescopio Galileiano che demagni-
ﬁca le dimensioni degli spot in ingresso. La lente L3 di focalizzazione
riduce le dimensioni dello spot in modo da renderlo più piccolo dell’a-
rea utile dei rivelatori (l’area dello SPAD è di circa 50mm) e converte4.1 la componentistica di alice e bob 85
Figura 4.18.: Componenti ottici dello schema di Bob
la variazione angolare indotta dal tilt atmosferico, in una variazione
di posizione nel piano focale. L’intero sistema ottico di ﬁgura 4.18 può
essere modellizzato con le matrici ABCD dei vari componenti ottici.
Questa tecnica si basa sull’ottica parassiale. Il fascio in ingresso ed













dove, considerando un piano d’ingresso e d’uscita del fascio per-
pendicolari all’asse ottico, x è la distanza dell’asse ottico alla quale il
fascio interseca il piano, e q è l’angolo che il raggio forma con l’asse
ottico.
Ciascun componente ottico viene rappresentato con una matrice





























dove d è la lunghezza del cammino. Il sistema di ﬁgura 4.18 può
essere modellizzato con la seguente relazione:
r0 = Md3 ML3 Md2 ML2 Md1 ML1 ri (4.12)86 quake
dove Mi è la matrice ABCD dell’i-esimo componente. Dato che,
come speciﬁca progettuale vogliamo che il fascio tra lenti L2 ed L3 sia
collimato, possiamo trascurare la matrice Md2.


























Il sistema è stato dimensionato per una distanza di 100 m, imponen-
do alla lente L1 un diametro di 60 mm e una focale fL1 di 150 mm.
Per la lente L3, il raggio dello spot al limite diffrattivo nel piano focale





Da questa relazione possiamo quindi calcolare l’angolo visuale re-
siduo qD con il quale il fascio può arrivare ai rivelatori, in modo da
conﬁnarlo nell’area attiva. Le scelte sono ricadute su due lenti, una
con focale da 30 mm e l’altra con focale da 25 mm. Entrambe le lenti
sono ottimali per il nostro setup.
4.2 apd
Lo scopo dell’APD è di rivelare la radiazione luminosa che colpisce il
corpo del diodo stesso. In QuAKE l’APD presente al ricevitore è utiliz-
zato per l’acquisizione del segnale di clock, successivamente inviato
all’FPGA.
I fotodiodi utilizzano l’effetto a valanga per generare una corrente
d’uscita; sono costituiti da una giunzione p-n modiﬁcata tramite l’in-
troduzione di una regione intermedia non drogata, che determina la
zona sensibile del fotodiodo. La giunzione, come nei classici fotodio-
di, viene utilizzata in polarizzazione inversa, in modo da ottenere un
aumento della carica spaziale in prossimità delle due giunzioni, che
impedisce il passaggio della corrente. In fotoni in arrivo sulla super-
ﬁcie sensibile creano delle coppie elettrone-lacuna che, sottoposte al
campo elettrico imposto, si muovono in direzione opposta dando ori-
gine ad un ﬂusso di portatori. Tuttavia, se l’intensità del campo elettri-
co aumenta oltre un certo livello, tali portatori acquistano un’energia
cinetica tale da generare coppie-elettrone lacuna, con un processo di
moltiplicazione a valanga ed è proprio questo effetto che determina la
rivelazione della radiazione luminosa.
Nei vecchi setup di QuAKE era presente un APD delle Electro-Optics
Technology (ET-2030 TTL), il quale era molto indicato per il nostro si-
stema presentando sia un’uscita analogica, sia un’uscita digitale TTl
a 5 V, la quale veniva utilizzata per collegare l’APD direttamente
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Sfortunatamente questo componente ha smesso di funzionare; ab-
biamo così deciso di costruirci da se un comparatore veloce che funge
da APD, il quale in uscita ci fornisce la tensione voluta. Non possiamo
così conoscere quale sia il graﬁco della Responsivity in funzione della
lunghezza d’onda e altre caratteristiche del nuovo componente non è
stato testato a tutte le lunghezze d’onda, anche se il diodo utilizzato
è lo stesso che era integrato nel vecchio circuito dell’EOT, quindi ci
aspettiamo un comportamento analogo a quello in ﬁgura 4.19.
Figura 4.19.: Risposta dell’APD in funzione della lunghezza d’onda.
4.3 spad
Con il termine SPAD si indica tipicamente uno strumento in grado
di fornire in uscita una corrente alternata in risposta ad un fotoelet-
trone generato all’interno del dispositivo stesso.6 Dal punto di vista
strutturale, uno SPAD non differisce da un qualsiasi altro fotodiodo
a valanga; ciò che cambia è la modalità di funzionamento: mentre
l’APD opera in regime lineare e alimentazione costante, lo SPAD è
composto da un sensore monolitico e da un particolare circuito, detto
di quencing.
L’accoppiamento con un circuito di quencing permette al fotodiodo
di operare in conﬁgurazione digitale sul singolo fotoelettrone (acceso
o spento), consentendo, una volta eseguita la rivelazione, di riprodur-
re in uscita un segnale in tensione osservabile. Questa modalità di
funzionamento viene detta Geiger mode.
4.3.1 Funzionamento
Gli SPAD sono sostanzialmente giunzioni p-n polarizzate a una ten-
sione VA superiore alla tensione di breakdown VZ. Un potenziale del
6 Single Photon Avalanche Diode.88 quake
Figura 4.20.: Esempio di uno degli SPAD utilizzati.
genere per la polarizzazione del dispositivo implica la presenza di un
campo elettrico così elevato (3  105 V/cm) da innescare un effetto va-
langa di portatori nel substrato, non appena una singola carica viene
iniettata nella regione di svuotamento. Quando ciò avviene, la corren-
te aumenta molto rapidamente (tempo di salita del fronte nell’ordine
del ns), ﬁno a raggiungere un livello costante. Il portatore primario
che dà il via al processo, viene generato attraverso fotoionizzazione, e
la valanga di portatori che ne scaturisce indicherà, con un ritardo di
alcuni ps, l’arrivo di un fotone sul componente sensibile (il fotodiodo)
dello SPAD.
Ovviamente, una volta che l’effetto valanga si è veriﬁcato, è necessa-
rio riportare il dispositivo alla condizione di quiescenza, in modo che
il processo possa essere riprodotto nuovamente. Tale compito è afﬁ-
dato al circuito di quencing (vedi ﬁgura 4.21) che esegue il ripristino
dello stato pre-valanga dello SPAD.
Come anticipato, questo regime di funzionamento, illustrato in ﬁgu-
ra 4.22, è deﬁnito Geiger mode.
4.3.2 Diﬀerenze fra APD e SPAD
Si è visto nella sezione precedente che APD e SPAD presentano alcune
differenze sostanziali. Ciò che li accomuna è l’elemento sensibile che
opera la conversione dei fotoni incidenti in una grandezza elettrica
misurabile (tensione, corrente, ecc.), poi ampliﬁcata per facilitarne la
successiva analisi.
L’APD viene polarizzato inversamente applicando una tensione VA
(maggiore della tensione nominale di breakdown VZ) con un valore
di tensione eccedente Vecc, in genere, scelto tra il 10% e il 30% del
valore di breakdown, in grado di preservare il dispositivo dagli effetti
distruttivi tipici dell’applicazione di una tensione inversa.
L’utilizzo dei circuiti di quencing permette di mantenere il disposi-
tivo in uno stato di attesa prima dell’innesco dell’effetto valanga, per-
mettendo il successivo ripristino delle condizioni iniziali di tensione.
La giunzione p-n che sta alla base del funzionamento del fotori-
velatore presenta caratteristiche abbastanza particolari rispetto a una4.3 spad 89
Figura 4.21.: Circuito di quencing passivo. (a) In modalità Geiger, l’APD
viene caricato con una polarizzazione superiore alla tensione
di breakdown. (b) Quando l’effetto valanga è stato innescato,
l’APD si comporta come il circuito a destra.
Figura 4.22.: Rappresentazione concettuale dell’effetto valanga in modalità
Geiger.
normale giunzione p-n che costituisce un diodo. Le regioni n+ e p+
sono molto drogate e presentano campi elettrici di notevole entità a
causa dello strozzamento delle bande garantendo le condizioni ideali
per l’instaurarsi della valanga di portatori.
Quando un fotone incide e viene assorbito nel semiconduttore, si
forma una coppia elettrone-lacuna libera. Ciascun portatore di carica,
detto primario, tende quindi a diffondere nella zona in cui è maggiori-
tario attraversando la regione di carica spaziale, e viene rapidamente
accelerato dall’elevato campo elettrico presente causando l’effetto va-
langa di cariche. La capacità di giunzione a questo punto si scarica
verso l’esterno, producendo una corrente macroscopica che si mantie-90 quake
Figura 4.23.: Efﬁcienza dello SPAD.
ne per un tempo estremamente basso, in corrispondenza del ritorno
della tensione al valore di breakdown VZ.
Figura 4.24.: Caratteristica V-I di una giunzione p-n.
La caratteristica V-I (tensione-corrente) della giunzione p-n descritta
è illustrata in ﬁgura 4.24. La transizione dalla regione di breakdown
(coincidente con l’applicazione di una tensione inversa in modulo su-
periore a VZ, punto B) e la regione di polarizzazione inversa (punto C)
rappresenta la fase di quenching o spegnimento della valanga mentre
la transizione intermedia tra C e A è detta di hold-off ed è caratterizzata
dal fatto che la tensione applicata al diodo non è sufﬁciente a provo-
care la moltiplicazione di portatori di carica liberi. L’altro passaggio
parziale dal punto A a l punto B viene detto, inﬁne, transizione di
hold-on e comporta il ripristino della tensione del diodo al valore VA.
I tempi di commutazione della grandezze elettriche in gioco dipendo-
no strettamente dai parametri della giunzione (in particolare, capacità
e resistenza interna) e del circuito di quenching.4.3 spad 91
4.3.3 Caratterizzazione degli SPAD
Per descrivere le prestazioni di uno SPAD vi sono alcuni parametri che
vanno sicuramente tenuti in considerazione. A tale scopo, mettiamo
sotto la lente di ingrandimento le seguenti caratteristiche:




L’efﬁcienza di rivelazione descrive la capacità del dispositivo di emet-
tere un ﬂusso di corrente di breve durata non appena un fotone incide
sulla giunzione p-n, in maniera da certiﬁcarne l’arrivo per il corretto
conteggio. Afﬁnché un fotone venga rivelato non è sufﬁciente che sia
assorbito nella regione attiva bensì è necessario che la coppia elettrone-
lacuna generata sia in grado di dare vita all’effetto di moltiplicazione a
valanga. Per questo motivo, l’efﬁcienza di rivelazione dello SPAD può
essere pensata come prodotto tra l’efﬁcienza di assorbimento e la pro-
babilità d’innesto della valanga. Se la luce non è perfettamente foca-
lizzata nella zona sensibile l’efﬁcienza di raccolta dei fotoni all’interno
dello SPAD si riduce in modo drastico a causa della scarsa efﬁcienza
geometrica, data dal rapporto tra l’area sensibile e l’area soggetta a
illuminazione.
Una volta raggiunta l’area attiva del dispositivo, il numero di fotoni
viene scalato naturalmente in base a un coefﬁciente di assorbimento
h che è funzione della temperatura di lavoro e dell’energia del fotone
incidente. Tale coefﬁciente è deﬁnito dalla seguente relazione:
h = (1  R)(1  e aW)e aD, (4.15)
dove 1  R è il coefﬁciente di trasmissione che presenta la superﬁcie
sensibile dello SPAD, e aD descrive la frazione di fotoni soggetta ad
assorbimento geometrico, 1  e aW rappresenta la percentuale di foto-
ni realmente assorbiti in uno spessore W di carica spaziale.
Se si utilizzano diodi con bassa tensione di breakdown l’efﬁcienza
di innesco tende a crescere molto rapidamente con l’aumentare del
potenziale applicato al fotodiodo. Gli SPAD con volume attivo sottile
vengono mantenuti in condizioni operative tali da ottenere un’efﬁcien-
za di rivelazione attorno al 40  50% per lunghezze d’onda comprese
tra i 400 e 500 nm, 30% a 650 nm, e poi via via a scalare verso zero
tendendo al lontano infrarosso. Per SPAD con regione di svuotamen-
to più ampia (profondità media di giunzione pari a 150 mm) si può
arrivare a un valore di efﬁcienza quantica superiore al 60% per una
lunghezza d’onda di 500 nm, con banda spettrale che supera il mm.92 quake
L’indeterminazione intrinseca introdotta dagli SPAD nelle distribu-
zioni temporali è legata alla diversa concentrazione di carica nel vo-
lume attivo, che può innescare processi di moltiplicazione a valanga
differenti a seconda del punto in cui i fotoni vengono assorbiti. Con-
siderando, infatti, una sorgente di luce impulsata ideale, i tempi di
risposta di ciascuno SPAD cambiano leggermente a causa della distri-
buzione di carica non uniforme nella regione di svuotamento della
giunzione, dovuta ai difetti di produzione del fotodiodo. In genere,
nella zona centrale dell’area attiva si ha una concentrazione maggiore
rispetto alle superiﬁci laterali; ciò comporta un tempo di innesco del-
l’effetto valanga più rapido nel caso in cui il fotone incida nel punto
di mezzo.
Il ritardo tra lo stato di quiescenza e l’innesco dell’effetto valanga coin-
cide con il fronte di salita del segnale di corrente e marca il tempo di
arrivo del fotone. I portatori generati al di fuori dell’area attiva si muo-
vono verso la regione di carica spaziale o per diffusione o per minore
effetto del campo elettrico, ed è per questo motivo che impiegano un
certo tempo per innescare la valanga. Un portatore di carica prima-
rio che viaggia con velocità inferiore, quindi, entra in correlazione con
l’impulso ottico che lo ha generato con un certo ritardo, introducendo
una componente più lenta della distribuzione temporale.
La generazione di coppie elettrone-lacuna liberi, come si è visto,
può essere generata dall’assorbimento di un fotone e successivamente
ampliﬁcata dall’effetto valanga. Nei semiconduttori, tuttavia, lo stesso
fenomeno avviene in misura minore naturalmente per effetto termico
ed è compensato da un successivo processo opposto di ricombinazio-
ne di portatori.
In uno SPAD polarizzato con una tensione prossima al valore di brea-
kdown, i portatori generati per processo termico, se non celermente ri-
combinati, potrebbero causare un effetto valanga indesiderato. Nono-
stante il dispositivo sia mantenuto il più possibile lontano da sorgenti
luminose, è dunque possibile osservare un certo numero di conteggi
spuri, detti dark count. L’emissione termica di portatori nella zona di
carica spaziale differisce da quella delle zone neutre dal momento che
tale probabilità è legata alla densità di carica nel semiconduttore e ai
livelli energetici in cui i centri di generazione si collocano. Nelle zone
quasi neutre la densità di carica risulta molto minore rispetto agli stra-
ti che formano la zona sensibile. Per un semiconduttore intrinseco si




dove A è un termine supposto indipendente dalla temperatura, n è
la densità di carica di un semiconduttore intrinseco, K è la costante di
Boltzmann, T la temperatura assoluta. Questa espressione non risulta
più valida nel caso di zone fortemente drogate, e questo scostamento
rispetto alla formula precedente viene ancor di più accentuato dagli4.3 spad 93
eventuali difetti presenti nel semiconduttore (impurità o droganti che
provocano irregolarità nella geometria del reticolo cristallino), i quali
fungono da centri di generazione di carica.
Il dark count di uno SPAD può essere sensibilmente ridotto operan-
do a temperature molto basse e riducendo al minimo le imperfezioni
del semiconduttore; è possibile, inoltre, contenere il numero di conteg-
gi spuri applicando all’APD un valore molto limitato di tensione in
eccesso Vecc; in questo caso però ne risente l’efﬁcienza di rivelazione.
Mentre ha luogo la moltiplicazione a valanga dei portatori liberi,
come detto, un’elevata quantità di carica attraversa la regione attiva
cosicché alcuni portatori possono essere catturati dalle trappole ener-
getiche e rilasciati dopo un certo intervallo di tempo. Questo meccani-
smo di rilascio da parte delle trappole avviene in tempi variabili più
o meno rapidi, ed è correlato alla valanga precedentemente innesca-
ta. Se un portatore libero trova una caduta di tensione sufﬁciente può
causare nuovamente la valanga: questo fenomeno prende il nome di
afterpulsing. Esso causa un incremento del dark count e, nel caso di se-
gnale ottico, provoca anche una correlazione spuria con l’impulso elet-
trico fotogenerato in precedenza, che si ripercuote sulla distribuzione
temporale distorcendone la forma. Il fenomeno dell’afterpulsing di-
pende dalla tensione in eccesso sul fotodiodo, in quanto la probabilità
di “intrappolamento” dipende dalla quantità di carica che attraversa
la giunzione.
Una soluzione per contenere questo processo indesiderato consiste
nel ridurre il tempo di spegnimento della valanga così da diminui-
re il numero di cariche che attraversano la regione di svuotamento
del dispositivo, e successivamente mantenere la tensione di polarizza-
zione al valore minimo per una durata tale da far tendere a zero la
probabilità di innesco da parte di eventuali portatori intrappolati.
Nel nostro sistema QuAKE si sono utilizzati due SPAD della MPD7
anche se questi non presentano una buona efﬁcienza alla nostra fre-
quenza di lavoro, come si può vedere dal graﬁco che segue.
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Speciﬁche rivelatore Measured Max Unit
Efﬁcienza @ 400 nm 25 %
Efﬁcienza @ 532 nm 47 %
Efﬁcienza @ 650 nm 34 %
Efﬁcienza @ 850 nm 10 %
Dark Counts 22 c/s
Maximum Count Rate (TTL OUT) 12,4 Mc/s
Dead Time 78,4 ns
TTL Timing Resolution 89 250 ps (FWHM)
NIM Timing Resolution 50 250 ps (FWHM)
Probabilità after pulsing 0,5 1,5 %
Supply Current @ 12 V 91 mA
Durata dell’mpulso di uscita 20 ns
Tempo di salita e discesa < 2 ns
Tabella 4.6.: Le caratteristiche degli SPAD utilizzati.5
ANALISI DELLE OTTICHE E
POLARIZZAZIONE
I
n questo capitolo verrà analizzato in modo dettagliato il com-
portamento di alcuni componenti ottici impiegati nel sistema di
crittograﬁa quantistica QuAKE.
Ipotizzeremo che i fotoni siano monocromatici, sebbene nelle reali
applicazioni gli impulsi abbiano una durata ﬁnita; inoltre le ottiche
verranno considerate lineari.1
5.1 meccanica quantistica dei bs
Classicamente un singolo modo del campo elettromagnetico è descrit-
to da un oscillatore armonico di pulsazione w. Il passaggio da classico
a quantistico richiede quindi di sostituire l’oscillatore classico con uno
quantistico.
L’Hamiltoniano associato all’oscillatore armonico quantistico è il
seguente:







i suoi autostati sono del tipo jni con n 2 N e i suoi autovalori sono:







Gli autostati soddisfano inoltre le seguenti relazioni:
ajni =
p
n jn   1i (5.3)
a+jni =
p
n + 1jn + 1i (5.4)
dove a è detto operatore di distruzione e a+ operatore di creazione.






1 Un componente ottico viene considerato lineare se i campi elettromagnetici delle
uscite sono linearmente legati ai campi d’ingresso.
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che esprime lo stato jni. Gli stati jni ammessi da tale oscillatore,
possono essere interpretati come stati di n fotoni.2
Un dispositivo ottico con N modi di ingresso ed N modi d’uscita
è descritto rispettivamente dagli operatori ai e bi. I modi di ingresso
sono indipendenti pertanto, ricordando la relazione di commutatore






[ai,aj] = 0. (5.7)
Per il principio di corrispondenza, possiamo ora sostituire la rap-







che rappresenta il legame tra il campo d’ingresso e quello d’uscita
in un di un dispositivo lineare, resta immutata. In questo caso però,
le lettere a e b sono degli operatori, mentre i coefﬁcienti Sij sono gli
stessi della matrice di scattering per la descrizione classica.






= dij . (5.9)























l ] = dij . (5.10)
Il beam splitter è ora completamente descritto dal legame tra gli
operatori di ingresso e di uscita. Il risultato ottenuto può sembrare in
contrasto con la visuale di Schrödinger che prevede una descrizione del-
la dinamica attraverso un evoluzione unitaria degli stati jybi = U jysi,
dove gli operatori e gli osservabili sono tempo invarianti. L’equazio-
ne (5.8) è invece coerente con la visuale di Heisenberg, dove i vettori di
stato sono costanti, e gli operatori evolvono.
Le due visuali devono predire la stessa statistica di misura per cia-
scun osservabile. Se la dinamica è descritta secondo la visuale di
Schrödinger, il valore atteso di un osservabile (operatore) nello stato
d’uscita è:
2 Ricordiamo che il fotone non ha massa, però è possibile attribuirne una equivalente:
mg = hn/c2, sfruttando la relazione di Einstein E = mc2 e la relazione di Planck
E = hn.5.1 meccanica quantistica dei bs 97
hAi = hybj Ajybi = hyajU+AU jyai (5.11)
Per garantire l’uguaglianza dei risultati, secondo la visuale di Hei-
senberg, l’operatore A deve evolvere nel seguente modo:
A  ! U+A U . (5.12)
Nel nostro caso l’operatore U non è noto, però attraverso l’equazio-
ne (5.8) possiamo ottenere le dinamiche degli operatori di creazione e
distruzione:




Sijaj = U+aiU (5.13)
a+
i  ! b+





j = U+aiU (5.14)
Grazie a queste relazioni siamo in grado di analizzare il comporta-
mento dei BS in presenza di un numero n di fotoni. Ipotizziamo che
l’ingresso (1) sia nello stato n-fotoni jni mentre l’ingresso (2) sia nello
stato di vuoto , cioè lo stato fondamentale; lo stato complessivo degli
ingressi è jni 
 j0i = jn0i. Il valore dell’aspettazione del numero di
fotoni all’uscita (1) sarà:
hn0jb+















1  h a2)jn0i =
(5.15)
= hn0jha+











2 a1 jn0i + hn0j(1  h) a+
2 a2 jn0i = hn .
Analogamente per l’uscita (2) otteniamo:
hn0jb+



























jn0i = (1  h)n .
Per deﬁnire in modo chiaro ed inequivocabile il comportamento
del BS, calcoliamo l’aspettazione del prodotto tra il numero di fotoni
dell’uscita (1) e quelli dell’uscita (2):
hn0jb+
2 b2 b+
1 b1 jn0i = h(1  h)n(n   1). (5.17)98 analisi delle ottiche e polarizzazione
Nei paragraﬁ successivi daremo un signiﬁcato ai risultati ottenuti,
esplicitando i calcoli per alcuni casi di particolare interesse.
5.1.1 Beam splitter non polarizzante
Figura 5.1.: Beam splitter non polarizzante.
In ﬁgura possiamo vedere un BS 50:50 non polarizzante, cioè la po-
tenza trasmessa è uguale a quella riﬂessa (50% di quella incidente).
Considerando una trasmissione a singolo fotone, in ingresso ottenia-
mo il valore 1/2 come risultato delle equazioni (5.15) e (5.16); questo
a signiﬁcare che il fotone uscirà dalla porta (1) oppure dalla (2) con
probabilità del 50%.
Se consideriamo in ingresso n fotoni potremmo dire che n/2 fotoni
usciranno dalla porta (1) e n/2 dalla porta (2). Un altro aspetto molto
interessante da notare è come l’espressione (5.17) considerando in in-
gresso un singolo fotone, sia nulla. Questo signiﬁca che il fotone non
potrà mai essere rilevato contemporaneamente nell’uscita (1) e nell’u-
scita (2). In altre parole, il fotone d’ingresso non potrà dividersi in due
parti ma uscirà aleatoriamente da una delle due uscite.
Possiamo quindi concludere che un fotone in ingresso al BS si com-
porterà come una particella indivisibile. La statistica con la quale i
fotoni “sceglieranno” l’uscita dipende dalle caratteristiche costruttive
del BS.
Un BS con un split ratio differente (es. 30:70, 70:30) si comporterà
in modo diverso, indirizzando maggiormente i fotoni verso una o l’al-
tra uscita. Si noti come nel BS 50:50 la scelta dell’uscita (1) o (2) sia
puramente casuale, e questo gioca a nostro favore nel sistema QuAKE.5.1 meccanica quantistica dei bs 99
5.1.2 Beam splitter polarizzante
Figura 5.2.: Beam splitter polarizzante.
Un’altra famiglia di BS di cui è interessante analizzare il comporta-
mento quantistico, sono i beam splitter polarizzanti.3 Questi BS scom-
pongono la radiazione in ingresso nelle due componenti ortogonali,
secondo quanto riportato in ﬁgura 5.2. In generale un PBS riﬂette
la polarizzazione ortogonale alla normale alla superﬁcie riﬂettente, e
trasmette la componente non ortogonale.
Lo studio e la modellizzazione del dispositivo possono essere svolti
separatamente per le due polarizzazioni. Ipotizziamo che il BS abbia
un comportamento ideale, cioè che sia in grado di scomporre perfetta-
mente la radiazione in ingresso secondo le due componenti ortogonali.
Se la radiazione entrante in uno degli ingressi è completamente pola-
rizzata ortogonalmente alla normale essa verrà completamente riﬂessa
verso una delle due uscite (con una denominazione degli ingressi co-
me in ﬁgura B.1 a pagina 183, l’ingresso (1) verrà riﬂesso verso l’uscita
(1), analogamente l’ingresso (2)) verrà riﬂesso verso l’uscita (2). Allo
stesso modo se la radiazione è completamente polarizzata non orto-
gonalmente alla normale, sarà trasmessa verso una delle due uscite
(con una denominazione degli ingressi come in ﬁgura B.1, l’ingresso
(1) verrà trasmesso verso l’uscita (2), analogamente per l’ingresso (2),
che verrà trasmesso verso l’uscita (1).
D’ora in avanti con il termine polarizzazione ortogonale intenderemo
sempre la polarizzazione ortogonale alla normale della superﬁcie se-
miriﬂettente del BS, mentre con polarizzazione non ortogonale la polariz-
3 Indicati anche con PBS: Polarizing Beamsplitter.100 analisi delle ottiche e polarizzazione
zazione non ortogonale alla normale della della superﬁcie semiriﬂet-
tente.
Questo comportamento può essere riassunto con le seguenti matrici












A questo punto abbiamo tutte le informazioni necessarie per analiz-
zare il comportamento del BS da un punto di vista quantistico.
Calcoliamo le aspettazioni delle varie uscite, per le due differenti po-
larizzazioni. Per la polarizzazione ortogonale, il valore dell’aspettazio-
ne del numero di fotoni all’uscita (1) sarà (facciamo sempre riferimenti
ad ingressi nello stato jn0i):
hn0jb+














1 a1 jn0i = n .
(5.19)
Analogamente per l’uscita (2) otteniamo:
hn0jb+














2 a2 jn0i = 0,
(5.20)
mentre per la polarizzazione non ortogonale otteniamo:
hn0jb+














2 a2 jn0i = 0
hn0jb+














1 a1 jn0i = n .
(5.21)
I risultati ottenuti evidenziano chiaramente che un fotone polarizza-
to ortogonalmente all’ingresso (1) potrà solamente essere rilevato all’u-
scita (1), mentre all’uscita (2) non saranno presenti fotoni. Allo stesso
modo, per una polarizzazione non ortogonale, un fotone all’ingresso
(1) uscirà solamente dall’uscita (2).5.2 la polarizzazione 101
Come ultima interessante analisi, consideriamo il caso di fotoni po-
larizzati a 45°. Come abbiamo già visto, tale stato può essere pensato
come una sovrapposizione di uno stato con polarizzazione orizzontale
e di uno verticale: jn% .i = 1 p
2jnli + 1 p
2jn$i.
Ipotizziamo che la polarizzazione verticale coincida con quella or-
togonale, e quella orizzontale con la non ortogonale. In questo caso

















































Nella condizione n = 1 entrambe le aspettazioni sono pari a 1/2.
Un fotone polarizzato a 45° all’ingresso (1) uscirà equiprobabilmente
da una delle due uscite. Questo comportamento è coerente con la
sovrapposizione degli stati quantistici. Idealmente possiamo pensare
che il BS effettui una misura allo stato di polarizzazione del fotone,
facendolo collassare equiprobabilmente nello stato di polarizzazione
verticale o in quello orizzontale.
5.2 la polarizzazione
La polarizzazione è una proprietà della radiazione elettromagnetica
che descrive, per un dato punto dello spazio, la forma e l’orientazione
del vettore campo elettrico in funzione del tempo.
Quando la luce passa attraversa un mezzo o viene riﬂessa da esso,
la sua polarizzazione viene modiﬁcata. La variazione dello stato di
polarizzazione di un’onda, permette di caratterizzare il sistema preso
in considerazione.
Nel concetto classico di luce polarizzata si rappresenta lo stato di
polarizzazione di un’onda luminosa in funzione dell’evoluzione del
suo vettore campo elettrico ~ E.
Se tale vettore, variante nello spazio, descrive una curva stazionaria
durante il periodo di osservazione, allora l’onda si deﬁnisce polarizza-
ta. Diversamente un’onda si deﬁnisce non polarizzata se l’andamento
spaziale del vettore ~ E non segue alcuna legge deterministica.
5.2.1 Rappresentazione generale
Il vettore campo elettrico di un’onda elettromagnetica piana monocro-
matica (o quasi monocromatica), può essere rappresentato attraverso
tre componenti ortogonali nel sistema di coordinate cartesiane.102 analisi delle ottiche e polarizzazione
Se si considera che la luce si propaga lungo l’asse z con direzione
positiva, la componente reale istantanea del vettore campo elettrico











E0x cos(wt   kz + fx)




dove E0x e E0y sono le ampiezze delle componenti Ex(z,t) e Ey(z,t)









E0x cos(wt   kz + fx)
E0y cos(wt   kz + fy)

(5.25)
5.3 i parametri di stokes
Un’onda completamente polarizzata può essere trattata con le equa-
zioni ﬁn’ora scritte, poiché stiamo considerando onde nelle quali E0x,
E0y e f sono pressoché costanti durante il tempo di misura.
Per poter trattare anche onde parzialmente polarizzante, è necessa-
rio introdurre la notazione di Stokes.
I parametri del vettore di Stokes, normalmente chiamati S0, S1, S2
e S3, sono sufﬁcienti a caratterizzare l’ampiezza, la fase e la polariz-
zazione di un’onda. Vengono deﬁniti in funzione delle coordinate
cartesiane del vettore campo elettrico come:
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S2 = 2hExEy cosfi
S3 = 2hExEy sinfi
(5.26)
dove f = fx(t)   fy(t) e hi rappresenta la media temporale della
misura.
Questi quattro parametri sono quantità reali e dimensionalmente
corrispondono a energie:
 S0 è proporzionale alla densità totale di potenza;
 S1 è proporzionale alla densità di potenza delle componenti di
polarizzazione lineare verticale e orizzontale;
 S2 è proporzionale alla densità di potenza delle componenti di
polarizzazione lineare a 45° e 135°;5.3 i parametri di stokes 103
 S3 è proporzionale alla densità di potenza delle componenti di
polarizzazione circolare destrorsa e sinistrorsa.
Il fatto che uno dei parametri di Stokes S1, S2 e S3 abbia un parame-
tro non nullo è dovuto alla presenza di una componente polarizzata
nell’onda luminosa.
5.3.1 Grado di polarizzazione
Il grado di polarizzazione è deﬁnito come il rapporto tra l’intensità
della componente polarizzata e l’intensità totale dell’onda. Si può



















0 6 P 6 1. (5.28)
Quindi se P = 0 l’onda è non polarizzata, mentre se P = 1 l’onda è
completamente polarizzata.
5.3.2 Rappresentazione di alcuni stati di polarizzazione
Nelle ﬁgure 5.3, 5.4, 5.5 e 5.6 sono rappresentati i principali stati di
polarizzazione sulla sfera di Poincaré.4 Sull’equatore della sfera, sono
rappresentati gli stati con polarizzazione lineare (ellitticità nulla).
Nei poli (dove si ha ellitticità pari a 1) si trovano le polarizzazioni
circolari: destrorsa polo sud e sinistrorsa polo nord. L’emisfero nord
corrisponde alle polarizzazioni ellittiche sinistrorse, mentre l’emisfero
sud corrisponde alle polarizzazioni ellittiche destrorse.
4 La sfera di Poincaré è uno strumento utile, che permette di rappresentare lo stato di
polarizzazione e visualizzazione facilmente una trasformazione di polarizzazione.104 analisi delle ottiche e polarizzazione
Figura 5.3.: Rappresentazione della sfera di Poincaré.
Figura 5.4.: Rappresentazione dei principali stati di polarizzazione sulla
sfera di Poincaré.
5.4 le matrici di muller
Prendiamo ora in considerazione lo studio dell’interazione della lu-
ce polarizzata, con elementi che possono cambiare lo stato di pola-5.4 le matrici di muller 105
Figura 5.5.: Il formalismo di Stokes e la sfera di Poincaré.
rizzazione. Per fare ciò si sfrutteranno le potenzialità matematiche
permesse dalla rappresentazione matriciale dei parametri di Stokes.
Nella ﬁgura 5.7 nella pagina seguente è rafﬁgurato un fascio inci-
dente che interagisce con un elemento polarizzante, e il relativo fa-
scio uscente, caratterizzato dai rispettivi parametri di Stokes, dove
i = 0,1,2,3. Assumiamo ora che S0
1 possa essere espresso come com-
binazione lineare dei quattro parametri di Stokes del fascio incidente,
attraverso le seguenti relazioni:
S0
0 = m00S0 + m01S1 + m02S2 + m03S3
S0
1 = m10S0 + m11S1 + m12S2 + m13S3
S0
2 = m20S0 + m21S1 + m22S2 + m33S3 (5.29)
S0
3 = m30S0 + m31S1 + m32S2 + m33S3 .
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Figura 5.6.: Il formalismo di Stokes e la sfera di Poincaré.
Figura 5.7.: Interazione tra un fascio polarizzato e un elemento polarizzante.
oppure:
S0 = MS , (5.31)
dove S e S0 sono i vettori di Stokes e M è la matrice conosciuta
anche come matrice di Mueller.
Quando un fascio ottico interagisce con la materia, le sue caratteri-
stiche di polarizzazione vengono spesso alterate. Lo stato di polariz-
zazione può essere modiﬁcato da:5.5 il polarizzatore 107
 un cambiamento di intensità;
 un cambiamento di fase;
 un cambiamento di direzione delle componenti ortogonali del
campo;
 un trasferimento di energia tra uno stato polarizzato e uno non
polarizzato.
Un dispositivo ottico che modiﬁca le ampiezze ortogonali in ma-
niera non uniforme, è anche detto polarizzatore o diattenuatore. Allo
stesso modo, un dispositivo ottico che introduce uno sfasamento tra
le componenti ortogonali del campo è chiamato ritardatore o lamina
ritardatrice. Se l’elemento ottico ruota le componenti ortogonali del fa-
scio di un certo angolo q si dice rotatore. Inﬁne, se l’energia degli stati
polarizzati si trasferisce verso uno stato non polarizzato, l’elemento si
deﬁnisce depolarizzatore.
Questi effetti si possono comprendere facilmente analizzando le
componenti trasverse del campo elettrico di un’onda piana:
Ex(z,t) = E0x cos(wt   kzdx) (5.32)
Ey(z,t) = E0y cos(wt   kzdy) (5.33)
Le equazioni sopracitate, possono essere modiﬁcate variando le am-
piezze E0x e E0y, le fasi dx e dy, oppure le direzioni Ex(z,t) e Ey(z,t). I
dispositivi che generano questi cambiamenti al campo elettrico, sono
quelli descritti in precedenza, cioè polarizzatori, ritardatori e rotatori.
5.5 il polarizzatore
Un polarizzatore è un dispositivo ottico che attenua le componenti
ortogonali di un fascio ottico in maniera non uniforme, ovvero un
polarizzatore è un attenuatore anisotropico; i suoi due assi ortogonali
di trasmissione vengono solitamente indicati con px e py.
Se un polarizzatore viene utilizzato per polarizzare la luce, allora
viene anche chiamato generatore, mentre se viene utilizzato per ana-
lizzare la luce polarizzata viene detto analizzatore. Se le componenti
ortogonali del fascio incidente sono attenuate in maniera uniforme al-
lora il polarizzatore si comporta come un ﬁltro attenuatore. Nella ﬁgu-
ra 5.8 nella pagina successiva viene rappresentato un fascio incidente
su un polarizzatore e il corrispondente fascio in uscita. Le componenti
del fascio incidente sono rappresentate da Ex e Ey mentre quelle del
fascio uscente sono indicate come E0
x ed E0
y e sono parallele a quelle
iniziali. I campi sono legati dalle relazioni:108 analisi delle ottiche e polarizzazione
Figura 5.8.: Rappresentazione di un elemento polarizzante con coefﬁcienti
di trasmissione px e py.
E0
x = pxEx 0  px  1 (5.34)
E0
y = pyEy 0  py  1 (5.35)
I fattori px e py sono i coefﬁcienti di trasmissione degli assi ortogo-
nali del polarizzatore. Quando si ha un attenuazione nulla o completa
trasmissione, allora px(py) = 1, mentre quando si ha attenuazione
totale px(py) = 0





































Sostituendo le equazioni (5.35) all’interno delle (5.43) e utilizzando








































0 0 2pxpy 0













































0 0 2pxpy 0








0  px,y  1 (5.45)
L’equazione (5.45) rappresenta la matrice di Mueller di un polarizza-
tore con coefﬁcienti di trasmissione px e py. In generale, l’esistenza del
termine m33 indica che la polarizzazione uscente del fascio è ellittica.
5.5.1 Polarizzatore ideale
Un polarizzatore ideale trasmette lungo un solo asse, mentre attenua
completamente nell’asse ortogonale. Questo comportamento può es-
sere descritto ponendo uno dei due coefﬁcienti di trasmissione pari a









1 1 0 0
1 1 0 0
0 0 0 0




L’equazione (5.46) è la matrice di Mueller di un polarizzatore ideale,
che polarizza la luce solo lungo l’asse x. Questo viene spesso chiamato
polarizzatore lineare orizzontale, assegnando la dimensione orizzonta-
le all’asse delle ascisse. Nel caso in cui il coefﬁciente di trasmissione px








1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0
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Se il fascio incidente è completamente non polarizzato, allora la mas-
sima intensità del fascio uscente da un polarizzatore lineare ideale
perfetto è solo il 50% dell’intensità originaria. In generale, tutti i pola-
rizzatori lineari si possono descrivere attraverso la relazione (5.45). In
natura l’unico elemento che si avvicina molto alle caratteristiche del
polarizzatore lineare ideale è la calcite.
Per un polarizzatore lineare con asse orientato in maniera arbitra-
ria è utile poter riscrivere la matrice di Mueller attraverso le fun-




y = p2 (5.48)
px = pcosg , py = psing (5.49)








1 cos2g 0 0
cos2g 1 0 0
0 0 sin2g 0




5 0  g  p/2. (5.50)
Per un polarizzatore ideale perfetto si ha p = 1, per un polarizzatore
lineare orizzontale g = 0, mentre per un polarizzatore lineare verticale
g = p/2.
Il motivo per il quale questi tipi di polarizzatore si deﬁniscono idea-
li è il seguente: qualunque sia la polarizzazione del fascio d’ingresso,
in uscita il polarizzatore ideale darà sempre una luce polarizzata li-
nearmente. Tuttavia, siccome il fattore 2pxpy nell’equazione (5.45) in
realtà non è mai nullo, tutti i polarizzatori lineari generano sempre
luce polarizzata ellitticamente.
5.6 filtro nd







1 0 0 0
0 1 0 0
0 0 1 0





che è la matrice unitaria. Questa matrice mostra come lo stato di po-
larizzazione non venga modiﬁcato da un ﬁltro attenuatore, ma venga
solo ridotta l’intensità del fascio incidente di un fattore p2. Osservando
l’equazione (5.51) si può dedurre che l’intensità I0 del fascio uscente è:5.7 lamina ritardatrice 111
I0 = p2I (5.52)
dove I rappresenta l’intensità del fascio entrante.
5.7 lamina ritardatrice
Figura 5.9.: Propagazione di un fascio polarizzato attraverso una lamina
ritardatrice.
Una lamina ritardatrice è un elemento polarizzante che modiﬁca la
fase del fascio ottico. Comunemente viene anche chiamato ritardato-
re o compensatore. La lamina ritardatrice introduce uno sfasamento
f tra le componenti ortogonali del campo incidente. Questo può es-
sere anche visto come uno sfasamento di f/2 lungo l’asse x e uno
sfasamento di  f/2 lungo l’asse y. Nella ﬁgura 5.9 sono rappresen-
tati il fascio entrante e uscente da un ritardatore. Le componenti del
fascio uscente, sono legate a quelle del fascio incidente attraverso le
relazioni:
E0
x(z,t) = e+f/2 Ex(z,t) (5.53a)
(5.53b)
E0
y(z,t) = e f/2 Ey(z,t) (5.53c)
Riferendosi di nuovo alla deﬁnizione dei parametri di Stokes e so-
stituendo le equazioni (5.53b) e (5.53c) all’interno delle prime si trova112 analisi delle ottiche e polarizzazione
che:
S0
0 = S0 (5.54a)
S0
1 = S1 (5.54b)
S0
2 = S2 cosf + S3 sinf (5.54c)
S0
3 =  S2 cosf + S3 sinf (5.54d)



















1 0 0 0
0 1 0 0
0 0 cosf sinf














Si può notare, che per un ritardatore ideale non c’è perdita di in-
tensità, cioè S0
0 = S0. Dall’equazione (5.55) si ricava che la matrice di






1 0 0 0
0 1 0 0
0 0 cosf sinf





Analizziamo ora due casi speciali della matrice (5.56) che sono spes-
so utilizzati nell’ottica: la lamina a quarto d’onda o l/4 (f = p/2,
cioè la fase di una delle componenti della luce è ritardata di in un
quarto d’onda rispetto alla sua componente ortogonale), e quello della
lamina a mezz’onda o l/2 (f = p, cioè la fase di una delle compo-
nenti della luce è ritardata di mezz’onda rispetto alla sua componente
ortogonale).
Naturalmente, una lamina ritardatrice dipende in maniera diretta
dalla lunghezza d’onda della luce, anche se ne esistono alcune acro-







1 0 0 0
0 1 0 0
0 0 0 1





La lamina a quarto d’onda ha la proprietà di trasformare un fa-
scio polarizzato linearmente con asse a +45° o a  45° rispetto all’asse
veloce del ritardatore, in un fascio con polarizzazione circolare de-
strorsa o sinistrorsa rispettivamente. Per dimostrare questa proprietà
è sufﬁciente considerare il vettore di Stokes di un fascio polarizzato




























che rappresenta il vettore di Stokes per un fascio con polarizza-
zione circolare destrorsa (sinistrosa). La trasformazione della luce
polarizzata circolarmente è un’applicazione importante della lamina
l/4. Viceversa, se il fascio incidente su una lamina a quarto d’onda















che rappresenta il vettore di Stokes per un fascio polarizzato linear-
mente a  45° o +45°.
Un’altra importante tipologia di lamine ritardatrici è quella delle






1 0 0 0
0 1 0 0
0 0  1 0




Una lamina a mezz’onda è caratterizzata da una matrice diagonale.
I termini m22 = m33 =  1 rovesciano l’ellitticità e l’azimut dello stato
di polarizzazione del fascio incidente. Sia l’angolo di azimut q sia
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Moltiplicando il generico vettore di Stokes S = [S0,S1,S2,S3]T per


















































= sin2e . (5.65b)
Perciò:
q0 = p/2  q (5.66a)
e0 = p/2+ e (5.66b)
quindi le lamine l/2 possiedono la proprietà di ruotare l’ellisse di
polarizzazione.
5.8 beam splitter non polarizzante









1 1 0 0
1 1 0 0
0 0 0 0





che rappresenta proprio la matrice unitaria. Questa mostra come lo
stato di polarizzazione non venga modiﬁcato da un BS non polariz-
zante.5.9 specchi 115
5.9 specchi
Uno specchio è un elemento non polarizzante, ma è molto sensibile
all’angolo di incidenza del fascio. Ricordando i parametri di trasmis-








= py exp(ify) . (5.68b)
Queste equazioni nel caso di un’onda incidente, possono essere






































































0 0 2pxpy cosd 2pxpy sind
























dove d = fx   fy.
Consideriamo ora un fascio incidente a +45, linearmente polarizza-
to, così da avere Ex = Ey. Introduciamo ora l’angolo a (generalmente
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dove P è un numero reale, il quale viene rideﬁnito come:
P = tany (5.79)





D = fy   fx. (5.80)
Notiamo che a è un numero reale solamente in questi due casi:
1. Con incidenza normale (qi = 0), quindi P = 1 e d = p.
2. Con incidenza radente (qi = p/2), quindi P = 1 e d = 0.
Se non consideriamo questi due valori estremi di incidenza, esiste
un angolo ¯ qi chiamato angolo principale di incidenza per il quale d = p/2.
Valutiamo ora gli effetti che derivano da questa scelta. Riscriviamo ora
l’equazione (5.80) come:
py = Ppx. (5.81)
Sostituendo questa equazione in (5.77) otteniamo il vettore di Stokes























1+ P2  (1  P2) 0 0
 (1  P2) (1+ P2) 0 0
0 0 2Pcosd 2Psind








































































































Notiamo che c è più grande quando d = p/2 ma quando y = 0.






























































= 0 . (5.89)6
TRASMETTITORE
Per realizzare la parte elettronica di QuAKE, si è scelto di afﬁdarsi al-
la tecnologia delle FPGA (Field Programmable Gate Array). Si tratta di
schede programmabili prodotte su larga scala per le applicazioni più
disparate; per meglio comprendere, dunque, i perché dell’utilizzo di
questi dispositivi, si intende fornire in questo capitolo una descrizione
esaustiva delle loro caratteristiche hardware e della piattaforma soft-
ware su cui si basa la loro programmazione, nonché fare un confronto
con le altre soluzioni tecnologiche offerte dal mercato.
Si descriverà inoltre lo schema del trasmettitore in dettaglio.
6.1 programmable logic device
Le schede FPGA rientrano nella più vasta categoria dei PLD (Program-
mable Logic Device), ovvero quei componenti elettronici la cui funzio-
ne logica viene stabilità attraverso una procedura di programmazione
post-fabbricazione. I PLD sono generalmente divisi in due sottoclas-
si: i CPLD (Complex Programmable Logic Device) e gli SPLD (Simple
Programmable Logic Device), a seconda che abbiano un numero di pin
rispettivamente maggiore o minore di 48.
Il ruolo dell’FPGA è divenuto predominante con la crescente neces-
sità di dispositivi che potessero rappresentare un buon compromesso
tra le peculiarità dei circuiti integrati programmabili, versatili e veloci
da progettare e realizzare ma limitati a funzioni relativamente sempli-
ci, e dei circuiti integrati per applicazioni speciﬁche, i cosiddetti ASIC
(Application Speciﬁc Integrated Circuits), in grado di risolvere problemi
di complessità molto maggiore a scapito però della fase di proget-
to e fabbricazione, più lunga e costosa, e della riconﬁgurabilità del
dispositivo, non più possibile.
Le prime FPGA furono proposte da Xilinx negli anni ’80, adottavano
la tecnologia CMOS con memoria di riconﬁgurazione SRAM e ripren-
devano l’architettura dei primi CPLD, utilizzando però un maggior
numero di blocchi logici di complessità inferiore organizzati in una
griglia di interconnessioni con matrici di commutazione agli incroci.
La struttura base di FPGA e CPLD è tuttora abbastanza simile, tanto
119120 trasmettitore
Figura 6.1.: ML403 con chip Virtex-4 fronte.
che genericamente i due termini vengono spesso confusi; ci sono in
realtà alcune differenze a livello strutturale:
 complessità: per i CPLD tipicamente varia da 1 kgate a 100 kgate,
per le FPGA da 10 kgate a 10 Mgate;
 granularità: nei CPLD è presente un numero limitato di blocchi
logici programmabili (da 1 a 100) di dimensioni maggiori (alcune
decine di ingressi), viceversa, nelle FPGA vi sono più blocchi
logici (da 100 a 100000) meno complessi (da 2 a 6 ingressi e 1 o 2
registri) che richiedono, tuttavia, una griglia di interconnessioni
più articolata;
 ritardi: i tempi di propagazione per quanto riguarda i CPLD
dipendono in maniera preponderante dai blocchi logici mentre il
contributo delle interconnessioni può essere calcolati in maniera
abbastanza accurata a priori; al contrario nel caso delle FPGA
prevale il ritardo dovuto alle interconnessioni e quindi non può
essere stimato in modo preciso in fase progettuale a causa della
forte dipendenza dal piazzamento dei blocchi nel circuito;
 tecnologia di programmazione: per i CPLD va per la maggiore l’EE-
PROM/FLASH mentre per le FPGA è solitamente ad antifusibile
o SRAM.
6.2 motivazioni della scelta dell’fpga
Nel valutare quale tecnologia fosse più adatta a realizzare il sistema,
è stato necessario tener conto dei pro e dei contro che intrinsecamen-
te ciascuna soluzione presentava. Concentrando la nostra analisi sui6.3 xilinx virtex-4 ml40x 121
dispositivi ASIC e FPGA, è risultato chiaro come questi ultimi fossero
maggiormente ﬂessibili per le nostre esigenze, consentendo la ripro-
grammazione del chip a disposizione e la simulazione le suo compor-
tamento in ogni fase del progetto. In questo modo è stato possibile
apportare continue modiﬁche al software, modiﬁche divenute essen-
ziale per correggere errori e malfunzionamenti imprevisti e afﬁnare le
funzionalità del sistema per ottimizzarne l’efﬁcienza.
Figura 6.2.: ML403 con chip Virtex-4 retro.
Ovviamente questo ragionamento è stato fatto tenendo conto della
natura provvisoria del progetto; diversa sarebbe stata la valutazione se
il sistema deﬁnito in ogni suo aspetto fosse stato destinato alla produ-
zione su larga scala: in tal caso l’impiego di circuiti integrati dedicati
si sarebbe fatto preferire per l’abbattimento dei costi.
6.3 xilinx virtex-4 ml40x
Dopo aver fatto una panoramica sulle tecnologie che consentono di im-
plementare applicazioni come quella in discussione, e spiegati i perchè
della scelta dell’FPGA come migliore soluzione al problema, andiamo
nel dettaglio dell’hardware utilizzato per realizzare il TDC.
La board a cui si è fatto riferimento è la ML605 con chip Virtex-
6 prodotta dalla Xilinx, azienda leader nella progettazione e vendita
di dispositivi logici programmabili basati su semiconduttori. Questa
piattaforma fornisce, oltre all’FPGA vera e propria, tutta una serie di
componenti utili per l’acquisizione, la memorizzazione e l’elaborazio-
ne dei dati, nonché l’hardware necessario per la comunicazione con
altri dispositivi quali, ad esempio, un’altra scheda programmabile o





3 Differential Clock Input and Outup with SMA connectors
4 Oscillator Sockets
5 LCD Brightness and Contrast Adjustment
6 DIP Switches
7 User and Error LEDs
8 User PushButtons
9 CPU Reset Button
10 XGI Expansion Headers
11 Stereo AC97 Audio Codec
12 RS-232 Serial Port
13 16-Characters  2-Line LCD
14 IIC Bus with 8-kB EEPROM
15 VGA Output
16 PS/2 Mouse and Keyboard Ports
17 System ACE and CompactFlash Connector
18 ZBT Synchronous SRAM
19 Linear Flash Chips
20 Xilinx XC95144XL CPLD
21 10/100/1000 Tri-Speed Ethernet PHY
22 USB Controller with Host and Peripheral Ports
23 Xilinx XCF32P Platform Flas PROM Conﬁguration
24 JTAG Conﬁguration Port
25 Onboard Power Supplies
26 AC Adapter and Input Power Swirch/Jack




31 Conﬁguration Adress and Mode DIP Switches
32 Encryption Key Battery
33 Conﬁguration Source Selector Switch
Tabella 6.1.: Lista dei componenti hardware della scheda ML4036.3 xilinx virtex-4 ml40x 123
Questa ampia varietà di componenti permette all’FPGA di essere
uno strumento in grado di adattarsi alle più disparate tipologie di ap-
plicazioni, secondo la ﬁlosoﬁa propria dei dispositivi general purpose.
Ovviamente le risorse funzionali al nostro progetto rappresentano
solo una minima parte del potenziale disponibile.
Il nucleo fondamentale della board Virtex-4 è il chip montato su di
essa; è infatti grazie all’FPGA vera e propria che è possibile elaborare
e immagazzinare i segnali provenienti dalle varie periferiche, sfruttan-
do gli elementi che la costituiscono al suo interno. Andiamo allora ad
approfondire questo aspetto, descrivendo in successione le caratteristi-
che e l’utilizzo dei blocchi logici, delle look-up table e degli elementi
di memoria.
6.3.1 Conﬁgurable Logic Block
Con l’acronimo CLB (Conﬁgurable Logic Blocks) si fa riferimento alla
risorsa indispensabile per l’implementazione di circuiti sequenziali e
combinatori all’interno dell’FPGA: i blocchi logici.
Un FPGA è sostanzialmente organizzata in una matrice quadrata
centrale di blocchi logici e in una serie di blocchi periferici che si in-
terfacciano con l’esterno. Un reticolo di piste elettriche garantisce che
qualsiasi elemento sia raggiungibile da un altro; è il progettista che,
in base alle proprie esigenze, decide come sfruttare blocchi e intercon-
nessioni: in particolare, programmare un blocco logico signiﬁca deter-
minare la funzione logica a cui sarà adibito, programmare un blocco
di interfaccia equivale a speciﬁcare la direzione del trafﬁco di segnali
che lo coinvolgono mentre programmare una pista elettrica consente
di realizzare la connessione ﬁsica tra i blocchi appena citati.
Ogni blocco logico contiene due slice, organizzate in colonne e prive
di connessioni dirette tra loro. Una slice presenta al suo interno quat-
tro generatori di funzioni logiche (Look-Up Table), quattro elementi di
memoria, una serie di multiplexer aventi funzioni diverse e la logica di
charry. A queste risorse di base, proprie delle cosiddette SLICEL, si ag-
giungono funzionalità supplementari per una categoria particolare di
slice: le SLICEM. Si tratta di slice di complessità maggiore che suppor-
tano la memorizzazione dei dati tramite l’utilizzo di RAM distribuita
e logica di scorrimento con registri a 32 bit.
6.3.2 Look-Up Table
La generazione di funzioni logiche viene realizzata tramite look-up
table, ovvero strutture dati la cui consultazione (in inglese, appun-
to, lookup) permette di risparmiare operazioni di calcolo a runtime
che presentano una maggiore complessità temporale. Accedere a un
valore salvato in memoria, infatti, risulta spesso più veloce rispetto
all’elaborazione dati, garantendo così un guadagno temporale anche124 trasmettitore
signiﬁcativo. Il principio mediante il quale attraverso le look-up ta-
ble vengono realizzate funzioni logiche consiste nell’associare ad ogni
ammissibile combinazione di dati in ingresso una corrispondente con-
ﬁgurazione di dati in uscita, non necessariamente univoca. Nel chip
Virtex-4 questi elementi presentano 6 ingressi (A1  A6) e 2 uscite
(O5 e O6) indipendenti per ogni slice, permettendo di implementare
qualsiasi funzione booleana a 6 ingressi o, in alternativa, coppie di fun-
zioni a 5 ingressi che condividano però le entrate in comune (solo in
questo caso le due uscite sono entrambe utilizzate). Il tempo di propa-
gazione attraverso una LUT è indipendente dalla funzione che viene
realizzata. Come si può vedere dalla ﬁgura, i segnali provenienti dalle
LUT possono essere prelevati direttamente dalle porte dedicate (A, B,
C, D per le uscite O6; AMUX, BMUX, CMUX, DMUX per le uscite
O5), entrare nella porta XOR dedicata dall’uscita O5, fungere da in-
gresso per il multiplexer della charry chain attraverso la stessa uscita
o ancora essere convogliati come ingresso D nell’elemento di memoria
(ﬂip-ﬂop). Un ulteriore via percorribile è rappresentata dai multiple-
xer F7AMUX e F7BMUX, che assieme a un terzo componente F8MUX
consentono la combinazione di un massimo di 4 LUT per l’implemen-
tazione di funzioni, rispettivamente, a 7 o 8 ingressi nella stessa slice.
Non sono presenti connessioni dirette tra slice per formare generatori
di funzioni a più di 8 ingressi all’interno del blocco logico, tuttavia è
possibile realizzare comunque lo scopo utilizzando slice distinte.
6.3.3 Elementi di memoria
Gli elementi di memoria presenti nelle slice della Virtex-4 possono es-
sere conﬁgurati come ﬂip-ﬂop di tipo D sensibili al fronte di salita
o discesa (edge-triggered) oppure come latch sensibili al livello logico
(level-sensitive). L’ingresso D può essere collegato direttamente all’u-
scita di una LUT attraverso i multiplexer AFFMUX, BFFMUX, CFF-
MUX e DFFMUX, oppure si può bypassare la logica interna della slice
connettendolo direttamente con gli ingressi AX, BX, CX, DX. Quan-
do vengono conﬁgurati come latch, tali elementi di memoria risultano
trasparenti se il clock di sistema è nello stato logico basso. I segna-
li di controllo (CLK, CE, SR, REV) sono comuni a tutti gli elementi
di memoria all’interno della slice. Quando un ﬂip-ﬂop presenta il se-
gnale SR o il segnale CE attivo, gli altri ﬂip-ﬂop utilizzati nella slice
avranno anch’essi lo stesso segnale abilitato; solo il clock ha polarità
indipendente e ogni inverter posizionato su tale segnale viene auto-
maticamente assorbito. I segnali CE, SR, REV sono attivi alti. Il pri-
mo forza l’elemento di memoria in uno stato speciﬁcato dall’attributo
SRHIGH o SRLOW: SRHIGH a livello logico alto in corrispondenza di
segnale SR attivo, mentre SRLOW a livello logico basso. Quando SR
viene utilizzato, unsecondo ingresso opzionale (DX) impone all’uscita
lo stato opposto attraverso il segnale REV.6.4 ambiente di sviluppo progettuale e tool di simluazione e analisi 125
Figura 6.3.: Schema generale del trasmettitore.
6.4 ambiente di sviluppo progettuale e tool
di simluazione e analisi
Il software di programmazione per le board è ISE, un pacchetto for-
nito dalla stessa compagnia che produce il chip, la Xilinx. Grazie a126 trasmettitore
esso è possibile usufruire di una serie di strumenti per la progetta-
zione e l’analisi di circuiti digitali con l’implementazione su FPGA e
CPLD, il tutto mediante un’interfaccia graﬁca semplice e intuitiva.1 Il
ﬂusso di progetto è articolato secondo una struttura a livelli e include
la creazione di modelli cosiddetti HDL (Hardware Description Langua-
ge), espressi in linguaggio VHDL o Verilog, la veriﬁca di tali modelli
tramite simulazioni a eventi e il trasferimento del programma nella
piattaforma ﬁsica. I linguaggi di descrizione hardware nominati per-
mettono di deﬁnire i componenti funzionali al progetto e istanziarli in
una struttura gerarchica. Il sistema che ne risulta può essere analizza-
to a diversi stadi di astrazione, dalla descrizione di sistema ﬁno alla
rete di porte logiche.
Nel livello di astrazione più alto (detto comportamentale o, in in-
glese, behavioural) vengono deﬁnite le operazioni che ISE provvederà
poi a implementare sull’hardware nella sequenza corretta, senza però
informazioni temporali. A livello strutturale viene rappresentata, in-
vece, l’architettura interna del sistema, formata dai componenti di più
basso livello e dalle relative connessioni; questo stadio presuppone la
scelta degli elementi che realizzeranno i task richiesti dal progetto. In
posizione intermedia tra queste due si trova l’astrazione di tipo RTL
(Register Transfer Level), nella quale viene descritta la composizione del
dispositivo sviluppato in termini di registri, logica combinatoria, bus
e unità di controllo, assegnando le operazioni a un determinato ciclo
di clock (le speciﬁche relative alle caratteristiche temporali verranno
descritte in modo approfondito in seguito). Va precisato, tuttavia, che
indipendentemente dal livello di astrazione scelto come punto di par-
tenza per la progettazione, il software ISE si occupa dell’implementa-
zione dei restanti passi necessari per raggiungere la descrizione del-
l’architettura a livello più basso, ovvero appunto delle porte logiche,
permettendo l’inserimento manuale di vincoli che regolino ogni step
di tale processo. La descrizione di un modulo VHDL consta di due
elementi principali:
 un’interfaccia (entity) che descrive solamente i terminali di I/O
e la denominazione del circuito;
 una o più implementazioni (architecture) nelle quali è deﬁnito il
comportamento e la struttura interna dell’oggetto.
In ciascuna architecture vi è una prima parte, denominata dichiarati-
va, nella quale vengono elencati i segnali interni, speciﬁcando la tipo-
logia di dato, e una seconda parte, detta assertiva, dove sono descritte
le operazioni logiche tra segnali e speciﬁcate le istruzioni di assegna-
zione. Per comprendere la logica di un linguaggio di programmazione
destinato all’hardware è necessario aver presente, anche al ﬁne di fare
proprio il meccanismo di simulazione che verrà trattato più tardi, due
concetti fondamentali: quelli di segnale e di processo.
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Un segnale è una struttura dati in grado di rappresentare forme
d’onda nel tempo. E’ identiﬁcato dalla parola chiave signal, a esso è
associato un tipo e (opzionale) un valore iniziale. L’operazione tramite
la quale si fa uso di segnali è detta assegnazione e ha una sintassi di
questo tipo:
P ( A  B (6.1)
A sinistra del segno di assegnazione (<=) c’è il target (P), nella
parte destra c’è il signal driver, in questo caso costituito dall’operazione
booleana tra due segnali. L’assegnazione stabilisce un legame tra i
suoi ingressi (i segnali contenuti nel driver) e l’uscita (il target) e viene
attivata soltanto quando si veriﬁca un evento, ovvero un cambiamento
di valore di uno dei segnali del driver.
Grazie a questa proprietà il linguaggio VHDL riesce a riprodur-
re la simultaneità dell’esecuzione di operazioni propria dei circuiti
elettronici. La disposizione delle assegnazioni all’interno del codice,
dunque, non inﬂuenza l’ordine temporale con cui queste verranno
effettivamente eseguite.
Un altro costrutto fondamentale nella programmazione VHDL è il
processo. Un processo è un blocco di codice, che descrive il funziona-
mento di un modulo di logica sequenziale o combinatoria, la cui pecu-
liarità è quella di attivarsi esclusivamente quando accede un evento su
particolari segnali, i segnali appartenenti alla sensitivity list. Quando
ciò si veriﬁca, si attiva, appunto, l’esecuzione del processo e vengono
presi in considerazione eventuali eventi sui driver interni del blocco
secondo una particolare procedura che caratterizza il procedimento di
simulazione a eventi.
ISE permette l’impiego di segnali, ovvero strutture dati in grado dir
rappresentare forme d’onda variabili nel tempo. Inoltre, ogni modu-
lo VHDL può essere espresso mediante la vista schematic che dà una
rappresentazione simbolica dell’oggetto considerato evidenziando i se-
gnali di input e output e le interconnessioni con gli altri moduli. La
programmazione in questa modalità permette di sempliﬁcare l’analisi
di strutture complesse scomponendo intuitivamente il sistema nei suoi
sottoblocchi costituenti. Lo stesso inserimento dei moduli IP (Intellec-
tual Property) - i blocchi circuitali parzialmente o totalmente prepro-
gettati e messi a disposizione del programmatore - risulta immediata
grazie all’utilizzo di tale opzione.
6.4.1 Debugging
ISE integra alla serie di strumenti forniti da Xilinx un tool di debug
per la veriﬁca del corretto funzionamento del progetto: il simulatore
a eventi. Si tratta di un software in grado di applicare al sistema sotto
analisi una successione temporale di ingressi e veriﬁcare il comporta-
mento del circuito osservando i segnali che progressivamente vengono128 trasmettitore
posti in uscita. E’ possibile scegliere sia quali stimoli applicare al mo-
dulo VHDL compilato sia le caratteristiche temporali che questi pre-
senteranno all’interno della simulazione del design. Le caratteristiche
principali del simulatore sono:
 il modello interno del tempo;
 l’aggiornamento dei segnali;
 l’esecuzione dei processi e dei driver (cosiddetto event processing)
Come poc’anzi illustrato, un evento su un segnale appartenente alla
sensitivity list di un processo ne attiva l’esecuzione. I segnali target
che dipendono da tale segnale subiscono un transazione e il nuovo va-
lore che devono assumere viene posto nella coda degli eventi. Una volta
eseguiti tutti i driver sensibili all’evento, e inserite nella coda tutte le
transazioni dei segnali target, il simulatore passa a considerare l’ele-
mento successivo alla coda. Se l’aggiornamento del relativo segnale ne
provoca il cambiamento di valore si ha un evento che, come più volte
detto in precedenza, attiva i driver a esso sensibili facendo ripartire il
processo descritto. L’esempio che segue fa riferimento a un semplice
full adder, di cui si presenta il codice VHDL:
entity FULL_ADDER is
port(A, B, CI: in bit;
CO, S: out bit);
end FULL_ADDER
architecture BHV of FULL_ADDER is
signal P, G: bit;
begin
P <= A xor B;
G <= A and B;
S <= P xor CI;
CO <= (P and CI) or G;
end BHV;
Impostando le commutazioni dei due segnali di ingresso è possibile
osservare come il simulatore compie le operazioni di aggiornamento
dei segnali ed esecuzione dei driver. La tabella seguente rappresenta
la coda degli eventi che si aggiornerà nel corso della simulazione:
5ns 10ns
A ! 1 B ! 1
La commutazione di A a livello 010 è un evento dal momento che
il suo valore di partenza era 000. Se si considera il codice precedente,
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P <= A xor B;
G <= A and B;
si può notare come le transazioni dei due segnali target vengano
aggiunte alla coda e nel riferimento temporale del simulatore tali tran-
sazioni avvengano nello stesso istante della commutazione di A a
010.
5ns 5ns 5ns 10ns
A ! 1 P ! 1 G ! 0 B ! 0
Giunti a questo punto, si passa a considerare il primo evento suc-
cessivo nella coda degli eventi: il passaggio di P a ’1’. Il nuovo valore
viene confrontato con quello che precedentemente era stato assunto:
poichè questi risultano differenti, P ! 1 è davvero un evento e la for-
ma d’onda del segnale P viene aggiornata al livello richiesto. Come è
stato fatto per A, vengono ora analizzati tutti i driver sensibili a P e,
dunque, aggiunte alla coda le transazioni dei target:
S <= P xor CI;
CO <= (P and CI) or G;
La nuova coda degli eventi risulta:
5ns 5ns 5ns 10ns
A ! 1 P ! 1 G ! 0 S ! 1 CO ! 0 B ! 0
La transazione successiva nella coda degli eventi è G ! 0; visto
che il valore precedente di G è ’0’ non si ha un evento, nessun driver
sensibile a G viene attivato e la forma d’onda di G non necessita di
essere aggiornata. Viene allora presa in considerazione la transazione
S ! 1, ripetendo il ciclo di operazioni ﬁnora eseguite.
6.5 protocollo di comunicazione
Il trasmettitore ed il ricevitore realizzano la parte ﬁsica del protocollo
B92. Per poter comunicare è necessario la presenza dei livelli superio-
ri del protocollo di comunicazione. Queste funzioni sono demandate
ad un PC di controllo e all’elettronica di controllo dei due dispositivi
ottici di trasmissione e ricezione. A tale scopo è stato pensato e realiz-
zato un protocollo che si adatta alla struttura ottica di QuAKE. Questo
protocollo viene implementato da un PC che comanda il device del
trasmettitore, il quale è conﬁgurabile tramite Matlab. Tramite questo
semplice software è possibile scegliere la frequenza di ripetizione del
laser di sincronia, impostare il numero di frame e il numero di slot da130 trasmettitore
trasmettere e abilitare o disabilitare i due laser di informazione. Tutti
questi parametri possono essere modiﬁcati prima di ogni invio.
Figura 6.4.: Struttura di uno slot.
Tuttavia nei lavori precedenti di tesi si era adottata una conﬁgu-
razione ottimale che verrà utilizzata ora per descrivere in breve il
protocollo:
1. Il laser di sincronismo viene attivato per sparare alcuni impulsi
di sincronizzazione con Bob;
2. Il laser di sincronismo spara l’header in uno slot temporale di
800 ns: una sequenza di 11 bit che identiﬁca il numero del frame.
Un bit di start di valore 1 seguito da nove bit che codiﬁcano
il numero del frame a cui segue un bit 1 di stop che segnala
la ﬁne dell’header. In questa sequenza, la codiﬁca dei bit che
identiﬁcano il numero dell’header viene realizzata modulando il
laser di sincronismo con la tecnica PDM nel seguente modo:2
 Per ciascun bit viene riservato un intervallo temporale di
800 ns, cioè 16 impulsi fondamentali da 50 ns;
 Per codiﬁcare il bit 1 il laser viene mantenuto attivo per
400 ns, mentre per il bit 0 la durata è di 200 ns. Que-
sta codiﬁca può comunque essere modiﬁcata grazie alla
riconﬁgurabilità del trasmettitore.
3. Inizia la trasmissione dei qubit secondo lo slot riportato in 6.4.
Uno slot è composto da un impulso di sincronismo di durata di
200 ns a cui seguono i due qubit. Ogni singolo intervallino ha
una durata di 100 ns, pertanto ogni impulso dei laser di informa-
zione ha una durata di 100 ns. Si noti che per generare un qubit
si attiva solamente un laser alla volta, quindi i bit che arrivano
al gate dei laser saranno sempre essere uno il negato dell’altro;
4. La comunicazione procede con la trasmissione di 128 slot per
ogni frame, secondo quanto descritto nel punto precedente, per
un totale di 234 qubit trasmessi in ogni frame;
2 Pulse Duration Modulation: modulazione che utilizza impulsi di durata differente
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5. Al termine di un frame si procede a trasmettere quello successivo
partendo dal punto (2). Il numero di frame trasmessi per ogni
comunicazione è 16.3
Figura 6.5.: Struttura di un header.
6.6 scelte progettuali
È stato necessario effettuare alcune scelte progettuali anche per quan-
to riguarda la parte elettronica del progetto, ad esempio il protocollo
di comunicazione tra PC e device, velocità del protocollo di comuni-
cazione, frequenza massima di lavoro, dimensioni massima e minima
dello slot temporale, implementazione delle maschere temporali deﬁ-
nite dall’utente, dimensione della memoria per lo stoccaggio dei bit
generati casualmente, ecc.
Il protocollo di comunicazione scelto fra PC e device è l’ethernet,
che consente una trasmissione molto rapida ed efﬁciente. Per questo
tipo di protocollo esistono varie velocità di trasmissione e ricezione,
tuttavia si è scelto di non spingere troppo perché una velocità di 100
Mb/s è più che sufﬁciente per il nostro sistema. Se questa in futuro
rappresenterà il collo di bottiglia si potrà cambiare e alzare.
Il device non tramette direttamente i dati letti dal PC, ma si è prefe-
rito memorizzare su una RAM la sequenza di bit, e successivamente,
attraverso una lettura in memoria, ripescare i bit per poi spararli.
Adottando come frequenza massima di lavoro i 100 MHz del system
clock si può ottenere una risoluzione di 10 ns per la modulazione dei
laser. L’utilizzo di un DCM per aumentare la frequenza di clock avreb-
be potuto creare problemi, come violazioni dei tempi di se-tup/hold
negli elementi di memoria. Inoltre resta da veriﬁcare che i connettori
di I/O possano supportare una frequenza di 100 MHz o addirittura
superiore.
La dimensione massima dello slot temporale, cioè del periodo del
segnale di sincronismo, è dettata dall’elettronica del ricevitore. Bob,
3 Si è voluto riportare l’esempio con la vecchia conﬁgurazione, ma per effettuare una
cifratura di un messaggio, servono molti più qubit di chiave il che signiﬁca che anche
questa conﬁgurazione andrà rivista come spiegato nei prossimi capitoli132 trasmettitore
infatti, è composto da una parte ottica dove un APD rileva il segnale
di sincronismo e lo invia alla Xilinx ML501, che lo utilizzerà come
base di partenza per generare tutti i segnali di clock interni. Questa
parte sarà approfondita nel prossimo capitolo, che verrà interamente
dedicato al ricevitore.
La dimensione minima dello slot è invece determinata dalla riso-
luzione temporale dei segnali di uscita. Con la necessità di inviare
il segnale di sincronia modulato in PDM e almeno un qubit per slot,
quando la sincronia non è attiva, la durata minima di uno slot tempo-
rale sarà 3 unità temporali. Teoricamente, con la risoluzione di 10ns
scelta, lo slot può quindi variare da 30ns a 800ns.
Per l’implementazione delle due maschere deﬁnite dall’utente si è
seguito l’esempio dell’implementazione precedente. Nel nostro caso
ci sono due maschere, una per la sincronia e una per i dati, infatti,
impostando il segnale di sincronismo con una maschera, lo si può
piazzare all’inizio dello slot, come in precedenza, ma volendo anche
alla ﬁne o al centro per cui non è paragonabile alla situazione di prima.
Ognuna delle due maschere sarà composta da 80 bit (divisione del-
la durata massima di uno slot di 800 ns per la risoluzione di 10 ns)
ma verranno costruite insieme e non separatamente. Durante la con-
ﬁgurazione, verrà chiesto all’utilizzatore di Alice se vuole trasmettere
sincronia, qubit, oppure niente e per quanti nanosecondi. La stessa
domanda verrà ripetuta sequenzialmente ﬁnché non viene dato un co-
mando di “end” per terminare la costruzione dello slot. Si potranno
creare così slot di durata pari a 800 ns, oppure di una durata inferiore,
che sia però una frazione intera di 800 ns. Questa è la grande novità
rispetto al trasmettitore precedente: l’elettronica non varia la propria
frequenza di lavoro, ma si può variare la frequenza di invio del segna-
le di sincronismo semplicemente impostando una maschera più corta,
ovvero uno slot temporale di durata minore.
Spieghiamo il tutto con un esempio: se si creano le due maschere
in modo che lo slot sia di 800 ns, si avrà un segnale di sincronismo a
1,25 MHz; se però si crea uno slot di 200 ns, il sincronismo avrà fre-
quenza pari a 5 MHz. Con questa tecnica si può personalizzare anche
la modulazione PDM del sincronismo, si può ad esem-pio decidere di
usare il 25% del periodo per il bit 000 e il 30% per il bit 010 aumentando
il tempo a disposizione per l’invio dei qubit.
Il numero di frame e il numero di slot per frame sono ovviamente
conﬁgurabili e come numero massimo è stato scelto 256 per entrambi.
Questa decisione era presa per sempliﬁcare la progettazione ma risulta
essere poco favorevole per questo si cercherà di raddoppiare tali valori
raddoppiare con poche modiﬁche al codice.
Facendo un breve calcolo quanto, si riesce a capire quanto capiente
dovrà essere la memoria RAM dedicata allo storing dei bit da inviare.
Come conﬁgurazione limite si può assumere:
 durata dello slot temporale massima, 800 ns;6.6 scelte progettuali 133
 numero massimo di frame, 256;
 numero massimo di slot per frame, 256;
 sincronismo modulato in PDM con 200 ns per il bit 000 e 210 ns
per il bit 010;
 laser dati modulati con una sequenza alternata di 10ns accesi e
10 ns spenti, per i rimanenti 590 ns dello slot temporale.
Con questa conﬁgurazione e ricordando che nei primi 11 slot di ogni
frame non si inviano dati, risulta che al massimo si invieranno:
2452565902 = 18502400bit ' 18Mbit (6.2)
La memoria interna nella nostra scheda si aggira attorno al MB, il
che signiﬁca che che considerando l’efﬁcenza totale del sistema otte-
niamo una sifted key di circa 100KB che risulta un discreto compro-
messo fra l’idea iniziale e i limiti delle schede.
6.6.1 Descrizione strutturale
La descrizione della progettazione si sviluppa dapprima illustrando
in generale le funzioni svolte dal sistema e poi analizzando come que-
ste vengano implementate. In ﬁgura 6.3 a pagina 125 si può notare
uno schema a blocchi riassuntivo del sistema, dove sono stati omessi
alcuni segnali e dispositivi per renderlo più comprensibile. I blocchi
principali sono otto e alcuni di questi contengono istanze di altri bloc-











Alcuni di questi, come ETHERNET, DEMUX e DUAL_RAM si oc-
cupano della ricezione e immagazzinamento dei segnali di conﬁgu-
razione e della sequenza di bit casuali; altri, come SLOT_COUNTER,
FRAME_COUNTER, FIFO e LASER_CONTROLLER si occupano del-
la parte vera e propria di trasmissione.
Il modulo DCM_100to10, come indica il nome, si occupa della ge-
nerazione di un segnale di sincronismo a 10MHz a partire dal system
clock a 100 MHz.
Con riferimento allo schema a blocchi di ﬁgura 6.3 a pagina 125,
descriviamo ora il funzionamento tipico di questo sistema. Si noti che
in ﬁgura alcuni ingressi del sistema e anche alcuni segnali I/O dei
moduli non sono collegati.
Questo è dovuto al fatto che collegarli avrebbe richiesto l’inserimen-
to nello schema di altri blocchi, come contatori, banchi di ﬂip-ﬂop,
ecc, che lo avrebbero ulteriormente appesantito. Tuttavia questo non
comprometterà la comprensione del funzionamento generale.
Il funzionamento tipico si suddivide in tre fasi:
1. agganciamento dei DCM
2. conﬁgurazione
3. trasmissione
Il primo punto si compie in pochi cicli di clock, non appena si abbas-
sa lo switch “reset_dcm”. I DCM sono due, uno illustrato in ﬁgura e
l’altro presente all’interno del blocco ETHERNET e che usa come reset
la negazione del segnale “locked_out” del primo DCM. Segue quindi
il secondo punto, ovvero la prima conﬁgurazione e, dopo di questa, si
possono eseguire senza ordine preciso i punti 2 e 3, alternando fasi di
conﬁgurazione e trasmissione.
Dopo aver abbassato lo switch “reset_com”, la conﬁgurazione av-
viene ricevendo in modo seriale dalla RS-232 una sequenza di byte,
tramite il pin “rxD”. Il modulo UART si occupa di ricevere serialmen-
te i byte e, man a mano che sono pronti, li rende disponibili sull’u-
scita “rxD_data” alzando poi il segnale “data_ready” per comunicare
l’avvenuta ricezione.
I byte ricevuti entrano in un de-multiplexer (DEMUX) che li smista,
assegnandoli ai segnali a cui corrispondono. Il numero di byte e l’or-
dine con cui si invia la sequenza di conﬁgurazione è predeterminato
e sempre lo stesso. La quantità di bit generati casualmente invece può
variare.
Il DEMUX quindi indirizza i primi 24 byte sui vari segnali del si-
stema e dal 25-esimo in poi li indirizza verso la DUAL_RAM. La
DUAL_RAM memorizzerà in pacchetti di 8 bit tutta la sequenza di
qubit da inviare.
Quando la ricezione attraverso l’ethernet è terminata, si può con-
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comincia con la pressione di un push button sulla scheda, che abbassa
il segnale “start”. A questo punto il modulo SLOT_COUNTER comin-
cia a contare gli slot temporali, al ritmo del “clk_slot”. La generazione
di questo segnale non è indicata in ﬁgura ma avviene analizzando la
maschera di sincronia “sinc_mask”.
Il blocco FRAME_COUNTER controlla il numero corrente dello slot
(segnale “slot_current”) e di conseguenza tiene il conteggio dei frame.
Il blocco FIFO invece funziona come un buffer che restituisce un
byte, caricato in parallelo, un bit alla volta. Questo modulo è sincro-
nizzato da due segnali di clock, uno per il caricamento dei byte in
ingresso che arrivano dalla memoria RAM e uno per l’invio dei bit
all’uscita.
Inﬁne il modulo LASER_CONTROLLER svolge la funzione di gene-
rare i segnali che andranno a modulare i laser. I suoi ingressi sono: le
due maschere di sincronia e dati, il numero totale di slot da inviare e
quello corrente, il numero del frame corrente, i due segnali che indica-
no le durate dei bit 010 e bit 000 per la modulazione PDM, il clock a 100
MHz e il bit da trasmettere.
Con tutti questi ingressi il LASER_CONTROLLER costruisce l’hea-
der da inviare ad ogni inizio frame, modula i laser e fornisce al blocco
FIFO il clock per avere il bit in ingresso.
La trasmissione può avvenire in modo continuo o singolo. La dif-
ferenza tra le due sta solo nel rimuovere il commento a poche righe
di codice. Ovviamente il funziona-mento ideale sarebbe quello sin-
golo ma ho implementato anche quello continuo per poter rilevare al
meglio i segnali con l’oscilloscopio analogico.
Quando la trasmissione è impostata per essere continua, dopo l’ulti-
mo slot dell’ultimo frame tutto riparte da zero. Per fermare la trasmis-
sione continua è sufﬁciente mettere in posizione off lo swicht relativo
al segnale reset_com.
Questo switch dovrà poi essere riportato sullo stato on sia per in-
viare una nuova conﬁgurazione, che per poter far partire una nuova
trasmissione premendo di nuovo il push_button.
6.6.2 DCM
Ogni FPGA è provvista di un determinato numero di DCM.4 Questi
componenti sono appositamente realizzati per consentire una gestione
accurata dei segnali di clock. Essi consentono di:
 moltiplicare o dividere la frequenza del clock in ingresso o creare
una nuova frequenza;
 condizionare un clock, assicurando un segnale in uscita pulito
con un duty cycle del 50% o diverso;
4 Digital Clock Manager136 trasmettitore
Figura 6.6.: Modulo DCM.
 traslare la fase del clock (phase shift) di una frazione di periodo
ﬁssata o con precisi incrementi;
 eliminare il clock skew, cioè il ritardo di propagazione all’interno
o anche all’esterno del dispositivo, il quale fa si che il clock arrivi
in tempi differenti in punti diversi del sistema;
 mirror, forward o rebuffer di un clock per convertirlo in un altro
standard (LVTTL, LVDS, ...).
Il singolo DCM è composto da tre unità funzionali:
 Delay Locked Loop: DLL;
 Digital Frequency Synthesizer: DFS
 Digital Phase Shifter: PS
Il DLL, è l’unità che si occupa del clock deskew, cioè della compen-
sazione del ritardo dovuto alla propagazione del clock attraverso la
rete di circuiti.
Il DFS, è in grado di sintetizzare un clock ad una nuova frequenza
mediante la moltiplicazione e la divisione di due interi che possono
essere decisi mediante dall’utente.
Il PS invece, si occupa della relazione di fase tra il clock d’uscita
e d’ingresso al DCM. Il phase shifter trasla la fase di tutte e nove le
uscite del DCM di una frazione di periodo impostabile dall’utente.
In questo progetto, si sono utilizzati dei DCM con lo scopo di otte-
nere un clock a frequenza minore rispetto ai 100 MHz.
Il DCM_100to10 utilizza come ingressi il system clock a 100 MHz
e il segnale “reset_DCM”, mentre delle sue quattro uscite si utilizza-
no CLKDV_OUT che fornisce un clock a 10 MHz, CLK0_OUT che
riproduce il clock in ingresso mettendolo in fase con CLKDV_OUT
e LOCKED_OUT che indica quando i clock in uscita sono agganciati
con quello in ingresso e stabili.6.7 ethernet 137
Lo scopo di avere un clock a 10 MHz è semplicemente quello di
poter utilizzare un segnale di sincronismo per quelle operazioni che
non richiedono il massimo delle prestazioni, ma l’importanza di que-
sto componente sta nel fatto che può fornire un clock a 100 MHz più
stabile e distribuirlo in modo ottimale per tutto il circuito.
6.7 ethernet
Figura 6.7.: Modulo Ethernet.
La scheda utilizzata presenta una porta ethernet e un chip interno
che si occupa di interfacciare l’FPGA con un PC. CI limitiamo a dare
una spiegazione grossolana di questo blocco, mentre rimandiamo al
codice per un’analisi più approfondita. Come si può vedere dalla ﬁ-
gura 7.14 a pagina 160 questo blocco presenta dei segnali denominati
dal preﬁsso “phy” i quali sono tutti segnali ﬁsici, conﬁgurabili dal ﬁle
UCF (User constraiint ﬁle) che eseguono il collegamento fra il chip del
blocco ethernet e l’FPGA. Questo blocco è stato implementato dalla
Xilinx e permette e risulta essere bidirezionale, cioè permette sia di in-
viare dati alla board, sia di riceverli; nel nostro caso noi inviamo deio
comandi dal Pc alla board, quind le porte di interesse sono solamente
il “clk_100” che rappresenta il clock a 100 MHz, il “data_valid_out”
che rappresenta un’enable che si alza ogni qualvolta è pronto un da-
to, “byte_from_rx”, cioè i dati ricevuti e già ﬁltrati attraverso alcuni
sottoblocchi implementati all’interno del blocco ethernet.138 trasmettitore
Figura 6.8.: In ﬁgura è riportato un esempio di incapsulamento di protocolli
di livello superiore in quelli di livello inferiore.
Figura 6.9.: Modulo RAM.
6.8 command detector
Il blocco Command Detector, il quale non era presente nel vecchio
setup, permette di riconﬁgurare i dati trasmessi da Alice e di creare
una maschera diversa per la comunicazione in modo semplice. Infat-
ti in ingresso riceve, oltre ai segnali noti del “reset_dcm”, “clk_100”,
anche i dati direttamente dall’ethernet tramite “byte_from_rx” e il cor-
rispettivo enable (“data_valid_out’). Questo blocco permette inoltre
di resettare l’intero sistema mediante un singolo comando lanciato da
Matlab e soprattutto di far partire la trasmissione della chiae diretta-
mente da PC. Le sue uscite infatti sono disperse per l’intero schema6.9 slot counter 139
di ﬁgura 6.3 a pagina 125 e permettono di pilotare tutti i vari blocchi
principali.
6.9 slot counter
Figura 6.10.: Modulo Slot Counter.
Lo SLOT COUNTER presenza come ingressi un reset, e la msachera
di conﬁgurazione degli slot, che arriva tramite i segnale “slot_number”
in arrivo dal modulo DEMUX. In uscita presente sempre un’array di
8bit, indirizzato al blocco FRAME_COUNTER.
6.10 frame counter
Figura 6.11.: Modulo Frame Counter.
Questop blocco presenta in ingresso un clk più lento a 10 MHz,
un reset, il numero di slot corrente dal blocco “SLOT_COUNTER” e
mi numera iterativamente il numero del frame, ﬁno al numero mas-
simo consentito. La sua uscita infatti entra direttamente nel blocco
“LASER_CONTROLLER” le cui uscite sono proprio i laser ﬁsici.140 trasmettitore
6.10.1 Demultiplexer
Figura 6.12.: Modulo Demultiplexer.
Il modulo DEMUX svolge due compiti fondamentali: inizializzare i
segnali di conﬁgurazione e abilitare la scrittura nella memoria RAM.
In ﬁgura 6.12 lo schema a blocchi è stato sempliﬁcato, raggruppando
le uscite simili, poiché questo componente ne conta ben ventisette. Gli
ingressi, invece, sono solo tre: il dato in ingresso da demultiplexare6.10 frame counter 141
data_in, il segnale di sincronismo clk e il segnale reset per inizializzare
le uscite a zero. Il compito di inizializzazione dei segnali di conﬁgu-
razione viene svolto con l’assegnazione del byte in ingresso (in arrivo
dall’Ethernet) ad una delle uscite. In realtà non si tratta di un vero
e proprio demultiplexer, perché manca il segnale di selezione dell’u-
scita, ma l’uscita è automatica e segue un ordine preﬁssato a partire
dall’abbassamento del segnale di reset.
Il segnale che fa commutare da un’uscita ad un’altra è il clock, che
nel sistema complessivo corrisponde al data_ready dell’Ethernet.
Le prime 26 uscite sono segnali ad 8 bit e una volta che data_in
viene collegato all’ultima di queste, data_bits, rimane in quella posi-
zione. Infatti mentre tutte le altre uscite corrispondono ad un segnale
da inizializzare, data_bits rappresenta l’ingresso della porta A della
memoria RAM.
Contemporaneamente al collegamento dell’ingresso con data_bits,
viene portato alto anche il segnale di abilitazione della RAM. I segnali
di conﬁgurazione vengono inizializzati nel seguente ordine:
 frame_number (numero di frame da inviare);
 slot_number (numero di slot per frame);
 sinc_mask (maschera di sincronia di 80 bit);5
 data_mask (maschera dei dati di 80 bit);
 time_s_1 (durata del bit 1 per la PDM espressa come multiplo di
10 ns)
 time_s_0 (durata del bit ’0’ per la PDM espressa come multipli
di 10 ns)
Nel caso si volesse riconﬁgurare il trasmettitore si dovrà prima re-
settare questo modulo (con il reset_dcm) e successivamente inviare da
PC una nuova conﬁgurazione.
6.10.2 Memoria RAM
Il modulo DUAL_RAM è stato generato utilizzando l’IP-CORE deno-
minato Dual-Port Block Memory, che utilizza i blocchi di memoria
integrati nella FPGA per implementare le funzioni ROM e RAM. Il co-
re è completamente sincrono e supporta tre tipi di opzioni di scrittura:
Read-After-Write, Read-Before-Write, e No-Read-On-Write. I dati da
memorizzare possono variare da 1 bit a 256 bit di lunghezza, mentre la
profondità massima della memoria dipende, oltre che dalla lunghezza
del dato, dal dispositivo.
Nel caso della funzione RAM, si possono effettuare operazioni di
scrittura contemporanea su locazioni diverse e lettura contemporanea
5 Prima il byte più signiﬁcativo.142 trasmettitore
Figura 6.13.: Modulo RAM.
sulla stessa locazione. Inoltre il core supporta una conﬁgurazione
asimmetrica delle due porte, perché queste sono completamente in-
dipendenti. Nel nostro caso infatti la porta A è stata conﬁgurata sia
per leggere che per scrivere, mentre la porta B per la sola lettura. Il
blocco DUAL_RAM è tutt’ora costituito da 262144 byte, senza bit di
parità ma per si cercherà di aumentare questo valore. Nel sistema
l’abilitazione alla scrittura per la porta A, pin “wea”, è sempre attiva.
Un processo si occupa di gestire l’indirizzo della porta A, che si azzera
con il reset_com e viene incrementato di uno ad ogni fronte di salita
di data_ready (è il clka), quando il segnale enable_addrA in uscita dal
DEMUX diventa alto.
Come clock per la porta B si utilizza il clk_100, perché la lettura
avviene in fase di trasmissione e deve essere più rapida possibile. La
gestione dell’indirizzo della porta B, addrB, avviene per mezzo di un
processo che lo azzera con il reset_com e lo incrementa di uno ad ogni
fronte di discesa del segnale clk_ﬁfo_in ﬁnché addrB non sarà ugua-
le ad addrA. Quando l’indirizzo addrB eguaglierà addrA signiﬁcherà
che tutti i bit da inviare saranno stati letti. Al fronte di clock successivo
l’indirizzo della memoria ritornerà a zero nel caso si voglia la trasmis-
sione continua, altrimenti la trasmissione terminerà e per effettuarne
una nuova si dovrà reinizializzare l’indirizzo con un reset_com.
Il segnale clk_ﬁfo_in è sincronizzato con “clk_100 e segue il segnale
empty in uscita dalla FIFO. Il reset_com azzera l’indirizzo addrB e
ﬁnché non parte lo start delle trasmissioni clk_ﬁfo_in rimane alto. In
seguito quando reset_com è basso e viene fatta partire la trasmissione,
il byte nella posizione 0 è già precaricato nella FIFO e la lettura della
RAM segue i seguenti passi:
 il clk_ﬁfo_in si abbassa;
 l’indirizzo addrB viene incrementato di 1;6.10 frame counter 143
 quando la FIFO sarà stata svuotata il segnale empty verrà posto
alto;
 clk_ﬁfo_in al primo fronte di salita di clk_100 seguirà empty e
andrà alto;
 nella FIFO verrà caricato il byte in uscita dalla porta B della
RAM;
 empty andrà basso;
 clk_ﬁfo_in al primo fronte di salita di clk_100 seguirà empty e
andrà basso,
 l’indirizzo addrB viene incrementato e si attende lo svuotamento
della FIFO per poi ricominciare con il punto (3).
6.10.3 Buﬀer FIFO
Figura 6.14.: Modulo FIFO.
Il modulo FIFO prende il nome dall’idea iniziale di creare un buffer
First In First Out, nel quale i bit entrano in sincronia con il clock a 100
MHz ed escono alla frequenza della trasmissione. Successivamente,
però, la necessità di serializzare i byte letti dalla RAM ci ha portato a
modiﬁcare il modulo, pur mantenendo il nome originale.
La funzione che svolge il buffer FIFO è semplicemente quella di cari-
care un byte (“data_in”), letto dalla RAM, e inviarlo al LASER_CONTROLLER
un bit per volta. Per l’operazione di caricamento utilizza un clock
chiamato “clk_in”, così come per l’invio dei bit all’uscita utilizza un
clock chiamato “clk_out”. Ogni volta che l’intero byte viene invia-
to, il segnale empty diventa alto. Questo modulo si interpone tra la
memoria RAM e il LASER_CONTROLLER. Il segnale di abilitazione
enable_tx decide quando far attivare questo modulo: quando questo
è basso, FIFO è insensibile ai clock e memorizza al suo interno il byte144 trasmettitore
sull’ingresso “data_in”. Quando “enable_tx” passa alto, comincia la
serializzazione del byte al ritmo di “clk_out”.
Il segnale empty si alza quando viene inviato l’ottavo bit e si abbas-
sa al fronte successivo del clk_out. Secondo il processo spiegato nel
paragrafo precedente, all’alzarsi di empty segue clk_ﬁfo_in e quindi
sembrerebbe che il nuovo dato venga sovrascritto mentre viene invia-
to l’ottavo bit al LASER_CONTROLLER. In realtà il problema non si
pone perché all’interno del modulo ci sono due elementi di memoria
ad un bit, in cascata, che mantengono stabile il dato in uscita.
6.10.4 Laser controller
Figura 6.15.: Modulo Laser controller.
Il modulo LASER_CONTROLLER si occupa di generare i segnali
che andranno a controllare i tre laser di Alice e si può considerare
il blocco più importante dell’intero sistema. Esso presenta numerosi
ingressi: le due maschere (sincronia e dati), clock a 100 MHz, reset,
abilitazione alla trasmissione enable_tx, valore del frame corrente, va-
lore dello slot corrente, numero di slot per frame e durate dei bit 0 e 1
per il segnale di sincronia.
Le uscite sono invece quattro: i tre segnali di controllo dei laser
e il clk_ﬁfo_out”. La gestione del laser di sincronia e dei laser dati
è piuttosto diversa, quindi al suo interno LASER_CONTROLLER è
composto da altri due componenti: LASER_DATA_CONTROLLER e
LASER_S_CONTROLLER.
Il segnale clk_ﬁfo_out, essendo collegato alla FIFO e quindi ai bit da
inviare, viene gestito da LASER_DATA_CONTROLLER.6.10 frame counter 145
Laser sincronia controller
All’interno di LASER_S_CONTROLLER viene generato il segnale la-
ser_s che modula il laser di sincronia di Alice. Ricordo che il laser di
sincronia per i primi 11 slot di ogni frame dovrà trasmettere l’header e
successivamente l’impulso di sincronia per il gate dei laser. Il segnale
frame_current, in ingresso a questo blocco viene trasformato nel segna-
le header a 11 bit, per poi essere trasmesso, con una concatenazione
del tipo: header <= 10 & frame_current & 1.
La parte più importante del LASER_S_CONTROLLER sta nel cam-
pionamento della maschera di sincronia. Infatti, a partire dal segna-
le di abilitazione alla trasmissione comincia il campionamento di -
sinc_mask, effettuato ad ogni fronte di clock a 100 MHz. In questo
modo in un singolo slot di in 800 ns tutti i bit di “sinc_mask” vengo-
no esaminati e poi si ricomincia da capo. Questa operazione ha due
scopi: creare un segnale clk_sinc che corrisponde di volta in volta al
bit campionato sulla maschera, e abilitare o disabilitare il “laser_s” a
seconda sia stato letto un 1 oppure uno 0.
Il modulo è principalmente costituito da due processi, il primo
esegue i seguenti passi ad ogni fronte di discesa di clk_sinc:
 controlla il valore dello slot corrente (“slot_current”);
 se minore di 11, legge il bit dell’header corrispondente alla posi-
zione index_header e lo invia al secondo processo e passa al pun-
to (3), se invece è uguale a (slot_number  1) azzera index_header
e torna al punto (1);
 incrementa di uno index_header e torna al punto 1;
Il secondo processo, invece, si occupa della gestione vera e propria
del laser di sincronia, raccogliendo dal primo processo il bit da tra-
smettere (nel caso di trasmisisone dell’header). Inoltre questo proces-
so esamina i segnali time_s_1 e time_s_0 e determina la durata di ogni
impulso di sincronia. Per comprendere meglio il funziona-mento di
questo processo si veda il diagramma di ﬂusso seguente. Il diagram-
ma è composto da due loop eseguiti ogni ciclo di clock a 100 MHz,
ovvero 10 ns.
Laser data controller
All’interno di LASER_DATA_CONTROLLER vengono generati i se-
gnali laser_0 e laser_45 che modulano i laser di informazione di Alice.
Anche questo modulo è costituito da due processi: il primo abilita
la trasmissione dei dati con l’inizio del dodicesimo slot, mentre il se-
condo cura la gestione dei due segnali di uscita. Come per il LA-
SER_S_CONTROLLER, il campionamento della maschera dati è un
passaggio fondamentale. Infatti, ad ogni ciclo di clock a 100 MHz la
data_mask viene campionata per sapere se in quel frangente si do-
vranno trasmettere dati o no. Inoltre verrà generato un segnale di146 trasmettitore
clock chiamato clk_data in modo analogo. Questa volta però lo sco-
po del clock ricavato dalla maschera è diverso, infatti la negazione di
questo segnale diventerà il clk_ﬁfo_out. Ogni volta che la lettura della
maschera passa da un bit 1 ad un bit 0, si avrà appena ﬁnito di tra-
smettere un qubit e si richiederà alla FIFO (con la negazione del fron-
te di discesa di “clk_data”) un nuovo bit da trasmettere al momento
opportuno.
6.10.5 Conﬁgurazione del trasmettitore tramite Matlab
Finora si sono sempre utilizzai i segnali di conﬁgurazione senza spie-
gare come vengano creati. In questo paragrafo si parlerà della loro
generazione e trasmissione. Per la conﬁgurazione del trasmettitore è
stato scelto di utilizzare il software MATLAB, prodotto dalla casa “Ma-
thWorks”, che consente di manipolare matrici, visualizzare funzioni e
dati, implementare algoritmi, creare interfacce utente, e interfacciarsi
con altri programmi.
Per la conﬁgurazione del trasmettitore si è creata una funzione che
trasmette i segnali e li trasmette utilizzando la porta Ethernet del PC.
La funzione è contenuta nel ﬁle conﬁg_tx.m, sottoforma di algoritmo
scritto in linguaggio Matlab.
Questa funzione permette di decidere, nell’ordine:
 il numero di frame da trasmettere;
 quanti slot per frame si vogliono trasmettere;
 la durata dell’impulso di sincronia per il bit 1;
 la durata dell’impulso di sincronia per il bit 0;
 le maschere sincronia e dati;
 se inviare un numero maggiore di qubit rispetto a quelli neces-
sari per una singola trasmissione.
Una volta decisi questi parametri, conﬁg_tx genera in modo pseudo-
casuale6 la sequenza di bit da trasmettere a Bob per creare la sifted-key
e, utilizzando la porta Ethernet invia tutti i parametri e i bit generati.
Le modalità con cui si possono passare i parametri di conﬁgura-
zione alla funzione conﬁg_tx sono due: digitandoli sulla Command
Window quando vengono richiesti, oppure passandoli attraverso un
ﬁle. La costruzione delle maschere avviene in modo parallelo, cioè si
decide prima che cosa si vuole trasmettere (tra sincronia, dati e nien-
te), poi per quanto tempo e alla ﬁne, in funzione della scelta fatta,
vengono ﬁssati su entrambe le maschere i bit relativi a quell’intervallo
6 I numeri casuali sono generati con Matlab anche se questo generatore non
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di tempo. Se si sceglie di cominciare lo slot temporale con 200 ns di
sincronia, nella maschera di sincronia i primi 20 bit vengono settati a
1 e nella maschera dati i primi 20 bit vengono settati a 0. Durante la
conﬁgurazione manuale è indispensabile chiudere la costruzione delle
maschere con un comando di ﬁne e.
Per comprendere meglio la procedura di conﬁgurazione riporto qui
di seguito, in ﬁgura 46, una schermata di una conﬁgurazione manuale
presa dalla Command Window di Matlab e, in ﬁgura 47, un esempio
di ﬁle per la conﬁgurazione. In entrambi i casi si inviano 16 frame da
128 slot, con: la sincronia da 0 a 400 ns (per il bit 0 da 0 a 200 ns), dati
da 400 a 500 ns, niente da 500 a 600 ns, dati da 600 a 700 ns e niente
da 700 a 800 ns.
Nel caso in cui si voglia inviare uno slot temporale minore di 800 ns
e quindi innalzare la frequenza della portante, l’algoritmo contenuto
in conﬁg_tx.m effettua un controllo sulla durata dello slot temporale
e procede con la conﬁgurazione solo se questo è pari a800 ns oppure
se ne è una frazione intera.
Nel caso in cui nessuno di questi due vincoli sia rispettato, un segna-
le di errore comunica che i parametri sono errati e la conﬁgurazione
deve essere ripetuta. Quando invece si predispone uno slot temporale
di durata minore di 800 ns, ma che rispetta il vincolo della frazione
intera, allora l’algoritmo procederà con la generazione delle maschere
replicando lo slot per un numero di volte necessario a riempirle.
Se ad esempio si vogliono trasmettere slot temporali di durata pa-
ri a 160 ns, i bit relativi verranno replicati 5 volte sulle maschere,
andandole a riempire.7
RICEVITORE
Nel capitolo precedente abbiamo visto com’è composta la parte elet-
tronica del trasmettitore Alice. In questo capitolo invece trattiamo
in maggior dettaglio il ricevitore, cercando di analizzare ogni singolo
blocco che compone il sistema.
7.1 xilinx virtex-5
La board a cui si è fatto riferimento per il ricevitore è la ML501 con
chip Virtex-5 prodotta dalla Xilinx. Entrando più nel dettaglio, la
board mette a disposizione il seguente hardware:





3 Differential Clock Input and Outup with SMA connectors
4 Oscillator Sockets
5 LCD Brightness and Contrast Adjustment
6 DIP Switches
7 User PushButtons
9 CPU Reset Button
10 XGI Expansion Headers
11 Stereo AC97 Audio Codec
12 RS-232 Serial Port
13 16-Characters  2-Line LCD
14 IIC Bus with 8-kB EEPROM
15 DVI Connector
16 PS/2 Mouse and Keyboard Ports
17 System ACE and CompactFlash Connector
18 ZBT Synchronous SRAM
19 Linear Flash Chips
20 Xilink XC95144XL
21 10/100/1000 Tri-Speed Ethernet PHY
22 USB Controller with Host and Peripheral Ports
23 Xilink XCF32P Platform Flas PROM Conﬁuration
24 JTAG Conﬁguration Port
25 Onboard Power Supplies
26 AC Adapter and Input Power Swirch/Jack




31 Conﬁguration Adress and Mode DIP Switches
32 Encryption Key Battery
33 SPI Flash
34 IIC Fan Controller and Temperature/Voltage
35 Piezo
36 FMC Connectors for Power Supply Analysis
37 System Monitor
Tabella 7.1.: Componenti hardware della scheda ML5017.2 quakerone 151
Figura 7.2.: ML501 con chip Virtex-5 retro.
7.2 quakerone
Il programma di Bob, che ora descriveremo, consiste nel replicare dual-
mente il programma di Alice, in modo da ricavare la chiave trasmessa
a partire dagli impulsi generati dagli SPAD e dall’APD.
La descrizione della progettazione si sviluppa dapprima illustrando
in generale le funzioni svolte dal sistema e poi analizzando come que-
ste vengano implementate. In ﬁgura 7.3 nella pagina successiva si può
notare uno schema a blocchi riassuntivo del sistema. I blocchi princi-
pali sono nove e alcuni di questi contengono istanze di altri blocchi










Figura 7.3.: Schema generale del ricevitore.7.2 quakerone 153
7.2.1 Top
Figura 7.4.: Modulo Top.
Figura 7.5.: Sottoblocchi del modulo Top.
Il modulo top – il quale è composto a sua volta da altri tre sotto-
moduli: “dcm200”, “reset1” e “gen100” – riceve in ingresso il clock a
1,25 MHz dall’APD e, utilizzando il clock di sistema a 200 MHz, crea
un segnale stabile di sincronia “clk1_25” in modo evitare eventuali
problemi se il segnale originale risulta rovinato.
Questo blocco mi consente anche di resettare in automatico il si-
stema una volta che sono passati più di 800 ns in cui il segnale di
sincronia resta basso (a livello 0). Infatti controlla i segnali “enabletx”
e “reset_sync”, e se questi si trovano a livello logico basso, li alza an-
dando a resettare l’intero sistema. Viceversa se il “top” si accorge che
siamo in presenza del segnale di sincronismo, riazzera entrambi i se-
gnali “enable_tx” e “reset_syncr” in modo da permettere la ricezione
della chiave.
7.2.2 Synchron
Il blocco synchron riceve in ingresso il clk di sistema a 100 MHz,
il clk stabile a 1,25 MHz e un ”reset_syncr”, segnale di reset che154 ricevitore
Figura 7.6.: Modulo Synchron.
arriva dal top.
Grazie al segnale di “clk”, che rappresenta la nostra sincronia sta-
bile, riconosce l’header del frame confrontandolo con una maschera
preﬁssata, e una volta che è ﬁnita l’intestazione del pacchetto, da il se-
gnale di “enable” ceh abilita la ricezione. Questo segnale di “enable”
ci servirà per determinare il tempo esatto di apertura degli SPAD.
Gli altri segnali in uscita da questo blocco non vengono utilizzati,
tranne “frame” che rappresenta il numero di frame corrente, il quale
viene inviato al blocco controllore.
7.2.3 Controllore
Figura 7.7.: Modulo Controllore.
Gli ingressi del controllore sono: clk a 1,25 MHz, “endtx” dal blocco
trasmettitore, “reset” e “frame”, segnale che arriva da synchron che
indica il numero del frame corrente.
Il segnale “endtx” è il segnale di ﬁne trasmissione in arrivo dal
blocco trasmettitore.
In uscita abbiamo il segnale “enpicotx” che abilita la trasmissio-
ne,infatti diventa il segnale di “enable” del trasmettitore,e negato vie-
ne utilizzato per controllare il gate degli SPAD. Oltre a quanto ap-7.2 quakerone 155
pena scritto, “enpicotx” fa da enable anche per il blocco di memoria
(“memdual”).
Il segnale d’uscita “resettatutto” serve per resettare alcuni blocchetti,
infatti è collegato a “reset_controller” del trasmettitore e a “reset” di
gate_shifter, oltre che a memorizza e s2p.
Per implementare questo sotware si utilizza una macchina a stati
(FSM), composta da quattro stati: ATTESA, RICEZIONE, TRASFERI-
MENTO, RESETTA.
Appena arriva il segnale di reset, la FSM passa allo stato di ATTESA,
dove porta i segnali “enpicotx”, e “resettatutto” a 1, mentre il segnale
“checkcontator” rimane a 0. In seguito la FSM passa allo stato RICE-
ZIONE tra il frame 1 e il frame 15, dove porta tutti i segnali a 0. Una
volta terminata la ricezione passo allo stato TRASFERIMENTO, dove
cambia “enpicotx” portandolo alto. Alla ﬁne della trasmissione, la
FSM passa allo stato RESETTA dove il segnale di reset, “resettatutto”
viene portato a 1.
È proprio in questo blocco che si decide quanti frame il ricevitore
deve aspettarsi, infatti andando ad aumentare una variabile (“frame”)
siamo in grado di ricevere più qubit, ﬁno ad un massimo di 255 frame.
7.2.4 Ctrl_Spad
Figura 7.8.: Modulo Ctrl_Spad.
Gli ingressi di questo blocco sono il clk di sitema a 100 Mhz, il clk
a 1,25 Mhz e l’unica uscita presente è il “ctrl_spad_out_s” che servirà
per controllare i gate degli SPAD. Questa uscita però, non andrà diret-
tamente agli SPAD, bensì entrerà in una porta AND assieme al segna-
le “enable” del blocco synchron, e con il negato del segnale “enpicotx”
che arriva dal blocco controllore.
Il segnale di gate viene alzato in due intervalli temporali distinti, e
assume il valore 1 per 80 ns. Per portare alto questo segnale, è presente
un contatore che numera ad ogni ciclo di clock; ed esattamente dopo
220 ns che la sincronia assume il valore 0, e successivamente dopo 420
ns, dallo stesso istante mi crea le due ﬁnestre temporali per l’arrivo
dei qbits.156 ricevitore
7.2.5 Gate_Shifter
Figura 7.9.: Modulo Gate_Shifter.
Questa parte del sistema può sembrare inutile in prima apparenza,
ma quando si utilizzerà con mano l’intero sistema ci si rende conto che
risulta fondamentale per l’acquisizione dei dati provenienti dai laser.
In ingresso riceve il clk a 1,25 MHz, il reset, e il segnale di gate creato
dal blocco precedente. Questo segnale in ingresso viene ritardato dal
segnale originale di gate di 40 ns, in modo da consentire al sistema
ﬁsico la trasmissione dei segnali via cavo, e fare in modo che l’FPGA
riconosca i segnali dagli SPAD e li memorizzi. Questo tempo di ritardo
può essere facilmente cambiato, andando a sostituire una singola cifra
di una variabile, presente all’interno del programma.
7.2.6 Memorizza
Figura 7.10.: Modulo Memorizza.
I segnali in ingresso a questo blocco sono il solito clock di sistema a
100 MHz, il clock a 1,25 MHz, il gate, gli impulsi dagli SPAD “d_0” e
“d_1”, il “reset”.
Input: “clk” a 100 MHz, “gate” da GATE_SHIFTER, “d0” e “d1”
dagli SPAD, “reset” da CONTROLLORE. Output: “we” e “dato(1:0)”
per S2P. Questo blocco abilita la ricezione dei dati solamente quando7.2 quakerone 157
il gate è alto. Inizia a contare quando il segnale di gate è a 1, aspetta
60 ns nei quali pone dei segnali interni per poi controllare se effettiva-
mente si sono ricevuti dei segnali in ingresso dagli SPAD. Se viceversa,
il gate è a 0 e il sistema ha già ricevuto dei dati, allora questi dati ven-
gono scritti in memoria e viene settato il segnale “we” a 1. All’interno
di questa entity c’è una variabile di ﬂag, che indica se almeno un da-
to è arrivato, prima di scrivere in memoria. Questo ﬂag può essere
riportato al valore “false”, quando si riceve un reset in ingresso.
7.2.7 S2P
Figura 7.11.: Modulo S2P.
Memorizza i dati da 8 bit e associa un indirizzo ad ogni blocco
da 8 bit. Il “clk_out” è un ﬂag Gli ingressi presenti sono: “clk_in” che
stavolta non rappresenta il solito clock, bensì è l’uscita “we” del blocco
memorizza che viene utilizzata in questo caso, “data_in” vettore di
due bit sempre in arrivo da memorizza, il “reset” e il solito clk_100.
Ad ogni salita del clock a 100 Mhz, questo processo scrive i 2 bit
in arrivo da memorizzare negli 8 bit di “data_out”. Quando “da-
ta_out” è pieno, si alza il il segnale “ready” e si aumenta di 1 l’in-
dirizzo “address_out”. Il segnale “ready” si abbassa alla salita succes-
siva di “clk_in”, per permettere una nuova concatenazione dei bit. Le
uscite sono il “clk_out” che mi servirà per salvare i dati in memoria,
“data_out” il vettore a 8 bit che sarà salvato successivamente e “ad-
dra(15:0)”, che rappresenta l’indirizzo di ogni singolo byte da salvare
in memoria.
7.2.8 Memdual
Questo modulo è identico a quello utilizzato nel trasmettitore di Ali-
ce, perciò per una trattazione più approfondita si rimanda al capitolo
precedente, mentre qui si riporta solamente il compito in cui è stata
utilizzata in questo contesto.158 ricevitore
Figura 7.12.: Modulo Memdual.
Come clock per la porta B si utilizza il “clk_100”, perché la lettura
avviene in fase di trasmissione e deve essere più rapida possibile. La
gestione dell’indirizzo della porta B, “addrB”, avviene per mezzo di
un processo che lo azzera con il “reset_com” e lo incrementa di uno
ad ogni fronte di discesa del segnale “clk_ﬁfo_in” ﬁnché “addrB” non
sarà uguale ad “addrA”. Quando l’indirizzo “addrB” eguaglierà “ad-
drA” signiﬁcherà che tutti i bit da inviare saranno stati letti. Al fronte
di clock successivo l’indirizzo della memoria ritornerà a zero nel caso
si voglia la trasmissione continua, altrimenti la trasmissione terminerà
e per effettuarne una nuova si dovrà reinizializzare l’indirizzo con un
“reset_com”.
Memdual non è altro che una memoria RAM in cui la porta A serve
per scrivere e quella B per leggere.
I clock della porta A e B sono entrambi a 100 MHz, mentre il write
enable, cioè il permesso di scritture (“wea”) è pilotato dal blocchetto
precedente S2P, che alza tale segnale ogni qualvolta un byte è pronto
per essere memorizzato. Oltre al “we”, S2P spedisce alla memoria il
dato vero e proprio (un byte per volta) da salvare e anche il corrispet-
tivo indirizzo a 16 byte?????? su cui scrivere. La lettura dalla porta B è
abilitata dal segnale “enb” tramite CONTROLLORE. Il byte in uscita
da questa memoria “doubtb(7:0)” è il dato che viene letto all’indirizzo
“addrb(15:0)” fornito da blocco TRASMETTITORE.
7.2.9 Trasmettitore
Passiamo ora alla descrizione dell’ultimo blocco che compone il rice-
vitore, ma non per questo meno importante. Questo blocco è com-
posto da due sottoblocchi. Il primo è il “tx_controller”, seguito dal
“UDP_IP_Transceiver”.7.2 quakerone 159
Figura 7.13.: Modulo Trasmettitore.
Tx_controller
Gli ingressi di questo modulo sono: “reset_controller” e “enable” da
“resettatutto”, “enpicotx” dal modulo controlore, “reset_transceiver”
dal pulsante “reset_dcm”, Oltre questi sono presenti “clk_25MHz” e
“data_trasf_phase_on” dal modulo successivo UDP_IP_Transceiver.
Gli ingressi più importanti restano tuttavia, “dato_in” in uscita della
memoria e “addrmax” dal modulo S2P che indica il massimo indirizzo
di scrittura.
Le uscite presenti sono “reset_UDPIP” che serve per resettare il mo-
dulo di interfaccia fra PC e board, “start_tx”, segnale per la trasmis-
sione dei dati, “byte_to_tx” e ”transmit_data_lenght” che identiﬁcano
il byte da trasmettere e la lunghezza totale di dati (indirizzo massimo
scritto nella porta A di MEMDUAL + 3). Il segnale “endtx” è destina-
to al blocco controllore, mentre “addrram_b” identiﬁca l’indirizzo da
cui leggere in memoria.
Si abilita la trasmissione dei dati, alzando il segnale “start_tx” sola-
mente quando il “reset_controller” è basso e il segnale “enable” che
viene dal modulo controllore alto.
Una volta che il segnale “data_trasf_phase_on” si trova a livello
logico alto, avviene la trasmissione scrivendo il valore “dato_in” in
“byte_to_tx”, ﬁno a quando non si raggiunge il max dell’indirizzo
riportato sulla memoria RAM (memdul).
Alla ﬁne della trasmissione, una volta spediti tutti i pacchetti, si ag-
giunge “EE” come ultima coppia di byte e si pone il segnale “end_tx”
a 1, che verrà retroazionato ai blocchi precedenti.160 ricevitore
Figura 7.14.: Sottoblocco del modulo Trasmettitore.
UDP_IP_Transceiver
Questo blocco fa sempre parte degli IPCore che si possono generare, e
gestisce la connessione fra il chip dell’Ethernet presente nella board e
l’FPGA. Il modulo è del tutto generale e può sia trasmettere che rice-
vere dati dall’esterno. Oltre ad eseguire queste operazioni, incapsula
i dati salvati nella memoria ram e passati dal ”trasmettitore”, in un
pacchetto IP, che successivamente viene inglobato in un nuovo pac-
chetto UDP di livello superiore. Tutti i segnali che possiamo vedere
dalla ﬁgura ?????? , tipo “mii_rx_...” sono segnali ﬁsici che vanno
collegati mediante l’UCF (User constraint ﬁle) al chip che gestisce la
vera e proprio comunicazione ethernet.8
RISULTATI OTTENUTI
I
n questo capitolo sono riportati i test effettuati durante la fase
di montaggio del setup ottico di QuAKE eseguite presso il labora-
torio Luxor.
8.1 montaggio e caratterizzazione del sistema
Il primo passo per procedere alla realizzazione di QuAKE è il montag-
gio di Alice. Abbiamo utilizzato una breadboard sulla quale adagiare
e ﬁssare, attraverso delle forchette, tutti i vari componenti ottici del
sistema seguendo lo schema di ﬁgura 4.1 a pagina 70 del capitolo 4.
I passi seguiti sono stati i seguenti:
 montaggio dei laser sui rispettivi supporti;
 controllo dell’allineamento degli spot;
 controllo della collimazione del fascio;
 controllo delle polarizzazione del fascio;
 settaggio attenuatori per singolo fotone;
 collimazione e allineamento del laser di sincronia;
 montaggio specchi;
 inserimento del telescopio;
8.2 alice
Vediamo ora in dettaglio tutti i vari passi appena esposti.
8.2.1 Montaggio dei laser sui rispettivi supporti
Per assemblare i laser all’interno della breadboard, sono stati utilizza-
ti dei montaggi già presenti in laboratorio e utilizzati nei vari setup
passati di QuAKE. Questi montaggi, se pur stabili non consentono
161162 risultati ottenuti
sensibilità di movimento millimetrica, il che rende più complicato del
previsto l’allineamento dei due fasci.
Figura 8.1.: Componente per il montaggio dei laser.
In ﬁgura 8.1 è riportato il primo componente utilizzato per il mon-
taggio dei laser. In seguito, dopo vari tentativi si e scelto di lasciare
questo componente per un laser, mentre cambiare il secondo montag-
gio con un traslatore-xy che permette di avere una precisione maggio-
re nei piccoli movimenti.
Figura 8.2.: Nuovo traslatore utilizzato.8.2 alice 163
8.2.2 Controllo allineamento e dimensione degli spot
La prima condizione da garantire nella realizzazione di Alice è il per-
fetto allineamento degli spot dei due laser, sia prima e dopo il pinhole,
in modo da renderli indistinguibili a lunga distanza. A tale scopo
abbiamo focalizzato la radiazione uscente dal pinhole in un CCD e vi-
sualizzato la posizione dei due spot. Finché i due spot non sono stati
totalmente sovrapposti si sono aggiustati i montaggi in modo da avere
la perfetta sovrapposizione. Una cosa da tenere in considerazione è la
seguente: non è detto che se due spot appaiano sovrapposti dopo il pi-
nhole, essi lo siano anche a lunga distanza, bisogna infatti assicurarsi
che essi non divergano e siano perfettamente identici anche dopo una
decina di metri.
Le immagini degli spot dei due laser sono riportate in ﬁgura:
(a) Laser 1. (b) Laser 2.
Figura 8.3.: Immagine trasmissione spot.
essi presentano rispettivamente un diametro di 40 e 41 pixel, corri-
spondenti rispettivamente a 144 mm e 147,6 mm. Non sono presenti
frange di diffrazione, pertanto il pinhole da 150 mm può essere impie-
gato per ﬁltrare spazialmente i due laser. Non riportiamo in ﬁgura lo
spot del laser di sincronia, il quale risulterà solamente più intenso e
più grande, avendo una potenza in uscita maggiore.
In ﬁgura 8.4 nella pagina seguente sono riportate le lunghezze d’on-
da dei due laser di informazione utilizzati.
8.2.3 Controllo della polarizzazione del fascio
Il secondo requisito essenziale per la QC è che le polarizzazioni dei
laser di informazione siano sfasati di 45° gradi fra loro. A tale sco-
po prima ancora di allineare il fascio, bisogna polarizzare il fascio
uscente dai laser. Ricordiamo che la luce emessa da un diodo laser è
parzialmente polarizzata, il che signiﬁca che utilizzando un polarizza-
tore con riferimento si deve ruotare il laser ﬁnché la potenza uscente
da tale polarizzatore risulterà massima. Avremmo così polarizzato la
luce emessa dal laser nella stessa direzione del polarizzatore lineare,164 risultati ottenuti
(a) Laser 1.
(b) Laser 2.
Figura 8.4.: Spettro dei laser utilizzati.
a seconda dell’angolo di partenza scelto. Dopo aver effettuato que-
sta operazione in entrambi i laser, avremmo le due radiazioni uscenti,
sfasate di 45°.
I risultati ottenuti sono riportati in ﬁgura 8.5 nella pagina successiva.
Come si può vedere, le due polarizzazioni sono sfasate di circa 45°
8.2.4 Attenuatori singolo fotone
Come visto nei capitoli precedenti, e da speciﬁche di progetto, voglia-
mo che la nostra sorgente sia a singolo fotone , e cioè che presenti
un valore del parametro m della poissoniana di circa 0.5. In altri ter-
mini, equivale a richiedere che l’aspettazione dei fotoni per impulso
sia di 0.5, cioè un fotone ogni due impulsi. Per fare ciò, determinia-
mo il valore dell’attenuazione che deve essere introdotta dai ﬁltri ND.
Doppiamo quindi analizzare il percorso ottico dei laser in uscita al
pinhole. Prima del pinhole, il laser incontra un BS non polarizzante e
un polarizzatore, subendo un’attenuazione per ogni componente otti-
co incontrato. Sperimentalmente abbiamo rilevato che l’attenuazione
del pinhole Aph è pari a 100. Ricordando che un BS introduce un at-
tenuazione ABS pari a 2, e che la potenza del laser, misurata con il




Figura 8.5.: Caratterizzazione della polarizzazione dei due laser.







Aph ABS AND Apl
(8.1)
L’attenuazione richiesta ai ﬁltri ND può essere ulteriormente ridotta,
considerando le perdite introdotte dal secondo BS che unisce il cam-






Aph ABS ABS AND Apl Apl
. (8.2)
Figura 8.6.: Numero di fotoni in funzione dell’attenuazione.
In ﬁgura riportiamo il graﬁco del numero di fotoni in funzione del-
l’attenuazione dei ﬁltri ND. Dai graﬁci si vede chiaramente che con
un attenuazione inferiore a 106, riusciamo ad ottenere una sorgente a
singolo fotone con coefﬁciente m = 0,5. L’uso combinato di ﬁltri ND
ﬁssi con diversi valori ci consentono di ottenere l’attenuazione deside-
rata (Un ﬁltro ND con attenuazione 105 unito con un altro da 102 ci
consente di arrivare al singolo fotone ).
Per veriﬁcare sperimentalmente se la sorgente stia effettivamente
operando a singolo fotone, abbiamo analizzato i rate degli SPAD, su
cui abbiamo focalizzato il fascio dei laser da attenuare, inserendo gra-






dove il coefﬁciente AR tiene conto dell’efﬁcienza di rivelazione dello
SPAD, pari al 10%. RN è il rate legato al rumore ambientale che può
essere pensato di tipo additivo. Bisogna sottolineare che in questa
misura, il fascio deve essere perfettamente focalizzato nello SPAD e8.3 bob 167
Laser 1 5,229 MHz
Laser 2 5,637 MHz
DK 3,45 KHz
Tabella 8.1.: Rate degli SPAD in continua
l’ambiente deve essere completamente buio. La prefase di allineamen-
to dello SPAD, ha dato rispettivamente i seguenti rate, ottenuti con i
laser in continua, con il solo pinhole da 150mm:
Sfruttando la relazione (8.3) con AR = 10 e m = 0.5, modulando
i due laser ad una frequenza di 2,5 MHz, otteniamo che la sorgente
sarà a singolo fotone solamente se i rate rilevati saranno inferiori a 100
KHz. valori al di sotto di quella soglia corrisponderanno a valori del
coefﬁciente m inferiori a 0,5.
Le misure effettuate hanno dato luogo ai seguenti risultati:
Laser 1 91,336 MHz
Laser 2 90,425 KHz
DK 3,45 KHz
Tabella 8.2.: Rate degli SPAD a singolo fotone.
8.3 bob
8.3.1 Spot al ricevitore
Dopo aver allineato le ottiche che costituiscono il ricevitore, ponen-
do particolare cura a far entrate lo spot nell’area attiva degli SPAD e
dell’APD, sono state effettuate le prime misurazioni per veriﬁcare la
correttezza del sistema.
Di seguito riportiamo le immagini degli spot dei laser al trasmetti-
tore, ottenute posizionando la camera CCD dopo la lente di focalizza-
zione che precede lo SPAD. Attraverso queste misure, abbiamo potuto
veriﬁcare l’effettivo allineamento dei due laser di informazione e con-
trollore la qualità degli spot ricevuti. Ovviamente per ottenere queste
immagini qui riportate abbiamo dovuto togliere alcuni dei ﬁltri neutri
al trasmettitore.
Come si può notare dalle ﬁgure, gli spot non sono deformati e so-
no perfettamente sovrapposti; infatti sovrapponendo le ﬁgure si nota
come i fasci siano ben allineati. Non riportiamo la ﬁgura del laser di
sincronismo per due motivi: il primo è che per visualizzarlo corretta-
mente con la camera, si deve attenuarlo per non rischiare di brucia-168 risultati ottenuti
(a) Laser 1. (b) Laser 2.
Figura 8.7.: Immagini fotografate al ricevitore.
re alcuni pixel, mentre il secondo è che se si utilizza una cartina ad
infrarosso si vede benissimo lo spot di questo laser.
8.4 controllo della visibilità in vari punti
del sistema
Al ﬁne di assicurare che la polarizazione del sistema rimanga invariata
durante tutto il cammino ottico, si è misurato la visibilità in vari punti
del sistema. Per effettuare questa misura, abbiamo utilizzato un laser
alla volta pilotato in continua. È stato interposto nel cammino un
altro polarizzatore, oltre a quello di fronte al laser, e grazie all’utilizzo
di un power meter si è cercata la potenza massima e minima in ogni
posizione.





indica il mantenimento dela polarizzazione e la qualità dei compo-
nenti utilizzati.
Nella tabella 8.3 sono riportate le misure effettuate nel trasmettitore
(si possono osservare le relative posizioni nella ﬁgura 8.8 nella pagina
successiva).
Pos. Massimo [mW] Minimo [mW] Totale [mW] Visibilità
1 153,7 / / /
2 135,5 1,171 136,671 98,26%
3 66,23 0,174 66,404 99,481%
4 61,86 0,13 61,99 99,58%
5 53,83 0,261 54,091 99,03%
Tabella 8.3.: Misura della visibilità in vari punti del trasmettitore.8.4 controllo della visibilità in vari punti del sistema 169
Figura 8.8.: Assonometria del trasmettitore.
Lo stesso metodo è stato adottatoanche nel ricevitore Bob. Si può
notare come la visibilità rimanga ottima lungo il sistema, anche se al-
cune misure potrebbero trarre in inganno. Per esempio, la potenza
massima nel percorso fra i due specchi è ottenuta per angoli sfasati ri-
spetto agli angoli di partenza, poiché, come visto nei capitolo 5, questi
componenti ottici ruotano – seppur leggermente – la polarizzazione.170 risultati ottenuti
Pos. Massimo [mW] Minimo [mW] Totale [mW] Visibilità
6 26,72 0,059 26,779 99,56%
7 23,65 0,053 23,703 99,55%
8 9,4 0,080 9,48 98,31%
Tabella 8.4.: Misura della visibilità in vari punti del ricevitore.
8.4.1 Rate SPAD
Prima di ricavare una chiave, è necessario preparare il sistema. In que-
sto caso, si utilizza il Alice in trasmissione continua (Alice spedisce la
stessa sequenza di bit casuali, ripetuta) e si considera solamente uno
dei due laser. In ricezione, si lasciano i gate degli SPAD aperti, di mo-
do che questi possano sempre “cliccare”, e si ruota il polarizzatore di
fronte al fotodiodo per misurare – grazie all’ausilio dell’oscilloscopio
– la frequenza media dei fotoni in arrivo.
Riportiamo ora i valori ottenuti utilizzando la seguente convenzione:
Bit Alice Bob
0 jli j- &i
1 j% .i j$i
Tabella 8.5.: Tabella di codiﬁca bit-polarizzazione B92
Il laser polarizzato verticalmente ottiene i seguenti rate:
Rate emissione ' 1,1 MHz
Rate j- &i ' 22,721 kHz
Rate jli ' 46,978 kHz
Rate j$i ' 0,494 kHz
Noise ' 0,24 kHz
Tabella 8.6.: Visibilità del laser a polarizzazione verticale.
Questo laser presenta una visibilità del 98%.
Rate emissione ' 1,1 MHz
Rate j$i ' 23,369 kHz
Rate j% .i ' 45,736 kHz
Rate j- &i ' 0,978 kHz
Noise ' 0,24 kHz
Tabella 8.7.: Visibilità del laser a polarizzazione +45°.
In questo caso otteniamo una visibilità leggermente minore, pari a
96% che rappresenta comunque un valore quasi ottimo.8.4 controllo della visibilità in vari punti del sistema 171
Figura 8.9.: Assonometria del ricevitore.172 risultati ottenuti
8.5 esempi di chiavi
Per avere un riscontro a livello visivo delle prestazioni raggiunte da
QuAKE è stata rappresentata graﬁcamente, in forma matriciale, la sif-
ted key in fase di trasmissione e successiva ricezione. La chiave di par-
tenza era costituita da 3276 qubit; di questi solamente 576 sono stati
rivelati, e da essi, confrontandoli con i corrispondenti spediti, è stato
possibile quantiﬁcare il BER caratteristico del sistema. Tale dato ha
presentato una varianza del 4,5% attorno a un valore medio del 3,5%
di errori. Nelle ﬁgure 8.10 sono riportati in bianco il bit 0, in nero il
bit 1, e in grigio i bit errati, cioè trasmessi 0 e rilevati 1, o viceversa.
(a) Chiave trasmessa.
(b) Chiave ricevuta.
Figura 8.10.: Chiave trasmessa e chiave ricevuta con errori.8.6 cifratura 173
8.6 cifratura
Le chiavi ﬁn’ora generate sono state utilizzate per fornire alcuni esem-
pi di cifratura reale. Nel primo caso, l’immagine di partenza in bianco
e nero è stata cifrata utilizzando l’AES come algoritmo crittograﬁco.
L’advanced Encryption Standard (AES), conosciuto anche come Rijn-
dael, è un algoritmo di cifratura a blocchi utilizzato come standard dal
governo degli Stati Uniti d’America.
Come si può notare le immagini di partenza e quella decifrata risul-
tano identiche, infatti sono state ottenute a partire da una chiave di
lunghezza di 5000 bit, contenente errori, la quale ha subito il processo
di error correction e successivamente utilizzata. L’immagine cifrata
invece, non rivela nessuna informazione, in quanto le ﬁgure sono ir-
riconoscibili e rappresenta quello che Eve vedrebbe se intercettasse la
comunicazione nel canale pubblico.
(a) Immagine di partenza.
(b) Immagine cifrata.
Figura 8.11.: Esempio di cifratura di un’immagine con metodo AES. Gruppo
di persone coinvolte nel progetto Quantum Future.174 risultati ottenuti
Figura 8.12.: Immagine decifrata.
8.6.1 Esempio di OTP
Riportiamo ora un altro esempio di cifratura di immagini basato però
su una tecnica completamente differente. In questo caso vogliamo tra-
smettere Lena cifrata con OTP, cioè il famoso cifrario perfetto. Questo
cifrario, necessità una chiave della stessa dei dati da inviare. Mentre
nel caso preso in esame prima, eravamo in possesso di una chiave
senza errori e abbastanza lunga da permetterci di crittografare la foto
con precedente con AES, ora volendo trasmettere Lena di dimensione
512 512 pixel a colori necessitavamo di circa 2000000 di bit.
Con il setup attuale non è possibile creare una chiave continua di
una lunghezza così consistente, così si è deciso di unire una centinaia
di chiavi di lunghezza variabile ﬁno ad avere i bit necessari. Una volta
ottenuta la chiave di lunghezza giusta, abbiamo deciso di non utilizza-
re gli algoritmi di correzione, bensì mostrare in realtà cosa si ottiene,
se si tralascia questo fondamentale passaggio. Una volta effettuata la
trasmissione sul canale pubblico, decifriamo con la chiave in possesso
(lato Bob) e otteniamo il volto di Lena con vari pixel scorrelati: essi
rappresentano tutti i bit sbagliati presenti nella sifted key.
Anche in questo caso il numero di bit sbagliati, sul numero di chiave
totale usata è sempre del 3,5%.8.6 cifratura 175
(a) Immagine di partenza.
(b) Immagine cifrata.
Figura 8.13.: Esempio di cifratura di Lena OTP con sifted key contenenti
errori con BER = 3.5%.176 risultati ottenuti
Figura 8.14.: Immagine decifrata.9
CONCLUSIONI E SVILUPPI FUTURI
Q
uAKE è uno degli argomenti principali del progetto Quantum Fu-
ture di Padova, progetto ﬁnanziato a livello europeo avente dura-
ta triennale incentrato sullo studio di una possibile applicazione della
meccanica quantistica, ﬁnalizzata alla realizzazione di un sistema di
comunicazione in spazio libero.(quantumfuture.dei.unipd.it)
In questo lavoro l’obiettivo primario è stato il miglioramento del se-
tup ottico già esistente. Se da un punto di vista concettuale il sistema
possedeva una ﬁsionomia ben delineata, frutto di una lunga fase pro-
gettuale preliminare, a livello pratico in questi mesi molti dei principi
portanti della sua struttura sono stati messi in discussione.
Durante il progressivo assemblaggio di QuAKE, al ﬁne di risolve-
re i problemi via via riscontrati, è stata di fatto necessaria un’accu-
rata caratterizzazione di ogni singolo componente. Ciò ha permesso
una profonda comprensione sperimentale dei fenomeni associati alle
problematiche di natura ottica.
Tuttavia questo progetto di tesi ha richiesto un’attività di tipo tra-
sversale: oltre al montaggio ﬁsico del sistema, infatti, è stata approfon-
dita la conoscenza dell’apparato dell’elettronica di controllo e proces-
sing associato, e apprese le modalità di interfacciamento con i proto-
colli di comunicazione del sistema.
I test ﬁnora effettuati possono senza dubbio essere ritenuti positivi,
avendo apportato alcune modiﬁche sostanziali decisive per un sensi-
bile aumento delle prestazioni globali. Ciò nonostante, il lavoro su
QuAKE non si ferma certo qui. Infatti, parallelamente allo sviluppo
del setup ottico ed elettronico, va integrata la teoria degli algoritmi
che stanno alla base della crittograﬁa in una sistema di telecomuni-
cazioni. Questo task è afﬁdato al prof. Laurenti e al suo gruppo,
che si occupano dell’analisi delle chiavi generate, dell’ottimizzazione
dell’error correction, dell’elaborazione ﬁnalizzata alla privacy ampli-
ﬁcation, dell’autenticazione e, inﬁne, della trasmissione dei dati sul
canale pubblico.
Una step signiﬁcativo nell’evoluzione del progetto sarà compiuto a
Ottobre, quando avrà luogo una dimostrazione pubblica di QuAKE,
con lo scopo di illustrare le inﬁnite potenzialità della MQ e in parti-
colar modo del suo naturale sbocco verso la crittograﬁa nei sistemi di
telecomunicazioni.
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A livello operativo, per giungere preparati a quest’evento, sono in
programma numerosi test, sia in laboratorio sia all’aperto, dove si do-
vrà perfezionare l’intero apparato. Al momento, ritenuti soddisfacenti
gli esiti delle misure e dei test relativi alla parte ottica, ci stiamo con-
centrando sull’elettronica del sistema, al ﬁne di creare una chiave più
lunga di quanto ﬁnora fatto.
Per proiettare QuAKE verso un sistema di telecomunicazioni ripro-
ducibile su larga scala, il primo scoglio da superare, nell’ambito dei
free space è la difﬁcoltà e la delicatezza degli allineamenti su distanze
chilometriche dove queste operazioni non saranno immediate da effet-
tuare. Questo problema potrebbe in parte essere risolto con sistemi di
puntamento laser nel visibile, in modo da facilitarne le operazioni. Un
altro problema risulta essere la radiazione solare e quella riﬂessa dal-
la luna, nonché l’illuminazione artiﬁciale nel caso di comunicazione
fra ediﬁci, i quali aumenterebbero di molto il rumore di fondo. An-
che questo problema potrebbe esser risolto, introducendo un intenso
e selettivo ﬁltraggio della radiazione in ingresso.
QuAKE dimostra come la crittograﬁa quantistica merita di essere
considerata non più come un interessante argomento di ricerca, ma
una realtà che tra non molto potrà essere commercializzata e ha tutti i
presupposti per diventare il nuovo standard di sicurezza.
Un sistema in free-space, rispetto ad uno in ﬁbra ottica, presenta
il vantaggio di non dover posare nuovi cavi, i quali comporterebbero
costi e disagi non indifferenti, ma è solamente sufﬁciente un tratto di
atmosfera libero tra la sorgente ed il ricevitore. Inoltre in termini di im-
patto ambientale, il costo è praticamente nullo, non essendo necessaria
l’installazione di un nuovo canale di trasmissione. Un altro punto a
favore è che le potenze in gioco sono molto basse, e che il fascio laser
non è visibile all’occhio umano, e questo rende l’impatto visivo quasi
nullo, tranne i box contenenti il trasmettitore e il ricevitore.
In termini economici e di mercato la QC può essere considerata un
nuovo settore in cui investire per il futuro, cosa che molte aziende
quali IBM, Toshiba, etc. hanno già iniziato a fare da un pò di anni.A
ARITMETICA MODULARE
D
i seguito sono riportati alcuni concetti di aritmetica modulare
al solo scopo di chiarire il funzionamento dell’algoritmo RSA.
Per maggiori informazioni sull’algebra modulare si consiglia di con-
sultare i testi dedicati.
a.1 congruenze modulo n
Dati tre numeri a,b,n, con n 6= 0, a e b si dicono congruenti modulo n
se la loro differenza (a   b) è multiplo di n, e si scrive:
a  b  (modn). (A.1)
a.2 proprietà delle congruenze
 Proprietà riﬂessiva:
a  a  (modn) 8 a 2 N, 8n 2 N0. (A.2)
 Proprietà simmetrica:
a  b(modn) =) b  a(modn) 8 a,b 2 N, 8n 2 N0. (A.3)
 Proprietà transitiva:
a  b(modn) ^ b  c(modn)
=) a  c(modn) 8 a,b,c 2 N, 8n 2 N0.
(A.4)
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a.3 invarianza rispetto alle operazioni arit-
metiche
 Invarianza per addizione:
a  b(modn)
=) (a + c)  (b + c)(modn) 8 a,b,c 2 N, 8n 2 N0 .
(A.5)
 Invarianza per moltiplicazione:
a  b(modn)
=) a  c  b  c(modn) 8 a,b,c 2 N, 8n 2 N0 .
(A.6)
 Invarianza rispetto all’elevamento a potenza:
a  b(modn)
=) ak  bk(modn) 8 a,b,c 2 N, 8n 2 N0 .
(A.7)B
DESCRIZIONE QUANTISTICA DEL BS
C
onsideriamo un dispositivo lineare multi-porta, con N modi
d’ingresso e N modi d’uscita, dove con modi si intendono i pos-
sibili stati della radiazione elettromagnetica (i diversi modi, non sono
associati necessariamente a porte ﬁsiche differenti).
Indicheremo il campo nei modi di ingresso e di uscita in forma com-
plessa rispettivamente con ai e bi, dove i è un numero intero compreso
fra 1 e N. Dato che il dispositivo dovrà essere lineare, il legame tra il






ed in forma vettoriale sarà del tipo:
b = Sa (B.2)
La matrice B è deﬁnita come matrice di scattering del dispositivo. I pa-
rametri di scattering Sij sono i coefﬁcienti di trasmissione tra ingresso
j-esimo e uscita i-esima.
Ipotizziamo che il nostro dispositivo sia privo di perdite, quindi la
potenza incidente dovrà coincidere con la potenza d’uscita. Questa
condizione, di assenza di perdite, si traduce nella relazione:
a+a = b+b = (Sa+)Sa = a+S+Sa (B.3)
a cui segue:
a+(S+S   I) a = 0 (B.4)
La relazione valida per ogni vettore a, ha come soluzione
S+S = I (B.5)
Infatti, deﬁniamo: M = S+S   I; questa matrice è Hermitiana dato
che M+ = M per le proprietà delle matrici aggiunte:
M+ = (S+S   I)+ = (S+S)+   I+ = S+S   I (B.6)
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L’operatore M è anche normale, essendo M+M = MM+. Per il
teorema della “decomposizione spettrale” esso è diagonalizzabile e




con mi autovalori e jii autovettori di M con norma unitaria. Da-
to che a è arbitrario possiamo prenderlo coincidente con uno degli




Ricordando che autovettori associati a diversi autovalori sono orto-
gonali tra loro, la precedente relazione si sempliﬁca in:
hijmi jiihijii = 0 =) mi = 0 (B.9)
per cui risulta che M = 0. Molti componenti ottici, come lo stesso
beam splitter, sono reciproci, pertanto la matrice di scattering dovrà
essere simmetrica: S = ST.1
Il BS presenta ﬁsicamente 4 porte (due ingressi e due uscite), e con-
siderando le polarizzazioni TE (trasverso elettrico) e TM (trasverso
magnetico) abbiamo due modi per ciascuna porta.
La matrice di scattering dovrebbe avere una dimensione di 8  8;
considerando però che le polarizzazioni TE e TM non si accoppiano
tra loro, possiamo pensare di trattarle separatamente, riducendo le
dimensioni della matrice a 44. Con questa rappresentazione i modi
d’ingresso e d’uscita condividerebbero le stesse porte e dato che il BS
è reciproco, la matrice dovrà essere simmetrica.
Notiamo però che molti degli elementi di questa matrice sono nulli,
visto che in un BS ciascun modo di ingresso è in relazione con solo
due modi d’uscita. Pertanto, possiamo ulteriormente sempliﬁcare la
trattazione con la convenzione che un BS ha solo due modi di ingresso







Imponiamo ora la condizione (B.5), in modo da garantire il bilancio
tra potenza d’ingresso e d’uscita.
jS11j
2 + jS21j









2 = 1 (B.14)
1 In seguito la notazione BS indicherà beam splitter.descrizione quantistica del bs 183
Figura B.1.: Denominazione ingressi e uscite BS.
Risolvendo le equazioni (B.12) e (B.13) otteniamo le seguenti re-
lazioni, rispettivamente fra i moduli e le fasi dei coefﬁcienti della
matrice:
jS11j = jS22j (B.15)




f11 + f22 =  p + f12 + f21 (B.17)
Ipotizziamo di avere una disposizione degli ingressi e delle uscite
come in ﬁgura, chiamiamo h il coefﬁciente che rappresenta la potenza
trasmessa dall’ingresso (1) all’uscita (1): h = jS11j
2 dove (0  h  1).












I coefﬁcienti f12 e f21 saranno nulli, infatti secondo la disposizione
degli ingressi e delle uscite da noi scelte, rappresentano la differenza
di fase tra un’onda elettromagnetica incidente ed una trasmessa ad
una superﬁcie di separazione. La relazione (B.17) diventa quindi: f11+
f22 = p.
Determiniamo ora il valore delle due fasi f11 e f22: per far ciò ipo-
tizziamo che il BS sia asimmetrico, cioè che gli indici di rifrazione alla
superﬁcie di separazione dei due pezzi che compongono il BS siano
differenti.
Assumiamo che n1 < n2 e la disposizione sia quella di ﬁgura B.2
nella pagina successiva.
Un modo che si propaga dalla porta d’ingresso (1) e viene riﬂes-
so nella porta d’uscita (1) non subirà nessun sfasamento; viceversa184 descrizione quantistica del bs
un modo che all’ingresso (2) viene riﬂesso nell’uscita (2) subirà uno
sfasamento di p. Possiamo quindi notare che f11 = 0, f22 = p.



















Dove nella seconda matrice h = cosq2.
Figura B.2.: Schema strutturale del BS.
b.1 differenza tra fascio continuo e singo-
lo fotone
Lo studio dei fasci ottici considerati ﬁn’ora, non mettono in crisi la
descrizione classica del BS, tanto che per fasci di luce, fasci coerenti,
ecc., il BS si comporta nella stessa maniera sia in ﬁsica classica che
quantistica.
Tale fatto non è più vero quando si lavora con pochi fotoni, o a
singolo fotone, infatti l’approccio classico al BS porta a dei risultati
errati e in contraddizione con quanto scritto nel paragrafo precedente.
Vedremo ora come e dove l’approccio classico sbaglia quando con-
sideriamo un fascio con pochi fotoni.
Consideriamo prima un fascio di luce “classico” di ampiezza a1,
incidente su un BS ipotetico senza perdite, come indicato in ﬁgura B.3.
I coefﬁcienti a2 e a3 sono le ampiezze rispettivamente della radia-
zione riﬂessa e trasmessa. Se consideriamo r e t la riﬂettanza e la
trasmittanza complesse del BS, possiamo scrivere:
a2 = r a1 e a3 = t a1 . (B.20)b.1 differenza tra fascio continuo e singolo fotone 185
Figura B.3.: Beam splitter classico. Un’onda di ampiezza a1 incide nel BS e
viene divisa in fasci di ampiezza a2 e a3.
Se il BS ha un rapporto trasmissione-riﬂessione di 50:50 allora avre-
mo, jrj = jtj = 1/
p
2. Tuttavia, preferiamo non imporre nessuna
condizione in modo da poter fare una descrizione la più generale pos-
sibile. L’unica ipotesi che prendiamo in considerazione è l’assenza
di perdite: la potenza che entra nel BS sarà uguale alla somma della








2 = 1. (B.22)
Per poter considerare il BS secondo la MQ dobbiamo rimpiazzare
l’ampiezza del fascio complesso ai con un insieme di operatori ˆ ai i =
(1,2,3) come indicati in ﬁgura B.4.2
Figura B.4.: Beam splitter quantistico errato.
2 Meccanica quantistica.186 descrizione quantistica del bs
In analogia al caso classico proviamo a scrivere le seguenti ugua-
glianze:
ˆ a2 = r ˆ a1 e ˆ a3 = t ˆ a1 . (B.23)
Tuttavia, tali operatori sono tenuti a soddisfare le seguenti relazioni:
h
ˆ ai, ˆ a+
j
i
= dij , [ˆ ai, ˆ aj] = 0 =
h
ˆ a+
i , ˆ a+
j
i
(i, j = 1,2,3) (B.24)
ma è semplice vedere come per gli operatori dell’equazione (B.23)
otteniamo:
h
























ˆ a2, ˆ a+
3
i
= rt 6= 0, ecc. (B.27)
Così le trasformazioni dell’equazione (B.23) non conservano le re-
lazioni di commutazione e quindi non sono in grado di fornire la
corretta descrizione quantistica di un BS.
Questo problema ovviato è stato risolto come segue: nella ﬁgura
classica del BS, vi è una porta inutilizzata, la quale non avendo nessun
campo in input, non ha nessun effetto sul fascio d’uscita.
Figura B.5.: Beam splitter quantistico esatto.
Tuttavia, nel quadro della meccanica quantistica, la porta inutilizza-
ta contiene un modo quantizzato di campo anche nella condizione di
vuoto e, le ﬂuttuazioni del vuoto possono portare a importanti effetti
ﬁsici.
In ﬁgura B.5 sono indicati indichiamo tutte le modalità necessarie
per una corretta descrizione quantistica BS, ˆ a0 rappresenta l’operatoreb.1 differenza tra fascio continuo e singolo fotone 187
campo vacante nella descrizione classica. Sono presenti ora due tra-
smittanze e riﬂettanze che permettono lo studio di un BS asimmetrico.
Riscriviamo ora gli operatori di campo come:















È molto facile osservare che le relazioni di commutazione dell’equa-
zione (B.24) sono soddisfatte ﬁntanto che le seguenti relazioni sono
vere:
jr0j = jrj,jtj = jt0j,jrj
2 + jtj
2 = 1,rt0 + r0t = 0, ert + r0t = 0. (B.30)
Queste relazioni sono note come le relazioni di reciprocità.BIBLIOGRAFIA
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