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The iterative qubit coupled cluster (iQCC) method is a systematic variational approach to solve
the electronic structure problem on universal quantum computers. It is able to use arbitrarily
shallow quantum circuits at expense of iterative canonical transformation of the Hamiltonian and
rebuilding a circuit. Here we present a variety of a posteriori corrections to the iQCC energies to
reduce the number of iterations to achieve the desired accuracy. Our energy corrections are based
on a low-order perturbation theory series that can be efficiently evaluated on a classical computer.
Moreover, capturing a part of the total energy perturbatively, allows us to formulate the qubit
active-space concept, in which only a subset of all qubits is treated variationally. As a result, further
reduction of quantum resource requirements is achieved. We demonstrate the utility and efficiency
of our approach numerically on the examples of 10-qubit N2 molecule dissociation, the 24-qubit H2O
symmetric stretch, and 56-qubit singlet-triplet gap calculations for the technologically important
complex, tris-(2-phenylpyridine)iridium(III) Ir(ppy)3.
I. INTRODUCTION
Electronic structure calculations [1] on universal-gate
noisy intermediate-scale quantum (NISQ) [2] devices are
challenging because of the limited number of qubits, lim-
ited connectivity, short coherence times, and noisy mea-
surements. In light of these limitations, algorithms based
on the variational quantum eigensolver (VQE) frame-
work [3, 4], a hybrid quantum-classical variational scheme,
show the most promise. Central to VQE is a unitary Uˆ(τ ),
where τ is a vector of numerical parameters, acting on an
initial state of a quantum register (an initial wavefunction)
|0〉. Once Uˆ(τ ) is fixed, the variational energy estimate
E(τ ) = 〈0|Uˆ†(τ )HˆUˆ(τ )|0〉 , (1)
is evaluated on a quantum computer by measuring terms
(or groups of terms) [5–12] of the qubit Hamiltonian
Hˆ =
∑
k
CkPˆk, (2)
where Ck are numerical coefficients determined by the
electronic Hamiltonian of a problem, and
Pˆk =
∏
i
σˆ
(k)
i (3)
are strings of Pauli elementary σˆi ∈ {xˆi, yˆi, zˆi} operators
acting on the ith, i = 1 . . . n, qubit [13]. We call these
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strings “Pauli words” for brevity. The values of E(τ )
are used by a classical computer to update amplitudes
τ in the direction that lowers the energy. The processes
is repeated until the variational minimum of energy is
obtained.
The ansatz for Uˆ(τ ) must satisfy certain requirements.
First, it must be either directly represented as a sequence
of quantum gates or readily converted to it. Secondly,
it has to be accurate already for the small number of
variational parameters and demonstrate rapid convergence
with increasing the number of them. Finally, it must be
systematically improvable. Several forms of Uˆ(τ ) were
explored in literature. The “hardware-efficient” form [14,
15] encodes Uˆ(τ ) directly as a set of gates available on a
particular hardware, but by far the most popular approach
is based on the unitary coupled cluster (UCC) ansatz and
its generalizations [3, 16–21],
Uˆ(τ ) = eTˆ (τ )−Tˆ
†(τ ) (4)
where Tˆ and Tˆ † are sums of coupled-cluster K-fold
fermion excitation TˆK and de-excitation Tˆ
†
K operators,
respectively. To be used in VQE, the UCC ansatz must
be first converted to a product form,
Uˆ(τ ) =
∏
j
exp(−iτjPˆj/2) (5)
in which the generators, Pauli words Pj , are inferred from
TˆK and Tˆ
†
K . The difficulty here is that TˆK and Tˆ
†
K are
non-commuting so that after the transformation to the
qubit space, the ansatz (5) is order-dependent [22, 23].
Recently, the VQE-based methods that started with
the form (5) directly were proposed [24–26]. The ADAPT-
VQE method [25] uses the set of unitary coupled cluster
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2singles and doubles (UCCSD) fermionic excitation oper-
ators converted to the qubit representation as a pool of
generators supplemented with a gradient-based ranking
procedure to select the “most important” ones. The iter-
ative qubit coupled cluster (iQCC) method [26] gives up
on the fermionic excitation picture completely and intro-
duces the concept of the direct interaction set (DIS)—a
set of all possible operators that guarantees the first-order
energy lowering being included in the ansatz (5). The
DIS can be efficiently constructed on a classical computer
given the qubit form of the Hamiltonian (2).
The main challenge for these methods is finding genera-
tors among 4n−1 possible that provide fast and systematic
convergence. First of all, none of the schemes that use
polynomially-large spaces of the fixed-rank fermionic ex-
citations as a source of generators in Eq. (5) can be exact,
unless the same operators are allowed to appear more
than once [22, 25]. The repeated sampling is a strategy
adopted in ADAPT-VQE. Secondly, a simple random
sampling of generators is highly inefficient due to the so-
called barren plateaus [27]. The iQCC method uses the
iterative approach: Instead of a single-step construction
and optimization of a lengthy and potentially intractable
Uˆ , a shorter Uˆ (j) is prepared based on the current DIS, its
parameters are optimized, and both Uˆ (j) and optimal τ j
are used to transform (“dress”) the current Hamiltonian
Hˆ(j) to define a new one,
Hˆ(j+1) =
(
Uˆ (j)(τ j)
)†
Hˆ(j)Uˆ (j)(τ j), (6)
for which the procedure of finding the DIS is repeated.
It was numerically demonstrated that such a procedure
eventually converged to the exact ground-state energy
even if a single top-ranked generator from the DIS was
used to build Uˆ (j). Thus, it is possible to use arbitrarily
shallow quantum circuits at expense of additional dressing
steps carried out on a classical computer and additional
quantum measurements of of intermediate H(j).
The major issue of the iQCC method is the exponential
growth of intermediate Hamiltonians upon dressing, which
severely limits the problems size and/or the number of
iterations possible in the iQCC procedure. Operator
compression and energy extrapolation was suggested in
Ref. 26 as mitigation techniques, but both of them were
only moderately efficient. Alternatively, a special form of
the qubit coupled cluster (QCC) ansatz (5), which uses
the involutary combinations of anti-commuting generators,
was recently proposed [28]; it guarantees only quadratic
(with respect to the number of generators) increase of the
size of the Hamiltonian upon dressing.
In this work we explore a complementary approach.
Leaving the QCC ansatz intact, we devise various a pos-
teriori completeness corrections to the iQCC energies,
which can be efficiently evaluated on a classical computer.
In other words, we introduce a classical post-processing
technique that improves the accuracy of the iQCC en-
ergies or reduces the number of iQCC iterations for the
same accuracy. Obviously, this saves quantum resources.
Moreover, capturing a bulk of contributions to the exact
energy classically allows us to consider the QCC form (5),
in which only a subset of all qubits is considered explic-
itly, enabling the active-space treatment. This idea has
already been explored in the literature [29]. The distinc-
tive feature of our approach is that we simultaneously
increase the accuracy and reduce the number of quantum
measurements as compared to the original iQCC method.
The paper is organized as follows. First, we introduce a
new form of qubit Hamilonians that provides an algebraic
point of view on the DIS. With the new form we discuss
a closely related linear variational ansatz for a qubit
wavefunction, which becomes a starting point for the
derivation of a variety of variational and perturbative
corrections to the iQCC method. The theoretical section
ends with the discussion of the active-space modification of
iQCC. In the subsequent sections we assess the utility and
performance of the proposed modifications on three trial
problems: 10-qubit N2 molecule dissociation, the 24-qubit
H2O symmetric stretch, and 56-qubit singlet-triplet gap
calculations for the tris-(2-phenylpyridine)iridium(III),
Ir(ppy)3 molecule.
II. THEORY
A. Algebraic definition of the direct interaction set
Any qubit Hamiltonian (2) can always be written as
Hˆ =
∑
k
C˜kZˆk′Xˆk, (7)
where Zk′ = zk′1 · · · zk′m and Xk = xk1 · · ·xkn are Pauli
words containing zˆ or xˆ operators only. The represen-
tation (7) follows from the fact that zˆ and xˆ operators
together with the imaginary unit i are the generators of
the Pauli group, since yˆ = −izˆxˆ and xˆ2 = yˆ2 = zˆ2 = eˆ,
where eˆ is the identity operator. To obtain Eq. (7) from
Eq. (2) one must replace all occurrences of yˆj with −izˆj xˆj
in every Pˆk and collect zˆk′i and xˆki in factors Zˆk′ and Xˆk
respectively. The multi-indices {k′1 . . . k′m} and {k1 . . . kn}
may overlap; the common indices correspond to the yˆ
operators in these positions. The coefficients C˜k in Eq. (8)
may differ from Ck in an additional phase factor (±1,±i),
depending on the number of yˆ factors in the corresponding
Pˆk.
Together with the ZX (“right”) expansion one may
define an alternative XZ (“left”) expansion as
Hˆ =
∑
k
C˜ ′kXˆk′Zˆk. (8)
The operator factors Xˆk′ and Zˆk are identical between
the “right” and the “left” variants, but the corresponding
coefficients may have different signs C˜ ′k = ±C˜k. However,
as long as all Pˆk-s contain the even number of yˆ factors,
the coefficients are identical. Such hermitian Hamiltonians
3with the even number of yˆ have real matrix elements in a
real basis set. In fact, all electronic Hamiltonians in the
absence of magnetic fields and spin-orbital interaction are
of this kind.
Expansion (7) can be regrouped as
Hˆ = Iˆ0(z) +
∑
k
Iˆk(z)Xk, (9)
where Ik(z) = Ik(zˆ1, zˆ2, . . . ) are generalized Ising Hamil-
tonians containing only the products of zˆj operators. We
assume that k is an integer whose binary representation
matches the string of Pauli elementary xˆ operators such
that 1 in the i-th position indicates the presence of xˆi.
The motivation for treating X and Z-dependent com-
ponents differently is explained below. Imagine that Hˆ
acts on a direct-product n-qubit wavefunction,
|Φ〉 = |±1〉1 · · · |±1〉n , (10)
where |±1〉j is the eigenstate of zˆj operator with eigen-
values +1 or −1. There are 2n of such states which corre-
spond to distinct strings of +1 and −1. These linearly-
independent states were called the “perfect mean-filed
states” in Ref. 26. Every product state is an eigenstate
of an arbitrary Ising Hamiltonian, whereas Pauli strings
Xˆm map one mean-field state into another. That is, the
expectation value of an Ising Hamiltonian Ik(z) on an
arbitrary mean-field state |0〉 is, in general, non-zero,
ωk = | 〈0|Ik(z)|0〉 | 6= 0, (11)
whereas
〈0|Xˆk|0〉 = 0, k > 0 (12)
Both properties are crucial for defining the DIS. Consider
a single-generator ansatz (5),
Uˆ(τ) = exp(−iτPˆ /2), (13)
and the expectation value of the canonically-transformed
Hamiltonian
E(τ) = 〈0|Uˆ†(τ)HUˆ(τ)|0〉 . (14)
The derivative of E(τ) with respect to τ is:
dE
dτ
∣∣∣
τ=0
= − i
2
〈
0
∣∣∣ [Hˆ, Pˆ ] ∣∣∣ 0〉 (15)
The DIS comprises of all the operators satisfying
∣∣dE
dτ
∣∣ 6= 0.
Using the expansion (2) we can write:∣∣∣∣dEdτ
∣∣∣∣ ≤∑
k>0
ωk
∣∣∣∣ 12i 〈0|[Xˆk, Pˆ ]|0〉
∣∣∣∣ = ∑
k>0
ωk|Im 〈0|XˆkPˆ |0〉 |
(16)
Because terms of Eq. (16) are algebraically independent,
at least one of them must be non-zero, which in view of
Eqs. (11) and (12) implies that [30]
XˆkPˆ = Zˆk′ , (17)
where k′ runs from 1 to 2n. To guarantee that the imag-
inary part of the l.h.s. of Eq. (17) is non-zero, k′ is ad-
ditionally subjected to a condition that k′ and k must
intersect in an odd number of bits, which leaves 2n−1 vari-
ants for k′. Eq. (17) can be easily solved by multiplying
both sides by Xˆk:
Pˆkk′ = XˆkZˆk′ . (18)
Such defined Pˆkk′ will contain the odd number of yˆ and
satisfy ∣∣∣∣∣dE[Pˆkk′ ]dτ
∣∣∣∣∣ = ωk| 〈0|Zk′ |0〉 | = ωk. (19)
Thus, the DIS is a set of solutions of Eq. (17) with
indices k coming from the expansion (9) and k′ subjected
the condition above. Different k characterize different
groups of operators in the DIS with different values of
gradients ωk, whereas different k
′ label operators with
the identical gradients; in other words, the DIS can be
described as a union of groups of operators. In Ref. 26
the binary representation of each k was called “the flip
set” with respect to an ideal mean-field reference |0〉. It is
now clear that flip sets are binary representations of Xk
in the expansion (9), and thus, reference-independent.
We emphasize that DIS is properly defined only for the
mean-field references although the energy gradients can
be evaluated by Eq. (15) for any reference. However, for
a general non-mean-field state |0〉 the condition (12) no
longer holds, and operators outside the DIS acquire non-
zero gradient values. We also note that the conditions (11)
and (12) are analogs of the Wick’s theorem for the “normal
ordered” qubit expression (9).
B. Linear variational ansatz for a qubit
wavefunction
There are exactly 2n distinct Pauli strings Xˆk for n
qubits. Since from Xˆk |0〉 = Xˆm |0〉 follows that Xˆk = Xˆm
for an arbitrary but fixed mean-field state |0〉, any mean-
filed state can be represented as Xˆk |0〉 for some k. The
mean-field states for n qubits form a complete basis in
the Hilbert space, so any n-qubit wave function can be
expressed as
|Ψ〉 =
(
1 +
∑
k>0
dkXˆk
)
|0〉 (20)
(the intermediate normalization 〈0|Ψ〉 = 1 is assumed).
The linear variational ansatz (20) is naturally associated
with the matrix eigenvalue problem
Hd = Ed, (21)
with the matrix H = {〈0|XˆiHˆXˆj |0〉}Mi,j=0, where M ≤ 2n;
d = {dk}Mk=0 is an eigenvector.
4Equation (21) can be solved on a classical computer
to get corrected ground-state energy. Moreover, if one
includes all 2n Pauli X strings, this will give the exact
ground-state energy and wavefunction. This procedure,
however, is equivalent to full configurational interaction
(FCI) and, hence, intractable. A more convenient way
is to include all directly coupled to |0〉 mean-field states.
Consider the 0-th row of the Hamiltonian matrix H:
H0j = 〈0|HˆXˆj |0〉 . (22)
If these matrix elements are required to be non-zero, than
the set of the corresponding Xˆj coincides with the set of
Xˆk entering the expansion (9); in other words, matches
the group structure of the DIS. In fact, the whole row H0j ,
j > 0 is evaluated as a part of the ranking procedure at
each iQCC iteration [26]. To complete the construction of
the Hamiltonian matrix in this case one needs to compute
remaining matrix elements 〈0|XˆiHˆXˆj |0〉 for i, j > 0 and
i, j ∈ DIS. Since the size of the DIS is at worst linear
in the size of the qubit Hamiltonian, this procedure is
computationally feasible.
C. Epstein-Nesbet perturbation theory (ENPT)
for a qubit wavefunction
The variational improvement of the iQCC energies by
Eq. (21) may still be too computationally demanding
since the size of the iQCC dressed Hamiltonians rapidly
increases. Moreover, when iQCC energies approach the
exact, corrections become smaller, which naturally calls
for perturbation-theory consideration. The simplest solu-
tion is based on the Epstein-Nesbet perturbation theory
(ENPT), in which all the off-diagonal couplings (22) are
treated as perturbations due to the presence of mean-field
states |j〉 = Xˆj |0〉 with energies
Ej = 〈j|Hˆ|j〉 = 〈0|XˆjHˆXˆj |0〉 = 〈j|Iˆ0(z)|j〉 . (23)
The second-order ENPT energy correction formula is [31,
32]:
∆E
(2)
ENPT = −
∑
j
|H0j |2
Ej − E0 = −
∑
j
ω2j
Dj
, (24)
where ωj are the absolute values of the QCC energy
derivatives, Eq. (19), and
Dj = Ej − E0 (25)
are energy denominators. Energy derivatives ωj are read-
ily available at the end of each iQCC iterations and the
only extra quantities that need to be computed are Dj .
The computational overhead is strictly linear in the size
of the DIS, which has to be contrasted to the qubic scal-
ing of computational efforts associated with the matrix
diagonalization problem Eq. (21).
D. Diagonal unitary (infinite-order) modification of
the ENPT2 correction
The second-order ENPT correction Eq. (24) diverges
when Dj → 0. The problem can be solved by modifying
the denominators, and a variety of strategies were sug-
gested (see Refs. 33 and 34 and references therein). Here
we derive our own variant which is more aligned with the
QCC approach. Consider a qubit Hamiltonian with only
one X term, Iˆk(z)Xˆk, in Eq. (9). This is the case, for
example, of the H2 molecule in the minimal basis. It is
easy to show that a single-generator QCC ansatz with
Pˆk = XˆkZˆj , where j is an arbitrary number from 1 to
2n having the odd-number bit overlap with k, finds the
exact ground state. Indeed, the variational expression for
the energy is:
E(τ) = 〈0|eiτPˆk/2Hˆe−iτPˆk/2|0〉 (26)
= E0 +
〈
0
∣∣∣∣ ( 12i
)
[Hˆ, Pˆk]
∣∣∣∣ 0〉 sin τ
+
〈
0
∣∣∣∣ 12 (PˆkHˆPˆk −H)
∣∣∣∣ 0〉 (1− cos τ) ,
where E0 = 〈0|Hˆ|0〉. Identifying ωk = 〈0|Ik(z)|0〉 and
Dk = 〈0|PˆkHˆPˆk −H|0〉 = Ek − E0 we can write
E(τ) = E0 + ωk sin τ +
Dk
2
(1− cos τ) . (27)
Combining all trigonometric functions together we find
that
E(τ) = E0 +
Dk
2
−
√(
Dk
2
)2
+ ω2k cos(τ + φk), (28)
where φk = arcsin
2ωk√
D2k+4ω
2
k
. The minimum of the
Eq. (28) corresponds to cos(t+ φk) = 1, and the energy
correction is:
Egs − E0 = Dk
2
−
√(
Dk
2
)2
+ ω2k. (29)
It is clear that ω2k and Dk are the numerator and the
denominator of one particular term in Eq. (24). Thus,
assuming independent (fully uncorrelated) contribution
of every generator Pˆk we can write
∆EDUC =
∑
k
Dk
2
−
√(
Dk
2
)2
+ ω2k
 , (30)
where DUC stands for the “diagonal unitary correction”.
In the case of large denominators EDUC reduces to the
ENPT2 expression (24) but remains finite when anyDk →
0. A similar modification of the second-order Moller–
Plesset perturbation correction has been introduced in
Ref. 35.
5E. Combined variational-perturbative correction
The variational and perturbative corrections to the
QCC method introduced above have their own strengths
and weaknesses. The variational approach is considerably
more demanding computationally but is superior if the
ground state becomes quasi-degenerate with a lower ex-
cited state. The situation is not uncommon in molecular
systems and is known as conical intersections [36, 37]. On
the other hand, the perturbation correction is especially
convenient as many quantities are already computed dur-
ing the iQCC iteration and no diagonalization is required.
Below we suggest a solution that combines the strengths
of both approaches, namely, the ability to cope with
low-lying quasidegeneracies and efficient (perturbative)
treatment of high-lying states. We commence with the
partitioning of the full matrix problem (21) into smaller
sub-problems in the spirit of the Lo¨wding partitioning [38]
as
hp + b†q = Ep (31)
bp + Cq = Eq, (32)
where h is a m×m submatrix of H, b† is the remaining
upper right part, and C is a matrix with the mean-field
energies (23) on diagonals. 1 ≤ m ≤ N + 1, where N
is the number of groups in the DIS. The first state is
the ground-state reference |0〉. p and q are first m and
remaining N +1−m components of the full eigenvector d
[see Eq. (21)], respectively. If E is an eigenstate, we can
solve Eq. (32) for q and plug it into Eq. (31) to obtain
heff(E)p = Ep, (33)
where
heff(E) = h + Σ(E). (34)
is the matrix of the effective energy-dependent Hamilto-
nian, and
Σ(E) = −b†(C− E)−1b (35)
is the self-energy. If m = N + 1 than the self-energy
vanishes and the problem (33) reduces to the original
matrix formulation (21). In the opposite limit, m = 1,
Eq. (33) is a non-linear equation, which, nevertheless,
can be solved for the exact ground-state energy provided
that the self-energy is exact. However, as follows from
Eq. (35), this amounts to full inversion of the (C − E)
matrix, which scales cubicly in the matrix dimension,
similar to the diagonalization. The inversion is trivial
though, if only the diagonal matrix elements of C are
retained; the self-energy can be computed in this case via
simple multiplication of b† and (C − E)−1b. Working
out this product explicitly, we find:
Σ(E) = −
∑
j
H∗0jHj0
Ej − E = −
∑
j
ω2j
Ej − E . (36)
The only difference between this formula and Eq. (24)
is the use of the exact (corrected) energy E in place of
E0. Equation (36) turns out to be the (second-order)
Brillouin-Wigner perturbation theory [39–41] correction.
Since E is not initially known, iterations are necessary
to compute the final value. However, contrary to its
ENPT counterpart, the Brillouin-Wigner perturbation
theory is not susceptible to divergence due to vanishing
denominators. In this regard it is a competitor to the
diagonal unitary correction introduced in Sec. II D.
The intermediate case m > 1 with the diagonal approx-
imation for C can be thought of as a multiconfigurational
perturbation theory, which bears some similarity with
known variants [42]. The coupling among m states is
computed exactly, as well as their coupling to the remain-
ing N+1−m “external” states; only the coupling between
external states is neglected. The number of states m can
be chosen based on efficiency or accuracy considerations.
For example, m can be set statically to mitigate the prob-
lem of enlarging intermediate iQCC Hamiltonians or be
adjusted dynamically, to include the states that still have
appreciable couplings with the reference state.
F. Perturbative generators’ ranking for iQCC
The iQCC method ranks generators Pˆkk′ according to
their absolute gradients ωk, see Eqs. (11) and (19). Oper-
ators associated with highest gradients are selected first
for including into the QCC ansatz at the next iteration.
If any of the corrections introduced in Sec. II B– II E
are going to be computed, alternative rankings become
available. Namely, one can consider the first-order ENPT
contribution to the wavefunction,
|d(1)j, ENPT| =
2ωj
|Dj | (37)
or the second-order ENPT absolute energy increments,
|∆E(2)j, ENPT| =
ω2j
|Dj | . (38)
The first formula can be advantageous in the case of
near-degeneracy, in which small energy changes are ac-
companied by large amplitude variations. Equation (37)
directly estimate the amplitude by dividing a gradient
value by an energy gap. Unfortunately, since the transi-
tion between weak and strong correlation regimes can be
smooth to finally gauge which ranking is preferable the nu-
merical testing is required. We perform such comparison
in the subsequent sections.
G. Active-space treatment in iQCC
iQCC is a variational method, which is equally capable
of handling cases of weak and strong correlation. How-
ever, the canonical transformation step (6) invariably
6leads to expansion of intermediate Hamiltonians. It is
important, therefore, to carefully control which genera-
tors are included into the QCC ansatz (5). One way is to
employ alternative ranking schemes, like those suggested
in Sec. II F. A more direct approach is to split qubit in-
dices into active and inactive sets. The active indices
are assigned to a subsystem with strong mixing (entan-
glement), while the remaining ones are spectators which
can be treated approximately. The most straightforward
implementation of the idea can be made using the Jordan–
Wigner fermion-to-qubit mapping, as in this case there
is one-to-one correspondence between spin-orbitals and
qubit indices, so that the traditional complete active space
self-consistent field (CASSCF) treatment [1] will provide
the guidance how to select the active qubit indices. Gen-
erators whose qubit indices are fully within the active set
can be called “internal”; only such generators are included
into the QCC ansatz. The other, “external” generators
can be handled by perturbative/variational corrections in-
troduced above. The construction can be made even more
versatile by including “semi-internal” generators with a
predefined number (1, 2, or more) of inactive indices into
the QCC form. These semi-internal operators account for
partial relaxation of the environmental (external) degrees
of freedom. However, generators whose indices are fully
external will never be treated exactly making the whole
approach approximate.
III. NOTES ON IMPLEMENTATION
All the corrections developed above can be easily inte-
grated into the iQCC workflow. After the iQCC procedure
has completed the optimization of amplitudes in a chosen
QCC form using the energy values sampled by a quantum
computer, the Hamiltonian is dressed by Eq. (6) on a
classical computer using the optimized amplitudes. Sub-
sequently, for the new Hamiltonian, representatives and
the corresponding gradients for each group from its DIS
are generated by Eqs. (18) and (19), respectively. The
new step is calculating the excited mean-field energies by
Eq. (23); this procedure has computational complexity
comparable to the previous DIS computations. Two out
of three perturbative corrections can be computed imme-
diately by Eqs. (24) and (30) with negligible cost. The
Brillouin-Wigner correction [Eq. (36)] requires an addi-
tional self-consistent procedure, whose cost is still small
compared to the gradient computations. The variational-
perturbative correction with the effective Hamiltonian
of the dimension m > 1 (m ≤ N + 1, where N is the
number of groups in the DIS) requires calculation of
(m − 1)(m − 2)/2 + (m − 1)(N + 1 − m) extra matrix
elements of the matrix H [see Eq. (22)] plus multiple diag-
onalizations of heff [see Eq. (34)] to reach self-consistency.
This procedure can be time- and memory-consuming, es-
pecially for large m and late iQCC iterations, so that it
is advised only if severe state degeneracy (i.e. multiple
bond breaking) is anticipated.
Finally, the specified number of top-ranked generators
are selected for the next iteration. Ranking is based
on the absolute values of gradients (the original iQCC
prescription) or using the measure (37). At this step
the active-space treatment can be engaged by requiring
that generators must belong to the active space. If the
maximum gradient associated with chosen generators is
below the convergence threshold, the iQCC procedure is
stopped, otherwise a the new iteration is started. Conver-
gence may also be declared if a variation of the corrected
iQCC energies between two successive iterations drops
below a specified threshold.
IV. RESULTS AND DISCUSSION
All the numeric results reported here are obtained clas-
sically. The quantum part of the iQCC algorithm, namely,
the optimization of amplitudes in the QCC ansatz at each
iQCC iteration is performed on a classical computer. We
set aside, therefore, any problems with noisy optimization
of amplitudes; however, the whole iQCC scheme does
not rely on the precise optimization of them. Even if
only slightly improved (lower) energies are obtained, the
procedure can move forward albeit at reduced efficiency.
Dressing, building the DIS, (re)computing of the iQCC
energies and corrections are invariably made on a classical
computer. Thus, the quantum device is to be used as
a “quantum accelerator”, much like how the graphical
processing units (GPU) are currently used to speed up
certain steps of electronic structure calculations [43].
First we investigate one of the fundamental properties
of any electonic structure method—the size consistency.
The size consistency implies the correct (linear) scaling
of energies when multiple non-interacting subsystems are
considered. The iQCC method itself is size-consistent.
It is known, however, that neither the linear variational
method, nor the Epstein–Nesbet or the Brillouin–Wigner
perturbation theories are size-consistent [44]. We expect,
therefore, the lack of size consistency for our corrections
too. This anticipated flaw, however, is not severe since
the corrections to the iQCC energies (and hence the size-
consistency error) can be made arbitrarily small at ex-
pense of additional iterations.
On the 10-qubit example of N2 dissociation we assess
the ability of the corrections to reduce the number of iQCC
iterations for the same target accuracy in both weakly
and strongly correlated regimes. The 24-qubit symmetric
water molecule stretching problem illustrates the active-
space treatment and, finally, the large (56-qubit) problem
of a single-triplet gap in Ir(ppy)3 demonstrates the scala-
bility of the corrected iQCC method.
A. Size-consistency test: A non-interacting (H2)2
We consider the non-interacting hydrogen molecule
dimer (H2)2 in a planar rectangular geometry, in which the
7individual H2 moieties with R(H−H) = 0.75 A˚ are 100 A˚
far apart. The electronic Hamiltonians in the minimal
STO-6G basis set are mapped by the Jordan–Wigner
(JW) transformation to 4- and 8-qubit operators for H2
and (H2)2, respectively. As was noted above, the JW
mapping allows for exceptionally simple interpretation
of a qubit mean-field wavefunction: each occupied spin-
orbital is mapped to a |−1〉 state of the corresponding
qubit.
Pauli words and coefficients in Eq. (2) depend also on
a molecular orbital (MO) set. For a H2 the natural choice
is the set of the canonical Hartree–Fock orbitals; in this
case the resulting 4-qubit Hamiltonian has only two terms
in Eq. (9):
Hˆ(H2) = Iˆ0(z) + I15(z) xˆ3xˆ2xˆ1xˆ0, (39)
that is, the DIS has only one group. The qubit op-
erator xˆ3xˆ2xˆ1xˆ0 acting on the product state |0〉 =
|−1〉0 |−1〉1 |+1〉2 |+1〉3 [45] maps it to the state|+1〉0 |+1〉1 |−1〉2 |−1〉3; in other words, it is a double-
excitation operator. Mixing the doubly-excited config-
uration with |0〉 defines the FCI problem for a singlet
state in this minimal basis set. The iQCC method con-
verges at the second iteration after a single dressing of
the initial Hamiltonian (39) with exp(−iτ xˆ3xˆ2xˆ1yˆ0/2).
Since the iQCC procedure may take several iterations to
converge for the dimer, to make a fair comparison, we
report the iQCC energies and their corrected values [by
Eqs. (24), (30), and (36)] after the first iteration. Thus,
the corrections are applied directly to the Hartree–Fock
state.
There are several choices of MO sets for the dimer. The
natural one is the canonical (fully delocalized) Hartree–
Fock MOs. Alternatively, one can consider a set of lo-
calized orbitals which are sums of Hartree–Fock orbitals
of H2 fragments. Since there is no interaction between
very distant fragments, the initial energy for both sets,
E
(1)
iQCC = 〈0|Hˆ|0〉 is identical; see Table I.
From Table I it is clear that all corrections are not
size-consistent, which is totally expected. The ENPT2
and DUC forms [Eqs. (24) and Eq. (30)], but not the
Brillouin–Wigner [Eq. (36)] one become size-consistent in
the basis of fragment-local orbitals. On the other hand,
the diagonal unitary correction and the Brillouin–Wigner
formulas are exact for the two-level problem. Since the
DUC and BW corrections are also not prone to divergence
due to small denominators, they should be preferred over
the ENPT2 one.
B. N2 dissociation
The main goal of all corrections is boosting the compu-
tational efficiency of the iQCC method without sacrificing
accuracy. Since both pristine and corrected iQCC energies
ultimately converge to the exact answer, an important
characteristics is the number of iterations that could be
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FIG. 1. The number of iterations for the energy discrepancy
(E−EFCI) to fall below 0.1 mEh as a function of N−N distance.
Bare iQCC energies and their corrected by Eqs. (24), (30),
and (36) counterparts labelled as “EN2”, “DUC”, and “BW”,
respectively.
saved by applying corrections when a certain accuracy
threshold is targeted, for example, 0.1 mEh. To cover
cases of weak and strong correlation we consider the N2
dissociation curve using the minimal 6-electron/6-orbital
complete active space, CAS(6,6), which allows for the
correct dissociation of triply-bonded systems. In the be-
ginning, the canonical Hartree–Fock MOs expanded in the
correlation-consistent double-zeta Dunning basis set (cc-
pVDZ) [46] were generated for each internuclear distance,
and one- and two-electron integrals were transformed to
this MO basis by the modified gamess program [47, 48].
The resulting second-quantized electronic Hamiltonian
was converted to a qubit form using the parity transfor-
mation [49]. The advantage of the parity transformation
used here is the presence of two stationary qubits that
can be removed; as a result, a 10-qubit effective Hamil-
tonian containing the lowest singlet state of N2 at all
geometries can be constructed. The size of the problem,
therefore, is small enough to carry out iQCC calculations
with arbitrary accuracy.
The iQCC calculations were organized as follows. At
every iteration 4 generators with the largest EN1 contri-
butions [Eq. (37)] were selected for the use in the QCC
ansatz (5) at the next one. Iterations were continued
until the absolute maximum gradient of the generators
from the DIS [Eq. (19)] decreased to 0.001, which trans-
lates into 10−5−10−6 hartree of accuracy in total energies.
Alternatively, the generators from the DIS were ranked
according to their absolute gradient values, as in the orig-
inal iQCC method. Note that the convergence criterion
was chosen to be independent on the ranking formula be-
cause different ranking quantities have different physical
dimensionality.
Figure 1 shows the number of iterations that are neces-
sary to reduce the energy discrepancy |E −EFCI| below
0.1 mEh. It is remarkable that at the chosen level of accu-
racy all corrections require the same number of iterations.
8TABLE I. Ground-state electronic energies (in Eh) for the non-interacting hydrogen molecule dimer, (H2)2, and their deviations
from the corresponding doubled monomer energies in different approximation using various MO sets. The iQCC energy is for the
first iteration, where it equals to the average value of Hˆ on the qubit product state, 〈0|Hˆ|0〉. The second-order Epstein–Nesbet
(EN2), the diagonal unitary (DUC), and the Brillouin–Wigner (BW) corrections are computed by Eqs. (24), (30), and (36)
respectively.
Molecular orbital set Total energy Deviation, E[(H2)2]− 2E[H2]
iQCC +EN2 +DUC +BW iQCC +EN2 +DUC +BW
Canonical Hartree–Fock −2.249 461 −2.282 452 −2.282 385 −2.281 928 < 10−9 9.6× 10−3 9.1× 10−3 9.6× 10−3
Fragment Hartree–Fock −2.249 461 −2.292 051 −2.291 4831 −2.290 945 < 10−9 < 10−9 < 10−9 5.4× 10−4
Monomer
Canonical Hartree–Fock −1.124 731 −1.146 025 −1.145 7421 −1.145 7421
1 The exact FCI value.
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FIG. 2. The absolute energy discrepancy |E − EFCI| as a
function of iteration number for the bare iQCC energies and
their corrected by Eq. (30) values. Solid lines correspond to the
EN1-based generator ranking in the iQCC procedure, Eq. (37),
while the short dashed line uses the original, gradient-based
one.
Near the equilibrium geometry, d(N−N) ≈ 1.1 A˚, the
corrections reduce the number of iterations by approxi-
mately a factor of 2 (e.g. at d(N−N) = 1.0 A˚ from 13
to 6). As the molecule is stretched, the efficiency of cor-
rections deteriorates. This result is not unexpected since
the perturbative treatment is inefficient in the strongly-
correlated regime. Nevertheless, the practical utility of
the corrections is still warranted as many experimental
quantities, such as vibrational frequencies, etc. refer to
near-equilibrium configurations.
We also assessed the EN-based generator ranking proce-
dure [Eq. (37)]; see Fig. 2. As anticipated, the EN-based
ranking is better than the original, gradient-based one,
albeit marginally. Thus, we recommend the use of the
former for highly stretched molecules or in other cases of
strong correlation. Ranking by [Eq. (37)] has a negligible
computational cost as the weights are free by-products of
the energy corrections.
C. Active-space treatment: The symmetric stretch
of H2O
A symmetric water molecule stretch is another archety-
pal type of a strong correlation problem. We consider a
water molecule with fixed ∠HOH = 107.6◦. When the
6-31G basis set is used and 1s core orbital of an O atom
is frozen, the electronic Hamiltonian can be mapped to
a 24-qubit operator. The size of the Hilbert space is
224 ≈ 1.7× 107, which makes the straightforward iQCC
calculations difficult. We partition 24 qubits into two sets:
the 8-qubit active one and the inactive set containing the
remaining qubits. We employed the JW fermion-to-qubit
transformation, in which it is easy to link the active qubit
set with the fermionic (4,4) complete active space (CAS).
CAS(4,4) consists of two pairs of orbitals which correlate
at the dissociation limit [50]. During QCC iterations
only the generators with all-active indexes were ranked;
four of them were included in the QCC ansatz for the
next iteration. The convergence criterion was the same
as for N2: the procedure was stopped when the absolute
maximum gradient in the active set fell below 0.001.
The resulting potential energy curves for the active-
space iQCC method and its corrected counterparts are
shown in Fig. 3. As can be seen, all the corrections to
the iQCC energies are large even at convergence, which is
a hallmark of the approximate nature of the bare active-
space iQCC energies. The mean deviations from the
exact curve decrease from approximately 117 mEh for the
iQCC curve to 2.1 mEh and 5.8 mEh for DUC [Eq. (30)]
and BW [Eq. (36)] corrections, respectively; see also Ta-
ble II. While small mean deviations are important for
some quantities, such as singlet-triplet gaps, it is equally
TABLE II. Various integral characteristics of curves in Fig. 3.
All quantities are in mEh.
Method Deviation, (E − Eexact) Non-parallelity
Max Min Average
iQCC 133 100 117 34
iQCC + DUC 17 −12 2 29
iQCC + BW 19 −7 6 26
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FIG. 3. Potential energy curves for the symmetric H2O
molecule stretch. The active-space qubit treatment, equivalent
to CAS(4,4) embedded into the FCI (“exact”) problem (the
Hartree–Fock orbital, which correlates with the 1s orbital of
O is frozen) in the 6-31G basis.
FIG. 4. Tris-(2-phenylpyridine)iridium(III), Ir(ppy)3.
important to have curves that are almost parallel to the
exact one, to predict properties like equilibrium geome-
tries or vibrational frequencies, correctly. All the correc-
tions decrease the non-parallelity (the difference between
maximum and minimum deviations, see Table II) for the
whole considered region of O−H distances, from 0.75 to
2.65 A˚. Moreover, both corrections drastically reduce the
non-parallelity error for the region near the equilibrium
geometry, 0.85 ≤ d(O−H) ≤ 1.15 A˚: from 15 mEh to
4–5 mEh. This result is consistent with the expectation
that the perturbation theory-based corrections are more
reliable when correlation is not too strong.
D. T1–S0 gap in the Ir(ppy)3 complex
Encouraged by performance of the perturbative correc-
tions near equilibrium configurations, we applied the en-
hanced iQCC method to a large, technologically relevant
system, the tris-(2-phenylpyridine)iridium(III), Ir(ppy)3
complex; see Fig. 4. This molecule is probably the most
studied green phosphorescent emitter [51–54] widely used
in organic light-emitting diodes (OLEDs) [55]. Excited
by recombination of electrons and holes injected from the
corresponding transport layers, Ir(ppy)3 emits predomi-
nantly from the lowest triplet state (the singlet state is
also bright) with almost 100% quantum efficiency. For
the targeted design of similar and more advanced emitters
it is important to reliably predict singlet-triplet gaps (in
either singlet and triplet equilibrium geometries), but due
to the size of molecules, the electronic-structure stud-
ies are typically limited to the density-functional theory
(DFT) [56–58], with a prominent counterexample [59].
The ground singlet electronic state Ir(ppy)3 is reason-
ably well described by single-determinant Hartree–Fock
or DFT methods. On the contrary, the triplet state is
strongly multi-configurational with a multitude of closely-
spaced energy levels that arise from population of low-
lying d-orbitals of the Ir atom by an unpaired electron
and its delocalization across the conjugated system. If
the unrestricted Hartree–Fock method is used to describe
the triplet state, the value of 〈Sˆ2〉 is approximately 5,
deviating markedly from the ideal value of 2. Thus, the
correct electronic structure is likely to be determined by
a balance of orbital mixing and correlation effects, so that
the CASSCF method may be the best choice for the prob-
lem; however, capturing dynamical correlation typically
requires unrealistically large active spaces [60]. Thus, the
iQCC method augmented with corrections could be the
best-suited method for such systems, since it accounts for
the largest contributions variationally, while considering
the bulk of small ones perturbatively allowing for the
routine use of much larger active spaces.
To calculate the singlet-triplet gap we first optimized
the molecular structure of 3Ir(ppy)3 using the restricted
open-shell Hartree–Fock (ROHF) method, which guaran-
tees the spin purity of a Slater determinant. For the Ir
atom we employed the 60-electron relativistic effective
core pseudopotential (RECP) [61] with the partner double-
zeta valence basis set as implemented in gamess, and the
Pople split-valence double-zeta basis set augmented with
polarization d orbitals for the second-row atoms C and N,
6-31G(d). With six-component d harmonics the atomic
basis for the molecule contained 622 functions. After the
equilibrium geometry has been located, CAS(26e, 28o)
has been created using 13 occupied and 15 unoccupied
Hartree–Fock orbitals below and above the Fermi level,
respectively. The electronic Hamiltonian corresponding
to that CAS was generated and converted into the 56-
qubit operator using the JW mapping and a pairwise
grouping (1α, 1β, 2α, etc.) of spin-orbitals; the resulting
Hamiltonian [Eq. (2)] contained 901 985 terms. A similar
procedure was carried out for the singlet state in the same
geometry: first, the restricted Hartree–Fock MOs were
generated, then CAS(26e, 28o) was selected, and finally,
the 56-qubit Hamiltonian was assembled from the values
of one- and two-electron integrals in the chosen MO basis
using the JW transformation resulting in 901 973-term
operator.
We were able to perform 10 iQCC iterations using a
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TABLE III. Various estimates for the singlet-triplet gap for
Ir(ppy)3.
Method Singlet-triplet gap1
eV nm
∆SCF(HF) 2.95 421
∆SCF(DFT/B3LYP2) 2.26 549
∆MP2 2.58 481
iQCC(1 iter) = ∆SCF(HF)
iQCC(1 iter) + DUC 2.57 483
iQCC(5 iter) 2.99 415
iQCC(5 iter) + DUC 2.56 485
iQCC(10 iter) 2.98 416
iQCC(10 iter) + DUC 2.54 488
Exp.3 2.52 491
1 In the triplet geometry optimized at the restricted open-shell
Hartree–Fock level.
2 Refs. 62 and 63.
3 In ∼ 10−5M solution in 2-MeTHF at 77K; see Ref. 64.
single-generator QCC ansatz (5), results are shown in
Table III. It appears that the most of the correction to
the ∆SCF can be captured perturbatively, as both ∆MP2
and “iQCC(1 iter) + DUC” results are already quite
close to the reference value. The bare iQCC estimates
behave non-monotonically, which is explained by slightly
different rates of convergence of the absolute iQCC en-
ergies for singlet and triplet states. Corrected iQCC
values (“+ DUC”), however, exhibit the monotonic con-
vergence. Overall, the iQCC procedure converges slowly,
and without perturbative corrections such a situation is
detrimental for the iQCC method, as one would need
to carry out prohibitively many iterations to reach the
desired accuracy.
V. CONCLUSIONS
We have developed and tested several numerical tech-
niques that are aimed to a posteriori correct energies
computed by the iQCC method. They are rooted in a
new representation for qubit Hamiltonians, Eq. (9), in
which regular and simple rules exist for evaluating matrix
elements with the direct-product qubit states, Eqs. (11)
and (12). In this respect it has a lot in common with
normal-ordered fermionic Hamiltonians. The new decom-
position naturally leads to a linear variational ansatz (20).
Being not suitable for quantum computers, it allowed us
to formulate the configuration interaction (CI)-like varia-
tional problem (21) and the qubit form of the second-order
Epstein-Nesbet perturbation theory, Eq. (24); both can
be efficiently evaluated on a classical computer.
Two essential modifications for the aforementioned
techniques were also developed. The first is aimed
to circumvent the divergence of the ENPT series due
to small denominators in the strong correlation regime
[see Eq. (30)]. The second is the unified variational-
perturbational scheme, which “interpolates” between
purely variational and perturbative solutions [see Sec. II E]
for flexible control of computational efforts. The unified
scheme in the limit of a trivial 1 × 1 effective Hamilto-
nian matrix reduces to the second-order Brillouin–Wigner
perturbation theory.
Operationally, the new perturbative corrections require
computing of a few extra quantities, namely, the mean-
field excited energies [Eq. (23)]; everything else is available
as elements of the original iQCC procedure. All these
steps are not the computational bottleneck even for the
largest problem considered here and can be safely of-
floaded to a classical computer. By capturing some of
energy contributions classically, we additionally decrease
the use of quantum resources. First of all, the total num-
ber of iQCC iterations is decreased for the same accuracy
requirements. Secondly, by limiting the qubit indices of
generators to be in the active set, we limit the growth
of intermediate Hamiltonians and, thus, the number of
quantum measurements needed at subsequent iterations.
Numerical assessment of the proposed techniques on
several prototypical problems, namely, 10-qubit N2 dissoci-
ation, the 24-qubit symmetric water molecule stretch, and
finally, and large-scale, 56-qubit simulations of the singlet-
triplet gap in the Ir(ppy)3 complex have demonstrated a
substantial improvement over the original iQCC method.
New corrections address the most severe shortcoming of
the original iQCC method: its numerical inefficiency in
the case of weak correlation; they also provide additional
flexibility in cases when only a subset of qubits is strongly
correlated.
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