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ABSTRACT
Inferring evolutionary histories, or phylogenetic trees, has important applications
in biology, criminology and public health. However, phylogenetic trees are com-
plex, non-Euclidean objects. While our mathematical, algorithmic, and proba-
bilistic understanding of the behavior of trees in their metric space is mature,
statistical infrastructure is relatively underdeveloped. This thesis proposes in-
ferential and exploratory statistical methods for the analysis of tree-valued data.
The inferential method is a confidence set for the Fre´chet mean of a distribution
with support on the metric space of phylogenetic trees. Two exploratory meth-
ods are proposed for visualizing collections of trees, which rely on similar tools
to the confidence set procedure. Finally, some results relating to modeling esti-
mates of trees are given, and related open problems are discussed.
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CHAPTER 1
INTRODUCTION
Phylogenetics is the study of evolutionary relationships using molecular se-
quencing data. Using phylogenetic analysis, Hillis and Huelsenbeck identified a
perpetrator of wilful HIV infection [24], Scaduto et al. provided evidence against
the claim that social workers introduced a hepatitis infection into children’s hos-
pital [53], and Ou et al. identified accidental disease transmission by a healthcare
provider [44]. Estimating phylogenies is an important and practical problem.
Of equal importance as estimation is assessing uncertainty in the estimates
of these relationships. Disagreements between different methods for construct-
ing ancestral histories may be substantial [61], and failing to note uncertain re-
lationships could lead to false conclusions of guilt, misdirected resources, or
preventable disease spread.
In this thesis I argue that despite sophisticated techniques for estimation, in-
frastructure for assessing uncertainty in phylogenetic relationships is severely
underdeveloped. I utilize recent developments in mathematics, algorithms and
probability to construct a method for describing uncertainties in evolutionary
relationships. While I use interdisciplinary tools, the approach that I take is sta-
tistical in that it concerns estimation of an unknown parameter and assessments
of the variability in the estimate.
This thesis begins in Chapter 2 with an introduction to the mathematical
framework for comparing and analyzing phylogenetic trees. Chapter 3 pro-
poses the first confidence set procedure for a mean phylogenetic tree, and in-
vestigates coverage and two case studies. In Chapter 4 I propose an exploratory
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procedure for visualizing uncertainty in phylogenetic trees. While this problem
has an extensive literature, the procedure proposed here is unique because it
can show the uncertainty of estimating trees in the correct dimension. I explore
some related theoretical questions in Chapter 5 before discussing the context of
this work in the broader literature in Chapter 6.
2
CHAPTER 2
TREES, TREE SPACE AND THE LOG MAP
One of the most common goals of a statistical analysis is the estimation of
unknown parameters and assessments of their uncertainty. Phylogenetic trees
have a unique structure that complicates assessments of estimation error. Here
I review the metric space of phylogenetic trees and related tools, which is nec-
essary to quantify tree uncertainty in following chapters.
2.1 Phylogenetic trees
A phylogenetic tree is a representation of the shared ancestry of a specific collec-
tion of organisms or taxa. The utility of representing ancestry as a tree is under-
pinned by the assumption that the taxa have descended from a common ances-
tor, and differ from the ancestor and each other in varying degrees. Trees can en-
code morphological, phenotypical, lifestyle and genetic differences. However,
advances in biology over the past 100 years suggest that genetic data provide
the most comprehensive information about true ancestry and the evolution of
life.
Formally, a phylogenetic tree is an edge-weighted tree-graph (a connected
acyclic graph with no vertices of degree 2). Vertices (also referred to as nodes)
represent organisms: internal vertices (vertices with degree 3 or greater) repre-
sent organisms that existed at a point in history, and the leaves (vertices with
degree one) represent modern organisms. The edges (often called branches)
have lengths that represent the extent of divergence between nodes. In some
contexts the graph will be directed and have a vertex of out-degree one repre-
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senting the common ancestor. When this is the case, this vertex is called the
root.
2.2 Tree space
It is often necessary to compare different estimates of a phylogeny. For example,
different sections of genetic information may imply different phylogenies, or
different estimation procedures may conflict. In order to compare collections
of trees, Billera et al. [9] developed a metric space for the internal structure of
phylogenetic trees with the same leaf set. Tree space is denoted by (Tm, γ) where
m ≥ 4 is the cardinality of the leaf set. The metric distance γ(Ti, Tj) between
two trees Ti and Tj accounts for differences with respect to both their topologies
(branching structure) and branch lengths.
Tree space is constructed by first representing each of the (2m − 5)!! =
(2m − 5) × (2m − 7) × . . . × 5 × 3 × 1 possible tree topologies by a single non-
negative Euclidean orthant of dimension m − 3 (the largest possible number
of internal branches). Then the orthants are “glued together” [9, p. 12] along
nearest neighbor interchange (NNI) topologies, which are obtained by reducing
the length of a single edge to zero and adding a new edge at the induced de-
gree 4 vertex, lie in adjacent orthants along the boundary corresponding to the
collapse of the relevant NNI edge (see Figure 2.1).
Orthants and orthant boundaries are also called strata. Trees with the largest
possible number of internal branches are said to fall in top-dimensional strata
while trees with less than the largest possible number of internal branches fall
in co-dimensional strata. Topologies that correspond to top-dimensional strata
4
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Figure 2.1: The structure of tree space with 5 leaves, T5, around a single co-
dimension 1 stratum. Trees T1, T2 and T3 mutually differ by a nearest neighbor
interchange (NNI) move, and hence the orthants (or top-dimensional strata) as-
sociated with their topologies are connected along the co-dimension 1 stratum.
The ei values reflect the branch lengths, and the color coding connects the axes
with the branch lengths. The dotted line between T1 and T2 is the unique short-
est path between these trees.
are called resolved. Figure 2.1 shows the structure of tree space with 5 leaves, T5,
around a single co-dimension 1 stratum, with the 3 associated NNI topologies.
The distance between two trees is defined to be the L2-length of the short-
est possible path between them, where the paths must pass through the or-
thants and their boundaries. The shortest path between any 2 trees is called the
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geodesic path or the geodesic, and is necessarily piecewise linear. Geodesics are
unique, a result which follows from [20] since the space is non-positively curved
[9]. Non-positive curvature has also resulted in efficient algorithms for calculat-
ing geodesic paths [46], means [2, 37, 59, 57, 56] and principal paths [42, 43].
While the concept of path continuity drove the construction of the space,
and completeness and separability follow naturally from the construction, other
properties of the space emerged later. A proof of the Heine-Borel property can
be found in Appendix 7. I proved and used this result for a consistency proof
unrelated to the theme of this thesis [52].
In tree space, all leaves of the tree are treated equally, and so rooted trees can
be analyzed using the methods described in this thesis by treating the root as an-
other leaf. Therefore without loss of generality I will treat trees as unrooted for
the remainder of this thesis. Furthermore, the metric space of external branches
is Rm, and the metric space of phylogenetic trees with external branches is the
product space of tree space and Rm. All methods in this thesis were built for
tree space, but can be generalized to the product space.
2.2.1 Probability triples and spaces
In order to discuss limiting distributions of phylogenetic tree estimators, some
tools from probability are necessary. In this section I briefly discuss construction
of a complete probability space.
Tm is a metric space, so we can discuss the Borel σ-algebra. Enumerate the
resolved tree topologies j = 1, . . . , (2m − 5)!!, and write any set in the Borel
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algebra in the form A = A0 ∪
(⋃(2m−5)!!
j=1 Aj
)
for Aj in the j-th topology, and
A0 the collection of trees in A with one or more internal vertices of degree 4 or
greater. Then define ν(A) =
∑(2m−5)!!
j=1 νB(Aj) for νB the Euclidean Borel measure
of dimension m − 3. This preserves σ-additivity because the Borel measure of
any orthant boundary is zero, and there are only finitely many such boundaries.
This construction does not lead to a complete measure space. However, its com-
pletion may be defined by appending all sets of Borel measure zero to give an
analogue of Lebesgue-measurable sets in Tm, which we call L(Tm). We then
have a complete measure space (Ω,L(Tm), ν). Finally, for a probability measure
F : L(Tm) → [0, 1], defined with respect to the volume measure ν, we obtain a
probability triple (Ω,L(Tm), F ).
2.3 The log map
While tree space is not a manifold, the Euclidean-like structure in the interior of
the orthants can be utilized to construct a surjection from tree space to Euclidean
space. The log map, proposed by Barden et al. [5], captures both the distance
and direction from a base tree T ∗ to a target tree T . Let T ∗ be a tree in a top-
dimensional stratum. Define logT ∗(T ) : Tm+3 → Rm to be
logT ∗(T ) = γ(T
∗, T )vT ∗(T ), (2.1)
where γ(T ∗, T ) is the geodesic distance between T ∗ and T , and vT ∗(T ) is a specif-
ically chosen unit vector from T ∗ to T that reflects the direction of the first seg-
ment of the geodesic (details below). The function ΦT ∗(T ) positions this vector
to originate from the base tree,
ΦT ∗(T ) = logT ∗(T ) + t
∗, (2.2)
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for t∗ the coordinates in Rm of T ∗’s edge lengths. Throughout this thesis I refer
to the function ΦT ∗(T ) as the log map. The log map is surjection but not an
injection.
The vector vT ∗(T ) can be best illustrated via ΦT ∗(T ). For a target tree T
in the same orthant as the base tree T ∗ (identical topologies), ΦT ∗(T ) coincides
with a Euclidean representation of T , that is, is an m-vector with all positive
components reflecting the lengths of the internal branches of T (Figure 2.2, bot-
tom panel, red tree). For T in an adjacent orthant (NNI topology), ΦT ∗(T ) has
a single negative component with magnitude equal to the length of the branch
present on T but not present on T ∗, with the remaining components positive
(adjusted to reflect the branch lengths of the T ). If T is more topologically dis-
tinct than a NNI interchange from T ∗, ΦT ∗(T ) is found by continuing in the
direction of the initial segment of the geodesic path (the segment contained in
the same orthant as T ∗) for the length of the geodesic across (potentially more
than one) Euclidean orthant boundaries (Figure 2.2, bottom panel, blue tree).
Now equipped with the necessary mathematical infrastructure, I now define
the sample and population mean of a distribution on tree space, and construct
a confidence set for the population mean.
8
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Figure 2.2: The geodesic path between 2 trees with 6 leaves (top panel), a repre-
sentation of this path in T6 (middle panel), and the log map with respect to the
{e1, e2, e3} (red) tree (bottom panel). The distance between the {e1, e2, e3} (red)
tree and the {e4, e5, e6} (blue) tree is 15
√
2, and so the log map of the blue tree
based at the red tree is (10, 4, 3) + 15
√
2 (5,0,0)−(10,4,3)||(5,0,0)−(10,4,3)|| = (−5,−8,−6). The nota-
tion ei = j denotes that the length of edge i is j, where these edges are labelled
on the diagrams.
9
CHAPTER 3
CONFIDENCE SETS FOR PHYLOGENETIC TREES
3.1 Means on metric spaces
For any probability space (Ω,B, F ) and metric space (M,d(·, ·)), define the
Fre´chet function of the probability measure F to be
F (u) =
∫
d(q, u)2F (dq),
if it exists. Call any minimizer of the Fre´chet function a Fre´chet mean of F , not-
ing that this the minimum of a least squares function. This definition arises
naturally as the extension of Euclidean means to metric spaces, because
arg min
u∈Rn
∫
|q − u|2G(dq) =
∫
qG(dq).
Thus the Fre´chet mean is a centre of mass of a distribution on a metric space.
A sample Fre´chet mean Mˆn of a collection of objects M1, . . . ,Mn ∈ M may
be defined in the same way by replacing the probability measure F with the
empirical distribution of the collection:
Mˆn = Mˆn(M1, . . . ,Mn) := arg min
m∈M
n∑
i=1
d(Mi,m)
2.
I now turn to the specific case of the probability space (Ω,L(Tm+3), F ) and
the metric space of phylogenetic trees (Tm+3, γ). The nonpositive curvature of
tree space [9] guarantees uniqueness of Fre´chet means [63]. Throughout this
thesis I refer to the true, or population, Fre´chet mean of the distribution F :
µ = arg min
u∈Tm+3
∫
γ(q, u)2F (dq),
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and the sample Fre´chet mean of a collection of n trees as
Tˆn = Tˆn(T1, . . . , Tn) := arg min
u∈Tm+3
n∑
i=1
γ(Ti, u)
2.
I am interested in the asymptotic behavior of the sample Fre´chet mean as an
estimator of the true Fre´chet mean.
Central limit theorems (CLTs) for Fre´chet means on general metric spaces
have been developed [8]. However, this work relies on homeomorphisms to
R
n from subsets of the space that are known to contain the true mean of the
probability measure F . Because of the stratified structure of tree space, inverse
functions will not exist for candidate homeomorphisms except restricted to sub-
sets wholly contained in a single orthant. Thus without assuming the topology
of the true mean a priori, general results for CLTs on manifolds or metric spaces
are insufficient for tree mean inference.
3.2 Central limit theory on tree space
Key results regarding the asymptotic behavior of Fre´chet means of phylogenetic
trees were recently shown by Barden et al. [5]. I review some of their definitions
and results here before presenting new results built on related ideas.
Definition 1. The carrier of the geodesic between trees T1 and T2 is the sequence of
orthants that the geodesic path traverses.
Definition 2. For a tree T ∗ in a top-dimensional stratum of tree space, a maximal cell
is a set of trees T that share the same algebraic expression for logT ∗(T ). Equivalently,
trees T1 and T2 are in the same maximal cell if the geodesic from T ∗ to T1 has the same
carrier as the geodesic from T ∗ to T2.
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Definition 3. DT ∗ is the set of trees that lie on the boundaries of the maximal cells of
T ∗.
These definitions allow me to state the main theorem of Barden et al. [5].
Theorem 3.2.1. [5, Theorem 2] Let F be a probability measure on Tm+3 with finite
Fre´chet function and Fre´chet mean T ∗ lying in a top-dimensional stratum. Assume
that F (DT ∗) = 0. Suppose that {Ti}i≥1 is a sequence of iid random variables in Tm+3
with probability measure F . Then
√
n(Tˆn − T ∗) D→ N (0, ATV A)
where V is the covariance matrix of ΦT ∗(T1), and
A = {I − E[MT ∗(T1)]}−1,
assuming that this inverse exists, and where MT ∗(T ) is the derivative of Φt(T ), with
respect to t, at T ∗.
Remark. The theorem above has not been modified from the original, but the method of
proof makes it clear that the authors interpret (Tˆn − T ∗) in the sense of Equation (2.2).
In this sense, we might replace ΦTˆn(Tˆn) with tˆn and ΦT ∗(T
∗) with tˆ∗. However, when
stated in this way, the ordering of the coordinates is not necessarily consistent across
the two vectors. For this reason, it is more precise to say that the theorem describes the
asymptotic behavior of
√
n(ΦTˆ ∗(Tˆ
∗) − ΦTˆ ∗(Tˆn)), however, ΦTˆ ∗(Tˆn) is an expression
containing both population and sample quantities, and central limit theorems pertain to
the behavior of sample quantities relative to population quantities. We therefore inter-
pret (Tˆn−T ∗) as (ΦTˆn(Tˆn)−ΦT ∗(T ∗)), where the ordering of the coordinates of ΦTˆn(·)
and ΦT ∗(·) are identical. The LLN result of Ziezold [76] ensures that for large enough
n, both quantities will correspond to the same orthant.
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While this theorem provides crucial insight into the behavior of tree-valued
sample means, it is not usable for inference unless V andA are known. Knowing
these values would involve very strong assumptions on F . I now discuss some
sufficient conditions under which we can estimate the covariance matrix of the
limiting distribution, and use these results to construct confidence sets for the
true Fre´chet mean of F .
3.3 Confidence sets for trees
The conditions of Theorem 3.2.1 are sufficient to describe the behavior of the
sample Fre´chet mean, but insufficient to describe the behavior of an estimate
of the covariance matrix Σ = ATV A. Much stronger conditions are required.
Unfortunately, as we will see in Theorem 3.3.2, these stronger conditions imply
the result of Theorem 3.2.1, and so Theorem 3.2.1 is ultimately not needed for
constructing the confidence set. However, the following critical characterization
of Fre´chet means makes confidence set construction possible.
Lemma 3.3.1. [5, Lemma 3] If T ∗, the Fre´chet mean of the distribution G, lies in a
top-dimensional stratum, then ∫
ΦT ∗(T )dG(T ) = T
∗ (3.1)
in the sense of Equation (2.2), that is,
∫
logT ∗(T )dG(T ) = 0.
I now combine results from Euclidean multivariate analysis with the above
lemma to derive a pivoting distribution for the difference between the sample
and true log-mapped Fre´chet means after a rotation that reflects the covariance
structure.
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Theorem 3.3.2. Let F be a probability measure on Tm+3 with finite Fre´chet function
and Fre´chet mean T ∗ lying in a top-dimensional stratum, and suppose that {Ti}i≥1 is a
sequence of iid random variables in Tm+3 with probability measure F . Suppose that F
satisfies ΦTˆn(Ti) ∼ N (τ, ν). Define
S =
1
n− 1
n∑
i=1
(
ΦTˆn(Ti)− ΦTˆn(Tˆn)
)(
ΦTˆn(Ti)− ΦTˆn(Tˆn)
)T
. (3.2)
Then under the null hypothesis that T ∗ = T0,
n(n−m)
m(n− 1)
(
Tˆn − T0
)T
S−1
(
Tˆn − T0
)
∼ Fm,n−m (3.3)
where Tˆn−T0 := ΦTˆn(Tˆn)−ΦTˆn(T0), and Fm1,m2 is the F -distribution with numerator
degrees of freedom m1 and denominator degrees of freedom m2.
Proof. By applying Lemma 3.3.1 to the distribution G(A) = 1
n
∑n
i=1 1{Ti∈A}, I can
write
Tˆn =
1
n
n∑
i=1
ΦTˆn(Ti). (3.4)
Therefore, n1/2(Tˆn − T0) ∼ N (0, ν). By the normality assumption, (n − 1)S ∼
Wp(n − 1, ν) and Tˆn and S are independent. The result then follows from the
definition of Hotelling’s T 2 distribution [29, 65].
Before discussing the strength of the assumptions of this theorem (final para-
graph of Section 3.3), I state the following corollary.
Corollary 3.3.1. Under the conditions of Theorem 3.3.2,
A =
{
T ∈ Tm+3 : (3.5)(
ΦTˆn(Tˆn)− ΦTˆn(T )
)T
S−1
(
ΦTˆn(Tˆn)− ΦTˆn(T )
)
<
m(n− 1)
n(n−m)Fm,n−m(1− α)
}
is a 100(1− α)% confidence set for T ∗.
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I believe this to be the first confidence set for a phylogenetic tree that ac-
counts for uncertainty in estimation of both the topology and branch lengths of
the tree.
While Theorem 3.2.1 was not necessary for Theorem 3.3.2, I argue that the
development in [5] of Lemma 3.3.1 is the critical component to explaining the
normality of log-mapped Fre´chet means of trees. Under broad conditions, sums
of random variables have normal limiting laws (e.g. [35]). However, minimiz-
ing arguments to convex functions, in general, do not. I believe that this is why
the log map is a necessary tool for understanding the asymptotic behavior of
tree means: by Lemma 3.3.1, log-mapped tree Fre´chet means are, in fact, sums.
It is important to note that the assumption that ΦTˆn(Ti) is normally dis-
tributed is very strong, and unlikely to be satisfied by broad classes of distri-
butions on tree space. For this reason it is important to investigate the coverage
of the proposed confidence set, and especially important to investigate this for
phylogenetic models that are used in practice. I explore this topic in the follow-
ing section.
3.4 Coverage
The probability that a confidence set contains the parameter to be estimated is
called the coverage. The coverage depends on the data generating process and
the sample size. I investigate different combinations of these components in
order to gain a realistic picture of the coverage of the procedure described in
Corollary 3.3.1, especially when the data generating process does not satisfy the
requisite assumptions.
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The first step of every coverage simulation that follows is fixing a data gen-
erating process. If the Fre´chet mean of this process cannot be calculated exactly,
it is approximated by simulating a very large number of observations and then
calculating the sample Fre´chet mean of these observations using the proximal
point algorithm of Bac˘a´k [2] and confirming convergence. 1000 × n trees are
then simulated from the data generating process and grouped into 1000 sets of
size n. For each set, I test the hypothesis that the Fre´chet mean of the data gen-
erating process is the true mean based on the dataset that was simulated. This
is equivalent to confirming that the confidence set contains the Fre´chet mean.
Finally, the proportion of the 1000 sets that did not reject the test at the α-level
gives an estimate of the 100(1− α)%-level coverage.
3.4.1 Trivial case
To confirm that my implementation of the log map functions correctly, and that
coverage decreases as the distribution of the log-mapped observations diverges
from a multivariate normal distribution, I investigate coverage under two mod-
els that nearly satisfy the assumptions of Theorem 3.3.2. I arbitrarily chose an
unrooted tree topology with 10 leaves, and drew a covariance matrix Σ0 with
eigenvalues drawn from a Uniform(0.5, 2) distribution. I then simulated vectors
from a N (µ017,Σ0) distribution, for µ0 ∈ {0.65, 2}, and discarded all observa-
tions with any negative coordinates. The data generating process for the trees
is to assign these vectors as the length of the internal branches of the chosen
topology, and assign length 1 to all external branches. This process was chosen
to have a truncated multivariate normal distribution of the log-mapped obser-
vations. Because a (non-truncated) multivariate normal distribution satisfies the
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Table 3.1: Estimated coverage of the confidence set procedure under a trun-
cated multivariate normally-distributed tree-generating process with support
in a single orthant. Larger values of µ reduce the level of truncation and result
in a distribution closer to multivariate normal. The proportion of confidence
sets containing the true tree is reported. Exact coverage would be signified by
(90, 95, 99)%.
µ0: Mean parameter n: Sample size Coverage (%): α = (0.10, 0.05, 0.01)
0.65 20 (88.2, 93.0, 98.6)
0.65 50 (88.8, 94.1, 98.2)
0.65 100 (89.1, 93.4, 98.9)
2 20 (88.6, 93.9, 99.1)
2 50 (89.5, 94.4, 98.9)
2 100 (89.4, 93.5, 99.1)
assumptions of Theorem 3.3.2, I can control the degree to which the assumption
is violated with the choice of µ0. The further µ0 is from the orthant boundaries,
the lower the proportion of trees that are truncated, since the covariance struc-
ture is unchanged. 88.8% and 21.3% of simulated trees were discarded due to
truncation for µ0 = 0.65 and 2.
The results of the simulations can be found in Table 3.1. I first note that
coverage is generally less than but very close to nominal, which provides some
evidence that the programmed implementation of the procedure correctly re-
flects the described procedure. It also reflects that the data generating process
does not satisfy the assumptions of Theorem 3.3.2, but that the disagreement is
relatively small.
Coverage did not consistently increase with sample size. This is consistent
with Theorem 3.3.2, which is an exact (non-asymptotic) result. However, cov-
erage is smaller for smaller values of µ0. This is as expected, because the dis-
tribution of the log-mapped observations less closely resembles a multivariate
normal distribution due to truncating the distribution at the orthant boundaries.
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However, coverage drops only slightly, which is because the distribution of the
log-mapped observations is exactly multivariate normal close to the mean, and
this is more impactful than matching this distribution near the tails.
Having found that the confidence procedure behaves as expected both with
respect to sample size and distribution of the log-mapped observations, I now
investigate coverage under a more realistic tree-generating process.
3.4.2 HKY
In contrast to the previous section, here I investigate coverage under a model
for genetic sequences rather than a model on tree space. The HKY model [22]
is a 5-parameter model for DNA mutations. Each location on the genome is
modeled by an independent continuous-time Markov process with state space
{A, T,G,C}. One parameter controls the transition (A ↔ G, C ↔ T ) rate, one
parameter controls the transversion (A ↔ C, A ↔ T , C ↔ G or G ↔ T ) rate,
and 4 parameters and 1 linear constraint control the stationary distribution. The
transition matrix of the Markov chain is therefore
A =

pTT pTC pTA pTG
pCT pCC pCA pCG
pAT pAC pAA pAG
pGT pGC pGA pAA

=

− αpiC βpiA βpiG
αpiT − βpiA βpiG
βpiT βpiC − αpiG
βpiT βpiC αpiA −

where the diagonals are such that the row totals are zero. The lengths of the
branches of the tree represent the continuous time component of the model.
Under this model, the parameters α, β, pi = {piT , piC , piA, piG} and the branch
lengths can be estimated by maximum likelihood from the observed sequence
data.
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I define the following tree-generating-process based on this model. For a
fixed tree, τ , I simulate 350 nucleotides under the HKY model using seq-gen
[48]. I then use maximum likelihood to estimate the tree (also under a HKY
model) using PhyML [21].
In contrast to the models of Section 3.4.1, I chose to investigate this data
generating process because the resulting distribution of the log maps is unlikely
to satisfy the assumptions of Theorem 3.3.2. However, this model is used in
practice and so provides a useful test case for assessing the robustness of the
confidence procedure to assumption violation.
The coverage of the confidence set procedure under the model described
above is shown in Table 3.2 for two different choices of trees (see Section 3.5
for details). Coverage is lower than nominal. This is unsurprising, since the
model does not satisfy the assumptions upon which the procedure is based.
However, the simulations can be used to adjust for this when testing: for a
true tree structurally similar to the Zika tree (Figure 3.1) and 20 data points,
choosing α = 0.01 should give a test that is conservative at the 10% level, since
the coverage in this case is greater than 90%.
Interestingly, the coverage for the Zika tree simulations is stable across sam-
ple sizes, while the coverage for the HIV tree decreases with sample size. I
believe that the coverage decreases because the statistical power to detect a dif-
ference between a normal distribution and the distribution of the log maps im-
proves as more data are observed. This explanation is also consistent with the
different patterns of coverage with sample size between the HIV and Zika trees.
The HIV tree has 5 leaves, and log-mapped trees of dimension 2, while the Zika
tree has 6 leaves and log-mapped trees of dimension 3. Since for a given sam-
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Table 3.2: Estimated coverage of the confidence set procedure when sequence
data are generated by an HKY process. Two different trees from Section 3.5 were
used to generate base pair alignments, and then estimates of the true trees were
calculated based on the alignments. These estimates were grouped together into
1000 samples of size n, and the described procedure was used to construct the
confidence set. The proportion of confidence sets containing the Fre´chet mean
of the data generating process is reported. Exact coverage would be signified
by (90, 95, 99)%.
τ : True tree n: Sample size Coverage (%): α = (0.10, 0.05, 0.01)
HIV Fre´chet mean tree 20 (86.1, 92.9, 97.5)
HIV Fre´chet mean tree 50 (84.4, 91.4, 98.0)
HIV Fre´chet mean tree 100 (82.8, 89.3, 96.8)
Zika Fre´chet mean tree 20 (81.1, 86.7, 93.9)
Zika Fre´chet mean tree 50 (81.0, 86.3, 92.6)
Zika Fre´chet mean tree 100 (81.0, 86.7, 92.6)
ple size statistical power generally decreases with an increase in dimension, the
distribution of the log maps of the Zika trees is harder to distinguish from a nor-
mal distribution compared to the lower dimensional HIV trees. This hypothesis
would explain the decrease in coverage for the HIV trees, and the relative sta-
bility of coverage for the Zika trees. However, it does not explain the lower
absolute coverage in the Zika tree case, which is due to the structural differ-
ences between the trees. The HIV tree has a much greater gradient in the branch
lengths compared to the Zika tree, with the longer branch 10 times longer than
the shorter branch. The longer branch on the Zika tree is only 4 times the length
of the middle branch, which is 5 times the length of the shortest branch.
3.5 Case studies
Having explored the performance of the coverage procedure, I turn to two case
studies to demonstrate the potential applicability of the method in phylogenetic
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studies.
3.5.1 Case study: Zika biogeography
The implications of the Zika virus’ spread has caught worldwide attention.
The virus is known to have originated in Africa, with media releases in South
America purporting that the virus arrived across the Atlantic ocean [6, 38],
while the academic literature agrees that the virus arrived from the Asia-Pacific
[70, 69, 54]. I investigate this by tracing the biogeography of the current Zika
outbreak in South America.
All available complete Zika genome sequences with complete location and
year information were obtained from GenBank on June 7, 2016. I categorized
the sequences by location and year (see the leaf labels on Figure 3.1 for the cat-
egories), and considered different samples within the same category as block
replicates. I then draw one sample from each category, align the sequences us-
ing Clustal [33], and fit a simple HKY model to the phylogeny using PhyML
[21]. I repeat this 108 times to have 108 evolutionary histories reflecting the
within-virus variability. The choice of 108 trees was based on computational
constraints. The Zika sequences are approximately 11,000 base pairs, while the
simulated sequences were only 350, which makes this analysis more computa-
tionally intensive than the coverage simulations.
Figure 3.1 shows the sample Fre´chet mean of the 108 trees. A branch sepa-
rating recent South American strains and recent Pacific strains is present on the
21
African strains 
pre-1984
Asian strains 
pre-1970
Pacific strains 
pre-2008
Asian strains 
2008-13
Pacific strains 
2008-14
South America 
2015-16
0.0357
0.0019
0.0088
branches not to scale
Figure 3.1: The Fre´chet mean of 108 Zika phylogenies obtained by permuting
the representative of each strain and estimating the phylogeny under a HKY
model.
sample mean tree. However, the sample mean tree alone is insufficient to assess
if this branch is present on the true mean tree, however, and for this I employ
the proposed confidence procedure.
The log maps of the 108 trees (relative to the sample Fre´chet mean tree) are
shown in Figure 3.2, along with the 99.9% confidence set for the log map of
the true Fre´chet mean tree. The confidence set for the log-mapped tree does
not contain any vectors with negative coordinates, equivalently, the confidence
set for the tree only contains trees with the same topology shown in Figure 3.1.
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Figure 3.2: The log maps of 108 Zika phylogenies with respect to their Fre´chet
mean (black points), and the 99.9% confidence set for the log map of the true
Fre´chet mean of the tree generating process (gray ellipsoid). The log-mapped
confidence set does not contain any vectors with negative coordinates. Equiva-
lently, the confidence set is wholly contained in a single orthant of tree space.
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In particular, all trees in the confidence set contain a branch that separates the
South American and recent Pacific strains of the Zika virus. I therefore conclude
that the virus travelled to South America via the Pacific, rather than descending
from an African strain.
3.5.2 Case study: HIV forensics
In this example I investigate the hypothesis that two HIV-positive patients of
a Floridian dentist with AIDS contracted HIV from the dentist. This ques-
tion was formally investigated by the National Centre for Infectious Diseases
in 1992, culminating in a report concluding transmission to the patients from
the dentist [44]. The report considered several different analyses, including the
within-patient HIV variation (HIV is known to mutate rapidly), and a phyloge-
netic analysis. The proposed confidence procedure permits accounting for both
within- and across-patient variation.
Amino acid sequences from the V3 region of the HIV virus of the dentist (D,
8 replicates), patient A (A, 6 replicates), patient B (B, 14), a local control (LC,
2), and a non-local control (NLC, 2) were obtained from GenBank. The total
number of sequence combinations is 8 × 6 × 14 × 2 × 2 = 2688, and I selected
100 of these combinations to avoid overpowering the hypothesis test. For each
of these combinations I aligned the sequences and estimated the underlying
tree using a HKY model. I then calculated the mean tree, log maps and the
confidence set for the mean tree. The Fre´chet mean is shown in Figure 3.3.
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Non-local  
control
Local control
0.0385
0.0033
branches not to scale
Patient B
Patient ADentist
Figure 3.3: The Fre´chet mean of 100 estimated phylogenies of the HIV viruses
of a dentist, two patients of the dentist , a control from the local population, and
a control from a distinct population. The different phylogenies were obtained
by permuting the representative sequences of each individual.
The projected trees under the sample log map are shown in Figure 3.4. Ap-
proximately equal variance is observed in both branches, however the mean
length of the branch separating the dentist and patients from the controls is
large relative to its variability. The null hypothesis that this edge is not present
on the true tree is rejected with p < 10−13, and thus I conclude with high confi-
dence that the dentist infected the two patients. The remaining branch indicates
the relative similarity of the dentist’s sequences to those of patient A and patient
B (which patient was infected closer to the date of blood sample collection), and
I do not reject the null hypothesis that there is a leaf more closely related to
the dentist than patient A (p = 0.075). The coverage simulations suggest cau-
tion when interpreting p-values, but neither of the magnitudes of the two tests
conducted here (p < 10−13 and p = 0.075) are marginal.
By performing the analysis over trees estimated based on different within-
patient sequences, I simultaneously utilize both the intra- and interperson se-
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Figure 3.4: The log maps of 100 HIV phylogenies. A confidence interval for the
true Fre´chet mean tree suggests infection of the patients by the dentist, given
small variability of this edge length relative to its mean (vertical direction). The
horizontal direction indicates the relative similarity of the dentist clade; a pos-
itive coordinate indicates that patient A’s virus is more similar to the dentist’s
virus than other groupings in this clade.
quence variability. The original investigation considered phylogenetic analy-
sis separately to the within-patient analysis (the latter was investigated using a
modified ANOVA).
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3.6 Discussion
I now outline some limitations of the confidence set procedure and describe
some directions of future research that may address them.
3.6.1 Degeneracy
The asymptotic behavior of the sample Fre´chet mean changes when the true
Fre´chet mean falls on a stratum of co-dimension 1 or higher. In the co-dimension
1 case, the log map remains multivariate normal on the branches whose means
do not correspond to co-faces, with the co-facing branches converging to either
a degenerate distribution or a multivariate normal distribution ([5, Theorem 3],
[30]). Unfortunately, no statistical tests currently exist for assessing whether a
Fre´chet mean lies on a co-dimensional face, and so it is not yet possible to assess
whether top-dimensional stratum or co-dimensional stratum asymptotics might
apply. However, the case of convergence to a degenerate distribution suggests
that a sample mean on a co-dimensional stratum is a good indicator that the true
mean falls on a co-dimensional stratum. I did not observe any sample means on
strata of co-dimension 1 in the examples that I discussed above, and so did not
investigate confidence set construction in this case. In particular, construction
of a statistical test for the true Fre´chet mean falling on an orthant boundary is
an open problem with potential use cases in the biological sciences.
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3.6.2 Data compression
A common criticism of the log map is that it is a compression of tree space, and
both topological and branch length information is lost when trees are assigned
to vectors. No compression occurs for trees with the same topology as the base
tree of the log map, but the information loss increases as the argument to the
log map becomes an increasing number of NNI moves from the base tree. The
confidence set procedure described in this chapter utilizes the log map with
base tree set to the sample Fre´chet mean, and so the local structure of tree space
around the sample Fre´chet mean is well preserved. While information about
trees in the sample that are far from the sample mean is lost, collections of trees
that arise in practice are generally highly structured around a central tree or
cluster of trees, as shown for two datasets in Section 3.5. These datasets and
their high degree of structure are typical of tree-valued datasets, and it is this
structure that results in the utility of the log map with base tree as the sample
mean.
3.6.3 Dependence structures
When using the proposed confidence set, ideally, tree–building information for
n different individuals from each of the taxa on the tree would be obtained, and
each individual from each taxon would be used only once to build n indepen-
dent trees. However, when differing numbers of individuals are obtained from
each taxon, a choice must be made between discarding information (to equalize
the number individuals from each group) or inducing dependence by repeating
some individuals when building the trees. In Section 3.5, I chose the latter op-
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tion. Unfortunately, modeling this source of dependence and incorporating it
into the covariance estimate is extremely challenging, because the extent of de-
pendence between two trees Ti, Tj ∈ Tm+3 depends not only on the number of
shared individuals used to build the trees, but also on how closely related these
individuals are on the tree (a function of the unknown true tree). I conjecture
that ignoring this dependence is a second–order issue compared to violations
of identicality and ignoring uncertainty in estimating the trees. Investigation of
this conjecture is an ongoing project.
3.6.4 Sources of tree-valued observations
The case studies in this dissertation have exclusively focused on using within–
species variability to more accurately reflect variability in genetic data. How-
ever, many different processes give rise to phylogenetic tree–valued observa-
tions that could be used as inputs to this method. Gene trees, where each tree
represents the phylogeny of a different location on the genome, provide an-
other natural source of variability. However, there are two key considerations
when using gene trees in the above method. Firstly, it may not be a plausi-
ble assumption that gene trees would be observed from the same distribution,
because unusual biological processes (e.g. horizontal gene transfer) may give
rise to outlying gene trees. Furthermore, since genes have a spatial structure,
gene trees of genes spaced more closely together may not be independent. This
relates to the dependence issue discussed in Section 3.6.3.
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3.6.5 Extension to incorporate tree uncertainty
In the examples that I investigated, I treated each tree as an observation that
was observed exactly. In fact, all of these trees were estimated based on a model
that describes the observed sequence data as a function of the underlying tree.
This estimation step induces another layer of uncertainty, because each tree’s es-
timate has an uncertainty which I ignored in this chapter. I discuss and address
this issue further in Chapters 4 and 5.
3.7 Concluding remarks
The framework discussed in this chapter for representing collections of trees as
points in Euclidean space via the log map opens phylogenetic tree analysis to
many multivariate analysis methods. This paper considers only confidence set
construction for means, but testing two-sample hypotheses, discriminant anal-
ysis, multidimensional scaling and factor analysis could all be applied given an
appropriate scientific question.
I believe that the most important contribution made here is the application
of the statistical framework of variance modeling to tree space. Furthermore,
the proposal for using species replicates to generate collections of trees for sum-
mary and analysis may prove fruitful by providing realistic measures of tree
uncertainty. This is a known issue in phylogenetics and I hope that the sam-
pling method and the confidence set construction procedure described here con-
tributes to understanding of both of these issues.
The confidence set procedure is an inferential method, and may be useful in
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situations where a formal hypothesis test for the value of the true Fre´chet mean
of a tree-generating-process is necessary. However, it is not always the case
that the experimenter has well-defined hypotheses that they wish to test. In the
following chapter, I propose an exploratory tool for visualizing collections of
phylogenetic trees that may be useful when formal inference is not appropriate
or necessary.
31
CHAPTER 4
VIZUALISATION USING THE LOG MAP
Visualizing high dimensional objects, especially high dimensional objects
with with complex structure, is difficult without dimension reduction. In this
chapter I argue that the log map, discussed in Section 2.3, is a useful tool for
visualizing phylogenetic trees and their uncertainties. Before proposing a new
visualization procedure, I briefly review existing tree visualization methods.
4.1 Literature review
4.1.1 Multidimensional scaling
A common method of visualizing collections of trees is multidimensional scal-
ing [25, 13, 31]. Multidimensional scaling (MDS), first proposed by Torgerson
[66], is a technique for mapping a collection of n objects to vectors inRk, where k
is usually chosen to be 2 or 3. The only requirement is a distance (or dissimilar-
ity measure) between the objects. MDS involves finding a matrix that minimizes
a stress function, which encodes the difference between the distances under the
map and the true distances. The minimizing matrix, in Rn×k, can then be visu-
alized as n points in Rk. A common choice of stress function is the Kruskal-1
function [32, 25], with the resulting map given by
arg min
x∈Rn×k
(∑
i 6=j
Dij − |pi − pj|2
)1/2
,
where {Dij}(i,j)∈{1,...,n}2 = d(Tˆi, Tˆj) is the n × n matrix of distances between the
tree-valued estimates Tˆi, Tˆj .
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An advantage of MDS is that the distance can be chosen to best highlight the
differences of importance between the trees in the collection. Hillis et al. pro-
posed using the Robinson-Foulds (RF) distance to view the topological differ-
ences between trees [25, 50]. Chakerian and Holmes discussed the advantages
of using the BHV distance to incorporate both topological and branch length
features [13], and Gori et al. used this approach to cluster genes by phylogeny
[19]. Kendall and Colijn recently proposed a method for comparing differences
between the most recent common ancestors of the tips [31]. In Section 4.4 I will
contrast the advantages of MDS with the advantages of the procedure that I
propose here.
4.1.2 DensiTree
The program DensiTree [11, 10] is a popular program for viewing collections of
trees, and integrates with most Bayesian tree estimation programs. DensiTree
overlays the trees transparently, thus darker regions of the image imply greater
confidence. Furthermore, small numbers of alternative topologies with com-
parable levels of support are easily observed. This tool can also show other
parameters that are used in coalescent-based phylogenetic tree estimation, such
as population size, by indexing the widths of the branches to these parame-
ters. DensiTree has the advantage that the graphical representation shows the
collection of trees as trees, rather than mapping the trees to Euclidean space.
It effectively illustrates both topological and branch length disagreements, but
performs most effectively when only a small number of topologies conflict and
the tree has a relatively small number of leaves. Large leaf sets, or many conflict-
ing topologies, are difficult to distinguish by eye. The procedure that I propose
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in this chapter can clearly show conflicting clusters of trees, and works well
when there are many such clusters. It is at the expense, however, of visualizing
the tree directly.
4.1.3 Related methods
Other methods for comparing phylogenetic trees have been proposed, and I
briefly mention some that are designed for comparing more than two trees.
Sundberg et al. [64] argue that the space of resolved trees can be mapped to an
n-torus, and then uses cartographic projections to reduce dimension. However,
this loses key branch length information and non-resolved trees are not permit-
ted. A dimension reduction tool that removes selected branches to aid longitu-
dinal analysis has recently been proposed [75], though the authors’ goal was not
visualization. Heatmaps can be used to summarize the dissimilarity matrix of
MDS [47]. Treemaps, which partition a rectangle into panels representing each
tree and then display the nodes in a space-filling manner, may be used to see
hierarchical dissimilarities [67], though its scalability with the size of the collec-
tion is limited. Trees of trees, proposed by Nye [39], assigns the topologies of
the trees in the collection to a meta-tree’s leaf nodes, then uses neighbor-joining
methods to cluster the nodes (trees) by topological similarity. Hess et al. [23]
append histograms of related parameter estimates to leaves to show variation
in these parameters (eg. population size) across the clades, while Bremm et al.
[12] developed PhyloComp to enable targeted comparison of differences at re-
cent or deep divergence times. Most of these methods are designed to highlight
topological differences, and few scale well both visually and computationally.
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Each of the methods described above have distinct advantages in different
situations. However, none have the ability to illustrate uncertainties in a collec-
tion of tree estimates {Tˆi}i. Trees are usually estimated and not known exactly,
and therefore visualization of tree uncertainties is of equal importance as visu-
alization of the tree itself.
4.2 Visualizing tree uncertainty using extrinsic information
Consider trees T1, . . . , Tn on the same m taxa. Suppose that it is not possible to
observe these trees directly, but that noisy estimates are available. Specifically,
for each tree Ti, suppose we observe Tˆi = BTi,qi , where Bt,q is the tree Brownian
motion defined in [41] with origin t and diffusion parameter q (see Chapter 5
for a complete description). Furthermore, suppose qi is unknown but qi = σ2ri
and ri is known. A detailed example where the ri are gene mutation rates is
explored in Section 4.2.1.
The contours of the Brownian motion distribution are spherical, therefore, if
only a single orthant is considered, the projection of the contours onto a hyper-
plane will be also be spherical. However, the folded nature of tree space makes
it difficult to construct global hyperplanes, and for this reason I propose to com-
press tree space to Euclidean space via the log map and project the contours
onto a low dimensional subspace. The proposed procedure is as follows:
1. Calculate the weighted sample Fre´chet mean
T := arg min
t∈Tm
n∑
i=1
1
ri
γ(Tˆi, t)
2, (4.1)
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2. Assign the observed trees to vectors via the log map centered at T . Each
tree is now represented by ΦT (Tˆ1), . . . ,ΦT (Tˆn).
3. Project the vectors onto their first 2 principal components to obtain two-
dimensional representations.
4. Define
̂ΦT (T ) = ∑i ΦT (Tˆi)/ri∑
i 1/ri
, (4.2)
σˆ2 =
1
n
∑
i
(ΦT (Tˆi)− ̂ΦT (T ))2
ri
. (4.3)
5. Represent the relative uncertainty of the trees as the minimum volume
sets of measure (1−α) under a normal distribution with mean ΦT (Tˆi) and
variance σˆ2riIm. Project these sets onto the principal components of the
log-mapped trees.
I now demonstrate this approach in a situation where the evolutionary rate
of genes is available.
4.2.1 Evolutionary rate and phylogenetic uncertainty
Comparing sets of phylogenetic trees, each estimated using different regions of
the genome (e.g. loci), is complicated by variation in the evolutionary rates of
those regions. Loci that evolve slowly contain few informative sites for estimat-
ing recent divergence events, while loci that evolve more quickly often contain
more natural variation, or mutational saturation, than phylogenetic signal for
resolving older divergence events [68, 3]. The informativeness of a particular
locus for resolving a particular tree (i.e. ancient versus recent divergence) is
thus related to its evolutionary rate.
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Figure 4.1: Euclidean representations of 574 gene trees shared by 42 mammals
[15]. (left) Multidimensional scaling of the BHV distances between the trees.
(right) The first two principal components of the log map of the trees with re-
spect to their weighted Fre´chet mean. Note that both representations suggest
that the trees are known rather than estimated.
To illustrate how the visualization method described above can be used to
incorporate uncertainty from covariate information, I consider the relative evo-
lutionary rate of 574 different genes shared by 42 mammals. The OrthoMam
database [49, 15] contains estimates of the gene trees of these genes, which I call
Tˆ1, . . . , Tˆ574 (estimation details available in [49]), along with the rates, which we
call r1, . . . , r574.
Multidimensional scaling of the trees with respect to the BHV distance [13]
is shown in Figure 4.1 (left), along with the first two principal components of
the log maps of the trees (right). Both representations suggest that there are 4
trees that differ from the rest. MDS emphasizes this more heavily, most likely
because the objective of MDS is to best capture all of the pairwise distances in
the mapping, while the log map instead preserves distances to the base tree
T . These 4 trees are topologically distinct from T by multiple nearest neighbor
interchanges.
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Figure 4.2: To account for estimation error, we construct a model for tree uncer-
tainty (Section 4.2.1). (left) The 40-dimensional sets of volume 0.95 representing
each tree, projected onto the first two principal components of the log maps
of the tree estimates. The sets appear large because they were constructed in
a much higher dimensional space, and not because of the 4 apparent outliers
(see text). (right) The BHV distance from each gene tree to the weighted Fre´chet
mean shown against the relative evolutionary rates of the genes. Lower evolu-
tionary rates, but not the lowest, correspond to the minimum distance trees.
I first calculate the weighted Fre´chet mean of the gene trees T with weights
1/ri (Algorithm 4.2 of [2] setting λk = 1/k), and found the log maps of the gene
trees with respect to T , ΦT (Tˆi). I then calculate the maximum likelihood esti-
mates of the model parameters (Equations (4.2) and (4.3)), and construct 0.95-
measure sets with respect to a N (ΦT (Tˆi), σˆ2riI40) distribution to illustrate the
disagreement between the trees after accounting for the variance model. Be-
cause these sets are in R40, I project them onto the first two principal compo-
nents of the {ΦT (Tˆi)}i. These projected sets are shown in Figure 4.2 (left). Since
constructing the sets in R40 and then projecting them is computationally waste-
ful, I use only the algebraic form of theR40 sets to determine theR2 sets, and do
not construct the R40 set themselves.
The impression given by Figure 4.1 is that there are a small number of trees
that are very different from the rest of the collection. However, Figure 4.2 (left)
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makes it clear that relative to the uncertainty in the tree estimates, these trees are
not especially outlying. Removing these 4 points reduces the variance by only
5.4%, suggesting that these points are not driving the size of the sets. However,
both variance and dimension contribute to the size of the projected sets. These
log maps have been estimated in a 40-dimensional space, and the radius of these
sets grows with the square root of the dimension. It is the dimensionality of
the tree estimation problem that leads to the uncertainty in estimation that we
observe in Figure 4.2 (left). Note that while the sets inR40 sets are spherical, the
rotation is not, and for this reason the sets do not appear isotropic.
While the form of Equation (4.1) places the greatest weight on gene trees
with low evolutionary rate, Figure 4.2 (right) shows that these are not the clos-
est gene trees to the weighted average tree: trees corresponding to genes with
small but non-minimal evolutionary rates are the minimum distance trees. I
conjecture that the weighted Fre´chet mean may provide a good estimate of the
overall evolutionary process by incorporating the evolutionary rate information
into tree estimation.
4.3 Intrinsic uncertainty information
Having discussed the case where covariate information can inform relative tree
uncertainty, I now consider the case where the trees themselves can be used for
inferring the precision in estimation. I call this intrinsic information because it
is tree-valued.
Suppose for each of k different phylogenies T (1), . . . , T (k), I have ni estimates
of T (i), which I call Tˆ (i)1 , . . . , Tˆ
(i)
ni . This collection contains multivariate informa-
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tion about tree uncertainty: branches that can be estimated precisely would be
present on all trees and with low variance in their lengths, while contentious
branches may only appear on some trees or have large variation in their lengths.
I wish to visualize these estimates and their multivariate uncertainty.
Define T
(i)
to be the unweighted Fre´chet mean of the {Tˆ (i)j }j’s, T to be the
unweighted Fre´chet mean of the T
(i)
, and T to be the population analogue of T .
The latter may not have any biological significance, but I construct it in order to
have a common base for the log map. Consider the model
ΦT (Tˆ
(i)
j ) = ΦT (T
(i)) +N (0,Σi).
While I would prefer a model in tree space as in Section 4.2.1, no nonspherical
analogue of Brownian motion in tree space has yet been proposed (see Chapter
5), and I wish to incorporate directional uncertainty.
The key difference between this model and that of Section 4.2 is that the
uncertainty of the estimates is not constrained to be spherical: I permit Σi to
be unstructured. However, I use the collection {ΦT (Tˆ (i)j )}j to estimate it, using
maximum likelihood if ni is large relative to the dimension of tree space, or a
structured estimator if not.
Similar to the proposal of Section 4.2.1, I construct the (1 − α) minimum
volume sets of the distribution of the {ΦT (Tˆ (i)j )}. Again the sets will be m-
dimensional, and so I project them to the subspace in R2 that spans the first
two principal components of the {ΦT (Tˆ (i)j )}i,j .
A key element of this visualization strategy is that it maintains m-
dimensional uncertainty of tree estimation. Constructing a set based on a model
for the principal components gives the impression of substantially more preci-
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sion than truly exists, and MDS prohibits meaningful model constructions be-
cause the coordinate system is sample-dependent (discussed in Section 4.4). Vi-
sualizing uncertainty in tree estimates is an extremely important issue because
of documented overconfidence in phylogeny estimates. Strong support for con-
flicting topologies can arise among phylogenies constructed from different sets
of loci (e.g. sequence capture versus restriction site associated DNA sequencing
[34]) or from the same dataset analyzed under different models (e.g. concate-
nation versus multispecies coalescent [16]). I propose this procedure to assist
with visualizing the uncertainty of phylogenetic estimates under these different
scenarios.
4.3.1 Multivariate tree uncertainty
Here I use samples from a posterior distribution on tree space to generate col-
lections of tree estimates. However, the procedure proposed is agnostic with
respect to the origin of the estimates. Bootstrap resampling is another plausible
method for generating collections of tree estimates [17, 26].
Bayesian methods for estimating phylogenies naturally give rise to collec-
tions of trees as samples from the posterior. Here I consider visualizing discor-
dance between mitochondrial and nuclear gene phylogenies. In general, phy-
logenetic inferences based on different genes for a given set of taxa may differ
with respect to topology and/or relative branch length due to poor gene tree
reconstruction or because the gene trees differ from the underlying species tree
[36, 51]. In particular, mitochondrial DNA can be especially problematic for
resolving phylogenetic relationships at deeper evolutionary timescales due to
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its higher evolutionary rate of change. A reasonable visualization procedure
should showcase the relative uncertainties in inferring the phylogenies of dif-
ferent loci.
Wiens et al. [73] and Spinks et al. [60] investigated discordance between mi-
tochondrial and nuclear loci in reconstructing evolutionary relationships among
species of Emydid turtles. The large number of splits on the resulting tree esti-
mates challenge fast identification of the differences between the mtDNA and
nuDNA phylogeny estimates (see [73, Figures 1 and 2]). [74] combined data
from [73], [60] and [1] to create a complete data matrix for 1 mitochondrial and
9 nuclear loci. Using this information, they used Bayesian methods to generate
10 gene trees × 100 tree estimates on the same 10 species: {Tˆ (i)j }{i=1,...,10,j=1,...,100}
where i indexes over the 10 genes and j indexes over the posterior trees. I apply
the procedure of Section 4.3 to generate Figure 4.3 using these trees.
In Figure 4.3 there is obvious discordance between the 1 mitochondrial (cy-
tochrome b gene) and the 9 nuclear genes, but no strong disagreement between
the nuclear gene phylogenies. Most importantly, the discordance between mito-
chondrial and nuclear loci is present even after accounting for the uncertainty in
estimating the gene trees. I believe that the proposed procedure is useful to dis-
tinguish situations where the uncertainty swamps the group differences (Figure
4.2) from situations where the differences exceed the uncertainty (Figure 4.3).
4.4 Contrasting MDS with the log map
MDS has its advantages over the procedure proposed here, especially when the
collection of trees is unstructured (discussed in Section 4.5). However, it also has
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Figure 4.3: The 7-dimensional sets reflecting the variability in estimating the
phylogenies of 9 nuclear (N) and 1 mitochondrial (M) gene in 10 species of
Emydid turtles. The projection onto the first two principal components of the
estimates is shown. We see that the difference between the nuclear and mito-
chondrial trees are large relative to the within-phylogeny estimation error.
serious disadvantages, some of which are not shared by the log map. I briefly
describe five drawbacks of MDS that are improved upon by the procedures de-
scribed here.
Visualizing uncertainty: MDS is a mapping rather than a rotation or pro-
jection, with the result that absolute measures of uncertainties in tree estimates
cannot be preserved. In contrast, the same projection applied to the log maps
can be applied to a set, and so sizes of uncertainties can be reflected (such as in
Figures 4.2 and 4.3).
Distortions surrounding equidistance: An ideal visualization procedure
would communicate clearly which trees are equally distant from a central tree.
Unfortunately, MDS fails to do this in many situations. To illustrate, we uni-
formly at random select a fully resolved tree topology with 50 leaves, and as-
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Figure 4.4: Multidimensional scaling may distort visualization of equidistant
trees. Visualization of NNI trees (green) from a 50-taxon tree (red) under MDS
(left) and the log map (right). All trees are equidistant from the base tree. MDS
distorts this, but the log map compresses trees onto one another.
sign all branch lengths to unit length, and designate this tree as our base tree.
We then consider the collection of all trees that are one NNI from this tree. Ac-
cording to both the RF and BHV distance, all trees are distance 2 from the base
tree. However, the projection to 3 dimensions by MDS would suggest that some
trees are substantially closer than others (Figure 4.4, left, modified from Hillis
et al. [25, Figure 10]). This can be very misleading when trying to identify rep-
resentative trees or outliers. The log map, by construction, preserves distances
to the base tree. However, it compresses multiple topologies onto a single point
(Figure 4.4, right).
Reproducibility: The stress-minimizing vector in MDS depends on every
tree in the sample. As a result, a single new tree added to the sample may com-
pletely change the projection of all other points. Furthermore, visualizations
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cannot be compared across different studies, making the method inherently un-
reproducible. As reproducibility becomes an increasing focus of genetic studies,
the importance of reproducible figures and visualization-based results is no less
than reproducible quantitative analyzes. As long as the base tree T and the PCA
rotation matrices are maintained, the results of a new study can be compared
alongside those of an original study ex post facto.
Topology versus branch length information: Negative coordinates in a log
map indicate that the topology of the tree is different to that of the base tree. A
single negative coordinate in a log map indicates that the target tree is a NNI
move from the base tree. Thus the log map is capable of distinguishing topolog-
ical versus branch length differences. This information is lost under MDS if the
chosen metric is not RF distance (which counts the number of NNI moves be-
tween topologies). Furthermore, if there is particular interest in a certain branch
of the Fre´chet mean tree, this coordinate could be plotted in order to investigate
if a particular set of models or genes characterize the presence of the branch. In
Figure 4.5, I show two coordinates (branches) of the log map projection for the
OrthoMam trees. The x-coordinate indicates the length of the branch separat-
ing the platypus from other marsupials (supported by 92% of trees), while the
y-coordinate indicates the length of the branch separating the Human-Chimp-
Gorilla clade from the remaining mammals (supported by 81% of trees). This
information may be relevant to determining which clades on the mean tree are
also supported by different genes (e.g. by color coding or labeling the genes).
Speed: Multidimensional scaling necessitates construction of the matrix of
pairwise distances between trees, or calculation of n×(n−1)
2
distances. This can
be computationally prohibitive when distance calculations are expensive, as is
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Figure 4.5: Two coordinates of the log-mapped OrthoMam gene trees. A nega-
tive coordinate in a log map indicates that the branch is absent on the tree. In this
way the log map can distinguish trees that are topologically distinct from trees
that have only different branch lengths. The x-coordinate indicates the length of
the branch separating the platypus from other marsupials, and the y-coordinate
indicates the length of the branch separating the Human-Chimp-Gorilla clade
from the remaining mammals. Names of three genes that are highly discordant
on these branches are shown.
the case for BHV distances. For example, in Section 4.2.1, constructing the BHV
distance matrix for MDS required finding 574×573
2
= 164, 451 geodesics. The
procedure proposed here required only 10,000 geodesics to find T , followed
by 574 geodesics to calculate the {ΦT (Tˆi)}i. In practice, using the implementa-
tion of the geodesic calculation by [40] of the algorithm by [46], this amounted
to 16 hours of computation for MDS compared to 5 minutes for our log map
procedure, because the geodesics calculated using Algorithm 4.2 become pro-
gressively shorter, reducing the computational intensity of successive geodesic
calculations.
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4.5 Limitations and open problems
Because the log map assigns trees to vectors relative to a central tree, and is not a
bijection between Euclidean space and tree space, it necessarily compresses in-
formation about its arguments. If a collection of trees was uniformly distributed
through tree space, the log map could dissolve the most important information
about the collection. However, in practice, collections of trees are rarely dis-
tributed uniformly throughout tree space, and a small number of topologies
usually characterize most trees in the sample. For this reason, dimension reduc-
tion via the log map can preserve much of the structure present in the collection
of trees. Nevertheless, unstructured tree datasets will be poorly reflected by the
procedures proposed here.
The model of Section 4.3 could be greatly improved by using a non-spherical
Brownian motion for tree space. However, no such analogue yet exists, and I
believe this is a promising direction for future research.
A major limitation of almost all methods utilizing tree space is that missing
leaves on some gene trees precludes them from the analysis. The procedure pro-
posed here is no exception. While modern phylogenetic and phylogenomic data
collection approaches (such as exon capture) are steadily reducing the amount
of missing data, this remains a limitation.
4.6 Concluding remarks
In this chapter I have proposed a method for incorporating tree-valued and
non-tree-valued information into visualizations of trees and their uncertainty.
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Both methods use the log map centered at a sample Fre´chet mean, an idea first
proposed in Chapter 3. I have argued that these methods are faster, more re-
producible, and better able to show relative uncertainties between trees than
existing visualization methods. Most importantly, it provides biologists with a
method for diagnosing whether differences between gene trees are biologically
meaningful, or due to uncertainty in estimation.
The choice to centre the log map at a weighted Fre´chet mean was not justified
by theory in this chapter. I begin to address some of these issues and related
problems in Chapter 5.
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CHAPTER 5
INCORPORATING TREE UNCERTAINTY
Extensive theory has been developed that describes the asymptotic behavior
of tree means based on observations from a tree-generating process [5, 14, 76].
However, it is not always possible to sample directly from this process. In many
cases, the trees that are available for analysis are noisy estimates of the true trees
of interest. For example, when we are interested in functions (such as means)
of the distribution in tree space of gene trees, we usually can only estimate the
gene trees. The consequences of analyzing trees that are imprecise using tools
that were developed for precisely observed trees have not yet been studied.
In this chapter I describe some preliminary results that demonstrate the
asymptotic unbiasedness and normality of Fre´chet means calculated based on
noisy realizations of the data generating process of interest. I begin by outlining
the noise model for trees before stating some results.
5.1 Brownian motion on the space of trees
Nye [41] proposed a stochastic process on tree space that I use here to model the
deviation of trees from their original source. The stochastic process is called tree
space Brownian motion, Bp0,t0 , so called because it behaves exactly as Euclidean
Brownian motion in the top-dimensional strata. When the path of the process
intersects a co-dimensional stratum, it uniformly at random selects an adjacent
top-dimensional stratum (including the stratum from which it originated) and
continues into this orthant.
Define a k-step random walk in tree space, W kt,r, with starting tree p0 and
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diffusion parameter t0 by setting the k-th tree of the walk to be the (k − 1)-th
tree with a uniformly at random internal branch deviated by a realization of a
N (0, t0/k)-distributed random variable. If the new branch length is of negative
length then a randomly chosen NNI move is made at that branch. The key result
of [41] was that asm→∞, this random walk weakly converges to the Brownian
motion process on tree space. Consequently, tree space Brownian motion paths
do not attract towards the origin.
5.2 Uncertainty model
I now use this process to model observed trees as noisy realizations of ob-
servations from the data-generating process of interest. Call the data gener-
ating process F , and let T : Ω → (Tm)n be the random variable such that
T (ω) = (T1(ω), . . . , Tn(ω)) are drawn independently from F .
Now suppose that we do not observe T , but instead observe perturbations of
these trees by Brownian motion deviations. That is, we observe a new random
variable Y : Ω∗ → (Tm)n, where
Y (ω∗) = Y (ω, ω∗)
= (Y1(ω, ω
∗), . . . , Yn(ω, ω∗))
= (BT1(ω),r(ω
∗), . . . , BTn(ω),r(ω
∗)).
I now investigate if it is possible to analyze the perturbed trees Y using tools
developed for analyzing the unperturbed trees T .
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5.3 Analysis of perturbed tree means
5.3.1 Consistency
I first show that the sample mean of the perturbed trees is consistent for the true
mean of the unperturbed trees, provided that both the diffusion parameter of
the perturbation process and the variance of the unperturbed distribution are
finite.
Theorem 5.3.1. Suppose r < ∞ and that there exists some α ∈ Tm such that
E(γ(T1, α)
2) <∞. Then Yˆn → µ as n→∞.
Proof. Showing that E(γ(Y1, α)2) <∞ will give that Yˆn converges to its popula-
tion mean [76]. I begin by showing this.
Consider the random walk W kt,r defined in [41]. Let the state of a walk with
k steps at step i be denoted W (k,(i))t,r . Then by the triangle inequality,
γ(t,W kt,r) ≤ γ(t,W k,(1)t,r ) +
k−1∑
j=1
γ(W
k(i)
t,r ,W
k(i+1)
t,r )
:= A1 + . . .+ Am,
where Ai
iid∼ TN(0, r/k, 0,∞), for TN(µ, σ2, a, b) the truncated normal distribu-
tion. I wish to show that the variance of this sum is finite.
The moment generating function for the sum is
mk(t) = mA1+...+Ak(t) = 2
k
(
1− Φ
(−rt
k
))k
ert
2/2,
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so
E[A1 + . . .+ Ak] =
d
dt
mk(t)
∣∣∣∣
t=0
= 2k
[
ert
2/2 × d
dt
(
1− Φ
(
−rt
k
))k
+
(
1− Φ
(
−rt
k
))k
× rtert2/2
]∣∣∣∣
t=0
= 2kert
2/2
[
rt
(
1− Φ
(
−rt
k
))k
+m
(
1− Φ
(
−rt
k
))m−1
× r
k
φ
(
−rt
k
)]∣∣
t=0
:= 2krA [B + C]
∣∣
t=0
= 2kr
[
0 +
1
2k−1
× φ(0)
]
= 2rφ(0)
E[(A1 + . . .+ Ak)
2] =
d2
dt2
mk(t)
∣∣
t=0
= 2kr (A′(B + C) + A(B′ + C ′))
∣∣
t=0
= 2kr (0× (B + C) + 1× (B′ + C ′)) ∣∣
t=0
= 2kr
(((
1− Φ
(
−rt
k
))k
+ t
d
dt
(
1− Φ
(
−rt
k
))k)∣∣
t=0
+
((
1− Φ
(
−rt
k
))k−1
d
dt
φ
(
−rt
k
)) ∣∣
t=0
+ φ
(
−rt
k
)
d
dt
(
1− Φ
(
−rt
k
))k−1 ∣∣
t=0
)
= 2kr
(
1
2k
+ 0 + 0
+ φ(0)(k − 1)
(
1− Φ
(
−rt
k
))m−2
× r
k
× φ
(
−rt
k
))
= r + 4r2
(
k − 1
k
)
(φ(0))2
→ r + 4r2 (φ(0))2 <∞
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Because γ(Y1, T1)
D
= γ(t, Bt,r) and r < ∞, E(γ(Y1, T1)2) < ∞. Then since
γ(Y1, α) ≤ γ(Y1, T1) + γ(T1, α), showing that E[γ(Y1, T1)γ(T1, α)] < ∞ proves
the theorem. But
E[γ(Y1, T1)γ(T1, α)] = Cov(γ(Y1, T1), γ(T1, α)) +E[γ(Y1, T1)]E[γ(T1, α)]
≤
√
(V ar(A1 + . . .+ Am))(V ar(γ(T1, α)))
+E[A1 + . . .+ Am]×max(1,E(γ(T1, α)2)
<∞
by Cauchy-Schwartz. So E[γ(Y1, α)2] <∞.
It remains to prove that the Fre´chet mean of Y1 is equal to the Fre´chet mean
of T1. By construction,
arg min
u∈Tm
∫
Tm
γ(u,W 1t,r)
2dF (t) = arg min
u∈Tm
∫
Tm
γ(u, t)2dF (t), (5.1)
since the expected perturbation is symmetric in all directions (this can be shown
by conditioning on the edge selected to be perturbed and using the law of iter-
ated expectation). But this implies
arg min
u∈Tm
∫
Tm
γ(u,W 2t,r)
2dF (t) = arg min
u∈Tm
∫
Tm
γ(u,W 1t,r)
2dF (t), (5.2)
since W 2t,r
D
= W 1
W 1
(t,r)
,r
. So
arg min
u∈Tm
∫
Tm
γ(u, t)2dF (t) = arg min
u∈Tm
∫
Tm
γ(u,W kt,r)
2dF (t), m = 1, 2, . . .
but W kt,r
D→ Bt,r, and so we have the required result.
5.3.2 Asymptotic normality
Having verified consistency, I now address asymptotic normality. Define
G(A) =
∫
A
Bt,rdF (t),
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the distribution of Y1.
Lemma 5.3.2. In addition to the conditions of Theorem 5.3.1, suppose that the Fre´chet
function of F is everywhere finite, µ does not lie on an orthant boundary, and the mea-
sure with respect to F of the maximal cells at µ is zero. Then
√
n(Yˆn − µ) D→ N (0,Σ)
for Σ determined by F and r.
Proof. By the previous theorem, µ is the Fre´chet mean ofG, the distribution gen-
erating the Y ’s. Furthermore, since EF [γ(Y1, α)2] <∞, if the Fre´chet function of
F is everywhere finite then the Fre´chet function of G is everywhere finite. The
measure of the maximal cells under G is equal to the measure of the maximal
cells under F . These conditions fall under the framework of [5, Theorem 2], and
asymptotic normality follows.
5.4 Open questions and conclusion
While some progress was made in this chapter regarding the applicability of
existing theory to noisy tree observations, there are many remaining open ques-
tions. Extending the Brownian motion model to heteroscedastic tree noise,
where each tree’s perturbation has a potentially distinct diffusion parameter,
is of practical significance, as discussed in Chapter 4. Unfortunately, general-
izing the above theory to the non-identically distributed case is challenging,
because even the most fundamental mathematical infrastructure (e.g. laws of
large numbers) has not been developed in this case. I believe these extensions
are important and I am continuing research in this area.
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CHAPTER 6
CONCLUSION
Since the publication of tree space in 2001 [9], many advances have been
made in computation [46, 45, 37, 42, 43, 2, 56] and probability [41, 4, 30, 5, 52]
on this metric space. However, with some exceptions [28, 27, 72, 71, 58, 18, 7],
statistics in this context has been untreated, especially relative to its potential to
answer biological questions. This is especially true for inferential statistics. This
thesis began to address this by describing a number of statistical methods for the
analysis of tree-valued data (Chapters 3 and 4), and investigating the effect of
noisy observations on tree parameter recovery (Chapter 5). A recurring theme
of all work presented was incorporating uncertainty in tree estimation into phy-
logenetic estimates. I believe that tree uncertainty is commonly understated by
biologists, and that this can explain many of the disagreements between biolo-
gists over phylogeny.
I hope that the tools presented here are of use to biologists in analyzing and
visualizing phylogenetic estimates and errors. However, more importantly, I
hope that the treatment of tree uncertainty as multivariate becomes incorpo-
rated into the phylogenetic literature as a tool that better reflects the actual struc-
ture of the metric space of phylogenetic trees.
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CHAPTER 7
APPENDIX A: TREE SPACE AND THE HEINE-BOREL PROPERTY
I proved the following theorem to show consistency of a phylogenetic tree
estimate [52]. Because the estimate was for both the internal and external
branches of a tree, the parameter space is the product space of Tm and Rm, and
the distance metric is
δ(θ1, θ2) = γ(T1, T2) + ||R1 −R2||,
where Ti refers to the internal branches, Ri refers to the external branches, and
|| · || is Euclidean L2-distance.
Theorem 7.0.1. The parameter space Tm×Rm is a metric space with metric δ(·, ·) and
has the property that every closed and bounded subset is compact.
Proof. The distance δ(·, ·) is a metric in the product space Tm × Rm [55, p. 203].
Because closed subsets of compact sets are compact [62, p. 102], I show that the
set
T0 = {x ∈ Tm : γ(0Tm , x) ≤ a} × [−a, a]m
is compact for all a > 0, where 0Tm denotes the origin in Tm. Assume that T0 is
not compact, that is, there exists an open cover of T0 that does not admit a finite
subcover, which we call C. By the piecewise Euclidean structure of Tm, I can
decompose T0 into (2m− 5)!!× 2m closed boxes in Tm ×Rm with side lengths a,
each entirely contained in a single Euclidean orthant. Since the union of these
boxes gives T0, at least one of these boxes must have a cover that requires an
infinite subcover. Call one of these boxes that requires an infinite subcover T1. I
can bisect T1, and again, and again, and contrive a decreasing sequence of boxes
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T0 ⊃ T1 ⊃ . . . ⊃ Tk ⊃ . . .. By Cantor’s intersection theorem, the intersection of
these boxes contains some point p0 ∈ T0. There must be some open set U ∈ C
such that p0 ∈ U . Since U is open, I can create a ball B around p0 such that B
is contained in U . But for large enough k, Tk ⊆ B ⊆ U . But then Tk is covered
by U , a single open set, and does not need an infinite open cover. Hence every
open cover of T0 admits a finite subcover, that is, T0 is compact.
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