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Introduzione
Le equazioni differenziali stocastiche (SDE dall’inglese stochastic differential
equations) sono uno strumento fondamentale sia per modellizzare diversi
fenomeni fisici, sia in altri ambiti, come ad esempio la finanza matematica.
In fisica il modello piu` comune di SDE sono le equazioni di Langevin, ovvero
equazioni differenziali nelle quali compare un rumore, white noise, che indica
la derivata del moto browniano, o processo di Wiener. Un’equazione di
Langevin e` dunque un’equazione della forma
q˙µ(t) = bµ(t,q(t)) +
m∑
ν=1
σµ,ν(t,q(t)) · εν(t), t ∈ [0, T ]
dove q(t) = (q1(t), . . . , qd(t)) e` una traiettoria in Rd, bµ e σµ,ν sono funzioni
differenziabili di q ed ε(t) = (ε1(t), . . . , εm(t)) e` il white noise. In realta`,
poiche´ si puo` dimostrare che il moto browniano (Bt)t∈[0,T ] a valori in Rm e`
un processo le cui traiettorie non sono differenziabili 1, il white noise e` da
considerarsi come astrazione.
Tuttavia, per dare significato a questo tipo di equazioni e` nato il calcolo
stocastico. In particolare si puo` considerare l’integrale di Itoˆ di un processo
(Xt)t∈[0,T ] sufficientemente regolare,∫ b
a
Xt dBt, a, b ∈ [0, T ] a ≤ b.
Un’equazione di Langevin si indica percio`, in matematica, con la seguente
scrittura formale:
dXt = b(t,Xt) dt+ σ(t,Xt) dBt,
che ha significato se riportata in forma integrale
Xt = x0 +
∫ t
0
b(s,Xs) ds+
∫ t
0
σ(s,Xs) dBs,
1Si dimostra, per l’esattezza, che le traiettorie del Browniano sono quasi certamente
non differenziabili in alcun punto.
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dove x0 e` una variabile aleatoria a valori in Rd che indica la condizione
iniziale.
Questa tesi tratta, appunto, delle SDE; in particolare il nostro interesse
e` lo studio qualitativo delle soluzioni di equazioni di Langevin con σ costante
e drift b per cui non si conosce la soluzione in forma esplicita.
Per ottenere informazioni quantitative su queste equazioni, mediante me-
todi numerici, l’approccio piu` comune e` il metodo Monte Carlo. Tale me-
todo, che consiste nel simulare numericamente le traiettorie della soluzione,
e` imbattibile nel caso di modelli fisici semplici, ma diventa poco praticabile
quando si tratta di equazioni complesse in dimensione molto alta. Vi sono,
ad esempio, svariati modelli fisici che arrivano a comprendere centinaia di
gradi di liberta`, e che quindi portano a equazioni stocastiche di dimensioni
tali da essere intrattabili con un metodo Monte Carlo.
In [1] si propone un nuovo approccio per lo studio di queste equazioni e lo
si applica a un semplice modello che descrive il fenomeno ENSO. Il metodo
che l’articolo suggerisce porta a una formula, la path integral formulation,
che descrive la densita` di probabilita` della soluzione al variare di t ∈ [0, T ].
Un primo obiettivo che ci siamo proposti e` stato, dunque, tentare di com-
prendere questo approccio, riscriverlo in maniera matematicamente rigorosa
e utilizzarlo, infine, per studiare il semplice modello per l’ENSO, confron-
tando il nostro studio con quello ottenuto tramite metodi Monte Carlo. Non
si puo` pero` dare fondamento matematico a tutti i passaggi, in quanto la path
integral formulation prevede di integrare su un generico spazio di traiettorie
secondo una misura piatta (ovvero invariante per traslazione) che, si puo`
dimostrare, non esiste in nessuno spazio di funzioni. L’autore stesso consi-
dera tale integrale come limite ideale di una successione di approssimazioni,
sempre piu` accurate, della densita`.
Abbiamo quindi intrapreso una strada sostanzialmente equivalente, ma
che fa uso di strumenti matematici differenti: utilizzando il teorema di Girsa-
nov, arriveremo a calcolare i valori attesi di funzioni misurabili della soluzio-
ne. Questo risultato, apparentemente inferiore a quello che si puo` ottenere
con la path integral formulation, e` in realta` il vero obiettivo di [1], dove, una
volta trovata la densita` della soluzione, la si utilizza solo come strumento
per calcolare i suddetti valori attesi.
Avremmo anche potuto ottenere, tramite il teorema di Girsanov, una
formula esplicita per la densita`, ma avremmo dovuto utilizzare strumenti
piu` complessi, come il ponte browniano, complicando inutilmente le cose
visto che non e` quello che ci interessa direttamente. In ogni caso data la tesi
del teorema si dimostra in pochissimi passaggi l’esistenza della densita` della
soluzione.
Un grosso ostacolo al nostro percorso e` stato l’applicabilita` del teorema
di Girsanov: infatti il modello ENSO che abbiamo scelto di studiare contiene
una componente cubica nel drift che non rispetta la condizione di Novikov,
la piu` generale tra le classiche condizioni in cui si puo` applicare tale teorema.
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Abbiamo quindi cercato, tra la letteratura in materia, teoremi piu` generali
per garantire le ipotesi di Girsanov, riadattandoli alla nostra situazione.
Grazie a questi siamo riusciti a formulare il nostro approccio in maniera
rigorosa e, grazie alla formula di Cameron-Martin, a calcolare i valori attesi
di funzioni misurabili della soluzione; per farlo si passa dalla soluzione di un
problema piu` semplice, avente legge nota.
Ottenuto questo risultato, come suggerito in [1], abbiamo sviluppato in
serie di Taylor l’esponenziale presente nella formula. Questo fatto, una volta
passati alle sperimentazioni numeriche, ha aperto una nuova questione: non
e` detto che per tutti i valori dei parametri troncare lo sviluppo di Taylor al
primo ordine sia una buona approssimazione. Cio` ha ristretto notevolmente
il campo dei problemi che si possono trattare col nostro nuovo approccio,
e ci ha costretto a fare un’analisi preventiva per stabilire quando sarebbe
stato possibile.
Infine, per abbandonare del tutto il metodo Monte Carlo e non dover
simulare la soluzione dell’equazione piu` semplice, ma sfruttare la conoscen-
za della sua legge al variare di t ∈ [0, T ], abbiamo utilizzato il calcolo di
Malliavin e riscritto la formula di Cameron-Martin troncata con Taylor in
maniera differente.
La tesi e` cos`ı strutturata: nel capitolo 1 si descrive brevemente in cosa
consiste il fenomeno ENSO e si presenta il semplice modello che lo descrive e
il metodo proposto da [1] per risolverlo. Nei capitoli 2 e 3, rispettivamente, si
introducono gli strumenti fondamentali di probabilita` per costruire il nostro
metodo e si dimostrano le condizioni piu` generali di applicabilita` del teorema
di Girsanov. Infine, il capitolo 4 e` dedicato alle sperimentazioni numeriche.
8 INDICE
Capitolo 1
Il fenomeno ENSO
In questo capitolo si descrive brevemente la dinamica del ciclo ENSO. Inoltre
si introducono due semplici modelli, sotto forma di equazioni stocastiche,
che saranno analizzati in maniera matematicamente rigorosa nei successivi
capitoli.
1.1 Descrizione del fenomeno
L’ENSO (El Nin˜o-Southern Oscillation) e` un fenomeno climatico ricorren-
te che si verifica nell’oceano Pacifico equatoriale con un periodo che puo`
variare dai tre ai sette anni. Puo` avere, nelle sue manifestazioni piu` in-
tense, forti ripercussioni sulle precipitazioni e sulla presenza di sostanze
nutritive all’interno delle acque oceaniche, con conseguenti gravi danni alla
produzione.
Una volta ogni quattro anni circa la temperatura della superficie marina
(SST: sea surface temperature) nella parte orientale del Pacifico aumenta di
qualche grado rispetto alla media per un periodo di circa un anno. Questo
evento e` chiamato El Nin˜o in riferimento a Gesu` Bambino, poiche´ il mo-
mento in cui si manifesta con maggiore intensita` e`, solitamente, il mese di
Dicembre. Tale fenomeno si verifica grazie all’interazione tra oceano Pacifico
e atmosfera ed e` associato alla variazione dei venti sulla superficie marina
equatoriale. Normalmente i venti sulla superficie del Pacifico equatoriale, gli
Alisei, sono diretti verso ovest e sono influenzati dalla differenza di pressio-
ne, piu` elevata nella parte orientale (intorno a Tahiti) e piu` bassa in quella
occidentale (nei pressi di Darwin). Durante El Nin˜o la pressione e` piu` bassa
della norma verso est e piu` alta a ovest; questa variazione della pressione e`
detta Oscillazione Meridionale (Southern Oscillation).
Ad esempio durante il fenomeno (particolarmente intenso) di El Nin˜o
dell’anno 1997-1998 la SST nel Pacifico orientale ha superato i valori medi
di 5◦C e gli Alisei hanno addirittura cambiato direzione, causando grave
siccita` in Indonesia e piogge torrenziali in Peru` ed Ecuador.
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Una delle grandezze che misura la variazione di temperatura nell’est del
Pacifico equatoriale e` l’indice NINO3 che da` la differenza della SST rispet-
to alla media nell’area [150◦W-90◦W]×[5◦S-5◦N]. Questo indice e` positivo
durante El Nin˜o. Un indice invece che cattura l’anomalia nella pressione a
livello del mare e` l’SOI (Southern Oscillation index) che misura la differenza
di pressione normalizzata tra Tahiti e Darwin: quando e` negativo gli Alisei
verso ovest sono piu` deboli e viceversa. In base ai dati mensili rilevati nel
corso di 50 anni i due indici NINO3 e SOI hanno una correlazione di qua-
si −0.9, sono quindi estremamente anti-correlati. Per questo motivo sono
stati raggruppati i due fenomeni El Nin˜o e Southern Oscillation in un unico
ciclo, l’ENSO, che comprende entrambi. El Nin˜o e La Nin˜a sono le due fasi
estreme e opposte del ciclo: durante El Nin˜o l’indice NINO3 e` positivo (e` la
fase calda del ciclo) mentre l’indice SOI e` negativo, durante La Nin˜a succede
esattamente l’opposto. Infine l’ENSO-neutral e` il periodo centrale, in cui
tutti i valori (come temperatura, pressione e precipitazioni) rientrano nella
norma.
Una delle piu` importanti variabili per comprendere la dinamica dell’EN-
SO e` la profondita` del termoclino. Il termoclino e` uno strato sottile nel quale
la temperatura dell’acqua oceanica diminuisce drasticamente; divide l’acqua
calda della superficie marina da quella fredda piu` profonda. In condizioni
normali il livello del termoclino e` superiore nella parte orientale del Pacifico
equatoriale rispetto alla parte occidentale. Quando la SST a est del Pacifico
aumenta e i venti in superficie diretti verso ovest risultano indeboliti, dimi-
nuisce la pendenza del termoclino ed esso risulta piu` appiattito. Nella fase
La Nin˜a, invece, la normale inclinazione del termoclino risulta accentuata.
C’e` da considerare che la profondita` del termoclino determina la distanza
dell’acqua fredda dalla superficie e quindi influenza le temperature oceani-
che. In un modello il piu` possibile completo si deve quindi considerare il
feedback del termoclino sulla SST.
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Figura 1.1: Rappresentazione delle diverse fasi del ciclo ENSO. Le immagini
sono tratte dal sito dell’ NOAA.
1.2 Costruzione del modello
L’ENSO e` uno dei piu` importanti esempi di variabilita` interannuale in cli-
matologia, in quanto si evolve relativamente in poco tempo ed inoltre e`
possibile creare dei validi modelli estremamente semplici che ne simulino
l’oscillazione, anche che comprendano la sola variabile della SST.
Vi sono svariati modelli, piu` o meno complessi, che tentano di descrivere
tale fenomeno. Quello che si vuole analizzare fa parte dei Conceptual Models,
ovvero modelli teorici che cercano di catturare l’essenza dell’oscillazione del
ciclo ENSO. Tra questi il modello proposto nel 1997 da Jin e` uno di quelli
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che meglio descrive il legame tra SST e dinamiche oceaniche. In [3] si mostra
che il ciclo ENSO puo` essere descritto tramite un semplice sistema lineare:
dh
dt
= −r h− αµb0 T
dT
dt
= (γµb0 − c)T + γ h,
dove T ed h indicano rispettivamente la differenza rispetto alla media del-
la SST nel Pacifico orientale e della profondita` del termoclino nel Pacifico
occidentale. Il parametro µ descrive invece l’interazione tra SST e intensita`
dei venti in superficie. Attraverso un opportuno cambio di coordinate del
vettore (h, T ) si puo` ottenere un sistema con matrice in forma standard
d
dt
(
z1
z2
)
=
(
β −ω
ω β
)(
z1
z2
)
.
Infatti ogni matrice con autovalori complessi coniugati, β + iω e β − iω, e`
simile alla matrice in forma standard scritta sopra; le due hanno dunque
stessa traccia e stesso determinante, percio` possiamo calcolare i coefficienti:
2β = −r + (γµb0 − c)
ω2 = −r
2
(γµb0 − c) + αγµb0 − r
2
4
− (γµb0 − c)
2
4
.
(1.1)
La soluzione del problema in forma standard e` nota:(
z1(t)
z2(t)
)
=
(
eβt(z1(0) cos(tω)− z2(0) sin(tω))
eβt(z2(0) cos(tω) + z1(0) sin(tω))
)
.
Il parametro ω indica il periodo di oscillazione, mentre la crescita delle
oscillazioni dipende da β: l’oscillazione si riduce se β < 0, cresce se β > 0
e rimane della stessa ampiezza se β = 0. A questo modello cos`ı semplice
va sommato un rumore aleatorio. Andremo dunque a studiare le soluzioni
dell’equazione stocastica{
dZt = AZt dt+ σ dBt, t ∈ [0, T ]
Z0 = x0,
(1.2)
con A =
[
β −ω
ω β
]
, σ ∈ R+ e B = (Bt)t∈[0,T ] un moto browniano a valo-
ri in R2 su uno spazio probabilizzato (Ω,F ,P), rispetto a una filtrazione
(Ft)t∈[0,T ]. La soluzione dell’equazione (1.2) con una qualsiasi matrice A e`
il processo di Ornstein-Uhlenbeck, la cui legge e` completamente nota come
si vedra` nei successivi capitoli.
Nello stesso articolo si propone un’estensione non lineare di questo mo-
dello. Si osserva infatti che cio` che piu` discosta il ciclo ENSO dalla soluzione
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dell’equazione lineare e` il feedback del termoclino, che agisce sulla SST in
maniera non lineare. Per questo si propone un diverso modello, con l’ag-
giunta di un termine cubico in h e T . Tale modello nelle nuove coordinate
puo` essere riscritto come
d
dt
(
z1
z2
)
=
(
β −ω
ω β
)(
z1
z2
)
+
(
0
−εz23
)
.
La parte piu` impegnativa dei prossimi capitoli sara` quindi dimostrare l’e-
sistenza e ottenere informazioni sulla legge della soluzione dell’equazione
stocastica {
dXt = (AXt + εb(Xt))dt+ σ dBt, t ∈ [0, T ]
X0 = x0,
(1.3)
con ε ∈ R+ e
b(x) =
(
0
−x23
)
, x =
(
x1
x2
)
∈ R2.
Osserveremo che la legge della soluzione Xt si puo` ottenere tramite la legge
del processo di Ornstein-Uhlenbeck Zt, in particolare otterremo una formula
per calcolare i valori attesi di funzioni di Xt (ad esempio media e matrice di
covarianza).
1.3 L’approccio da cui siamo partiti
L’oggetto di questa tesi e` lo studio qualitativo della soluzione di equazioni
differenziali stocastiche (SDE) non banali, come la (1.3). Il punto di partenza
per questo lavoro e` stato l’approccio di [1]: in quest’articolo si parte da
un’equazione di Langevin, della forma
q˙µ(t) = fµ(q(t)) + εµ(t), t ∈ [0, T ] e µ = 1, . . . , d, (1.4)
dove q(t) = (q1(t), . . . , qd(t)) e` una traiettoria in Rd, fµ una funzione diffe-
renziabile di q ed εµ(t) una variabile con media nulla e covarianza
EP
[
εµ(t)εν(t
′)
]
= σ2δµνδ(t−t′), t, t′ ∈ [0, T ] e µ, ν = 1, . . . , d.
Si puo` tradurre l’equazione di Langevin in un’equazione stocastica della
forma {
dXt = f(Xt) dt+ σ dBt, t ∈ [0, T ]
X0 = x0,
con (Bt)t∈[0,T ] un P-moto browniano in Rd. Per studiare la (1.4) si propone
di suddividere l’intervallo [0, T ] in N sottointervalli di ampiezza τ = T/N e
di approssimarne la soluzione nei punti intermedi,
q(tn) ∼ qn, tn = τn, ∀n = 0, 1, . . . , N ,
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attraverso la formula
qn+1 = qn + τf(qn) +
√
τσZn,
con Z1, . . . , ZN N variabili indipendenti e identicamente distribuite (iid) con
legge gaussiana N(0, Id), dove Id e` la matrice identita` d × d, e 0 e` il vet-
tore nullo in Rd. Questa formula corrisponde al metodo di Eulero esplicito
che discuteremo piu` nel dettaglio nel capitolo 4. Se qn fosse un termine
deterministico fissato, allora qn+1 sarebbe una variabile con legge gaussia-
na N(qn + τf(qn), τσ
2Id). La densita` di probabilita` di qn+1 condizionata
rispetto a qn e` quindi
P (qn+1, tn+1|qn, tn) = 1√
2piτσ2
exp
(−‖qn+1 − qn − τf(qn)‖2
2τσ2
)
. (1.5)
Si puo` inoltre osservare che la densita` di probabilita` condizionata rispetto a
due passi precedenti e`
P (qn+2, tn+2|qn, tn) =
∫
P (qn+2, tn+2|qn+1, tn+1) ·P (qn+1, tn+1|qn, tn) dqn+1
e piu` in generale che
P (qN , tN |q0, t0) =
∫
. . .
∫ N−1∏
n=0
P (qn+1, tn+1|qn, tn) dq1 . . . dqN−1.
Sostituendo la formula (1.5) si ottiene percio` che
P (qN , tN |q0, t0) =
∫
. . .
∫
1
CN
exp
(−SN (q0, . . . qN−1)
2σ2
)
dq1 . . . dqN−1,
(1.6)
dove la costante CN =
(
2piτσ2
)N
2 e
SN (q0, . . . qN−1) =
N−1∑
n=0
‖qn+1 − qn − τf(qn)‖2
τ
e` detto funzionale di Onsager-Machlup. Quello che si propone nell’articolo
e` di passare al limite per N che tende all’infinito e ottenere in questo modo
la densita` di probabilita` della variabile q(t) soluzione di (1.4) con condizione
iniziale q0. Si ottiene cos`ı la path integral formulation:
P (q¯, t|q0, t0) =
∫
Cq0,q¯
exp(−S(q))[Dq(τ)], (1.7)
dove S(·) e` la versione continua del funzionale di Onsager-Machlup, che
agisce sui cammini q da [0, T ] a Rd (non sulle N -uple come SN (·) ) definito
tramite l’espressione
S(q) =
1
2σ2
∫ T
0
[q˙µ − fµ(q)]δµν [q˙ν − fν(q)] dt, (1.8)
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nella quale si sottintende una somma sugli indici µ e ν. Si puo` quindi
riscrivere come
S(q) =
1
2σ2
∫ T
0
|q˙(t)− f(q(t))|2 dt,
dove con | · | si intende la norma euclidea. L’integrale della (1.7) e` fatto sulla
classe Cq0,q¯ di tutte le traiettorie con estremi fissati: q(0) = q0 e q(T ) = q¯.
Si integra secondo la misura [Dq(τ)] che e` limite della successione di misure
di Lebesgue riscalate: 1/CN dq1 . . . dqN .
Il problema e` che tale misura non esiste. Infatti, come la misura di
Lebesgue, riscalata o meno, e` invariante per traslazione (misura piatta) si
vorrebbe, nell’interpretazione della path integral formulation, che anche la
misura [Dq(τ)] avesse la stessa caratteristica. Si puo` pero` dimostrare che
dato uno spazio di funzioni H non esiste una misura invariante per traslazio-
ne definita su di esso. In [1] stesso si afferma che la path integral formulation
e` solo un’espressione formale piu` compatta, che ha significato come limite
ideale della formula esatta (1.6) e che per fare i conti si usa quest’ultima con
N opportunamente grande.
Il nostro approccio appare differente, anche se, come vedremo nella se-
zione 3.4, e` sostanzialmente equivalente: conoscere qualitativamente la so-
luzione q(t) a un certo istante t ∈ [0, T ] significa, per noi, essere in grado
di calcolare E[F (q(t))] per una qualsiasi funzione misurabile F , per esempio
essere in grado di calcolare media e matrice di covarianza del vettore q(t).
Il metodo proposto da [1] sicuramente risponde a questa esigenza, perche´
conoscendo la densita` pt(x) di q(t) si calcola facilmente
E[F (q(t))] =
∫
F (x)pt(x) dx
e, d’altra parte, nell’articolo stesso si usa la densita` solo per calcolare questi
valori attesi. Noi non arriveremo a calcolare pt(x), ma, riconducendoci a un
problema piu` semplice la cui soluzione ha densita` nota, tramite la formula
di Cameron-Martin, saremo comunque in grado di calcolare gli stessi valori
attesi. In un certo senso quello che otteniamo e` un po’ di meno, ma si
appoggia a una teoria matematica rigorosa e ci basta per ottenere tutte le
informazioni che si cercano.
Come gia` detto nell’introduzione, tramite il teorema di Girsanov si puo`
ottenere una formula esplicita per la densita`, ma dato che non e` quello che ci
interessa direttamente e che per farlo avremmo dovuto utilizzare strumenti
piu` complessi abbiamo scelto di rinunciarvi. In ogni caso nella proposizione
3.11 si dimostra l’esistenza della densita` della soluzione.
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Capitolo 2
Equazioni differenziali
stocastiche
In questo capitolo parleremo dei principali argomenti di probabilita` che so-
no alla base del nostro approccio. In particolare arriveremo a dimostrare
l’esistenza della soluzione del problema lineare (1.2) e a ricavarne la legge
in maniera esplicita. Inoltre dimostreremo l’esistenza di una soluzione per
(1.3).
2.1 Calcolo stocastico
2.1.1 L’integrale di Itoˆ
Fissiamo, una volta per tutte, uno spazio di probabilita` (Ω,F ,P), una filtra-
zione (Ft)t∈[0,T ] e B = (Bt)t∈[0,T ] un moto browniano rispetto alla filtrazione.
Il nostro obiettivo e` dare significato a espressioni del tipo∫ b
a
Xs(ω) dBs(ω),
dove 0 ≤ a ≤ b ≤ T e l’integrando X = (Xt)t∈[0,T ] e` un processo che gode
di proprieta` ancora da specificare.
Definizione 2.1. Si dice processo elementare un processo della forma
Xt(ω) =
n−1∑
i=0
Xi(ω)1[ti,ti+1[(t),
dove 0 ≤ t0 ≤ t1 ≤ · · · ≤ tn ≤ T e le variabili Xi sono Fti-misurabili.
Se X e` un processo elementare e (si puo` sempre assumere) esistono h, k ∈
{0, 1, . . . , n} tali che a = th e b = tk, allora si definisce l’integrale di Itoˆ del
processo come ∫ b
a
Xs dBs =
k−1∑
i=h
Xi(Bti+1 −Bti).
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Inoltre un processo elementare si dice di quadrato integrabile se, per ogni
i = 1, . . . , n, E[X2ti ] <∞.
Vi sono altre due classi di processi sulle quali e` possibile definire l’inte-
grale di Itoˆ.
Definizione 2.2. Un processo X = (Xt)t∈[0,T ] e` di classe M2B[a, b] se e`
progressivamente misurabile per t ∈ [a, b] e E[∫ ba X2t dt] <∞.
Teorema 2.3. Se X e` un processo di classe M2B[a, b] esiste una successione
{X(n)}n∈N di processi elementari di quadrato integrabile in [a, b] tale che
lim
n→∞E
[∫ b
a
∣∣∣X(n)t −Xt∣∣∣2 dt] = 0.
Proposizione 2.4. Sia X di classe M2B[a, b] e {X(n)}n∈N la successio-
ne di processi elementari di quadrato integrabile convergente a X nel sen-
so del teorema 2.3. Allora la successione
{∫ b
a X
(n)
t dBt
}
e` convergente in
L2((Ω,F ,P),R) e il limite non dipende dalla successione approssimante
scelta, ma solo da X.
Il limite che si ottiene con tale proposizione definisce l’integrale di Itoˆ
del processo X di classe M2B[a, b] e si indica con
∫ b
a Xs dBs. Valgono inoltre
le seguenti proprieta`:
Proposizione 2.5. Sia X un processo di classe M2B[a, b], allora
• ∫ ba Xs dBs e` una martingala rispetto alla filtrazione (Ft)t∈[0,T ].
• (Formula di isometria) vale che
E
[∣∣∣∣∫ b
a
Xt dBt
∣∣∣∣2
]
=
∫ b
a
E
[
Xt
2
]
dt.
Un percorso analogo si puo` fare per una classe di processi piu` generale.
Definizione 2.6. Un processo X = (Xt)t∈[0,T ] e` di classe Λ2B[a, b] se e`
progressivamente misurabile per t ∈ [a, b] e P
(∫ b
a X
2
t dt <∞
)
= 1.
Teorema 2.7. Se X e` un processo di classe Λ2B[a, b] esiste una successione
{X(n)}n∈N di processi elementari in Λ2B[a, b] tale che
lim
n→∞
∫ b
a
∣∣∣X(n)t −Xt∣∣∣2 dt = 0 P− q.c.
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Lemma 2.8. Dato X = (Xt)t∈[0,T ] un processo elementare, per ogni ρ > 0
ed ε > 0 si ha che
P
(∣∣∣∣∫ T
0
Xs dBs
∣∣∣∣ > ε) ≤ P(∫ T
0
Xs
2 ds > ρ
)
+
ρ
ε2
.
Dimostrazione. Siano
A =
{∫ T
0
Xs
2 ds > ρ
}
,
C =
{∣∣∣∣∫ T
0
Xs dBs
∣∣∣∣ > ε} .
La nostra tesi e` che P(C) ≤ P(A) + ρ/ε2. Dal momento che
P(C) = P(A ∩ C) + P (Ac ∩ C) ≤ P(A) + P (Ac ∩ C)
non resta che da dimostrare che P (Ac ∩ C) ≤ ρ/ε2. Introduciamo il processo
ausiliario stoppato
Yt =
{
Xti per ti ≤ t ≤ ti+1 se
∫ ti+1
0 Xt
2 dt ≤ ρ
0 altrimenti.
Vale che
∫ T
0 Ys
2 ds ≤ ρ, in particolare Y ∈M2B[0, T ]. Inoltre, per ogni ω ∈ Ac
si ha che Y ≡ X su tutto [0, T ]. Sfruttando allora la formula di Isometria
(secondo punto della proposizione 2.5) e la disuguaglianza di Chebichev1 si
ottiene la tesi:
P (Ac ∩ C) = P
({∣∣∣∣∫ T
0
Xs dBs
∣∣∣∣ > ε} ∪Ac) =
= P
({∣∣∣∣∫ T
0
Ys dBs
∣∣∣∣ > ε} ∪Ac) ≤ P(∣∣∣∣∫ T
0
Ys dBs
∣∣∣∣ > ε) ≤
≤
E
[∣∣∣∫ T0 Ys dBs∣∣∣2]
ε2
≤
E
[∫ T
0 Ys
2 ds
]
ε2
≤ ρ
ε2
.
Proposizione 2.9. Sia X di classe Λ2B[a, b] e {X(n)}n∈N la successione di
processi elementari in Λ2B[a, b] convergente a X nel senso del teorema 2.7.
Allora la successione
{∫ b
a X
(n)
t dBt
}
e` di Cauchy, dunque convergente, in
probabilita` e il limite non dipende dalla successione approssimante scelta,
ma solo da X.
1Data una variabile X di quadrato integrabile su uno spazio probabilizzato (Ω,F ,P)
vale la seguente disuguaglianza:
P (|X| > ε) ≤ E[X
2]
ε2
∀ε > 0.
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Dimostrazione. Per il teorema 2.7 la successione
∫ b
a |X
(n)
t −Xt|2dt converge
a 0 q.c., dunque anche in probabilita` e, in particolare, vale la proprieta` di
Cauchy in probabilita`:
∀ρ1, ρ2 > 0 ∃n0 : ∀m,n ≥ n0 P
(∫ b
a
∣∣∣X(n)t −X(m)t ∣∣∣2 dt > ρ1) < ρ2.
Per il lemma 2.8 applicato al processo elementare X(n) −X(m), si ha che
P
(∣∣∣∣∫ b
a
X
(n)
t −X(m)t dBt
∣∣∣∣ > ε) ≤ P(∫ b
a
∣∣∣X(n)t −X(m)t ∣∣∣2 dt > ρ1)+ ρ1ε2 ≤
≤ ρ2 + ρ1
ε2
.
In altri termini, per ogni ε > 0, fissati ρ1 = ρ2 = ε/2,
∃n0 : ∀m,n ≥ n0 P
(∣∣∣∣∫ b
a
X
(n)
t −X(m)t dBt
∣∣∣∣ > ε) ≤ ε.
La successione
{∫ b
a X
(n)
t dBt
}
e`, dunque, di Cauchy in probabilita`, quindi
converge in probabilita`.
Veniamo ora all’unicita` del limite: supponiamo di avere due successioni
approssimanti, {X(n)} e {X˜(n)}, e sia
Y (n) =
{
X(n/2) per n pari
X˜(
n−1
2 ) per n dispari.
La successione {Y (n)} e` una successione di processi elementari di classe
Λ2B[a, b] che converge a X nel senso del teorema 2.7. Poiche´, come abbiamo
appena dimostrato, la successione
{∫ b
a Y
(n)
t dBt
}
converge in probabilita`, le
due sottosuccessioni,
{∫ b
a X
(n)
t dBt
}
e
{∫ b
a X˜
(n)
t dBt
}
devono avere lo stesso
limite in probabilita`.
Il limite che si ottiene con tale proposizione definisce l’integrale di Itoˆ
del processo X di classe Λ2B[a, b] e si indica con
∫ b
a Xs dBs.
Osservazione. Abbiamo dimostrato per esteso la proposizione 2.9 e il lemma
che la precede perche´ in seguito sara` utile richiamare tale dimostrazione.
2.1.2 La formula di Itoˆ
Definizione 2.10. Fissiamo uno spazio di probabilita` (Ω,F ,P), una filtra-
zione (Ft)t∈[0,T ] e B = (Bt)t∈[0,T ] un moto browniano rispetto alla filtrazione
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a valori in Rm. Un processo X = (Xt)t∈[0,T ] a valori in Rd si dice processo
di Itoˆ se e` della forma
Xt = x0 +
∫ t
0
bs ds+
∫ t
0
σs dBs, ∀t ∈ [0, T ],
dove x0 e` una variabile a valori in Rd, σ e` un processo di classe Λ2B[0, T ]
a valori in Rd×m e b e` un processo a valori in Rd che fa parte della classe
Λ1B[0, T ], costituita dai processi progressivamente misurabili e tali che, per
ogni t ∈ [0, T ],
P
(∫ t
0
|bs| ds <∞
)
= 1.
Teorema 2.11. (Formula di Itoˆ) Sia f : [0, T ]×Rd → R una funzione di
classe C1 nella prima variabile e C2 nella seconda. Sia inoltre X un processo
di Itoˆ a valori in Rd. Allora, mantenendo le notazioni della definizione 2.10,
si ha che
f(t,Xt) =f(0, x0) +
∫ t
0
∂f
∂s
(s,Xs) ds+
d∑
i=1
∫ t
0
∂f
∂xi
(s,Xs)b
(i)
s ds+
+
d∑
i=1
m∑
k=1
∫ t
0
∂f
∂xi
(s,Xs)σ
ik
s dB
k
s+
+
1
2
d∑
i,j=1
m∑
k=1
∫ t
0
∂2f
∂xi∂xj
(s,Xs)σ
ik
s σ
jk
s ds.
2.2 Esistenza e unicita` della soluzione di SDE
Dato uno spazio probabilizzato (Ω,F ,P) con una filtrazione (Ft)t∈[0,T ], B =
(Bt)t∈[0,T ] un moto browniano in Rm rispetto alla filtrazione, x0 una variabile
aleatoria a valori in Rd e due funzioni
b(x, t) : Rd × [0, T ]→ Rd
σ(x, t) : Rd × [0, T ]→ Rd×m,
consideriamo l’equazione stocastica{
dXt = b(Xt, t) dt+ σ(Xt, t) dBt
X0 = x0.
(2.1)
Il processo X = (Xt)t∈[0,T ], adattato rispetto alla filtrazione (Ft)t∈[0,T ], e`
soluzione dell’equazione se, per ogni t ∈ [0, T ], vale che
Xt = x0 +
∫ t
0
b(s,Xs) ds+
∫ t
0
σ(s,Xs) dBs, P− q.o.
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E` necessario che σ(s,Xs) sia di classe Λ
2
B[0, T ] e che b(s,Xs) faccia parte
della classe Λ1B[0, T ] dei processi progressivamente misurabili e tali che, per
ogni t ∈ [0, T ],
P
(∫ t
0
|b(s,Xs)| ds <∞
)
= 1.
Definizione 2.12. Diremo che esiste una soluzione debole dell’equazione
(2.1) se esiste uno spazio di probabilita` (Ω,F ,P), una filtrazione (Ft)t∈[0,T ],
un moto browniano B = (Bt)t∈[0,T ] rispetto alla filtrazione e un proces-
so X = (Xt)t∈[0,T ] adattato che sia soluzione P-q.c. Parleremo invece di
soluzione forte se, dato un qualsiasi spazio di probabilita` (Ω,F ,P), una fil-
trazione (Ft)t∈[0,T ] e un moto browniano B = (Bt)t∈[0,T ] rispetto ad essa,
esiste un processo X = (Xt)t∈[0,T ] adattato alla filtrazione che risolve la (2.1)
P-q.c.
Oltre ad avere due diverse definizioni di soluzione, abbiamo due diversi
tipi di unicita`.
Definizione 2.13. Diremo che vale l’unicita` in legge per l’equazione (2.1)
se due processi che risolvono la (2.1) hanno la stessa legge. Diremo inoltre
che vale l’unicita` forte o pathwise se, dati due processi, X e X ′, che risolvono
la (2.1) rispetto alla stessa base stocastica (Ω,F , (Ft)t∈[0,T ],P, B), si ha che
P
(
Xt = X
′
t ∀ t ∈ [0, T ]
)
= 1.
Ricordiamo che la norma di Hilbert-Schmidt di una matrice rettangolare
A ∈ Rd×m e` data da
‖A‖2HS =
d∑
i=1
m∑
j=1
|Ai,j |2.
Vale il seguente risultato di esistenza e unicita` forte della soluzione di (2.1).
Teorema 2.14. Siano b e σ funzioni misurabili in (x, t) per le quali vale
che:
• sono a crescita sublineare, ovvero
∃M > 0 : ∀x ∈ Rm e t ∈ [0, T ]
|b(x, t)| ≤M (1 + |x|) e ‖σ(x, t)‖HS ≤M (1 + |x|) ;
• sono localmente lipschitziane in x, ovvero
∀N > 0 ∃LN > 0 : ∀x, y ∈ B(0, N) e t ∈ [0, T ]
|b(x, t)− b(y, t)| ≤ LN |x− y| e ‖σ(x, t)− σ(y, t)‖HS ≤ LN |x− y|.
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Vale allora l’esistenza e unicita` forte della soluzione dell’equazione stocastica
(3.1).
Vale anche un risultato di unicita` in legge con le stesse condizioni.
Teorema 2.15. Supponiamo valgano su b e su σ le stesse ipotesi del teorema
2.14. Date due soluzioni Xit , con i = 1, 2, dell’equazione stocastica (3.1)
relative ai due moti browniani Bi = (Bit)t∈[0,T ] definiti su due basi stocastiche
(Ωi,F i, (F it )t∈[0,T ],Pi), i processi vettoriali (Xit , Bit) hanno la stessa legge.
Osservazione. Il teorema 2.14 garantisce l’esistenza e unicita` della soluzione
dell’equazione lineare (1.2), che costituisce il primo modello per l’ENSO.
Osserviamo anche, pero`, che lo stesso teorema non puo` essere utilizzato per
l’equazione (1.3): {
dXt = (AXt + εb(Xt)) dt+ σ dBt
X0 = x0,
con σ ed ε ∈ R+ e
b(x) =
(
0
−x23
)
, x =
(
x1
x2
)
∈ R2.
Infatti f(x) = Ax + εb(x) non ha crescita sublineare. Vogliamo quindi
trovare una strada alternativa per provare l’esistenza di una soluzione per la
(1.3) e per farlo ripercorriamo i teoremi di esistenza e unicita` a partire dal
caso deterministico. Cominciamo richiamando alcuni risultati sull’esistenza
e unicita` locale.
Teorema 2.16. (Teorema di esistenza e unicita` locale) Data un’equa-
zione differenziale ordinaria{
X˙t = f(t,Xt), t ∈ [0, T ]
X0 = x0,
(2.2)
se la funzione f e` continua esiste una soluzione locale Xt che risolve (2.2) in
un intervallo [0, τ ]. Inoltre se f(t, x) e` localmente lipschitziana nella varia-
bile x uniformemente in t, come nell’ipotesi del teorema 2.14, la soluzione
locale e` unica.
Generalizziamo questo teorema con l’aggiunta di una componente sto-
castica.
Teorema 2.17. Data un’equazione stocastica{
dXt = b(t,Xt)dt+ σBt, t ∈ [0, T ]
X0 = x0,
(2.3)
con le stesse ipotesi su b del teorema 2.16 vale l’esistenza e unicita` forte di
una soluzione locale X.(ω), che risolve la (2.3) in un intervallo [0, τ(ω)].
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Dimostrazione. Dato uno spazio (Ω,F , (Ft)t∈[0,T ],P) e un relativo moto
browniano Bt, fissato ω ∈ Ω consideriamo l’equazione deterministica{
Y˙t = b(t, Yt + σBt(ω)) = b˜ω(t, Yt), t ∈ [0, T ]
Y0 = x0.
La funzione b˜ω e` continua e localmente lipschitziana nella variabile x come
b, dunque esiste una soluzione locale Yt(ω) su [0, τ(ω)]. Questa soluzione al
variare di ω e` un processo continuo e adattato e il processo
Xt(ω) = Yt(ω) + σBt(ω)
e` soluzione dell’equazione (2.3) relativa a (Ω,F , (Ft)t∈[0,T ],P, Bt) nell’inter-
vallo [0, τ(ω)].
Osservazione. La funzione f(x) = Ax + εb(x), relativa all’equazione (1.3),
rispetta le ipotesi del teorema appena dimostrato: abbiamo dunque l’esisten-
za e unicita` locale della soluzione. Vogliamo adesso dimostrare l’esistenza
di una soluzione globale sull’intervallo [0, T ].
Teorema 2.18. Sia f(t, x) continua e localmente lipschitziana in x, come
nelle ipotesi del teorema 2.14. Se esistono due costanti C1 e C2 per le quali
valga
〈f(t, x), x〉 ≤ C1|x|2 + C2, ∀x ∈ R2, (2.4)
allora esiste una e una sola soluzione globale dell’equazione (2.2).
Esempio 2.19. Prima di dimostrare il teorema osserviamo che f(x) = Ax+
εb(x) dell’equazione (1.3) rispetta l’ipotesi (2.4):
〈f(t, x), x〉 = 〈Ax, x〉+ ε〈b(x), x〉 = 〈Ax, x〉+ ε
〈(
0
−x23
)
,
(
x1
x2
)〉
=
= 〈Ax, x〉 − εx24 ≤ ‖A‖2|x|2 + 0.
Dimostrazione. Sappiamo che esiste una soluzione locale Xt in un intervallo
[0, τ ]; inoltre, per le ipotesi fatte,
d
dt
|Xt|2 = 2
〈
Xt,
dXt
dt
〉
= 2 〈Xt, f(t,Xt)〉 ≤ C1 |Xt|2 + C2.
Sia yt = |Xt|2 : poiche´ y˙t ≤ C1yt + C2, per il lemma di Gronwall,
yt ≤ y0 eC1t +
∫ t
0
eC1(t−s)C2 ds ≤ CT , t ∈ [0, τ ].
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Abbiamo dimostrato che esiste una costante CT , dipendente solo dall’inter-
vallo globale [0, T ], per cui |Xt| ≤ CT per ogni t ∈ [0, τ ]. Consideriamo
allora
f˜(t, x) =

f(t, x), se |x| ≤ CT + 1
f
(
t, (CT + 1)
x
|x|
)
, se |x| > CT + 1.
Essendo f˜ continua e globalmente lipschitziana esiste un’unica soluzione
globale di {
X˙t = f˜(t,Xt), t ∈ [0, T ]
X0 = x0,
che indichiamo con X˜. Fissato
τ = inf
{
t : |X˜t| > CT + 1
}
∧ T,
X˜ e` soluzione dell’equazione (2.2) nell’intervallo [0, τ ]. Si tratta di una
soluzione globale se τ = T , viceversa si arriva a un assurdo. Se infatti τ < T
avremo che
|X˜t| ≤ CT ∀t ∈ [0, τ ],
dunque l’insieme
{
t : |X˜t| > CT + 1
}
e` vuoto, ovvero τ = T .
Per passare all’esistenza di una soluzione globale dell’equazione (2.3) si
puo` tentare di ripercorrere lo schema del teorema 2.17, ma in generale non
e` scontato che se f rispetta l’ipotesi (2.4) allora anche
f˜ω(t, x) = f(t,X + σBt(ω))
gode della stessa proprieta`.
Proposizione 2.20. Sia f(x) = Ax+ εb(x), con b tale che
〈b (x+Bt(ω)) , x〉 ≤ C1|x|2 + C2.
Allora f˜ω definita sopra rispetta l’ipotesi (2.4). Inoltre per q.o. ω esiste una
e una sola soluzione globale e, nel senso dei processi stocastici, esiste una e
una sola soluzione forte.
Dimostrazione. Innanzitutto vediamo che
f˜ω(t, x) = 〈A (x+Bt(ω)) , x〉+ 〈b (x+Bt(ω)) , x〉 ;
dunque, grazie alle ipotesi su b, e` sufficiente provare l’ipotesi (2.4) sul primo
addendo. Osserviamo allora che
〈A (x+Bt(ω)) , x〉 ≤ ‖A‖2|x|2 + 〈Bt(ω), x〉 .
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Inoltre, essendo ω fissato, sup[0,T ] |Bt(ω)| <∞ e, grazie alla disuguaglianza
a ≤ a2 + 1 ∀a ∈ R,
possiamo maggiorare
〈Bt(ω), x〉 ≤ sup
[0,T ]
|Bt(ω)| |x| ≤ C1|x|2 + C2.
Avendo verificato che vale l’ipotesi (2.4), ripetendo i ragionamenti del teo-
rema 2.17, si ottengono le altre affermazioni della proposizione.
Esempio 2.21. Proviamo che con la f(x) = Ax+ εb(x) dell’equazione (1.3)
siamo nelle ipotesi della proposizione appena dimostrata. Siano
x =
(
x1
x2
)
e Bt(ω) =
(
B1,t(ω)
B2,t(ω)
)
,
allora
〈b (x+Bt(ω)) , x〉 =
〈(
0
− (x2 +B2,t(ω))3
)
,
(
x1
x2
)〉
=
= −x24 − 3x23B2,t(ω)− 3x22(B2,t(ω))2 − (B2,t(ω))3x2.
Osserviamo che −3x22(B2,t(ω))2 ≤ 0 e che
−(B2,t(ω))3x2 ≤ sup
[0,T ]
|Bt(ω)|3 |x| ≤ C1|x|2 + C2.
Utilizziamo adesso la disuguaglianza di Young : dati a, b ∈ R+ vale che
ab ≤ a
p
p
+
bq
q
,
1
p
+
1
q
= 1.
Piu` in generale per ogni ε > 0 esiste una costante Cε > 0 tale che
ab ≤ εa
p
p
+ Cε
bq
q
;
basta infatti applicare la disuguaglianza di Young alla coppia p
√
εa, b/ p
√
ε.
Allora
−x24 − 3x23B2,t(ω) ≤ −x24 + 3|x2|3|B2,t(ω)| ≤
≤ −x24 + ε |x2|
3p
p
+
Cε3
q|B2,t(ω)|q
q
.
Fissati p = 43 , q = 4 ed ε =
p
2 =
2
3 si ha quindi che
−x24 − 3x23B2,t(ω) ≤ −x24 + 1
2
x2
4 + C = −1
2
x2
4 + C ≤ C,
percio` vale l’ipotesi (2.4). In particolare esiste un’unica soluzione globale
dell’equazione (1.3).
2.3. EQUAZIONI STOCASTICHE LINEARI 27
Osservazione. Altri due esempi di funzioni della forma f(x) = Ax + εb(x),
per le quali sia f(t, x) che f(t, x+Bt(ω)) godono della (2.4), sono i seguenti:
• b(x) = x3, con x ∈ R ;
• b(x) =
 0
− x2
3
1 + 0.1x22
 , x = (x1
x2
)
∈ R2.
Questo fatto si dimostra con lo stesso schema dell’esempio 2.21 e si giunge
alla medesima conclusione: esiste un’unica soluzione globale dell’equazione{
dXt = (AXt + εb(Xt)) dt+ σ dBt
X0 = x0.
2.3 Equazioni stocastiche lineari
In questa sezione vogliamo determinare la legge della soluzione dell’equazio-
ne (1.2), che costituisce il primo modello per l’ENSO.
Lemma 2.22. Dati due processi di Itoˆ
Xt = x0 +
∫ t
0
bs ds+
∫ t
0
σs dBs
Yt = y0 +
∫ t
0
cs ds,
vale che ∫ T
0
XtY˙t dt = XTYT − x0y0 −
∫ T
0
Ytbt dt−
∫ T
0
Ytσt dBt.
Dimostrazione. Consideriamo il processo vettoriale Zt =
(
Xt
Yt
)
: applican-
do la formula di Itoˆ (teorema 2.11) alla funzione f(t, Zt) = XtYt si ottiene
che
XTYT = x0y0 +
∫ T
0
Xtct dt+
∫ T
0
Ytbt dt+
∫ T
0
Ytσt dBt,
ovvero la tesi dato che Y˙t = ct.
Lemma 2.23. Siano f1, . . . , fn funzioni deterministiche di classe L
2([0, T ])
rispetto alla misura di Lebesgue e (Bt)t∈[0,T ] un moto browniano. Le funzioni
f1, . . . , fn possono essere considerate come processi in M
2
B[0, T ]; poniamo
dunque , per i = 1, . . . , n,
Fi =
∫ T
0
fi(s) dBs.
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Il blocco F = (F1, . . . , Fn) e` un vettore gaussiano di legge
N
(
0 ,
(∫ T
0
fi(s)fj(s) ds
)
i,j=1,...,n
)
.
Dimostrazione. Supponiamo inizialmente che f1, . . . , fn siano processi ele-
mentari. Senza perdita di generalita` possiamo utilizzare per tutti la stessa
partizione 0 = t0 ≤ t1 ≤ · · · ≤ tm = T :
fi =
m−1∑
k=1
fki 1]tk,tk+1], f
k
i ∈ R.
In questo caso gli integrali stocastici sono Fi =
∑m−1
k=1 f
k
i (Btk+1 − Btk),
dunque
F =
F1...
Fn
 = M
 Bt1 −Bt0...
Btm −Btm−1
 , con Mik = fki ,
e` un vettore gaussiano, perche´ trasformazione lineare di un gaussiano, e ha
legge N(0,MAM>), dove A = diag(t1 − t0, . . . , tm − tm−1) e` la matrice di
covarianza del vettore
(
Bt1 −Bt0 , . . . , Btm −Btm−1
)
. In particolare
(MAM>)ij =
m−1∑
k=1
fki f
k
j (tk+1 − tk) =
∫ T
0
fi(s)fj(s) ds.
Passiamo ora al caso generale: per ogni i = 0, . . . , n esiste una successione
(f
(m)
i )m∈N che converge a fi nel senso del teorema 2.3. Fissato m ∈ N
sappiamo che i blocchi F (m) = (F
(m)
1 , . . . , F
(m)
n ) con
F
(m)
i =
∫ T
0
f
(m)
i dBs, ∀ i = 1, . . . , n,
sono vettori gaussiani, con i parametri detti sopra, che convergono a F in
L2([0, T ]) rispetto alla misura di Lebesgue. Poiche´ una successione di vettori
gaussiani che converge in L2 deve convergere a un vettore gaussiano che ha
per parametri i limiti dei parametri della successione, si ottiene la tesi anche
nel caso generale.
Proposizione 2.24. Sia (Bt)t∈[0,T ] un moto browniano in Rm, x0 ∈ Rd,
f : [0, T ] → Rd continua, A e C due matrici A ∈ Rd×d, C ∈ Rd×m e
consideriamo l’equazione stocastica{
dXt = (AXt + ft) dt+ C dBt, t ∈ [0, T ]
X0 = x0.
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Esiste un’unica soluzione in senso forte, che e`
Xt = e
Atx0 + e
At
∫ t
0
e−Asfs ds+ eAt
∫ t
0
e−As · C dBs . (2.5)
Inoltre tale soluzione (Xt)t∈[0,T ] e` un processo gaussiano in Rd con funzioni
media e covarianza:
m(t) = etAx0 + e
At ·
∫ t
0
e−Asfs ds, t ∈ [0, T ] (2.6)
c(t, s) = eA(s−t) ·
∫ t
0
eAr ·Q · (eAr)> dr, 0 ≤ t < s ≤ T (2.7)
dove Q = C · C>.
Dimostrazione. La soluzione esiste ed e` unica in senso forte per il teorema
2.14; dobbiamo solo provare che e` quella scritta nell’enunciato. Sia Xt come
nella (2.5): indicando con
Yt =
∫ t
0
e−Asfs ds e Zt =
∫ t
0
e−As · C dBs,
la possiamo riscrivere, in forma piu` compatta, come
Xt = e
Atx0 + e
AtYt + e
AtZt.
Dobbiamo dimostrare che
Xt = x0 +
∫ t
0
(AXs + fs) ds+ CBt ;
calcoliamo percio`∫ t
0
AXsds =
∫ t
0
A · eAsx0 ds+
∫ t
0
A · eAsYs ds+
∫ t
0
A · eAsZs ds.
Sviluppando il secondo addendo con un’integrazione per parti e il terzo con
la sua generalizzazione stocastica, data dal lemma 2.22, otteniamo che∫ t
0
AXsds = eAsx0 − x0 +
+ eAtYt −
∫ t
0
eAs · e−Asfs ds+
+ eAtZt −
∫ t
0
eAs · e−As · C dBs =
=Xt − x0 −
∫ t
0
fs ds − CBt,
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ovvero che Xt e` soluzione.
Passiamo a dimostrarne la gaussianita`: cominciamo osservando che la
soluzione (Xt)t∈[0,T ] e` un processo in Rd che, per ogni t ∈ [0, T ], ha legge
N
(
etAx0 + e
At
∫ t
0
e−Asfs ds ,
∫ t
0
eAs ·Q · (eAs)> ds) .
Possiamo riscrivere
Zt =
m∑
j=1

· · ·∫ t
0
[
e(−As) · C
]
ij
dBs
j
· · ·
 , i = 1, . . . , d.
Grazie al lemma 2.23 ogni componente della somma e` un vettore gaussiano
di legge
N
(
0 ,
(∫ T
0
[
e(−As) · C
]
ij
[
e(−As) · C
]
hj
ds
)
i,h=1,...,d
)
.
Inoltre, poiche´ per j = 1, . . . ,m le componenti Bs
j sono tra loro indipen-
denti, Zt stesso e` un vettore gaussiano. Ma allora anche
Xt = e
Atx0 + e
AtYt + e
AtZt
e` un vettore gaussiano, dato che eAtx0 + e
AtYt ed e
At sono funzioni deter-
ministiche. Inoltre, essendo i vettori della somma che definisce Zt tra loro
indipendenti, il vettore media e la matrice di covarianza di Zt sono dati
rispettivamente dalla somma delle loro medie e covarianze, dunque
Zt ∼ N
(
0 ,
∫ t
0
(
e−As · C) · (e−As · C)> ds) ,
dove con l’integrale della matrice si intende la matrice che ha per componenti
gli integrali. Allora Xt ha media e
Atx0 + e
AtYt e covarianza
eAt ·
(∫ t
0
(
e−As · C) · (e−As · C)> ds) · (eAt)> =
=
∫ t
0
eA(t−s) · C · C> ·
(
eA(t−s)
)>
ds =
=
∫ t
0
eAs ·Q · (eAs)> ds,
dove, nel primo passaggio, abbiamo potuto accorpare i due esponenziali
poiche´ At e As commutano tra loro.
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Dimostriamo ora che il processo (Xt)t∈[0,T ] e` gaussiano: bisogna provare
che, dati 0 ≤ t1 ≤ t2 ≤ · · · ≤ tn ≤ T , il vettore (Xt1 , Xt2 , . . . , Xtn) e`
gaussiano. Possiamo ricondurci a dimostrare la gaussianita` del vettore(
eAt1
∫ t1
0
e−As · C dBs , eAt2
∫ t2
0
e−As · C dBs , . . . , eAtn
∫ tn
0
e−As · C dBs
)
,
il quale si ottiene tramite un’applicazione lineare da(∫ t1
0
e−As · C dBs ,
∫ t2
t1
e−As · C dBs , . . . ,
∫ tn
tn−1
e−As · C dBs
)
.
Quest’ultimo e` formato da vettori con legge
N
(
0 ,
∫ ti+1
ti
e−As ·Q · (e−As)> ds) ,
indipendenti tra loro, perche´ coinvolgono il moto browniano in intervalli di
tempo disgiunti. La soluzione Xt e` quindi un processo gaussiano, la cui
legge e` determinata dalle funzioni media e covarianza. La prima e` gia` stata
calcolata ed e` coerente con la tesi (2.6). La seconda invece e` data da
c(t, s) = cov(Xt, Xs) = cov
(
eAt
∫ t
0
e−Ar · C dBr , eAs
∫ s
0
e−Ar · C dBr
)
=
= cov
(
eAt
∫ t
0
e−Ar · C dBr , eAs
∫ t
0
e−Ar · C dBr
)
=
= cov
(
Xt, e
A(s−t)Xt
)
= eA(s−t)cov (Xt, Xt) , 0 ≤ t < s ≤ T.
L’ultimo passaggio puo` essere verificato lavorando componente per compo-
nente:
[c(t, s)]ij = cov
(
(Xt)i ,
(
eA(s−t)Xt
)
j
)
=
=cov
(
(Xt)i ,
∑
k
[
eA(s−t)
]
jk
(Xt)k
)
=
=
∑
k
[
eA(s−t)
]
jk
cov ((Xt)i , (Xt)k)=
=
∑
k
[
eA(s−t)
]
jk
[cov (Xt, Xt)]ik=
∑
k
[
eA(s−t)
]
jk
[cov (Xt, Xt)]ki=
=
[
eA(s−t)cov (Xt, Xt)
]
ij
.
Si verifica, dunque, anche la tesi (2.7).
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Definizione 2.25. Il processo (Xt)t∈[0,T ] che risolve la (2.5) nel caso in cui
la funzione f e` identicamente nulla e` detto processo di Ornstein-Uhlenbeck.
Esempio 2.26. Poniamoci nel caso particolare in cui m = d = 2 e A, C sono
della forma
A =
[
a −b
b a
]
, C = c · I2×2.
Allora Q = c2 · I e A = aI + bJ con J =
[
0 −1
1 0
]
. Inoltre
eatI = eatI ed ebtJ =
[
cos(bt) − sin(bt)
sin(bt) cos(bt)
]
,
perche´ le potenze pari di J sono uguali a ±I, quelle dispari a ±J e le serie
dei termini pari e dispari dell’esponenziale danno rispettivamente lo sviluppo
del seno e del coseno. Percio`, poiche´ I e J commutano tra loro,
eAt = eatI · ebtJ = eat ·
[
cos(bt) − sin(bt)
sin(bt) cos(bt)
]
.
In particolare
e−At = e−at ·
[
cos(bt) sin(bt)
− sin(bt) cos(bt)
]
= e−2at
(
eAt
)>
ed
eAt · (eAt)> = e2at (eAt · e−At) = e2atI.
In tal caso, dunque, la matrice di covarianza di Xt e`
c2 ·
(∫ t
0
e2as ds
)
I.
Osservazione. Un caso particolare dell’esempio appena fatto e` il processo
Z = (Zt)t∈[0,T ] che risolve la (1.2): esso e` un processo di Ornstein-Uhlenbeck,
gaussiano, con funzioni media e covarianza
m(t) = eAtx0, t ∈ [0, T ]
c(t, s) = eA(s−t) · σ2
(∫ t
0
e2βsds
)
I, 0 ≤ t ≤ s ≤ T.
2.4 Calcolo di Malliavin
Sia (Bt)t∈[0,T ] = B un moto browniano a valori in Rd sullo spazio (Ω,F ,P)
e supponiamo che F sia la σ-algebra generata da B.
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Definizione 2.27. Una variabile aleatoria ξ ∈ L2(Ω,R) si dice elementare
se e` della forma
ξ = ϕ
(∫ T
0
h1(s) dBs, . . . ,
∫ T
0
hn(s) dBs
)
con h1, . . . , hn funzioni deterministiche in L
2([0, T ],Rd) e ϕ : Rn → R una
funzione di classe C∞ con tutte le derivate limitate polinomialmente.
Definizione 2.28. La derivata di Malliavin di una variabile elementare ξ
e` definita da
Dtξ =
n∑
i=1
∂ϕ
∂xi
(∫ T
0
h1(s) dBs, . . . ,
∫ T
0
hn(s) dBs
)
· hi(t) ∈ Rd, t ∈ [0, T ].
Indicheremo con D
(j)
t ξ la componente j-esima della derivata di Malliavin di
ξ, ovvero
D
(j)
t ξ=
n∑
i=1
∂ϕ
∂xi
(∫ T
0
h1(s) dBs, . . . ,
∫ T
0
hn(s) dBs
)
·h(j)i (t) ∈ R, j = 1, . . . , d.
Esempio 2.29. Sia B
(k)
t la componente k-esima del moto browniano. Questa
e` data da
B
(k)
t =
∫ T
0
h (s) dBs, h (s) = 1[0,t] (s) ek,
dove e1, ..., ed e` la base canonica. Vale allora che
DuB
(k)
t = Du
(
B
(k)
t
)
= 1[0,t] (u) ek.
Osserviamo che la derivata di Malliavin e` un operatore lineare che manda
le variabili elementari ξ ∈ L2(Ω,R) in processi di classe L2(Ω × [0, T ],Rd).
Si dimostra che e` un operatore chiudibile in L2(Ω,R) e che quindi puo` essere
esteso.
Lemma 2.30. Sia h una funzione deterministica in L2([0, T ],Rd) e sia ξ
una variabile elementare in L2(Ω,R). Si ha che
E
[∫ T
0
Dsξ · h(s) ds
]
= E
[
ξ
∫ T
0
h(s) dBs
]
.
Dimostrazione. Sia
ξ = ϕ
(∫ T
0
h1(s) dBs, . . . ,
∫ T
0
hn(s) dBs
)
.
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Grazie al processo di ortogonalizzazione di Gram-Schmidt si puo` supporre,
senza perdita di generalita`, che h = h1 e che h1, . . . , hn siano ortonormali.
Si ha quindi che
E
[∫ T
0
Dsξ · h(s) ds
]
=
=E
[
n∑
i=1
∂ϕ
∂xi
(∫ T
0
h1(s) dBs, . . . ,
∫ T
0
hn(s) dBs
)∫ T
0
hi(s) · h(s) ds
]
=
=E
[
∂ϕ
∂x1
(∫ T
0
h1(s) dBs, . . . ,
∫ T
0
hn(s) dBs
)]
.
Il vettore
(∫ T
0 h1(s) dBs, . . . ,
∫ T
0 hn(s) dBs
)
ha legge gaussiana nota grazie
al lemma 2.23, dunque, integrando per parti, si ottiene che
E
[∫ T
0
Dsξ · h(s) ds
]
= E
[
∂ϕ
∂x1
(∫ T
0
h1(s) dBs, . . . ,
∫ T
0
hn(s) dBs
)]
=
=
1
(2pi)
n
2
∫
Rn
∂ϕ
∂x1
(x1, . . . , xn)e
‖x‖2
2 dx =
=
1
(2pi)
n
2
∫
Rn
x1ϕ(x1, . . . , xn)e
‖x‖2
2 dx =
= E
[
ξ
∫ T
0
h(s) dBs
]
.
Lemma 2.31. Sia h una funzione deterministica in L2([0, T ],Rd) e siano
ξ ed η due variabili elementari in L2(Ω,R). Allora
E
[
η
∫ T
0
Dsξ · h(s) ds
]
= E
[
ξη
∫ T
0
h(s) dBs − ξ
∫ T
0
Dsη · h(s) ds
]
.
Dimostrazione. Con calcoli diretti si vede che Ds (ξη) = Ds (η) ξ+Ds (ξ) η.
Allora, grazie al lemma 2.30,
E
[
η
∫ T
0
Dsξ · h(s) ds+ ξ
∫ T
0
Dsη · h(s) ds
]
= E
[∫ T
0
Ds(ηξ) · h(s) ds
]
=
= E
[
ξη
∫ T
0
h(s) dBs
]
.
Proposizione 2.32. La derivata di Malliavin D, definita sulle variabili
elementari, e` un operatore chiudibile in L2(Ω,R).
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Dimostrazione. Essendo l’operatore lineare e` sufficiente mostrare che se una
sequenza di variabili elementari {ξn}n converge a 0 in L2(Ω,R) e se {Dtξn}n
converge in L2(Ω× [0, T ],Rd), allora il suo limite e` 0.
Date h ∈ L2([0, T ],Rd) funzione deterministica ed η variabile elementare
in L2(Ω,R), per il lemma 2.31,
E
[
η
∫ T
0
Dsξn ·h(s) ds
]
= E
[
ξnη
∫ T
0
h(s) dBs − ξn
∫ T
0
Dsη · h(s) ds
]
≤
≤ E
[
|ξn|
(
|η|
∣∣∣∣∫ T
0
h(s) dBs
∣∣∣∣+ ∣∣∣∣∫ T
0
Dsη · h(s) ds
∣∣∣∣)] ≤
≤ K
√
E [|ξn|2] n→∞−→ 0,
con
K = 2
(
E
[
|η|2
∣∣∣∣∫ T
0
h(s) dBs
∣∣∣∣2 + ∣∣∣∣∫ T
0
Dsη · h(s) ds
∣∣∣∣2
])1/2
.
Osserviamo che K e` una costante finita grazie al lemma 2.23 e al fatto che
le gaussiane hanno momenti di tutti gli ordini. Le funzioni della forma
η(ω)h(u) sono dense nello spazio L2(Ω × [0, T ],Rd), percio` abbiamo dimo-
strato la convergenza debole di {Dtξn}n a 0 in L2(Ω× [0, T ],Rd). Poiche´ per
ipotesi tale successione converge in senso forte, il limite forte deve essere 0.
Definizione 2.33. Sia ξ limite in L2(Ω,R) di una successione di variabili
elementari {ξn}n tale che {Dtξn}n converga in L2(Ω× [0, T ],Rd). Definiamo
allora la derivata di Malliavin di ξ come
Dtξ = lim
n→∞Dtξn.
Indicheremo inoltre con H il sottospazio di L2(Ω,R) sul quale si puo` definire
la derivata di Malliavin come sopra.
Essendo la derivata di Malliavin un operatore lineare e chiuso da H a
L2(Ω× [0, T ],Rd), esiste un operatore aggiunto δ che manda un sottospazio
di L2(Ω× [0, T ],Rd) in L2(Ω,R), tale che
E [ξδ(α)] = E
[∫ T
0
Dsξ · αs ds
]
.
Definizione 2.34. L’operatore δ e` detto integrale di Skorohod e ha per
dominio l’insieme delle α ∈ L2(Ω × [0, T ],Rd) per cui esiste una costante
C ≥ 0 tale che ∣∣∣∣E [∫ T
0
Dsξ · αs ds
]∣∣∣∣ ≤ C√E [|ξ|2], ∀ξ ∈ H.
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Teorema 2.35. Sia α un processo di classe M2B[0, T ]. Allora α sta nel
dominio dell’integrale di Skorohod δ e vale
δ(α) =
∫ T
0
αs dBs.
Dimostrazione. Inizialmente supponiamo che α sia un processo elementare:
αt =
N−1∑
i=0
1[ti,ti+1)(t)αi,
con αi una variabile in L
2(Ω,Rd). Allora
∫ T
0
αs dBs =
N−1∑
i=0
∫ T
0
1[ti,ti+1)(t)αi dBs =
N−1∑
i=0
d∑
j=1
∫ ti+1
ti
α
(j)
i dB
(j)
s =
=
N−1∑
i=0
d∑
j=1
α
(j)
i
(
B
(j)
ti+1
−B(j)ti
)
=
N−1∑
i=0
αi ·
∫ T
0
1[ti,ti+1)(t) dBs.
Per il lemma 2.30, abbiamo, dunque, che
E
[
ξ
∫ T
0
αs dBs
]
= E
[
N−1∑
i=0
αi · ξ
∫ T
0
1[ti,ti+1)(t) dBs
]
=
= E
[
N−1∑
i=0
αi
∫ T
0
1[ti,ti+1)(t)Dsξ ds
]
=
= E
[∫ T
0
Dsξ · αs ds
]
.
La conclusione segue dalla chiusura di δ, in quanto operatore aggiunto, e dal
fatto che i processi elementari sono densi in M2B[0, T ].
Il risultato del teorema appena svolto ci permette di generalizzare la
formula del lemma 2.30.
Teorema 2.36. Data una variabile elementare ξ ∈ L2(Ω,R) e α un processo
di classe M2B[0, T ], si ha che
E
[∫ T
0
Dsξ · αs ds
]
= E
[
ξ
∫ T
0
αs dBs
]
.
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2.4.1 Calcoli con la derivata di Malliavin
Consideriamo la SDE in Rd
Xt = x+
∫ t
0
AXsds+ σBt,
dove A e` una matrice d × d e σ ∈ R+. Osserviamo innanzitutto che per
ogni k = 1, . . . , n e t ∈ [0, T ] la variabile X(k)t e` una variabile elementare
in L2(Ω,R). Infatti grazie alla proposizione 2.24 conosciamo la soluzione
esplicita:
Xt = e
Atx0 +
∫ T
0
1{s≤t}σeA(t−s) dBs.
La sua componente k-esima, in particolare, e`
X
(k)
t = e
Atx0 · ek +
d∑
i=1
∫ T
0
1{s≤t}σ
(
eA(t−s)
)
ki
dB(i)s =
= eAtx0 · ek +
∫ T
0
1{s≤t}σeA
>(t−s) · ek dBs = ψ
(∫ T
0
hk(s) dBs
)
,
con hk(s) = 1{s≤t}σeA
>(t−s) · ek e ψ(x) = eAtx0 · ek + x regolari quan-
to richiede la definizione 2.27. Possiamo dunque calcolare direttamente la
derivata di Malliavin, come definita nella 2.28:
DuX
(k)
t = ψ
′
(∫ T
0
hk(s) dBs
)
hk(u) = 1{s≤t}σeA
>(t−s) · ek.
E` possibile allora vedere la derivata di Malliavin del vettore Xt come la
matrice di componenti
(DuXt)ik = D
(i)
u X
(k)
t = 1{s≤t}σ
(
eA
>(t−s)
)
ik
,
ovvero
DuXt = 1{s≤t}σeA
>(t−s).
Data adesso ϕ : Rd → R regolare quanto serve, possiamo osservare che
Duϕ(Xt) = Duϕ
(
ψ
(∫ T
0
h1(s) dBs
)
, . . . , ψ
(∫ T
0
hn(s) dBs
))
=
=
d∑
j=1
∂
∂xj
ϕ
(
ψ
(∫ T
0
h1(s) dBs
)
, . . . , ψ
(∫ T
0
hn(s) dBs
))
hj(u) =
=
d∑
j=1
∂ϕ
∂xj
(Xt)ψ
′
(∫ T
0
hj(s) dBs
)
hj(u) =
d∑
j=1
∂ϕ
∂xj
(Xt)hj(u) =
= 1{s≤t}σ eA
>(t−s)∇ϕ(Xt).
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Applichiamo la formula del teorema 2.36 al caso in cui ξ = ϕ(Xt):
E
[
ϕ (Xt)
∫ T
0
αs · dBs
]
=
∫ T
0
E [αs ·Dsϕ (Xt)] ds =
= σ
∫ T
0
1t≥sE
[
αs · eAT (t−s)∇ϕ (Xt)
]
ds =
= σ
∫ t
0
E
[
αs · eAT (t−s)∇ϕ (Xt)
]
ds =
= σ
d∑
i,k=1
∫ T
0
(
eA(t−s)
)
ki
E
[
α(i)s
∂ϕ
∂xk
(Xt)
]
ds.
In particolare, se prendiamo ψ(Xs) al posto del processo αs ∈ M2B[0, T ], si
ottiene la seguente formula:
E
[
ϕ(Xt)
∫ T
0
ψ(Xs) · dBs
]
= σ
d∑
i,k=1
∫ t
0
(
eA(t−s)
)
ki
E
[
ψ(i)(Xs)
∂ϕ
∂xk
(Xt)
]
ds.
(2.8)
Capitolo 3
Soluzione dell’equazione non
lineare
In questo capitolo si approfondisce lo studio dell’equazione (1.3) arrivan-
do a dimostrare l’unicita` in legge della soluzione e a descrivere tale legge
riconducendoci a quella della soluzione della (1.2).
3.1 Il teorema di Girsanov
Fissiamo (Ω,F ,P) uno spazio probabilizzato, (Ft)t∈[0,T ] una filtrazione, B =
(B1, . . . , Bd) un moto browniano in Rd rispetto alla filtrazione e (Xt)t∈[0,T ]
un processo adattato di classe Λ2B[0, T ] a valori in Rd. Possiamo introdurre
un nuovo processo:
ρt = exp
(∫ t
0
Xs dBs − 1
2
∫ t
0
|Xs|2 ds
)
.
Proposizione 3.1. Nelle seguenti ipotesi:
• X limitata
• (Condizione di Novikov)
E
[
exp
(
λ
∫ T
0
|Xt|2dt
)]
< +∞ per qualche λ > 1
2
ρt e` una Ft-martingala e, per ogni t ∈ [0, T ], EP[ρt] = 1
Dimostrazione. Innanzitutto osserviamo che sotto entrambe le ipotesi
ρt = ρ0 +
∫ t
0
ρsXs dBs,
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basta infatti utilizzare la formula di Itoˆ (teorema 2.11) per la funzione f(x) =
ex applicata al processo di Itoˆ
∫ t
0 Xs dBs − 12
∫ t
0 |Xt|2 ds.
Poniamoci nella prima ipotesi: sia L una costante per cui
sup
t∈[0,T ]
|Xs| ≤ L.
Grazie al primo punto della proposizione 2.5 e poiche´ E[ρ0] = 1 per dimo-
strare la tesi occorre provare che il processo (Xtρt)t∈[0,T ] e` di classe M2B[0, T ].
Sia ρ∗t = sups≤t |ρs|: se r > 0, per la Disuguaglianza esponenziale1 vale che
P (ρ∗T ≥ r) ≤ P
(
sup
t∈[0,T ]
exp
[∫ t
0
Xs dBs
]
≥ r
)
=
= P
(
sup
t∈[0,T ]
∫ t
0
Xs dBs ≥ log(r)
)
≤ 2e(−(log r)2/2LT).
Di conseguenza P (ρ∗T ≥ r) tende a 0, per r che tende all’infinito, piu` velo-
cemente di ogni polinomio. Allora, per ogni p ≥ 1 si ha che
E[(ρ∗T )p] =
∫ ∞
0
p · rp−1P(ρ∗T > r) dr <∞.
Vale infatti in generale che, data X una variabile aleatoria a valori positivi
di legge µ e una funzione f di classe C1(R+) tale che f(X) sia integrabile,
per il teorema di Fubini,
E[f(X)] =
∫ ∞
0
f(x) dµ(x) =
∫ ∞
0
(
f(0) +
∫ x
0
f ′(t) dt
)
dµ(x) =
= f(0) +
∫ ∞
0
f ′(t)
(∫ ∞
t
dµ(x)
)
dt =
= f(0) +
∫ ∞
0
f ′(t)P(X ≥ t) dt.
Ma allora il processo (Xtρt)t∈[0,T ] sta in M2B[0, T ], perche´
E
[∫ T
0
|Xsρs|2 ds
]
≤ E[LT |ρ∗T |2] <∞.
Da notare che la stessa dimostrazione vale anche sotto le ipotesi piu` generiche∫ T
0 |Xs|2 ds ≤ K.
1Dato un processo X di classe M2B [0, T ] per cui esiste L tale che
∫ T
0
X2s ds ≤ LT , allora
P
(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
Xs dBs
∣∣∣∣ ≥ C
)
≤ 2e(−C2/2LT)
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Passiamo ora alla dimostrazione sotto le condizioni di Novikov: indichia-
mo per brevita`
Mt =
∫ t
0
Xs dBs, At =
∫ t
0
|Xs|2 ds.
Definiamo la successione di tempi d’arresto
τn = inf
t∈[0,T ]
{|ρs| ≥ n} ,
che sono tali se si considera la versione continua di ρs, che esiste per ogni
integrale stocastico di un processo di classe Λ2B[0, T ]. E` chiaro che il processo
Xns = Xs1{s≤τn} e` tale che ∫ T
0
|Xns |2 ds ≤ n.
Per la prima parte della dimostrazione vale dunque che
ρt∧τn = ρ0 +
∫ t∧τn
0
Xsρs dBs = ρ0 +
∫ t
0
Xns ρs dBs
e` una martingala e che E[ρt∧τn ] = 1 per ogni t ∈ [0, T ].
Poiche´ la successione ρt∧τn converge a ρt q.c., dato che τn tende a 0 q.c.,
basta provare che la successione {ρt∧τn} e` limitata in Lp per p > 1 e quindi
uniformemente integrabile. Infatti se una successione di variabili converge
q.c. condizione necessaria e sufficiente affinche´ il limite sia integrabile e
la convergenza abbia luogo in L1 e` che la successione sia uniformemente
integrabile. A quel punto, per convergenza dominata, anche i valori attesi
condizionati convergono, se si tratta quindi di una successione di martingale,
converge a una martingala.
Poniamo σn = t ∧ τn. Se p > 1, dato un qualsiasi α > 1
ρpσn = exp
[
p
(
Mσn −
1
2
Aσn
)]
=
= exp
[
1
α
(
αpMσn −
α2p2
2
Aσn
)]
· exp
[
1
2
(
αp2 − p)Aσn] .
Per la disuguaglianza di Ho¨lder
E[ρpσn ] ≤ E
[
exp
(
αpMσn −
α2p2
2
Aσn
)] 1
α
E
[
exp
(
1
2
(
αp2 − p)βAσn)] 1β ,
dove β = α/(α − 1) e` l’esponente coniugato di α. Il primo dei due valori
attesi a destra della formula vale 1, in quanto
exp
(
αpMσn −
α2p2
2
Aσn
)
= exp
(∫ t
0
αpXns dBs −
1
2
∫ t
0
|αpXns |2 ds
)
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e
∫ t
0 |αpXns |2 ds ≤ α2p2n. Quindi
E[ρpσn ] ≤ E
[
exp
(
1
2
(
αp2 − p)βAσn)] 1β ≤
≤ E
[
exp
(
1
2
(
αp2 − p)β ∫ T
0
|Xns |2 ds
)] 1
β
.
Il limite di 12
(
αp2 − p)β per p che tende a 1 e` α2 , dunque, se α < 2λ e p e`
abbastanza piccolo, il termine a destra della relazione precedente e` finito e
ρt∧τn e` limitata in Lp, quindi uniformemente integrabile.
Si puo` generalizzare il primo risultato della proposizione appena dimo-
strata al caso complesso.
Proposizione 3.2. Se Xs e` a valori in Cd e
∫ T
0 |Xs|2 ds ≤ K, allora ρ e`
una martingala complessa e, per ogni t ∈ [0, T ], EP[ρt] = 1.
Dimostrazione. Si segue la falsariga del caso reale: poiche´
∫ T
0 | Im(Xs)| ds ≤
K, vale che
P (ρ∗T ≥ r) ≤ P
(
sup
t∈[0,T ]
exp
[∫ t
0
Re(Xs) dBs +
1
2
∫ T
0
| Im(Xs)| ds
]
≥ r
)
≤
≤ P
(
sup
t∈[0,T ]
∫ t
0
Re(Xs) dBs ≥ log r − K
2
)
≤ 2 exp
[
−(log r −
K
2 )
2
2K
]
.
Il resto della dimostrazione e` immutato.
Supponiamo che ρt sia una martingala: per la proposizione 3.1 E[ρt] = 1;
inoltre, poiche´ X ∈ Λ2B[0, T ], ρt > 0. Si ha, dunque, per ogni t ∈ [0, T ], una
misura di probabilita` Qt ∼ P di densita` ρt. Indicheremo con Q la misura
QT al tempo finale t = T .
Lemma 3.3. Sia X un processo a valori in Rd tale che X0 = 0 e, per ogni
λ ∈ Rd,
Y λt := e
i〈λ,Xt〉+ 12 |λ|2t
sia una (Ft)- martingala. Allora X e` un (Ft)-moto browniano.
Dimostrazione. La relazione E[Y λt
∣∣Fs] = Y λs implica che, per ogni λ ∈ Rd,
E
[
ei〈λ,Xt−Xs〉
∣∣∣Fs] = e− 12 |λ|2(t−s).
Se si considera il valore atteso dei due termini della relazione precedente
si ottiene la funzione caratteristica della variabile (Xt − Xs). Dato che la
3.1. IL TEOREMA DI GIRSANOV 43
funzione caratteristica identifica la legge sappiamo che (Xt − Xs) e` una
gaussiana N(0, (t−s)I). Inoltre il fatto che che il valore atteso condizionato
di una variabile sia costante implica che questa e` indipendente dalla σ-
algebra per cui si condiziona, dunque (Xt − Xs) e` indipendente da Fs. Il
processo e` dunque un moto browniano rispetto alla filtrazione (Ft)t∈[0,T ].
Lemma 3.4. Condizione sufficiente affinche´ un processo Y = (Yt)t∈[0,T ] sia
una (Ft)- martingala rispetto alla misura Q e` che (ρtYt)t∈[0,T ] sia una (Ft)-
martingala rispetto a P.
Dimostrazione. Sia 0 ≤ s ≤ t ≤ T , allora
EP [ρTYt| Fs] = EP
[
EP [ρTYt| Ft]
∣∣∣Fs] = EP [ρtYt| Fs] = ρsYs.
La variabile Yt e` integrabile, essendo ρT la densita` di Q rispetto a P e ρTYt
integrabile; inoltre
EQ [Yt| Fs] = E
P [ρTYt| Fs]
EP [ρT | Fs] =
ρsYs
ρs
= Ys.
Teorema 3.5. (Teorema di Girsanov)
Se ρt e` una martingala, il processo
B˜t = Bt −
∫ t
0
Xs ds
e` un Q-moto browniano.
Dimostrazione. In base al lemma 3.3 e` sufficiente dimostrare che, per ogni
λ ∈ Rd, il processo ϕλt = ei〈λ,B˜t〉+
1
2
|λ|2t e` una (Ft)-martingala rispetto alla
misura Q, ovvero, per il lemma 3.4, che ψλt = ϕλt ρt e` una (Ft)-martingala in
P. Ma
ψλt = ϕ
λ
t ρt = exp
(∫ t
0
Xs dBs − 1
2
∫ t
0
|Xs|2 ds+ i〈λ, B˜t〉+ 1
2
|λ|2t
)
=
= exp
(∫ t
0
(Xs + iλ) dBs − 1
2
∫ t
0
|Xs|2 ds− i
∫ t
0
〈λ,Xs〉 ds+ 1
2
|λ|2t
)
=
= exp
(∫ t
0
(Xs + iλ) dBs − 1
2
∫ t
0
(Xs + iλ)
2 ds
)
.
Se la variabile
∫ T
0 |Xs| ds e` limitata allora ψλt e` una martingala, grazie alla
proposizione 3.2.
Altrimenti consideriamo la successione di tempi d’arresto τn definita nel-
la seconda parte della dimostrazione della proposizione 3.1. Sappiamo che
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se Xns = Xs1{s≤τn} allora
∫ T
0 |Xns | ds ≤ n, dunque ψλt∧τn = ρt∧τnϕλt∧τn e` una
martingala. Se
ψλt∧τn
n→∞−→ ψλt q.c. e in L1,
allora ψλt e` una martingala. Innanzitutto sappiamo che ρt∧τn → ρt q.c.
Inoltre anche Hn = min(ρt∧τn , ρt) → ρt q.c. e, poiche´ 0 ≤ Hn ≤ ρt, per
convergenza dominata, E[Hn] → E[ρt], dunque ρt∧τn → ρt anche in L1.
Basta ora osservare che ϕλt∧τn → ϕλt q.c. e che |ϕλt | ≤ e
1
2
|λ|2t per concludere
la dimostrazione.
3.2 La formula di Cameron-Martin
In questa sezione vediamo un metodo per costruire delle soluzioni deboli per
SDE {
dXt = b(Xt, t) dt+ σ(Xt, t) dBt
X0 = x0,
(3.1)
con funzioni b e σ che possono non soddisfare le ipotesi del teorema 2.14.
Lemma 3.6. Siano b e σ funzioni misurabili e limitate in (x, t) e Xi, i =
1, 2, due processi in Λ2
Bi
[0, T ] tali che (Xi, Bi)i=1,2 abbiano la stessa legge.
Allora hanno la stessa legge anche i processi(
Bit, X
i
t ,
∫ t
0
b(s,Xis) ds,
∫ t
0
σ(s,Xis) dB
i
s
)
, i = 1, 2.
Dimostrazione. Siano
θit = b(t,X
i
t) ed η
i
t = σ(t,X
i
t), i = 1, 2.
I vettori (Bi, Xi, θi, ηi) hanno la stessa legge, perche´ si ottengono tramite
funzioni misurabili dai vettori (Xi, Bi). Esistono inoltre due successioni di
processi elementari (Xi,n, θi,n, ηi,n) che convergono in Λ2
Bi
a (Xi, θi, ηi) e,
per ogni n ∈ N,(
B1, X1,n, θ1,n, η1,n
) ∼ (B2, X2,n, θ2,n, η2,n) . (3.2)
Questo implica che hanno la stessa legge anche i processi(
Bit, X
i,n
t ,
∫ t
0
θi,ns ds,
∫ t
0
ηi,ns dB
i
s
)
, i = 1, 2, (3.3)
perche´ si ottengono tramite funzioni misurabili dai processi (3.2). Inoltre i
processi (3.3) convergono in probabilita` a(
Bit, X
i
t ,
∫ t
0
θis ds,
∫ t
0
ηis dB
i
s
)
, i = 1, 2
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e, poiche´ la convergenza in probabilita` implica la convergenza in legge, questi
ultimi hanno la stessa legge.
Teorema 3.7. Supponiamo che σ soddisfi le ipotesi del teorema 2.15 e che,
per ogni (x, t), dia una matrice d × d simmetrica tale che il piu` piccolo
autovalore sia minorato da una costante α > 0. Supponiamo inoltre che
b sia una funzione misurabile e limitata a valori in Rd. Allora esiste ed e`
unica in legge la soluzione dell’equazione (3.1).
Dimostrazione. Cominciamo a dimostrare l’esistenza: consideriamo il pro-
blema ausiliario {
dXt = σ(Xt, t) dB˜t
X0 = x0,
(3.4)
che, per il teorema 2.15, ha soluzione Xt rispetto al moto browniano B˜t nello
spazio (Ω,F , (Ft)t∈[0,T ],Q). Inoltre osserviamo che il campo delle matrici
(X, t) → σ−1(X, t) e` limitato perche´ σ(X, t) e` diagonalizzabile e la sua
inversa ha autovalori compresi tra 0 e 1α . Allora il processo σ
−1(Xt, t)b(Xt, t)
e` limitato, dunque, per la proposizione 3.1,
ρt = exp
(∫ t
0
σ−1(Xs, s)b(Xs, s) dB˜s − 1
2
∫ t
0
∣∣σ−1(Xs, s)b(Xs, s)∣∣2 ds)
(3.5)
e` una martingala e, per il teorema di Girsanov 3.5,
Bt = B˜t −
∫ t
0
σ−1(Xs, s)b(Xs, s) ds
e` un P-moto browniano, dove dP = ρTdQ. Sostituendo nella (3.4) dB˜t =
dBt + σ
−1(Xt, t)b(Xt, t)dt ci si riconduce all’equazione (3.1), che ha quindi
soluzione.
Passiamo ora all’unicita` in legge: siano X1 e X2 due soluzioni di (3.1),
rispetto ai moti browniani Bit in (Ω
i,F i, (F it )t∈[0,T ],Pi), i = 1, 2. Con le
stesse considerazioni di prima si puo` constatare che, date Qi le probabilita`
di densita` ρ˜iT rispetto a Pi e posti
ρ˜it = exp
(
−
∫ t
0
σ−1(Xis, s)b(X
i
s, s) dB
i
s −
1
2
∫ t
0
∣∣σ−1(Xis, s)b(Xis, s)∣∣2 ds,) ,
i processi
B˜it = B
i
t +
∫ t
0
σ−1(Xis, s)b(X
i
s, s) ds
sono Qi moti browniani e le Xit sono soluzioni della (3.4). Per il teorema
2.15 i processi Xit hanno la stessa legge rispetto alle Qi, vogliamo dimostrare
46 CAPITOLO 3. SOLUZIONE DELL’EQUAZIONE NON LINEARE
che hanno la stessa legge anche rispetto a P1 e P2. Pi ha densita` rispetto a
Qi pari a(
ρ˜iT
)−1
=exp
(∫ T
0
σ−1(Xis, s)b(X
i
s, s)dB
i
s +
1
2
∫ T
0
∣∣σ−1(Xis, s)b(Xis, s)∣∣2 ds)=
=exp
(∫ T
0
σ−1(Xis, s)b(X
i
s, s)dB˜
i
s −
1
2
∫ T
0
∣∣σ−1(Xis, s)b(Xis, s)∣∣2 ds)=ρiT ,
(3.6)
percio` le leggi delle due soluzioni di (3.1) sono Xi(Pi) = Xi
(
ρiTQi
)
, dove,
ricordiamo, X1(Q1) = X2(Q2). Per il lemma 3.6 i vettori (Xi, ρi), i = 1, 2,
hanno la stessa legge rispetto a Qi. Vale allora la tesi: X1(P1) = X2(P2),
infatti, dati t1, . . . , tm ∈ [0, T ] e ϕ misurabile,
EP
1 [
ϕ(X1t1 , . . . , X
1
tm)
]
= EQ
1 [
ϕ(X1t1 , . . . , X
1
tm)ρ
1
T
]
=
= EQ
2 [
ϕ(X2t1 , . . . , X
2
tm)ρ
2
T
]
=
= EP
2 [
ϕ(X2t1 , . . . , X
2
tm)
]
.
Formula di Cameron-Martin: Possiamo concludere, adottando le nota-
zioni del teorema 3.7, che se Xt e` soluzione dell’equazione stocastica (3.1) la
sua legge e` assolutamente continua rispetto a quella della soluzione di (3.4).
In particolare data ϕ misurabile si deduce dalla (3.6) che
EP [ϕ(Xt)] = EQ [ϕ(Xt)ρT ] , (3.7)
dove ρT si ricava dalla formula (3.5) e Xt e` soluzione dell’equazione (3.4)
rispetto alla misura Q. In realta` questa formula ci servira` sotto ipotesi piu`
generali, cioe` con drift b non limitato. Dovremo usare, a tal scopo, ipotesi
piu` deboli rispetto a quelle della proposizione 3.1, secondo le quali ρt risulta
essere una martingala.
3.3 Cameron-Martin sotto ipotesi piu` generali
Consideriamo le seguenti equazioni stocastiche:{
dXt = (AXt + b(t,Xt)) dt+ C dBt
X0 = x0
(3.8)
e {
dZt = AZt dt+ C dBt
Z0 = x0.
(3.9)
con A e C due matrici in Rd×d, C invertibile, e b una funzione continua
e localmente lipschitziana in x uniformemente in t, come nell’ipotesi del
teorema 2.14. Definiamo inoltre γ : [0, T ]× Rd → Rd continua, data da
γ(t, x) = C−1b(t, x).
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Osservazione. Dell’equazione (3.9) abbiamo gia` dimostrato l’esistenza, uni-
cita` forte e unicita` in legge della soluzione; inoltre nella proposizione (2.24)
abbiamo analizzato nel dettaglio la legge della soluzione. Per l’equazione
(3.8) abbiamo dimostrato, nella sezione 2.2, l’esistenza e unicita` forte della
soluzione, ma non ne conosciamo la legge.
Teorema 3.8. Siano A, C e b come indicato sopra. Supponiamo che esista
una soluzione debole dell’equazione (3.8) e sia X tale soluzione rispetto a
(Ω,F , (Ft)t∈[0,T ],P, Bt). Sia inoltre Z soluzione di (3.9) nello stesso spazio
e rispetto allo stesso moto browniano. Allora
• ρt = exp
(∫ t
0
γ(s, Zs) dBs − 1
2
∫ t
0
|γ(s, Zs)|2 ds
)
, t ∈ [0, T ], e` una
Ft-martingala positiva e, per ogni t ∈ [0, T ], EP[ρt] = 1;
• la soluzione X e` unica in legge e la sua legge e` assolutamente continua
rispetto a quella di Z. In particolare, se Q e` la misura di densita` ρT
rispetto a P, vale la formula di Cameron-Martin (3.7):
EP [ϕ(Xt)] = EQ [ϕ(Zt)] = EP [ϕ(Zt)ρT ] .
Dimostrazione. Dimostriamo innanzitutto che ρt e` una martingala locale su
[0, T ]. Definiamo per n = 1, 2, . . . le funzioni
χnt (Y ) = 1{∫ t0 |γ(s,Ys)|2 ds<n}, Y ∈ C
(
[0, T ],Rd
)
.
Ad esse associamo i tempi d’arresto
τn = inf {t ∈ [0, T ] : χnt (Z) = 0} ∧ T,
dove l’inf dell’insieme vuoto e` posto uguale a +∞. Possiamo osservare che
τn ≤ τn+1. Inoltre, essendo γ e le traiettorie della soluzione Z continue,
P
(∫ T
0
|γ(s, Zs)|2 ds <∞
)
= 1, (3.10)
di conseguenza τn
n→∞−−−−→ T P-q.c. Infine il processo
ρnt = ρt∧τn = exp
(∫ t
0
χns (Z)γ(s, Zs) dBs −
1
2
∫ t
0
|χns (Z)γ(s, Zs)|2 ds
)
e` una martingala, perche´ χns (Z)γ(s, Zs) e` un processo di classe Λ
2
B[0, T ] per
il quale vale la Condizione di Novikov della proposizione 3.1:
E
[
exp
(
1
2
∫ T
0
|χns (Z)γ(s, Zs)|2 ds
)]
≤ E
[
exp
(
1
2
n
)]
= e
n
2 <∞.
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Se ρt e` una martingala locale, per il lemma di Fatou, e` una supermartingala
ed essendo ρ0 = 1 e` sufficiente, in base al lemma 3.9, provare che E[ρT ] = 1
per dimostrare che e` una martingala.
Per n ≥ 1 definiamo la funzione
bn(t, x) =

b(t, x), se |x| ≤ n
b
(
t,
nx
|x|
)
, se |x| > n
e sia γn tale che Cγn(t, x) = bn(t, x). L’equazione approssimante{
dXnt = (AX
n
t + bn(t,X
n
t )) dt+ C dBt
Xn0 = x0,
(3.11)
per le ipotesi fatte su b, ha soluzione unica in senso forte. Inoltre, grazie al
teorema 3.7, questa soluzione e` unica in legge e la sua legge e` assolutamente
continua rispetto a quella della soluzione dell’equazione (3.9). Data Xn
soluzione di (3.11), anch’essa rispetto a (Ω,F , (Ft)t∈[0,T ],P, Bt), si ha che
P
(
sup
[0,T ]
|Xt −Xnt | > 0
)
≤ P
(
sup
[0,T ]
|Xt| ≥ n
)
n→∞−−−−→ 0, (3.12)
grazie alla continuita` delle traiettorie della soluzione X. Infatti, per ogni
ω ∈ Ω fissato, se sup0≤t≤T |Xt(ω)| < n, allora
Xt(ω) = x0(ω) +
∫ t
0
(
AXs(ω) + b
(
s,Xs(ω)
))
ds+ C Bt(ω) =
= x0(ω) +
∫ t
0
(
AXs(ω) + bn
(
s,Xs(ω)
))
ds+ C Bt(ω)
e
Xnt (ω) = x0(ω) +
∫ t
0
(
AXns (ω) + bn
(
s,Xns (ω)
))
ds+ C Bt(ω).
Se, dunque, Ln e` la costante di Lipschitz relativa alla funzione bn, vale che
|Xt(ω)−Xnt (ω)| ≤
∫ t
0
(|A|+ Ln)·|Xt(ω)−Xnt (ω)| ds,
e, per il lemma di Gronwall, |Xt(ω) − Xnt (ω)| = 0 per ogni t ∈ [0, T ].
Per la (3.12), la successione delle leggi LXn converge rispetto alla norma
della variazione totale alla legge LX , che quindi e` univocamente determinata
indipendentemente dallo spazio (Ω,F , (Ft)t∈[0,T ],P) sul quale e` definita X.
Infatti, posto
An :=
{
sup
[0,T ]
|Xt −Xnt | > 0
}
,
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si ha che
∀ε ∃nε : ∀n ≥ nε P(An) < ε
e, poiche´ la norma in variazione totale di una misura µ : (E, E) → R puo`
essere vista come
‖µ‖TV = sup
{∫
ϕ(x) dµ(x)
∣∣∣∣ ϕ misurabile e |ϕ(x)| ≤ 1} ,
vale che
‖LXn − LX‖TV = sup|ϕ|≤1
∣∣∣∣∫ ϕ(x)dLXn(x)− ∫ ϕ(x)dLX(x)∣∣∣∣ =
= sup
|ϕ|≤1
∣∣∣∣∫
Ω
ϕ(Xn(ω))− ϕ(X(ω)) dP(ω)
∣∣∣∣ =
= sup
|ϕ|≤1
∣∣∣∣∫
An
ϕ(Xn(ω))− ϕ(X(ω)) dP(ω)
∣∣∣∣ ≤ 2P(An) < 2ε.
In particolare la successione LXn e` di Cauchy in variazione totale, di conse-
guenza lo e` anche la successione delle misure Qn di densita`
ρ˜nT = exp
(∫ t
0
γn(s, Zs) dBs − 1
2
∫ t
0
|γn(s, Zs)|2 ds
)
rispetto a P. Infatti sappiamo che, per il teorema 3.7, LXn = Z(Qn), dunque
‖LXn − LXm‖TV = sup|ϕ|≤1
∣∣∣∣∫ ϕ(x)dLXn(x)− ∫ ϕ(x)dLXm(x)∣∣∣∣ =
= sup
|ϕ|≤1
∣∣∣∣∫ ϕ(Z(ω)) dQn(ω)− ∫ ϕ(Z(ω)) dQm(ω)∣∣∣∣ =
= ‖Qn −Qm‖TV .
L’ultima uguaglianza deriva dal seguente ragionamento: sia
G = σ {Zt(ω), t ∈ [0, T ]} .
Per il criterio di misurabilita` di Doob
{ϕ(Z(ω)) : ϕ misurabile e |ϕ| ≤ 1} = {ψ : Ω→ R G-misurabili : |ψ| ≤ 1} ;
inoltre, dato che
Bt = C
−1
(
Zt − x0 −
∫ t
0
AZs ds
)
,
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il moto browniano B e´ G-misurabile, di conseguenza lo e` anche ρ˜nT per ogni
n. Possiamo osservare allora che
‖Qn −Qm‖TV = sup |ψˆ|≤1
F-misurabile
∣∣∣∣∫
Ω
ψˆ(ω) dQn(ω)−
∫
Ω
ψˆ(ω) dQm(ω)
∣∣∣∣ =
= sup |ψˆ|≤1
F-mis.
∣∣∣EP [ψˆ(ρ˜nT − ρ˜mT )]∣∣∣ =
= sup |ψˆ|≤1
F-mis.
∣∣∣EP [(ρ˜nT − ρ˜mT )EP[ψˆ|G]]∣∣∣ =
= sup |ψ|≤1
G-mis.
∣∣∣EP [ψ(ρ˜nT − ρ˜mT )]∣∣∣ ,
dunque la successione delle misure Qn e` di Cauchy in variazione totale.
Infine, poiche´ se una misura µ ha densita` f rispetto a ν la sua norma in
variazione totale e`
‖µ‖TV =
∫
|f(x)| dν(x),
abbiamo che ‖Qn − Qm‖TV = ‖ρ˜nT − ρ˜mT ‖L1(P). La successione ρ˜nT e´ allora
di Cauchy, dunque converge, in L1(P). Osserviamo che E[ρ˜nT ] = 1 per ogni
n = 1, 2, . . . , poiche´ ρ˜nt e` una martingala con ρ˜
n
0 = 1, dunque basta mostrare
che ρ˜nT converge a ρT in L
1(P) per provare che E[ρT ] = 1. L’ultimo passaggio
sara` quindi dimostrare la convergenza
ρ˜nT
P−→ ρT .
Sappiamo che, data una successione di variabili aleatorie convergenti in pro-
babilita`, Xn
P−→ X, e una funzione f continua, anche f(Xn) P−→ f(X).
Sara` allora sufficiente provare che
•
∫ T
0
|γn(s, Z)|2 ds P−→
∫ T
0
|γ(s, Zs)|2 ds;
•
∫ T
0
γn(s, Z) dBs
P−→
∫ T
0
γ(s, Zs) dBs.
Per quanto riguarda il primo punto, poiche´
{γn(t, Z) = γ(t, Zt) ∀t ∈ [0, T ]} ⊇
{
sup
[0,T ]
Zt ≤ n
}
,
si ha che, grazie alla continuita` delle traiettorie di Z,
P
(∣∣∣∣∫ T
0
|γn(s, Z)|2 ds−
∫ T
0
|γ(s, Zs)|2 ds
∣∣∣∣ > 0) ≤ P
(
sup
[0,T ]
Zt > n
)
n→∞−−−→ 0.
3.3. CAMERON-MARTIN SOTTO IPOTESI PIU` GENERALI 51
Con osservazioni analoghe a quelle appena fatte, si puo` dimostrare che
P
(∫ T
0
|γn(s, Z)− γ(s, Zs)|2 ds > 0
)
n→∞−−−−→ 0.
Seguendo, allora, lo schema della proposizione 2.9 si prova il secondo punto.
Infine, con lo stesso procedimento del teorema 3.7 e del ragionamento che lo
segue, si dimostra la seconda tesi del teorema.
Osservazione. Questo teorema identifica univocamente la legge della solu-
zione X = (Xt)t∈[0,T ] dell’equazione (1.3). Si puo` inoltre applicare agli altri
due esempi proposti alla fine della sezione 2.2, perche´ anch’essi rispettano
le ipotesi del teorema.
Lemma 3.9. Se (ξt)t∈[0,T ] e` una supermartingala rispetto alla filtrazione
(Ft)t∈[0,T ] e
E[ξ0] = E[ξT ],
allora e` una martingala.
Dimostrazione. Essendo una supermartingala E[ξT ] ≤ E[ξt] ≤ E[ξ0], dunque
E[ξT ] = E[ξt] per ogni t ∈ [0, T ]. Sia allora A = {ω : E[ξt|Fs] < ξt}, con
0 ≤ s ≤ t ≤ T , e supponiamo per assurdo che P(A) > 0. Allora
E[ξT ] = E[ξt] = E [E[ξt|Fs]] = E [1AE[ξt|Fs]] + E [1ACE[ξt|Fs]] <
< E[1Aξs] + E[1ACξs] = E[ξs],
che e` assurdo, perche´ E[ξT ] = E[ξs]. Dato che P(A) = 0, ξt e` una martingala.
Si puo` ulteriormente generalizzare il risultato ottenuto.
Teorema 3.10. Supponiamo che A e C siano come indicato all’inizio della
sezione e che le funzioni b e γ relative all’equazione (3.8) siano funzioni mi-
surabili a valori in Rd, non necessariamente continue. Supponiamo inoltre
che esista una soluzione debole dell’equazione (3.8) e sia X tale soluzione ri-
spetto a (Ω,F , (Ft)t∈[0,T ],P, Bt). Sia infine Z soluzione di (3.9) nello stesso
spazio e rispetto allo stesso moto browniano. Se valgono le ipotesi
P
(∫ T
0
|γ(s,Xs)|2 ds <∞
)
= 1 (3.13)
e
P
(∫ T
0
|b(s, Zs)|2 ds <∞
)
= 1, (3.14)
allora
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• ρt = exp
(∫ t
0
γ(s, Zs) dBs − 1
2
∫ t
0
|γ(s, Zs)|2 ds
)
, t ∈ [0, T ] e` una
Ft-martingala positiva e, per ogni t ∈ [0, T ], EP[ρt] = 1;
• la soluzione X e` unica in legge e la sua legge e` assolutamente continua
rispetto a quella di Z. In particolare, se Q e` la misura di densita` ρT
rispetto a P, vale la formula di Cameron-Martin (3.7):
EP [ϕ(Xt)] = EQ [ϕ(Zt)] = EP [ϕ(Zt)ρT ] .
Dimostrazione. Con lo stesso ragionamento del teorema 3.8, sfruttando l’i-
potesi (3.14), si dimostra che ρt e` una martingala locale (dunque una super-
martingala) su [0, T ] ed e` sufficiente provare che E[ρT ] = 1 per dimostrare
che e` una martingala. Siano ρnt definiti come nel teorema 3.8: osservia-
mo che E[ρnT ] = 1 per ogni n = 1, 2, . . . essendo ρnt una martingala con
ρn0 = 1. Basta dunque mostrare che ρ
n
T converge a ρT in L
1(P) per provare
che E[ρT ] = 1. Grazie a un ragionamento analogo a quello del teorema 3.7,
tenendo conto pero` che in questo caso il drift dipende da tutta la storia
passata di Xn, il fatto che ρnt sia una martingala implica che esiste una
soluzione debole Xnt dell’equazione “troncata”{
dXnt = (AX
n
t + χ
n
t (X
n)b(t,Xnt )) dt+ C dBt
Xn0 = x0,
(3.15)
che questa soluzione e` unica in legge e la sua legge e` assolutamente continua
rispetto a quella di Z. Consideriamo quindi il tempo d’arresto
τ˜n = inf {t ∈ [0, T ] : χnt (X) = 1} ∧ T
e
Xnt =
{
Xt per t ∈ [0, τ˜n]
Yt per t ∈ [τ˜n, T ],
dove Yt(ω) e` la traiettoria della soluzione di (3.9) nell’intervallo [τ˜n(ω), T ]
uscente da Xτ˜n(ω)(ω). Allora X
n
t e` soluzione dell’equazione (3.15) rispetto
a (Ω,F , (Ft)t∈[0,T ],P, Bt). Inoltre
{Xt = Xnt ∀t ∈ [0, T ]} ⊇ {τ˜n = T} = {χnT (X) = 1} ,
dunque, grazie all’ipotesi (3.13), si ha che
P
(
sup
[0,T ]
|Xt −Xnt | > 0
)
≤ P (χnT (X) = 0) =
= P
(∫ T
0
|γ(s,Xs)|2 ds ≥ n
)
n→∞−−−−→ 0.
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Questo implica che la successione delle leggi LXn converge rispetto alla nor-
ma della variazione totale alla legge LX , che quindi e` univocamente determi-
nata. In particolare la successione LXn e` di Cauchy in variazione totale, di
conseguenza lo e` anche la successione delle misure Qn di densita` ρnT rispetto
a P. Infine, poiche´ ‖Qn − Qm‖TV = ‖ρnT − ρmT ‖L1(P), la successione ρnT e´ di
Cauchy, dunque converge, in L1(P); non resta che da dimostrare che ha per
limite proprio ρT . L’ultimo passaggio sara` quindi dimostrare la convergenza
ρnT
P−→ ρT
e per farlo sara` sufficiente dimostrare che
•
∫ T
0
|γn(s, Z)|2 ds P−→
∫ T
0
|γ(s, Zs)|2 ds;
•
∫ T
0
γn(s, Z) dBs
P−→
∫ T
0
γ(s, Zs) dBs.
Per quanto riguarda il primo punto, poiche´
{γn(t, Z) = γ(t.Zt) ∀t ∈ [0, T ]} ⊇ {τn = T} = {χnT = 1} ,
si ha che
P
(∣∣∣∣∫ T
0
|γn(s, Z)|2 ds−
∫ T
0
|γ(s, Zs)|2 ds
∣∣∣∣ > 0) ≤
≤ P(χnT = 0) = P
(∫ T
0
|γ(s, Zs)|2 ds ≥ n
)
n→∞−−−−→ 0.
Con osservazioni analoghe a quelle appena fatte, si puo` dimostrare che
P
(∫ T
0
|γn(s, Z)− γ(s, Zs)|2 ds > 0
)
n→∞−−−−→ 0
e questo implica il secondo punto. Infine, come nel teorema 3.8, si dimostra
la seconda tesi.
Concludiamo questa sezione con una possibile ulteriore applicazione del
teorema di Girsanov.
Proposizione 3.11. Nelle ipotesi del teorema 3.8 la legge µt della variabile
Xt ha densita` pt rispetto alla misura di Lebesgue, per ogni t ∈ [0, T ]. Inoltre
vale per tale densita` che
pt(x) = lim
ε→0
1
2ε
EP
[
1[x−ε,x+ε[(Zt)ρT
]
,
dove ρT e` l’esponenziale che compare nella formula di Cameron-Martin.
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Dimostrazione. Vogliamo dimostrare l’assoluta continuita` della misura im-
magine µt rispetto alla misura di Lebesgue, ovvero che se A e` un boreliano
Lebesgue-trascurabile allora µt(A) = 0. Possiamo osservare che
µt(A) = P(Xt ∈ A) = EP[1A(Xt)] = EP[1A(Zt)ρT ].
Inoltre EP[1A(Zt)] = P(Zt ∈ A) = 0, poiche´ Zt e` dotata di densita` e quindi
assolutamente continua rispetto alla misura di Lebesgue. Essendo l’indica-
trice una funzione non negativa, se EP[1A(Zt)] = 0, allora P(1A(Zt) = 0) =
1, quindi anche P(1A(Zt)ρT = 0) = 1, ovvero EP[1A(Zt)ρT ]. Vale percio`
l’assoluta continuita`. Infine si puo` dimostrare che se la densita` pt esiste e`
data da
pt(x) = lim
ε→0
1
2ε
∫ x+ε
x−ε
pt(y) dy,
quindi la tesi, dato che∫
R
1[x−ε,x+ε[(y)pt(y) dy = EP[1[x−ε,x+ε[(Xt)] = EP[1[x−ε,x+ε[(Zt)ρT ].
Grazie a quest’ultima proposizione possiamo affermare che la soluzione
dell’equazione (1.3) ha densita` per ogni istante t ∈ [0, T ].
3.4 Legame tra Cameron-Martin e
Onsager-Machlup
Riprendiamo brevemente le cose dette nella sezione 1.3. In [1] si parla
dell’equazione di Langevin (1.4),
q˙µ(t) = fµ(q(t)) + εµ(t),
dove q(t) = (q1(t), . . . , qd(t)) e` una traiettoria in Rd, fµ una funzione diffe-
renziabile di q ed εµ(t) una variabile con media nulla e covarianza
EP
[
εµ(t)εν(t
′)
]
= σ2δµνδ(t−t′),
equazione che noi abbiamo tradotto in una SDE:{
dXt = f(Xt) dt+ σ dBt
X0 = x0,
(3.16)
conBt un P-moto browniano in Rd. Nell’articolo si sostiene di poter calcolare
la densita` di probabilita` della variabile q(t) a partire dalla densita` al tempo
t0:
P (q, t) =
∫
exp (−S(q))P (q, t0) [Dq(τ)] ,
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dove l’integrale e` calcolato su tutti i cammini nell’intervallo [t0, T ]. S(q) e`
il funzionale di Onsager-Machlup (1.8) che noi abbiamo riscritto come
S(q) =
1
2σ2
∫ T
0
|q˙(t)− f(q(t))|2 dt. (3.17)
Abbiamo concluso che non e` possibile dare un’interpretazione matematica-
mente rigorosa a questi passaggi al fine di ricavare una formula esplicita per
la densita` di probabilita` di Xt. Pero` possiamo osservare che, per i teoremi
3.5 e 3.7,
B˜t = Bt +
1
σ
∫ t
0
f(Xs) ds
e´ un Q-moto browniano, con
dP
dQ
= exp
(
1
σ
∫ T
0
f(Xt) dB˜t − 1
2σ2
∫ T
0
|f(Xt)|2 dt
)
=: ρT ,
e vale la formula di Cameron-Martin (3.7)
EP [ϕ(Xt)] = EQ [ϕ(Xt)ρT ] .
Questo risultato ci permette di calcolare i valori attesi tramite la legge di
Xt rispetto a Q, che, essendo Xt soluzione dell’equazione stocastica{
dXt = σ dB˜t
X0 = x0,
non e` altro che la legge del moto browniano uscente da x0. Osserviamo
inoltre che possiamo scomporre il funzionale di Onsager-Machlup (3.17):
−S(q) = 1
σ2
∫ T
0
〈f(q(t)), q˙(t)〉 dt− 1
2σ2
∫ T
0
|f(q(t))|2dt− 1
2σ2
∫ T
0
|q˙(t)|2dt.
(3.18)
Quindi l’esponente di ρT coincide con i primi due addendi di (3.18), in quanto
1
σ
∫ T
0
f(Xt) dB˜t =
1
σ
∫ T
0
f(Xt)
1
σ
dXt =
1
σ2
∫ T
0
f(Xt)X˙t dt.
Allora la prima parte di Onsager-Machlup e` il logaritmo della densita` di P
rispetto a Q. Per quanto riguarda la seconda parte possiamo riscrivere la
densita` P (q, t) tramite la (3.18):
P (q, t) =
∫
ρTP (q, t0) exp
(
− 1
2σ2
∫ T
0
|q˙(t)|2dt
)
[Dq(τ)] ,
dove exp
(
− 1
2σ2
∫ T
0 |q˙(t)|2dt
)
[Dq(τ)] gioca il ruolo della misura immagine
della soluzione q(t) rispetto a Q, la misura di Wiener cioe`.
Anche se non siamo arrivati a calcolare esplicitamente la densita` del-
la soluzione di (3.16), ne abbiamo comunque dimostrato l’esistenza nella
proposizione 3.11.
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Capitolo 4
Sperimentazione
In questo capitolo si confrontano i risultati teorici ottenuti nei capitoli pre-
cedenti con le simulazioni numeriche. I metodi numerici che useremo per la
risoluzione di equazioni differenziali sono due. Il primo, e piu` elementare, e`
il metodo di Eulero esplicito: data un’equazione differenziale ordinaria{
X˙(t) = f (X(t)) , t ∈ [0, T ]
X(0) = x0,
si suddivide l’intervallo [0, T ] in N sottointervalli di ampiezza h = T/N e
si approssima la soluzione nei punti intermedi tn = nh, n = 0, 1, . . . , N
tramite la formula
X(tn+1)−X(tn) = hf(X(tn)).
Questa formula deriva dalla formula esatta
X(tn+1)−X(tn) =
∫ tn+1
tn
f(X(t)) dt (4.1)
approssimando l’integrale con l’area del rettangolo avente estremi in (tn, 0),
(tn, f(X(tn))), (tn+1, f(X(tn))), (tn+1, 0). Nel caso di un’equazione stoca-
stica {
dXt = f (Xt) dt+ σdBt, t ∈ [0, T ]
Xt = x0 per t = 0
si fa una stima analoga:
Xtn+1 −Xtn = hf(Xtn) + σ(Btn+1 −Btn),
dove (Btn+1 − Btn) e` una gaussiana N(0, h) essendo il processo (Bt)t∈[0,T ]
un moto browniamo. Piu` accurato e` il metodo di Heun, quello che utiliz-
zeremo principalmente. Il procedimento e` lo stesso del metodo di Eule-
ro esplicito, ma si approssima diversamente l’integrale nella formula (4.1).
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Una prima idea e` di approssimarlo con l’area del trapezio di estremi (tn, 0),
(tn, f(X(tn))), (tn+1, f(X(tn+1))), (tn+1, 0), in tal caso la formula per ap-
prossimare la soluzione e`
X(tn+1)−X(tn) = h
2
(f(X(tn+1)) + f(X(tn)))
e costituisce il metodo detto dei Trapezi. Quest’ultimo fa parte della classe
dei metodi impliciti, perche´, per approssimare X(tn+1), usa una formula che
contiene gia` tale approssimazione. Il metodo di Heun consiste nel sempli-
ficare il metodo dei Trapezi rendendolo esplicito: si sostituisce a X(tn+1)
la sua approssimazione tramite il metodo di Eulero esplicito ottenendo la
formula
X(tn+1)−X(tn) = h
2
(
f
(
X (tn) + h · f
(
X(tn)
))
+ f
(
X (tn)
))
.
Nel caso stocastico la formula di Heun diventa
Xtn+1−Xtn =
h
2
(
f
(
Xtn+hf(Xtn)+σ(Btn+1−Btn)
)
+f
(
Xtn
))
+σ(Btn+1−Btn).
Definizione 4.1. Data un’equazione stocastica su un intervallo [0, T ], una
discretizzazione dell’intervallo con passo costante h = T/N = tn+1 − tn,
per n = 0, 1, . . . , N , consideriamo un metodo numerico che approssimi la
soluzione nei punti t0, t1, . . . , tN . Si dice errore globale di discretizzazione nel
punto tn, e si indica con e
(h)
n , la differenza tra l’esatto valore della soluzione
all’istante tn e la sua stima. Un metodo numerico di dice convergente se
lim
h→0
max
n=0,1,...,N
|e(h)n | = 0
e si dice convergente di ordine p, p ∈ R+, se
max
n=0,1,...,N
|e(h)n | = O(hp).
Proposizione 4.2. I metodi di Eulero esplicito e Heun, nel caso determi-
nistico, sono rispettivamente convergenti di ordine 1 e 2.
Non vale lo stesso risultato nel caso stocastico e il motivo e` che alla
formula di approssimazione si somma un incremento browniano.
Proposizione 4.3. Data un’equazione stocastica{
dXt = f (Xt) dt+ σdBt, t ∈ [0, T ]
X0 = x0
con f limitata ed L-lipschitziana, allora per entrambi i metodi di Eulero
esplicito ed Heun
lim
h→0
max
n=0,1,...,N
|e(h)n (ω)| = 0, per q.o. ω.
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Inoltre, per ogni α < 1/2 e per q.o. ω esiste una costante Cα(ω) tale che
max
n=0,1,...,N
|e(h)n (ω)| ≤ Cα(ω)hα.
Questo risultato si ottiene grazie alla α-ho¨lderianita` delle traiettorie del
Browniano per α < 1/2 e non si puo` ottenere niente di meglio, poiche´ le
traiettorie browniane non sono α-ho¨lderiane per α > 1/2.
4.1 Il problema lineare
4.1.1 Il caso deterministico
Consideriamo il primo modello per l’ENSO, l’equazione deterministica
dh
dt
= −r h− αµb0 T
dT
dt
= (γµb0 − c)T + γ h,
che, con un opportuno cambiamento di coordinate, si trasforma in
d
dt
(
z1
z2
)
=
(
β −ω
ω β
)(
z1
z2
)
.
La soluzione di quest’equazione e` nota:(
z1(t)
z2(t)
)
=
(
eβt(z1(0) cos(tω)− z2(0) sin(tω))
eβt(z2(0) cos(tω) + z1(0) sin(tω))
)
,
possiamo quindi confrontarla con l’approssimazione ottenuta tramite i due
metodi numerici, Eulero esplicito e Heun. In [3] vengono suggeriti i seguenti
valori per i parametri: c = 1, γ = 0.75, r = 0.25, α = 0.125, b0 = 2.5 e
µ = 2/3, che, in base alla formula (1.1), corrispondono ai parametri β = 0
e ω =
√
3/32. Risolveremo l’equazione nell’intervallo di tempo [0, T ] con
T = 100, dove il tempo e` misurato in mesi, con sottointervalli di ampiezza
τ = 0.1 a partire dalla condizione iniziale (z1(0), z2(0)) = (1, 1).
Dalle figure 4.1 e 4.2 si puo` osservare quanto gia` annunciato, ovvero che
il metodo di Heun risulta molto piu` accurato del metodo di Eulero esplicito.
Infatti la soluzione ottenuta con il metodo di Eulero tende ad “allargarsi”.
Per questo motivo, nelle prossime simulazioni, useremo sempre il metodo di
Heun.
4.1.2 Il caso non deterministico: confronto con la teoria
Andiamo ad aggiungere il rumore aleatorio, ovvero a risolvere l’equazione
stocastica {
dZt = AZt dt+ σ dBt
Z0 = x0,
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(c) metodo di Heun
Figura 4.1: Traiettorie della soluzione esatta dell’equazione (1.2) senza
rumore (σ = 0) e delle due approssimazioni.
con A =
[
β −ω
ω β
]
, σ ∈ R+ e Bt un moto browniano. La figura 4.3 mostra
alcune traiettorie della soluzione di (1.2); abbiamo scelto di fissare σ = 0.2,
poiche´ e` un compromesso tra una soluzione le cui traiettorie si discostano
in maniera poco percettibile dalla soluzione deterministica (σ = 0) e una
in cui le traiettorie perdono completamente la struttura oscillatoria tipica
del fenomeno ENSO. Da quanto visto nel paragrafo 2.3, la soluzione Z =
(Zt)t∈[0,T ] di (1.2) e` un processo gaussiano con funzioni media e covarianza
m(t) = eAtx0, t ∈ [0, T ]
c(t, s) = eA(s−t) · σ2
(∫ t
0
e2βsds
)
I, 0 ≤ t ≤ s ≤ T,
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Figura 4.2: Prima componente della soluzione esatta (in nero) e delle due
approssimazioni ottenute con i metodi di Eulero esplicito (in verde) e Heun
(in rosso). La stima ottenuta con il metodo di Heun e` talmente precisa che
le soluzioni tracciate in nero e in rosso non si distinguono, mentre quella
ottenuta con Eulero tende ad amplificare l’oscillazione.
che, con la scelta dei parametri fatta (x0 = (1, 1), β = 0, ω =
√
3/32), si
possono riscrivere come
m(t) =
(
cos(ωt)− sin(ωt)
sin(ωt) + cos(ωt)
)
, t ∈ [0, T ]
c(t, s) = σ2t
(
cos(ω(s− t))− sin(ω(s− t))
sin(ω(s− t)) + cos(ω(s− t))
)
, 0 ≤ t ≤ s ≤ T.
Vogliamo allora verificare tramite la sperimentazione che, dato t ∈ [0, T ], la
variabile Zt ha legge
N
((
cos(ωt)− sin(ωt)
sin(ωt) + cos(ωt)
)
,
[
σ2t 0
0 σ2t
])
. (4.2)
Una prima prova e` stata quella di ottenere, tramite il metodo di Heun,
1000 realizzazioni della soluzione di (1.2) e raccoglierne i valori all’istante
t = T = 100 per calcolarne media e covarianza sperimentale:
msper =
(
1.404646589
−0.006871961
)
Qsper =
[
3.82861588 −0.04251525
−0.04251525 3.94487388
]
.
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Figura 4.3: 50 realizzazioni della soluzione dell’equazione (1.2) con σ =
0.2 ottenute con il metodo di Heun e (in nero) traiettoria della soluzione
deterministica (σ = 0).
Confrontandoli con i valori teorici di media e covarianza della variabile ZT
(mteo e Qteo), calcolati secondo la legge (4.2), si verifica che sono quasi
coincidenti:
mteo =
(
1.41411332
−0.01683806
)
' msper, Qteo =
[
4 0
0 4
]
' Qsper.
Un’altra prova e` stata quella di confrontare graficamente (figura 4.4) la
densita` teorica e quella sperimentale (ottenuta tramite 1000 realizzazioni
calcolate con il metodo di Heun) della prima componente della variabile Zt
per tre diversi valori di t.
4.2. IL PROBLEMA NON LINEARE 63
-4 -2 0 2 4
0
.0
0
.1
0.
2
0.
3
0.
4
0.
5
0.
6
0.
7
Figura 4.4: Densita` teorica (in rosso) e sperimentale (in blu) della prima
componente delle variabili ZT , ZT/4 e ZT/10, soluzioni dell’equazione (1.2)
con condizione iniziale x0 = (0, 0)
4.2 Il problema non lineare
Innanzitutto prendiamo due equazioni stocastiche della forma{
dXt = f(Xt) dt+ εb(Xt) dt+ σ dBt
X0 = x0,{
dZt = f(Zt) dt+ σ dBt
Z0 = x0,
(4.3)
con ε, σ ∈ R+, f, b : Rd → Rd e (Bt)t∈[0,T ] un moto browniano a valori in
Rd. Supponiamo di conoscere esplicitamente la legge del processo (Zt)t∈[0,T ],
soluzione della seconda, e di sapere che la prima ha una soluzione debole per
la quale vale la formula di Cameron-Martin (3.7). Il nostro obiettivo e`, data
una funzione misurabile ϕ, stimare E[ϕ(Xt)] per un certo istante t ∈ [0, T ]
fissato, dove (Xt)t∈[0,T ] e` la soluzione della prima delle equazioni (4.3). Ad
esempio potremmo essere interessati a sapere il valore assunto mediamente
dalla soluzione X in un determinato istante t, o qual e` la sua varianza.
Il piu` classico degli approcci, che di sicuro porta rapidamente a una buo-
na soluzione, e` il metodo Monte Carlo: si ottengono, attraverso un metodo
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numerico (come Eulero esplicito o Heun), diverse realizzazioni della soluzio-
ne (Xs)s∈[0,T ] e poi si calcola la media empirica dei valori ϕ(Xt). Se si ha
un campione di NS valori con la media aritmetica si commette un errore
dell’ordine di 1/
√
NS . Inoltre, per ottenere una realizzazione di (Xs)s∈[0,T ],
dobbiamo stimarla in NT punti dell’intervallo [0, T ], quindi ogni realizza-
zione comporta NT operazioni. L’errore complessivo che si commette, in
base alla proposizione 4.3, e` dell’ordine di 1/
√
NS + 1/
√
NT per O(NT ·NS)
operazioni elementari.
Quello che vorremmo realizzare e` un’alternativa a questo metodo che sia
competitiva, sfruttando la teoria svolta nel capitolo 3. Useremo percio` la
formula di Cameron-Martin
E [ϕ(Xt)] = E [ϕ(Zt)ρT ] ,
con
ρt = exp
(
ε
σ
∫ T
0
b(Zs) dBs − ε
2
2σ2
∫ T
0
|b(s, Zs)|2 ds
)
, t ∈ [0, T ].
Tenteremo di sfruttare il fatto che si conosce la legge di (Zs)s∈[0,T ]: siamo
infatti in grado, fissato t ∈ [0, T ], di generare NS valori indipendenti di Zt
senza passare per tutta la storia passata, ovvero non risolvendo numerica-
mente l’equazione, ma impiegando solo O(NS) operazioni elementari. Per
stimare E [ϕ(Zt)ρT ] dobbiamo ottenere un campione di NS valori della va-
riabile ϕ(Zt)ρT , dobbiamo quindi stimare i due integrali dell’esponente con
una formula di quadratura, come quella dei rettangoli. Se indichiamo ri-
spettivamente con I e J i due integrali che compongono ρT , allora possiamo
approssimarli con
I ∼
NT−1∑
i=0
b(Zsi) (Bsi+1 −Bsi)
J ∼
NT−1∑
i=0
|b(Zsi)|2 h,
con h = T/N e si = ih per ogni i = 0, 1, . . . , n. Essendo B un moto
browniano, i valori (Bsi+1 −Bsi) si ottengono semplicemente prendendo NT
numeri gaussiani N(0,
√
h) indipendenti. In questo modo, pero`, non si puo`
sfruttare il fatto di conoscere la legge di (Zs)s∈[0,T ] perche´ nell’integrale I
i valori Zsi non possono essere indipendenti dal browniano (Bs)s∈[0,T ]. Si
dovranno, quindi, ottenere i valori Zsi con un metodo numerico, tipo Eulero:
Zsi+1 = Zsi + h f(Zsi) + σ(Bsi+1 −Bsi).
Questa strada non porta a grandi vantaggi: e` meno diretta e rapida, e
porta a un errore dello stesso ordine di grandezza con lo stesso numero di
operazioni elementari.
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Supponiamo di essere nel caso particolare in cui ε e` talmente piccolo che
l’esponenziale si puo` approssimare bene con lo sviluppo in serie di Taylor al
primo ordine e, addirittura, fermandosi al primo integrale,
ρT ' 1 + ε
σ
∫ T
0
b(Zs) dBs.
Allora possiamo calcolare
E [ϕ(Xt)] = E [ϕ(Zt)] +
ε
σ
E
[
ϕ(Zt)
∫ T
0
b(Zs) dBs
]
.
Conoscendo la legge di (Zs)s∈[0,T ] per calcolare il primo termine e` sufficiente
prendere NS valori di Zt e fare la media empirica dei valori ϕ(Zt) con un
costo di O(NS) operazioni elementari e un errore dell’ordine di 1/
√
NS . Per
il secondo, invece, si puo` sfruttare il calcolo di Malliavin, in particolare il
teorema 2.36:
E
[
ϕ(Zt)
∫ T
0
b(Zs) dBs
]
=
∫ T
0
E[Dsϕ(Zt) · b(Zs)] ds.
Si usa una formula di quadratura, per esempio quella dei rettangoli che
porta a un errore dell’ordine di 1/NT , e, in ognuno degli NT punti intermedi
dell’intervallo [0, T ], si calcola la media aritmetica di NS valori di Dsϕ(Zt) ·
b(Zs) con un errore di 1/
√
NS .
L’errore globale con questo metodo e` dell’ordine di 1/NT+1/
√
NS , contro
un errore di 1/
√
NT + 1/
√
NS del metodo Monte Carlo. Se quindi con
Monte Carlo si deve prendere NT = NS per avere un errore dell’ordine di
1/
√
NS , con la nuova tecnica basta prendere NT = 1/
√
NS , riducendo il
numero di operazioni elementari, il che puo` essere vantaggioso per modelli
complicati. Il limite del nuovo approccio e` che si puo` applicare in pochissimi
casi: abbiamo visto che ε dev’essere abbastanza piccolo da troncare al primo
integrale lo sviluppo di Taylor, ma non deve neanche essere eccessivamente
piccolo, altrimenti le soluzioni delle due equazioni X e Z non si distinguono
e non si pone il problema: il metodo piu` semplice e` stimare
E [ϕ(Xt)] ∼ E [ϕ(Zt)] .
Dobbiamo fare in modo che i due valori attesi siano ben distinti, ovvero che
ρT sia diverso da 1, e che, contemporaneamente,
ρT ' 1 + ε/σ
∫ T
0
b(Zs) dBs.
Questo restringe enormemente il campo dei problemi che si possono affron-
tare con questa tecnica.
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Sviluppo in serie dell’esponenziale
Siano X e Z le soluzioni delle due equazioni (4.3). Indicheremo con Exp
l’esponente della formula di Cameron-Martin
E [ϕ(Xt)] = E
[
ϕ(Zt)e
Exp
]
,
cioe`
Exp =
ε
σ
∫ T
0
b(Zs) dBs − ε
2
2σ2
∫ T
0
|b(s, Zs)|2 ds, t ∈ [0, T ].
Supponiamo che il processo Ys = ε/σ b(Zs) sia mediamente inferiore, in
modulo, a una certa costante R per s ∈ [0, T ]; per indicare questo fenomeno
scriveremo |Ys| ∼ R. In tal caso possiamo stimare
Exp =
∫ T
0
Ys dBs − 1
2
∫ T
0
|Ys|2 ds ∼ RBT − 1
2
R2T ∼
√
TR− 1
2
R2T,
dunque Exp ∼ A − 1/2A2 con A = √TR, e vogliamo vedere per diversi
valori di A a che punto e` ragionevole troncare lo sviluppo in serie di Taylor
dell’esponenziale. Innanzitutto, basandoci sulla figura 4.5, diciamo che non
si commette troppo errore (meno di 0.2) approssimando ex ∼ 1 + x per
|x| < 0.5 ed ex ∼ 1 + x+ x2/2 per |X| < 1.
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Figura 4.5: Grafico delle funzioni ex−1−x (linea continua) ed ex−1−x−x2/2
(linea tratteggiata).
Supponiamo di arrivare a sviluppare l’esponenziale fino al primo ordine,
eExp ∼ 1 +A−A2/2. Abbiamo tre possibilita`:
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• |A|  1: in tal caso A2/2  A, dunque e` sufficiente considerare il
primo dei due integrali che compongono Exp e stimare eExp ∼ 1 +A;
• |A| ∼ 1: in tal caso A2/2 ∼ A, quindi la mancanza del secondo
integrale si farebbe sentire;
• |A|  1: in tal caso e` sicuramente scorretto troncare cos`ı presto lo
sviluppo.
Cercheremo di scegliere i parametri in modo da essere nel primo o, al limite,
nel secondo caso.
4.2.1 Problema in una dimensione
Prima di affrontare l’equazione (1.3) che descrive l’ENSO, proviamo a svol-
gere i conti su un problema piu` semplice in una dimensione: consideriamo
le due equazioni
dZt = (−Zt + 1)dt+ σdBt
dXt = (−Xt + 1)dt− εXt3dt+ σdBt,
(4.4)
con Bt un moto browniano in R e σ ∈ R+. Osserviamo innanzitutto che
esiste, per entrambe le equazioni, una soluzione forte e che vi sono le condi-
zioni di regolarita` per applicare la formula di Cameron-Martin. Nella figura
4.6 possiamo osservare alcune soluzioni della prima equazione.
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Figura 4.6: Soluzioni deterministiche (σ = 0) della prima delle equazioni
(4.4) nell’intervallo [0, 9] con diverse condizioni iniziali (in nero) e realiz-
zazione ottenuta col metodo di Heun della soluzione nel caso σ = 1 (in
rosso).
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Fissiamo i parametri σ = 1, T = 9 e la condizione iniziale x0 = 0. Quello
che intendiamo approssimare e` il valor medio assunto dalla variabile Xt
all’istante t = T = 9, E[XT ], per diversi valori di ε. Per ε = 0, ad esempio,
(Xs)s∈[0,T ] = (Zs)s∈[0,T ] e il valor medio ottenuto col metodo Monte Carlo
(NS = 10000, NT = 9000) e`
E[XT ] ∼ 0.9980119.
Questo risultato corrisponde alla teoria: ZT e`, infatti, una variabile gaussia-
na N(1− e−T , σ2(1− e−2T )), la sua media e` quindi 1− e−9 = 0.9998766. Da
questo momento considereremo “corretti” e prenderemo come riferimento i
risultati ottenuti con Monte Carlo.
Funzionamento della formula di Cameron-Martin
Calcoliamo adesso E[XT ] tramite la formula di Cameron-Martin
E[XT ] = E[ZT eExp], Exp =
ε
σ
∫ T
0
(−Zs)3 dBs − ε
2
2σ2
∫ T
0
|Zs|6 ds
e verifichiamo numericamente la sua correttezza per diversi valori di ε.
ε = 0.001 ε = 0.01 ε = 0.03 ε = 0.05 ε = 0.1 ε = 0.5
M. C. 1.006207 0.9823427 0.9376722 0.906614 0.851631 0.6374733
C. M. 0.9955746 0.9748445 0.9355072 0.9032454 0.8415056 0.630495
Tabella 4.1: Risultati del calcolo di E[XT ] per diversi valori di ε. Nella
prima riga sono calcolati con il metodo Monte Carlo, nella seconda usando
la formula di Cameron-Martin.
Osservazione. I valori di ε piu` significativi sono quelli per cui E[XT ] e E[ZT ]
sono ben distinti, quindi quelli non troppo piccoli. Se, infatti, ε ' 0 e`
chiaro che l’esponente Exp e` quasi nullo e che le due soluzioni (Xs)s∈[0,T ] e
(Zs)s∈[0,T ] sono quasi uguali, ma non prova la correttezza della formula di
Cameron-Martin, che in ogni caso e` confermata dai valori di ε piu` elevati.
Funzionamento dell’approssimazione tramite sviluppo di Taylor
della formula di Cameron-Martin
Adesso proviamo a troncare lo sviluppo di Taylor dell’esponenziale. Ana-
lizzando tante realizzazioni della soluzione (Zs)s∈[0,T ], come quella in figura
4.6 con condizione iniziale x0 = 0, possiamo dire che |ZT | ∼ 2, dunque
ε/σ| − Z3T | ∼ 8ε = R e A =
√
TR = 24ε. Vogliamo trovare un valore di ε
per cui A 1, dunque e` ragionevole approssimare l’esponenziale troncando
lo sviluppo di Taylor al primo ordine e al primo integrale,
eExp ∼ 1 + ε
σ
∫ T
0
(−Zs)3 dBs,
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ma allo stesso tempo per cui E[XT ] 6= E[ZT ].
ε = 0.001 ε = 0.01 ε = 0.03 ε = 0.05 ε = 0.1 ε = 0.5
M. C. 1.006207 0.982343 0.937672 0.906614 0.851631 0.637473
I ord. I int 0.995561 0.973502 0.924483 0.875464 0.752915 -0.227471
I ord. 0.995469 0.964293 0.841597 0.645358 -0.168037 -23.25127
II ord. 0.995577 0.976825 0.995563 1.2094 3.855763 938.8172
Tabella 4.2: Risultati del calcolo di E[XT ] per diversi valori di ε. Nella
prima riga sono calcolati con il metodo Monte Carlo, nelle successive con la
formula di Cameron-Martin sviluppando l’esponenziale rispettivamente fino
al primo integrale del primo ordine, fino al primo ordine e fino al secondo
ordine.
Analizziamo i dati della tabella 4.2. Per i primi due valori di ε i risultati
sono ottimi, ma insignificanti, in quanto il valore atteso di XT e` troppo
simile al valore atteso di ZT : le due variabili non sono chiaramente distinte.
Il caso ε = 0.3 e` quello che piu` si avvicina alle nostre aspettative, perche´ lo
sviluppo di Taylor al primo ordine da` gia` un buon risultato, migliorato dallo
sviluppo al secondo ordine. Nel caso ε = 0.5 ancora siamo abbastanza vicini,
ma gia` l’errore che si commette e` troppo rispetto alla vicinanza di E[ZT ] a
E[ZT ]. Negli ultimi due si esce proprio fuori strada. Una cosa interessante
da osservare e` che lo sviluppo al primo ordine che tiene conto solo del primo
integrale e` sempre l’approssimazione migliore, segno che il secondo integrale
porta fuori strada e si semplifica con i successivi termini della serie di Taylor.
La figura 4.7 riassume tutte le cose fin qui dette.
Funzionamento del calcolo di Malliavin
L’ultima cosa che andrebbe verificata sperimentalmente e` la correttezza del
calcolo di Malliavin. Per calcolare, infatti,
E
[
ZT
ε
σ
∫ T
0
(−Zs)3 dBs
]
abbiamo sempre usato il metodo Monte Carlo, senza sfruttare la formula
che deriva dal teorema 2.36:
E
[
ZT
∫ T
0
(−Zs)3 dBs
]
=
∫ T
0
E
[
(−Zs)3DsZT
]
ds.
Se si verifica che il rapporto tra i due valori e` vicino a 1 allora, per ogni
valore di ε, e` corretto usare il calcolo di Malliavin. Ricordiamo che l’uso
della formula di Malliavin, come descritto nella prima parte della sezione 4.2,
e` indispensabile per ridurre il numero di operazioni elementari da eseguire.
Osserviamo che
ZT = e
−Tx0 +
∫ T
0
es−T ds+
∫ T
0
σes−T dBs,
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Figura 4.7: Grafico di E[XT ] al variare di ε calcolato con diverse approssi-
mazioni: con il metodo Monte Carlo (in rosso), con la formula di Cameron-
Martin esatta (in verde), troncata al primo e al secondo ordine dello svilup-
po in serie di Taylor (rispettivamente in blu e in fucsia) e troncata al primo
ordine e al primo integrale (in celeste).
dunque DsZT = σe
s−T , dovremo quindi controllare l’identita`
E
[
ZT
∫ T
0
(−Zs)3 dBs
]
= σ
∫ T
0
E
[
(−Zs)3 es−T
]
ds.
Il fatto che, apparentemente, vi sia un parametro σ solo da una parte non e`
un controsenso: infatti la legge della variabile ZT dipende da σ.
Il rapporto tra i due valori, ottenuti tramite le approssimazioni numeri-
che descritte all’inizio della sezione 4.2 e` 1.035412.
4.2.2 Problema in due dimensioni
Vantaggi ottenuti aggiungendo una componente non lineare al
modello ENSO
Per prima cosa osserviamo sperimentalmente come il secondo modello per il
ciclo ENSO (1.3) sia molto migliore rispetto al primo (1.2). Infatti l’aggiunta
di una componente non lineare nel drift fa assomigliare molto di piu` le
traiettorie a quelle reali ottenute con le misurazioni fatte nel corso degli
anni. La figura 4.8 mostra varie soluzioni del primo modello:{
dZt = AZt dt+ σ dBt, t ∈ [0, T ]
Z0 = x0,
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(d) x0 = (0.02, 0.02), σ = 0.3.
Figura 4.8: Soluzioni dell’equazione (1.2) con e senza rumore, a partire da
diverse condizioni iniziali.
con
A =
[
0 −ω
ω 0
]
,
σ ∈ R+ e Bt un moto browniano a valori in R2. Possiamo osservare che nel
caso deterministico (σ = 0) l’ampiezza delle oscillazioni rimane costante nel
tempo e dipende dal dato iniziale x0, mentre con l’aggiunta di un rumore
aleatorio (σ 6= 0) l’oscillazione tende ad aumentare nel tempo perdendo
memoria dell’ampiezza del dato iniziale. Analizzando invece la figura 4.9,
che rappresenta alcune traiettorie delle soluzioni del secondo modello{
dXt = (AXt + b(Xt))dt+ σ dBt, t ∈ [0, T ]
X0 = x0,
con ε ∈ R+ e
b(x) =
(
0
−x23
)
, x =
(
x1
x2
)
∈ R2,
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(d) x0 = (0.02, 0.02), σ = 0.3.
Figura 4.9: Soluzioni dell’equazione (1.3) con e senza rumore, fissando il
parametro ε = 0.1, a partire da diverse condizioni iniziali.
osserviamo che, nel caso deterministico, se la condizione iniziale e` ampia
l’oscillazione tende a decrescere, se invece e` opportunamente piccola rima-
ne della stessa ampiezza. Inoltre, con l’aggiunta di un rumore aleatorio, le
oscillazioni non dipendono dal dato iniziale e rimangono della stessa ampiez-
za, tra −2 e 2. Questo comportamento, a differenza di quello del modello
lineare, e` molto simile a quello raffigurato nella figura 4.10, che rappresenta
le misurazioni degli indici NINO3 ed SOI dal 1900 al 2000.
Sperimentazione sul modello non lineare (1.3)
Seguiamo adesso lo stesso percorso fatto nel caso unidimensionale. Vogliamo
stimare il valore atteso della seconda componente della soluzione dell’equa-
zione (1.3) dopo 35 mesi. Fissiamo dunque i seguenti parametri: condizione
iniziale x0 = (1, 1), ω =
√
3/32, σ = 0.3 e T = 35. La stima di A, che indica
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Figura 4.10: Serie storica dei valori della differenza della SST rispetto alla
media nell’area [150◦W-90◦W]×[5◦S-5◦N] (NINO3) e della differenza di pres-
sione normalizzata tra Tahiti e Darwin (SOI). La figura e` presa da Dijkstra
e Burgers (2002).
l’ordine di grandezza degli integrali che formano l’esponente della formula di
Cameron-Martin, e` di circa ε · 103 (43√Tε/σ), in quanto le seconde compo-
nenti delle traiettorie della soluzione di (1.2) sono, in modulo, mediamente
inferiori a 4 per t ∈ [0, T ]. Essendo il coefficiente che moltiplica ε cos`ı elevato
ci vogliono valori di ε piccolissimi per poter troncare lo sviluppo di Taylor
dell’esponenziale. Anche la formula di Cameron-Martin esatta risulta in-
stabile per valori di ε non molto piccoli, ma fondamentalmente continua a
funzionare. Abbiamo inoltre che il valore atteso della seconda componente
della soluzione del problema lineare e`
E[z2(T )] = −1.252936.
Analizziamo la tabella 4.3. Osserviamo che il miglior valore di ε perche´ si
ε = 0.1 ε = 0.01 ε = 0.005 ε = 0.001 ε=3·10−4 ε = 10−4
M. C. -0.134791 -0.698451 -0.854125 -1.14199 -1.227033 -1.248106
C. M. -0.391354 -0.649239 -0.862251 -1.133487 -1.220787 -1.250669
I ord. I int 3.560281 -0.783845 -1.025185 -1.218258 -1.252045 -1.261699
I ord. 2296.317 23.15735 5.241676 -0.877483 -1.197724 -1.248155
II ord. -15810805 -1774.975 -125.1313 -1.494157 -1.226985 -1.250854
Tabella 4.3: Risultati del calcolo di E[x2(T )], dove x2 e` la seconda compo-
nente della soluzione di (1.3), per diversi valori di ε. Nella prima riga sono
calcolati con il metodo Monte Carlo, nelle successive, rispettivamente con la
formula di Cameron-Martin esatta, sviluppando l’esponenziale fino al primo
integrale del primo ordine, fino al primo ordine e fino al secondo ordine.
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possa percepire la differenza tra le soluzioni dei problemi (1.2) e (1.3) e, allo
stesso tempo, ottenere una buona stima con lo sviluppo di Taylor troncato al
primo integrale del primo ordine e` ε = 0.001. Ma il risultato non e` granche´:
la stima e` poco accurata e la soluzione troppo vicina a quella dell’equazione
lineare. Il problema e` la velocita` con cui gli sviluppi di Taylor di ordine 1
e 2 si allontanano dall’esponenziale, come si vede in figura 4.11, ovvero la
grandezza dei due integrali che formano l’esponente.
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Figura 4.11: Grafico di E[x2(T )] al variare di ε, dove x2 e` la seconda com-
ponente della soluzione di (1.3), calcolato con diverse approssimazioni: con
il metodo Monte Carlo (in rosso), con la formula di Cameron-Martin esatta
(in verde), troncata al primo e al secondo ordine dello sviluppo in serie di
Taylor (rispettivamente in blu e in fucsia) e troncata al primo ordine e al
primo integrale (in celeste).
Sperimentazione su un modello con un diverso termine non lineare
Si puo` provare anche a prendere un termine non lineare differente: conside-
riamo ad esempio l’equazione (1.3), ma stavolta prendiamo
b(x) =
 0
− x2
3
1 + 0.1x22
 , x = (x1
x2
)
∈ R2. (4.5)
Che questa costituisca un buon modello per descrivere l’ENSO lo vediamo
dalla figura 4.12, che (come la 4.9) assomiglia alle vere misurazioni, raccolte
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Figura 4.12: Soluzioni dell’equazione (1.3) con b come nella (4.5), fissando
i parametri ε = 0.1 e σ = 0.3, a partire da diverse condizioni iniziali.
nella figura 4.10. I risultati sono effettivamente migliori. La stima di A
stavolta e` intorno a 400 ε, quindi comunque servono ε piccoli, ma gli sviluppi
di Taylor si discostano meno velocemente dalla soluzione esatta. Allo stesso
tempo la differenza tra soluzione del problema lineare e non lineare al variare
di ε e` quasi la stessa di prima, quando usavamo b cubico.
Un’altra cosa che si vede bene, sia dalla tabella 4.4 che dalla figura 4.13,
e` che in questo caso (a differenza dell’esempio in dimensione 1) troncare
lo sviluppo al secondo ordine o al primo e`, per ε piccolo, piu` accurato che
troncare al primo integrale del primo ordine. Poi per ε grande chiaramente
non e` piu` cos`ı, perche´ i due sviluppi si allontanano piu` rapidamente dalla
formula esatta.
ε = 0.1 ε = 0.01 ε = 0.005 ε = 0.001 ε=3·10−4 ε = 10−4
M. C. -0.147606 -0.802126 -0.946226 -1.192863 -1.23777 -1.245645
C. M. -0.174346 -0.817083 -0.981189 -1.185852 -1.231966 -1.245862
I ord. I int 0.882142 -1.039428 -1.146182 -1.231585 -1.246531 -1.250801
I ord. 251.1533 1.91165 -0.283866 -1.157238 -1.229378 -1.245574
II ord. -58399 -10.9879 -1.921013 -1.191254 -1.232102 -1.245867
Tabella 4.4: Risultati del calcolo di E[x2(T )], dove x2 e` la seconda compo-
nente seconda componente della soluzione di (1.3) con b come nella (4.5),
per diversi valori di ε. Nella prima riga sono calcolati con il metodo Monte
Carlo, nelle successive, rispettivamente con la formula di Cameron-Martin
esatta, sviluppando l’esponenziale fino al primo integrale del primo ordine,
fino al primo ordine e fino al secondo ordine.
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Figura 4.13: Grafico di E[x2(T )] al variare di ε, dove x2 e` la seconda com-
ponente della soluzione di (1.3) con b come nella (4.5), calcolato con diverse
approssimazioni: con il metodo Monte Carlo (in rosso), con la formula di
Cameron-Martin esatta (in verde), troncata al primo e al secondo ordine del-
lo sviluppo in serie di Taylor (rispettivamente in blu e in fucsia) e troncata
al primo ordine e al primo integrale (in celeste).
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