Abstract. This paper proposes hybrid teaching learning based optimisation (TLBO) and the Broyden-Fletcher-Goldfarb-Shanno algorithm (BFGS) for solving structural health monitoring optimisation problems. Two structural damage detection problems from two different truss structures are used to examine the search performance of the proposed algorithm while several well establish meta-heuristics (MHs) are used for benchmarking. The results indicated that the proposed algorithm is superior to the others. This study clarified that integrating BFGS into TLBO leads to increasing search performance of the new hybrid algorithm for solving structural health monitoring optimisation problems.
Introduction
In practical work in the structural engineering field, other than designing a structure to meet working function and optimisation, maintenance of the structure for safety under service loadings throughout its lifetime is also a major issue. In this regard, a structural inspection and/or damage detection technique to detect some undesirable occurrence such as defects in structural elements, cracks from fatigue, and wears is the most concerned. Although some damage detection techniques are recently available such as ultrasonic analysis and X-ray scan, the techniques are suitable for only small structures or elements while, for large structures, it is difficult to check thoroughly by these techniques. Therefore, an efficient structural damage detection technique which can identify the presence of structural damage, localising it, and assessing the severity [1] throughout a structure within one measurement is required.
The most popular damage detection technique relevant to the issue mentioned above is to use the changing of the structural model information such as natural frequencies and mode shapes. The main idea is to use the modal data of a normal structure as the baseline, if the modal data alert from normal values, the damage might occur. The used of modal data based damage detection can be from, using the modal data directly such as in references [2] [3] [4] [5] , applying soft computing such as fuzzy logic systems [6] and neural networks [7] . Recently, meta-heuristics (MHs) have been introduced to solve a structural damage detection inverse problem. The successful use of MHs for structural damage detection has been reported worldwide [8] [9] [10] [11] [12] . Nevertheless, in the field of meta-heuristics, there are no MHs which perform consistently over a wide range of problems, developing MH algorithms with fast convergence and high consistency is still challenging.
Therefore, this paper presents a hybridisation of teaching learning based optimisation (TLBO) and Broyden-Fletcher-Goldfarb-Shanno algorithm (BFGS) for structural damage detection. In this wor k, two truss structures are used as numerical test problems to assess the performance of a number of MHs and the proposed algorithm for solving structural damage detection and localisation. The results obtained are compared and discussed.
Formulation of Damage Detection based on Natural Frequency.
In this study, damage detection of truss structure is investigated. Changing of structural natural frequencies is employed for damage localisation of the truss structure. The damaged location of structural can be found by updating the finite element model until the computed modal parameters and the measured modal parameters are equivalent. The finite element of undamped free vibration of the truss structure can be expressed as follow; 
where, p i is percentage of damage in the i th element. To identify the damage of the structural elements, the optimisation problem is defined to minimise the root mean square error of computed natural frequencies and measured natural frequencies in the first n mode mode. The objective function is then defined as follows: Note that the lowest five modes are used to compute the objecitve function in this study.
Test Problems with Trusses
To investigate the performance of the proposed algorithm, two damage detection problems derived from two truss structures are used in this study while several well established MHs are used to compare. For simplicity, damage of the structure will be simulated and the natural frequencies will be obtained from finite element analysis rather than performing real experimental modal analysis. Nine-Bar Truss. Fig. 1a shown the schematic structure of the nine bar truss [8] . All bar element cross section areas of this structure are set to be 0.0025 m 2 . Material properties including young modulus and density are set to be 200 Gpa and 7,850 kg/m3, respectively. 50% damage at element number 2 is simulated as a damaged structure. The data of natural frequencies of the undamaged and damaged 9-bar structures are shown in Table 1 . SeventyTtwo-Bar Trus. Fig. 1b shown the schematic structure of the seventy-two bar truss [9] . For this structure, all bar element cross section areas of this structure are set to be 0.0025 m 2 while 2270 kg non-structural mass is attached to the top four nodes. Material properties including young modulus and density are set to be 6.98×10 10 pa and 2,770 kg/m 3 , respectively. 15 %damage at element number 55 is simulated as damaged structure (15% damage in element number 56, 57, or 58 will result in the same set of natural frequencies). The data of natural frequencies of the undamaged and damaged 72-bar truss structure are shown in Table 1 . (a) (b) Fig. 1 a. ) Nine bar truss b.) Seventy-two bar truss.
Hybrid Teaching-Learning based Optimisation and Broyden-Fletcher-Goldfarb-Shanno Algorithm
The teaching-learning based optimisation (TLBO) algorithm is an evolutionary algorithm or an optimiser without using function derivatives proposed by Rao et al. [13] . The search procedures starts with a randomly created initial population which is a group of design solutions. Learners are identical to design solutions whereas the best one is considered a teacher. The objective function is analogous to the knowledge which required to be improved towards the optimum solution. Having identified a teacher and other learners for the current iteration, the population will be updated by two stages including Teacher Phase and Learner Phase. In the Teacher Phase, an individual (x i ) will be updated based on the best individual (x teacher ) and the mean values of all population (x mean ) as follows:
where, T F is a teaching factor, which can be either 1 or 2 and r∈ [0,1] is a uniform random number. For the "Learner Phase", the members in the current population will be modified by exchanging information between themselves. Two individuals x i and x j will be chosen at random, where j i ≠ . The update of the solutions can then be calculated as:
old, , new (6) At both teacher and learner phases, the new solution (x new ) will replace its parent if it has better knowledge or produces better objective function value, otherwise, it will be rejected. The two phases are sequentially operated until the termination criterion is fulfilled. More detail of TLBO algorithm can be found in the reference [13] .
For the hybrid of TLBO and BFGS (TLBO-BFGS), the general search procedures are similar to the original TLBO. However, after finishing the Teacher Phase, the binomial crossover technique is applied if a uniform random number generated from 0 to 1 (rand 1 ) is lower than the crossover probability (P c ) as sohwn in the following equation: 
where, rand 2 is a uniform random number generated from 0 to 1. The CR 1 and CR 2 are the predefined crossover rates while D is the number of design variables, respectively. Then, the Learner Phase is activated. BFGS is used to seach local optimum for a number of function evaluations (n BFGS ) after finishing the Learner Phare, if a random number generated from 0 to 1 (rand 3 ) is lower than a predefined probbability (P BFGS ). The computation step of the (TLBO-BFGS) is shown in Algorithm 1. Note that, the BFGS used in this study is a quasi-newton based BFGS which MATLAB toolbox function named fminunc is used. The gradient is computed by means of the finite different method.
Algorithm 1. TLBO-BFGS.
Input: Maximum number of function evaluation maxFeval, population size n P , crossover probability (P c ), BFGS activation probability (P BFGS ), crossover rate (CR 1 ,CR 2 
Numerical Experiment
To verified the search performance of the proposed TLBO-BFGS, several MHs are compared based on solving the truss damage detection problems. The MHs and their optimisation parameter settings used in this study (details of notations can be found in the corresponding references of each method) are detailed as [14] :
1. Differential evolution (DE) [15] : a DE/best/2/bin strategy was used. A scaling factor, crossover rate and probability of choosing elements of mutant vectors are 0.5, 0.7, and 0.8 respectively.
2. Real-code ant colony optimisation (ACOR) [8] : The parameter settings are q = 0.2, and ξ = 1. 3. Particle swarm optimisation (PSO) [16] : The starting inertia weight, ending inertia weight, cognitive learning factor, and social learning factor are assigned as 0.5, 0.01, 0.5 and 0.5 respectively.
4. Evolution strategies (ES) [17] : The algorithm uses a binary tournament selection operator and a simple mutation without the effect of rotation angles.
5. Teaching-learning-based optimisation (TLBO) [13] : Parameter settings are not required. 6. TLBO-BFGS (Algorithm 1): The P c , P BFGS , CR 1 , and CR 2 are set to be 0.3, 0.15, 0.25, and 0.5, respectively, while the n BGGS is set to be 10n p .
Each optimiser is used to solve each problem for 30 optimisation runs. The population size is set to be 15 and 35 for the 9-bar and 72-bar trusses respectively whereas the number of iterations is 200 for all case studies. For the optimisers using different population sizes, their search processes are terminated with the total number of functions evaluations (FEs) equal to 15×200, and 35×200 for the 9-bar and 72-bar trusses respectively. Another termination criterion is when one of the members in the current population has an objective function value as 1×10 -3 .
Results and Discussion
After solving the truss damage detection problems for 30 optimisation runs, the results are illustrated in Table 2 -3. The mean and standard deviation (STD) values of the objective function are used to measure the search convergence and consistency of the algorithms.
For the results of the 9-bar truss with 5% damage at element 2 in Table 2 , the best performer based on the objective mean values is TLBO-BFGS while the second best and the third best are ACOR and DE, respectively. Based on STD, the best performer is ACOR while the second best is TLBO-BFGS. The minimum objective function value is obtained from using TLBO-BFGS. For this case, the optimisers which can detect the damage of structure for 30 times from 30 runs are ACOR and TLBO-BFGS The most efficient algorithm is TLBO-BFGS which obtained the results with the average of 581 function evaluations.
For the 72-bar truss with 15 %damage at element number 55, the results are given in Table 3 . The best performer based on mean of objective function values is TLBO-BFGS while the second best and the third best are TLBO and ACOR respectively. Based on the STD values, the best performer is TLBO-BFGS while the second and third best are ACOR and TLBO respectively. The minimum objective function value is obtained by the TLBO-BFGS. For this case, only TLBO-BFGS can detect the damage of structure for 30 times from 30 runs which using the lowest average number of function evaluation of 3,085 to obtained the results.
Overall, it was found that integrating crossover operation and BFGS into the TLBO can improve its search convergence and search consistency. The hybrid version is found to be the best performer for all cases. 
Conclusions
Hybridising of BFGS and TLBO is presented for truss structural damage detection problems in this work. Two structural damage detection test problems are used to examine the search performance of several well established MHs and the proposed algorithm. It is found that the proposed hybrid TLBO-BFGS is superior to the rest for this task. Integrating the binomial crossover operation and BFGS into the TLBO leads to the more powerful MH for both convergence rate and search consistency.
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