ABSTRACT. The goal of this work is to study the existence of quasi-periodic solutions in time to nonlinear beam equations with a multiplicative potential. The nonlinearities are required to only finitely differentiable and the frequency is along a pre-assigned direction. The result holds on any compact Lie group or homogenous manifold with respect to a compact Lie group, which includes the standard torus T d , the special orthogonal group SO(d), the special unitary group SU (d), the spheres S d and the real and complex Grassmannians. The proof is based on a differentiable Nash-Moser iteration scheme.
INTRODUCTION
This paper concerns the existence of quasi-periodic solutions of the forced nonlinear beam equation
where M is any simply connected compact Lie group with dimension d and rank r, ǫ > 0, the frequency ω ∈ R ν , V ∈ C q (M ; R) and f ∈ C q (T ν ×M ×R; R), where q is large enough. Assume that the frequency vector ω satisfies
where | · | will be defined later in (2.4). For some γ 0 > 0, the following Diophantian condition holds:
Moreover we suppose 
and NLS:
u tt − ∆u + mu = ǫf (ωt, x, u), iu t − ∆u + mu = ǫf (ωt, x, u), x ∈ M .
Moreover, in [1, 2] , Berti and Bolle considered the NLW and NLS respectively, with a multiplicative potential: u tt − ∆u + V (x)u = ǫf (ωt, x, u), iu t − ∆u + V (x)u = ǫf (ωt, x, u), x ∈ T d .
In the present paper, our goal is to prove the existence of quasi-periodic solutions in time of the nonlinear beam equation (1.1) with a multiplicative potential V (x) and finite regularity nonlinearities on any compact Lie group or homogenous manifold with respect to a compact Lie group. There are three main difficulties in this work: (i) a multiplicative potential in higher dimensions. The eigenvalues of the operator ∆ 2 + V (x) appear in clusters of unbounded sizes and the the eigenfunctions are (in general) not localized with respect to the exponentials. We will use the similar properties of the eigenvalues and the eigenfunctions of the opearator −∆ + V (x) in [3] .
(ii) the finite differentiable regularities of the nonlinearity. Clearly, a difficulty when working with functions having only Sobolev regularity is that the Green functions will exhibit only a polynomial decay off the diagonal, and not exponential (or subexponential). A key concept one must exploit is the interpolation/tame estimates. (iii) the nonlinear beam equation are defined not only on tori, but on any compact Lie group or homogenous manifold with respect to a compact Lie group, which includes the standard torus T d , the special orthogonal group SO(d), the special unitary group SU (d), the spheres S d , the real and complex Grassmannians, and so on, recall [8] .
The rest of the paper is organized as follows: we state the main result (see Theorem 2.2) and introduce several notations in subsection 2.1. In subsection 2.2, we define the strong s-norm of a matrix M and introduce its properties. Section 3 is devoted to give the iterative theorem, see Theorem 3.27. In subsection 3.1, we give a multiscale analysis of the linearized operators L N (ǫ, λ, u) (recall (3.13)) as [1] , see Proposition 3.8. Our aim is to check that the assumption (A3) in Proposition 3.8 holds in subsection 3.2. Under that Proposition 3.8 and 3.17 hold, we have to remove some λ in Λ, recall (1.2). In subsection 3.3, the measure of the excluded λ satisfies (3.49) and (3.51) respectively. In subsection 3.4, we establish Theorem 3.27 and give the proof. At the end of the construction, we prove that the measure of the parameter λ satisfying Theorem 2.2 is a large measure Cantor-like set in subsection 3.5. Finally, in section 4, we list the the proof of some related results for the sake of completeness.
MAIN RESULTS
2.1. Notations. After a time rescaling ϕ = ω · t, we consider the existence of solutions u(ϕ, x) of
Define an index set N as
where Γ + (M ) is contained in an r-dimensional lattice (in general not orthogonal)
Γ := j ∈ R r : j = r k=1 j k w k , j k ∈ Z generated by independent vectors w 1 , · · · , w r ∈ R r . There exists an integer z ∈ N such that the fundamental weights satisfy
Moreover Γ + (M ) is required to satisfy a product structure, namely
Remark that (2.3) is used only in the proof of Lemma 3.11. We briefly recall the relevant properties of harmonic analysis on compact Lie group, see [4] . The eigenvalues of the Laplace-Beltrami operator ∆ on M are λ j := − j + ρ 2 + ρ 2 with respect to the the eigenfunctions e j,p (x), x ∈ M , j ∈ Γ + (M ), p = 1, · · · , d j ,
where · stands for the Euclidean norm on R r , ρ := r k=1 w k , e j (x) is the (unitary) matrix associated to an irreducible unitary representations (R V j , V j ) of M , namely
where (v p ) p=1,...,dimV j is an orthonormal basis of the finite dimensional euclidean space V j with scalar product ·, · . Denote by N j the eigenspace of ∆ with respect to λ j . The degeneracy of the eigenvalue λ j satisfies
Furthermore, by the Peter-Weyl theorem, we have the following orthogonal decomposition
Given n = (l, j) ∈ N and U, U 1 , U 2 ⊂ E ⊂ N, define |n| := max {|l|, |j|}, |l| := max Remark 2.1. We set n − n ′ = 0 if n − n ′ ∈ Z ν × (Γ \ Γ + (M )).
For some constants c 2 > c 1 > 0, the following holds: For s ≥ s 0 > (ν + d)/2, the Sobolev space H s has the following properties:
The above properties (1), (2) and (3) are also seen in [4, Lemma 2.13] . Let V (x) = m +V (x), where m is the average of V (x) andV has zero average. Define the composition operator on Sobolev spaces 8) where f ∈ C q (T ν × M × R; R). The core of a Nash-Moser iteration is the invertibility of the following linearized operator
where
In the Fourier basis e il·ϕ e j (x), the operator L(ǫ, λ, u) (see (2.9) ) is represented by the infinite-dimensional self-adjoint matrix
with a(ϕ, x) := (∂ u f )(ϕ, x, u(ϕ, x)). Similarly, we also define
where F is seen in (2.8), and
For all θ ∈ R, the operator L(ǫ, λ, u, θ) (see (2.13) ) is represented by the infinite-dimensional self-adjoint matrix depending on θ 15) where
and T ′ , T ′′ are given in (2.12). In addition denote by A N,l 0 ,j 0 (ǫ, λ, u, θ) the submatrices of A(ǫ, λ, u, θ) centered at (l 0 , j 0 ), where
We use the simpler notations
Clearly, the following crucial covariance property holds:
The main result of this paper is 
and a Cantor-like set D ǫ ⊂ Λ of asymptotically full Lebesgue measure, namely
such that, for all V ∈ C q satisfies (1.4), f ∈ C q and λ ∈ D ǫ , u(ǫ, λ) is a solution of (2.1) with ω = λω 0 . 
where G 0 is a closed subgroup of G, G is a simple connected compact Lie group, T r ′ is a tori. The eigenvalues of the Laplace-Beltrami operator ∆ on M are
with respect to the the eigenfunctions
2.9]).

Matrices with off
Moreover we introduce the strong s-norm of a matrix M ∈ M B C as follows:
where K 0 > 4 n∈Z ν ×Γ n −2s 0 , n = max(1, |n|), and
It is obvious that the s-norm in (2.22) satisfies that | · | s ≤ | · | s ′ for all 0 < s ≤ s ′ . The following properties (see lemmas 2.6-2.11) on the strong s-norm are given in [3] .
Then, ∀s > (ν + d)/2, the following holds: 
in particular, 
where M n , n ∈ C denote its n-th line. Moreover 
and, for all s ≥ s 0 ,
3. NASH-MOSER ITERATIVE SCHEME Consider the orthogonal splitting H s = H Nn ⊕ H ⊥ Nn , where H s is defined in (2.6) and
with u n ∈ C d j and
Furthermore P Nn , P ⊥ Nn denote the orthogonal projectors onto H Nn and H ⊥ Nn respectively, namely
Then, by means of (2.5), ∀n ∈ N, ∀s ≥ 0, ∀κ ≥ 0, the following hold:
In addition, for all j 0 ∈ Γ + (M ), denote by P N,j 0 the orthogonal projector from H s onto the subspace
This shows that H Nn,0 = H Nn (see (3.1)), P Nn,0 = P Nn (see (3.3) ). Moreover letP N,j 0 denote the orthogonal projector from H s 0 (M ) onto the spacě 6) then the composition operator F (recall (2.8)) has the following standard properties (P 1)-(P 3) (see [3] ):
Remark that the functions on
In addition the potential V satisfies that, for some fixed constant C,
where q is defined in (3.6).
3.1. The multiscale analysis. Let
where L(ǫ, λ, u) given by (2.9). To guarantee the convergence of the iteration, we need sharper estimates on inversion of the linearized operators L N (ǫ, λ, u):
Hence, for fixed l ∈ Z ν , θ ∈ R, some extra properties on the following linear operator
for N ≥Ñ (s 2 , V ) large enough, one has:
Proof. The proof is given in the Appendix.
Lemma 3.1 shows that there exists N 0 := N 0 (s 2 , κ 0 , V ) ∈ N (see the first step in the proof of Theorem 3.27) such that for fixed
holds, then we have
In addition, in the Fourier basis e il·ϕ , definition (2.14) implies
which gives rise to
Then, from (2.23), (3.7), (3.16) and u s 1 ≤ 1, we deduce
for ǫN τ 2 +δ(s 1 −̺) ≤c(s 1 ) small enough. Hence it follows from (3.16) and Lemma 2.11 that
Based on the fact (3.17), we have the following definitions. 
Otherwise A is N -bad.
Note thatm denotes the average of a(ϕ, x) on T ν × M , where a(ϕ, x) := (∂ u f )(ϕ, x, u(ϕ, x)), and that Θ is given in Proposition 3.8.
Otherwise we say that λ is N -bad.
In addition denote
As a result we have the following lemma:
. It follows from the fact of (3.17) deduced by (3.14) and Definition 3.2 that,
which carries out
It is easy that, for q = 1, 2,
Our goal is to show that a matrix A at the larger scale N ′ , where
is N ′ -good under some conditions, see (3.23)-(3.25) and (A1)-(A3) in proposition 3.8. 
then A is N ′ -good with
Proof. The proof of the proposition is shown in the Appendix.
3.2. Separation properties of bad sites. Let us check that the assumption (A3) in Proposition 3.8 holds. 
and
It is obvious that d(n, K) > N and diam(F N ) ≤ 2N < 4N . With the help of (2.3), there exists
Since n is (A(u, θ), N )-strongly-regular, by Definition 3.10, then
Lemma 3.11 establishes that if
Our goal is to get the upper bound of the number of (A(u, θ), N )-weakly-bad sites
Using the covariance property (2.21), we obtain that A N,j 0 (ǫ, λ, u, θ + λω 0 · l 0 ) is N -bad, which leads to θ + λω 0 · l 0 ∈ B N (j 0 ) (recall (3.19)). By assumption that λ is N -good, we have that (3.20) holds. For τ > 2χ 0 ν, we claim that there exists at most one element θ + λω 0 · l 0 with |l 0 | ≤ 2N ′ in each interval I q , which implies the conclusion of the lemma by (3.20) .
Let us check the claim. Suppose that there exists
If τ > 2χ 0 ν, then this leads to a contradiction to (3.28) for N ≥N (γ 0 , ν) large enough.
Proof. Since |l − l 0 | ≤ N ⇒ |l| ≤ N ′ + N , Lemma 3.12 establishes that the number of (A(u, θ), N )-weakly-singular sites (l, j) with |l − l 0 | ≤ N, |j − j 0 | ≤ N is bounded from above by N ν+d+r+5 × 4 r N r . By Definition 3.10, each (l 0 , j 0 ), which is (A(u, θ), N )-weakly-bad, is included in some N -ball centered at an (A(u, θ), N )-weakly-singular site. Moreover each of these balls contain at most 4 ν N ν sites of the form (l, j 0 ). Hence the number of (A(u, θ), N )-weakly-bad sites is at most 4 ν+r N ν+d+2r+5 × N ν .
Let us estimate the spatial components of the (A(u, θ), N )-weakly-bad sites for A(ǫ, λ, u, θ) with
Proof. Here we exploit that n ∈ N is singular if it is (A(u, θ), N )-weakly-bad. Denote by {n k , k ∈ [0,L]∩N} aB-chain of singular sites. Then
It follows from Definition 3.3 and the definition of λ j that
In fact, Definition 3.3 shows that
Clearly, we obtain that |ǫm| ≤ 1 if ǫ is small enough, which lead to (3.30). With the help of (3.30), we deduce
Then one of the following θ-independent inequalities holds:
which leads to
Combining this with the inequality
Due to (2.7), (3.29), (3.31) and the equality
we obtain
Define the following subspace of R r by
Let t be the dimension of F . Denote by
Formula (3.29) indicates that
for some z p ∈ R, p = 1, · · · , t. Hence we get
Based on above fact, we consider the linear system Qz = y, where
It follows from (3.32)-(3.33) that
In addition, by formula (2.2), we verify
Let Q * be the adjoint matrix of Q. It follows from Hadamard inequality that
, which leads to
Based on above inequality, (3.35)-(3.36) and Cramer's rule, we can obtain
Combining this with formulae (3.33)-(3.34) derives
As a consequence
Counted without multiplicity, the number of j k ∈ Γ + (M ) is bounded from above by
Hence, in view of (3.37), the following holds:
The upper bound ofL 1 can be proved by the same method as employed onL, namelỹ
In addition the iteration is carried out at most r steps owing to the fact t ≤ r. Hencẽ
Hence there exists some constant
In addition, the following equivalence relation is defined.
Let us state the following proposition.
Proposition 3.17. If we suppose
Proof. LetB = N 2 . By Definition 3.16, the equivalence relation induces that a partition of the (A(u, θ), N )-
Thus the assumption (A3) in Proposition 3.8 holds by Proposition 3.17 for j 0 = 0, θ = 0.
3.3. Measure and "complexity" estimates. We define
where · 0 is the operator L 2 -norm. Moreover we also define
are disjoint intervals with measure meas(
It follows from (2.13), (2.15), (2.17), (3.7), (3.12), u s 1 ≤ 1 and the definitions of P N,j 0 , H N,j 0 that
Using the above fact and Proposition 3.8 for
This implies that
are ranked in nondecreasing order with
where ♯E denotes the cardinality of the set E. Furthermore one has
Proof. The proof is given by Lemma 5.1 of [1] .
Letting v ≥ 1 and
by (2.7) and the definition of λ j , simple calculation yields
where b 1 , b 2 are given in (2.7). In addition, we assume that N ≥N (V, ν, d, ρ) > 0 large enough, and ǫκ
for some constant c > 0.
Proof. It follows from (3.41) that all the eigenvaluesμ l,j,p (θ),
, which leads to λ 2 j > 36N 4 owing to (3.43) . Combining this with |λω 0 | ≤ 3 2 and |l| ≤ N yields
Therefore, by means of (3.45) and (3.12), we deduceμ l,j,p (θ) ≥ N 2 , which implies
We restrict our attention for θ > 3N . Define
It follows from the inequality
Applying Lemma 3.19, for a = N −τ , b = 3N and ♯E ≤ CN ν+d , we have
where the intervals
The proof on B N . We have to study the measure of the set
With the help of the upper bound of meas(B 0 2,N (j 0 )), a complexity estimate for B 0 N (j 0 ) can be obtained.
Proof. If |θ| > sN 2 , then one has
Then, due to (3.12) and (3.45) , all the eigenvaluesμ l,j,p (θ),
which implies the conclution of the lemma.
where I q = I q (j 0 ) are intervals with meas(I q ) ≤ N −τ .
Proof. For brevity, we write
Consequently, we have that, for |∆θ| ≤ 1,
If (4N + 2|θ| + 1)|∆θ| ≤ N −τ , then it follows from (3.41) that
which gives rise toμ
2,N (j 0 ). By Lemma 3.21, we have to guarantee
This indicates |∆θ| ≤ c(s)N −(τ +1) , which carries out
Now we decompose each J p as an union of non-overlapping intervals with
Thus we get
where I q satisfies (3.46). Since I q does not overlap, we deduce
with s = 2((2b 1 + 4) 2 + 1)(b 2 /b 1 ) 2 . Thus we consider the following self-adjoint matrices
Combining this with Lemma 3.19 for
, we obtain
In addition
Combining this with
for all (λ, θ) ∈ Λ × R except for λ in a set of measure O(N −τ +ν+d+2 ).
Define 
Moreover define the following set
where C is given in Lemma 3.22.
Proof. Fubini Theorem yeilds that, for 
Combining this with Lemma 3.22 deduces that, ∀λ / ∈ C N (j 0 ), ∀j 0 ∈ Λ + (M ) with |j 0 | ≤
It follows from (3.52) and Lemma 3.20 that, ∀λ
I q , where I q = I q (j 0 ) are intervals with meas(
Hence, for all j 0 ∈ Γ + (M ) with |j 0 | ≤
Applying Lemma 3.24 yields
3.4. Nash-Moser iteration. We first give the following iterative theorem. From now on, we fix δ := 1/4, τ 1 := 3ν + d + 1, χ 0 := 3C 1 + 9, (3.53) τ := max{τ 1 + 3, 2χ 0 ν + 1} = max{3ν + d + 4, 2χ 0 ν + 1}, τ 2 := 3τ + 2(ν + r) + (ν + d), (3.54) Setting γ > 0, we restrict λ to the set
Theorem 3.27. There existc,γ (depending on ν, d, r, V, γ 0 , κ 0 ) such that if
The sequence (u n ) n≥0 converges in s 1 -norm to a map
Moreover
is the Cantor-like set, and for all λ ∈ D ǫ , u(ǫ, λ) is a solution of (2.1) with ω = λω 0 .
Remark 3.28. The case (F 2) n=0 for u −1 := 0 is seen as (F 1) 0 .
Step1: Initialization. Let us check that (F 1) 0 , (F 4) 0 , (F 5) 0 hold. In the first step of iteration, the equation (P N 0 ) is written as the following form
where L λ is given by (2.10).
This gives that L −1
Combining this with formula (3.4), we get the conclusion of the lemma.
Then solving equation (3.61) is reduced to the fixed point problem u = U 0 (u), where 
is small enough, owing to (3.7), (3.62) and u s 1 ≤ 1, then it shows
0 . In addition, by (3.7), (3.62) and u s 1 ≤ 1, we have that, for ǫγ −1 N τ 1 +s 1 +σ 0
Thus the map U 0 is a contraction in B(0, ρ 0 ).
Denote byũ 0 the unique solution of equation (3.61) in B(0, ρ 0 ). The map U 0 (see (3.64)) has u = 0 as a fixed point for ǫ = 0 . By uniqueness we deduceũ 0 (0, λ) = 0. The implicit function theorem implies that
Formulae (3.65) and (3.62) give that
Consequently, applying ũ 0 s 1 +2
, we derive that, for all σ ≥ 2,
Then u 0 := ψ 0ũ0 ∈ C 1 (Λ; H N 0 ). It follows from ũ 0 s 1 ≤ ρ 0 (see Lemma 3.30), (3.68)-(3.69) that, for all σ ≥ 2, 
which indicates that, for N = N 0 , θ = 0, j 0 = 0,
Consequently, for all s 1 ≥ s 0 + ̺ and u 0 s 1 ≤ 1, we verify
Hence, for all s 1 ≥ s 0 + ̺ and ̺/2 ≤ δs 1 , it follows from Lemma 2. 
Formulae (3.72) and (3.74) give that (F 5) 0 holds.
Step 2: assumption. Assume that we have get a solution u n ∈ C 1 (Λ; H Nn ) of (P Nn ) and that properties (F 1) k -(F 5) k hold for all k ≤ n.
Step 3: iteration. Our goal is to find a solution u n+1 ∈ C 1 (Λ; H N n+1 ) of (P N n+1 ) and to prove the statements (F 1) n+1 -(F 5) n+1 . Denote bỹ u n+1 = u n + h with h ∈ H N n+1 a solution of (P N n+1 ). In addition it follows from (3.2), σ ≥ 2 (see (3.56)) and N 0 ≥ 2 that
where L N n+1 (ǫ, λ, u n ) is defined in (3.13) and
77)
Remark that P N n+1 P ⊥ Nn (D λ u n ) = 0 according to (2.10). Our aim is to prove the linearized operators L N n+1 (ǫ, λ, u n ) (recall (3.13)) is invertible and to give the tame estimates of its inverse using Proposition 3.8. In addition formulae (2.9), (2.11) and (2.20) deduce that L N n+1 (ǫ, λ, u n ) may be represented by the matrix A N n+1 (ǫ, λ, u n ). We distinguish two cases.
If 2 n+1 ≤ χ 0 , then there exists χ ∈ [χ 0 , 2χ 0 ] such that
, the assumption (A3) of Proposition 3.8 may be applied to A N n+1 ,j 0 (ǫ, λ, u n , θ).
Let us consider the case 2 n+1 ≤ χ 0 . By Lemma 3.11, if the site n = (l, j) ∈ K N n+1 is (A(u n , θ),Ñ )-strongly-good for A(ǫ, λ, u n , θ) with |(l, j − j 0 )| ≤ N n+1 , then it is (A N n+1 ,j 0 (ǫ, λ, u n , θ),Ñ )-good. This implies
It follows from Lemma 3.7 and (F 1) n that GÑ (u n ) = Λ, which shows that λ ∈ ∩ n+1 k=1 G 0
isÑ -good for A N n+1 ,j 0 (ǫ, λ, u n , θ). Combining this with (3.54), (3.79) and Proposition 3.17 gives that the assumption (A3) of Proposition 3.8 applies to A N n+1 ,j 0 (ǫ, λ, u n , θ). If 2 n+1 > χ 0 , then a simple discussion as above yields
If the following
holds, by (3.54), (3.80) and Proposition 3.17, we have that the assumption (A3) of Proposition 3.8 applies to A N n+1 ,j 0 (ǫ, λ, u n , θ). Let us verify formula (3.81). In fact, for p = 0, it follows from Lemma 3.7 and (F 1) n that G N 0 (u n ) = Λ. Hence it is clear that (3.81) holds for p = 0. For p ≥ 1, one has
Proof. The operator L N n+1 (ǫ, λ, u n ) is represented by the matrix A N n+1 (ǫ, λ, u n ). Let λ ∈ D n+1 (recall (3.59)), which leads to λ ∈ U N n+1 (u n ). Definition (3.48) gives that A N n+1 (ǫ, λ, u n ) is invertible with
In addition formulae (2.23), (3.7), (3.12) and (F 1) n deduce
Under (3.83)-(3.84) and Lemma 3.31 for θ = 0, j 0 = 0, the assumptions (A1)-(A3) in Proposition 3.8 are satisfied. If 2 n+1 ≤ χ 0 (resp. 2 n+1 > χ 0 ), combining this with Remark 3.26 yields that Proposition 3.8 is applied to A := A N n+1 (ǫ, λ, u n ) with
Hence, for s = s 1 , δs 1 ≥ ̺/2, it follows from (3.27), (2.23), (3.4), (3.12), (3.7), (3.2) and (F 1) n that, for all λ ∈ D n+1 ,
.
(3.85)
Moreover for s = s 2 , δs 1 ≥ ̺/2, by (3.27), (2.23), (3.4), (3.12), (3.7), (3.2), δ = 1/4, (3.55) and (F 5) n , we have that, for all λ ∈ D n+1 ,
It follows from (1.2), (2.28), (3.2), σ ≥ 2 (see (3.56) ) and N 0 ≥ 2 that
In addition, applying (2.23), (3.4), (3.8), (3.54)-(3.55), (3.58), (F 1 ) n and δs 1 ≥ ̺/2, we deduce
The proof of the lemma is completed.
Then, owing to Lemma 3.32, solving the equation (P N n+1 ) (see also (3.76) ) is reduced to the fixed point problem h = U n+1 (h) with
where R n (h), r n are defined in (3.77)-(3.78).
Moreover the unique fixed pointh
where A n is seen in (F 5) n .
Proof. For all λ ∈ B(D n+1 , 2N
−σ n+1 ), it follows from (3.77)-(3.78), (3.5), (3.7), (3.10)-(3.12) and (F 5) n that r n s 1 + R n (h) s 1 ≤c
Letting h s 1 ≤ ρ n+1 , by (3.91), (2.26), (3.82), (3.94) and (3.2), we check that, for some constants
which leads to U n+1 (h) s 1 ≤ ρ n+1 . Moreover differentiating (3.91) with respect to h yields
Using (2.26), (3.82), (3.9), (F 1) n and (3.95), we deduce
Hence U n+1 is a contraction in B(0, ρ n+1 ). Leth n+1 (ǫ, λ) denote by the unique fixed point of U n+1 . In addition, by means of (2.26), (3.82), (3.91), (3.93), (3.2) and h n+1 ≤ ρ n+1 , we obtain
Combining this with (3.95) gives that (3.92) holds.
Denote Let us verify the upper bound ofh n+1 in high norm.
Proof. Applying (3.91), (2.26) and (3.82) yields
Let us check the upper bounds of R n (h n+1 ) s + r n s for s = s 1 , s 2 . It follows from (3.77), (3.10), (3.92), h n+1 s 1 ≤ ρ n+1 , (F 5) n , (3.11) and (3.95) that
A n + ǫρ n+1 h n+1 s 2 ). (3.98) Moreover, using (3.78), (3.5), (3.7), (3.12) and (F 5) n , we deduce
Consequently, by (3.98)-(3.99), (3.2), (3.55)-(3.56) and the definition of ρ n+1 , we get that, for ǫ small enough,
Next, let us estimate the derivatives ofh n+1 with respect to λ.
Proof. Lemma 3.33 shows that for all λ ∈ B(D n+1 , 2N
−σ n+1 ),h n+1 is a solution of equation (3.96) . Applying (3.96) and (3.13) yields
. It follows from (2.23), (3.8), (3.4), δs 1 ≥ ̺/2, (P 1) n , (F 1) n , (F 5) n , h n+1 ≤ ρ n+1 < 1 and (3.97) that
Using (3.82), (3.102) together with (3.56), we deduce
Combining this with Lemma 2.11 yields 
Consequently, using the fact that u n solves (P Nn ) deduced by (3.75) and (F 4) n , we deduce
Remark that P N n+1 P ⊥ Nn (D λ u n ) = 0 according to (2.10). To establish (3.100), we have to verify the upper bounds of ∂ λ Q n+1 (ǫ, λ,h n+1 ) in s 1 , s 2 -norms. It follows from (2.10), (3.4)-(3.5), (3.92), (3.12), (F 1) n , (F 5) n , h n+1 s 1 ≤ ρ n+1 < 1, (3.8)-(3.9), (3.58) and (3.97) that
Then we define h n+1 as
Hence, by (3.105)-(3.106), Lemma 3.33, (3.97), (3.100), (F 5) n , (3.56) and δ = 1/4, one has that h n+1 ∈ C 1 (Λ; H N n+1 ) with
Moreover it is clear that h n+1 (0, λ) = 0. As a consequence, we define u n+1 (ǫ, ·) ∈ C 1 (Λ; H N n+1 ) as
where h n+1 is given by (3.106). Let us check that properties (F 1) n+1 -(F 5) n+1 hold. It follows from (3.70)-(3.71), (F 2 ) n , (3.107) and (3.109) that
Therefore property (F 1) n+1 holds. It is straightforward that property (F 2) n+1 holds according to (3.107), (3.109) and (3.111). By the definitions of ψ n+1 , h n+1 (see (3.105)-(3.106)), we have that
, which leads to that u n+1 solves equation (P N n+1 ), namely property (F 4) n+1 . Let us check that property (F 5) n+1 holds. Indeed, the definitions of A n+1 and A ′ n+1 establish that
. Now, we are denoted to prove property (F 3) n .
where A(ǫ, λ, u, θ) is defined in (2.15). This implies that
, ∀θ ∈ R by definitions (3.19) and (3.39). Hence, using (3.21), (3.40), we establish
Let us prove the claim (3.114). It follows from (2.23), (3.7), (3.12) and (F 1) n that
Combining this with the fact A
and Lemma 3.31 yields that the assumptions (A1)-(A3) in Proposition 3.8 are satisfied. If 2 n+1 ≤ χ 0 (resp. 2 n+1 > χ 0 ), then we apply Proposition 3.8 to A := A N n+1 (ǫ, λ, u n , θ) with
Hence, for all s ∈ [s 0 , s 1 − ̺], it follows from (3.27), (2.23), (3.7), (3.12), and (F 1) n that
It is clear that
By Lemma 2.11, we obtain that, for all s ∈ [s 0 , s 1 − ̺],
,
3.5. Measure estimate.
Lemma 3.37. The complementary of the set U defined in (3.57) has that, for some constant C 2 > 0,
Proof. Definition (3.57) gives
Using (1.3) and |l| ≤ N 0 , we deduce
Thus one has
, which carries out
Thus, if τ 1 − 3ν − d ≥ 1, then the following holds:
Finally, for ǫ 0 small enough, we choose
to guarantee that (3.58) is satisfied, and that 16γ −1 ≥ max{κ 3.7 and (3.42) ). To apply Proposition 3.25 to G 0
where T ′′ (u) is defined in (2.12). It is easy that
where ̺ = (2ν + d + r + 1)/2 (recall Lemma (2.6)). Moreover
Hence, by (3.58), we get (3.119). Consequently, the complement of D ǫ in Λ has measure
4. APPENDIX 4.1. Proof of lemma 3.1. Before proving the lemma, we have to give some definitions. We call that the site
Otherwise j is singular. Let R, S denote the following sets R := {j ∈ E | j is regular}, S := {j ∈ E | j is singular}.
It is straightforward that E = R + S. For fixed l ∈ Z ν , θ ∈ R, let A represent the following linear operator:
Abusing the notations, we wtite
Moreover, M E R , N E R satisfy (4.5)-(4.7). In fact, for j ∈ E is regular, we obtain
From (2.24)-(2.25), (2.23), it yields that
Then (4.1) becomes
In addition, it follows from (2.29), (4.2)-(4.4) and the definition of the set R that
The second reduction:
satisfying (4.12)-(4.14) such that
In fact, since E = R + S, then
Then it follows from Lemma 2.11 that (I R R + M R R ) is invertible with
10)
As a consequence equation (4.9) is reduced to 
14)
The third reduction:
In fact, since E = R + S, for j ∈ E is regular, this holds:
Since j ∈ R, formula (4.15) infers thatM S j = 0, which then gives thatN E j = 0. Therefore |A
It follows from (2.24)-(2.25), (4.12)-(4.14) and (4.16)-(4.18) that
In addition, by (4.16), it is obvious that
is a left inverse ofM S E . If δ < 1, then there exists some constant C(r) > 0 such that S (the set of singular sites) admits a partition with
(4.23) Therefore we have the following result: The final reduction:
. The definition ofΩ α together with (4.23) may indicatê
Combining this with (2.27), (4.20) , (3.12), for all s 1 ≥ s 0 + ν + r + ̺, we obtain
In addition, for N ≥Ñ (s 1 , V ) large enough and s 1 > 2(1+C(r)) δ τ + (s 0 + ν + r + ̺), formulae (2.30) and (4.27) establish
Step2:
j ′′ = 0 owing to (4.24). As a consequence
, by definition (4.29), we obtain thatỸ
(s+ν+r)+τ .
Step3: For N ≥Ñ (s 1 , V ) large enough and s 1 > (1 + C(r))(s 0 + ν + r) + 2(1+C(r)) δ τ + (s 0 + ν + r + ̺), it follows from (4.27) and (4.30) that
Combining this with the equalityM S E = X S E + Z S E and Lemma 2.11 establishes thatM S E has a left inverse
Thus the system (4.1) is equivalent to 
The definition of E and (3.4) give V s+ν+r+̺ ≤c ν+r+̺ 2 N ν+r+̺ V s . Consequently, for N ≥Ñ(s 2 , V ) large enough, combining this with (3.12) yields
where τ 2 > δ(s 0 + ν + r) + 2τ + ν + r + ̺ + 1 = 2τ + 
(4.33)
Letting ϑ := λω 0 · l + θ, by the definitions of the singular site and λ j , we give
Combining this with formulae (4.35)-(4.36), we derive
which then implies
Case2. If there exists some
The upper bound of L 1 can be proved by the same method as employed on L, namely
The fact r 0 ≤ r leads to that the iteration is carried out at most r steps. Thus
for some constant C(r) > 0. Let B = N δ 2(1+C(r)) .
Definition 4.4. We say that
The equivalence relation induces that a partition of S satisfies
Denote by G, B the following sets
It is clear that
A = G ∪ B. Moreover G =R ∪ R, wherē R := {j ∈ G | j is (A, N )-regular}, R := {j ∈ G | j is regular}.
Proof. Abusing the notations, we wtite
A A A := A, u A := u, h A := h, where A A A ∈ M A A , u A , h A ∈ H s A .
Consider the following Cramer system
The first reduction: For N ≥N (Θ, Υ, s 1 ) large enough, there exist
From (2.25), (3.18) and (A1), it yields that
Combining this with (2.24), (2.28), (3.18) and (A1) verifies
Then (4.40) becomes
Since d(n, A\F) ≥ N , we have that P n ′ n = 0 for |n − n ′ | ≤ N . Hence, by means of (2.27), (4.44), (4.46), for
Letting e := τ 2 + ν + r + s 0 , for N ≥N (Υ, s 1 ) large enough, we get
In addition, definition (4.46) gives that S n ′ n = 0 for |n − n ′ | > 4N . As a consequence In fact, by means of the fact A = G + B and formula (4.43), we infers
IfΘ is large enough subject to Υ, then we have Step2: DefineỸ A B byỸ if χ −1 C 1 < δ, χ −1 (2e + 2χτ + 2C 1 (s 0 + ν + r) + χ(ν + r)) < τ 2 .
