Abstract. Let J I be two ideals of a polynomial ring S over a field, generated by square free monomials. We show that some inequalities among the numbers of square free monomials of I \J of different degrees give upper bounds of depth S I/J.
Introduction
Let S = K[x 1 , . . . , x n ] be the polynomial algebra in n variables over a field K, d ≤ t be two positive integers and I J, be two square free monomial ideals of S such that I is generated in degrees ≥ d, respectively J in degrees ≥ d + 1. By [2, The aim of this paper is to extend this theorem. Our Theorem 1.3 says that depth S I/J = t if depth S I/J ≥ t and
If t = d then this result is stated in Theorem 0.1 (a previous result is given in [3] ).
If t = d + 1 then the above result says that depth S I/J ≤ d + 1 if
A particular case with I principal is given, with a different proof, in our Proposition 1.1. Theorem 0.1 is a small step in an attempt to show Stanley's Conjecture for some classes of factors of square free monomial ideals (see our Remark 1.6 for some details) and we hope that our Theorem 1.3 will be useful in the same frame.
Upper bounds of depth
The aim of this section is to show the extension of Theorem 0.1 stated in the introduction. We start with a particular case. Proof. First suppose that q = ρ d+2 (I \ J) > 0. Let g ∈ I \ J be a square free monomial of degree d + 2. Renumbering the variables x we may suppose that I is generated by f = x 1 · · · x d and g = f x d+1 x d+2 . Since g ∈ J we see that
Again renumbering x we may suppose that
are all the square free monomials of degree d+1 from I \J. Set T = (b 3 , . . . , b s ) (by hypothesis s ≥ 3). In the exact sequence
we see that the left end has depth d + 1 by Theorem 0.1 since T ∩ J is generated in degree ≥ d + 2 and
It follows that depth S I/(T + J) = d + 2 and so the Depth Lemma says that depth S I/J = d + 1.
Now suppose that q = 0. As above we may assume that
where L is the Veronese ideal generated by all square free monomials of degree 2 in x d+1 , . . . , x d+s . It follows that I/J ∼ = K[x 1 , . . . , x d+s ]/L which has depth d+1.
Next we present some details on the Koszul homology (see [1] ) which we need for the proof of our main result. Let
be the Koszul derivation given by
We consider the element z = r q=1 y q f q e σq of K n−d−i (x; I/J), where y q ∈ K. Then
where ε kq ∈ {1, −1} if f q |b k , otherwise ε kq = 0. Thus ∂ n−d−i (z) = 0 if and only if
, that is y = (y 1 , . . . , y r ) is in the kernel of the linear map h n−d−i : K r → K s given by the matrix ε kq . Now we will see when z ∈ Im ∂ n−d−i+1 . Since the Koszul derivation is a graded map we note that z ∈ Im ∂ n−d−i+1 if and only if z = ∂ n−d−i+1 (w) for a w = (1) the complex K
Proof. The first statement follows from above and the second one is only a consequence. If r > rank h n−d−i+1 + rank h n−d−i then Im h n−d−i+1 Ker h n−d−i and the last statement follows also from above. Theorem 1.3. Let d ≤ t ≤ n be two integers and set
Suppose that depth S I/J ≥ t and ρ t+1 (I\J) < α t . Then depth S I/J = t independently of the characteristic of K.
Proof. We have α j = ρ j (I \ J) − α j−1 for d < j ≤ t. By Lemma 1.2 (2) we get h n−d injective and
, and so rank h n−d−1 = α d+1 . By recurrence we get rank h n−t+1 = α t−1 . Clearly, rank h n−t ≤ ρ t+1 (I \ J). By hypothesis, ρ t+1 (I \ J) < α t = ρ t (I \ J) − α t−1 . It follows that rank h n−t < ρ t (I \ J) − α t−1 = ρ t (I \ J) − rank h n−t+1 which gives depth S I/J = t by Lemma 1.2 (3).
Next example shows that the above theorem is tight.
are all square free monomials of degree 2 from I \ J and x 1 x 2 x 3 , x 2 x 3 x 4 are all square free monomials of degree 3 from I \ J. Thus ρ 2 (I \ J) = 4 = ρ 1 (I) + ρ 3 (I \ J), but depth S I/J = 3. On the other hand, taking J ′ = J + (x 2 x 3 x 4 ) we see that depth S I/J ′ = 2 which is given also by Theorem 1.3 since ρ 3 (I \ J ′ ) = 1 and we have ρ 2 (I \ J ′ ) = 4 > 3 = ρ 1 (I) + ρ 3 (I \ J ′ ). Remark 1.6. Consider the poset P I\J of all square free monomials of I \ J (a finite set) with the order given by the divisibility. Let P be a partition of P I\J in intervals [u, v] = {w ∈ P I\J : u|w, w|v}, let us say P I\J = ∪ i [u i , v i ], the union being disjoint.
