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Resum 
 
Aquest projecte examinarà les prestacions d’un sensor radar a 24GHz per a 
mesurar vibracions en edificis. Aquesta aplicació té com a objectiu final 
detectar, mitjançant la mesura de la freqüència de vibració pròpia, els 
possibles danys que hi pugui haver en un edifici o qualsevol estructura.  
 
Es farà servir un radar comercial que treballa a freqüències més altes que les 
que es fan servir actualment per a aquesta aplicació. Es pretén testejar les 
prestacions del sensor realitzant mesures sobre vibracions amb un 
comportament conegut. 
 
 
Es dissenyarà un sistema d’adquisició per tal d’obtenir dades del sensor. 
Aquest sistema acondicionarà la senyal rebuda pel radar per a poder-la 
adquirir mitjançant una placa i poder-la processar amb un PC. 
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Overview 
 
This project will examine the capabilities of a radar sensor at 24GHz to 
measure the vibrations of buildings. The aim of this application, based on the 
detection of the vibration frequencies of the structure, is to detect possible 
damages suffered by the building. 
 
A commercial radar sensor working at frequencies higher than those ones 
conventionally used. To test the capabilities of the sensor some measurements 
of vibrations of objects will be carried out.  
 
An acquisition system is designed and realized to store the data provided by 
the sensor. The conditioned signal provided by the sensor is acquired and 
processed using a commercial board and a standard PC. 
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CHAPTER 1. INTRODUCTION 
 
1.1. Introduction 
 
This project has been developed at the Geomatics division of the Centre 
Tecnològic de Telecomunicacions de Catalunya or CTTC (formerly the Institute 
of Geomatics (IG)), in the Remote Sensing department. This institute is located 
at the Parc Mediterrani de la Tecnologia in Castelldefels. The main purpose of 
this division of the CTTC is the promotion and the development of Geomatics 
through applied research and teaching. Geomatics are the set of sciences and 
techniques that deal with the study, acquisition, storage, organization, analysis, 
dissemination, management and use of geographically-referenced spatial 
information. Geomatics disciplines include, among others, cartography, 
photogrammetry, remote sensing, sensor calibration and orientation, geodesy, 
topography, geographic information systems, civil engineering, deformation 
measurement and geomatic engineering. 
 
The main goal of this project is to study the development of a new system able 
to provide measurements of the vibrations of civil structures as bridges, towers 
and buildings, using radar technique. This can give information about the 
building’s health, aiming at detecting damaged buildings (see [6], [8], [9] and 
[10]). 
 
The system is based on a commercial radiofrequency (RF) sensor working at 
24GHz that takes advantage of the Doppler effect to measure the movement of 
targets. This sensor is relatively cheap (50$), but the transmitted RF power is 
very low and it does not include any amplification stage. This is one of the 
reasons why it will be necessary to add an amplification and a filter stage 
previous to the acquisition.  
 
The manufacturer of the RF sensor used in this project recommends filtering the 
output signal over 300Hz.The building vibrations can be produced by various 
factors, for example by the traffic and the wind. They typically occur at low 
frequencies (0.1-30Hz), being therefore the 300Hz range wide enough to 
capture the desired vibrations.  
 
 
1.2. Goals 
 
The achievement of the main goal of the project includes some related 
milestones here resumed: 
 
 To study the basic principles of the radar sensor and the proposed 
technique. 
 To design and implement an analogical device for amplifying and filtering 
the signal received by the RF sensor. 
 To adapt the analogical signal to the dynamic range of the converter. 
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 To select an analogical to digital conversion board to acquire the data. 
 To store the data. 
 To process and analyse these samples through standard software (SW) 
tools. 
 To perform measurements to compare the results with those obtained 
with a ku band radar available at CTTC. 
 
 
1.3. State of the art 
 
The first uses of radar were for military purposes. Currently radar techniques 
are used in many applications. The most common is air traffic surveillance, for 
controlling the air traffic. Radar is also commonly used for measuring the 
distance of ships to prevent collisions. Traffic control, to obtain the speed of 
vehicles, is another application of radar that uses the Doppler effect as in this 
project. There are a lot of further applications which requires to detect objects at 
a certain distance or to estimate their speed. 
 
The sensor used in this project has to measure the vibrations of buildings. 
These vibrations can be induced by the wind, the traffic, etc. Damage produced 
to a structure will change their frequency response, so a measurement of the 
vibrations can be used to detect possible damages suffered by the building. 
 
The conventional sensors used to measure vibrations are the accelerometers 
but the main disadvantage is that they require to be installed inside the 
structure, in contact with it. If the building is damaged this procedure can be 
dangerous because of the risk of collapsing. Using the radar, it is possible to 
monitor it remotely and therefore in safe conditions (see [7]). 
 
 
 
 
Fig. 1.1 Commercial accelerometer 
 
 
On the other hand, one drawback of using radar instead of accelerometers is 
that the obstacles in the line of sight can compromise the Signal to Noise Ratio 
at the receiver. In addition, at very large distances it requires a lot of power to 
be transmitted to compensate the attenuation because of the free space losses.  
 
Nowadays there are commercial radars working at the Ku band (around 17GHz) 
for this application. CTTC owns a radar operating at 17.2 GHz, called IbiS-S. 
This apparatus, which is a coherent radar, can work up to a maximum range of 
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1km and uses the interferometric technique, which basically consists in getting 
the phase difference between two subsequent samples, to retrieve the structure 
displacement with an accuracy of the order of wavelength, i.e. in this case close 
to tens of microns.  
 
The apparatus shown in Fig. 1.2 is mounted on a tripod. It uses two horn 
antennas (one for transmission and one for reception), and it is controlled by a 
PC for the configuration and data storage.    
 
 
 
 
Fig. 1.2 IBIS-S radar 
 
 
Here we propose to use a higher frequency (shorter wavelength). In this case 
the antenna encumbrance is minor although the circuitry will be more complex. 
The most important thing of using a higher frequency is that the sensibility can 
improve. 
 
In this project, to implement the Radio Frequency section a small radar 
transceiver is used. It is shown in Fig. 1.3: 
 
 
 
 
Fig. 1.3 NJR4262 sensor 
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The following tables describe the characteristics of this radar transceiver. Table 
1.1 describes the most important characteristics, such as the operation 
frequency, the Equivalent Isotropic Radiated Power (EIRP), etc. Table 1.2 
describes the mechanical characteristics, such as the dimensions of the sensor 
and the pin assignment. Table 1.3 and Table 1.4 refer to operating conditions 
as humidity, vibration, operational temperature, etc. Also, the radiation pattern is 
included (Fig. 1.4). It shows how the radiated power is distributed in the space 
(see [1] for more information about antenna parameters). 
 
 
Table 1.1 Electric characteristics 
 
 Min Typ Max Unit 
1.1 Operation voltage 3.3 - 5.5 V 
1.2 Operation current - 45 55 mA 
1.3 Operation frequency 24.05 - 24.25 GHz 
1.4 E.I.R.P  +16 
(40) 
+20 
(100) 
dBm 
(mW) 
1.5 Frequency stability -1 - 0 MHz/deg.C 
1.6 Start-up time - 4 6 ms 
1.7 2nd harmonics - - -30 dBm 
1.8 Radiation pattern - - -  
1.8.1 -3dBm beam width (H-plane) - 70 - deg. 
1.8.2 -3dBm beam width (V-plane) - 28 - deg 
1.8.3 Side lobe suppression (H-plane) - - - dB 
1.8.4 Side lobe suppression (V-plane) - 13 - dB 
1.9 Noise voltage - - 400 mV 
1.10 Signal level 0.5 0.8 - Vp-p 
1.11 Offset voltage 1.1 1.35 1.6 V 
1.12 I-Q Amplitude balance -3 - +3 dB 
1.13 I-Q Phase balance 85 - 95 deg. 
 
 
 
 
Fig. 1.4 Scheme of the radiation patern of the sensor’s patch antennas 
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Table 1.2 Mechanical characteristics 
 
Item Specification 
2.1 Size 25(W) x 25(D) x 7.3(H) mm 
Tolerance ± 0.5 mm 
2.2 Weight 7 g max 
2.3 Interface / Pin 
assignment  
Pin Size: 0.64 mm square 
Pin Pitch: 2.54 mm 
 
 
 
Table 1.3 Environmental characteristics 
 
Item Specification 
3.1 Operation Temperature -20 to +60 deg.C 
3.2 Storage Temperature -40 +80 deg.C 
3.3 Humidity 0 to 95% (+30 deg.C) 
3.4 Vibration 49.03m/s2 (5G) 
30 to 50 Hz, 10  minutes, XYZ 
direction 
3.5 Shock 196.13 m/s2 (20G) 
Half sine, 11msec, XYZ direction, 3 
times 
 
 
Table 1.4 Absolute Maximum Rating 
 
Item Min. Typ. Max. Unit 
4.1 Supply voltage 0 - 7 V 
4.2 Operation temperature -40 - +85 deg.C 
4.3 Storage temperature -40 - +85 deg.C 
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CHAPTER 2. RADAR CONCEPTS 
 
This chapter describes the basic concepts of radar, mainly focusing on those 
related to our project: 
 
 In the first section, the radar principle is described; some basic 
parameters are defined.  
 In the second section, the basic types of radar are commented, including 
Doppler radar which is used in this project.  
 In the third section, the Frequency Modulated Continuous Wave (FMCW) 
radar is described. 
 
 
2.1. General radar concepts 
 
The word radar stands for RAdio Detection and Ranging. The principle of radar 
is quite simple. It sends pulsed signals over time: if the transmitted signal hits a 
target, the signal is reflected (an echo is generated). It is possible to detect the 
target by receiving this echo, and also know the distance between the radar and 
the target, d, subtracting the time when the signal was generated, t1, from the 
time when the echo arrives to the receiver, t2. 
 
 
2
)( 12 ttcd

      (2.1) 
 
 
where c is the speed of the travelling electromagnetic waves; the factor of 2 
comes because the pulse must travel to the target and back before detection 
(twice the range). 
 
 
 
 
Fig. 2.1 Radar scenario 
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In Fig. 2.1 the basic concept of the radar principle is shown, using a single 
antenna and the transmitting and the receiving sections must be connected 
through a circulator (a device which allows separating the paths of the 
transmitted and the received signal). The transmitted wave hits the target and 
this produces an echo signal. This echo signal is captured by the radar antenna 
and is directed to the receiver. 
 
There are some aspects that must be considered. First, if the radar is constantly 
sending pulses, there will be a maximum distance to determine the distance of 
a target without ambiguity, because if the echo of a pulse arrives after a second 
pulse is sent, then we cannot determine unambiguously the distance to the 
target. The maximum distance then depends on the separation between pulses: 
 
 
2/max prfcTR       (2.2) 
 
 
Where Tprf is the repetition period of the signal sent (see Fig. 2.2). 
 
 
 
 
Fig. 2.2 Pulsed radar signals: definition of the repetition period Tprf 
 
 
Second, if two targets are too close and the duration of the pulse is too large, 
the two echoes will be detected as a single echo. This is related to the range 
resolution of the radar, R, which is the minimum distance at which two different 
targets can be separated (see [2]). 
 
Third, the power sent to the target will be attenuated mainly by the effect of free 
space losses when the signal is going to the target and back. The equation 
used to estimate the received power (radar equation) is the following: 
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AeffG
d
Pt tx  
 22 )4(
1
Pr               (2.3) 
 
 
Where: Pt is the transmitted power, Gtx is the gain of the transmitting antenna,  
is the radar cross section of the target (a parameter that depends on the target 
backscattering characteristics), Aeff is the effective area of the receiving 
antenna (that depends on the wavelength and on its gain) and finally the last 
term related to the distance d takes into account the effect of free space losses 
(see [1] and [2]).   
 
Grx is the gain of the receiving antenna and is related to its effective area: 
 
 
effrx AG 2
4


            (2.4) 
 
 
is the wavelength, related to the operating frequency and the velocity c: 
 
 
 
f
c
           (2.5) 
 
 
The gain of the antenna depends on the dimensions in terms of the wavelength. 
In our application, it is important to have high gain, and that means that the 
antenna should be as large as possible in terms of wavelength. If the frequency 
is high, then the wavelength will be short and then it is possible to have a high 
gain, even if the antenna is small. That’s an advantage of having a radar which 
transmits at a high frequency. 
 
In this equation the atmospheric attenuation is considered negligible and can be 
used in our case where the distance is very short. 
 
 
2.2. Radar types 
 
It is possible to distinguish between these types of radar: 
 Pulsed radar 
 Doppler radar 
 Continuous wave radar (CW) 
 
The pulsed radar consists on sending signals whose energy is concentrated in 
a short period of time. The radar has to send a lot of energy in the short period 
of time it is transmitting. With the aim of transmitting high power, the duration of 
the pulses has to be generally as short as possible to achieve a fine range 
resolution. On the contrary, the continuous wave radar sends continuously a 
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signal over time. The power doesn’t need to be so high, because it is distributed 
over time. On the other hand the use of short pulse can generate the problem of 
a low signal to noise ratio at the receiver because the received signal strength is 
proportional to the pulse duration. 
 
The Doppler radar is based in the Doppler effect. This is a phenomenon that is 
related to the speed of a target which produces echoes. If this target is moving 
at a certain velocity with respect to the radar, along the Line Of Sight (LOS), 
then the frequency of the electromagnetic waves suffer variations.  
 
 
 
 
Fig. 2.3 Doppler effect caused by a moving source 
 
 
In a Doppler radar, by processing the spectral response of the received echo 
signal it is possible to determine the LOS component of the speed of the target 
i.e. by measuring the frequency variation of the signal. 
 
The Frequency Modulated (FM) radar transmits a signal which varies the 
frequency over time, sweeping a finite band. Usually the frequency is linearly 
modulated, increasing with the time. This means that the signal is wide in the 
frequency domain, and according to Fourier analysis in the time domain it 
behaves as a narrow signal, as in the pulsed radar. This has the advantage of 
having a high resolution without sending short-duration signals. So there’s no 
need to transmit a lot of energy in a short period of time, but instead to transmit 
less energy but for a relative long lapse. The resolution of the FM radar is not 
limited by the duration of the single frequency pulse, but by the scanned 
radiofrequency bandwidth, so it normally can perform spatial range resolution 
similar to that of the pulsed radar but with a higher signal to noise ratio. Fig. 2.4 
illustrates the FM concept: 
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Fig. 2.4 Frequency Modulated signal 
 
 
The SFCW radar, which stands for Stepped Frequency Continuous Wave radar, 
is similar to FMCW. SMCW radars change the frequency of the signal 
incrementally and not strictly in a continuous way. 
 
In CW radar is important to have a large bandwidth for a better resolution, as 
will be explained in the next section. If the central frequency is high, it is easier 
to achieve a larger bandwidth. So that is another advantage of having a higher 
work frequency. 
 
 
2.3. FMCW Radar sensors 
 
We will use a compact, miniature sensor to generate the RF signal, and to 
receive its echo. The device is based a homodyne configuration and includes 
the two antennas. Part of the transmitted signal is mixed with the received one; 
the resulting signal is a base band signal because the difference of the 
frequencies is theoretically 0. The used device only transmits a single frequency 
and acquire the inphase (I) and quadrature (Q) signal. 
 
 
RFsend
RFreceived
IF
 
 
Fig. 2.5 RadioFreqency section of the sensor 
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Fig. 2.5 illustrates the sensor basic scheme. A directional coupler allows the 
major part of the signal to go to the transmitting antenna.  When the echo is 
received, it reaches the mixer that mix part of the signal used to transmit and 
the received signal. 
 
The output corresponds to direct current (DC) signal with a cosine modulation: 
 
 
   )cos(s           (2.6) 
 
 
Where is the phase difference between the echo signal and the radiated 
signal. Considering the transmitted signal as a plane wave: 
 
 
     
dj
AeV 
2
     (2.7) 
 
 
where A is the amplitude and d the distance travelled. If the wave has traveled a 
distance of 2d,  is: 
 
 
     


d2
2     (2.8) 
 
 
This equation depends on the wavelength, , we can also rewrite as a function 
of the transmitted frequency: 
 
 
RFf
c
d2
2     (2.9) 
 
 
As we will carry out discrete measurements, this equation could also be 
expressed as follows: 
 
 
)(
2
2)( 0 BW
N
n
f
c
d
n RF      (2.10) 
 
 
Where BW is the swept band, N is the total number of points (in terms of 
frequency) that we used for the measurement and n is an index that specifies 
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the measurement; 0RFf  is the starting frequency of the sweep. So the signal can 
be expressed as: 
 
 
))(
2
2cos()( 0 BW
N
n
f
c
d
ns RF      (2.11) 
 
 
The cosine has unique values between 0 and , so it is possible to write: 
 
 
)
2
2cos()( 0 BW
N
n
c
d
ns     (2.12) 
 
 
Where o is the phase value at the starting RF signal frequency and the other 
terms corresponds to every frequency in the sweep (the value depends on n). 
Also the starting phase is a value between 0 and , for example, a value of 2is 
the same as 0. 
 
If we want to know how changes over the frequency sweep, we can calculate 
the Fourier transform of the signal: 
 
 
                                      ))(()( nsfftmS                                          (2.13) 
        
 
where m is the index in the frequency domain. 
 
The theoretical result of the transformation of the cosine (approximated as 
infinite duration) is a two delta functions: 
 
 
))
*2
()
*2
((
2
1
)(
c
BWd
m
c
BWd
mmS     (2.14) 
 
 
To find the distance, we search for a peak, which will correspond to the deltas. 
So, the maximum will be in: 
 
 
c
BWd
m
*2
     (2.15) 
 
 
Knowing m, the distance is: 
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BW
c
md
2
     (2.16) 
 
 
From this equation, it is possible to say that the larger is the bandwidth, the 
lower are the detectable distance variations. We can rewrite the range 
resolution as (n=1): 
 
 
BW
c
R
2
     (2.17) 
 
 
For this project, a proof of concept, the radar does not use frequency 
modulations. This means that it has not a bandwidth, but only a single 
frequency carrier. We are not able to range the target but only to detect its 
displacements as phase variation. 
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CHAPTER 3. SYSTEM DESIGN 
 
This chapter focuses on the design of the acquisition system for the RF sensor 
signal. The main objective of this chapter is to implement the designed system 
with the aim of collecting the data provided by the sensor. The system consists 
of a RF sensor, a conditioning analogical circuit and the data acquisition part. 
The data acquired will be analyzed in a computer. The analogical circuit will be 
implemented in a Printed Circuit Board. The acquisition will be performed using 
an Arduino® board. The results of the measurements are shown in chapter 4. 
 
The sections in this chapter describe the following points: 
 
 The first section of this chapter is a brief description of the RF section, 
and the problems using the radar equation to estimate the power. 
 The second section introduces the analogical circuit proposed to 
implement the filter and amplification part. 
 The third section provides the theoretical analysis and the bode diagram 
to prove the correctness of the circuit. 
 The fourth section shows the simulation of the circuit using the LTspice® 
software. 
 The fifth section explains the implementation of an offset correction 
circuit. 
 The sixth section introduces the use of Eagle® software and describes 
the PCB implementation for this project. 
 The last section shows the characteristics of the Arduino® board and 
explains how the data acquisition part has been implemented.  
 
 
3.1. The RF sensor 
 
The general diagram for the whole system is represented in Fig. 3.1: 
 
 
RF
sensor Acquisition
PCAmplification 
and filtering
 
 
Fig. 3.1 Scheme of the system 
 
 
The RF section of the design is an integrated chip shown in (the NJR4262 
sensor by JRC company), with the specifications described in the introduction. 
In particular, we recall that: 
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 The central frequency is 24.15GHz 
 The RF emitted power is 16dBm (40 mW) 
 
To use the radar equation to estimate the received power, we need some 
unknown parameters (specially the radar cross section), so a rough estimation 
of the working range will be carried out experimentally. 
 
The radar cross section is a variable parameter because it depends on the 
frequency, on the geometrical and dielectric characteristics of the target. The 
losses, as for example the atmospheric effect are of a minor concern and hence 
not considered. 
 
 
3.2. Amplification and filtering stage 
  
Two aspects are of major concern: 
 
 the variation of the output signal from the radar chip is very small, of the 
order of fractions of millivolts. 
 Before to applying the analog to digital conversion we must apply an anti 
aliasing filter. 
 
For these two reasons a high amplification and a specific filtering must be 
introduced. 
 
The sample frequency that will be used is 700Hz (see the preliminary tests 
section on chapter 4). This means that the signal maximum frequency must be 
lower than 350Hz to accomplish the Nyquist criteria. We for a high cut off 
frequency of 300Hz. 
 
The acquisition is preceded by a conditioning circuit. Fig. 3.2 shows the 
diagram of this section: 
 
 
DC 
offset
Filter Filter
G1 G2
IN OUT
 
 
Fig. 3.2 Analogical circuit scheme 
 
 
The amplification is divided in two parts, alternated with the filtering section. 
 
The output signal variations of the RF sensor are of the order of 100V, 
centered in a DC offset of about 1.35V. It is important to evaluate the system 
noise, F, because the signal is weak. We’ll use two operational amplifiers (for 
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each channel). Both will be low noise amplifiers. We can estimate the whole 
system noise figure, F, using the Friis equation: 
 
 
                                     ...
11
21
3
1
2
1 




GG
F
G
F
FF                              (3.1) 
 
 
Fj and Gj are the noise figure and the gain of each element respectivelly. With 
the low noise amplifier being the first element in the circuit, the noise figure F1 
will be low and the gain G1 will reduce the effect of all the other components to 
the noise figure. 
 
The operational amplifier used is the LME 49990, which has a low noise 
spectral density (0.9nV/√Hz) and a good PSRR (144dB).  
 
The designed circuit is depicted in Fig. 3.3: 
 
 
R1C1
C2
R2
C3
R
R3
R4
C4
Vo
Vin
 
Fig. 3.3 Amplification stage 
 
 
To carry out an analysis of the circuit, we divide it in three parts: the first 
amplifier, the RC series circuit (the high pass filter) and lastly the second 
operational amplifier.  
 
In the first part, the amplification is higher than in the other amplification stage. 
The reason is that the gain in the first amplification stage reduces the influence 
of noise of the following stages as shown by the Friis equation. If the gain is 
high, then the ratio between the resistors’ values will be high as well (as will be 
shown in the circuit analysis). This means that one of the resistors either has to 
be very high (more sensible to noise) or alternatively one of the capacitors has 
to be very high. Because a high resistor can produce noise problems, the 
capacitor will have a high capacitance. In the second stage changing the value 
of R3 implies that the gain varies. 
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We decided that for whole circuit amplification to have a 50dB factor rising up to 
80dB (which is the recommendation of the manufacturer) by changing the value 
of R3. The first section will amplify 50dB and the second will amplify 30dB (for 
the 80dB gain). 
 
 
3.3. Theoretical calculation 
 
Let’s start with the expression of the output voltage as a function of the input 
voltage (the transference function). For the operational amplifier (Fig. 3.4): 
 
 
V+
V-
I-
I+
Iout
 
 
Fig. 3.4 Operational amplifier scheme 
 
 
Considering the characteristics of the operational amplifier, we can apply the 
conditions of the virtual short circuit (see [4]): 
 
 
0



II
VV
     (3.2) 
 
 
Using the negative port as input: 
 
 
inVV 
          (3.3) 
 
 
From the circuit above (Fig. 3.3), we can do an equivalent impedance of the 
capacitors and resistors. We apply the Laplace transformation to solve the 
circuit using lineal equations, instead of differential equations (see [5]). The first 
two elements are in series, while the others are in parallel. 
 
 So, we have that: 
 
 
  System design 18 
11
1
11
22
2
2
2
2
2
2
1
11
1
11






sCR
R
sC
R
sC
R
Z
sC
sCR
sC
RZ
eq
eq
      (3.4) 
 
 
Now, to calculate the output is possible using the KCL (Kirchoff Current Law) in 
the negative terminal of the operational, because we know that the tension and 
the current through the terminal are 0. So, the input intensity is equal to the 
output intensity: 
 
 
    
outin
outin
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The Ohm law makes it possible to find a relationship between the two intensities 
and the tensions: 
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Grouping in terms of the input tension and the output tension: 
 
 
)
1
()
1
1
(
2
22
2
22
11
1
R
sCR
V
R
sCR
sCR
sC
V outin





   (3.8) 
 
 
The transfer function will be: 
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Or: 
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Where: 
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The gain of the amplifier can be approximated by calculating the gain of a non-
inverting configuration (because at the signal band, the effect of the second 
pole is negligible): 
 
 
1
1
2 
R
R
G        (3.12) 
 
 
To obtain a gain of 50dB, we have a determined relation between the two 
resistances: 
 
 
112 GRR        (3.13) 
 
 
Being the gain much higher than 1 (GR1>>1), it is possible to simplify the 
expression: 
 
 
12 GRR         (3.14) 
 
 
To evaluate the cut off frequencies, we analyze the Bode diagram. The resulting 
Bode diagram for the transfer function can be represented through the scheme 
shown in Fig. 3.5. 
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Fig. 3.5 Bode diagram of the first part of the circuit 
 
 
So, we have two cut off frequencies. To find the capacitors’ values, we can 
simply consider: 
 
 
cR
C
w
1
        (3.15) 
 
 
In this case, we decide for a signal band between 0.5Hz and 300Hz, so knowing 
the value of the resistors (which are somehow determined by the gain) it is 
possible to know the value of the capacitors.  
 
The second section of the circuit is a CR high pass filter. To find the 
transference function, it is possible to consider it as a tension divider: 
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So, the transference function is: 
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And the cut off frequency is: 
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The cut off frequency will be fixed approximately at 0.5Hz. With this information 
we know the relation between R and C. The R is 820kΩ, so the capacity won’t 
have a high capacity: 
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The used capacitor is about 1F, so the cut off frequency will be lower than 
0.5Hz. 
 
The third section is very similar to the first stage, only the values of the resistors 
are different (so, the gain will be different too).  
 
The transference function can be obtained similarly to the one in the first stage. 
So, as the fist stage: 
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There’s a resistor and a capacitor in parallel, so the impedance is: 
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And using the Kirchhoff Current Law: 
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So the transference function is: 
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As in the first section, it is possible to approximate the gain (in the signal band): 
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The gain value of 50, determines the relationship of the resistors. The Bode 
diagram is represented in Fig. 3.6: 
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Fig. 3.6 Bode diagram of the second amplification circuit 
 
 
The capacitor’s value is determined by the cut off frequency: 
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The values used in the first section are a R1 of 1KΩ, a R2 of 200KΩ, a C1 of 
470F and a C2 of 2.65nF. These values have been selected because the 
theoretical gain is 50dB and the theoretical cut off frequencies are 0.5Hz and 
300Hz. 
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For the filter, the resistor is about 820kΩ and a capacitor of 1F. That 
corresponds to a cut off frequency of 0.19Hz. This frequency has been taken 
with the aim of filtering the continuous component, and at the same time to relax 
the filtering (so that the signal under 0.5Hz is not attenuated too much). 
 
 The values for the second amplification stage are a R4 of 470Ω (for 80dB total 
gain), a R5 of 20kΩ and a capacitance of 26.5nF. This implies that the gain is 
about 30dB and the cut off frequency is 300Hz. 
 
 
The expected gain of the entire system is: 
 
 
dBdBdBGGG 794534)log(20)log(20 21    (3.26) 
 
 
3.4. LTspice® software simulation 
 
Up to this point, all the components were determined through mathematical 
analysis. The next step is to simulate the circuit response with the theoretical 
values of the design.   
 
Using the LTspice® software we check how the response of the system is close 
to the one expected before implementing the circuit. The schematic is shown in 
Fig. 3.7: 
 
 
 
 
Fig. 3.7 LTE spice schematic 
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The amplitude of the input simulated signal is 100V. Commercial values for the 
passive components have been imposed. A dual powering voltage source is 
used. The labels Vmig and Vo are markers to measure the voltage at these 
points. Using the AC simulation, it is possible to do a sweep in frequency and 
check its response. The results obtained are coherent with the theoretical 
analysis, as can be seen in Fig. 3.8: 
 
 
 
 
Fig. 3.8 LTE spice results: the ordinate axis represents the signal in dB, and the 
abscissa represents the frequency 
 
 
The result is close to the bode diagram obtained from the theoretical analysis. It 
is also possible to test the circuit adding some random white noise to the input 
signal. 
 
In this case the simulation used is the transient. This type of simulation uses 
only one frequency, and the results are shown in the time domain. This allows 
us to see the distortion of the sinusoid. The AC generator has been changed by 
a sinusoidal generator, which generates a sinusoid at 200Hz (which is inside 
the band of the filters). The result is represented in Fig. 3.9: 
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Fig. 3.9 LTE spice noise results 
 
 
3.5. Offset correction 
 
 
The A/D conversion and the storing and processing steps demands some 
further conditioning issues. 
 
Usually acquisition devices demand specific dynamical range for the input 
signal. For instance, the Beaglebone Black® board accepts voltage input 
between 0 and 1.8V. The Arduino® board demands a 0-5V. 
 
The output signal in our case is not positive, so it will be necessary to add an 
offset (DC component). 
 
We implement a circuit with a variable resistor, to adjust the offset to a value of 
0.9V, because the input signal of the Beaglebone Black® has to be between 0 
and 1.8V. This means that the amplitude of the input signal should have a 
maximum value of 0.9V. In this case, the offset will place it between 0 and 1.8V.  
 
For implementing this offset, it is possible to use a voltage divider with a DC 
signal input. The circuit implemented is the represented in Fig. 3.10: 
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Fig. 3.10 Radar scheme of the offset correction circuit 
 
 
To do the analysis, it is possible to approximate the operational amplifier to the 
virtual short circuit, as made in the amplification part. So again what we have is: 
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The Kirchhoff Current Law allows us obtaining a relation between the input and 
the output: 
 
 
21 R
VV
R
VV offoinoff 


     (3.28) 
 
 
Now it is possible to obtain the transference function: 
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This means that the output signal depends on two terms: one term being the 
input signal inverted and multiplied by the relation between the two resistors R2 
and R1 and the other one being the offset tension multiplied by the same gain 
as in the no-inverting configuration. This is logical, as using the superposition 
property the offset tension ‘sees’ a no-inverting configuration. Also, this 
equation shows that R1 and R2 change the input voltage and the offset voltage. 
If R2 is bigger or smaller than R1, then the input tension will be amplified or 
attenuated, and since we don’t want to modify the input signal from the previous 
step, then ideally the two resistors have to have the same value. So, here we 
have the first condition for the circuit: 
 
 
21 RR        (3.31) 
 
 
If the above condition is accomplished, it is possible to know the gain of the 
offset voltage from the transfer function, which will be 2 in lineal. Since the 
offset added to the signal has to be 0.9V, then the Voff has to be 0.45V, so when 
amplified it will have the desired value. 
 
The other resistors (R3 and R4) are used to set the offset voltage to 0.45V. A 
potentiometer will be used to adjust the offset (for compensating the resistors’ 
tolerances). So, the offset will depend only on R3 and R4 values. 
 
Using the Kirchhoff Current Law, it is possible to obtain a simple equation: 
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And by putting values: 
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We obtained a relation between R3 and R4. The values used are 15kΩ and 
18kΩ (if these values were too low, then the current through the resistors would 
be large). 
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3.6. Eagle® software implementation 
 
The whole analogical part has been implemented into a PCB (Printed Circuit 
Board), which has been manufactured at the CTTC. The software used to do 
the PCB is Eagle®. 
 
Eagle® has a default set of libraries which contains devices, packages and 
symbols. A device is the element that represents a component. It is composed 
by a symbol and a package. Symbols represents a logical component (pins and 
circuital representation) and packages represent the physical component 
(physical dimensions, physical pins/pads, etc.). 
 
For adding the necessary components, it is possible to create a new library and 
create the new components in it (copying a default or modifying it). The symbols 
can be easily found in the Eagle® libraries, while the packages must be 
adapted to the dimensions of each component. 
 
The project has two steps: the schematic drawing and the board design. In the 
schematic the components can be added and then they appear in the board 
(their package) and in the schematic itself (their symbol). Also in the schematic 
the logical connections are shown, and it is also possible to give names and 
values to the components and links to identify them. The board represents the 
distribution of the components and the connections between them. It is 
designed with various layers, which represents various dimensions of the board. 
For example, the layer ‘top’ represents one side of the board, while the layer 
‘bottom’ represents the other side. Some other important layers are: the 
‘vias’(which represents connections from the top layer to the bottom layer), the 
‘dimension’ (which mainly represents the board outline), ‘unrouted’ (which 
represents the connections that have been specified in the schematic but are 
not represented in the board) and more layers of less importance. 
 
Our implementation is shown in Fig. 3.11: 
 
 
  
System design  29 
 
 
Fig. 3.11 Eagle® schematic 
 
 
The lines which are not connected in the schematic have a name which 
represents a logical connection with the lines with the same name (as in 
LTspice®). Here it is possible to see the two channels I and Q, the connector 
used for the sensor, the power connector and capacitors and the switch that 
allows changing the gain. 
 
The final board design can be seen in Fig. 3.12: 
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Fig. 3.12 Final drawing of the board 
 
 
Here it is possible to see the distribution of the components and the physical 
connections. The red color represents the top layer and the blue one the bottom 
layer. The green color corresponds to the vias layer, which mainly are the pins 
of the components. The grey elements are the tPlace (for top Place) and bPlace 
(for bottom Place) represents the position and dimensions of the components. 
 
The critical points of the design were the input connector and the decoupling 
capacitors, which has to be close to the input pin of the operational amplifier 
and the feeding pins respectively. This will do the input wire as short as 
possible, so the noise will not affect the signal (which is weak there) very much. 
Also, the decoupling capacitors filter interferences of the feed line, but the 
connection between them and the operational also introduces noise which is not 
filtered, so they also has to be close to the pin. The rest of the distribution is 
aimed at doing the lines as shorter as possible. Also, the size of the board was 
minimized. 
 
The implementation of the circuit is shown in Fig. 3.13 
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Fig. 3.13 PCB implementation of the analogical circuit 
 
 
3.7. Acquisition 
 
To convert and acquire the data coming from the data conditioning circuit 
(previously described) we decided to use an Arduino® board (specifically, the 
Arduino® pro mini).  
 
Arduino® pro mini is a microcontroller board based on the ATMega168. A table 
with the main characteristics is included. These characteristics can be also seen 
in the Arduino® webpage: 
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Table 3.1 Arduino® pro mini characteristics 
 
1.Operating voltage 3.3V 
2.Input voltage 3.35-12V 
3.Digital I/O pins 14 
4.Analog input pins 8 
5.DC Current per I/O pin 40mA 
6.Flash memory 16kB 
7.SRAM 1kB 
8.EEPROM 512Bytes 
9.Clock speed 8MHz 
 
 
The digital I/O pins are used for the serial connection and for the SD card 
communication (explained below). The analog pins are used to acquire the 
sensor signal.  
 
It has the drawback of having a lower maximum sample frequency with respect 
to Beaglebone Black®. Also, the Arduino® board has not enough memory to 
store the data coming from the previous part, so it will be necessary to use a SD 
card to save the data into a file. This file can be processed with a PC. An 
alternative way would be using the option of Serial.print(data), which sends the 
data through the serial connection. This is a slow option, because for each 
sample it has to send the data through the serial connection. As a result, the 
maximum sampling frequency is low. So the mechanism used is store the data 
into a file (using the SD) and then copying the data as a file into a PC. 
 
The Arduino® board is connected to a PC through an USB interface, and to an 
SD card through a SPI connection. The pins used are the CS (Card Select), the 
CLK (clock), the MISO (Master Input Slave Output) and the MOSI (Master 
Output Slave Input). 
 
 The CS is used to select the card, if the card is not selected then the CS pin 
voltage will be 3.3V, on the contrary when the card is selected the CS pin will be 
0V.  
 
The chipSelect parameter allows us to chose a pin for the CS (in this case pin 
10 was used). The SD.open function opens a writeable text file. If the file 
doesn’t exist, it will be created. After initializing the SD card and opening the file, 
the loop() function is executed, which is interpreted as an infinite loop. There the 
data are saved through the parameter called dataString. Every sample is 
acquired by calling the analogRead() function, and then saved in the file using 
dataFile.print(). The println() function writes each acquisition in a different line, 
but has the inconvenient of lowering the sampling frequency, and this is why 
instead the print function is used. Finally, the acquisition is done in a loop to 
limit the number of samples taken; in our case it is 28800. When all the samples 
have been acquired and saved, the system enters in an infinite loop to avoid 
repeating the main loop. 
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3.8. Chapter conclusions 
 
To summarize, in this chapter it has been pointed out the need of amplification 
and filtering section, because of the weak signal level at the receiver output. 
Also, an offset correction circuit has been designed because the acquisition 
board needs a positive analogical signal for converting. All this analogical circuit 
has been implemented in a PCB, with the help of the software Eagle®.  
 
To acquire the signal, an Arduino® board has been used. The main problem is 
that it can’t store all the data coming from the sensor, so an SD card has been 
used for this purpose. The disadvantage of using a SD card is that the 
communication with it is slow, so a good alternative would be to use the 
Beaglebone Black® board because it has enough memory to save the data.
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CHAPTER 4. EXPERIMENTAL DATA 
 
In this chapter the measurements of the system designed in the previous part 
are presented.  The main objective is to prove the correctness of the design.The 
experiments performed in the first section are aimed at testing the correctness 
of the acquisition part. A known input signal acquired through the Arduino® 
board and saved into the SD card. In the second section, the RF sensor and the 
whole system have been used to perform measurements of vibrating objects 
with a known behaviour. Two cases are investigated: a small pendulum and a 
vibrating cantilever. 
 
 
4.1 Preliminary tests 
 
In this section, the tests performed consist of a known input signal (from a 
commercial generator). The aim is to check that the signal is reconstructed 
correctly. The tests in the first section are performed with a single input channel, 
and in the second section the two input channels are used. 
 
 
4.1.1 Tests using one channel 
 
The first experiments consist on verifying the correctness and the accuracy of 
the A/D conversion. A known input signal provided by a laboratory commercial 
generator (RAMEG HM8131-2) has been used. The input is a sinusoid signal at 
a various frequencies (1Hz, 2Hz, 5Hz and 10Hz), and with a DC offset to 
simulate the real situation. For each case the Arduino® stores the time taken to 
do the entire acquisition, and knowing the total samples taken (in this case 
14400), it is possible to determine the average sampling frequency. A plot of the 
acquired voltage (in arbitrary units) as a function of the samples taken is shown 
in Fig. 4.1: 
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a) 
 
b) 
 
c) 
 
d) 
 
 
Fig. 4.1 Recorded signal at various frequencies ( a)1Hz, b)2Hz, c)5Hz and 
d)10Hz) sampled with Arduino® 
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The acquisition time was about 20 seconds (it wasn’t exactly the same in all 
measurements), corresponding to an average sampling frequency of: 
14400/20=720 Hz.  
 
Fig. 4.1 shows the acquired signals. The first graphic corresponds to an input 
signal of 1Hz sinusoid. As it can be easily observed, the acquired signal 
corresponds to the input, because in the 20 seconds of the acquisition there are 
20 periods of the signal. Changing the frequency (2Hz, 5Hz, 10Hz) the acquired 
signal correctly reproduces the input signal (for the 5Hz and 10Hz signals, the 
time represented was 2 seconds to differentiate the periods of the signal). So it 
is possible to conclude that the signal is reconstructed correctly.   
 
 
4.1.2 Tests using two channels 
 
Since we have two signals coming from the sensor (I and Q), it will be needed 
to check that the acquisition with the Arduino® works by saving two input 
signals. It will be need to check that the sampling frequency is still enough high 
to reconstruct each signal and also to check if the phase difference between I 
and Q is critical.  
 
The acquisition consists on taking a sample for each channel, and then to save 
it. There will be a phase error introduced, because the two channels are not 
sampled at the same exact instant of time. Since the frequencies measured are 
much lower than the sampling frequency, this error will be likely unappreciable. 
The tests performed here are aimed at checking it.  
 
To test the acquisition of the two channels, a signal with 20Hz frequency has 
been used as an input (for the two channels). The results are showed in Fig. 
4.2: 
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Fig. 4.2 Recorded 20Hz signals corresponding to the two channel input signals 
 
 
Fig. 4.2 shows the acquisition of the two channels. The signal in pink is the Q 
signal, and the signal in blue is the I signal. The pink signal is exactly 
superposed with the blue signal; this means that the two channels are acquired 
practically at the same time, so for the 20Hz signal the error is negligible.  
 
The sampling frequency is now a little lower than the 600Hz Nyquist frequency 
(about 400Hz). The issue is that the writing process to save data into the SD 
memory is very slow. 
 
 
4.2 Experimental measurements 
 
In this section, measurements with objects have been performed. These objects 
have a vibration frequency, and the aim is to get this frequency through the data 
acquired with the designed radar. The first measurements consist of measuring 
a pendulum, and the later consist of measuring a vibrating cantilever. 
 
 
4.2.1 Measures using a pendulum 
 
The first measurement consists in monitoring a pendulum oscillating at a very 
low frequency. The radar is targeting the pendulum in a radial direction. The 
distance between the radar and the pendulum is less than 1 meter. The 
measuring scenario is represented in Fig. 4.3: 
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Fig. 4.3 Pendulum scenario. The radar is placed on the left, and the pendulum 
is placed on the right 
 
 
It is possible to know the frequency of the pendulum by counting the number of 
periods in the unit time. Then we can compare this frequency with the value 
obtained through the acquired data. 
 
The parameters of the system are the distance between the radar and the 
pendulum and the length of the yarn holding the pendulum. The length 
determines the pendulum frequency, according to the well known pendulum 
equation for small amplitude oscillation (see [5]): 
 
 
g
L
T 2        (4.1) 
 
 
Where T is the period, L is the length and g is the gravity acceleration (9.8m/s2 
approximately). 
 
The distance mainly determines the signal power level. A scheme of the 
experiment is shown (Fig. 4.4). The length is represented as L and the distance 
is represented as d: 
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Fig. 4.4 Pendulum diagram 
 
 
The first measurement was performed at a distance of 30cm and with a length L 
of 29cm. The processed signal is represented in Fig. 4.5: 
 
 
 
 
Fig. 4.5 Signal acquired and processed with the pendulum at 30cm 
 
 
We first observe a clear periodicity as expected for the pendulum oscillation.  
  Experimental data 40 
The Power Spectral Density (PSD) is shown in Fig. 4.6. The presence of 
different harmonic components is noteworthy and it is probably due to the large 
amplitude variation of the pendulum (the oscillation period cannot be 
approximated by Eq.4.1 and further terms are needed). 
 
 
 
 
Fig. 4.6 PSD of the signal corresponding to a pendulum with a length of 29cm 
 
 
In Fig. 4.6 it is possible to see the first oscillation frequency (1.068Hz), whose 
value is close to the estimated by optical observation (which is 1.1Hz). 
  
The second measure was performed at a distance of 60cm and with the same 
length. The oscillation frequency is the same (1.068Hz) as can be seen in  
Fig. 4.8. This proves that it still works properly.  The only change, as expected, 
is a lower signal level (Fig. 4.7).  
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Fig. 4.7 Signal acquired and processed with the pendulum at 60cm 
 
 
 
 
Fig. 4.8 PSD of the signal corresponding to a pendulum at a distance of 60cm 
 
 
During the third measurement, the length of the pendulum was changed and set 
to 37cm (this means that the frequency will be lower). The distance is the same 
as in the first case (30cm).  
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Fig. 4.9 PSD of the signal corresponding to a pendulum with a length of 37cm 
 
 
As it is shown in Fig. 4.9, the frequency in this case is 0.8545Hz and the 
nominal value is 0.84Hz, so it corresponds. 
 
 
4.2.2 Measurements observing a vibrating cantilever (a plastic ruler) 
 
In this section, a ruler is used to produce vibrations. The radar is placed on the 
ground, and with its main lobe targeting the ruler. Fig. 4.10 shows the 
measuring scenario during the second experiment: 
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Fig. 4.10 “Ruler” scenario. The radar is placed on the small stool, and above it  
the vibrating ruler 
 
 
The frequency is higher than with the pendulum experiment, and it gets higher 
when the length of the ruler decreases. Because it is difficult to count the 
number of vibrations of the ruler, we used a camera to record the number of 
vibrations, so slowing down the reproduction of the video we can estimate the 
number of oscillations per unit time.  
 
The important parameters of the system are the distance between the radar and 
the ruler, and the length of the ruler (as in the pendulum case). If the length is 
shorter, then the frequency will be higher. In Fig. 4.11, the length is represented 
as L and the distance as d: 
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Fig. 4.11 Ruler diagram 
 
 
The first measure performed was at a distance of 52cm and with a length of 
16cm. The signal is shown in Fig. 4.12. It corresponds to the vibrations of the 
ruler; the signal reduces its amplitude as expected for the damped oscillator:  
 
 
 
 
Fig. 4.12 Signal acquired and processed with a ruler length of 16cm 
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In the frequency domain, it is possible to observe a frequency of 11.23Hz, and 
the calculated value was 11Hz. 
 
 
 
 
Fig. 4.13 PSD of the signal corresponding to a ruler with a length of 16cm 
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 CHAPTER 5. CONCLUSIONS 
 
The main conclusion obtained from this project are the following: 
 A proof of concept radar system has been designed and developed to 
evaluate the capability of a k band sensor to measure vibrations in 
buildings or other civil structures. 
 This system was designed at a higher frequency with respect to the 
systems used nowadays. 
 Some radar concepts have been studied to have some understanding of 
radar-target interaction. 
 The RF sensor has a very low radiated power, so a conditioning circuit 
have been designed. This conditioning circuit needs an amplification and 
filtering part to increase the signal level. 
 For the acquisition, an Arduino® board has been used. Also, we 
considered using a Beaglebone Black board. 
 The ADC of these board doesn’t accept negatives values from the signal. 
This is why an offset correction circuit has been designed. 
 The analogical circuit has been implemented in a Printed Circuit Board 
using the software Eagle®. It has been manufactured at the CTTC, the 
institute hosting the PFC. 
 Some measurements where performed to demostrate that the system 
works properly. These measurements consists in observing from 
vibrating objects. Two cases have been investigated: a pendulum and a 
vibrating cantilever. 
 The acquired data was saved into a SD card. Then it was loaded in a PC 
and processed with Excel® and Matlab®. 
 The signal and the Power Spectral Density has been calculated. The 
calculated and measured vibrating frequencies of the vibrating objects 
coincide.  
 This system has no impact on the environment. Since the radiated power 
is very low, it has no health effects. 
Finally, some aspects that can be improved are described here: 
 It is possible to use a RF sensor with more radiated power, because 
the radar range may be very limited in certain circumstances. The 
  
Conclusions  47 
measurements in this project are performed at a low distance 
beween the radar and the target (about 1 meter). 
 Using a sensor with a frequency band (instead of a single frequency) 
allows us to distinguish different targets. 
 
 
  Bibliography 48 
CHAPTER 6. BIBLIOGRAPHY 
 
[1] Cardama, A. “Antenas”, Ediciones UPC, Barcelona, 1998  
[2] Skolnik, M. I. “Introduction to radar systems” ,Ed. McGraw-Hill, Boston, 2001 
[3] Holt, C. “Circuitos electrónicos”, Ed. Reverté, Barcelona, 1981 
[4] Schiff, J. “The Laplace Transform: Theory and Applications”, Ed. Springer, 
New York, 1999  
[5] Tipler, P. “Física”, Ed. Reverté, Barcelona, 1978 
[6]  Luzi G.,  Monserrat O. & Crosetto M. , The Potential of Coherent Radar to 
Support the Monitoring of the Health State of Buildings, Research in Non-
destructive Evaluation, Issue 23:3, pp. 125-145(2012)  
[7] C. Negulescu, G. Luzi, M. Crosetto, D. Raucoules, A. Roullé, D. Monfort, L. 
Pujades and T. Dewez, Comparison of seismometer and radar measurements 
for the modal identification of civil engineering structures, Engineering 
Structures, 51, 10-22, (2013). 
[8] C. Gentile, Vibration measurement by radar techniques, In: Proc. EURODYN 
2011, Leuven, (2011) 
[9] Pieraccini M., Luzi G., Mecatti D., Noferini L., Atzeni C., A microwave radar 
technique for dynamic testing of large structure. IEEE Transactions on 
Microwave Theory and Technique, vol. 51, No. 5, pp. 1603-1609 (May 2003). 
[10] C.R. Farrar, T.W. Darling, A. Migliori and W.E. Baker, Microwave 
interferometers for non-contact vibration measurements on large structures, 
Mech. Syst. Signal Process., 13(2), 241-253, (1999). 
 
 
 
 
 
 
 
  
Annexes  49 
CHAPTER 7. ANNEXES 
 
7.1 Beaglebone Black® 
 
For acquiring the data coming from the sensor, it is possible to use a 
Beaglebone Black® with the Ängstrom linux distribution in it. It has the AM335x 
Cortex-A8 processor. It has some advantages: first of all, it can store the data 
without needing an external SD card. Second, it is possible to program the 
value of the sampling frequency desired. The first point is the most important, 
because it is not necessary to send the data to the memory while acquiring, so 
the acquisition would be faster. 
 
To program it, the hardware registers must be changed. This allows us to 
configure some parameters of interest, for example, the clocks, modes of the 
ADC, etc. 
 
Looking at the technical reference manual that can be found at the Texas 
Instruments webpage, it is possible to check the addresses corresponding to 
each register of the processor. The use of /dev/mem and the function mmap 
allows to access the physical memory and so to modify the registers. The 
mmap is used to get the addresses of the necessary modules, while to access 
every register of a module an offset address is added. Since we want to do an 
analogical-digital conversion, the ADC is used (corresponding to the 
Touchscreen Controler module). Also, to control the sample frequency, a timer 
will be used, specifically the DMTimer7. The first step is finding the addresses 
of each device. 
 
The necessary registers of the timer are the timer control register and also the 
timer counter register. The timer control register allows to change the timer 
configuration, and the timer counter register allows to read the timer count 
value. To activate the autoreload timer configuration, it is necessary to put a 0x2  
to the TCLR register, and to start the timer a 0x1 must be set to the same 
register. Also, in the Power, Reset and Clock Management module (PRCM) it is 
necessary to write some registers to configure the clock. The PRCM module 
starts at the 0x44E00000 address. For the timer, the required registers are the 
CM_PER_TIMER7_CLKCTRL (to enable the clock) and the 
CLKSEL_TIMER7_CLK (to select a clock working at 32.768 kHz). Both of these 
registers have a value of 0x2. 
 
The ADC has various steps, each which represents a sample of an input 
channel. In this case, the number of steps used is 2 (one for each physical 
channel).They can be configured through the stepconfig registers. The ADC can 
work at SW mode (the ADC waits for a StepEnable bit to start sampling) or at 
HW mode (it waits until a HW event occurs). Since the timer will be used to 
control the adc, then the mode used will be the HW mode. The following 
diagram shows the general operation of the ADC: 
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Fig. 7.1 ADC State diagram 
 
 
It starts in the idle state, until a stepenable bit is 1. Then it checks if a HW event 
has occurred, in this case it will be the timer. Then it will apply the step 
configuration (from the register). The delays and the AVG (average of samples) 
won’t be used, so it will do the conversion and loop again for the other step.  
 
For the ADC, the registers used are the CTRL register, the STEPENABLE 
register and the STEPCONFIG1 and STEPCONFIG2 registers.  
 
The CTRL register have an enable bit, a stepconfig protection bit (by default it is 
protected and doesn’t allow to write to the STEPCONFIG registers), a bit to 
select the mode (HW or SW event) and a bit to select the HW event. The value 
of the CTRL register will be 0x100 xored with 0x200 (to enable HW event 
inputs) and also xored with 0x004 (to enable writing the stepconfig registers). 
Finally, after configuring all the ADC registers the enable bit must be activated 
(to start the ADC), so another XOR with 0x001. 
 
The STEPENABLE register is necessary to enable the steps. Since step1 and 
step2 will be used, then the STEPENABLE will be 0x2 XOR 0x4. 
 
For the STEPCONFIG1 and STEPCONFIG2 registers, the mode must be HW 
synchronized and continuous, this corresponds to a value of 0x3. It is necessary 
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to configure a different physical channel for each step, this is the function of the 
SEL_INP_SWC_3_0 register. The STEPCONFIG1 will be configured at channel 
1 (0x00000) and the STEPCONFIG2 will be configured at channel 2 (0x80000). 
Also, to separate the data acquired one step will save the samples in FIFO0 
(0x0000000) and the other step will save the data in FIFO1 (0x4000000). 
 
Also, in the PRCM module the register called 
CM_WKUP_ADC_TSC_CLKCTRL must have the enable bit activated (0x2). 
 
A register of the Control Module (called adc_evt_cap) has the function of 
selecting the HW input to the ADC, as can be shown in the figure: 
 
 
 
 
Fig. 7.2 ADC event select 
 
 
The register must have a value of 0x4 to select the timer7. But the Control 
Module can’t be written from the user space (user mode). So it will be 
necessary to create a driver to apply this change (which means that it will be 
changed from the kernel space). 
 
 
7.2 Components list 
 
Here is a table containing the components used for the analogical part of the 
system (the PCB). 
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Table 7.1 PCB components 
 
Component Quantity 
Resistor 1k ohm 2 
Resistor 470 ohm 2 
Resistor 20k ohm 2 
Resistor 820k ohm 2 
Resistor 200k ohm 2 
Resistor 15k ohm 2 
Resistor 18k ohm 2 
Resistor 22k ohm 4 
Capacitor 680 2 
Capacitor 470 2 
Capacitor 2.65nF 2 
Capacitor 26.5nF 2 
Capacitor (desacop) 10 
Capacitor 1 2 
LME 49990 4 
TL062 1 
SMB connector 4 
Faston connector 3 
Potenciometer 2k ohm 2 
Single row straight pin header (3 pins) 2 
 
