In this work, a goodness-of-fit test for the null hypothesis of a functional linear model with scalar response is proposed. The test is based on a generalization to the functional framework of a previous one, designed for the goodness-of-fit of regression models with multivariate covariates using random projections. The test statistic is easy to compute using geometrical and matrix arguments, and simple to calibrate in its distribution by a wild bootstrap on the residuals. The finite sample properties of the test are illustrated by a simulation study for several types of basis and under different alternatives. Finally, the test is applied to two datasets for checking the assumption of the functional linear model and a graphical tool is introduced.
Introduction
Functional data analysis has grown in popularity for the last years due to the increasingly data availability for continuous time processes. Typical examples of functional data include the temperature evolution, stock prices and path trajectories for objects in movement. New statistical methods have been developed to deal with the richer nature of functional data, being Ramsay and Silverman (2005) , Ferraty and Vieu (2006) and Ferraty and Romain (2011) some of the main reference books in this area.
In many situations, the functional data is related to a scalar variable. For this cases, it is interesting to assess the relation of the variables via a regression model, which can be used to predict the scalar response from the functional input. Analogue to the multivariate situation, the simplest functional regression model corresponds to the functional linear model with scalar response (see Ramsay and Silverman (2005) for a review).
An interesting methodology approach to deal with functional data is the use of random projections. The objective is to characterize the behaviour of a functional process, which has infinite dimension, via the behaviour of the one dimensional inner products of the functional process with suitable random functions. This method has interesting applications for the goodness-of-fit of the distribution of the process, as it can be seen in Cuesta-Albertos et al. (2007) . More recently, Patilea et al. (2012) provide a projection-based test for functional covariate effect in a functional regression model with scalar response. In their paper, the authors adapt the tests of Zheng (1996) and Lavergne and Patilea (2008) , based on smoothing techniques, to the context of functional covariates.
In this work, a first goodness-of-fit test for the null hypothesis of the functional linear model, 
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H 0 : m ∈ { •, β : β ∈ H}, being H the Hilbert space of square integrable functions, is proposed. The statistic test is of a Cramér-von Mises type and is based on a generalization of a previous test of Escanciano (2006) , designed for the case of a regression model with multivariate covariates. The test statistic is easy to compute using geometrical arguments and simple to calibrate in its distribution by a wild bootstrap on the residuals. Further, although the test is given for the functional linear model, it can be extended to other functional models with scalar response, as it is based on the residuals of the model. This work is organized as follows. Some background on functional data, the functional linear model and the random projections paradigm are introduced in Section 2. The main part of this work is Section 3, where the theoretical arguments of the test, jointly with the bootstrap calibration procedure, are presented. The finite sample properties of the test are illustrated by a simulation study in Section 4. Section 5 illustrates the application of the test to two datasets and introduces a graphical tool to evaluate the goodness-of-fit of the functional linear model with scalar response.
Final comments and conclusions are given in Section 6. An appendix in supplementary materials, available online, contains omitted proofs, tables and figures.
Background
The main goal of this paper is to propose a goodness-of-fit test for the null hypothesis of the 
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Functional data
One of the first and most important problems when we deal with functional data is to choose a suitable functional space to work. The most used functional spaces are the metric, the Banach and the Hilbert spaces. This is a sequence of functional spaces with increasing richer structure, where the tools available for the former space are included in the latter. Specifically, in a metric space we can measure distances between functions; in addition, in a Banach space we can also measure the functions and Cauchy sequences are convergent; and finally, in a Hilbert space we have inner product, which allows to consider functional basis.
While there are a lot of types of metrics and norm spaces, the L p spaces are one of the most
. is finite. The choice of the interval [0, 1] is done only to fix the integration limits and other intervals can be considered without major changes. The most important L p space corresponds to p = 2, because is the only which has an associated inner product
In what follows we will consider as our working space the Hilbert space H = L 
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For the development of the test statistic, we will also need to introduce a p-truncated basis
, which corresponds to the first p elements of the infinite basis Ψ j ∞
j=1
. The representation of X in this truncated basis is denoted by
The choice of the number of basis elements p is crucial to have a reliable representation of the function X by X (p) . Although there exists several methods to select an appropriate p, we will refer to the GCV criteria (see Ramsay and Silverman (2005) , page 97) to select p and represent adequately the function X in
. This criteria will be used in Section 4.1 to select a suitable p for the case of the simple hypothesis.
To deal with functional random projections we will need to define the functional analogue of the euclidean p-sphere
In the functional case we have the functional sphere of H, defined as S H = { f ∈ H : || f || H = 1}, and the functional sphere of dimension p, which is the set of functions of H that, expressed in the p-truncated basis, have unit norm: 
We must consider also a linear transformation from S p to S p Ψ , which is given by ρ :
Ψ and whose Jacobian is |R| −1 , the determinant of the matrix R −1 .
Using these two transformations, the integration of a functional operator T with respect to a 5 
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In the case where the basis is orthonormal, Ψ and R are the identity matrix of order p. Then the
belong to S p without any transformation. 
Functional linear model
where the functional parameter β belongs to H and ε is a random variable with zero mean, variance 
Saying that (X, Y) share the functional linear model is equivalent to saying that the regression function of Y on X, m, belongs to the family M = { •, β : β ∈ H}.
Given a sample (X 1 , Y 1 ), . . . , (X n , Y n ), the estimation of the functional parameter can be done by minimising the Residual Sum of Squares (RSS):
A possible method to search for the parameter β that minimises the RSS is representing the func- , respectively:
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Using the vector notation X = X 
where an orthogonal basis because in that case the matrix J is diagonal.
There are several alternatives to represent the functional process and estimate the parameter β in a truncated basis. For instance, a general review of the estimation based on the use of basis expansions such as Fourier series or B-splines can be found in the book by Ramsay and Silverman (2005) . The so called Functional Principal Component (FPC) regression estimation, proposed by Cardot et al. (1999) , provide an orthogonal data-driven basis that gives the most rapidly convergent representation of the functional dataset predictor in a L 2 sense (see Hall and Horowitz (2007) ). Preda and Saporta (2002) have proposed the Functional Partial Least Squares (FPLS) regression method that produces iteratively a sequence of orthogonal functions, as the FPC are, but with maximum predictive performance. To implement any of the methods shown before, it is required to fix the number of basis elements (or components) that are used in the estimation.
The optimal number of components, p, has to be fixed based on the information provided by ACCEPTED MANUSCRIPT the data. To do this, Hall and Hosseini-Nasab (2006) and Preda and Saporta (2002) use the predictive cross-validation criterion (PCV), Cardot et al. (2003) and Ferraty and Romain (2011) Let denote byŶ
(−i) the prediction of Y i using p components with the whole sample and with the whole sample excluding the i-th element, respectively.
The PCV is defined as:
which is computationally expensive because it involves the estimation of theβ (p) (−i) n times. This is especially expensive in the case of data-driven basis (FPC, FPLS) because the basis has to be recalculate for every datum. As an alternative, GCV avoids recalculating theβ (p) for every datum by introducing a penalty term. The GCV is defined as
where d f is the number of degrees of freedom consumed by the model, typically given by the trace of the matrix Z. GCV is closely related with AIC, AICc and BIC although they come from different perspectives.
Random projections
Random projections are becoming quite popular when dealing with high dimensional data, as a way to overcome the well known curse of the dimensionality. The main idea behind is to reduce the dimension, and characterize the original distribution of the multidimensional data by the distribution of the randomly projected univariate data. 
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In the goodness-of-fit field, this is specially interesting, as the test procedures tend to become less efficient, less powerful, when the dimension of the model increases. Escanciano (2006) used this technique to develop a goodness-of-fit test for multivariate regression models based on random projections. According to his simulation study, the test has an excellent power performance and has the best empirical power for most situations when comparing to their competitors.
In the functional framework, it is also possible to consider random projections. Usually, this is achieved by considering the inner product of the functional variable X of H and a suitable family of projectors, i.e. random functions γ in H. For example, using with this approach Cuesta-Albertos et al. (2007) developed some goodness-of-fit tests for parametric families of functional distributions, which includes goodness-of-fit tests for Gaussianity and for the Black-Scholes model.
A very interesting result on projections can be found in Patilea et al. (2012) . In their paper, the authors provide a characterization of the conditional expectation of a scalar variable Y with respect to a functional variable X given in terms of the conditional expectation of Y with respect to the projected X. The result is stated here in the following lemma.
Lemma 1 (Patilea et al. (2012) 
II. E Y| X, γ = u = 0, for a.e. u ∈ R and ∀γ ∈ S H .
III. E Y| X, γ = u = 0, for a.e. u ∈ R and ∀γ ∈ S p H , ∀p ≥ 1. 
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The test
The presentation of the goodness-of-fit test that we propose in this paper is divided into three sections. The first and most important presents the theoretical fundamentals of the test, with starting point in Lemma 2, which proof is detailed in the appendix. The second derives the effective implementation of the test statistic in practise considering some geometrical and matrix arguments.
Finally, the bootstrap resampling for the calibration of the test statistic is presented in the last section.
Theoretical arguments
Let Y be a real random variable and X a functional random variable in the space H. Given a random
, we are interested in checking if a functional linear model is suitable to explain the relation between the functional covariate and the scalar response, i.e., test for the composite hypothesis:
versus a general alternative of the form H 1 : P {m { •, β : β ∈ H}} > 0. Further, the simple hypothesis, i.e. checking for a specific functional linear model:
is also of interest as it includes the important case of no interaction between the functional covariate and the scalar response (considering β 0 (t) = 0, ∀t). In what follows we will focus on the procedure for the composite hypothesis, given that the simple is obtained just considering that the functional parameter is known and substitutingβ andβ (p) by β 0 and β 
Then H 0 is characterized by the null value of the moment E (Y − X, β )1 { X,γ ≤u} , for a.e.
u ∈ R and ∀γ ∈ S H (or ∀γ ∈ S p H , ∀p ≥ 1) and a possible way to measure the deviation of the data from H 0 is by the empirical process arising from the estimation of this moment:
that will be denoted as the Residual Marked empirical Process based on Projections (RMPP). The marks of (3) are given by the residuals Y i − X i ,β n i=1 and the jumps by the projected functional regressor in the direction γ,
. The estimation of β can be done by different methods as described in Section 2. Note that the RMPP only depends on the residuals of the model considered (in this case the residuals of the FLM) and therefore it can be easily extended to other regression models (see Section 6 for discussion).
To measure the distance of the empirical process (3) 
where F n,γ is the empirical cumulative distribution function (ecdf) of the projected functional data in the direction γ (i.e. the ecdf of the data
) and ω represents a measure on S H . Unfortunately, the infinite dimension of the space S H makes infeasible to compute the functionals (4) and (5) is any basis, we have that
By analogy with the previously defined F n,γ , we will denote F n,γ (p) to the ecdf of the projected functional data expressed in the p-truncated basis, both for the projector γ and for the functional data. Then, the RMPP can be expressed in terms of a p-truncated basis, yielding
where b p represents the coefficients ofβ in the p-truncated basis Ψ j p j=1 .
Bearing in mind this, our test statistic propose is a modified version of (4) that results from
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expressing all the functions in a p-truncated basis of H:
We have decided to choose the Cramér-von Mises statistic because, as we will see, presents important computational advantages and can be adapted to the given framework of Escanciano (2006) for the finite dimensional case. The most important advantage is that we can derive an explicit expression where there is no need to compute the RMPP for different projections, property that does not hold for the Kolmogorov-Smirnov statistic.
Using that the integration in the p-sphere of H can be expressed as the integration in the psphere of R p via the transformations defined in Section 2.1, we have:
where ω now represents a measure in the p-sphere S p that, for simplicity purposes, will be considered as the uniform distribution on S p .
Essentially, what we have done is to treat the functional process as a p-multivariate process, expressing the functions in a basis of p elements. The methods to choose the number of elements p and to estimate the parameter β both for the simple and for the composite hypothesis are the ones introduced in Section 2. These methods will be illustrated in Section 4. 
13
ACCEPTED MANUSCRIPT
Implementation
Following the steps of Escanciano (2006) it is possible to derive a simpler expression for (7).
Using the definition of the RMPP in a p-truncated basis, the fact that F n,R −1 g p is the ecdf of
and some simple algebra, we have:
The terms A i jr represent the integrals
where
and (a, b) represents the angle between vectors a and b. To simplify notation, we denote
the basis is orthonormal) for k = 1, . . . , n. Depending on x i,p , x j,p , x r,p , the region S i jr can be the
spherical wedge (see Figure B1 in appendix) of width angle given by
Thus A i jr is the product of the surface area of a spherical wedge of angle A 
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is given by
, else.
We also have a symmetric property, A i jr = A jir , which simplifies the evaluation of the test statistic from O(n 3 ) to O (n 3 + n 2 )/2 computations. The memory requirement is expensive, because we need to store the (n 3 + n 2 )/2 elements of the three dimensional array A, which is symmetric in its two first indexes. However, this requirement can be stretched if we consider the following expression for the statistic:
where A • = n r=1 A i jr i j is a n × n matrix andε is the vector of the residuals. By the definition of
i jr and its symmetry in the first two entries, the matrix A • is symmetric and its diagonal terms are given by (n + 1)π. Although the order of computations remains similar, O (n 3 − n 2 )/2 , the memory required for storing the matrix A • is substantially lower and drops to (n 2 − n + 2)/2 elements.
This fact improves drastically the time of computation of the statistic and allows to apply the test to larger datasets.
Again, let us remark that the expression derived for the PCvM n,p statistic remains valid for any functional regression model with scalar response and not just for the FLM, as the expression is based on the residuals of the model.
Bootstrap resampling
To calibrate the distribution of the statistic PCvM n,p under the null hypothesis, a wild bootstrap on the residuals is applied. This bootstrap procedure is consistent in the finite dimensional case, as 
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it was shown in Stute et al. (1998) , and is adequate to situations with potential heterocedasticity, quite common in functional data. The resampling process for the case of the composite hypothesis,
given an initial estimationβ (p) of the functional parameter, is the following:
I. Construct the estimated residuals:
II. Draw independent random variables
, we have the golden section bootstrap.
III. Construct the bootstrap residuals ε
.
V. Obtain the estimated bootstrap residualsε
Then, the procedure to calibrate the test is the following. In step I we compute the test statistic with the residuals under H 0 using the implementation (9) A very interesting fact of the FLM is that step V can be easily performed using the properties of the estimation ofβ (p) . From (1) 
Simulation study
To illustrate the finite sample properties of the proposed test, a simulation study was carried out for the simple and the composite hypotheses. The functional process considered for the functional covariate X is an Ornstein-Uhlenbeck process in [0, 1] , which corresponds to a Brownian motion with functional mean μ and covariance function given by Cov(X(s), X(t)) = σ 2 2θ e −θ(s+t) e 2θ min(s,t) − 1 .
We have considered θ = 
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on the idea of extending the covariance to functional-scalar data: 
in order to compute the test statistic. To this end, we consider a B-splines basis and we choose automatically its number of elements by the GCV criteria commented in Section 2.1.
The results of the study for the simple hypothesis are collected in Table 1 
Testing for composite hypothesis
To see the performance of the test under the composite hypothesis H 0 : m ∈ { •, β : β ∈ H} we have considered three different null models of the form
with j = 1, 2, 3 being the index of the three different models. The functional coefficients of the three FLM are β 1 (t) = sin(2πt) − cos(2πt), β 2 (t) = t − (t − 0.75) 2 and β 3 (t) = t + cos(2πt), t ∈ [0, 1].
The second functional coefficient is chosen to be perfectly described by B-splines, whereas this is 20 In order to check the power performance of the test, a set of possible deviations from the linear regression model is considered. Again, a second order term X, X is introduced to transform the model into a non-linear one. Three different weights for this term are considered, representing the alternatives H j,k :
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The index for the model is denoted by j = 1, 2, 3 and k = 1, 2, 3 is the index that measures the degree of the deviation from the null hypothesis. The weights of the quadratic term are δ 1 = 0.01, Three estimation methods for the functional parameter β will be considered. All of them are designed in order to provide automatic selectors of the number of elements considered in the basis estimation of β. So, the first automatic method considered is the estimation of β as a linear combination of a B-splines basis of p elements, where p is chosen by the GCV criteria (2). Secondly, FPC estimation relies on the BIC criteria to choose the optimal number of elements in the FPC basis derived from the process to estimate β. Finally, the FPLS method also uses PCV to select the adequate number of elements in the FPLS basis derived from the joint sample
. Table 2 shows the rejection frequencies of the null hypothesis for the test computed from observations of the null hypotheses (10) and deviations (11), for the significance level α = 0.05. 
performance. At sight of the rejection frequencies for the three models, several comments must be done. Firstly, the test respects the significance levels for the null hypothesis for the three estimation methods considered. Secondly, there seems to be no big differences in terms of power for the three methods, although it can be observed that the FPC and FPLS estimation methods are slightly more conservative. Finally, at sight of the similarities between the response under the null and under the alternatives (see Figure B4 in appendix), the results of Table 2 point toward a quite competitive test. Similar results are obtained with a non symmetric random noise.
The behaviour of the test for different sample sizes is shown in Table 3 . As in the previous tables, the three estimating methods have very similar rejection ratios and we can see that Bsplines estimation has again larger rejection ratios for all the models. As expected, when the sample sizes increases, the rejection rates also do.
Data application and graphical tool
The Tecator dataset is a well known dataset in the literature of functional data analysis (see, for example, Ferraty and Vieu (2006) ). It contains data from 215 meat samples, consisting of a 100 channel spectrum of absorbances measured by a spectrometer and the contents of water, fat and protein. When trying to explain the content of fat in the meat samples throughout the spectrometric curves, it is common to transform the original curves into the first derivatives or the second derivatives, in order to properly capture the wavy effects of the meat samples with high percentage of fat (see the left plot of Figure 1 ).
We have applied our goodness-of-fit test with B = 5000 bootstrap replicates for the original dataset and for the dataset of the first and second derivatives. and therefore it is difficult to compare two trajectories of the process. However, integrating with respect to γ results a process that does not depend on the projections. Further, this integration is easily approximated by Monte Carlo:
being γ g functions in S H and G the number of Monte Carlo replicates. For γ g , a possibility is to consider stationary Gaussian processes with unit norm. Figure 2 shows the comparison of the observed process R n and B = 100 bootstrapped processes under the null, for the two studied datasets. Consistently with the obtained p-values, the observed processes for the Tecator dataset seem to be significantly different, whereas for the AEMET dataset the observed process is just an ordinary trajectory of the bootstrapped ones.
Conclusions
We have presented a goodness-of-fit test for the null hypothesis of the functional linear model.
The test is constructed adapting the propose of Escanciano (2006) to the functional scheme using a basis representation. Different estimation methods for the functional parameter were considered, showing in general a similar behaviour in the performance of the test. The simulation study shows that the test behaves well in practise: respects the significance level and has good power. The test was applied to two real datasets to determine if the FLM was plausible, rejecting the null hypothesis for the first and finding no evidences for rejecting in the second.
The asymptotic distribution of the statistics PCvM n and PCvM n,p , quadratic functionals of the processes R n and R n,p , respectively, is an open problem. The convergence of both processes remains as a problem of great relevance to be considered in the future, taking into account that these 
24
ACCEPTED MANUSCRIPT
processes are indexed in R × H and that it does not exist, up to our knowledge, any results of weak functional convergence of empirical processes indexed in infinite dimensional spaces.
Although in this paper we have focused on the functional linear model, the proposed test can be extended to checking for any other regression model with functional covariate and scalar response.
As the statistic is based on the residuals, the practical implementation and the wild bootstrap calibration given in Section 3 will remain the same: we just have to consider suitable estimators for the parameters of the regression model to compute the residuals. Therefore, obvious extensions could be the testing of FLM with several covariates or the testing of the quadratic functional model.
Finally, let us remark that the code for the implementation of the goodness-of-fit test in the simple and composite cases is available throughout the function flm.test of the R library fda.usc since version 0.9.8. This function also shows the graphical tool introduced in Section 5.
To speed up the computation of the test statistic, the critical parts of the test implementation have been programmed in FORTRAN. 
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