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Abstract—This paper develops an analysis of the SAR impulse
response function from the interferometric point of view, with the
intention of studying its phase behavior in the presence of high
squint angle values. It will be pointed out that in this case, a phase
ramp is present in the range direction, which, in combination with
a certain degree of misregistration between the two images induces
an offset in the generated interferometric phase. This behavior,
if not compensated, imposes strong limits on the performance of
the interferometric techniques in a squinted case, especially for
airborne SAR systems. The article proposes two new techniques,
which are appropriate to correct the phase bias coming from this
source. The first one is based on a modification of the azimuth com-
pression filter, which cancels the phase ramp of the range impulse
response function for one specific squint value. In case the SAR
processing is performed with variable squint over range, we pro-
pose a second method oriented to estimating the expected misregis-
tration and thus, the phase bias by means of an iterative approach.
Simulated data as well as real corner reflector responses are used to
show that the correct topography can be recovered precisely even
in the presence of phase bias coming from the squinted geometry.
Index Terms—Digital elevation model, interferometry, remote
sensing, synthetic aperture radar (SAR).
I. INTRODUCTION
SYNTHETIC aperture radar (SAR) has been used formany years for the generation of two-dimensional (2–D)
reflectivity images of the Earth’s surface [1]. The generation
of such a product requires the coherent combination of the
echoes recorded by the SAR sensor in order to properly focus
all the targets within the image. Many algorithms, which carry
out this task in an efficient way, have been developed in the
last decades, including range-Doppler processing approaches,
wavenumber techniques, or chirp scaling-based algorithms
[2]–[6]. All of them must cope with the presence of the
so-called squint angle, which is directly associated with the
center value of the Doppler variation, i.e., the Doppler centroid.
It is generally present as a result of attitude changes of the SAR
sensor, which are more common in the airborne case since the
radar is mounted on a platform that experiences rotations and
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motion errors as a result of atmospheric turbulences, strong
wind conditions, etc. In the spaceborne case, the trajectories
are much more stable, but the Doppler centroid exists basically
as a consequence of the Earth’s rotation and curvature. In the
case of ERS, the satellite is steered to compensate the Doppler
centroid [7]. For RADARSAT [8], high squint values occur due
to the reduced steering of the satellite’s attitude.
In both air- and spaceborne cases, it is of extreme importance
to consider the correct properties of the squinted SAR signal
[9] to avoid defocusing. Appropriate techniques as high order
interpolations or high order filters, as described in [10] for the
chirp scaling algorithm, must be employed.
One important application of SAR is based on the combina-
tion of 2-D images acquired from two different points of view
in an across-track configuration in order to form an interferom-
eter capable of retrieving topographic information, i.e., digital el-
evation models (DEM) [11]. SAR interferometric techniques are
based on the phase information, i.e., every pixel of the calculated
interferogram must contain the phase difference between the im-
aged point and the two antennas. This is only possible after an
accurate coregistration process, which should be able to match
all the pixels of one image to the other with very high precision.
The coregistration step increases the quality of the interferogram,
easing in this way the phase unwrapping procedure [12] and im-
provingtheaccuracyoftheheightvaluesinthefinalDEM.Several
approaches have been proposed, based on conventional block-
matching methods to maximize the cross-correlation measure-
ment, or making use of the combination of different spectral con-
tents as proposed recently in [13]. In any case, the accuracy of the
coregistration methods is never infinite when no DEM is known
a priori, since the misregistration between both images is always
a function of the topography, the parameter to be estimated.
In this context, this paper studies the applicability of SAR
images focused with phase preserving algorithms adapted to
high squint to generate high quality interferograms for mapping
applications. The effect of the squint angle is considered from
the interferometric point of view, i.e., its impact on the phase
values obtained after the coregistration process is assessed. The
objective of the paper is first to derive the signal properties in
high squinted geometries, without small angle approximations.
In this way, the presence of some limitations in the retrieval
of the correct interferometric phase values is shown. The paper
also presents two new methods to overcome this problem, ex-
tending in this way the applicability of SAR interferometry for
high squint values.
In Section II, the characteristics of the squinted SAR signal
are evaluated, in particular, its phase behavior in a general case.
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The expressions are also extended to the airborne case, where a
term coming from the motion compensation step is added. The
final expression is validated by means of real interferometric
SAR data acquired with the E-SAR system [14] of DLR. In Sec-
tion III, the paper deals with the interferometric problem, con-
sidering the effects of the squint in combination with a certain
degree of misregistration, which leads to the presence of a no-
ticeable interferometric phase bias. In Appendix B, the results
are also confirmed when using a model of distributed scatterers
instead of point targets, finding the consequences on the coher-
ence as well. Section IV presents two methods developed with
the intention of increasing the phase reliability in the squinted
case. The first one is based on a modification of one of the fil-
ters applied during SAR processing, whereas the second method
carries out an estimation of the misregistration starting from
the initial phase values and increasing its estimated accuracy in
an iterative way. Appendix C studies the convergence of these
iterations. The end of Section IV shows the results of evalu-
ating these two approaches with simulated point targets and with
real interferometric SAR data. Finally, Section V concludes the
paper.
II. SAR IMPULSE RESPONSE CHARACTERISTICS IN A SQUINTED
GEOMETRY
It is well known that the impulse response function (IRF)
of a narrowband SAR system can be considered as a two di-
mensional weighted sinc function, obtained after the process of
compression of the raw data coming from an individual target
[1]. Specifically, the shape of this response is dependent on the
antenna diagram, the envelope of the transmitted pulse and the
weighting functions applied during the processing step in both
coordinates, range, and azimuth [2]. This section presents a re-
view of the signal formulation, oriented to derive explicitly the
impact of the squint angle on its phase. It will be pointed out that,
in the case of chirp scaling [5] or range-Doppler algorithms [6],
spectral shifts are introduced by the variation with range of the
azimuth compression function. From the wavenumber point of
view [4], they appear as a result of the projection of the trans-
mitted frequency onto both wavenumber axes. For the airborne
case, the additional effects due to motion compensation will also
be discussed.
A. Signal Expression: Phase Behavior in the Presence of
Squint
We start from the signal expression in the so called range-
Doppler domain [5], [15] prior to azimuth compression. It is
assumed that proper range compression (including secondary
range compression), range cell migration correction and motion
compensation (for the airborne case) have been already carried
out at this stage. For a target located at a minimum range dis-
tance (closest approach distance) the signal takes the form:
(1)
where
range time variable;
azimuth frequency;
first derivative of the Doppler frequency within the
synthetic aperture (Doppler rate);
Doppler centroid;
azimuth time related to the position of the target;
wavelength value;
effective platform forward velocity, which includes the
effect of Earth’s curvature and rotation for the space-
borne case [16].
The functions named and are the envelopes in range time
and azimuth frequency domains, respectively, while is an
arbitrary complex constant. In particular, the frequency takes
values in the interval
(2)
where is defined as the azimuth bandwidth. The range posi-
tion of the impulse response, given by , is expressed in terms
of time as
(3)
For simplification, we use the following relationship [17] in the
next expressions
(4)
which relates the squint angle to the Doppler centroid fre-
quency . The possible dependence on the range target position
has been included explicitly.
Usually, the last step of the processing with a range-Doppler
or chirp scaling processor consists of the multiplication with the
azimuth-compression filter
(5)
which is tuned to every range bin in order to focus all the re-
sponses along the range dimension. This is obtained through
the variation of in (5). The operation will eliminate the hy-
perbolic phase evolution of the range-compressed signal in the
azimuth frequency domain, but only for the range time position
equal to . For other , even within the main lobe of the re-
sponse, there will remain a residual term with the shape of the
square root of (5). In Appendix A, we detail a Taylor expan-
sion of this term around the Doppler centroid frequency [with
respect to ( )], in order to identify the contribution of each
coefficient. It is shown that the constant term of the expansion
is responsible for a phase ramp, since it is indeed dependent
on . On the other hand, the linear coefficient induces a signal
shift (also dependent on ) when transformed back to the az-
imuth time domain. Finally, the second order factor is shown to
be negligible within the main lobe of the response, where
is smaller than the resolution cell.
With these considerations, it is possible to find a compact
expression for the SAR impulse response, which includes phase
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ramps in range and azimuth due to the presence of squint. It is
obtained by transforming the compressed signal to the azimuth
time domain
(6)
where
subindex “compressed”;
radar central frequency;
complex constant;
inverse transform of .
The displacement of the sidelobes of is characteristic for the
so-called zero-Doppler geometry, where every scatterer is lo-
cated at the time and distance corresponding to the minimum
approach position, even if the squint is not null. In this case,
the phase at the peak corresponds to as well. It is possible
to obtain an output in a beam-centered or squinted geometry by
adding a certain range varying linear phase to the filter described
by (5). Anyway, compression to beam center is not usually done
in practice, and hence, the analysis presented here is based on
compression in zero-Doppler geometry.
Equation (6) gives an accurate description of the phase be-
havior in a squinted case. Specifically, the range phase ramp
is of extreme importance for interferometry, since any possible
range misalignment between the two peaks yields a phase bias
(see Section III). It is worth noting that the ramp can be un-
derstood as a spectral shift, which has been introduced by the
azimuth compression filter. Its expression is
(7)
This shift was identified also in the wavenumber formulation,
as reported in [4]. In that case the so called Stolt interpolation
is carried out to prepare the data for efficient azimuth focusing.
The process is based on a change of variables between the trans-
mitted frequency and the radial frequency. In squint mode pro-
cessing, the transmitted center frequency is projected onto two
orthogonal axes after image formation. Thus, (7) can be inter-
preted as the shift induced by the projection onto the axis
of the point located on the axis, which is rotated by an
angle equal to from boresight. For narrowband systems, this
shift can be considered to be constant over the transmitted band-
width.
This result is important for interferometric applications, since
this spectral shift can impose severe requirements on the inter-
ferometric processing chain, as will be shown in Section III. In
Appendix B, we study the consequences of (7) on the first and
second order statistics of the interferometric phase.
B. Effects of Motion Compensation in the Airborne Case
Section II-A pointed out the appearance of a range spectral
shift introduced by the squint angle during azimuth compres-
sion. However, in order to obtain an expression general enough
to comprise all the kinds of SAR platforms, space- and airborne,
another effect must be taken into account. In particular, it is well
known that in the airborne case, it is very important to compen-
sate the trajectory instabilities of the SAR sensor during the fo-
cusing step [18], in the so-called motion compensation (MoCo)
step. Otherwise, the quality of the final image degrades seri-
ously [19]. In [20], several MoCo options from the interfero-
metric point of view were analyzed.
Basically, during the MoCo procedure, the data must be mul-
tiplied by an exponential phase term in order to correctly com-
pensate for the deviations between the nominal and the actual
trajectories [17]. This factor depends on the incidence angle
from the radar to the target and therefore, on the slant-range
axis as described by [21]. As the slant range varies along
the swath, the extended chirp scaling (ECS) algorithm [15] pro-
poses a two-step scheme. First, a coarse compensation is applied
for the center of the swath. Next, after range compression and
range cell migration correction (RCMC), it is possible to mul-
tiply the signal with a range-varying factor, oriented to carry
out the so-called second order motion compensation to allow a
proper range compression. Indeed, the fact that the exact MoCo
is performed after RCMC makes this configuration appropriate
for high-squinted interferometric data, where the migration is
important in terms of range bins. In this case, the signal repre-
sented by (6) can be focused without phase distortions. Other-
wise, its characteristics would degrade when using other options
which apply motion compensation to the range-migrated data
[20], [21].
Either using a MoCo procedure with one or two steps, at a
specific stage, the signal is multiplied by a factor of the form
(8)
where
azimuth time,
range axis;
distance to be compensated (i.e. the difference between
the nominal and actual range to the target), which is
variable in both dimensions, azimuth and slant range.
Any linear component of along range leads to a spectral
shift in the final impulse response and consequently, a phase
ramp in the time domain. This shift is approximated by the first
derivative of at the range target position
(9)
For the center of aperture position located at , and con-
sidering that the variation of the shift in (9) within the synthetic
aperture is small, then the spectral shift after azimuth compres-
sion can be approximated as
(10)
Equation (10) can be used in conjunction with (7) in order to
include the contribution of both factors, MoCo and squint, on
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the amount of spectral shift. Then it is possible to derive a new
expression for the focused SAR impulse response function
(11)
which is appropriate not only for satellite sensors but also for
airborne SAR data.
C. Verification with Real Point Targets
We have processed SAR data acquired by the E-SAR system
of the DLR [14] over the test site of Oberpfaffenhofen, Ger-
many, in 1998. The system characteristics for the flight, as well
as the processing parameters, are shown in Table I. This data set
contains the response of five corner reflectors of different sizes
(see Fig. 1) for calibration purposes. They are positioned ap-
proximately in the same azimuth position, whereas their slant-
range distance to the master antenna varies from 4295 to 4739
m.
During the flight, the aircraft experienced horizontal and ver-
tical deviations in the range of 10 m and 2 m, respectively.
These values were taken into account during the motion com-
pensation step and led to the range-varying phase ramps dis-
played in Fig. 2. A Hamming weighting of 0.54 was used for
range side-lobe suppression. The average squint angle for this
flight is 2.7 and was assumed constant over range during pro-
cessing. Thus, the total spectral shift led to a phase ramp of
around 19 1/m in the area of the corner reflectors (Table III,
second column), according to the theoretical expressions. These
values have been checked after the processing of the data, and
the range cuts for the five responses are shown in Fig. 3. As we
can see, all the targets present a phase ramp within the main lobe
of the response, and the measured slope equals the predicted one
of (11).
III. EFFECTS OF SQUINT AND MOCO TERMS ON
INTERFEROMETRY
As commented in Section II, the presence of the squint
angle induces several effects on the SAR impulse response
function. The next concern is to find out the consequences
regarding the computation of the targets position by means
of an interferometric process, which consists of the cross-
multiplication of two interferometric SAR images acquired
from slightly different positions [11]. It will be shown that
small misregistration errors have a strong influence on the
final precision of the digital elevation model (DEM) in case of
squint, not only because of a degradation of the coherence [22],
but also due to the appearance of a phase bias.
TABLE I
DATA CHARACTERISTICS FOR THE TEST
SITE OF OBERPFAFFENHOFEN (E-SAR SYSTEM)
A. Interferometric Phase Bias
During the interferometric process, the signals coming from
the two channels are combined in order to obtain the inter-
ferometric phase information for every ground resolution cell.
It is well known that, in this case, every pixel of the second
image (slave) must correspond very precisely to the pixel in the
first image (master) from the same cell on the observed surface
[23]–[25]. The coregistration procedure, however, is not able to
achieve an infinite precision, since the misalignment between
both channels comes from the terrain relief itself. It is normally
established that the accuracy in the coregistration step must ac-
complish a threshold in the order of 1/10 of the resolution cell,
which would cause a negligible statistical decorrelation [24].
However, it was shown that for squinted data and also in the
case of ScanSAR interferometry the requirements on azimuth
coregistration accuracy are much higher [13]. In this paper, we
show that the coregistration accuracy in range is also critical in
the case of considerable squint and/or terrain topography. As a
result of the phase ramp within the main lobe of the target im-
pulse response, even a small degree of misregistration is enough
to introduce an important phase bias. In Fig. 4, this effect is il-
lustrated. Although the ramps are cancelled when multiplying
one image with the conjugate of the second one, the small shift
between them yields an offset in the final phase value with re-
spect to the correct one. Note that the amount of misregistration
is related to the unknown topography changes and cannot be
considered be systematic. From (11), the interferometric phase
results in
(12)
where is the range misregistration calculated with the
peak positions in image 1 minus image 2, and the effects of
the squint angle and the MoCo term are evaluated for the target
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Fig. 1. Intensity of corner reflector responses as obtained by the E-SAR system for the Oberpfaffenhofen testsite.
Fig. 2. Phase ramp within the range IRF due to the range update of the motion
compensation phase function as a function of slant range position.
range position. For the interferogram generation, it was assumed
that the azimuth filters of the two images were centered on the
same Doppler frequency in order to avoid decorrelation. In this
way, the bias becomes
(13)
where a general dependence on has been considered. Equa-
tion (13) is a general expression that can be applied to estimate
the phase precision, given the expected misregistration and the
squint angle for any airborne or spaceborne SAR platform. From
this point of view, it is possible to define an effective squint angle
containing the possible contribution of the MoCo term
(14)
leading to a more compact expression for the phase bias:
(15)
Equation (15) shows that the interferometric phase bias coming
from this effect can be considerable in some situations, limiting
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Fig. 3. IRF in range for the three corner reflectors focused with unmodified processor filter function. The near, middle, and far range corner reflectors from Fig. 1
have been selected for representation.
seriously the performance of the interferometric technique. In
Appendix B, this investigation is confirmed also with distributed
targets and the effects of squint on the estimated cross-correla-
tion (coherence) are derived.
B. Airborne Example
For the parameters of the E-SAR system of DLR (Table I),
15 of squint and a misregistration of 15 cm (corresponding to
10% of a range sample), induced for example by topographic
changes in the scene over range, the corresponding phase bias
would reach 120 , approximately. If not corrected, this trans-
lates into height errors of 10–20 m depending on the radar look
angle. Section IV of this paper presents two methods to correct
for this error.
It is worth noting that in the azimuth direction, the phase ramp
defined by the first exponential term of (6) is less critical from
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Fig. 4. Phase bias in the presence of misregistration and spectral shift.
the misregistration point of view, since it is considered that both
images are correctly coregistered in this coordinate. This is usu-
ally the case of a single-pass interferometric system like E-SAR,
where the positions of both antennas are known very precisely.
C. Spaceborne Example
In the spaceborne case, the effective squint is determined by
the attitude of the spacecraft and the Earth’s rotation and cur-
vature, whereas the attitude of the spacecraft can be steered to
eliminate the effect of rotation and curvature to a great extent
[26]. Unfortunately, for the Canadian RADARSAT satellite, this
cannot be performed and the effective squint can become rel-
atively large [27]. In case interferometry is performed with a
range misregistration of 1 m and 1 of effective squint, a phase
bias of 2 occurs according to (15). For a baseline of 200 m, this
translates into a height error of less than 1 m. Thus, the effect of
the phase ramp in range is very small and can be neglected in
this case. However, for an azimuth misregistration of 10% of the
resolution cell, it can be shown that due to the range variation
of the Doppler centroid imposed by a yaw angle of 3 interfero-
metric phase errors as large as 30 occur from near to far range.
This leads to height errors larger than 25 m in case of a base-
line of 100 m. To correct for this error, many tiepoints spread
over range or a much higher coregistration accuracy is required
in the azimuth direction. An efficient algorithm which assures
this improved accuracy has been presented in [13].
IV. METHODS FOR INTERFEROMETRIC PHASE BIAS
COMPENSATION
This section presents two different possibilities to decrease
the effect of the phase bias given by (15). First, a modification of
one phase function (the azimuth compression filter) used during
the processing stage is proposed. Its main objective is to cancel
the phase ramp, which exists in the SAR impulse response func-
tion (see Section II). The second option explores the idea of es-
timating the range misregistration between both SAR images,
to cancel out the errors in the case of variable squint in range.
The first method leads to a scaling of the interferometric phase,
which must be accounted for in further evaluations, whereas the
second method needs the exact knowledge of any prior coregis-
tration operations applied to the data.
A. Modification of the Azimuth-Compression Filter for Phase
Ramp Cancellation
In Section II, a general expression for the SAR impulse re-
sponse function has been derived, which takes into account the
phase ramps that exist in both dimensions of the data. As was
mentioned, responsible for the range ramp is the azimuth-com-
pression filter applied in the last step of the processing, as well
as the motion compensation term in the airborne case. In order
to prevent the appearance of this ramp, which has consequences
even in cases of very small misregistration, a modified version
of the filter of (5) including a factor defined as is proposed
(16)
This filter can be very useful to control the behavior of the phase
ramp in range. Indeed, following the same considerations as
in Section II, the expression of the impulse response of (11)
changes to
(17)
By inspection of (17), it is possible to conclude that the phase
ramp in range, given by the last exponential function, can be
cancelled choosing the correct factor for a specific squint
angle . It is important to note that, as a result of the
modification of the filter, the phase that contains the information
of the range distance (first exponential) is also changed, being
multiplied by the new factor. This implies that the new inter-
ferometric phase, if we follow the same process in the second
image, is now expressed by
(18)
Nevertheless, this factor can be taken into account during the
subsequent step of geocoding, so this scaling of the interfer-
ometric phase of the whole scene should not be considered
harmful because it can be compensated for.
Since the range phase ramp has been eliminated for a specific
squint, it implies that the phase errors coming from misregistra-
tion have been removed for this specific squint value. However,
in a general case, the effective squint angle could be char-
acterized by an important variability along the range dimension.
Indeed, if a range-varying factor was applied in (16), the in-
terferometric phase value would take the form
(19)
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Fig. 5. IRF in range for the five corner reflectors focused with the modified azimuth compression filter function. The near, middle, and far range corner reflectors
from Fig. 1 have been selected for representation.
introducing in this way an unknown phase shift that could not
be recovered during geocoding, where the distance has to be
found from [see (20)].
This filter has been applied to the X-Band E-SAR data and the
result on the range IRFs of the corner reflectors is displayed in
Fig. 5. In this case, the applied value of is 2.3 (combination
of real squint and MoCo term) and constant since the squint was
considered to be the same for all range positions. An important
reduction of the range phase ramp for all the targets could be
obtained. The residual ramps are due to the range varying nature
of the motion compensation, which could not be accounted for
precisely for all corner reflector positions.
B. Precise Geocoding Based on Estimated Misregistration
The limitations of the previous method are twofold. First, the
filter cannot be updated for each range position as explained by
(19). Second, it is not possible to choose the best filter for all
azimuth positions. This is due to the fact that the modified filter
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is applied in the azimuth spectral domain, but the MoCo term is
variable also in azimuth.
Another method to compensate the phase bias is described in
this section, trying to avoid the previous limitations. The con-
cept is different from modifying any filter of the processing
chain. This technique is directly based on the values of the cal-
culated interferogram and therefore, it is suitable for integration
into the geocoding part of the processing without changing the
processor phase functions. Starting from the unwrapped inter-
ferometric phase, we will show that it is possible to estimate
with a certain degree of precision the actual misregistration be-
tween both images and, in this way, remove the phase bias re-
lying on the expressions obtained in the Sections II and III.
The process of relating the measured interferometric phase to
a position and height on the Earth’s surface is generally called
geocoding [28], [29]. One of the first steps of this process con-
sists of computing the distance between the target and the
second antenna (slave antenna) of the system, starting from the
interferometric phase value unwrapped [12] and with the flat-
Earth term
(20)
With the pair of values , the radar/Earth geometry must be
solved in order to find the position of the desired point (see Fig.
6). The problem is that any possible error in the interferometric
phase is propagated to the distance by means of (20). The
computed value of is degraded as long as a phase bias exists,
and then the final position and height of the geocoded point
can contain an error of several meters in the squinted case (see
Section III-A ).
However, with this erroneous estimation of , it is possible
to obtain an initial guess for the position of this point in the
second image, after the coregistration process. The technique to
be presented here is based on the estimation of the misregistra-
tion. The main point is to know the value of
(21)
where the subindex stands for “after coregistration.” The
variable , which ideally should be zero, is the actual dis-
tance between the position of both impulse responses when the
interferometric channels are combined. On the other hand, the
coregistration function that has been applied before the
interferogram formation must be considered perfectly known
(22)
As an example, for the scaling properties of the ECS algorithm,
the coregistration function is expressed by
(23)
where and are the scaling parameters of the ECS algo-
rithm, and is slightly different from because it con-
tains the term which accounts for the coarse coregistration.
The important idea of this method is that it is possible to sub-
stitute the first position of into (21) and (22) to get an estimate
Fig. 6. Interferometric geometry for improved geocoding with the iterative
approach.
of the residual misregistration. Hence, we can compute the inter-
ferometric phase bias based on its relation with misregistration,
given by (15). Obviously, the knowledge of the phase bias is ex-
tremely useful, since it gives a much more accurate estimation
of the correct interferometric phase. Actually, this process can
be implemented directly on , since its relation with the phase
depends only on the well known factor . In this way, the
corrected value for this distance is
(24)
If the misregistration estimation is accurate, then the new value
of is also more precise and consequently, the final geocoded
position is improved (see Fig. 6). Indeed, it is possible to check
if the modification is correct by applying again (21) and (22) to
the new distance. Then, the process becomes iterative until the
values of the misregistration and the phase bias agree with each
other
(25)
where is the iteration number. The iteration would be finished
when the second term of (25) is lower than a certain threshold. A
block diagram of the proposed technique is depicted in Fig. 7.
The operations to be performed within the first iteration step
are presented on the left hand side, while the complete iterative
scheme is detailed on the right. This correction, indeed, could be
applied also in conjunction with the filter of (16). In that case,
(24) and (25) should take the new factor into account, as
corresponds to (17).
C. Iterative Method: Simulation Results
In order to test the performance of the iterative method of
the previous section, E-SAR data have been simulated with the
system parameters of Table I. The purpose is to have available
a set of data with much higher squint values, i.e., with an im-
portant spectral shift and corresponding interferometric phase
bias. The simulation has been performed with a high variability
of the squint angle from near to far range (from 7.8–11.3 ). The
deviations from the nominal track have not been included and
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Fig. 7. Block diagram of the correction procedure. Left side: one iteration. Right side: n iterations.
TABLE II
MISREGISTRATION AND PHASE BIAS FOR SIMULATED POINT TARGETS
therefore, there is no contribution of the MoCo term to the phase
ramp in this case. The data contain point targets in near, mid and
far range, located in the same zero-Doppler azimuth position.
The interferogram has been formed after a coregistration
process based on the range scaling properties of the ECS
algorithm and therefore, the function to be considered during
the iterative method is the one expressed in (23). The simulated
point targets are located at a local height of about 600 m,
whereas the scaling parameters, and , for the coregistra-
tion step were calculated for a terrain height of 400 m, in order
to simulate the effects of the unknown elevation of the observed
area. The misregistration in every point target is displayed in
Table II, as well as the phase bias detected in the simulation
in comparison to the expected theoretical one. As we can
see, the detected bias reaches high values (40 ), which would
correspond to a maximum height error of approximately 4 m.
After employing the proposed method with three iterations,
we have obtained the phase bias estimations shown in Fig. 8
expressed in degrees. As we can see, they are in agreement with
the theoretical ones predicted by the equations derived in this
paper (Table II). In this way, the estimated phase error can be
subtracted yielding a high reduction of the phase bias for all
the point targets within the swath (Fig. 9). The resulting height
errors are in the order of 20 cm in the worst case (point ). The
result of the iteration gives a very precise estimation of the errors
generated by the combination of squint and misregistration.
As can be noticed in Fig. 8, the method converges very fast;
in this case one iteration would be enough. The reason can be
found in the fact that a linear function for coregistration (23)
has been used with coefficients that assure the convergence. In
Appendix C, the analysis of this aspect is derived.
D. Iterative Method: Results with Airborne Data
The validity of the iterative approach has also been checked
by means of the E-SAR airborne data (Table I). For these data,
the targets are characterized by a noticeable phase ramp in
range, as shown in Fig. 3. This phase evolution, in combination
with a specific misregistration, leads to the interferometric
phase bias mentioned above. In this case, the reflectors are
located in a nearby position in range, so in order to make
evident the different bias in each of them we have imposed
a different misregistration from – (see Table III). (The
reflectors have been called from near to far range, with
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Fig. 8. Interferometric phase bias estimated with the iterative method for the
simulated point targets (three iterations).
Fig. 9. Interferometric phase improvement obtained with the iterative method
for the simulated point targets.
.). As we see, the misregistration in and
reaches the value of approximately 25% of the resolution cell
(3 m). In the same table, we also represent the values of the
phase ramp for every point (2nd column) and, from them, the
expected bias predicted by the theoretical formulation of (27)
(3rd column).
It is important to note that, in order to carry out an accurate
study of only this source of error, neglecting the other possible
contributions, it is necessary to compare the results to the ones
obtained in the perfect coregistration case. With this purpose,
another interferogram with exact coregistration for all point tar-
gets has been formed. After the detection of the phase values
for every reflector, the biased values shown in Table III (4th
column) have been found. They are in good agreement with the
expected ones. The next step is to use the iterative approach in
order to correct the phase bias. Also in this case it has been found
that one iteration is enough for reaching a good estimate of the
theoretical bias. After subtracting the estimations from the ac-
tual bias, the accuracy shown in Fig. 10 has been obtained. As
one can see, the bias in all the control points has drastically been
reduced, from 13.68 to 1.14 in the worst case.
The performance of the method, which is applied pixel by
pixel, is also accurate in areas with no strong point-like corner
reflectors, since it is based on the phase itself and not on the re-
flectivity. For those pixels where the interferometric phase con-
tains a high level of noise, the importance of this correction de-
creases since the squint effect represents a minor impact in com-
parison to the high decorrelation. Thus, it would be reasonable
to mask these pixels in order not to apply the correction. In this
test with real data, the presence of noisy values in shadowed
TABLE III
MISREGISTRATION, PHASE RAMP, EXPECTED BIAS, AND DETECTED
BIAS FOR EVERY GROUND CONTROL POINT
Fig. 10. Interferometric phase improvement obtained with the iterative method
for the five corner reflectors.
cells has not affected the convergence. The theoretical explana-
tion is shown in Appendix C.
As a conclusion to sections C and D, we point out that the
theoretical method based on the estimation of the misregistra-
tion has successfully shown its validity to improve the results
not only in a simulated scenario but also with data coming from
an operative system like E-SAR.
V. CONCLUSIONS
In this paper a complete SAR signal analysis from the inter-
ferometric point of view has been developed. The formulation
includes the effect of the squint angle in the SAR impulse re-
sponse function, as well as other terms coming from the motion
compensation step during processing of airborne data. The pres-
ence of a phase ramp in the range direction has been pointed out,
as well as its consequences on the interferometric technique for
air- and spaceborne SAR platforms. In particular, it has been
shown that a noticeable phase bias exists in the presence of
misalignment between both images in the squinted case. This
bias reduces the capability of the interferometric technique to
retrieve the correct topographic information, especially for air-
borne sensors.
In this work, two new methods for the reduction of this kind
of limitation have been presented theoretically and evaluated
by means of simulations and real data from the E-SAR system.
They overcome the problems related to the squinted geometry
and reduce the strong requirements on range coregistration ac-
curacy. Actually, the accuracy of range coregistration should in-
crease proportionally to the squint angle, which is not feasible
from a practical point of view. Indeed, perfect coregistration in
range will never be possible prior to the geocoding step in case
no external DEM is available. Therefore, the two methods for
phase bias compensation presented in this paper are of extreme
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importance for improving the accuracy of DEM generated by
airborne SAR platforms in the presence of squint.
APPENDIX A
TAYLOR EXPANSION OF AZIMUTH-COMPRESSED PHASE
If the azimuth-compressed signal [after the application of (5)]
is evaluated for a range time close to the IRF maximum, we get
the following:
(A1)
where . In the squinted case, the Taylor expan-
sion of the square root of (A1) must be calculated around the
Doppler centroid frequency. In this way, the filtered response
becomes
(A2)
where the phase can be expressed by a second order polyno-
mial
(A3)
and the three coefficients are
(A4)
With respect to the constant term, it shows that the presence of
the squint induces a change on the phase of the response in a
point located at a distance from the peak
(A5)
Indeed, (A5) describes a linear behavior with respect to ,
which induces a linear phase ramp in range. On the other hand,
the first order coefficient in (A4) can be rewritten as
(A6)
This factor leads to a shift in azimuth time when transforming
the signal back to the time domain. Specifically, it is respon-
sible for the shift of the sidelobes that can be observed in the
zero-Doppler image geometry. Finally, the second order term
imposes a quadratic phase evolution, which is
(A7)
Equation (A7) indicates a slight azimuth defocusing for those
parts of the signal not located at the range IRF maximum,
meaning that the range sidelobes are not properly compressed.
Nevertheless, it can be shown that for all known air- and space-
borne SAR sensors, this quadratic phase factor is negligible for
small (main lobe).
APPENDIX B
EFFECTS ON COHERENCE
In Section III, it has been shown that the squint angle, com-
bined with misregistration, introduces a range dependent phase
bias of the interferometric phase coming from a point target.
However, in a real case, most of the natural surfaces that can be
observed by a SAR sensor are formed by resolution cells with
a continuous pattern of scatterers, distributed in a specific way
on the ground. That is the reason why the phase for every point
in an interferogram has been traditionally considered a random
variable, with specific mean and absolute deviation values [21],
[30]. Hence, it is possible to derive the concept of coherence and
phase bias.
In order to extend the results obtained with point scatterers by
means of it, one can only assess the effects on the phase bias. It
is useful to compute the statistics of a more complex resolution
cell, obtaining in this way the changes in the interferometric
coherence.
The geometry for the calculation of the cell statistics is shown
in Fig. 11. It is considered that both antennas receive the scat-
tered field from the same resolution cell, which consists of uni-
formly distributed and independent scatterers. Under these as-
sumptions, the cross correlation between the received fields for
that specific pixel is traditionally considered to be [24]
sinc sinc
(B1)
where
expectation operator;
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Fig. 11. Geometry for the calculation of the interferometric statistics.
and resolutions in ground range for each image;
mean absolute deviation of the scatterers re-
flectivity function ;
and arbitrary complex constants.
However, our goal is to study the effects of the phase ramp in
range, so (B1) must be modified in order to include the correct
expression of both impulse response functions in this case
sinc
(B2)
where is the reflectivity function in ground range. The last
exponential term is introduced to account for the phase ramp.
Therefore, the cross correlation results in
sinc sinc (B3)
where is the time measured at the center of the cell
. The only difference from (B1) is the existence of the ef-
fective squint angle in the exponential term. It is important to
note that we are assuming that the squint angle is the same for
both acquisitions, so there is no decorrelation due to different
Doppler centroids [31]. That leads to a small change in the co-
herence of the resolution cell, which can be calculated after nor-
malization of (B3)
(B4)
where
look angle for the antenna position ;
average;
available bandwidth.
Expression (B4) considers the well-known spatial or baseline
decorrelation [23], [32], [33], which appears due to the different
point of view in the two acquisitions, but in this case the factors
coming from the exact impulse response expression have been
included.
The next objective is to find out the consequences of a specific
misregistration. It is possible if we take into account a possible
error in the position of one of the two fields
sinc sinc
(B5)
where is the displacement in ground range. By means of
(B5), and defining the misregistration in slant range as
(B6)
it is shown that the last exponential term of (B5) introduces the
following bias to the interferometric phase:
(B7)
which is the same as the one found in the point targets case. On
the other hand, by developing (B5), it is possible to show that
the misregistration introduces a degradation of the coherence,
as it has been demonstrated in other works [22], [25].
APPENDIX C
CONVERGENCE OF ITERATIVE METHOD
The iterative formula described by (25) can be written as
(C1)
where is defined as the applied correction, with ranging
from 0– . Its value is expressed in terms of the previous itera-
tion as
(C2)
where we have considered that the variation of in the range
of the corrections is negligible since they are in the order
of cm even in the presence of noise. Therefore, the series con-
vergence depends directly on the shape of the function .
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In the case of a linear coregistration, as the one employed by the
ECS algorithm (23), (C2) converges to
(C3)
as long as the following condition is fulfilled:
(C4)
In this particular case, the final value of can be written as a
function of the initial interferometric phase from (C3) and (20)
(C5)
In (C5), it is clear that the effect of phase noise is translated pro-
portionally into the corrected value of , but without affecting
the convergence conditions. Equation (C5) has shown to be valid
for the example with real data of Section III, where the condi-
tion given by (C4) is fulfilled. Moreover, (C3) shows that, for
the specific values of and of that case, the subsequent it-
erations after the first one provide no significant improvement.
In a general case, where can have an arbitrary evolution
over range, (C2) should be studied specifically to determine the
requirements of convergence.
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