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I. INTRODUCTION Distance computations underlie many machine learning approaches with the k-nearest neighbor (KNN) decision rule for classification and the k-Means algorithm for clustering problems being the two most prominent examples. Such computations are often, if not mainly, performed using the ordinary Euclidean metric or a weighted variation of it, namely the Mahalanobis distance. However, employing fixed, global metrics, such as the ones just mentioned, for computing distances may not yield good results in all settings. This fact motivated many researchers to pursue data-driven approaches, in order to infer the best metric for a given problem (e.g. Xing et al (2002) and Shalev-Shwartz et al (2004) ). In successfully addressing this task, one needs to take into account the data's distributional characteristics and to take advantage of any side information that may be available for the data. In general, such approaches are referred to as metric learning. A typical instance of such an approach is to learn the weight matrix of the Mahalanobis metric, which occasionally we will refer to it simply as the metric. Equivalently, this task could be viewed as follows: a de-correlating linear transformation of the data is learned in the native space and Euclidean distances are computed in the range space of the learned linear transform (feature space). When dealing with a classification problem, a KNN algorithm based on the learned metric is eventually employed to label samples.
Our work falls under the metric learning approaches for classification tasks, where the Mahalanobis metric is learned through the help of pair-wise sample similarities. By assumption, two samples will be similar, if they feature the same class label. The goal of similarity-based metric learning is to map similar samples close and to map dissimilar samples far apart in the feature space. After learning this metric, an eventual application of a KNN decision rule exhibits improved performance over a direct application of the same rule using the Euclidean metric.
Many metric learning algorithms have been proposed and show significant improvements over the Euclidean KNN rule. For example, in Xing et al (2002) , the authors posed similaritybased metric learning as a convex optimization problem, which is employed in a clustering problem. A projected gradient ascent algorithm is utilized to optimize the problem. ShalevShwartz et al (2004) described an online algorithm for supervised learning of metrics. Their algorithm is based on successive projections onto the positive semi-definite cone. They also offered a dual version of the algorithm which is able to incorporate kernel operators. Moreover, Neighborhood Components Analysis (NCA) Goldberger et al (2004) , maximizes the leave-one-out performance on the training data based on stochastic nearest neighbors. Their classification model is non-parametric, making no assumptions about the shape of the class distributions. Chopra et al (2005) built a system that maps images to points in a lower dimensional space so that these points lie closer, if the original images are similar. This model consists of two convolutional neural networks to address geometric distortions. Furthermore, Large Margin Nearest Neighbor (LMNN) Weinberger et al (2006) is trying to learn the metric so that the k-nearest neighbors of each sample belong to the same class, while others are separated by a large margin. They cast their optimization as an instance of semi-definite programming. Finally, Davis et al (2007) formulated the problem using information entropy and introduce Information Theoretic Metric Learning (ITML). ITML tries to minimize the differential relative entropy between two multivariate Gaussian distributions with distance metric constraints.
The previous metric learning approaches share one common feature: they employ a single, global metric, i.e., a metric that is used for all distance computations. However, this global metric learning approach may not be well-suited to some multi-modal or non-linear scenarios. Figure 1 illustrates this point via a toy dataset containing 4 samples from two classes. Note that this toy problem is merely a conceptual device that shows the comparison of what a global metric and local shows the transformed data after learning two local metrics, which take into account the location and similarity characteristics of the data involved. We refer to such metrics as local metrics. In contrast to the result obtained using a global metric, local metrics can map similar samples closer to each other, as shown in Figure 1 (c). This may potentially improve 1-NN classification performance, when compared to the sample distributions in the other two cases.
Many local metric learning algorithms have been proposed. In Hastie and Tibshirani (1996) , local metrics are determined from centroid information. The neighborhoods are shrank in directions that are orthogonal to the local decision boundaries, while elongated in directions parallel to the boundaries. In Bilenko et al (2004) , the authors introduced a clustering framework, in which a local metric is defined for each cluster. Yang et al (2006) proposed a local metric learning model that generates distance metrics to accommodate multiple modes for each class. Moreover, an Expectation-Maximization-like algorithm is employed to solve their probabilistic framework. In Weinberger and Saul (2008) , the authors of LMNN developed the LMNN-Multiple Metric (LMNN-MM) approach. When applied in a classification context, the number of metrics equals the number of classes. Additionally, Noh et al (2010) proposed Generative Local Metric Learning (GLML), which learns local metrics through NN classification error minimization. GLML assumes that the data has been drawn from a Gaussian mixture, which is a rather strong assumption. Eventually, Wang et al (2012) proposed Parametric Local Metric Learning (PLML), in which each local metric is defined in relation to an anchor point of the instance space. In order to solve their local metric problem, they employ a projected gradient method to optimize their large-margin objective. Zhu et al (2014) 's model learns multiple distance metrics under different scales of the data and combine the decisions from these learned metrics. Finally, they formulated the local metric learning problem as a Support Vector Machine (SVM) model.
In this paper, we propose a new local metric learning approach, which we will refer to as Reduced-Rank Local Metric Learning (R 2 LML). As elaborated in Section II, in our approach, the local Mahalanobis metric (in specific, its weight matrix) is modeled as a conical combination of positive semi-definite weight matrices. With the assistance of pair-wise similarities, both the weight matrices and their coefficients are learned from the data. The weight matrices themselves correspond to local linear transformations of the original data from their native space into a locality-dependent feature space. These transformations are learned such that similar (dissimilar) samples map close to (far from) each other, so that they exhibit small (large) pair-wise Euclidean distances in these locallydefined feature spaces. Note that, in our case, we will consider samples to be similar, if they share the same label. Moreover, we will consider two variants of R 2 LML. The first one, namely Transductive Reduced-Rank Local Metric Learning (T-R 2 LML), uses transductive learning Vapnik (1998) to infer the test sample coefficients necessary for defining the local metrics. The second one, which is referred to as Efficient Reduced-Rank Local Metric Learning (E-R 2 LML), aims to address the computationally intensive nature of the first variant. As discussed in Section II, it employs a technique first used in Wang et al (2012) , according to which the coefficients of a test sample are set equal to the ones of its nearest (in terms of Euclidean distance) training sample. Finally, it is worth mentioning that both variants employ a sum-of-nuclear-norms regularizer to avoid over-fitting, when warranted.
In order to optimize the aforementioned formulations, two efficient Block Coordinate Descent (BCD) algorithms are presented in Section III. In specific, as delineated in Section III-A, a two-block minimization algorithm is able to solve the E-R 2 LML learning problem. The first block minimization with respect to the weight matrices constitutes a Proximal Subgradient Descent (PSD) step, which is able to cope with the non-smooth nature of the formulation's regularizer. The second block minimization, which attempts to optimize the metric coefficients, constitutes a straightforward Majorization Minimization (MM) step. On the other hand, the algorithm intended for solving the T-R 2 LML formulation differs from the first one in that it includes an additional block minimization with respect to the test samples' similarities. As shown in Section III-B, the relevant optimization, while addressing a binary integer programming problem, can be efficiently performed. The convergence analysis for both methods is showcased in Section III-C.
Finally, in Section IV, the first experiment studies the importance of regularization in the proposed frameworks based on the synthetic datasets. Additionally, the relationship between the number of local metrics and the accuracies is highlighted in the second experiment. Eventually, we demonstrate the capabilities of T-R 2 LML and E-R 2 LML with respect to classification tasks. When compared to other recent global or local metric learning approaches, T-R 2 LML and E-R 2 LML achieve the highest classification accuracy in 9 and 14 out of 18 datasets respectively.
II. PROBLEM FORMULATION
Define N M {1, 2, . . . , M } for any positive integer M . Suppose we have n input training set {x n ∈ R D } n∈N N and an accompanying similarity matrix S ∈ {0, 1} N ×N as side information, in which each entry represents a corresponding pair-wise sample similarity. If x m and x n are similar, then s mn = 1; otherwise, then s mn = 0. In a classification context, two samples from the same (or different) class can be naturally deemed similar (or dissimilar). The Mahalanobis distance between two samples x n and
We will refer to A ∈ R D×D (a positive semi-definite matrix, denoted as A 0) as the weight matrix of the metric. When A = I, the previous metric, obviously, becomes the Euclidean distance metric. Since any positive semi-definite weight matrix can be expressed as A = L T L, where L ∈ R P ×D with P ≤ D, the previously defined Mahalanobis distance can be expressed as
This last expression implies that the Mahalanobis distance based on A between two points in the native space can be viewed as the Euclidean distance between the corresponding points in the feature space obtained through the linear transformation L.
Metric learning approaches are trying to learn A so to minimize the distances between pairs of similar points, while maximizing, or maintaining above a certain threshold, the distances between dissimilar points in the feature space. The problem can be formulated as follows:
Problem (1) is a semi-definite programming problem involving a global metric based on A. Several approaches like LMNN, ITML and NCA are learning a single global metric. However, as argued earlier via Figure 1 , a global metric may not be advantageous under all circumstances. In this paper, we propose R 2 LML, a new local metric approach. We assume that the metric involved is expressed as a conical combination of K ≥ 1 Mahalanobis metrics. The metric between x n and x m is defined as
N is a vector for each local metric k, of which the n th element g k n may be considered as a measure of how pertinent the k th metric is, when computing distances involving the n th sample. Not only do these metrics change throughout the input space along the data's underlying manifold, but are also affected by the similarity of nearby samples. Note that these coefficient vectors will be also unknown for test samples and, hence, need to be inferred as well. A natural avenue to achieve this is via a transductive learning scheme.
k n is actually a semi-metric Sefer and Kingsford (2011) , which violates the triangle inequality. When choosing g properly, there exists triplets of samples that does not satisfy the triangle inequality in the feature space. However, in our experiments, it seems that a proper metric is almost always learned. For example, when considering the Pendigits dataset (containing about 200 samples), the triangle inequalities that we examined (over one million) were all satisfied. In the rest of our work, we still refer this semi-metric as metric for simplicity.
Transductive learning trains both labeled and unlabeled data to yield improved performance. According to Vapnik (1998) , when solving a problem, one should avoid inferring a function as an intermediate step. There are many transductive learning approaches proposed for various algorithms. In Bennett (1999), Chen et al (2002) , Gammerman et al (2013) and Joachims (1999) , the authors developed transductive learning framework for Support Vector Machine. Joachims (2003) and Kukar et al (2002) designed transductive algorithm for KNN classifiers and general classifiers respectively. There are also transductive learning approaches for graph-based models in Talukdar and Crammer (2009) , Liu and Chang (2009) and Zhou and Burges (2007) .
In T-R 2 LML, the input training set {x n ∈ R D } n∈N N and test set {x n ∈ R D } n∈N M are combined. Since labels of test samples are unknown, the entries of the similarity matrix S ∈ {0,
denotes component-wise ordering. The g k s' need to sum up to the all-ones vector 1, so that at least one metric is relevant, when computing distances from each sample. Obviously, if K = 1, g 1 = 1, which amounts to learning a single global metric.
Based on the previous description, the weight matrix for each pair (m, n) is defined as
Note that the distance between every pair of points features a different weight matrix. We now consider the following formulation motivated by Problem (1), which varies over k ∈ K:
where ∆x mn x m − x n and rank(L k ) denotes the rank of matrix L k . In the objective function, the first term attempts to minimize the distance between similar samples, while the second term along with the first set of soft constraints (due to the slack variables ξ k mn ) encourage distances between pairs of dissimilar samples to be larger than 1. Evidently, C > 0 controls the penalty of violating the previous prerequisite. Finally, the last term penalizes large ranks of the linear transformations L k . Therefore, the regularization parameter λ ≥ 0 essentially controls the dimensionality of the feature space. As is typical for identifying good values for regularization parameters, both C and λ are chosen via a validation procedure. Note that the diagonal elements are all set to 1 in the similarity matrix. Finally, the last constraint guarantees that the testing samples include all the labels of the training set.
Via the use of the hinge function, [u] + max{u, 0} for all u ∈ R, Problem (2) can be reformulated by eliminating the slack variables. Notice that rank(L k ) is a non-convex function w.r.t. L k and, hence, is hard to optimize. Following the approaches of Candès and Tao (2009) and Candès and Recht (2008) , rank(L k ) can be replaced with its convex envelope, i.e., L k 's nuclear norm. The new problem is now formulated as:
where · * denotes the nuclear norm, in specific,
A shortcoming of T-R 2 LML is that, it is computationally intensive, since the computation of the gradient in each step requires O(K(M + N )
2 ) operations and, typically, M >> N . Hence, we are also inclined to consider a faster, albeit approximate, approach to address our local metric learning problem. In specific, as done in Wang et al (2012) , for each test sample x, its g vector will be assigned the value of the corresponding vector associated to x's nearest (in terms of Euclidean distance) training sample. We refer to this model as E-R 2 LML and its training only requires O(KN 2 ) operations per step.
when considering only the training set. Finally, the problem becomes:
III. ALGORITHM Problem (4) and Problem (3) reflect minimizations over two and three sets of variables respectively. In E-R 2 LML, for fixed g k , the problem is non-convex w.r.t. L k , since the second term in Eq. (4) is the combination of a convex function (hinge function) and a non-monotone function w.r.t.
. On the other hand, the problem is also non-convex w.r.t g k for fixed L k , since the similarity matrix S is almost always indefinite, which will be argued in the sequel. Thus, the objective function may have multiple minima and an iterative procedure to minimize it may have to be initialized multiple times with different values for the unknown parameters in order to find a good solution. The same observations apply to T-R 2 LML as well. Finally, notice that, for T-R 2 LML, when optimizing Problem (3) w.r.t. S, while holding g k and L k fixed, the problem under consideration is convex. In what follows next, we discuss two training algorithms: a two-block BCD algorithm for E-R 2 LML and a very similar BCD algorithm for T-R 2 LML that can perform the optimizations in question.
A. Two-Block Algorithm for E-R 2 LML
We first start off with a discussion of the BCD that trains the E-R 2 LML framework. For the first block, we try to solve for every L k by holding the g k 's fixed. In this case, Problem (4) becomes an unconstrained minimization problem, which can be expressed in the form f (w) + r(w), where w is the parameter we are trying to minimize over (in our case, all L k 's). f (w) is the non-differentiable hinge loss function, while r(w) is a non-smooth, convex regularization term. Hence, we resort to using a PSD method in a similar fashion as has been done in Rakotomamonjy et al (2011) and Chen et al (2009) . It might be worth noting that the particular approach is a special case of the one presented in Duchi and Singer (2009) . It is this relationship that we leverage to develop the convergence analysis of our PSD steps in Section III-C.
Next, for the second block we minimize w.r.t. each g k vector, while the L k 's are assumed to be fixed. Consider a matrixS k associated to the k th metric, whose (m, n) element is defined as:
Then, by concatenating all individual g k vectors into a single vector g ∈ R KN and by defining the block-diagonal matrixS as:S
Problem (4) can be expressed as:
where
I N and ⊗ denotes the Kronecker product. Problem (7) is nonconvex, sinceS is almost always indefinite. This stems from the fact thatS is a block diagonal matrix, whose blocks are Euclidean Distance Matrices (EDMs). EDMs feature exactly one positive eigenvalue (unless all of them equal to 0). Since each EDM is a hollow matrix, its trace equals to 0, which implies that its remaining eigenvalues must be negative Balaji and Bapat (2007) . Therefore,S will feature negative eigenvalues.
In order to minimize Problem (7), we employ a MM approach Hunter and Lange (2004) , which requires first identifying a function of g that majorizes the objective function at hand. Let µ −λ max (S), where λ max (S) is the largest eigenvalue ofS. SinceS is indefinite, λ max (S) > 0. Then, H S + µI is negative semi-definite. Let q(g) g TS g be the cost function of Eq. (7). Note that (g −g )
T H(g −g ) ≤ 0 for any g and g and we have that q(g) < −g T Hg + 2g
T Hg − µ g 2 2 for all g = g and equality, only if g = g . The right hand side of the aforementioned inequality constitutes q's majorizing function, denoted as q(g|g ). The majorizing function is used to iteratively optimize g based on the current estimate g . So we have the following minimization problem, which is convex w.r.t g:
This problem is readily solvable, as the next theorem implies.
s.t. Bg = 1, g 0, has the form
where g i is the i th element of g and α ∈ R N is the Lagrange multiplier vector associated to the equality constraint.
Proof. The Lagrangian of Problem (9) is formulated as:
where α ∈ R N and β ∈ R KN with β 0 are Lagrange multiplier vectors. If we set the partial derivative of L(g, α, β) with respect to g to 0, we readily have
Let (12) with the complementary slackness condition β i g i = 0, one obtains that, if In order to exploit the result of Theorem 1 for obtaining a concrete solution to Problem (8), a binary search is employed to find the (unknown) optimal values of the Lagrange multipliers α i , so they satisfy the equality constraint Bg = 1.
In conclusion, the entire algorithm for solving Problem (4) is depicted in Algorithm 1 and can be recapitulated as follows: for the first block, the g k vectors are assumed fixed and a PSD step is employed to minimize the cost function of Eq. (4) w.r.t. each weight matrix L k . In the second block, all L k 's are held fixed to the values obtained from step 1 and the solution offered by Theorem 1 along with binary search solutions for the α i 's are used to compute the optimal g k 's by iteratively solving Problem (8) via a MM scheme. These two main blocks are repeated until convergence.
B. The Three-Block Algorithm Variant for T-R 2 LML
The first two BCD steps of T-R 2 LML are identical to the ones of E-R 2 LML. However, since T-R 2 LML embodies a trasductive learning approach, a third BCD step is required, in order to predict the similarities between all samples, including the ones used for testing. In specific, for the third block optimization, Problem (3) is minimized over S for fixed L k 's and g k 's. By defining
Problem (3) becomes:
where Ψ ∈ R M ×N is the matrix with elements ψ mn . This is a 0 − 1 integer programming problem. By scanning the matrix Ψ row by row, Problem (14) will be optimally solved using the following rules:
• For rows of Ψ containing at least one negative element, set the corresponding s mn element(s) to 1; the remaining elements are set to 0.
• For rows of Ψ with no negative element, the s mn element, which corresponds to the smallest ψ mn , is set to 1; the remaining elements are set to 0. • Note that s nm must equal s mn , since the matrix S is symmetric. For the sake of completeness, the relevant algorithm is summarized in Algorithm 1. Note that these three main blocks are repeated until a preset maximum number of steps is reached.
Algorithm 1 Minimization of Problem (3) and Problem (4)
Input: Data X ∈ R D×(N +M ) for Problem (3) and X ∈ R D×N for Problem (4), number of metrics K Output: µ ← −λ max (S) 07.
H ←S + µI 08.
While not converged Do 09.
Apply binary search to obtain each g k using Eq. (10) 10.
End While 11. Block 3 (this block only for Problem (3)): Optimal Algorithm for Problem (14) 11. End While
C. Analysis
In this subsection, we investigate the convergence of our proposed Algorithm 1. This is a local analysis since our framework is non-convex. As mentioned in previous sections, a PSD approach is used to minimize the function f (w)+r(w),
and r k L k * are nondifferentiable. Denote ∂f as the subgradient of f and define ∂f (w) sup g∈∂f (w) g 2 ; the corresponding quantities for r are similarly defined. Like in Langford et al (2009) and Shalev-Shwartz and Tewari (2011), the subgradients are assumed to be bounded, i.e.:
where A and G are positive scalars. Let w * be the minimizer of f (w) + r(w). Then we have the following theorem for the problem under consideration.
Theorem 2. Suppose that a PSD method is employed to solve min w {f (w) + r(w)}. Assume that 1) f and r are lowerbounded; 2) the norms of any subgradients ∂f and ∂r are bounded as in Eq. (15); 3) w * ≤ D for some D > 0; 4)
, where T is the number of iterations of the PSD algorithm. Then, for a constant c ≤ 4, such that
) > 0, and initial estimate of the solution w 1 = 0, we have: The detailed proof of Theorem 2 is given in the Appendix A. Theorem 2 implies that, as T grows, the PSD iterates approach w * .
Theorem 3. Algorithm 1 yields a convergent, non-increasing sequence of cost function values relevant to Problem (4) and Problem (3). Furthermore, the set of fixed points of the iterative map embodied by Algorithm 1 include the KarushKuhn-Tucker (KKT) points of Problem (4) and Problem (3).
The proof is showcased in Appendix B. Theorem 3 implies the convergence of the two proposed algorithms.
IV. EXPERIMENTS A. Effects of our nuclear norm-based regularization
we can see that both R 2 LML frameworks may benefit from regularization, when confronted with scarce, high-dimensional, noisy data. Two synthetic datasets were created to study the effects of nuclear norm regularization.
The first set consisted of 30-dimensional samples, while the second one consisted of 60-dimensional features. In both cases, samples were drawn from a mixture of two highly overlapping Gaussian distributions, whose covariance matrices had a spectral radius of 0.3. Moreover, in the case of the second dataset, features randomly selected with probability 0.5 were set to 0 to emulate sparsity. For both datasets, 80 samples were used for training via E-R 2 LML and 320 samples for testing. Also, 3 local metrics were employed, while the remaining parameters were set as follows: the PSD step length was set to 10 −6 and the algorithm was allowed to run for 5 epochs of 500 iterations each. The classification accuracy using a 5-nearest neighbor search is reported in Table I and  Table II for various values of the regularization parameters.
These two tables reflect, as expected, that the regularization proves to be very important for E-R 2 LML, and, by extension, to T-R 2 LML as well, since the latter one deals with additional parameters to be learned. More specifically, it is shown that cross-validation over λ is essential in improving classification accuracy for noisy, potentially sparse, highly overlapping data. This is especially more pronounced for the second dataset, where not employing regularization is clearly inferior to the performance attained by fine-tuning λ. Also, for the same dataset, Table II illustrates the sparsity-inducing properties of the nuclear norm regularizer. It is worth noting that, although not specifically shown here, the metrics' all-0 columns obtained for λ = 10 3 and λ = 10 4 followed exactly the sparsity pattern of the relevant features.
B. Real datasets
In order to assess the utility of the proposed models, we performed experiments on 18 datasets, namely, Robot Navigation, Letter Recognition, Pendigits, Wine Quality, Gamma Telescope, Ionosphere, Breast Tissue, Glass, Heart, Sonar, WPBC, Optdigits and Isolet datasets from the UCI machine learning repository 2 , and Image Segmentation, Two Norm, 2 http://archive.ics.uci.edu/ml/datasets.html
Ring Norm datasets from the Delve Dataset Collection 3 . We also considered the Columbia University Image Library (COIL20) 4 and USPS 5 datasets. Major characteristics of these datasets are summarized in Table III . Following experimental settings similar to the ones used in Wang et al (2012) and Zhu et al (2014) , PCA was used on the data of COIL20, Isolet, Optdigits and USPS to reduce their number of features to 30, as shown in Table III .
We first explored how the performance of T-R 2 LML 6 and E-R 2 LML 7 varies with respect to the number of local metrics. Then, we compared T-R 2 LML and E-R 2 LML to other stateof-the-art global and local metric learning algorithms, namely, ITML, LMNN, LMNN-MM, GLML and PLML.
1) Number of local metrics for T-R 2 LML and E-R 2 LML: One aspect that was investigated is how the performances of T-R 2 LML and E-R 2 LML vary with respect to the number of local metrics K. In Weinberger and Saul (2008) , the authors set K equal to the number of classes for each dataset, which might not necessarily be the optimal choice. An abundance of data may imply that more local metrics may be necessary for improved performance; this is an aspect we examined for T-R 2 LML and E-R 2 LML. For all datasets, the range of K we considered was 1 − 7, which, aside from COIL20, USPS and Isolet, included the number of classes represented in the data. As we will argue in the sequel, the optimal K does not necessarily coincide with the number of classes of the corresponding classification problem. As a matter of fact, it coincides only in roughly one quarter of the cases.
For T-R 2 LML, we set the penalty parameter C to 1 and the regularization parameter λ to 10. In the case of E-R 2 LML, λ was chosen smaller, since it employs less parameters compared to T-R 2 LML and, therefore, is less prone to over-fitting. Note that all aforementioned parameter values were selected via cross-validation and subsequently held fixed. Moreover, we terminated our algorithm, if it reached 5 epochs or when the difference in cost function values between two consecutive iterations was less than 10 −4 . In each epoch, the PSD was ran for 500 iterations with step length 10 −5 for the Sonar dataset, to 10 −6 for the Ionosphere and Glass datasets, to 10 −8 for the Ring Norm dataset, 10 −9 for the Robert, Letter, Two Norm and Heart datasets, 10 −10 for the COIL20, Isolet, Optdigits and USPS datasets, to 10 −11 for the Pendigits, Image Segmentation, Telescope, Wine Quality and Wpbc datasets and 10 −13 for the Breast Tissue dataset. The MM loop was terminated, if the number of iterations reached 3000 or when the difference in cost function values between two consecutive iterations was less than 10 −3 . For E-R 2 LML, the parameters like C, the number of epochs and the number of iterations were set the same as T-R 2 LML. The PSD step length was fixed to 10 −3 for the Glass and Sonar datasets, to 10 −5 for the Robot and Ionosphere datasets, to 10 −6 for the Letter, Two Norm, Ring Norm and Optdigits datasets, to 10 −7 for the Isolet and USPS datasets, to 10 −8 for the Wine Quality, Image Segmentations, COIL20 and Heart datasets, to 10 −9 for the Pendigits, Gamma Telescope and Wpbc datasets and to 10 −11 for the Breast Tissue dataset. The relation between number of local metrics and classification accuracy for each dataset is reported in Figure 2 and Figure 3 . Several observations can be made based on these results. First, the results indicate that training with more data does not necessarily imply that an increased value of K is needed for improved performance results. For example, in the case of T-R 2 LML, for the Pendigits, Wine Qulity, Two Norm, Ring Norm, Glass, Isolet and Optdigits datasets, 2 local metrics are enough to yield the best results among other choices of K. When E-R 2 LML is trained with the Telescope and USPS datasets, superior results are obtained using only 2 metrics. Secondly, one cannot discern a deterministic relationship between the classification accuracy and the number of local metrics utilized that is suitable for all datasets. For the Ring Norm dataset, the classification accuracy is monotonically decreasing with respect to K, while for the remaining datasets, the optimal K varies in a non-apparent fashion with respect to their number of classes. All these observations suggest that validation over K is needed to select the best performing model. Also, one discerns that, although T-R 2 LML is trained with more data, E-R 2 LML outperforms it on all datasets except the Telescope, Ionosphere, Breast Tissue, Heart and Wpbc datasets. Finally, from the obtained results results, it becomes apparent that, using both R 2 LML variants as local metric learning methods (when K > 1) is, more often than not, advantageous compared to the case, when they are used with a single global metric (when K = 1); this is most prominently exhibited in the case of the Heart, Wpbc, Ionosphere and Telescope datasets.
2) Performance Comparisons: We compared T-R 2 LML and E-R 2 LML to several other metric learning algorithms, including Euclidean metric KNN, ITML Davis et al (2007) (2008), GLML Noh et al (2010) and PLML Wang et al (2012 and PLML 10 implementations that were available online. For ITML, a good value of γ was found via cross-validation. Also, for LMNN and LMNN-MM, the number of attracting neighbors during training was set to 1 as suggested in the paper. Additionally, for LMNN, at most 500 iterations were performed and 30% of training data were used as a validation set. The maximum number of iterations for LMNN-MM was set to 50 and a step size of 10 −7 was used. For GLML, we chose the optimal γ setting via cross-validation. Finally, the PLML hyper-parameter values were chosen as in Wang et al (2012) , while α 1 was chosen via cross-validation. For T-R 2 LML, the value of the regularization parameter λ was cross-validated over {10 −1 , 1, 10 1 , ..., 10 6 , 10 7 }. The other parameters values used were set as described in Section IV-B1. With respect to E-R 2 LML, the regularization parameter λ was chosen via a validation procedure over the set {10 −2 , 10 −1 , 1, 10 1 , 10 2 }. The remaining parameter settings of our methods were the same as the ones used in the previous experiments. Finally, for both methods, K, the number of metrics, is cross-validated over {1, 2, ..., 7}.
For pair-wise model comparisons, we employed McNemar's test. Also, since there were 8 algorithms to be compared, we used Holm's step-down procedure as a multiple hypothesis testing method to control the Family-Wise Error Rate (FWER) Hochberg and Tamhane (1987) of the resulting pair-wise McNemar's tests. The experimental results for a family-wise significance level of 0.05 are reported in Table IV. Despite employing a simplistic strategy to infer the weight vector of testing data, E-R 2 LML achieves the best performance for 14 out of the 18 datasets and outperforms its transductive version, while the other methods outperform E-R 2 LML on the Ring Norm, Isolet, Sonar and Wpbc datasets. GLML's surprisingly good result for the Ring Norm dataset is probably because GLML assumes a Gaussian mixture underlying the data generation process and the Ring Norm dataset is a 2-class recognition problem drawn from a mixture of two multivariate normal distributions. T-R 2 LML produced best results for 9 out of the 18 datasets. We also notice that T-R 2 LML achieves almost second best results for the remaining datasets except for Robot. For the Ring Norm, Sonar and Wpbc datasets, T-R 2 LML even outperforms E-R 2 LML.
Next, PLML exhibits competitive results, more specifically, best in 6 out of the 18 cases, but performs poorly on some datasets like COIL20 and Sonar, even worse than KNN. For Glass, Heart, Isolet and Optdigits, PLML's performance is also quite impressive; it is ranked 2 nd among the other methods. Regarding ITML, by using a global metric, it is ranked first for 5 datasets. Often, ITML ranks at least 2 nd and seems to be suitable for low-dimensional datasets. Finally, GLML rarely performs well; according to Table IV, GLML only achieves  3 rd or 4 th ranks for 9 out of the 18 datasets.
Another general observation that can be made is the following: employing metric learning is almost always a good choice, since the classification accuracy of utilizing a Euclidean metric is almost always ranked last among all 8 methods considered. Interestingly, LMNN-MM, even though being a local metric learning algorithm, does not show any significant performance advantages over LMNN (a global metric method); for some datasets, it even obtained lower classification accuracy than LMNN. It is possible that fixing the number of local metrics to the number of classes present in the dataset curtails LMNN-MM's performance. According to the obtained results, T-R 2 LML and E-R 2 LML yield much better performance for all datasets compared to LMNN-MM.
V. CONCLUSIONS
In this paper, we proposed a new local metric learning framework, namely Reduced-Rank Local Metric Learning (R 2 LML). R 2 LML learns K Mahalanobis-based local metrics that are conically combined, so that pairs of similar points are measured as being located close to each other, in contrast to pairs of dissimilar points, for which the opposite is desired. Two variants of the framework were considered: Transductive Reduced-Rank Local Metric Learning (T-R 2 LML) employs transductive learning to infer the conic combination of metrics to be used for assessing distances between test and training data, while Efficient Reduced-Rank Local Metric Learning (E-R 2 LML) employs a simpler technique to accelerate the learning process. If T is the number of iterations, a local analysis of the block-minimization training procedure of both variants has been shown to be convergent at a rate of O(1/ √ T ), which is typical for sub-gradient methods.
In order to show the merits of T-R 2 LML and E-R 2 LML, we performed a series of experiments involving 18 benchmark classification problems. First, we studied the effect of regularization in R 2 LML and showed the importance of the nuclear norm-based regularizer in providing low-rank solutions that avoid over-fitting. Second, we varied the number of local metrics K and discussed its influence on classification accuracy. We concluded that the obtained optimal K does not necessarily equal the number of classes of the dataset under consideration. Also, our results indicate that larger datasets do not necessarily require employing a large number of local metrics. Finally, in a second set of experiments, we compared T-R 2 LML and E-R 2 LML to several other global or local metric learning algorithms and demonstrated that our proposed framework is highly competitive. max{f (w t ), r(w t+1 )} ≤ f (w t ) + r(w t+1 ). In relation to Problem (7), which the second block tries to solve, by setting the gradient of the problem's Lagrangian to 0, the KKT point will satisfy the following equality:
Problem (8) can be solved based on Eq. (12) of Theorem 1; in specific, we obtain that
Substituting Eq. (38) and H =S + µI into Eq. (39), one immediately obtains that
In other words, step 2 of Algorithm 1 will not update the solution. Now, if we substitute Eq. (38) back into Eq. (37), we obtain 0 ∈ ∂ L k f 0 (L k * , g k * ) for all k, which is the optimality condition for the subgradient method; the PSD step (the first block minimization of Algorithm 1) will also not update the solution. Thus, a KKT point of Problem (4) is a fixed point of our algorithm.
Finally, we prove that the set of fixed points of the proposed Algorithm 1 includes the KKT points of Problem (3). We assume the algorithm has converged to a KKT point L k * , g k * k∈N K and S * is the true similarity matrix. Similar to the previous proof, we start from the second block. Following the same procedure, we find the second block will not update the solution of vector g * . Now, during the third block minimization, the ψ mn quantities remain unchanged, since g * does not change. The minimization procedure we proposed for the third block will leave the similarity matrix unchanged, since the coefficient matrix with elements ψ mn is fixed. Now, if Eq. (38) is substituted back into Eq. (37), we obtain the optimality condition for the first block minimization. Thus, the first block will also not update the solution. Therefore, a KKT point of Problem (3) is a fixed point of Algorithm 1.
