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1 Abstract
The p-adic numbers give a new technique to answer questions about the integers and rational
numbers. While they are typically used in a more abstract setting, I will present two concrete
applications of p-adic numbers. The major results that I will prove in this paper are that
any finite subgroup of GLn(Q) must divide 24 and that the set of zeros of any integer
linear recurrence sequence is the union of a finite number of finite sets and a finite number
of arithmetic progressions. The latter result is better known as the Skolem-Mahler-Lech
Theorem.
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3 Finite Subgroups of GLn(Q)
At first glance, it may not be entirely clear if the finite subgroups of GLn(Q) can be bound
or how we can use p-adic numbers to say anything about them. In this section, we will
explore how to answer questions about GLn(Q) using GLn(Zp).
Lemma 1. Suppose that p > 2 is prime. If A ∈ GLn(Zp) satisfies A ≡ In mod p and A has
finite order, then A = In.
Proof. Without loss of generality, assume |A| = q, q a prime. Then A = In + plB where
B ∈ Mn×n(Zp) with some entry of B is not a multiple of p and l ≥ 1. While the binomial
theorem does not hold for matrices in general due to lack of commutativity, we can use it in
this case since In commutes with any other matrix. By applying the binomial theorem, we
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get that
In = A
q
= (In + p
lB)q
=
q∑
k=0
(
q
k
)
(In)
q−k(plB)k
= In +
q∑
k=1
(
q
k
)
pklBk
which implies that
0 =
q∑
k=1
(
q
k
)
pklBk
= qplB +
q∑
k=2
(
q
k
)
pklBk.
First, consider the case where p - q. Notice that υp(qplB) = l, but υp
(
−
q∑
k=2
(
q
k
)
pklBk
)
>
l. This implies that B = 0 must be true for the equality, qplB = −
q∑
k=2
(
q
k
)
pklBk, to hold.
Now, consider the case p = q. Now the binomial coefficient may contribute or take away
powers of p. But we have that
υp
((
p
k
))
≥ 1−
⌊
k
p
⌋
= 1
for 1 ≤ k ≤ p−1. So then, again, we have that υp(pl+1B) = l+1 but υp
(
−
q∑
k=2
(
q
k
)
pklBk
)
>
l + 1. Thus, B = 0.
Therefore, in both cases, we have that if A ≡ In mod p and A has finite order, then
A = In.
Lemma 2. GLn(Fp) has order
n−1∏
i=0
(pn − pi) = (pn − 1)(pn − p)(pn − p2) · · · (pn − pn−1)
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Proof. Suppose A ∈ GLn(Fp). Since an n× n matrix is invertible if and only if its columns
are linearly independent, we have pn − 1 choices for the first column, i.e., any choice of
elements in Fp suffice as long as they’re not all 0.
Then, given the first column, the second column must be linearly independent to the
first, i.e., if a1 is the first column, a2 6= m · a1 for some m ∈ Fp. This means, given choice of
first column, there are pn − p choices for the second column.
Similarly, a3 6= m1 ·a1 +m2 ·a2 for some m1,m2 ∈ Fp. That is, a3 6∈ Span{a1, a2}. Thus,
given choice of first and second columns, there are pn − p2 choices for the third column.
We continue by induction to conclude that there are
n−1∏
i=0
(pn − pi) invertible matrices in
Mn×n(Fp), and thus the order of GLn(Fp) is
n−1∏
i=0
(pn − pi).
Corollary 3. If G is a finite subgroup of GLn(Zp), then
#G|
n−1∏
i=0
(pn − pi)
Proof. Let G be a finite subgroup and consider the projection map pi : G  GLn(Fp).
Consider an element A ∈ ker(pi). Since G is finite, A has finite order and A ≡ In (mod
p). By Lemma 1, we have that A = In, that is, ker(pi) = {In}. By the First Isomorphism
Theorem, G ∼= im(pi). Since any subgroup of GLn(Fp) has order dividing
n−1∏
i=0
(pn − pi) by
Lemma 2 and Lagrange’s Theorem, we have that #G |
n−1∏
i=0
(pn − pi).
Using this information we have about GLn(Zp) for a fixed by arbitrary prime p, we can
make global statements about elements in GLn(Z). Next, we will want to deduce facts about
the order of G when considered as a subgroup of GLn(Q). I claim that we can answer these
questions for GLn(Z) and it will hold for GLn(Q). I will not prove this here, but I will cite
Keith Conrad’s paper that has an argument for it [Con].
Additionally, I will state the following as a fact and prove the case only for odd primes.
For the necessary alteration to the odd prime proof, I also recommend looking at Keith
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Conrad’s paper for a more complete treatment [Con].
Fact 4. If G is a finite subgroup of GLn(Q), then
υ2 (#G) = b2 = n+
∞∑
i=1
⌊ n
2i
⌋
Theorem 5. If G is a finite subgroup of GLn(Q), then
#G|
∏
q
qbq
where, for q an odd prime,
bq =
∞∑
i=0
⌊
n
qi(q − 1)
⌋
and where
b2 = n+
∞∑
i=1
⌊ n
2i
⌋
Proof. Given a prime q and a fixed n, we want to find a prime p such that it divides
n−1∏
k=0
(pn − pk) minimally. That is, we want to find a prime p that is congruent (mod qi) to a
generator of (Z/qiZ)× for each i ∈ Z+. By Dirichlet’s Theorem [Ser73, Theorem VI.4.1.2], if
a and qi are relatively prime, then there are infinitely many primes p such that p = kqi + a.
This means that we can always find a prime p such that p ≡ a (mod qi) where a is a generator
of (Z/qiZ)×.
The end goal is to find an upper bound on how many times each qi divides
n−1∏
k=0
(pn− pk).
Let’s start first with q1 = q. Choose a prime p1 such that p1 ≡ a1 (mod q), a1 a generator
of (Z/qZ)×. Then, by Fermat’s Little Theorem, we get that pq−11 ≡ 1 (mod q). This is also
true for each power that is a multiple of q − 1, i.e., pm(q−1)1 ≡ 1 (mod q) for some m ∈ Z+.
So for q, we count the number of multiples of q − 1 are less than n, that is, so far we have
that bq ≥
⌊
n
q − 1
⌋
.
We do a similar counting for each qi. I will describe this counting again for qi, i ∈ Z+.
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From Gauss and elementary modern algebra we have that (Z/qiZ)× ∼= (Z/(qi−1(q − 1))Z).
So (Z/qiZ)× is cyclic. So now we find a generator, ai, for (Z/qiZ)× and a prime, pi, such that
pi ≡ ai (mod qi). Again, due to Fermat’s Little Theorem, we have that pmqi−1q−1i ≡ 1 for
each m ∈ Z+. Since the number of pj − 1 divisible by qi is equal to the number of multiples
of qi−1(q− 1) less than n, we have that there are
⌊
n
qi−1(q − 1)
⌋
times that qi divides pj − 1.
Adding up these counts for each nonnegative integer power gives us the bq we’re after:
bq =
∞∑
i=0
⌊
n
qi(q − 1)
⌋
Then, combining this with the fact we used for q = 2, we get
#G|
∏
q
qbq
as desired.
Now, let’s specialize a bit–let n = 2 and consider finite subgroups of GL2(Q).
Example 6. Let A =
(
0 1
−1 1
)
and let G = 〈A〉. Then #G = 6.
Example 7. Let X =
(
0 −1
1 0
)
and let Y =
(
1 0
0 −1
)
and let G = 〈X, Y 〉. Notice that,
if we think of these matrices acting on vectors in R2, then X
((
1
0
))
=
(
0
1
)
, X
((
0
1
))
=(−1
0
)
, Y
((
1
0
))
=
(
1
0
)
, and Y
((
0
1
))
=
(
0
−1
)
. This shows that X corresponds to a
rotation by pi
2
and Y corresponds to a reflection across the y-axis. That means this group is
isomorphic to D8, and so #G = 8. This example comes from [Con, Example 8].
Corollary 8. If G ⊂ GL2(Q) is a finite subgroup, then #G|24.
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Proof. Let n = 2. Then by plugging into the equation from Theorem 5, we have that
b2 = n+
⌊n
2
⌋
+
∞∑
i=2
⌊ n
2i
⌋
= 2 +
⌊
2
2
⌋
+
∞∑
i=2
⌊
2
2i
⌋
= 3
and
b3 =
∞∑
i=0
⌊
n
3i(3− 1)
⌋
=
⌊
n
3− 1
⌋
+
∞∑
i=1
⌊
n
3i(3− 1)
⌋
=
⌊
2
3− 1
⌋
+
∞∑
i=1
⌊
2
3i(3− 1)
⌋
= 1.
For all primes q, q > 3, we have that
bq =
∞∑
i=0
⌊
n
qi(q − 1)
⌋
=
∞∑
i=0
⌊
2
qi(q − 1)
⌋
= 0
Then we get that ∏
q
qbq = 23 · 31 ·
∏
q≥5
q0
= 24
Therefore, #G | 24.
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4 Linear Recurrence Sequences and the Skolem-Mahler-
Lech Theorem
Definition 9. A linear recurrence sequence is a sequence of numbers (an)
∞
n=0 satisfying
an equation
an =
d∑
i=1
cian−i = c1an−1 + c2an−2 + · · ·+ cdan−d
for all n ≥ d, where cj and ak are fixed numbers for 1 ≤ j ≤ d and 0 ≤ k ≤ d− 1.
An integer linear recurrence sequence is a linear recurrence sequence where each ai
and ci is an integer.
Example 10. Possibly the most well-known integer linear recurrence sequence is the Fi-
bonacci sequence, 1, 1, 2, 3, 5, 8, 13, 21, .... Formally, we can express the Fibonacci sequence
as:
an = an−1 + an−2 with a0 = 1 and a1 = 1
Notice that this sequence starts at 1 and always increases after the second entry. In other
words, this sequence is never zero.
Example 11. As a small variant, here’s what I call the “computer scientist’s Fibonacci
sequence,”
an = an−1 + an−2 with a0 = 0 and a1 = 1.
This sequence is essentially the regular Fibonacci sequence, but “shifted over” one place
so that it starts at 0. So it looks like 0, 1, 1, 2, 3, 5, 8, 13, .... As with the reasoning in the
previous example, this sequence has only one zero, its first entry.
Example 12. Another simple example of a integer linear recurrence sequence is:
an = an−2 with a0 = 0 and a1 = 1
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This sequence is 0, 1, 0, 1, 0, 1, ..., that is, the sequence where each even-indexed element is 0
and each odd-indexed element is 1. So this sequence contains an infinite number of zeros.
With these examples in mind, it’s natural to think, “In what ways can the zeros of
an integer linear recurrence sequence appear?” This question is answered by the Skolem-
Mahler-Lech Theorem.
Theorem 13. (Skolem). Let a = (an)
∞
n=0 be an integer linear recurrence sequence. Then the
set of zeros of a, Z(a), is the union of a finite set and a finite list of arithmetic progressions.
From the Fibonacci sequence, it’s clear that the finite set and the finite list of arithmetic
progressions could be empty. This result was originally proven in this form by Skolem in
1934, but it was extended to number fields by Mahler in 1935 and then further extended to
arbitrary fields of characteristic zero by Lech in 1952, see [Fra] for the history.
We’ll prove this result following the strategies outlined in [Fra] and [Lit].
First, let a be an integer linear recurrence sequence satisfying
an =
d∑
i=1
cian−i
for all n ≥ d. Without loss of generality, assume cd 6= 0 (for, if it is, then we can use a
smaller d). Define the following matrices:
A =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
cd cd−1 cd−2 · · · c1

, v =

a0
a1
...
ad−1

, e =

1
0
...
0

.
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Then we have that 〈Anv, e〉 = an for all n ≥ 0. Indeed, the product Anv =

an
an+1
...
an+d−1

and
the inner product with the vector e =

1
0
...
0

gives us the first entry of Anv, an.
By considering linear independence of the columns of A, it is clear that A is invertible if
and only if cd 6= 0. Choose a prime p that does not divide det(A), that is, a prime p such
that A is invertible mod p. Reduce all of the entries of A modulo p. Since GLd(Fp) is finite
in size, there exists an m ∈ Z+ such that Am ≡ Id (mod p).
First, we define a family of sets that will be useful to us in the proof of Skolem-Mahler-
Lech.
Definition 14. Given m ∈ Z+, define the set
Sr = {n ∈ N : amn+r = 0}
for each 0 ≤ r ≤ m− 1.
Next, since we can embed Z ↪→ Zp, we will build up some machinery about p-adic analysis
and p-adic analytic functions needed to prove the Skolem-Mahler-Lech Theorem.
Definition 15. Let B be an open ball in Zp. A function f : B → Zp is p-adic analytic if it
is equal to a power series
f(z) =
∑
k≥0
ak(z − b0)k
for some b0 ∈ B which converges for all z ∈ B.
We will use the fact that Zp is compact, proven in [Gou97] and [Lit]. Specifically, we will
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use that that Zp is limit point compact (i.e., every infinite subset of Zp has a limit point).
We refer the reader to [Gou97, Chapter 4] for the details about p-adic analysis used in this
proof.
Theorem 16. (Strassmann). Let f : B → Zp be a p-adic analytic function. Then either f
is identically zero or has only finitely many zeros in B.
Proof. Suppose f has infinitely many zeros, say f(bk) = 0. Then, since Zp is compact, the
bk have a limit point b. Expand f about b to get
f(z) =
∑
ak(z − b)k.
If f is not identically zero, there exists an ak 6= 0. Let aN be the first such coefficient. Then
f(z) = (z − b)N(aN + (z − b)g(z)).
Since the image of a closed ball, which is compact in Zp), is compact, we have that |g(z)|p
must be bounded above. Then we have, for |z − b|p sufficiently small,
|(z − b)g(z)|p < |aN |p.
That is, f is non-zero on a small punctured disk about b. But this contradicts that b was a
limit point of the bk. Thus, if f has infinitely many zeros, then f is identically zero.
Lemma 17. For each 0 ≤ r ≤ m− 1, Sr = {n ∈ N : amn+r = 0} is either finite or all of N.
Proof. Fix m, r ∈ Z and assume Sr is infinite. If we show that Sr = N, we’re done. Define
a function Pr : Z→ Zp by
Pr(n) = amn+r = 〈(Id + pB)nArv, e〉
where B is a d× d matrix of integers such that Am = Id + pB. Then Pr(n) is a subsequence
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of a and Sr is its zero set. As in the previous section, since Id commutes with any matrix,
we may use the binomial theorem on (Id + pB)
n. By doing so, we get
(Id + pB)
n =
n∑
i=0
(
n
i
)
piBi.
Then, if we define fi(n) =
〈(
n
i
)
BiArv, e
〉
∈ Z[n], we get
Pr(n) =
∞∑
i=0
pifi(n)
which is convergent as a p-adic analytic function on the closed ball Zp. If we think of Pr as
a sequence of points in Zp, since Pr is a p-adic analytic function, we can apply Strassmann’s
Theorem to Pr to conclude, since we assumed Sr is infinite, that Sr = N.
Now we will prove Skolem’s theorem.
Proof of Skolem. To summarize, a = (an)
∞
n=0 =
m−1⋃
r=0
Pr and from Lemma 17 we have that
Sr is finite or all of N for each 0 ≤ r ≤ m − 1. If Sr = N, that means that the arithmetic
progression mn + r of indices (corresponding to Pr(n) = (amn+r)
∞
n=0) are zeros. That is,
Z(a) =
m−1⋃
r=0
Sr is the union of a finite number of finite sets and a finite number of arithmetic
progressions, as desired.
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