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x INHALTSVERZEICHNIS
Kapitel 1
Einleitung
Das Teilgebiet der theoretischen Chemie, welches die Berechnung von Spektren molekularer
Systeme umfaßt, la¨ßt sich als theoretische Spektroskopie bezeichnen. Dort geht es darum,
Anfangs– und Endzusta¨nde eines U¨bergangs zu charakterisieren und U¨bergangswahrschein-
lichkeiten zu bestimmen.
Die Untersuchung der Zusta¨nde zielt zuna¨chst auf die Berechnung der Energie des Zustands
ab. Die notwendige quantenmechanische Behandlung erfordert die Lo¨sung der zeitunabha¨ngi-
gen Schro¨dingergleichung, die sich als hochdimensionales (Kern– und Elektronenkoordinaten)
Eigenwertproblem (EWP) darstellt. Da wegen der Kompliziertheit eine exakte Lo¨sung im all-
gemeinen nicht mo¨glich ist, wird das Gesamtproblem in einzelne Teilprobleme zerlegt und
damit gleichzeitig Na¨herungen eingefu¨hrt. Eine erste Separationsmo¨glichkeit bietet sich in
der Trennung der Kernkoordinaten von den Elektronenkoordinaten. Diese kann in die Born–
Oppenheimer Na¨herung (siehe auch Kapitel 2) einmu¨nden, die fu¨r die meisten zu untersuchen-
den Systeme eine gute Na¨herung darstellt.
Interessant wird es bei Systemen, fu¨r die die Voraussetzungen der Na¨herung nicht erfu¨llt sind.
Hier muß vom
”
Hauptpfad“ abgewichen werden, und eine gesonderte Behandlung des Problems
ist notwendig. Die vorliegende Arbeit betrachtet einen Ausnahmefall genauer: Systeme, bei de-
nen die sogenannten
”
nichtadiabatischen Kopplungen“ nicht vernachla¨ssigt werden ko¨nnen oder
noch genauer Moleku¨le, die den sogenannten
”
Renner–Teller Effekt“ aufweisen. Die Definitio-
nen und alles weitere hierzu werden in den Kapiteln 2 und 7 ausfu¨hrlichst erla¨utert. An dieser
Stelle sei nur soviel gesagt, daß fu¨r dreiatomige oder gro¨ßere Moleku¨le fu¨r eine lineare Kerngeo-
metrie Nicht–Σ–Zusta¨nde – charakterisiert durch eine Quantenzahl Λ 6= 0, die zum Operator
Lˆz der Projektion des elektronischen Bahndrehimpulses auf die Moleku¨lachse (z–Achse) – den
Effekt zeigen und die Voraussetzungen fu¨r die Born–Oppenheimer Na¨herung dann nicht erfu¨llt
sind. Der Renner–Teller Effekt a¨ußert sich in einem irregula¨ren Termschema, das heißt die
Energieeigenwerte weichen von denen ab, die man bei
”
normaler“ Behandlung (also in Born–
Oppenheimer Na¨herung) erhalten wu¨rde.
Ausgehend von Renners sto¨rungstheoretischen Betrachtung [1] dreiatomiger Moleku¨le mit li-
nearer Gleichgewichtsgeometrie sind in der Entwicklung in unterschiedlichen Bereichen Fort-
schritte erzielt worden, auf die sich wiederum diese Arbeit gru¨ndet: Zum einen wa¨re hier die von
Carter und Handy [2, 3] entwickelte Darstellung des Hamiltonoperators zu nennen. Transfor-
mationen in den Koordinaten fu¨hren vom vorgenannten zum hier verwendeten Operator (siehe
Kapitel 4). Zum anderen soll die von Peric´, Peyerimhoff und Buenker [4] entwickelten Me-
thoden zur Behandlung des Renner–Teller Effektes in symmetrischen vieratomigen Moleku¨len
wie beispielsweise in Azetylen auf asymmetrische Moleku¨le ausgedehnt werden. Damit fallen
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Vereinfachungen durch Symmetrie weg und die
”
Koordinaten der Wahl“ sind andere.
Als Modellsystem soll das Ketenylradikal HCCO untersucht werden. Es erfu¨llt die oben erla¨uter-
ten Voraussetzungen fu¨r den Zusammenbruch der Born–Oppenheimer Na¨herung schon fu¨r die
beiden niedrigstliegenden Zusta¨nde, die sich damit als Renner–Teller aktives Paar manifestie-
ren. Die Grundzustandsgeometrie ist gewinkelt, wodurch sich eine weitere Verallgemeinerung
der bisher untersuchten Moleku¨le in linearer Geometrie ergibt.
Ein Ziel der vorliegenden Arbeit ist es, das Energietermschema fu¨r die beiden untersten elek-
tronischen Zusta¨nde des Ketenylradikals HCCO zu berechnen. Vergleichsrechnungen mit
”
ab-
geschaltetem“ Renner–Teller Effekt sollen dazu beitragen, den Effekt im Spektrum sichtbar zu
machen.
Daru¨berhinaus wird durch die Simulation des Photodetachmentspektrums von HCCO
−
, das
Taylor und Neumark gemessen haben [5], mit der U¨bergangswahrscheinlichkeit (oder Intensita¨t)
eine weitere
”
Dimension“ untersucht und durch den Vergleich mit dem Experiment die Grenzen
der verwendeten Na¨herung bestimmt.
Doch bevor die Zielpunkte erreicht werden, sind die unterschiedlichsten Teilprobleme zu lo¨sen:
Im Kapitel 2 wird – wie schon angesprochen – ausgehend von der zeitunabha¨ngigen Schro¨din-
gergleichung die Kern– und Elektronenkoordinaten voneinander separiert. Die folgenden Ka-
pitel bescha¨ftigen sich mit der Lo¨sung der
”
Kernschro¨dingergleichung“ im Fall der Born–
Oppenheimer Na¨herung. Die Frage nach den zu verwendenden Koordinaten wird im Kapitel 3
gekla¨rt. Die Transformation des Operators der kinetischen Energie der Kerne von kartesischen
Koordinaten in die ausgewa¨hlten Koordinaten ist Gegenstand von Kapitel 4. Um die Lo¨sung
des resultierenden Eigenwertproblems geht es in Kapitel 5.
Einen kurzen Abriß der in der vorliegenden Arbeit verwendeten Verfahren zur Lo¨sung des
elektronischen Problems bietet Kapitel 6. Dann kommt erst der eigentliche Schritt weg vom
Hauptstrom: Im Kapitel 7 geht es darum, welche Konsequenzen der
”
Zusammenbruch“ der
Born–Oppenheimer Na¨herung nach sich zieht und wie mo¨glichst einfach eine gu¨ltige Na¨herung
erreicht werden kann.
Mit dem ausgewa¨hlten Moleku¨l (bzw. dessen Anion) bescha¨ftigen sich die folgenden Kapitel.
Potentialfla¨chen und resultierende Termschemata werden im Kapitel 8 berechnet. Berechnungen
zum HCCO
−
–Anion und die Simulation dessen Photodetachmentspektrums sind Gegenstand
von Kapitel 9. Eine Zusammenfassung (Kapitel 10) rundet die vorliegende Arbeit ab.
Bevor nun mit Grundsa¨tzlichem zur molekularen Schro¨dingergleichung in die doch sehr ma-
thematisch ausgepra¨gte Arbeit eingestiegen werden soll, noch zwei kurze Bemerkungen: Zum
einen sind nicht alle einzelnen Variablen in allen Gleichungen explizit erkla¨rt. Es werden jedoch
die
”
u¨blichen“ Bezeichnungen verwendet, so daß sich die nicht erkla¨rten im Normalfall erschlie-
ßen lassen. Im Zweifelsfall hilft ein Blick in das Bezeichnungsverzeichnis ab Seite 193, wo die
gebra¨uchlichsten Bezeichnungen zusammengefaßt sind. Zum anderen werden in den Gleichun-
gen meist reduzierte Gro¨ßen (dimensionslos) verwendet. Werden Meßgro¨ßen in die Gleichungen
eingesetzt, so sind sie zuvor in die entsprechenden atomaren Einheiten (z.B. a0 oder Eh) um-
zuwandeln.
Genug der Vorrede, jetzt geht’s los !
Kapitel 2
Die molekulare Schro¨dingergleichung
2.1 Grundsa¨tzliches
Gegenstand der Betrachtungen ist die nichtrelativistische, zeitunabha¨ngige, molekulare
Schro¨dingergleichung
Hˆ|Ψ〉 = E|Ψ〉 , (2.1)
deren Lo¨sung mit Hilfe von Na¨herungen zu bestimmen ist.
2.1.1 Der Zustandsraum
Der zugrunde liegende Zustandsraum Ed ist ein d–facher Tensorproduktraum eines Zustands-
raums E eines Teilchens in einer Dimension, wobei d von der Anzahl der Elektronen Ne und
der Anzahl der Kerne Nk des Moleku¨ls bestimmt wird und gilt:
d = 3(Ne +Nk). (2.2)
Die Zerlegung in den elektronischen Ortszustandsraum Ee = E3Ne und den Ortszustandsraum
der Kerne Ek = E3Nk la¨ßt sich wie folgt schreiben1:
Ed := Ee ⊗ Ek (2.3)
2.1.2 Die Zustandsvektoren
Die Zustandsvektoren in der Ortsdarstellung seien durch |~xe, ~xk〉 gegeben mit ~xe ∈ R3Ne (Vektor
aller Elektronenkoordinaten) und ~xk ∈ R3Nk (Vektor aller Kernkoordinaten). Sie bilden eine
Basis im Zustandsraum Ed. Ein Zustandsvektor in der Ortsdarstellung, ein beliebiger Zustand
|Ψ〉 und die zugeho¨rige Wellenfunktion ha¨ngen u¨ber das Skalarprodukt zusammen:
〈~xe, ~xk|Ψ〉 = Ψ(~xe, ~xk) (2.4)
1Eine ”spinfreie“ Betrachtung ist gerechtfertigt, da nur spinerhaltende Operatoren verwendet werden. Na¨her-
es siehe [6].
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2.2 Der molekulare Hamiltonoperator
Der molekulare Hamiltonoperator Hˆ in Gleichung (2.1) besteht aus den Operatoren der kineti-
schen Energie der Elektronen Tˆe und der Kerne Tˆk und dem Operator der potentiellen Energie
Vˆ der Elektronen und Kerne:
Hˆ = Tˆe + Vˆ + Tˆk =
Ne∑
i=1
1
2
3∑
j=1
pˆ2e,3(i−1)+j︸ ︷︷ ︸ +V (~ˆxe, ~ˆxk) +
Nk∑
i=1
1
2Mi
3∑
j=1
pˆ2k,3(i−1)+j . (2.5)
Tˆe,i (2.6)
Der Operator der potentiellen Energie setzt sich zusammen aus Anteilen der Elektron–Elektron–
Abstoßung Vˆe,e, der Elektron–Kern–Anziehung Vˆe,k und der Kern–Kern–Abstoßung Vˆk,k:
V (~ˆxe, ~ˆxk) = Ve,e(~ˆxe) + Ve,k(~ˆxe, ~ˆxk) + Vk,k(~ˆxk) (2.7)
=
Ne∑
i=1
Ne∑
j=i+1
1
|~ˆxe,i − ~ˆxe,j|
−
Ne∑
i=1
Nk∑
j=1
Zj
|~ˆxe,i − ~ˆxk,j|︸ ︷︷ ︸+
Nk∑
i=1
Nk∑
j=i+1
Zi · Zj
|~ˆxk,i − ~ˆxk,j|
Vˆe,k,i (2.8)
2.3 Die elektronische Schro¨dingergleichung
Die Strategie zur Lo¨sung der Schro¨dingergleichung (2.1) sieht nun vor, die Bewegung der leichten
Elektronen von der Bewegung der deutlich schwereren Kerne abzukoppeln.
Dazu faßt man alle Anteile des Hamiltonoperators, die von Elektronenkoordinaten abha¨ngen2,
zum elektronischen Hamiltonoperator Hˆe zusammen:
Hˆe = Tˆe + Ve,e(~ˆxe) + Ve,k(~ˆxe, ~ˆxk) . (2.9)
Er setzt sich aus dem Operator der kinetischen Energie der Elektronen, sowie den Operatoren
der Elektron–Elektron–Abstoßung und der Elektron–Kernanziehung zusammen.
Damit wird aus dem Eigenwertproblem (2.1) das folgende:
Hˆ|Ψ〉 =
(
Hˆe + Vk,k(~ˆxk) + Tˆk
)
|Ψ〉 = E|Ψ〉 . (2.10)
Die Vereinfachung des Problems gelingt dadurch, daß man zuna¨chst das Eigenwertproblem fu¨r
den elektronischen Operator Hˆe lo¨st. Das gelingt durch Projektion mit 〈~xk| auf den Zustands-
raum Ee:
〈~xk|Hˆe|Ψ〉 = Ee〈~xk|Ψ〉
⇐⇒ 〈~xk|Hˆe − Ee| (|ψ〉 ⊗ |χ〉) = 0
⇐⇒
[
Tˆe + Vˆe,e + Ve,k(~ˆxe, ~xk)︸ ︷︷ ︸−Ee
]
|ψ〉 · χ(~xk) = 0
⇐⇒
[
Hˆe(~xk)− Ee
]
|ψ〉 = 0 falls χ(~xk) 6≡ 0 , (2.11)
2In Ortsdarstellung.
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was bedeutet, daß man in Ve,k die Operatoren der Kernkoordinaten (~ˆxk) durch die Koordinaten
selbst (~xk) ersetzt. Der elektronische Hamiltonoperator Hˆe ha¨ngt somit von ~xk ab und fu¨r jede
Kerngeometrie ~xk ergibt sich damit ein Eigenwertspektrum Ee,j(~xk) zu den Eigenzusta¨nden
|ψj(~xk)〉.
Gleichung (2.11) repra¨sentiert die elektronischen Schro¨dingergleichung in Ee und es gibt eine
ganze Reihe von Verfahren, die na¨herungsweise eine Lo¨sung liefern. Auf die fu¨r diese Arbeit
wichtigen Verfahren zur Lo¨sung des elektronischen Problems wird in Abschnitt 6.1 eingegangen.
Abweichend von der kanonischen Betrachtungsweise soll hier nicht in der Basis der Eigen-
zusta¨nde von Gleichung (2.11), sondern verallgemeinernd irgendeine Basis:
{|ψi(~xk)〉} , (2.12)
mit der Orthonormalita¨tsrelation: 〈ψi(~xk)|ψj(~xk)〉 = δi,j , (2.13)
und der Vollsta¨ndigkeit:
∑
i
|ψi(~xk)〉〈ψi(~xk)| = Iˆ (2.14)
verwendet werden. Die Matrixdarstellung von Hˆe(~xk) in dieser Basis sei:
〈ψi(~xk)|Hˆe(~xk)|ψj(~xk)〉 =: He,i,j(~xk) . (2.15)
2.4 Die Kernschro¨dingergleichung
Mit Hilfe der in (2.12) gegebenen Basis fu¨r die Kerngeometrie ~xk la¨ßt sich das Gesamtproblem
folgendermaßen formulieren:
Sei |Ψ〉 :=
∑
j
|ψj(~xk)〉 ⊗ |χj〉 . (2.16)
Betrachte nun ∀ i:
(〈ψi(~xk)| ⊗ 〈~xk|) Hˆ|Ψ〉 = (〈ψi(~xk)⊗ 〈~xk|) |E|Ψ〉
⇐⇒ 0 = (〈ψi(~xk)| ⊗ 〈~xk|)
(
Hˆe + Vk,k(~ˆxk) + Tˆk − E
)∑
j
|ψj(~xk)〉 ⊗ |χj〉
⇐⇒ 0 =
∑
j
〈ψi(~xk)|
(
Hˆe(~xk) + Vk,k(~xk) + Tˆk − E
)
|ψj(~xk)〉 · χj(~xk)(2.17)
⇐⇒ 0 = (Vk,k(~xk)− E) · χi(~xk) (2.18)
+
∑
j
He,i,j(~xk) · χj(~xk) + 〈ψi(~xk)|
[
Tˆk|ψj(~xk)〉 · χj(~xk)
]
Genauere Betrachtungen zur verwendeten Darstellung ko¨nnen in [7] und [8] nachgelesen werden.
Dort wird auch die Konstruktion des zugrunde liegenden Hilbertraums und die Wirkung der
einzelnen Terme auf die einzelnen Unterra¨ume na¨her beleuchtet.
Ab Gleichung (2.17) ist Tˆk in der Ortsdarstellung, also
Tˆk = −
Nk∑
i=1
1
2Mi
3∑
j=1
∂2
∂x2k,3(i−1)+j
. (2.19)
Weitere Betrachtungen des Anteils von (2.18), der Tˆk entha¨lt, ko¨nnten nun mit dem in (2.19)
dargestellten Operator vorgenommen werden. In Kapitel 4 wird dargelegt, daß sogenannte
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”
interne Koordinaten“ anstelle kartesischer Koordinaten verwendet werden. Aus dem Grund
soll eine Verallgemeinerung3 von (2.19) verwendet werden, die an (4.14) anlehnt:
Tˆk =
3Nk∑
l=1
[
h˜l(~xk) +
3Nk∑
m=1
g˜m,l(~xk)
∂
∂xk,m
]
∂
∂xk,l
. (2.20)
Die hier eingefu¨hrten Funktionen g˜m,l(~xk) und h˜l(~xk) werden im Lichte der verallgemeinerten
Koordinatentransformation (Kapitel 4) nach den Gleichungen (4.9), (4.11) und (4.13) mit aus
der Kettenregel stammenden Termen identifiziert. So kann das Ergebnis – dargestellt durch die
Gleichungen (2.25) bis (2.27) – gleich im Kapitel 7 weiterverwendet werden.
Nun wird (2.20) in (2.18) eingesetzt und die Kettenregel bemu¨ht:
Tˆk|ψj(~xk)〉 · χj(~xk) =
3Nk∑
l=1
[
h˜l(~xk) +
3Nk∑
m=1
g˜m,l(~xk)
∂
∂xk,m
]
∂
∂xk,l
|ψj(~xk)〉 · χj(~xk)
=
3Nk∑
l=1
[
h˜l(~xk) +
3Nk∑
m=1
g˜m,l(~xk)
∂
∂xk,m
][(
∂
∂xk,l
|ψj(~xk)〉
)
· χj(~xk)
+|ψj(~xk)〉 ·
(
∂
∂xk,l
χj(~xk)
)]
=
3Nk∑
l=1
h˜l(~xk) ·
[(
∂
∂xk,l
|ψj(~xk)〉
)
· χj(~xk) + |ψj(~xk)〉 ·
(
∂
∂xk,l
χj(~xk)
)]
+
3Nk∑
m=1
g˜m,l(~xk) ·
[(
∂2
∂xk,m∂xk,l
|ψj(~xk)〉
)
· χj(~xk)
+
(
∂
∂xk,l
|ψj(~xk)〉
)
·
(
∂
∂xk,m
χj(~xk)
)
+
(
∂
∂xk,m
|ψj(~xk)〉
)
·
(
∂
∂xk,l
χj(~xk)
)
+ |ψj(~xk)〉 ·
(
∂2
∂xk,m∂xk,l
χj(~xk)
)]
= |ψj(~xk)〉
(
Tˆkχj(~xk)
)
+
3Nk∑
l=1
h˜l(~xk) ·
(
∂
∂xk,l
|ψj(~xk)〉
)
· χj(~xk)
+
3Nk∑
m=1
g˜m,l(~xk) ·
[(
∂2
∂xk,m∂xk,l
|ψj(~xk)〉
)
· χj(~xk) (2.21)
+
(
∂
∂xk,l
|ψj(~xk)〉
)
·
(
∂
∂xk,m
χj(~xk)
)
+
(
∂
∂xk,m
|ψj(~xk)〉
)
·
(
∂
∂xk,l
χj(~xk)
)]
Mit den Abku¨rzungen:
Bi,jxk,l(~xk) := 〈ψi(~xk)|
∂
∂xk,l
|ψj(~xk)〉 (2.22)
Ci,jxk,m,xk,l(~xk) := 〈ψi(~xk)|
∂2
∂xk,m∂xk,l
|ψj(~xk)〉 (2.23)
ergibt das Einsetzen von (2.21) in (2.18):
⇐⇒ 0 =
(
Vk,k(~xk) + Tˆk − E
)
· χi(~xk) +
∑
j
[
He,i,j(~xk) +
3Nk∑
l=1
h˜l(~xk) ·Bi,jxk,l(~xk) (2.24)
3Aus (2.20) erha¨lt man (2.19) dadurch, daß man h˜l(~xk) ≡ 0 und g˜3i−j,3l−m(~xk) = − 12Mi δi,l · δj,m setzt.
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+
3Nk∑
m=1
g˜m,l(~xk) ·
(
Ci,jxk,m,xk,l(~xk) +B
i,j
xk,l
(~xk)
∂
∂xk,m
+Bi,jxk,m(~xk)
∂
∂xk,l
)]
χj(~xk) .
Da Gleichung (2.24) ∀ i gilt, ergibt je nach Gro¨ße der elektronischen Basis ein endliches oder
unendlich große Differentialgleichungssystem:
[
V +
(
Tˆk − E
)
I + Tˆ
]
~χ(~xk) = ~0 , (2.25)
wobei die Matrizen V und Tˆ durch die folgenden Matrixelemente bestimmt sind
(I ist die Einheitsmatrix):
Vi,j = Vk,k(~xk) · δi,j +He,i,j(~xk) , (2.26)
Tˆi,j =
3Nk∑
l=1
h˜l(~xk) ·Bi,jxk,l(~xk) (2.27)
+
3Nk∑
m=1
g˜m,l(~xk) ·
(
Ci,jxk,m,xk,l(~xk) +B
i,j
xk,l
(~xk)
∂
∂xk,m
+Bi,jxk,m(~xk)
∂
∂xk,l
)
.
Gleichung (2.25) ist die allgemeine Form der Bestimmungsgleichung fu¨r die Kernwellenfunktion
χj(~xk) und wird auch als Kernschro¨dingergleichung bezeichnet.
Verwendet man die Basis der Eigenzusta¨nde von Hˆe als Basis der elektronischen Zusta¨nde, so
gilt:
He,i,j(~xk) = Ee,i(~xk) · δi,j (2.28)
mit (2.27) ⇒ Vi,j = [Vk,k(~xk) + Ee,i(~xk)] · δi,j , (2.29)
also die Matrix V ist dann diagonal.
2.5 Na¨herungen
Fu¨r die meisten der zu betrachtenden Fa¨lle sind eine ganze Reihe der in Gleichung (2.25) auf-
tretenden Terme vernachla¨ssigbar und rechtfertigen weitergehende Na¨herungen. In [9] werden
beispielsweise Abha¨ngigkeiten einzelner Terme vom Verha¨ltnis von Elektronen– zu (reduzierter)
Kernmasse angegeben.
2.5.1 Die adiabatische Na¨herung
Die adiabatische Na¨herung erha¨lt man daraus, wenn man neben der Verwendung der elek-
tronischen Eigenzustandsbasis von Hˆe auch alle außerdiagonalen Elemente von Tˆ , die auch
nichtadiabatische Kopplungsterme genannt werden, vernachla¨ssigt.
Dadurch entkoppeln die Differentialgleichungen:(
Vi,i(~xk) + Tˆk − Ea + Tˆi,i
)
· χi(~xk) = 0 ∀ i . (2.30)
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Man erha¨lt die adiabatische Na¨herung auch, indem man in Gleichung (2.16) nur einen Sum-
manden zula¨ßt, also |Ψ〉 nur aus einem Produkt aus Kernwellenfunktion und elektronischem
Zustand besteht.
Dieses Verfahren wird auch als Born–Huang adiabatische Na¨herung bezeichnet [10] und der
Zusammenhang mit dem Begriff
”
adiabatisch“ la¨ßt sich nur schwer herstellen4.
Es sei noch darauf hingewiesen, daß es einen ganzen
”
Zoo“ von adiabatischen Na¨herungen gibt
[10, 12], deren Aussehen beispielsweise abha¨ngig von der Reihenfolge der Durchfu¨hrung der
adiabatischen Na¨herung und der Abspaltung die Translation ist.
2.5.2 Die Born–Oppenheimer Na¨herung
Vernachla¨ssigt man zusa¨tzlich auch die Diagonalelemente von Tˆ , so ist man bei der Born–
Oppenheimer Na¨herung angelangt:(
Vi,i(~xk) + Tˆk − EBO
)
· χi(~xk) = 0 ∀ i . (2.31)
In Kapitel 4 wird die Kernschro¨dingergleichung im Licht der Born–Oppenheimer–Na¨herung
untersucht. Die Einflu¨sse nichtadiabatischer Kopplungen, die sich in unserem speziellen Fall in
der Renner–Teller–Kopplung manifestieren, werden anschließend im Kapitel 7 beleuchtet.
4Die Elektronen folgen den Kernen instantan, d. h. es gibt nur einen zu vernachla¨ssigenden Wa¨rmeaustausch
(der an die U¨bertragung von Verschiebungsenergie gekoppelt ist). Siehe dazu auch [11].
Kapitel 3
Auswahl der Koordinaten
Die Lo¨sung der Schro¨dingergleichung kann nur fu¨r kleine Dimensionalita¨t d (d nach Glei-
chung (2.2)) analytisch bestimmt werden. Selbst fu¨r Moleku¨le, die nur aus wenigen Atomen
bestehen (z. B. das Drei–Ko¨rperproblem H+2 ), ist d schon so groß, daß durch Separations-
verfahren eine Aufspaltung in Teilprobleme mit geringerer Anzahl von Freiheitsgraden in den
einzelnen Teilproblemen durchgefu¨hrt werden muß. In einer Matrixdarstellung erscheint die Se-
paration in zwei Blo¨cke sinnvoll, wenn die Kopplungsmatrixelemente zwischen Elementen aus
dem gleichen Block deutlich gro¨ßer sind als die zwischen Elementen aus verschiedenen Blo¨cken.
Eine mo¨gliche Separation ist die zuvor schon erla¨uterte Born–Oppenheimer Na¨herung, bei der
Elektronen– und Kernkoordinaten getrennt werden. Es gibt eine ganze Reihe von Standardver-
fahren zur Lo¨sung der elektronischen Schro¨dingergleichung; eine Auswahl der fu¨r diese Arbeit
wichtigen Verfahren wird im Kapitel 6 beschrieben. Der Eigenwert Ee, den das elektronische
Eigenwertproblem liefert, kann als Funktion der Kernkoordinaten ~xk betrachtet werden. Ne-
ben diesem Potential E(~xk) beinhaltet die Kernschro¨dingergleichung noch den Operator der
kinetischen Energie der Kerne Tˆk und die Kern–Kern–Abstoßung Vk,k(~xk). Die Lo¨sung die-
ses Problems gelingt schließlich mit Hilfe eines Matrixdiagonalisierungsverfahrens, wobei eine
geschickte Auswahl der Basis der Kernwellenfunktionen (und damit verbunden der Matrixdar-
stellung des Eigenwertproblems) zu erheblichen Vereinfachungen beitragen kann.
Untrennbar damit verknu¨pft ist die Auswahl passender Koordinaten. Bei der Suche nach den
”
richtigen“ Koordinaten gera¨t man schon bei der Betrachtung der beiden koordinatenabha¨ngi-
gen Operatoren in ein Dilemma: Betrachten wir ein raumfestes Koordinatensystem. In kartesi-
schen Koordinaten hat der Operator der kinetischen Energie der Kerne Tˆk in Ortsdarstellung
seine einfachste Erscheinungsform, na¨mlich es treten keine gemischten zweiten Ableitungen auf.
Andererseits hat die Lage und Orientierung des Moleku¨ls im Raum keinen Einfluß auf die Gro¨ße
der potentiellen Energie. Das heißt, 3Nk − 6 interne Koordinaten sind eine passende Basis, in
der die Potentialfla¨che dargestellt werden kann. (Nk > 2). Soll nun das gesamte Kernproblem
mit Hilfe kartesischer Koordinaten gelo¨st werden, so wird zugunsten der einfachen Darstellung
der kinetischen Energie die Anzahl der notwendigen Variablen fu¨r die potentielle Energie erho¨ht
und der Ausdruck fu¨r die potentielle Energie dadurch verkompliziert.
Dem gegenu¨ber steht eine Behandlung in internen Koordinaten , die zwar eine exakte Abspal-
tung der Translation und eine maximale Separation der Rotation ermo¨glichen soll (also eine
Verminderung der Anzahl der zu betrachtenden Koordinaten) aber auf Kosten der einfachen
Darstellung des Operators Tˆk geht.
Da sich die Dimensionalita¨t d des Problems als Exponent in die Dimension der zu diagonali-
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sierenden Matrix dm eingeht, mit
dm = b
d , (3.1)
wobei b die Anzahl der Basisfunktionen pro Freiheitsgrad ist, werden die Verfahren bevorzugt,
in denen die Anzahl der betrachteten Freiheitsgrade klein ist.
Aus diesem Grund wurden fu¨r die folgenden Berechnungen interne Koordinaten ausgewa¨hlt.
3.1 Fu¨r die Problemstellung wichtige Kernkoordinaten
Nach der Auswahl der Koordinaten stellt sich nun die Frage, welche Kernfreiheitsgrade wichtig
fu¨r die Beschreibung des Renner–Teller Effekts sind und ob die anderen Kernkoordinaten so we-
nig Einfluß auf die bedeutenden Freiheitsgrade haben, so daß sie bedenkenlos davon entkoppelt
werden ko¨nnen. Dazu soll die Abfolge der Anregungsenergien von Translations–, Rotations–
und Schwingungsanregung und eine Abscha¨tzung u¨ber Kopplungssta¨rken zwischen den einzel-
nen Kernfreiheitsgraden benutzt werden.
Problemlos gestaltet sich die exakte Abspaltung der Translation. Sie wird exemplarisch im Ab-
schnitt 4.2 vorgestellt. Zur Rotation la¨ßt sich sagen, daß fu¨r quasilineare Moleku¨le1 sich die
Anregungsenergie fu¨r die Rotation um die Kernverbindungsachse von den Anregungenergien
fu¨r die Rotationen senkrecht zur Kernverbindungsachse wesentlich unterscheidet2. Die Rotati-
onsfreiheitsgrade, die zu letzteren Rotationen geho¨ren und mit Anregungsenergien von wenigen
Wellenzahlen verknu¨pft sind, wird ebenfalls abgekoppelt. Die Koordinate, die mit der Rotation
um die Kernverbindungsachse verbunden ist, die beiden Biegeschwingungskoordinaten und die
Torsionskoordinate sind die fu¨r die Problemstellung wichtigen Freiheitsgrade. Sie sind durch
Anregungsenergien von typischerweise einigen hundert Wellenzahlen gekennzeichnet. Es sind
die Koordinaten, die sich mittels Transformation in die vier Biegeschwingungsfreiheitsgrade
verwandeln lassen, die Auslenkungen aus einer linearen Geometrie beschreiben. Na¨heres kann
in den Abschnitten 7.3 und 7.4 nachgelesen werden. Schließlich sollen noch die Streckschwin-
gungskoordinaten erwa¨hnt werden, die mit Anregungsenergien von u¨ber 1000 cm−1 sich doch
deutlich von den anderen Freiheitsgraden absetzen. Die Kopplungssta¨rke insbesondere zu Bie-
geschwingungskoordinaten kann gegebenenfalls trotzdem nicht zu vernachla¨ssigen sein und eine
Beru¨cksichtigung – die Mo¨glichkeiten hierzu werden im folgenden Abschnitt dargelegt – erzwin-
gen.
3.2 Konstruktion des Hamiltonoperators
Es gibt eine ganze Reihe von Verfahren und Na¨herungen, die als Ergebnis einen problemange-
paßten Hamiltonoperator liefern. Prinzipiell gibt es zwei Wege, vom Operator der kinetischen
Energie in kartesischen Koordinaten zu den gewu¨nschten Koordinaten zu gelangen:
1. Ausgehend vom Hamiltonoperator in kartesischen Koordinaten wird die Koordinaten-
transformation durchgefu¨hrt.
1Sie sind charakterisiert durch eine weite Auslenkung einer Biegeschwingungskoordinate, welche die lineare
Geometrie beinhaltet. Unter Beru¨cksichtigung der Nullpunktsschwingungsenergie liegt das niedrigste Niveau
u¨ber der Barriere [13].
2Dies ha¨ngt mit den unterschiedlichen Tra¨gheitsmomenten u¨ber Erot,j ∼ I−1j zusammen.
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2. Ausgehend vom klassischen Ausdruck der kinetischen Energie in kartesischen Koordinaten
wird zuna¨chst die Koordinatentransformation durchgefu¨hrt. Danach geschieht mit Hilfe
quantenmechanischer Postulate und der Podolsky–Transformation [14, 15] der U¨bergang
zum quantenmechanischen Operator.
Der letztere Weg wurde wegen seines geringeren Zeitaufwands gegenu¨ber der ersten Methode
ha¨ufig dann eingeschlagen, wenn viele krummlinige Koordinaten einbezogen waren. Im Zuge der
Entwicklung von Algebra–Computerprogrammen wurde die erste Methode – da der Computer
die mu¨hsame Arbeit u¨bernimmt – wieder konkurrenzfa¨hig. Je nach Verfahren zur Reduktion
der zu betrachtenden Koordinaten findet die eine oder die andere Methode Anwendung.
Fu¨r Moleku¨le, deren Fla¨chen der potentiellen Energie durch eine steil ansteigende Form in
der Na¨he der lokaler Minima charakterisiert sind, liefert ein aus der klassischen Mechanik
hervorgegangenes Standardverfahren eine angemessene Beschreibung: Es geht auf einen Hamil-
tonoperator von Wilson und Howard [16] und Darling und Dennison [17] zuru¨ck. Durch die
Wahl der Koordinaten und der Bedingungen3 nach Eckart [18] wird die Translation abgespal-
ten und die Kopplung zwischen Rotations– und Schwingungsfreiheitsgraden minimiert. Durch
Vernachla¨ssigung der Kopplung zwischen Rotations– und Schwingungsfreiheitsgraden und einer
harmonischen Na¨herung des Potentials gelangt man zur Summe Hˆ0 der Hamiltonoperatoren
eines starren Rotators Hˆr und eines harmonischen Oszillators Hˆv (also Hˆ0 = Hˆr + Hˆv). Die
Lo¨sung des zu diesem Hamiltonoperator nullter Ordnung Hˆ0 geho¨renden Eigenwertproblems
gelingt mit einem Separationsansatz. Die Normalkoordinaten des Schwingungsproblems wer-
den mit Hilfe der FG–Matrix–Methode nach Wilson [19] bestimmt. Nicht vernachla¨ssigbare
Anharmonizita¨ten und Kopplungen werden im Nachhinein mit Hilfe von sto¨rungstheoretischen
Betrachtungen wieder eingefu¨hrt.
Fu¨r den zu betrachtenden Fall sind die Vorbedingungen fu¨r die oben beschriebene Behandlung
nicht erfu¨llt. A¨quivalente Minima sind durch relativ kleine Barrieren voneinander getrennt. So-
mit sind stark anharmonische Schwingungen mit großer Amplitude mo¨glich und die Bewegung
kann schon eher als eingeschra¨nkte Rotation (hindered rotation) betrachtet werden.
In so einem Fall bietet sich an, eine Bedingung einzufu¨hren, die die Schwingung mit großer
Amplitude maximal von den Freiheitsgraden zu separieren, die in harmonischer Na¨herung be-
trachtet werden ko¨nnen. Eine angepaßtere Behandlung eines Biegeschwingungsfreiheitsgrads
mit großer Amplitude liefern Hougen, Bunker und Johns [20] fu¨r dreiatomige Moleku¨le. Die
Biegeschwingungskoordinate wird den Rotationen
”
zugeschlagen“ und maximal von den Streck-
schwingungskoordinaten getrennt. Analog zu dem Anteil Hˆr des Hamiltonoperators nullter
Ordnung aus dem oben beschriebenen Standardverfahren erha¨lt man den
”
rigid bender“4 Ha-
miltonoperator [21]. Sto¨rungstheoretische Behandlung von Anharmonizita¨ten und Kopplungen
fu¨hren auf den Hamiltonoperator des
”
nonrigid bender“ [22]. Die Verallgemeinerung auf Syste-
me bestehend aus vier und mehr Atomen bereitet Schwierigkeiten, so daß einfachere Modelle
wie der
”
semirigid bender“ entwickelt wurden [23, 24]. Dabei werden Bindungsla¨ngen als Funk-
tion der Biegeschwingungskoordinate mit großer Amplitude variiert. Verallgemeinerung auf
vieratomige Systeme [23, 25] wurden vorgestellt, nur ist durch die gewa¨hlte kollineare Anord-
nung dreier Atome die Kopplung der Biegschwingungskoordinate mit kleiner Amplitude nur in
geringem Maße beru¨cksichtigt. Dies gilt sowohl fu¨r den kinetischen Anteil als auch fu¨r den Ein-
fluß dieser Koordinate auf die mehrdimensionale Potentialfla¨che und der daraus resultierenden
nicht zu vernachla¨ssigenden anharmonischen und koppelnden Potentialterme. Damit werden
3Die Einfu¨hrung von Bedingungen ist fu¨r die Transformation von kartesischen zu den gewa¨hlten Koordinaten
(von geringerer Anzahl) notwendig !
4Der Operator hieß in den ersten Vero¨ffentlichungen ([20, 21]) rigidly bending rigid rotor Hamiltonian.
12 Kapitel 3: Auswahl der Koordinaten
Koordinaten, die – wie oben beschrieben – eigentlich zusammengeho¨ren, durch das Modell in
unterschiedliche Anteile des Operators
”
gepackt“ und ihre Kopplung durch Randbedingungen
minimiert. Das spricht nicht dafu¨r, daß das Modell geeignet ist.
Damit schließt sich der Kreis und eine vernu¨nftige Mo¨glichkeit bietet der Weg u¨ber
den, nach Separation der Translation, gesamten neundimensionalen Schwingungs–Rotations–
Hamiltonoperator in internen Koordinaten und mit Zuhilfenahme der Eulerwinkel. Ausgehend
von diesen ko¨nnen die interessierenden Koordinaten behandelt werden. Je nach verwendetem
Verfahren (s. o.) bedeutet die Abspaltung die Vernachla¨ssigung der Kopplung zu den oder
das Einfrieren der Gleichgewichtslagen der nichtbetrachteten Koordinaten. Die Unterschiede
werden im Abschnitt 4.4.1 beleuchtet.
Kapitel 4
Der Operator Tˆk der kinetischen
Energie der Kerne
Ausgehend vom Operator der kinetischen Energie der Kerne Tˆk, der sich fu¨r ein n-atomiges
System in Ortsdarstellung mit kartesischen Koordinaten wie folgt darstellt:
Tˆk = −
n∑
i=1
1
2Mi
(
3∑
j=1
∂2
∂x23(i−1)+j
)
(4.1)
gelangt man zum verwendeten Operator nach mehreren Schritten:
1. Das Prinzip der Koordinatentransformation wird allgemein dargestellt.
2. Die Abspaltung der Translation nach [26] (inspiriert durch [27]) fu¨hrt zu translationsin-
varianten Koordinaten.
3. Fu¨r den Spezialfall n=4 erfolgt in Anlehnung an die Arbeiten von Handy und Mitarbeitern
[2, 3, 27] der U¨bergang zu internen Koordinaten und Eulerwinkeln.
4. Die Streckschwingungskoordinaten und zwei Rotationen senkrecht zur C–C Achse werden
abgekoppelt.
5. Die verbleibende Rotations– und die Torsionskoordinate werden zu Rotationskoordinaten
bzgl. des raumfesten Koordinatensystems transformiert.
6. Der so erhaltene Operator Tˆ4d wird explizit angegeben.
Die einzelnen Schritte werden nun nacheinander na¨her beleuchtet.
4.1 Allgemeine Koordinatentransformation
Bevor die Abspaltung der Translation von den u¨brigen Kernbewegungen vorgenommen wird,
soll an dieser Stelle allgemein eine Koordinatentransformation von kartesischen zu verallgemei-
nerten Koordinaten und deren Auswirkung auf den vorliegenden Operator beschrieben werden.
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Dabei soll exemplarisch der in (4.2) angegebene quantenmechanische Operator Tˆ in einem
n–dimensionalen Koordinatenraum transformiert werden (also Weg 1 nach Abschnitt 3.2):
Tˆ =
n∑
i,j=1
ai,j
∂2
∂xi∂xj
. (4.2)
Zur Vereinfachung sei die Matrix a symmetrisch gewa¨hlt, und Transformation und inverse
Transformation sind gegeben durch:
~q :
{
Rn → Rn
~x 7→ ~q(~x) , ~x :
{
Rn → Rn
~q 7→ ~x(~q ) . (4.3)
Nachfolgende Untersuchungen stu¨tzen sich auf die Kettenregel, und so scheint es sinnvoll, die
Wellenfunktionen, auf die der Operator Tˆ wirkt, in Abha¨ngigkeit von ~q und ~x anzugeben:
Ψ(~x) = Ψ(~x(~q )) = Ψ˜(~q ) = Ψ˜(~q(~x)) , also (4.4)
Ψ˜ = Ψ ◦ ~x Ψ = Ψ˜ ◦ ~q , (da ~x ◦ ~q = ~q ◦ ~x = id) .
4.1.1 Verfahren 1: Verwendung der Transformation ~q (~x )
Man betrachte also
TˆΨ(~x) = Tˆ Ψ˜(~q(~x)) . (4.5)
Differenziert man Ψ˜(~q(~x)) partiell nach xj, so ergibt sich:
∂
∂xj
Ψ˜(~q(~x)) =
n∑
l=1
(
∂Ψ˜(~q )
∂ql
)
·
(
∂ql(~x)
∂xj
)
. (4.6)
Die partielle Ableitung des Ergebnisses nach xi liefert:
∂2
∂xi∂xj
Ψ˜(~q(~x)) =
n∑
k,l=1
(
∂2Ψ˜(~q )
∂qk∂ql
)
·
(
∂qk(~x)
∂xi
)
·
(
∂ql(~x)
∂xj
)
+
n∑
l=1
(
∂Ψ˜(~q )
∂ql
)
·
(
∂2ql(~x)
∂xi∂xj
)
(4.7)
Und damit ergibt sich mit Gleichung (4.2) insgesamt:
Tˆ Ψ˜(~q(~x)) =
n∑
i,j=1
ai,j
[
n∑
k,l=1
(
∂2Ψ˜(~q )
∂qk∂ql
)
·
(
∂qk(~x)
∂xi
)
·
(
∂ql(~x)
∂xj
)
+
n∑
l=1
(
∂Ψ˜(~q )
∂ql
)
·
(
∂2ql(~x)
∂xi∂xj
)]
.(4.8)
Durch Einfu¨hrung der Abku¨rzungen1 gk,l mit:
gk,l(~x) :=
n∑
i,j=1
ai,j ·
(
∂qk(~x)
∂xi
)
·
(
∂ql(~x)
∂xj
)
, (4.9)
die sich unter Verwendung der Ableitung ~q ′(~x) = q′ (= Jacobimatrix) auch in Matrixform
schreiben la¨ßt:
g = q′ · a · (q′)T , (4.10)
und hl mit:
hl(~x) :=
n∑
i,j=1
ai,j ·
(
∂2ql(~x)
∂xi∂xj
)
, (4.11)
1Symmetrisches a impliziert symmetrisches g.
4.1: Allgemeine Koordinatentransformation 15
die sich durch die Hessesche Matrix H l zur reellwertigen Funktion ql(~x) darstellt als:
hl = Sp (a ·H l) . (4.12)
Mit Hilfe der inversen Transformation ~x(~q ), die fu¨r die Elemente gk,l und hl bedeutet:
gk,l(~x) = gk,l(~x(~q )) = g˜k,l(~q ) ; hl(~x) = hl(~x(~q )) = h˜l(~q ) , (4.13)
ergibt sich fu¨r den Operator Tˆ die folgende, nur von den Koordinaten ~q abha¨ngige, Darstellung:
Tˆ =
n∑
k,l=1
g˜k,l(~q )
∂2
∂qk∂ql
+
n∑
l=1
h˜l(~q )
∂
∂ql
. (4.14)
4.1.2 Verfahren 2: Verwendung der inversen Transformation ~x(~q )
Ein alternativer Weg zur Erzeugung der Matrix g˜ (~q ) und des Vektors ~˜h (~q ) kann dann beschrit-
ten werden, wenn die inverse Transformation ~x (~q ) wesentlich einfacher als die Transformation
~q (~x ) ist. Allerdings bekommt man nichts geschenkt und muß dafu¨r eine n × n–Matrix inver-
tieren. Die Matrixelemente von g˜ bestimmt man nach dem folgenden Schema:
1. Man bildet die Ableitung der inversen Koordinatentransformation ~x ′ (~q )
2. Die Ableitung der gesuchten Koordinatentransformation ~q ′ (~x ) erha¨lt man aus der Inver-
sen der Ableitung der inversen Koordinatentransformation:
als Matrix: ~q ′ (~x ) = (~x ′ (~q ))−1 ⇐⇒ q0 = (x0)−1 ,
in Komponenten:
∂qi (~x )
∂xj
=: fi,j (~x ) =
[
(~x ′ (~q ))−1
]
i,j
=: f˜i,j (~q ) (4.15)
3. Mit Hilfe der obigen Gleichung (4.15) und Gleichung (4.9) erha¨lt man direkt g˜(~q ).
Um die fu¨r die Berechnung der Elemente h˜l notwendigen zweiten partiellen Ableitungen nach
den Komponenten von ~x zu bekommen, differenziert man Gleichung (4.15) partiell nach tk und
erha¨lt:
∂2qi (~x )
∂xkxj
=
∂fi,j(~x )
∂xk
=
∂f˜i,j(~q )
∂xk
=
∑
l
∂f˜i,j(~q )
∂ql
· ∂ql (~x )
∂xk
=
∑
l
∂f˜i,j(~q )
∂ql
· f˜l,k(~q ) (4.16)
Zur Lo¨sung des Eigenwertproblems (siehe Anhang A.1) werden Matrixelemente der Form
〈Ψi|Tˆ |Ψj〉 betrachtet. Fu¨r diese Matrixelemente erha¨lt man aus der Substitutionsregel beim
U¨bergang von der Koordinate ~x zur Koordinate ~q:
〈Ψi|Tˆ |Ψj〉 =
∫
d~x Ψ∗i (~x)TˆΨj(~x) =
∫
d~q | det ~x ′ (~q ) |Ψ∗i (~x (~q )) TˆΨj (~x (~q )) (4.17)
=
∫
d~q | det ~x ′ (~q ) |Ψ˜∗i (~q ) Tˆ Ψ˜j (~q ) ,
also muß noch der Betrag der Funktionaldeterminante2 det ~x ′ (~q ) bestimmt werden. Da-
mit wird ebenfalls – wenn die Matrixinvertierung keine Probleme bereitet – das Verfahren 2
favorisiert.
2Weitere gebra¨uchliche Ausdru¨cke sind: Jacobideterminante, Integrationselement, Raumelement und Volu-
menelement.
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4.2 Abspalten der Translation
Die folgende Beschreibung der Abspaltung der Translation lehnt sich an die Arbeiten von
Sutcliffe [26, 28, 29] an. Die Koordinatentransformation ist dabei nicht nur auf eine eindeutige
Art und Weise durchfu¨hrbar. Vielmehr gilt es, Schwerpunktskoordinaten einzufu¨hren und den
Anteil des resultierenden Hamiltonoperators, der diese Koordinaten entha¨lt, vollsta¨ndig von
anderen Koordinaten zu entkoppeln.
Zur Vereinfachung wird von jedem Atom nur eine kartesische Koordinate herangezogen. Die
Verallgemeinerung auf drei Freiheitsgrade pro Atom ist weniger ein prinzipielles als ein Indizie-
rungsproblem.
Die Matrixelemente von a ergeben sich damit zu
ai,j =
1
Mi
δi,j (4.18)
Verwendet wird eine lineare Transformation
~t = V ~x, (4.19)
die impliziert, daß hl = 0 ∀ l = 1, . . . , n. Die n–te Komponente von ~t soll die Schwerpunkts-
koordinate darstellen, was bedeutet
Vn,i =
Mi
M
mit M =
n∑
i=1
Mi . (4.20)
Eine Abspaltung der Schwerpunktskoordinate von allen anderen Koordinaten ist genau dann
gegeben, wenn
gk,n = gn,k = 0 ∀ k = 1, . . . , n− 1 . (4.21)
Aus Gleichung (4.19) ergibt sich ~t ′(~x) = V und damit folgt aus Gleichung (4.21) mit (4.9),
(4.18) und (4.20):
gk,n = 0
⇐⇒
n∑
i,j=1
1
Mi
δi,j · Vk,i · Vn,j =
n∑
i=1
1
Mi
· Vk,i · Vn,i =
n∑
i=1
1
Mi
· Vk,iMi
M
=
1
M
n∑
i=1
Vk,i = 0
⇐⇒
n∑
i=1
Vk,i = 0 ∀ k = 1, . . . , n− 1 . (4.22)
Die Bedingung (4.22), die die Translationsinvarianz3 widerspiegelt, kann unterschiedlichst ver-
wirklicht werden. Weit verbreitet ist das Verfahren, die restlichen Koordinaten als n − 1
Koordinaten bezogen auf das Koordinatensystem zu wa¨hlen, in dem der Schwerpunkt des
Kerngeru¨sts mit dem Ursprung u¨bereinstimmt (Schwerpunktsystem). Zum Beispiel ko¨nnte
tk := xk − tn ∀ k = 1, . . . , n − 1 gewa¨hlt werden. Eine der Koordinaten erha¨lt da-
mit eine Auszeichnung (hier xn, bei Bunker [30] X1). Inspiriert von einer Vero¨ffentlichung von
Bramley [27], fiel die Auswahl auf die
”
demokratischeren“ Koordinaten tk gegeben durch die
Vorschrift
tk := xk − xk+1 ∀ k = 1, . . . , n− 1 , (4.23)
3Aus (4.22) folgt ~t = V ~x = V
(
~x+ a · (1, . . . , 1)T ).
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was gleichbedeutend ist mit
Vi,j = δi,j − δi+1,j ∀ i = 1, . . . , n− 1; j = 1, . . . , n . (4.24)
Damit ist die Transformation eindeutig bestimmt und nach (4.9) ergibt sich:
∀ k, l = 1, . . . , n− 1 gk,l =
n∑
i=1
1
Mi
· Vk,i · Vl,i =
n∑
i=1
1
Mi
· (δk,i − δk+1,i) · (δl,i − δl+1,i)
=
n∑
i=1
1
Mi
· (δk,i · δl,i − δk,i · δl+1,i − δk+1,i · δl,i + δk+1,i · δl+1,i)
=
1
Mk
· δk,l − 1
Mk
δl+1,k − 1
Mk+1
· δl,k+1 + 1
Mk+1
· δl+1,k+1 (4.25)
∀ k = 1, . . . , n− 1 gk,n = gn,k = 0 nach Konstruktion
gn,n =
n∑
i=1
1
Mi
· (Vn,i)2 = 1
M2
n∑
i=1
Mi =
1
M
. (4.26)
Daraus folgt nach (4.14) fu¨r Tˆ :
Tˆ =
n∑
k,l=1
gk,l
∂2
∂tk∂tl
=
n−1∑
k=1
(
1
Mk
+
1
Mk+1
)
∂2
∂t2k
−
n−2∑
k=1
2
Mk+1
∂2
∂tk∂tk+1︸ ︷︷ ︸ +
1
M
∂2
∂t2n︸ ︷︷ ︸
= TˆVR + TˆSP
, (4.27)
was zur Separation der Schwerpunktskoordinate inspiriert. Obige Gleichung zeigt, daß der Au-
ßerdiagonalanteil von TˆVR (Massenpolarisation) nur die Nebendiagonalen betrifft.
Fu¨r faktorisierende Basisfunktionen b
(
~t
)
:= bVR(t1, . . . , tn−1) · bSP(tn) zerfa¨llt nach dem
Standard–Separationsansatz fu¨r den Operator Hˆ = TˆVR + TˆSP + Vˆ das EWP Hˆ b
(
~t
)
= E b
(
~t
)
in zwei Teilprobleme: (
TˆSP − ESP
)
bSP(tn) = 0 (4.28)(
TˆVR + Vˆ − EVR
)
bVR(t1, . . . , tn−1) = 0 , mit E = ESP + EVR . (4.29)
Fu¨r die zur Transformation geho¨rende Funktionaldeterminante gilt:
det ~x ′
(
~t
)
= 1 , (4.30)
was sich bei Betrachtung der folgenden Beziehungen verifizieren la¨ßt:
1. Wegen der Linearita¨t der Transformation gilt: ~x ′
(
~t
)
= V −1.
2. Regeln der Determinantenrechung ergeben: det(V −1) = (detV )−1.
3. Die Determinate von V ist gleich eins: detV = 1. (Beweis im Anhang B.1)
Als Zwischenergebnis soll hier nun die Einschra¨nkung auf ein vieratomiges System (n = 4) und
die Erweiterung auf die drei Raumdimensionen angegeben werden. Die Vorschrift (4.23) wird
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”
vektorisiert“(ti → ~ti , xi → ~xi) und der vollsta¨ndige translationsfreie Anteil TˆVR des Operators
der kinetischen Energie der Kerne wird dargestellt durch die zweifachen partiellen Ableitung
nach den neun Koordinaten tk , k = 1, . . . , 9. Dabei gilt der folgende Zusammenhang:
~t =
 ~t1~t2
~t3
 =
 t1...
t9
 , bzw. ~ti =
 tki,1tki,2
tki,3
 =
 t3(i−1)+1t3(i−1)+2
t3(i−1)+3
 (4.31)
also fu¨r die Indizes ki,j = 3(i − 1) + j , i, j = 1, 2, 3, wobei i die Nummer des Vektors im
Konfigurationsraum und j die Koordinatenrichtung bezeichnet. Die Matrix g ergibt sich zu:
g3(i−1)+j,3(k−1)+l =
[(
1
Mi
+
1
Mi+1
)
δi,k − 1
Mi
δi,k+1 − 1
Mk
δi+1,k
]
·δj,l , i, j, k, l = 1, 2, 3 . (4.32)
4.3 Von translationsinvarianten Koordinaten zu inter-
nen Koordinaten und Eulerwinkeln
Als na¨chsten Schritt wird die Transformation von den oben eingefu¨hrten translationsinvari-
anten Koordinaten zu internen Koordinaten und Eulerwinkeln beleuchtet. Handy und Mitar-
beiter [2, 3, 27] haben gezeigt, wie diese Transformation mit Hilfe von Computer–Algebra–
Programmen bewerkstelligt werden kann. An dieser Stelle sollen deshalb nur die notwendi-
gen Schritte erla¨utert werden, die zu einem vollsta¨ndigen neundimensionalen Schwingungs–
Rotations–Hamiltonoperator fu¨hren. Die Vor– und Nachteile der in Abschnitt 4.1 vorgestellten
Wege zur Berechnung des Operators werden ebenso beschrieben wie der Zusammenhang zwi-
schen Eulerwinkeln und Drehimpulsoperatoren.
4.3.1 Raumfeste und moleku¨lfeste Koordinatensysteme
Als erstes sollen raumfeste und moleku¨lfeste Koordinatensysteme (mfKs bzw. rfKS) durch
die Eulerwinkel ~α := (α1, α2, α3) miteinander verbunden werden. Gegenstand der folgenden
Betrachtungen ist der Konfiguationsraum. Zur Beschreibung bedient man sich eines karte-
sisches Koordinatensystems, das durch den Ursprung O und die Orthonormalbasis (ONB)
{eˆi} , i = 1, 2, 3 bestimmt ist.
Das folgende ist zuna¨chst sehr allgemein gehalten, was heißen soll, daß raumfestes und mo-
leku¨lfestes Koordinatensystem nicht im Ursprung u¨bereinstimmen mu¨ssen.
Das raumfeste Koordinatensystem (rfKs=Ks0 : (Orf; eˆ
(0)
i , i = 1, 2, 3)) wird verschoben zum er-
sten Zwischenkoordinatensystem Ks1 : (Omf; eˆ
(0)
i , i = 1, 2, 3). Eine Drehung um die eˆ
(0)
3 –Achse
um den Winkel4 α1 fu¨hrt zum zweiten Hilfskoordinatensytem Ks2 : (Omf; eˆ
(1)
i , i = 1, 2, 3).
Die nachfolgende Drehung um die eˆ
(1)
2 –Achse um den Winkel α2 bestimmt das dritte Zwi-
schenkoordinatensystem Ks3 : (Omf; eˆ
(2)
i , i = 1, 2, 3). Das moleku¨lfeste Koordinatensystem
(mfKs=Ks4 : (Omf; eˆ
(3)
i , i = 1, 2, 3) erha¨lt man schließlich durch eine Drehung um die eˆ
(2)
3 –Achse
um den Winkel α3.
4Der Drehwinkel sei positiv, falls bei der Drehung der eˆj–Achse um die eˆi–Achse in Richtung eˆk–Achse der
zugeho¨rige ²–Tensor ²ijk=1 ist.
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Bezogen auf das zugrundeliegende Koordinatensystem kann der Punkt X des Konfigurations-
raumes kann durch ein Element ~x des Vektorraums R3 ( = seine Koordinaten in diesem Koor-
dinatensystem) eindeutig bestimmt werden. Fu¨r unterschiedliche Koordinatensysteme ergeben
sich daraus fu¨r einen Punkt unterschiedliche Koordinaten, die bei bekannter Koordinatentrans-
formation in fester Beziehung zueinander stehen. So lassen sich die Koordinaten des Punkts X
im raumfesten Koordinatensystem ~xrf aus den Koordinaten des moleku¨lfesten Koordinatensy-
stems ~xmf und den Eulerwinkeln (~α) nach der folgender Gleichung berechnen:
~xrf =
−−−→
OrfOmf + S(~α) · ~xmf , (4.33)
wobei S(~α) die Richtungs–Cosinus–Matrix ist und sich als Verknu¨pfung von drei Drehmatrizen
darstellt:
S(~α) =D
eˆ
(0)
3
(α1) ·Deˆ(1)2 (α2) ·Deˆ(2)3 (α3) (4.34)
mit
D
eˆ
(i)
3
(αj) :=
 cosαj − sinαj 0sinαj cosαj 0
0 0 1
 , D
eˆ
(1)
2
(α2) :=
 cosα2 0 sinα20 1 0
− sinαi 0 cosα2
 (4.35)
und i = 0, 2; j = 1, 3. Daraus ergibt sich fu¨r S(~α):
S(~α) = (4.36) cosα1 cosα2 cosα3 − sinα1 sinα3 − cosα1 cosα2 sinα3 − sinα1 cosα3 cosα1 sinα2cosα1 sinα3 + sinα1 cosα2 cosα3 cosα1 cosα3 − sinα1 cosα2 sinα3 sinα1 sinα2
− sinα2 cosα3 sinα2 sinα3 cosα2
 .
Den Zusammenhang der hier pra¨sentierten kartesischen Koordinaten ~xrf und ~xmf mit den trans-
lationsinvarianten Koordinaten ~t aus dem vorherigen Abschnitt ergibt sich aus den Gleichungen
(4.23) und (4.33) zu
~t =
 ~t1~t2
~t3
 =
 ~xA,rf − ~xB,rf~xB,rf − ~xC,rf
~xC,rf − ~xD,rf
 =
 S(~α) · (~xA,mf − ~xB,mf)S(~α) · (~xB,mf − ~xC,mf)
S(~α) · (~xC,mf − ~xD,mf)
 . (4.37)
Man erkennt, daß die Lage des Ursprungs des moleku¨lfesten Koordinatensystems keine Rolle
spielt [27]. Aus diesem Grund bietet es sich an, den Ursprung so zu wa¨hlen, daß sich die
moleku¨lfesten Koordinaten ~xmf einfach durch interne Koordinaten ausdru¨cken lassen.
Zur Vereinheitlichung der Darstellung bezogen auf die Quellen [3, 31, 32] wird in dieser Arbeit
das moleku¨lfeste Koordinatensystem und die internen Koordinaten wie untenstehend festgelegt:
1. Die Atome werden der Reihe nach mit A, B, C und D bezeichnet.
2. Atom B stellt den Ursprung Omf des moleku¨lfesten Koordinatensystems dar. Damit gilt−−−→
OrfOmf = ~xB,rf und ~xB,mf = ~0.
3. eˆ
(3)
3 weist entlang
−−→
BC, eˆ
(3)
2 ist parallel zu
−−→
BA × −−→BC und eˆ(3)1 := eˆ(3)2 × eˆ(3)3 liegt in der
Ebene aufgespannt von den Atomen A, B und C, unter der Annahme, daß {eˆ(3)1 , eˆ(3)2 , eˆ(3)3 }
ein Rechtssystem bilden.
4. Fu¨r die Abstandskoordinaten gilt: r1 := |−−→AB |, r2 := |−−→CD | und r3 := |−−→BC |.
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5. Die Winkelkoordinaten sind definiert durch: ρ1 := pi −∠(ABC), ρ2 := pi −∠(BCD) und
γ := −Diederwinkel ABCD (Definition nach [33], Die Definition von γ spiegelt Auswahl
in [3] wider ).
Die Abbildung 4.1 verdeutlicht die Wahl der translationsinvarianten und internen Koordinaten
und des definierenden Dreibeins des mfKS.
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Abbildung 4.1: Translationsinvariante und interne Koordinaten fu¨r das vieratomige Moleku¨l
ABCD
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4.3.2 Die Transformation
Fu¨hrt man zur Vereinfachung ~q wie folgt ein:
~q = (r1, r2, r3, ρ1, ρ2, γ, ~α) , (4.38)
so erha¨lt man fu¨r die internen Koordinaten folgende Zusammenha¨nge zu den translationsinva-
rianten Koordinaten:
q1 = r1 = |~t1| =
√
t21 + t
2
2 + t
2
3
q2 = r2 = |~t3| =
√
t27 + t
2
8 + t
2
9
q3 = r3 = |~t2| =
√
t24 + t
2
5 + t
2
6
q4 = ρ1 = arccos
(
~t1 · ~t2
|~t1| · |~t2|
)
∈ [0, pi] (4.39)
q5 = ρ2 = arccos
(
~t2 · ~t3
|~t2| · |~t3|
)
∈ [0, pi]
q6 = γ = 2arctan
( [
~t2 ×
(
~t2 × ~t1
)] · (~t3 × ~t2)[∣∣~t2 × ~t1∣∣ · ∣∣~t3 × ~t2∣∣+ (~t2 × ~t1) · (~t3 × ~t2)] · ∣∣~t2∣∣
)
∈ [−pi, pi]
Dabei sei zur Erkla¨rung des Zusammenhangs zwischen den Vektoren ~ti und den zugeho¨rigen
Komponenten tki,j auf Gleichung (4.31) verwiesen.
Die Ableitung der Abstandskoordinaten ist nach Abbildung 4.1 einleuchtend. Die Inkompati-
bilita¨t der Indizes von ~ti und dem zugeho¨rigen rj fu¨r i, j=2,3 la¨ßt sich dadurch erkla¨ren, daß
einerseits die in Gleichung (4.37) definierten translationsinvarianten Koordinaten verwendet
wurden, die wiederum in Gleichung (4.23) fußt, andererseits die internen Koordinaten die von
Handy [3] verwendeten sind.
Die Winkelkoordinaten werden mit Hilfe der Definition des Skalarprodukts:
~a ·~b := |~a| ·
∣∣∣~b∣∣∣ · cos [∠(~a,~b)] , (4.40)
dem Betrag des Vektorprodukts:∣∣∣~a×~b∣∣∣ := |~a| · ∣∣∣~b∣∣∣ · sin [∠(~a,~b)] , (4.41)
und der Beziehung:
tan
γ
2
=
1− cos γ
sin γ
=
sin γ
1 + cos γ
(4.42)
bestimmt.
Abha¨ngigkeiten der Eulerwinkel ~α von den translationsinvarianten Koordinaten erha¨lt man
aus Gleichung (4.33), indem man fu¨r ~xmf Einheitsvektoren einsetzt, und sich aus den neun
Gleichungen die passenden und einfachsten heraussucht: Fu¨r ~e
(3)
3,mf = (0, 0, 1) (d. h. wir haben
eˆ
(3)
3 ausgewa¨hlt) ergibt sich:
~e
(3)
3,rf − ~xB,rf = −
~t2∣∣~t2∣∣ =
 cosα1 sinα2sinα1 sinα2
cosα2
 (4.43)
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und damit α1 aus den ersten beiden Komponenten und α2 aus der dritten Komponente:
q7 = α1 = −2 arctan

(
t
2
4 + t
2
5
) 12
+ t4
t5
 ∈ [−pi, pi] (4.44)
q8 = α2 = arccos
(
− t6∣∣~t2∣∣
)
∈ [0, pi] . (4.45)
Analoge Rechnungen fu¨hrt man fu¨r ~e
(3)
1,mf = (1, 0, 0) und ~e
(3)
2,mf = (0, 1, 0) durch. Fu¨r die dritten
Komponenten erha¨lt man:(
~e
(3)
1,rf − ~xB,rf
)
3
=
(
~t2 ×
[
~t2 × ~t1
])
3∣∣~t2 × [~t2 × ~t1]∣∣ = − sinα2 cosα3 und(
~e
(3)
2,rf − ~xB,rf
)
3
=
(
~t2 × ~t1
)
3∣∣~t2 × ~t1∣∣ = sinα2 sinα3 (4.46)
und daraus ergibt sich α3, wobei gilt:
q9 = α3 = 2arctan

∣∣~t2 × ~t1∣∣ · (t24 + t25) 12 + (~t2 × (~t2 × ~t1))3
(~t2 × ~t1)3 · |~t2|
 ∈ [−pi, pi] (4.47)
= 2 arctan

∣∣~t2 × ~t1∣∣ · (t24 + t25) 12 + (t6t1 − t4t3)t4 − (t5t3 − t6t2)t5
(t4t2 − t5t1)
∣∣~t2∣∣
 .
Diese – wegen der Umkehrfunktionen von transzendenten Funktionen und dem Definitionsbe-
reich – zum Teil schon recht komplizierten Funktionen ko¨nnen nun nach den in Abschnitt 4.1
vorgestellten Verfahren zweimal partiell nach jeder Komponente von ~t abgeleitet werden. In die
Ergebnisse muß dann noch die inverse Transformation ~t (~q ), die im na¨chsten Unterabschnitt
hergeleitet wird, eingesetzt werden. Das ist das Art und Weise, nach der Handy [3] vorgegangen
ist und zumindest als Zwischenergebnis wohl leicht la¨ngliche Ausdru¨cke erhalten haben muß.
Das ebenfalls im Abschnitt 4.1.2 vorgestellte Verfahren 2 greift neben der Matrixinvertierung
ebenfalls auf die inverse Transformation ~t (~q ) zuru¨ck. Aus diesem Grund wird sie nun anhand
des vorliegenden Beispiels explizit vorgestellt.
4.3.3 Die inverse Transformation
Die notwendige inverse Transformation erha¨lt man wie folgt: Zum einen setzt man in Gleichung
(4.37) gema¨ß der Festlegung des moleku¨lfesten Koordinatensystems ~xB,mf = ~0 und erha¨lt:
~t =
 ~t1~t2
~t3
 =
 ~xA,rf − ~xB,rf~xB,rf − ~xC,rf
~xC,rf − ~xD,rf
 =
 S(~α) · ~xA,mf−S(~α) · ~xC,mf
S(~α) · (~xC,mf − ~xD,mf)
 , (4.48)
zum anderen kann man die moleku¨lfesten kartesichen Koordinaten mit Hilfe der internen Ko-
ordinaten ausdru¨cken:
~xA,mf =
 −r1 sin ρ10
−r1 cos ρ1
 , ~xC,mf =
 00
r3
 , ~xD,mf =
 −r2 sin ρ2 cos γr2 sin ρ2 sin γ
r3 + r2 cos ρ2
 . (4.49)
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so kann man aus den Gleichungen (4.48), (4.49) und (4.38) die inverse Koordinatentransforma-
tion ~t (~q ) erhalten
~t(~q ) =

−r1[(cosα1 cosα2 cosα3 − sinα1 sinα3) · sin ρ1 + (cosα1 sinα2) · cos ρ1]
−r1[(cosα1 sinα3 + sinα1 cosα2 cosα3) · sin ρ1 + (sinα1 sinα2) · cos ρ1]
−r1[(− sinα2 cosα3) · sin ρ1 + cosα2 · cos ρ1]
−r3 · cosα1 sinα2
−r3 · sinα1 sinα2
−r3 · cosα2
r2[cosα1 cosα2 sin ρ2 cos(α3 − γ)− sinα1 sin ρ2 sin(α3 − γ)− cosα1 sinα2 cos ρ2]
r2[sinα1 cosα2 sin ρ2 cos(α3 − γ) + cosα1 sin ρ2 sin(α3 − γ)− sinα1 sinα2 cos ρ2]
−r2[sinα2 sin ρ2 cos(α3 − γ) + cosα2 cos ρ2]

.
(4.50)
4.3.4 Auswahl des Verfahrens
Damit sind die Elemente g˜k,l (~q ) und h˜l (~q ), die durch die Gleichungen (4.9), (4.11) und (4.13)
definiert sind, entweder durch (4.39), (4.44) bis (4.47) und (4.50) oder aus den Gleichun-
gen (4.15) und (4.16) mit (4.50) und einer Matrixinversion bestimmt.
Jedes Verfahren hat seine Vor– und Nachteile und es richtet sich schließlich nach den vorhan-
denen Resourcen, welches zur Anwendung kommt. Im Gegensatz zu Handy haben wir uns fu¨r
das Verfahren 2 entschieden, um die in [3] vero¨ffentlichten und in [27] korregierten Terme zu
verifizieren. Dies war notwendig, da die Definition des Torsionswinkel nicht aus diesen Arbeiten
hervorging.
Bei der Invertierung der 9×9–Matrix hat dann in der Tat das verwendete Algebra–
Computerprogramm (Punimax (Maxima 4.153, 1990))
”
alle viere von sich gestreckt“. Die
Blockstruktur der Matrix t0(~q ) hat zum sukzessiven Lo¨sen von linearen Gleichungssystemen
inspiriert. Die einzelnen Teilprobleme waren dann fu¨r das Algebraprogramm problemlos lo¨sbar.
Das Verfahren 2 kann beispielsweise angewendet werden, um die zur Berechnung der Matri-
xelemente notwendige Funktionaldeterminate zu erhalten: Die Funktionaldeterminante kann
als Determinante der Ableitung der der inversen Koordinatentransformation ~t ′ (~q ) gewonnen
werden (siehe Gleichungen (4.17) und (4.50)) und deren Betrag ergibt sich zu:
| det~t ′ (~q ) | = r21 · r22 · r23 · sin ρ1 · sin ρ2 · sinα2 =: f1(r1, r2, r3) · f2(ρ1, ρ2) · f3(α2) . (4.51)
4.3.5 Der Zusammenhang von Eulerwinkeln und Drehimpulsen
Der Zusammenhang zwischen einer Drehachse5 ~eα, dem zugeho¨rigen Drehwinkel α und Dre-
himpulsoperator ~ˆJ ist nach [34] gegeben durch:
~ˆJ · ~eα = −i ∂
∂α
. (4.52)
Da im Fall der vorliegenden Arbeit der elektronische Bahndrehimpuls ~ˆL eine nicht unerhebliche
Rolle spielt, soll – gema¨ß der Anmerkung in [27] – zwischen dem Drehimpuls ~ˆR des Kerngeru¨sts
5~eα als Koordinatendarstellung der Achse eˆα.
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und dem rovibronischen Gesamtdrehimpuls ~ˆJ = ~ˆR + ~ˆL (Spin bleibt unberu¨cksichtigt, also
eigentlich ~ˆN) unterschieden werden.
In der Vero¨ffentlichung von Handy [3] wurden in einem weiteren Schritt die Eulerwinkel ~α durch
Drehimpulsoperatoren im moleku¨lfesten Koordinatensystem ~ˆR ( Handy verwendet die Bezeich-
nung ~ˆJ ) ersetzt. Dazu werden mit Hilfe der Drehmatrizen die zu den Eulerwinkeln geho¨renden
Achsen in moleku¨lfesten Koordinaten ausgedru¨ckt. Daraus ergeben sich mit Gleichung (4.52):
−i ∂
∂α1
= − sinα2 cosα3Rˆ1 + sinα2 sinα3Rˆ2 + cosα2Rˆ3
−i ∂
∂α2
= +sinα3Rˆ1 + cosα3Rˆ2 (4.53)
−i ∂
∂α3
= Rˆ3
Nach Ersetzen der partiellen Ableitungen durch die Drehimpulsoperatoren (man beachte
die imagina¨re Einheit i) und nachdem die gemischten Anteile der Drehimpulsoperatoren
RˆiRˆj , i 6= j durch deren Kommutatoren6 [Rˆi, Rˆj] = −i²ijkRˆk und Antikommutatoren [Rˆi, Rˆj]+
ausgedru¨ckt werden, erha¨lt man den kinetischen Anteil fu¨r den exakten neundimensionalen
Schwingungs–Rotations–Hamiltonoperator, der in Anhang B der Vero¨ffentlichung von Handy
[3] angegeben ist7, wenn man nach dem in Anhang B.2 beschriebenen Verfahren den von den
Abstandskoordinaten abha¨ngigen Anteil der Funktionaldeterminante f1(r1, r2, r3) = r
2
1 · r22 · r23
wegtransformiert hat.
Der Clou fu¨r den resultierenden Operator der kinetischen Energie ist, daß er nach Konstruk-
tion [3] nicht mehr von den Eulerwinkeln abha¨ngt, falls moleku¨lfeste Drehimpulsoperatoren
verwendet wurden.
4.4 Vorgenommene Na¨herungen
4.4.1 Beschra¨nkung auf eine Rotation
Die erste der verwendeten Na¨herungen, die zur Verringerung der zu betrachtenden Koordinaten
fu¨hrt, sei die in Kapitel 3 schon angesprochene Abkopplung der nicht zum Renner–Teller Effekt
beitragenden Rotationen. Zum einen sind die Anregungsenergien klein, zum anderen sind die
außerdiagonalen Kopplungsterme, die die Drehimpulsoperatoren Rˆ1 und Rˆ2 beinhalten, klein
im Vergleich zu denen, die Rˆ3 beinhalten, insbesondere wenn man sich der fu¨r den Renner-Teller
Effekt wichtigen linearen Geometrie na¨hert und nahezu einen symmetrischen Rotator vorliegen
hat. Folglich gelingt die Umsetzung mittels der Vernachla¨ssigung sa¨mtlicher Außerdiagonalele-
mente der Matrix g˜ , die Rˆ1 und Rˆ2 enthalten, verbunden mit der anschließenden Separation
der Anteile, die nur Rˆ1 und Rˆ2 enthalten.
Damit
”
u¨berlebt“ nur der Drehimpulsoperator Rˆ3 und fu¨r die folgenden Betrachtungen ver-
wenden wir zum einen den zugeho¨rigen Eulerwinkel α3, zum anderen vereinfacht man den
Zusammenhang zwischen raumfestem und moleku¨lfestem Koordinatensystem [35, 36] dadurch,
6Fu¨r moleku¨lfeste Operatoren gelten die anomalen Kommutatorregeln.
7Abgesehen von der Koordinaten ρi anstelle θi.
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daß die Urspru¨nge (Orf = Omf) und die e
(i)
3 –Achsen der Koordinatensysteme miteinander iden-
tifiziert werden. Neben der Verringerung der Anzahl an zu betrachtender Koordinaten – und
damit auch in exponentieller Weise die Dimensionalita¨t des zu lo¨senden Diagonalisierungspro-
blems erfu¨llt der gena¨herte Hamiltonoperator Hˆ1rot die Beziehung:
[Hˆ1rot, Jˆ3] = 0 , (4.54)
was in Anhang E.2 abgeleitet wird und unter anderem bedeutet, daß die zu Jˆ3 geho¨rende
QuantenzahlK eine gute Quantenzahl ist8. Zu weiteren Auswirkungen von (4.54), die sich direkt
aus Theoremen elementarer Quantenmechanik [37] ergeben, sei auf Abschnitt 7.5.1 verwiesen.
An dieser Stelle sei darauf hingewiesen, daß das Einfrieren der Rotationen (hier bewerkstel-
ligt durch α1 = α2 = 0) zwar den oben beschriebenen Zusammenhang der Koordinaten-
systeme herstellen ko¨nnte (vorausgesetzt rfKS und mfKS besa¨ßen denselben Urprung), aber
nicht den gleichen Operator liefern wu¨rde wie bei Vernachla¨ssigung der entsprechenden Kopp-
lung. Im erstgenannten Fall ist der Weg u¨ber die zweite Methode (d. h. klassische Hamilton-
funktion, Einfu¨hren der gewu¨nschten Randbedingung und Quantisierung mittels Podolsky–
Transformation) unerla¨ßlich [38].
4.4.2 Kopplungen mit Abstandskoordinaten
Im zweiten Schritt werden sa¨mtliche Außerdiagonalelemente der g˜–Matrix vernachla¨ssigt, die
Ableitungen nach den Abstandskoordinaten r1, r2, r3 beinhalten. Das Standardseparationsver-
fahren liefert den kinetischen Anteil des Hamiltonoperators in Abha¨ngigkeit von den ein– und
zweifachen partiellen Ableitungen nach den Koordinaten ρ1, ρ2, γ und α3. Der Operator weist
noch funktionelle Abha¨ngigkeiten von den Abstandskoordinaten auf, die durch Einsetzen der
Werte fu¨r die Gleichgewichtsgeometrien beseitigt werden.
Fu¨r das alternative Einfrieren der Bindungsla¨ngen gilt analoges zum Einfrieren der Rotationen
aus dem vorherigen Unterabschnitt.
4.5 Transformation der Torsions– und Rotationskoordi-
nate
Um eine symmetrischere Beschreibung zu ermo¨glichen und den Operator zu vereinfachen werden
die Torsionskoordinate γ und die verbleibende Rotationskoordinate α3, die mfKS und rfKS
aneinander koppelt, linear zu den Koordinaten ϕ1 und ϕ2 kombiniert. ϕi (i = 1, 2) beschreibt
den Winkel zwischen der eˆ1eˆ3–Ebene des raumfesten Koordinatensystems und der Ebene, die
durch die Atome A, B und C (falls i = 1) bzw. B, C und D (falls i = 2) aufgespannt werden, also
die Rotation der terminalen Atome um die B–C Kernverbindungsachse. Den Zusammmenhang
stellt Abbildung 4.2 her, wobei dort die Pfeilrichtung positives Vorzeichen der entsprechenden
Winkel bedeutet.
8Wegen des spa¨ter in die Betrachtungen einfließenden elektronischen Drehimpulses wird hier wieder
Jˆ3 = Rˆ3 + Lˆ3 betrachtet.
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Abbildung 4.2: Die Lage unterschiedlicher Ebenen im vieratomigen Moleku¨l ABCD und die
Bedeutung der Winkel ϕ1 und ϕ2
Deshalb besteht zwischen den Winkeln die folgende lineare Transformation9:(
ϕ1
ϕ2
)
=
(
α3
α3 − γ
)
⇐⇒
(
α3
γ
)
=
(
ϕ1
ϕ1 − ϕ2
)
. (4.55)
Was sich fu¨r die Ableitungen nach den Koordinaten ergibt, la¨ßt sich gema¨ß den Gleichun-
gen (4.6) und (4.7) aus Abschnitt 4.1 leicht ermitteln:
9Daß die gewa¨hlte Transformation sinnvoll ist, hat sich schon in Gleichung (4.50) gezeigt: γ trat dort nur als
Linearkombination α3 − γ auf.
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∂
∂α3
=
∂ϕ1
∂α3
· ∂
∂ϕ1
+
∂ϕ2
∂α3
· ∂
∂ϕ2
=
∂
∂ϕ1
+
∂
∂ϕ2
(4.56)
∂
∂γ
=
∂ϕ1
∂γ
· ∂
∂ϕ1
+
∂ϕ2
∂γ
· ∂
∂ϕ2
= − ∂
∂ϕ2
∂2
∂α23
=
∂2
∂ϕ21
+ 2
∂2
∂ϕ1∂ϕ2
+
∂2
∂ϕ22
∂2
∂α3∂γ
= − ∂
2
∂ϕ1∂ϕ2
− ∂
2
∂ϕ22
∂2
∂γ2
=
∂2
∂ϕ22
(4.57)
Diese Koordinaten bieten den Vorteil, daß gemischte Ableitungen vom Typ
∂2
∂ρi∂ϕi
, fu¨r i = 1, 2 (4.58)
verschwinden.
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4.6 Der Operator Tˆ4d der kinetischen Energie der Kerne
Nachdem nun die Anzahl der Koordinaten auf vier
”
abgespeckt“ werden konnte, soll nun an
dieser Stelle das erste Mal der so erhaltene Operator der kinetischen Energie der Kerne Tˆ4d
pra¨sentiert werden. Nach den bis jetzt vorgenommenen Transformationen, hat der Operator
Tˆ4d die folgende Gestalt:
−2 Tˆ4d =
(
2 cos ρ1
MBr1r3
+
1
µ1r21
+
1
µ3r23
)
·
(
∂2
∂ρ21
+
cos ρ1
sin ρ1
∂
∂ρ1
+
1
sin2 ρ1
∂2
∂ϕ21
)
(4.59)
+
(
2 cos ρ2
MCr2r3
+
1
µ2r22
+
1
µ3r23
)
·
(
∂2
∂ρ22
+
cos ρ2
sin ρ2
∂
∂ρ2
+
1
sin2 ρ2
∂2
∂ϕ22
)
− 1
µ3r23
(
∂2
∂ϕ21
+
∂2
∂ϕ22
)
− 2 cos(ϕ1 − ϕ2)
(
cos ρ1
MBr1r3
+
cos ρ2
MCr2r3
+
1
µ3r23
)
∂2
∂ρ1 ∂ρ2
− 2 sin(ϕ1 − ϕ2) 1
sin ρ2
(
cos ρ1 cos ρ2
MBr1r3
+
1
MCr2r3
+
cos ρ2
µ3r23
)
∂2
∂ρ1 ∂ϕ2
+ 2 sin(ϕ1 − ϕ2) 1
sin ρ1
(
1
MBr1r3
+
cos ρ1 cos ρ2
MCr2r3
+
cos ρ1
µ3r23
)
∂2
∂ρ2 ∂ϕ1
− 2 cos(ϕ1 − ϕ2) 1
sin ρ1 sin ρ2
(
cos ρ2
MBr1r3
+
cos ρ1
MCr2r3
+
cos ρ1 cos ρ2
µ3r23
)
∂2
∂ϕ1 ∂ϕ2
+ 2
(
− sin ρ1
MBr1r3
+ cos(ϕ1 − ϕ2) sin ρ2
MCr2r3
)
∂
∂ρ1
+ 2
(
cos(ϕ1 − ϕ2) sin ρ1
MBr1r3
− sin ρ2
MCr2r3
)
∂
∂ρ2
− 2 sin(ϕ1 − ϕ2) 1
sin ρ1
(
cos ρ1 sin ρ2
MCr2r3
)
∂
∂ϕ1
+ 2 sin(ϕ1 − ϕ2) 1
sin ρ2
(
sin ρ1 cos ρ2
MBr1r3
)
∂
∂ϕ2
− 2
(
cos ρ1
MBr1r3
+
cos ρ2
MCr2r3
)
, mit
1
µ1
=
1
MA
+
1
MB
;
1
µ2
=
1
MC
+
1
MD
;
1
µ3
=
1
MB
+
1
MC
. (4.60)
Anzumerken ist, daß sich nach Gleichung (4.17) bei Berechnungen der Matrixelemente der
Betrag der reduzierten Funktionaldeterminante
f2(ρ1, ρ2) = sin ρ1 · sin ρ2 (4.61)
zu beru¨cksichtigen ist.
Der in Gleichung (4.59) angegebene Operator stellt noch nicht die entgu¨ltige Form dar, die
weiter unten schließlich zur Lo¨sung des Eigenwertproblems herangezogen wird. Es bietet sich
aber die Mo¨glichkeit, innezuhalten und unterschiedliche Lo¨sungsstrategien zu diskutieren. Ins-
besondere stellt sich nun erstmals die Frage nach dem Basissatz, der zur Lo¨sung des Problems
herangezogen werden soll. Die Auseinandersetzung mit dieser Frage und daraus resultierende
weitere Transformationen des Hamiltonoperators werden im folgenden Kapitel dargelegt.
Kapitel 5
Prinzipieller Weg zur Lo¨sung des EWP
Der Hamiltonoperator
Hˆ4d = Tˆ4d + Vˆ4d (5.1)
wird in einen Anteil nullter Ordnung
Hˆ
(0)
4d = Tˆ
(0)
4d + Vˆ
(0)
4d (5.2)
und in einen Sto¨ranteil1
Hˆ ′4d = Tˆ
′
4d + Vˆ
′
4d (5.3)
zerlegt unter der Maßgabe, daß die Sto¨rung klein zu wa¨hlen ist. Man lo¨st das Eigenwertproblem
in nullter Ordnung und bestimmt die Basis der Eigenfunktionen (indem man Hˆ
(0)
4d so wa¨hlt, daß
sich daraus eine Differentialgleichung mit bekannter Lo¨sung konstruieren la¨ßt). Dann ermittelt
man den Beitrag der Sto¨rung in der Basis der Eigenfunktionen zu Hˆ
(0)
4d .
Das Potential Vˆ4d, auf dessen Entwicklung im Anhang F.1 noch genauer eingegangen wird, soll
aus berechneten Daten als Funktion der Koordinaten ρ1, ρ2 und γ = ϕ1−ϕ2 angefittet werden.
Gegenstand der Betrachtung sei aber weiterhin hauptsa¨chlich der Operator Tˆ4d der kinetischen
Energie der Kerne, dem wir uns nun wieder zuwenden:
5.1 Die Suche nach passenden Basisfunktionen
Die ersten beiden Zeilen von Gleichung (4.59) beinhalten die Darstellung des Quadrats eines
Drehimpulsoperators ~ˆJ
2
in Kugelkoordinaten [39] und legen eine Behandlung des Problems
mit Hilfe einer Basis aus Kugel(fla¨chen)funktionen bzw. assoziierten (=zugeordneten) Legen-
drefunktionen nahe. (Siehe dazu Anhang C.3).
Vorteilhaft ist die Wahl dieser Basis, weil nach Konstruktion die funktionelle Abha¨ngigkeit
(abgesehen von einem cos–Term) fu¨r die ersten beiden Zeilen des Operators Tˆ4d in Gleichung
(4.59) voll getroffen wurde. Schwierigkeiten treten bei der Betrachtung des Potentials auf, da
es u¨berhaupt nicht im Operator nullter Ordnung integriert ist. Zum einen mu¨sste das Poten-
tial in eine mehrdimensionale Fourierreihe entwickelt werden, zum anderen – und wesentlich
1
”
′“ bedeutet in diesem Zusammenhang nicht Ableitung nach der unabha¨ngigen Variable.
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gewichtiger – haben nach Anhang D.2 die reinquadratischen Terme des Potentials einen um
Gro¨ßenordnungen gewaltigeren Vorfaktor als er im kinetischen Anteil auftaucht. Das bedeu-
tet, daß außerdiagonale Elemente im Sto¨ranteil Hˆ ′4d ziemlich groß werden ko¨nnen, was sich
wiederum negativ auf das Diagonalisierungsverfahren auswirkt.
Betrachtet man nahezu lineare Geometrien (ρi klein), und entwickelt man die Winkel ρi um 0,
so zeigt sich, daß die ersten beiden Zeilen der Gleichung (4.59) gegen die Differentialgleichung
zweier unabha¨ngiger zweidimensionaler harmonischer Oszillatoren konvergiert (unter Hinzunah-
me zweier ungekoppelter harmonischer Potentialterme). Dies beseitigt das oben angesprochene
Problem mit großen Sto¨ranteilen und legt nahe, dieses Problem – da die lineare Geometrie
ein großes Gewicht besitzt – mit Hilfe einer Basis von assoziierten Laguerreschen Polynomen
zu lo¨sen (siehe auch Anhang C.2). Aber nichts ist umsonst, und so zieht die Behandlung mit
assoziierten Laguerreschen Polynomen einige anderweitig gelagerte Probleme nach sich:
1. Zur Lo¨sung des Problems mu¨ssen Matrixelemente der Form:
〈ψi|Hˆ4d|ψj〉 =
∫ pi
0
sin ρ1 dρ1
∫ pi
0
sin ρ2 dρ2
∫ 2pi
0
dϕ1 (5.4)
×
∫ 2pi
0
dϕ2 ψ
∗
i (ρ1, ρ2, ϕ1, ϕ2)Hˆ4dψj(ρ1, ρ2, ϕ1, ϕ2)
behandelt werden. Falls Kugelfunktionen verwendet werden, passen sowohl die Funktio-
naldeterminante als auch die Integrationsgrenzen und mit Hilfe von Rekursionsformeln
ko¨nnen diese Integrale leicht gelo¨st werden. Bei Verwendung von assoziierten Laguerre-
polynomen als Basis wu¨rde es sich als vorteilhaft erweisen, das aus der Funktionaldeter-
minante stammende Element
f2(ρ1, ρ2) = sin ρ1 · sin ρ2 durch
f
(s)
2 (ρ1, ρ2) := ρ1 · ρ2
zu ersetzen. Durch die unten beschriebene Transformation wird der vorhandene Opera-
tor dem passenden a¨hnlicher und auch hier fa¨llt die zur Berechnung der Matrixelemente
notwendige Integration nach den Variablen ρ1 und ρ2 ins Wasser, denn die notwendigen
Elemente ergeben sich auch in diesem Fall aus Rekursionsformeln (siehe Anhang C.2.1).
Als Folge der Transformation des Integrationselements treten weitere Terme auf und der
kinetische Anteil des Operators wird unu¨bersichtlicher. Desweiteren sind die Integrati-
onsgrenzen fu¨r die Intergration u¨ber ρi unpassend fu¨r die Behandlung mit assoziierten
Laguerreschen Polynomen (pi anstelle ∞). Wie allerdings Anhang D.3 zeigt, fu¨hrt das
nur zu vernachla¨ssigbaren Fehlern.
2. Nachteilig wirkt sich (nach Konstruktion) auch ein Auftreten gro¨ßerer Winkel ρi aus.
Dann mu¨ssen mehr Basisfunktionen zur Beschreibung verwendet werden und das Problem
bla¨ht sich auf.
Es soll – wie oben schon angedeutet – trotz der Einschra¨nkungen eine Behandlung mit Hilfe
von assoziierten Laguerreschen Polynomen nun na¨her beleuchtet werden.
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5.2 Transformation der Funktionaldeterminante
Die Transformation der Funktionaldeterminante bewerkstelligt man mit einem Verfahren, des-
sen ausfu¨hrliche Darstellung (fu¨r eine Vera¨nderliche) in Anhang B.2 wiedergegeben ist und das
zu folgendem Ergebnis fu¨hrt:
Die Abbildung der Funktionaldeterminante f(ρ) auf das Integrationselement f(ρ) · s(ρ):
f(ρ)→ f(ρ) · s(ρ) (5.5)
ist mit einer Transformation der folgenden Operatoren verbunden, wobei die untenstehenden
Abbildungsvorschriften gelten:
∂
∂ρ
→ s
′(ρ)
2s(ρ)
+
∂
∂ρ
(5.6)
∂2
∂ρ2
→ −
(
s′(ρ)
2s(ρ)
)2
+
s′′(ρ)
2s(ρ)
+
s′(ρ)
s(ρ)
∂
∂ρ
+
∂2
∂ρ2
. (5.7)
In unserem Fall gilt:
f(ρi) = sin ρi ; f(ρi) · s(ρi) = ρi
⇐⇒ s(ρi) = ρi
sin ρi
, i = 1, 2 , (5.8)
was zu der unten angegebenen Transformation der partiellen Ableitungen nach ρi fu¨hrt:
∂
∂ρi
→ 1
2
(
1
ρi
− cos ρi
sin ρi
)
+
∂
∂ρi
(5.9)
∂2
∂ρ2i
→ −cos ρi
sin ρi
(
1
ρi
− 1
sin ρi
)
+
1
2
(
1− cos ρi
sin ρi
)2
− 1
4
(
1
ρi
− cos ρi
sin ρi
)2
+
(
1
ρi
− cos ρi
sin ρi
)
∂
∂ρi
+
∂2
∂ρ2i
. (5.10)
Gema¨ß Anhang B.2 sind nun folgende Matrixelemente zu betrachten:
〈ψi|Hˆ|ψj〉 = 〈ψ(s)i |Hˆ(s)|ψ(s)j 〉 (5.11)
=
∫ pi
0
ρ1 dρ1
∫ pi
0
ρ2 dρ2
∫ 2pi
0
dϕ1
∫ 2pi
0
dϕ2
(
ψ
(s)
i
)∗
(ρ1, ρ2, ϕ1, ϕ2)Hˆ
(s)ψ
(s)
j (ρ1, ρ2, ϕ1, ϕ2) .
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5.3 Der Operator Tˆ
(s)
4d bezogen auf das Integrationsele-
ment f
(s)
2 (ρ1, ρ2) = ρ1 · ρ2
Nach dem im vorherigen Unterabschnitt gesagten, erha¨lt man mit Hilfe der Abbildungen (5.9)
und (5.10) aus (4.59) dem im folgenden verwendeten Operator, der sich auf das Volumenelement
f
(s)
2 (ρ1, ρ2) = ρ1 · ρ2 bezieht:
−2 Tˆ (s)4d =
(
2 cos ρ1
MBr1r3
+
1
µ1r21
+
1
µ3r23
)
∂2
∂ρ21
(5.12)
+
(
2 cos ρ2
MCr2r3
+
1
µ2r22
+
1
µ3r23
)
∂2
∂ρ22
+
[
1
sin2 ρ1
(
2 cos ρ1
MBr1r3
+
1
µ1r21
+
1
µ3r23
)
− 1
µ3r23
]
∂2
∂ϕ21
+
[
1
sin2 ρ2
(
2 cos ρ2
MCr2r3
+
1
µ2r22
+
1
µ3r23
)
− 1
µ3r23
]
∂2
∂ϕ22
− 2 cos(ϕ1 − ϕ2)
(
cos ρ1
MBr1r3
+
cos ρ2
MCr2r3
+
1
µ3r23
)
∂2
∂ρ1 ∂ρ2
− 2 sin(ϕ1 − ϕ2) 1
sin ρ2
(
cos ρ1 cos ρ2
MBr1r3
+
1
MCr2r3
+
cos ρ2
µ3r23
)
∂2
∂ρ1 ∂ϕ2
+ 2 sin(ϕ1 − ϕ2) 1
sin ρ1
(
1
MBr1r3
+
cos ρ1 cos ρ2
MCr2r3
+
cos ρ1
µ3r23
)
∂2
∂ρ2 ∂ϕ1
− 2 cos(ϕ1 − ϕ2) 1
sin ρ1 sin ρ2
(
cos ρ2
MBr1r3
+
cos ρ1
MCr2r3
+
cos ρ1 cos ρ2
µ3r23
)
∂2
∂ϕ1 ∂ϕ2
+
{
1
ρ1
(
2 cos ρ1
MBr1r3
+
1
µ1r21
+
1
µ3r23
)
− 2 sin ρ1
MBr1r3
− cos(ϕ1 − ϕ2)
×
[(
1
ρ2
− cos ρ2
sin ρ2
) (
cos ρ1
MBr1r3
+
cos ρ2
MCr2r3
+
1
µ3r23
)
− 2 sin ρ2
MCr2r3
]}
∂
∂ρ1
+
{
1
ρ2
(
2 cos ρ2
MCr2r3
+
1
µ2r22
+
1
µ3r23
)
− 2 sin ρ2
MCr2r3
− cos(ϕ1 − ϕ2)
×
[(
1
ρ1
− cos ρ1
sin ρ1
) (
cos ρ1
MBr1r3
+
cos ρ2
MCr2r3
+
1
µ3r23
)
− 2 sin ρ1
MBr1r3
]}
∂
∂ρ2
+ sin(ϕ1 − ϕ2) 1
sin ρ1
×
[(
1
ρ2
− cos ρ2
sin ρ2
) (
1
MBr1r3
+
cos ρ1 cos ρ2
MCr2r3
+
cos ρ1
µ3r23
)
− 2 cos ρ1 sin ρ2
MCr2r3
]
∂
∂ϕ1
− sin(ϕ1 − ϕ2) 1
sin ρ2
×
[(
1
ρ1
− cos ρ1
sin ρ1
) (
cos ρ1 cos ρ2
MBr1r3
+
1
MCr2r3
+
cos ρ2
µ3r23
)
− 2 sin ρ1 cos ρ2
MBr1r3
]
∂
∂ϕ2
+ Cˆ0
(s)
,
mit µi, i = 1, 2, 3 gema¨ß Gleichung (4.60).
Dieser Operator ist auch in den Gleichungen (6) bis (8) in der Vero¨ffentlichung von Peric´ und
Mitarbeitern [31] angegeben.
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Fu¨r den Anteil Cˆ
(s)
0 , der keine partiellen Ableitungen entha¨lt ergibt sich nach wenigen Umfor-
mungen:
Cˆ
(s)
0 = −2
(
cos ρ1
MBr1r3
+
cos ρ2
MCr2r3
)
(5.13)
+
(
− sin ρ1
MBr1r3
+ cos(ϕ1 − ϕ2) sin ρ2
MCr2r3
)(
1
ρ1
− cos ρ1
sin ρ1
)
+
(
cos(ϕ1 − ϕ2) sin ρ1
MBr1r3
− sin ρ2
MCr2r3
)(
1
ρ2
− cos ρ2
sin ρ2
)
− 1
2
(
cos ρ1
MBr1r3
+
cos ρ2
MCr2r3
+
1
µ3r23
)(
1
ρ1
− cos ρ1
sin ρ1
)(
1
ρ2
− cos ρ2
sin ρ2
)
+
1
4
(
2 cos ρ1
MBr1r3
+
1
µ1r21
+
1
µ3r23
)
·
(
1 +
1
sin2 ρ1
− 1
ρ21
)
+
1
4
(
2 cos ρ2
MCr2r3
+
1
µ2r22
+
1
µ3r23
)
·
(
1 +
1
sin2 ρ2
− 1
ρ22
)
Dieser Anteil kann als Beitrag zum Potential verstanden werden. Im Endeffekt ist nach An-
hang D.2 eine Vernachla¨ssigung von Cˆ
(s)
0 mo¨glich (und schla¨gt sich deshalb auch nicht in Tˆ
(s)(0)
4d
nieder). In den folgenden Betrachtungen bis hin zum Abschnitt 5.5.2 wird Cˆ
(s)
0 weiterhin mit-
genommen (da die dort gegebene Gleichung (5.29) zur Begru¨ndung der Vernachla¨ssigbarkeit
herangezogen wird).
Durch kleinere Umformungen erreicht man, daß der Anteil nullter Ordnung (Tˆ
(s)(0)
4d ) sichtbar
wird:
5.4 Der kinetische Operator nullter Ordnung Tˆ
(s)(0)
4d
5.4.1 Die Auswahl von Tˆ
(s)(0)
4d
Die Diskussion zur Auswahl der Basis (Abschnitt 5.1), ein Blick auf die Ausfu¨hrungen in Anhang
C.2 (mit dem Wunsch die dort auftretende reduzierte Masse µ unabha¨ngig von Integrationsva-
riablen zu wa¨hlen) und die Betrachtung von Gleichung (5.12) legt nahe, den folgenden Anteil
Tˆ
(s)(0)
4d des Operators Tˆ
(s)
4d als den Anteil nullter Ordnung anzusehen:
−2 Tˆ (s)(0)4d =
(
2
MBr1r3
+
1
µ1r21
+
1
µ3r23
)
︸ ︷︷ ︸ ·
(
∂2
∂ρ21
+
1
ρ1
∂
∂ρ1
+
1
ρ21
∂2
∂ϕ21
)
(5.14)
1
m1
+
(
2
MCr2r3
+
1
µ2r22
+
1
µ3r23
)
︸ ︷︷ ︸ ·
(
∂2
∂ρ22
+
1
ρ2
∂
∂ρ2
+
1
ρ22
∂2
∂ϕ22
)
.
1
m2
Der zugeho¨rige Potentialanteil Vˆ
(0)
4d sollte wie folgt gewa¨hlt werden:
−2Vˆ (0)4d = −
(
k1ρ
2
1 + k2ρ
2
2
)
, (5.15)
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damit Hˆ
(s)(0)
4d = Tˆ
(s)(0)
4d + Vˆ
(0)
4d zwei ungekoppelte zweidimensionale isotrope harmonische Oszil-
latoren beschreibt.
Es sei hier noch angemerkt, daß m1 und m2 so gewa¨hlt wurden, daß im Operator Tˆ
(s)
4d
′ die
Anteile der reinen Ableitungen nach ρi fu¨r ρi → 0 verschwinden (Siehe Gleichung (5.29)).
Die Kraftkonstanten k1 und k2 sind hingegen nicht festgelegt. Als gu¨nstig erweisen sich Werte
der diagonalen Kraftkonstanten des Potential an der Minimumsgeometrie. Nach [40] und nach
eigenen Erfahrungen haben Vera¨nderungen der ki keinen bedeutenden Einfluß auf die Lo¨sung
des Problems, sofern der Basissatz groß genug gewa¨hlt wurde, sie legen (siehe unten) allerdings
die verwendete Basis fest.
5.4.2 Die Auswahl der Basisfunktionen
Zu berechnen sind nun Matrixelemente, die die in (5.11) gegebene Struktur besitzen. Die in
Hˆ
(s)(0)
4d fehlende Kopplung von unterschiedlich indizierten Koordinaten impliziert eine Faktori-
sierung der Basisfunktionen. In Anhang C.2, wo die Lo¨sung des EWPs eines isotropen, zwei-
dimensionalen harmonischen Oszillators nachgezeichnet ist, werden nach Gleichung (C.13) die
Koordinaten ρ und ϕ separiert. Ein nochmaliger Blick auf (5.11) inspiriert zur Verwendung der
von ϕ abha¨ngigen Funktionen fn mit:
fn(ϕ) := e
inϕ , n ∈ Z (5.16)
(ebenen Wellen), deren Orthogonalita¨t sich in der Beziehung∫ 2pi
0
dϕf ∗m(ϕ)fn(ϕ) = 2pi · δm,n (5.17)
widerspiegelt. Danach ist die Integration nach ϕ1 und ϕ2 mehr eine Verwaltung von Indizes als
eine
”
richtige“ Integration.
Die verbleibenden Radialgleichungen vom Typ (C.14) (siehe Anhang C.2, insbesondere auch
die Fußnote auf Seite 154) werden von Funktionen R
(l)
n (ρ) nach Gleichung (C.27) gelo¨st. Das
bedeutet, daß die Anwendung von Hˆ
(s)(0)
4d auf die Funktionen:
ψn1,l1,n2,l2(ρ1, ϕ1, ρ2, ϕ2) := R
(l1)
n1
(ρ1) · fl1(ϕ1) ·R(l2)n2 (ρ1) · fl2(ϕ2) , (5.18)
nach den Ausfu¨hrungen in Anhang C.2 die Eigenwertgleichung(
Hˆ
(s)(0)
4d − Eν1,ν2
)
ψn1,l1,n2,l2(ρ1, ϕ1, ρ2, ϕ2) = 0 mit (5.19)
Eν1,ν2 = [(ν1 + 1)ω1 + (ν2 + 1)ω2] und (5.20)
ωi =
(
ki
mi
)12
, νi = 2ni − li , i = 1, 2(5.21)
liefert2.
2Solange noch keine Abfolge fu¨r die Matrixelemente der Basisfunktionen festgelegt ist, werden die Basisfunk-
tione (da einfacher) mit ni, die Energieeigenwerte mit νi indiziert (Zusammenhang gegeben durch (5.21)).
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5.4.3 Normierung
Von den Eigenfunktionen ψn1,l1,n2,l2 gelangt man durch Normierung zu den gesuchten Basis-
funktionen. Gema¨ß (5.11), (5.17) und mit:
Nϕ :=
(
1
2pi
)12
(5.22)
gilt:
〈ψn1,l1,n2,l2|ψn′1,l′1,n′2,l′2〉 = (5.23)∫ pi
0
ρ1 dρ1
∫ pi
0
ρ2 dρ2
∫ 2pi
0
dϕ1
∫ 2pi
0
dϕ2 (ψn1,l1,n2,l2(ρ1, ϕ1, ρ2, ϕ2))
∗ ψn′1,l′1,n′2,l′2(ρ1, ϕ1, ρ2, ϕ2)
=
∫ pi
0
ρ1 dρ1R
(l1)
n1
(ρ1) ·R(l
′
1)
n′1
(ρ1)
∫ pi
0
ρ2 dρ2R
(l2)
n2
(ρ2) ·R(l
′
2)
n′2
(ρ2)
×
∫ 2pi
0
dϕ1f
∗
l1
(ϕ1)fl′1(ϕ1)
∫ 2pi
0
dϕ2f
∗
l2
(ϕ2)fl′2(ϕ2)
=
1
(Nϕ)
4
∫ pi
0
ρ1 dρ1R
(l1)
n1
(ρ1) ·R(l1)n′1 (ρ1)
∫ pi
0
ρ2 dρ2R
(l2)
n2
(ρ2) ·R(l2)n′2 (ρ2)δl1,l′1δl2,l′2 .
Die Substitution nach (C.15) fu¨hrt zu:
〈ψn1,l1,n2,l2|ψn′1,l′1,n′2,l′2〉 = (5.24)
1
(Nϕ)
4
∫ (k1m1) 12 pi2
0
dρ˜1
1
2(k1m1)
1
2
R˜(l1)n1 (ρ˜1) · R˜(l1)n′1 (ρ˜1)
∫ (k2m2) 12 pi2
0
dρ˜2
1
2(k2m2)
1
2
R˜(l2)n2 (ρ˜2) · R˜(l2)n′2 (ρ˜2)δl1,l′1δl2,l′2 .
Im Anhang D.3 wird gezeigt, daß es fu¨r die Matrixelemente unwichtig ist, ob an der oberen
Integrationsgrenze (kimi)
1
2 pi2 oder ∞ steht. Mit (C.38) und (C.39) ergibt sich dann:
〈ψn1,l1,n2,l2|ψn′1,l′1,n′2,l′2〉 =
1
4(k1m1k2m2)
1
2 (Nϕ)
4N
(l1)
n1 N
(l1)
n′1
N
(l2)
n2 N
(l2)
n′2
δn1,n′1δl1,l′1δn2,n′2δl2,l′2 , (5.25)
und man definiert die Basisfunktionen zu:
〈ρ1, ϕ1, ρ2, ϕ2|n1, l1, n2, l2〉 := 2(k1m1k2m2)
1
4 (Nϕ)
2
N (l1)n1 N
(l2)
n2
ψn1,l1,n2,l2(ρ1, ϕ1, ρ2, ϕ2) (5.26)
= 2(k1m1k2m2)
1
4 (Nϕ)
2
N (l1)n1 N
(l2)
n2
R(l1)n1 (ρ1) · fl1(ϕ1) ·R(l2)n2 (ρ1) · fl2(ϕ2) .
Die Berechnung der Matrixelemente von Hˆ
(s)(0)
4d in dieser Basisdarstellung ergibt somit den
folgenden einfachen Ausdruck:
〈n1, l1, n2, l2|Hˆ(s)(0)4d |n′1, l′1, n′2, l′2〉 = [(ν1 + 1)ω1 + (ν2 + 1)ω2] δn1,n′1δl1,l′1δn2,n′2δl2,l′2 , (5.27)
mit ωi und νi gema¨ß Gleichung (5.21).
36 Kapitel 5: Prinzipieller Weg zur Lo¨sung des EWP
5.5 Der kinetische Sto¨roperator Tˆ
(s)
4d
′
5.5.1 Das Aussehen des kinetischen Sto¨roperators Tˆ
(s)
4d
′
Aus Gleichung (5.12) und der Wahl von Tˆ
(s)(0)
4d nach (5.14) ergibt sich der verbleibende Operator
Tˆ
(s)
4d
′ zu:
−2 Tˆ (s)4d ′ = −2
(
1− cos ρ1
MBr1r3
)
∂2
∂ρ21
(5.28)
− 2
(
1− cos ρ2
MCr2r3
)
∂2
∂ρ22
+
[(
cos ρ1
sin2 ρ1
− 1
ρ21
)
2
MBr1r3
+
(
1
sin2 ρ1
− 1
ρ21
)
1
µ1r21
+
(
cos2 ρ1
sin2 ρ1
− 1
ρ21
)
1
µ3r23
]
∂2
∂ϕ21
+
[(
cos ρ2
sin2 ρ2
− 1
ρ22
)
2
MCr2r3
+
(
1
sin2 ρ2
− 1
ρ22
)
1
µ2r22
+
(
cos2 ρ2
sin2 ρ2
− 1
ρ22
)
1
µ3r23
]
∂2
∂ϕ22
− 2 cos(ϕ1 − ϕ2)
(
cos ρ1
MBr1r3
+
cos ρ2
MCr2r3
+
1
µ3r23
)
∂2
∂ρ1 ∂ρ2
− 2 sin(ϕ1 − ϕ2) 1
sin ρ2
(
cos ρ1 cos ρ2
MBr1r3
+
1
MCr2r3
+
cos ρ2
µ3r23
)
∂2
∂ρ1 ∂ϕ2
+ 2 sin(ϕ1 − ϕ2) 1
sin ρ1
(
1
MBr1r3
+
cos ρ1 cos ρ2
MCr2r3
+
cos ρ1
µ3r23
)
∂2
∂ρ2 ∂ϕ1
− 2 cos(ϕ1 − ϕ2) 1
sin ρ1 sin ρ2
(
cos ρ2
MBr1r3
+
cos ρ1
MCr2r3
+
cos ρ1 cos ρ2
µ3r23
)
∂2
∂ϕ1 ∂ϕ2
−
{(
1− cos ρ1
ρ1
+ sin ρ1
)
2
MBr1r3
+ cos(ϕ1 − ϕ2)
×
[(
1
ρ2
− cos ρ2
sin ρ2
) (
cos ρ1
MBr1r3
+
cos ρ2
MCr2r3
+
1
µ3r23
)
− 2 sin ρ2
MCr2r3
]}
∂
∂ρ1
−
{(
1− cos ρ2
ρ2
+ sin ρ2
)
2
MCr2r3
+ cos(ϕ1 − ϕ2)
×
[(
1
ρ1
− cos ρ1
sin ρ1
) (
cos ρ1
MBr1r3
+
cos ρ2
MCr2r3
+
1
µ3r23
)
− 2 sin ρ1
MBr1r3
]}
∂
∂ρ2
+ sin(ϕ1 − ϕ2) 1
sin ρ1
×
[(
1
ρ2
− cos ρ2
sin ρ2
) (
1
MBr1r3
+
cos ρ1 cos ρ2
MCr2r3
+
cos ρ1
µ3r23
)
− 2 cos ρ1 sin ρ2
MCr2r3
]
∂
∂ϕ1
− sin(ϕ1 − ϕ2) 1
sin ρ2
×
[(
1
ρ1
− cos ρ1
sin ρ1
) (
cos ρ1 cos ρ2
MBr1r3
+
1
MCr2r3
+
cos ρ2
µ3r23
)
− 2 sin ρ1 cos ρ2
MBr1r3
]
∂
∂ϕ2
+ Cˆ0
(s)
,
mit µi, i = 1, 2, 3 gema¨ß Gleichung (4.60) und Cˆ
(s)
0 nach Gleichung (5.13).
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5.5.2 Das Verhalten verschiedener Anteile von Tˆ
(s)
4d
′ fu¨r ρ1, ρ2 → 0
An dieser Stelle solle anhand von Gleichung (5.28) das asymptotische Verhalten von −2Tˆ (s)4d ′
fu¨r ρ1, ρ2 → 0 betrachtet werden. Dazu werden auftretende trigonometrische Funktionen
in Potenzreihen entwickelt und in den Termen nur die erste nichtverschwindende Ordnung
betrachtet. Einen U¨berblick u¨ber das asymptotische Verhalten wichtiger Terme gibt Anhang
D.1 und damit erha¨lt man aus −2Tˆ (s)4d ′ fu¨r ρ1, ρ2 → 0:
−2 Tˆ (s)4d ′ ³ −
(
ρ21
MBr1r3
)
∂2
∂ρ21
(5.29)
−
(
ρ22
MCr2r3
)
∂2
∂ρ22
+
1
3
(
− 1
MBr1r3
+
1
µ1r21
− 2
µ3r23
)
∂2
∂ϕ21
+
1
3
(
− 1
MCr2r3
+
1
µ2r22
− 2
µ3r23
)
∂2
∂ϕ22
− 2 cos(ϕ1 − ϕ2)
(
1
MBr1r3
+
1
MCr2r3
+
1
µ3r23
) (
∂2
∂ρ1 ∂ρ2
+
1
ρ1ρ2
∂2
∂ϕ1 ∂ϕ2
)
+ 2 sin(ϕ1 − ϕ2)
(
1
MBr1r3
+
1
MCr2r3
+
1
µ3r23
)(
1
ρ1
∂2
∂ρ2 ∂ϕ1
− 1
ρ2
∂2
∂ρ1 ∂ϕ2
)
−
[
3ρ1
MBr1r3
+ cos(ϕ1 − ϕ2) ρ2
3
(
1
MBr1r3
− 5
MCr2r3
+
1
µ3r23
)]
∂
∂ρ1
−
[
3ρ2
MCr2r3
+ cos(ϕ1 − ϕ2) ρ1
3
(
− 5
MBr1r3
+
1
MCr2r3
+
1
µ3r23
)]
∂
∂ρ2
+ sin(ϕ1 − ϕ2) ρ2
3ρ1
(
1
MBr1r3
− 5
MCr2r3
+
1
µ3r23
)
∂
∂ϕ1
− sin(ϕ1 − ϕ2) ρ1
3ρ2
(
− 5
MBr1r3
+
1
MCr2r3
+
1
µ3r23
)
∂
∂ϕ2
+
1
3
(
− 4
MBr1r3
− 4
MCr2r3
+
1
µ1r21
+
1
µ2r22
+
2
µ3r23
)
− 1
3
{
ρ21
MBr1r3
+ ρ1ρ2
[(
1
6
− cos(ϕ1 − ϕ2)
)(
1
MBr1r3
+
1
MCr2r3
)
+
1
µ3r23
]
+
ρ22
MCr2r3
}
mit µi, i = 1, 2, 3 gema¨ß Gleichung (4.60).
Das bedeutet, daß es Beitra¨ge gibt, die quadratisch
(
∂2
∂ρ21
,
∂2
∂ρ22
, Anteile von Cˆ
(s)
0
)
oder linear(
∂
∂ρ1
und
∂
∂ρ2
)
gegen Null gehen. Die fehlenden Anteile von Cˆ
(s)
0 und die Terme, die entweder
zu den zweifachen Ableitungen nach ϕ1 und ϕ2 oder zu den gemischten Ableitungen aus ρ1 und
ρ2 geho¨ren, konvergieren gegen einen konstanten Wert. Andererseits divergieren die Terme zu
den gemischten Ableitungen aus ρi und ϕj (i, j = 1, 2 ; i 6= j) in der Koordinate ρj, die Terme
der einfachen partiellen Ableitungen nach ϕj zeigen in ρj dasselbe Verhalten – allerdings gehen
sie in ρi linear gegen Null. Schließlich divergiert der Term der gemischten Ableitungen aus ϕ1
und ϕ2 in beiden Koordinaten ρ1 und ρ2. Auf die von Cˆ
(s)
0 herru¨hrende Anteile wird ab jetzt
verzichtet (Begru¨ndung siehe Anhang D.2). Im Gegensatz dazu wird auf die oben erwa¨hnten
divergierenden Anteile im Abschnitt 5.6.2 na¨her eingegangen.
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5.5.3 Abschließende Umformungen
Im Hinblick auf Berechnung der Matrixelemente von Hˆ
(s)
4d
′ werden an dieser Stelle nochmals
Funktionen eingefu¨hrt und deren Abha¨ngigkeit von ρ1 und ρ2 genauer betrachtet. Grundlage
sei Tˆ
(s)
4d
′ gema¨ß (5.28) und nach (teilweiser) Umordnung und Zusammenfassung der Terme vor
den partiellen Ableitungen ergibt sich daraus:
−2 Tˆ (s)4d ′ =
(
T ′11
g(ρ1)
∂2
∂ρ21
+ T ′1ll
u(ρ1)
∂
∂ρ1
+ T ′33
g(ρ1)
∂2
∂ϕ21
)
(5.30)
+
(
T ′22
g(ρ2)
∂2
∂ρ22
+ T ′2ll
u(ρ2)
∂
∂ρ2
+ T ′44
g(ρ2)
∂2
∂ϕ22
)
+ 2 cos(ϕ1 − ϕ2)T gg12 (ρ1, ρ2)
∂2
∂ρ1 ∂ρ2
+ 2 sin(ϕ1 − ϕ2)T gu14 (ρ1, ρ2)
∂2
∂ρ1 ∂ϕ2
+ 2 sin(ϕ1 − ϕ2)T ug23 (ρ1, ρ2)
∂2
∂ρ2 ∂ϕ1
+ 2 cos(ϕ1 − ϕ2)T uu34 (ρ1, ρ2)
∂2
∂ϕ1 ∂ϕ2
+ cos(ϕ1 − ϕ2)T gu1ll±1(ρ1, ρ2)
∂
∂ρ1
+ cos(ϕ1 − ϕ2)T ug2ll±1(ρ1, ρ2)
∂
∂ρ2
+ sin(ϕ1 − ϕ2)T uu3 (ρ1, ρ2)
∂
∂ϕ1
+ sin(ϕ1 − ϕ2)T uu4 (ρ1, ρ2)
∂
∂ϕ2
, mit:
T ′11
g(ρ1) = −2
(
1− cos ρ1
MBr1r3
)
T ′1ll
u(ρ1) = −
(
1− cos ρ1
ρ1
+ sin ρ1
)
2
MBr1r3
T ′33
g(ρ1) =
[(
cos ρ1
sin2 ρ1
− 1
ρ21
)
2
MBr1r3
+
(
1
sin2 ρ1
− 1
ρ21
)
1
µ1r21
+
(
cos2 ρ1
sin2 ρ1
− 1
ρ21
)
1
µ3r23
]
T ′22
g(ρ2) = −2
(
1− cos ρ2
MCr2r3
)
T ′2ll
u(ρ2) = −
(
1− cos ρ2
ρ2
+ sin ρ2
)
2
MCr2r3
T ′44
g(ρ2) =
[(
cos ρ2
sin2 ρ2
− 1
ρ22
)
2
MCr2r3
+
(
1
sin2 ρ2
− 1
ρ22
)
1
µ2r22
+
(
cos2 ρ2
sin2 ρ2
− 1
ρ22
)
1
µ3r23
]
T gg12 (ρ1, ρ2) = −
(
cos ρ1
MBr1r3
+
cos ρ2
MCr2r3
+
1
µ3r23
)
T gu14 (ρ1, ρ2) = −
1
sin ρ2
(
cos ρ1 cos ρ2
MBr1r3
+
1
MCr2r3
+
cos ρ2
µ3r23
)
T ug23 (ρ1, ρ2) =
1
sin ρ1
(
1
MBr1r3
+
cos ρ1 cos ρ2
MCr2r3
+
cos ρ1
µ3r23
)
T uu34 (ρ1, ρ2) = −
1
sin ρ1 sin ρ2
(
cos ρ2
MBr1r3
+
cos ρ1
MCr2r3
+
cos ρ1 cos ρ2
µ3r23
)
T gu1ll±1(ρ1, ρ2) = −
[(
1
ρ2
− cos ρ2
sin ρ2
) (
cos ρ1
MBr1r3
+
cos ρ2
MCr2r3
+
1
µ3r23
)
− 2 sin ρ2
MCr2r3
]
T ug2ll±1(ρ1, ρ2) = −
[(
1
ρ1
− cos ρ1
sin ρ1
) (
cos ρ1
MBr1r3
+
cos ρ2
MCr2r3
+
1
µ3r23
)
− 2 sin ρ1
MBr1r3
]
T uu3 (ρ1, ρ2) =
1
sin ρ1
[(
1
ρ2
− cos ρ2
sin ρ2
) (
1
MBr1r3
+
cos ρ1 cos ρ2
MCr2r3
+
cos ρ1
µ3r23
)
− 2 cos ρ1 sin ρ2
MCr2r3
]
T uu4 (ρ1, ρ2) = −
1
sin ρ2
[(
1
ρ1
− cos ρ1
sin ρ1
) (
cos ρ1 cos ρ2
MBr1r3
+
1
MCr2r3
+
cos ρ2
µ3r23
)
− 2 sin ρ1 cos ρ2
MBr1r3
]
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und µi, i = 1, 2, 3 gema¨ß Gleichung (4.60). Die mit einem
′ versehenen Funktionen, sind dieje-
nigen die durch die Wahl von Tˆ
(s)(0)
4d betroffen sind. Die Indizierung wurde weitestgehend von
[31] u¨bernommen. Die Symmetrie der Funktion wurde im Gegensatz zu [31] nicht durch ein
+ bzw. − im Exponenten der jeweiligen Variable, sondern – um die Indexeskalation voranzu-
bringen – durch hochgestellte g (=gerade) bzw. u (=ungerade) an den Funktionen angezeigt.
Ha¨ngt die Funktion von zwei Variablen ab, so bezieht sich der erste Exponent auf ρ1 und
der zweite auf ρ2. Die Reihenfolge wurde so gewa¨hlt, daß zuna¨chst die nur von ρ1 abha¨ngigen
Terme (T ′11
g , T ′1ll
u und T ′33
g) und dann die von ρ2 abha¨ngigen Terme (T
′
22
g , T ′2ll
u und T ′44
g) auf-
gefu¨hrt sind. Davon sind die zu den zweifachen Ableitungen geho¨renden Funktionen gerade in
der jeweiligen unabha¨ngigen Variablen die zu den einfachen Ableitungen geho¨renden ungerade.
Alle nachfolgenden Funktionen ha¨ngen von beiden ρ–Winkelkoordinaten ab. Die Symmetrie ist
von Funktion zu Funktion sehr unterschiedlich und kann aus (5.30) entnommen werden.
5.6 Berechnung der Matrixelemente von
Hˆ
(s)
4d
′ = Tˆ (s)4d ′ + Vˆ
(s)
4d
′
Nun sollen die verbleibenden Matrixelemente von Hˆ
(s)
4d
′ unter Verwendung der in (5.26) defi-
nierten Basis berechnet werden. Gegenstand der Betrachtung sind also die Elemente
〈n1, l1, n2, l2|Hˆ(s)4d ′|n′1, l′1, n′2, l′2〉 , (5.31)
die Schritt fu¨r Schritt integriert werden:
5.6.1 Integration u¨ber ϕ1 und ϕ2
Analog zu Bestimmung der Matrixelemente von Hˆ
(s)(0)
4d ist die Integration nach den Koordinaten
ϕ1 und ϕ2 leicht durchfu¨hrbar. In den Basisfunktionen tritt nach (5.26) und (5.16) der von den
Koordinaten abha¨ngige Anteil nur in Form von eil1ϕ1 bzw. eil2ϕ2 auf, so daß partielle Ableitungen
nach diesen Koordinaten den Anteil (mit einem Faktor il1 bzw. il2 versehen) reproduzieren.
Die im Operator Hˆ
(s)
4d
′ auftretenden sin(ϕ1 − ϕ2) – und cos(ϕ1 − ϕ2) –Terme werden nach der
Eulerschen Formel3 in Exponentialterme zerlegt:
cos(ϕ1 − ϕ2) = 1
2
(
eiϕ1e−iϕ2 + e−iϕ1eiϕ2
)
, (5.32)
sin(ϕ1 − ϕ2) = − i
2
(
eiϕ1e−iϕ2 − e−iϕ1eiϕ2) .
Als Vorgriff auf Anhang F.1 sei an dieser Stelle erwa¨hnt, daß das Potential gu¨nstigerweise in
der Koordinate γ = ϕ1 − ϕ2 als Fourierreihe angefittet wird. Die Symmetrie des Problems
impliziert, daß nur cos–Terme auftreten. Wenn das Potential die folgende Form hat:
Vˆ ′ = Vˆ ′01
g(ρ1) + Vˆ
′
02
g(ρ2) + Vˆ
gg
12 (ρ1, ρ2) + Vˆ
uu
1 (ρ1, ρ2) cos(ϕ1 − ϕ2) (5.33)
(Siehe auch Anhang F.1), kann mit Hilfe der Orthogonalita¨tsrelation fu¨r ϕ nach Gleichung
(5.17) die Integration nach diesen Koordinaten leicht ausgefu¨hrt und nach den Anmerkungen
3eiα = cosα+ i sinα
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in Abschnitt 5.4.2 erha¨lt man nun jede Menge Kronecker–δ: Fu¨r die Anteile im Operator,
die nur von einer ρ–Koordinate abha¨ngen, wurde die Intergration u¨ber die andere Koordinaten
ebenfalls gleich ausgefu¨hrt (liefert noch ein Kronecker–δ). Somit ergibt sich fu¨r (5.34) aus (5.30)
und (5.33):
〈n1, l1, n2, l2| − 2Hˆ(s)4d ′|n′1, l′1, n′2, l′2〉 = (5.34)
〈n1|
(
T ′11
g(ρ1)
∂2
∂ρ21
+ T ′1ll
u(ρ1)
∂
∂ρ1
− (l′1)2T ′33g(ρ1) − 2Vˆ ′01g(ρ1)
)
|n′1〉 · δl1,l′1δn2,n′2δl2,l′2
+ 〈n2|
(
T ′22
g(ρ2)
∂2
∂ρ22
+ T ′2ll
u(ρ2)
∂
∂ρ2
− (l′2)2T ′44g(ρ2) − 2Vˆ ′02g(ρ2)
)
|n′2〉 · δn1,n′1δl1,l′1δl2,l′2
− 2〈n1, n2|Vˆ gg12 (ρ1, ρ2)|n′1, n′2〉 · δl1,l′1δl2,l′2
+ 〈n1, n2|
[
T gg12 (ρ1, ρ2)
∂2
∂ρ1 ∂ρ2
+
1
2
(
T gu1ll±1(ρ1, ρ2)
∂
∂ρ1
+ T ug2ll±1(ρ1, ρ2)
∂
∂ρ2
)
−l′1l′2T uu34 (ρ1, ρ2)− 2Vˆ uu1 (ρ1, ρ2)
]
|n′1, n′2〉 ·
(
δl1,l′1+1δl2,l′2−1 + δl1,l′1−1δl2,l′2+1
)
+ 〈n1, n2|
[
l′2T
gu
14 (ρ1, ρ2)
∂
∂ρ1
+ l′1T
ug
23 (ρ1, ρ2)
∂
∂ρ2
+
1
2
(l′1T
uu
3 (ρ1, ρ2) + l
′
2T
uu
4 (ρ1, ρ2))
]
|n′1, n′2〉
× (δl1,l′1+1δl2,l′2−1 − δl1,l′1−1δl2,l′2+1)
Zu Gleichung (5.34) sei angemerkt, daß 〈ni|Hˆ|n′i〉 wie folgt definiert ist
〈ni|Hˆ|n′i〉 := 4(km)
1
2N (li)ni N
(l′i)
n′i
∫ pi
0
ρi dρiR
(li)
ni
(ρi)HˆR
(l′i)
n′i
(ρi) , (5.35)
und die li bzw. l
′
i –obwohl in den Bra und Kets nicht sichtbar – bei der Berechnung der Ma-
trixelemente eine Rolle spielen.
5.6.2 Integration u¨ber ρ1 und ρ2
Zur noch ausstehenden Integration nach den ρ–Koordinaten entwickelt man zuna¨chst die in
(5.30) definierten Funktionen in gerade oder ungerade Potenzreihen in den ρ–Koordinaten um
ρ1,0 = ρ2,0 = 0.
Fu¨r diejenigen Elemente, die sich gema¨ß (5.29) als divergent herausgestellt haben, werden
Reihenentwicklungen der folgenden Terme4 durchgefu¨hrt:
ρ22 · T gu14 (ρ1, ρ2) , ρ21 · T ug23 (ρ1, ρ2) , ρ21 · ρ22 · T uu34 (ρ1, ρ2) , (5.36)
ρ21 · T uu3 (ρ1, ρ2) und ρ22 · T uu4 (ρ1, ρ2) ,
um die erhaltenen Reihen durch die in (5.36) angegebenen Vorfaktoren zu dividieren und damit
die entsprechende Reihe mit
1
ρi
beginnen zu lassen.
Danach fu¨hrt man die lineare Transformation bzw. Substitution
% := (km)
1
4 · ρ (5.37)
4In [31] und im Programm werden ρ22 · T gu1ll±1(ρ1, ρ2) anstelle T gu1ll±1(ρ1, ρ2), ρ21 · Tug2ll±1(ρ1, ρ2) anstelle
Tug2ll±1(ρ1, ρ2), ρ
2
1 · ρ22 · Tuu3 (ρ1, ρ2) anstelle ρ21 · Tuu3 (ρ1, ρ2) und ρ21 · ρ22 · Tuu4 (ρ1, ρ2) anstelle ρ22 · Tuu4 (ρ1, ρ2)
entwickelt. Die Auswirkungen sind als gering einzustufen.
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aus. Der Vorteil, dieser dimensionslosen Koordinaten besteht darin, daß der Zusammenhang
zu den Koordinaten ρ˜ sehr einfach ist (ρ˜ = %2) und daß in den unten beschriebenen Grund-
elementen die Korrekturfaktoren (km)
1
4 nicht mehr auftauchen (sie sind in die Koeffizienten
vor den entsprechenden Elementen sublimiert). Ob eine ausreichende Genauigkeit erreicht ist,
u¨berpru¨ft man anhand der Konvergenz der erhaltenen Reihen.
Man hat nun jede Menge Summanden des Typs
〈n1, n2|aj1,j2%j11 %j22
∂i1+i2
∂%i11 ∂%
i2
2
|n′1, n′2〉
zu behandeln, aber fu¨r jeden einzelnen Summanden kann jetzt die folgende Faktorisierung
vorgenommen werden:
〈n1, n2|ai1,i2%j11 %j22
∂i1+i2
∂%i11 ∂%
i1
2
|n′1, n′2〉 = aj1,j2〈n1|%j11
∂i1
∂%i11
|n′1〉 · 〈n2|%j22
∂i2
∂%i22
|n′2〉 (5.38)
Unter Ausnutzung der Symmetrie der Funktionen liefert uns ein Blick auf (5.34) die fu¨r die
Integration nach ρ1 und ρ2 no¨tigen Typen der Matrixelemente:
〈n|%2j|n′〉 · δl,l′ , 〈n|%2j−1 ∂
∂%
|n′〉 · δl,l′ , 〈n|%2j ∂
2
∂%2
|n′〉 · δl,l′ , (5.39)
〈n|%2j ∂
∂%
|n′〉 · δl,l′±1 und 〈n|%2j−1|n′〉 · δl,l′±1 .
Diese Elemente werden mit Hilfe zweier Verfahren bestimmt:
1. Rekursionsformeln (Anhang C.2.1)
2. Einschieben des Einheitsoperators Iˆ.
Von zentraler Bedeutung ist das erste Grundelement 〈n|%2|n′〉 · δl,l′ . Es kann mit Hilfe der
Rekursionsformeln (C.24) und (C.25) berechnet werden. Die genaue Herleitung ist in Anhang
C.2.3 dargelegt und ergibt:
(
R(l,l
′)
)
n,n′
· δl,l′ = 〈n|%2|n′〉 · δl,l′ (5.40)
=
[
(2n′ + 1− l)δn,n′ − (n′(n′ − l))
1
2 δn,n′−1 − ((n′ + 1− l)(n′ + 1))
1
2 δn,n′+1
]
· δl,l′ .
Das ist genau das Ergebnis, welches in Gleichung (5) von [41] aufgefu¨hrt ist und sich in den
Tabellen von [42] befindet5.
5Dort wurden νi anstelle ni verwandt. Ein Blick auf (5.21) offenbart die A¨quivalenz (fu¨r l = l′).
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Unter Zuhilfenahme der Vollsta¨ndigkeitsrelation
∞∑
n˜=0
|n˜〉〈n˜| = Iˆ , l˜ beliebig, aber fest (5.41)
ergibt sich z. B. aus dem ersten Element von (5.39):
〈n|%2j|n′〉 · δl,l′ =
∞∑
l˜,n˜=0
〈n|%2|n˜〉 · δl,l˜ · 〈n˜|%2j−2|n′〉 · δl˜,l′ =
∞∑
l˜,n˜=0
(
R(l,l˜)
)
n,n˜
· δl,l˜ · 〈n˜|%2j−2|n′〉 · δl˜,l′
=
∞∑
l˜,l˘,n˜,n˘=0
(
R(l,l˜)
)
n,n˜
· δl,l˜ · 〈n˜|%2|n˘〉 · δl˜,l˘ · 〈n˘|%2j−4|n′〉 · δl˘,l′
=
∞∑
l˘,n˜,n˘=0
(
R(l,l)
)
n,n˜
(
R(l,l˘)
)
n˜,n˘
· δl,l˘ · 〈n˘|%2j−4|n′〉 · δl˘,l′ = . . . (5.42)
=
([
R(l,l)
]j)
n,n′
· δl,l′ . (5.43)
Die Matrixelemente der 2j–ten Potenzen von % werden also auf eine Matrixmultiplikation von
(theoretisch) unendlich großen, aber sehr du¨nn besetzten Matrizen zuru¨ckgefu¨hrt6 und damit
berechnen sich die restlichen Elemente aus (5.39) nach:
〈n|%2j−1 ∂
∂%
|n′〉 · δl,l′ =
∞∑
n˜=0
([
R(l,l)
]j−1)
n,n˜
〈n˜|% · ∂
∂%
|n′〉 · δl,l′ ,
〈n|%2j−1|n′〉 · δl,l′±1 =
∞∑
n˜=0
([
R(l,l)
]j)
n,n˜
〈n˜|1
%
|n′〉 · δl,l′±1 , (5.44)
〈n|%2j ∂
2
∂%2
|n′〉 · δl,l′ =
∞∑
n˜=0
([
R(l,l)
]j−1)
n,n˜
〈n˜|%2 · ∂
2
∂%2
|n′〉 · δl,l′ und
〈n|%2j ∂
∂%
|n′〉 · δl,l′±1 =
∞∑
n˜=0
([
R(l,l)
]j)
n,n˜
〈n˜| ∂
∂%
|n′〉 · δl,l′±1 .
Die rechten Seiten der oberen beiden Gleichungen aus (5.44) beinhalten das zweite und dritte
Grundelement. Aus den Grundelementen lassen sich die noch unbekannten Elemente in den
unteren beiden Gleichungen von (5.44) ableiten. All das ist genauer im Anhang C.2.3 nachzu-
lesen und sa¨mtliche Elemente sind dort angegeben. Die Elemente finden sich auch verteilt u¨ber
[40, 41, 42, 43].
Damit ist – zumindest theoretisch – fast alles notwendige fu¨r die Lo¨sung des Eigenwertpro-
blems Hˆ|Ψ〉 = E|Ψ〉 angegeben. Was fehlt, ist die Anordnung der Matrixelemente und einige
Aussagen u¨ber die programmtechnische Umsetzung der in diesem Kapitel dargestellten Theo-
rie. Bevor die Anordnung der Zusta¨nde und damit der Matrixelemente im letzten Abschnitt
des Kapitels 7 thematisiert werden kann, wird im selben Kapitel der Renner–Teller Effekt und
seine Auswirkungen auf das vorliegende Problem na¨her beleuchtet werden. Doch zuvor soll dem
elektronischen Problem die Aufmerksamkeit gewidmet werden.
6In Praxis hat man es mit endlichen Matrizen zu tun. Wie die Umsetzung erfolgt, wird im Abschnitt u¨ber
die Anordnung der vibronischen Zusta¨nde (Abschnitt 7.5.1) beschrieben.
Kapitel 6
Zur Lo¨sung des elektronischen
Problems
6.1 Verwendete Verfahren
Nun sollen die zur Berechnung des elektronischen Problems verwendeten Verfahren kurz
erla¨utert werden.
6.1.1 Das Hartree–Fock Self–Consistent Field (HFSCF) Verfahren
In dem grundlegenden Verfahren, das den Ausgangspunkt der meisten korrelierten Verfahren
bildet, wird der elektronische Zustand als antisymmetrisiertes Tensorprodukt von Einelektro-
nenspinzusta¨nden angesetzt1:
|ψ(0)〉 := (Ne!)
1
2 · Aˆ|ψn1 , ψn2 , . . . , ψnNe 〉 , mit (6.1)
Aˆ :=
1
Ne!
∑
α
sgn(Pˆα)Pˆα , (6.2)
|ψni〉 ∈ Ee ⊗ S und 〈~xj, ω|ψni〉 = ψni(~xj, ω) = ψni(~xj) · s(ω) , (6.3)
wobei Aˆ der idempotente2 Antisymmetrisierungsoperator, Pˆα der Permutationsoperator zur
α–ten Permutation (α la¨uft u¨ber alle mo¨glichen Permutationen) und ψni(~xj, ω) das ni–te Ei-
nelektronenspinorbital des j–ten Elektrons mit Spin ω ist. Die zu bestimmenden Ne (=An-
zahl der Elektronen) Einelektronenspinzusta¨nde |ψn1〉 . . . |ψnNe 〉 sind aus einem Satz von Nb
Spinzusta¨nden {|ψ1〉 . . . |ψNb〉} zu besetzen, wobei die Zustandsnumerierung, die prinzipiell
willku¨rlich ist, irgendwelchen Ordnungsprinzipien (zum Beispiel nach energetischer Reihenfolge)
folgt.
Mit diesem Ansatz ergeben sich variationell unter der Nebenbedingung, daß alle |ψni〉 ortho-
normal sind (macht den Satz im entsprechenden Zustandsraum zur Basis), die Hartree–Fock–
Gleichungen als effektive Einelektronengleichung:
fˆi|ψi〉 =
Ne∑
j
λi,j|ψj〉 , fu¨r i = 1, . . . , Ne wobei (6.4)
1Ein a¨quivalenter Ausdruck zur zugeho¨rigen Wellenfunktion ist Slaterdeterminante.
2Ein Operator ist idempotent, wenn gilt Aˆ2 = Aˆ.
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fˆi := hˆi + Jˆ − Kˆ = hˆi +
Ne∑
j
Jˆj − Kˆj , (6.5)
Fockoperator (zum i–ten Elektron) heißt und ein effektiver Einelektronenoperator darstellt.
Dabei ist hˆi der Einelektronenanteil aus Hˆe zum i–ten Elektron (genauer hˆi = Tˆe,i− Vˆe,k,i nach
den Gleichungen (2.6) und (2.8)), Jˆ der Coulomboperator und Kˆ der Austauschoperator:
Jˆj := 〈ψj|Vˆe,e,k,l|ψj〉 , (6.6)
Kˆj := |ψj〉〈ψj|Vˆe,e,k,l . (6.7)
Durch unita¨re Transformation kann man λ auf Diagonalform bringen.
Da die Einelektronenzusta¨nde auch implizit in Jˆ und Kˆ drinstecken, ko¨nnen die Hartree–Fock–
Gleichungen nur iterativ gelo¨st werden. Das Verfahren tra¨gt das Eigenschaftswort selbstkonsi-
stent, weil (je nach Betrachtungsweise) Zustand oder Potential (hier Jˆ und Kˆ) im Endeffekt so
bestimmt werden, daß die aus dem Zustand entwickelten Hartree–Fock–Gleichungen (6.4) mit
demselben Zustand gelo¨st werden kann oder andersherum daß der mit dem Potential entwickelte
Zustand (= Lo¨sung der Hartree–Fock–Gleichungen) dasselbe Potential (Gleichung (6.5)) liefert.
Fu¨r offenschalige Systeme ko¨nnen fu¨r beide mo¨glichen Spineinstellungen die gleichen Raumor-
bitale (das nennt sich dann Restricted Hartree–Fock = RHF) oder unterschiedliche Raumor-
bitale (dafu¨r gibt es die Bezeichnung Unrestricted Hartree–Fock = UHF) verwendet werden.
Im letzteren Fall ist der elektronische Zustand kein Spineigenzustand und es ko¨nnen deshalb
durch Spinkontamination induzierte Probleme auftreten.
Fu¨r den Raumanteil der Einelektronenfunktionen setzt man eine Linearkombination von Ato-
morbitalen an (Linear Combination of Atomic Orbitals = LCAO–Ansatz). Als gu¨nstig er-
weisen sich Gaußfunktionen. Fu¨r einen vollsta¨ndigen Satz von Basisfunktionen erha¨lt man fu¨r
die Energie das
”
Hartree–Fock limit“(E∞HF), d. h. die niedrigstliegende Energie, die mit einem
Ein–Determinanten Ansatz erreicht werden kann. Da man mit endlichen Basissa¨tzen arbeitet,
wird diese Grenze nicht erreicht.
Andererseits gilt – bedingt durch die Verwendung einer einzigen Determinante – selbst fu¨r
die hypothetische Verwendung des vollsta¨ndigen Basissatzes von Einelektronenfunktionen, daß
sich der exakte Energieeigenwert des nichtrelativistischen Problems Enichtrel von der Energie des
Hartree–Fock limits um die Korrelationsenergie Ekorr unterscheidet:
Enichtrel = E
∞
HF + Ekorr . (6.8)
6.1.2 Korrelierte Verfahren
Die nun vorgestellten Verfahren zur Berechnung des Anteils der Korrelationsenergie gehen al-
lesamt von der Lo¨sung der Hartree–Fock–Gleichungen (6.4) aus. Sie wird nun Hartree–Fock
(HF) Zustand oder Referenzzustand genannt und mit |ψ(0)〉 bezeichnet. Zuna¨chst sollen nur
die Anregungen aus einem einzigen Referenzzustand heraus betrachtet werden.
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6.1.2.1 Das Configuration Interaction (CI) Verfahren
Fu¨r dieses Verfahren sieht der (Full)–CI–Ansatz wie folgt aus:
|ψ〉 := c(0)|ψ(0)〉+
∑
i1
c
(1)
i1
|ψ(1)i1 〉+
∑
i2
c
(2)
i2
|ψ(2)i2 〉+ . . .+
∑
im
c
(m)
im
|ψ(m)im 〉 , wobei (6.9)
m = min{Ne, Nb −Ne} . (6.10)
Die Summen laufen u¨ber alle mo¨glichen k–fachen Anregungen (ik) der HF–Wellenfunktion und
eine Lo¨sung des elektronischen Problems erha¨lt man durch Diagonalisierung der Matrix mit
den Elementen 〈ψ(j)ij |Hˆe|ψ
(l)
kl
〉. Das Full–CI Verfahren kann nur fu¨r kleine Systeme verwendet
werden, da ansonsten der Aufwand explosionsartig ansteigt.
CI Verfahren, bei denen die Summation nach der k–fachen Anregung abgebrochen wird
(z. B. k = 1 ⇐⇒ nur die Einfachanregungen, d. h. CI with Singles = CIS oder k = 2 ⇐⇒
die Einfach– und Doppelanregungen, d. h. CI with Singles and Doubles = CISD) haben den
Nachteil, nicht gro¨ßenkonsistent3 zu sein. Im folgenden werden gro¨ßenkonsistente Methoden
na¨her betrachtet.
6.1.2.2 Das Møller–Plesset–Verfahren n–ter Ordnung MPn
Zugrunde liegt hier – im Gegensatz zum zuvor beleuchteten Verfahren – kein variationelles,
sondern ein sto¨rungstheoretisches Verfahren, dessen Grundlagen in Anhang A.3 zu finden sind.
Das Møller–Plesset–Verfahren ist nun dadurch definiert, daß der Operator nullter Ordnung als
die Summe der Fockoperatoren fˆi aus Gleichung (6.5) angesetzt wird
4. Es ko¨nnen nun sukzes-
siv Energien und Wellenfunktionen der ho¨heren Ordnungen berechnet werden. Die Ordnung n
bezeichnet die beru¨cksichtigte Energiekorrektur n–ter Ordnung. Der erste Beitrag zur Korrela-
tionsenergie liefert die Korrektur zweiter Ordnung, also MP2.
Die Verwendung von RHF– oder alternativ UHF–Wellenfunktionen und dem MPn fu¨hrt auf
die Verfahrensbezeichnung RMPn bzw. UMPn.
6.1.2.3 Coupled Cluster (CC) Methoden
Diese urspru¨nglich aus der Kernphysik [44, 45] stammende Methode wurde von Cˇ´ızˇek [46, 47]
auf quantenchemische Probleme u¨bertragen. Es handelt sich dabei um einen exponentiellen
Ansatz, um den korrelierten elektronischen Zustand aus dem HF Zustand zu erhalten:
|ψ〉 := eTˆ |ψ(0)〉 =
∞∑
j=0
1
j!
Tˆ j|ψ(0)〉 , wobei (6.11)
Tˆ :=
m∑
i=1
Tˆi (6.12)
die Summe aus den i–Elektronen Anregungsoperatoren Tˆi und m gema¨ß Gleichung (6.10) gege-
ben ist. So wie oben beschrieben, erha¨lt man auf nicht–variationellem Wege einen Zustand, der
3Gro¨ßenkonsistent bedeutet, daß fu¨r ein System S mit der Energie Es, welches aus m baugleichen nichtwech-
selwirkenden Systemen U mit der Energie Eu zusammengesetzt ist, gilt: Es = m · Eu.
4Genau dadurch wird dieses Verfahren gro¨ßenkonsistent.
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dem des Full–CI a¨quivalent ist. Dieses Verfahren ist aber ebensowenig wie Full–CI durchfu¨hrbar,
ein trunkiertes Coupled–Cluster–Verfahren hat aber gegenu¨ber den trunkierten CI–Verfahren
einen entscheidenden Vorteil:
Selbst wenn Tˆ nach beliebigem i abgebrochen wird, ist die Gro¨ßenkonsistenz gewa¨hrleistet,
denn durch den exponentiellen Ansatz sind auch dann Anregungen bis zur ho¨chsten mo¨gli-
chen Ordnung eingeschlossen. Bricht man Tˆ nach i = 2 ab, so erha¨lt man TˆSD = Tˆ1 + Tˆ2 und
somit das Coupled Cluster with Singles and Doubles = CCSD–Verfahren. Der Hauptunter-
schied des CCSD–Verfahren gegenu¨ber dem CISD–Verfahren besteht im zusa¨tzlich vorhandenen
Tˆ 22 –Operator, der eine nicht unerhebliche Korrektur in der Energie und gro¨ßtenteils auch die
Gro¨ßenkonsistenz bewirkt.
Fu¨r offenschalige Systeme bieten das partially restricted open shell CCSD (=RCCSD) oder
das unrestricted CCSD unter Verwendung einer RHF–Wellenfunktion (=RHF–UCCSD)
–beide von Knowles et al. [48] – eine effektive Behandlungsmo¨glichkeit, wenn man nicht auf
UHF–Wellenfunktionen und ein komplett spingekoppeltes Verfahren (=UHF–CCSD) wie
zum Beispiel von Purvis und Bartlett [49] zuru¨ckgreifen mo¨chte. U¨ber Fehler und Kompatibi-
lita¨ten gibt die ju¨ngst erschienene Literatur [50] Aufschluß.
Die zusa¨tzliche Beru¨cksichtigung von Tˆ3 (CCSDT) ist oftmals zu teuer. Die gro¨ßten Beitra¨ge
ho¨herer Ordnung liefern die verknu¨pften Dreifachsubstitutionen. Sie ko¨nnen sto¨rungstheoretisch
beru¨cksichtigt werden. Als gebra¨uchlichstes dieser Verfahren ist der Ansatz von Raghavachari
et al. [51] zu nennen. Er wird mit dem Akronym CCSD(T) bezeichnet und erfuhr von Watts et
al. [52] und Deegan und Knowles [53] Erweiterungen. Die fu¨r CCSD eingefu¨hrten Bezeichnungen
zur Unterscheidung einzelner Verfahren, die zur Behandlung von offenschaligen Systemen in
Frage kommen (siehe oben), ko¨nnen analog durch Anha¨ngen von (T) auf CCSD(T)–Verfahren
u¨bertragen werden. Sie heißen dann RCCSD(T), RHF–UCCSD(T) und UHF–CCSD(T).
6.1.2.4 Die Coupled Electron Pair Approximation (CEPA) Methode
Dieses von Meyer [54] vorgeschlagene Verfahren erweitert die CISD–Routine, indem zusa¨tzlich
der Effekt der Vierfachanregungen abgescha¨tzt wird. So kann – wie im vorhergehenden Unter-
abschnitt angedeutet – ein CCSD-Verfahren approximiert werden. Die Korrelationsenergie wird
als Summe aus Paarkorrelationsenergien angegeben, daher der Name. Die ha¨ufig verwendete
Version 1 (=CEPA–1)5 beno¨tigt weniger Resourcen als CCSD, liefert fu¨r die Energie Ergebnisse
zwischen CCSD und CCSD(T) und wird meist dann angewandt, wenn CCSD(T) zu zeitauf-
wendig wa¨re.
6.1.3 Multireferenzverfahren
Alle bisher beschriebenen Verfahren bauen auf einem einzigen HF–Zustand als Referenzzustand
auf. Fu¨r homolytische Bindungsbru¨che, angeregte Zusta¨nde und oft auch fu¨r offenschalige Syste-
me reicht ein Referenzzustand zur Beschreibung nicht aus. Der zugeho¨rige HF–Zustand liefert,
– sofern eine konvergierte Lo¨sung existiert – keinen ada¨quaten Ausgangszustand fu¨r nachfol-
gende korrelierte Rechnungen.
5Sie ist gekennzeichnet durch einen bestimmten Ansatz fu¨r einen Korrekturterm. Na¨heres siehe [13].
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6.1.3.1 Das Multiconfiguration SCF (MCSCF) Verfahren
Hier werden Linearkombinationen von HF–Zusta¨nden betrachtet, die Eigenzusta¨nde des Sˆ2–
und des Sˆz–Operators sind (Configurational State Functions =CSF). Das Verfahren erfasst die
Anteile der Korrelationsenergie, die aus Nahe–Entartungseffekten zwischen zwei oder mehre-
ren elektronischen Konfigurationen entstehen (Nichtdynamische Korrelation). Der Unterschied
zum CI–Verfahren besteht hauptsa¨chlich darin, daß beim MCSCF–Verfahren neben den Koef-
fizienten vor den Determinanten auch die Moleku¨lorbitale durch Variation optimiert werden –
also ein SCF–Verfahren fu¨r mehrere Referenzzusta¨nde.
Oftmals unterteilt man die Raumorbitale in den inaktiven (doppelt besetzten), aktiven (jede
Besetzung ist mo¨glich) und virtuellen (unbesetzten) Raum und erzeugt die zu verwendenden
CSF dadurch, daß man innerhalb des aktiven Raums ein Full–CI durchfu¨hrt. So ein Verfahren
heißt [n,m] –Complete Active Space SCF (= [n,m]–CASSCF), wobei [n,m] angibt, daß sich
n Elektronen in einem m Raumorbitale umfassenden aktiven Raum befinden.
6.2 Verwendete Basissa¨tze
Neben den Verfahren charakterisieren die verwendeten Basissa¨tze die Gu¨te einer Berech-
nung. Hier sollen die im folgenden verwendeten Akronyme erkla¨rt werden. Als erstes findet
Erwa¨hnung, daß Gaussian Type Orbitals (= GTO) verwendet werden, die durch eine Gauß-
funktion im Radialteil gekennzeichnet sind. Mehrere solcher Orbitale mit unterschiedlichen
Exponenten werden durch eine feste Auswahl von Koeffizienten linear kombiniert und stellen
dann ein contracted GTO (= cGTO) dar. Die folgenden Bezeichnungen beziehen sich immer
auf die kontrahierten Orbitale, was deshalb eine verallgemeinerte Beschreibung ist, da eine Line-
arkombination bestehend aus einem Orbital auch eine (besonders einfache) Linearkombination
ist.
Der verwendete Basissatztyp soll nach der Vielfachheit der zugeho¨rigen minimalen Basis6 mit
n–tuple Zeta (= XnZ) bezeichnet werden, also fu¨r zweifach Double Zeta (= DZ), fu¨r dreifach
Triple Zeta (= TZ) und fu¨r vierfach Quadruple Zeta (= QZ). Zeta bedeutet in diesem Zusam-
menhang der Exponent. Wird den Bezeichnungen ein Valence vorangestellt, so bedeutet das,
daß die Basissa¨tze zur Beschreibung der Valenzelektronen in der beschriebenen Vielfachheit
vorkommt (z. B. Valence Triple Zeta (= VTZ) Basissatz).
Sind Funktionen ho¨herer Drehimpulse ebenfalls wichtig, so wird dem Akronym (m–tuple)
Polarisation (= (m)P) nachgestellt, wobei fu¨r m=1 dieses m in der Bezeichnung weggelassen
wird. Dann besitzen Wasserstoffatome m zusa¨tzliche cGTO aus p–Funktionen und schwerere
Atome m zusa¨tzliche cGTO aus d–Funktionen. So hat beispielsweise ein Double Zeta with
Polarisation (=DZP)–Basissatz cGTO nach dem Schema [4s2p1d/2s1p] fu¨r Atome der 2./1.
Periode und ein Triple Zeta with Double Polarisation (=TZ2P)–Basissatz besitzt fu¨r diese
Atome das cGTO-Schema [6s3p2d/3s2p].
Werden die Basissa¨tze so konstruiert, daß alle Funktionen beru¨cksichtigt werden, die a¨hnliche
Beitra¨ge zur Korrelationsenergie liefern, so bezeichnet die energieoptimierten Basissa¨tze die
Vorsilbe correlation consistent polarized Valence (= cc–pV). Fu¨r n=3, also den cc–pVTZ–
Basissatz bedeutet dies fu¨r die cGTO der 2./1. Periode: [4s3p2d1f/3s2p1d]. Analog gilt fu¨r n=4,
6Es werden pro Atom soviele cGTO gewa¨hlt, daß alle in diesem Atom vorhandenen Elektronen darin ”Platz“
finden.
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also den cc–pVQZ–Basissatz: [5s4p3d2f1g/4s3p2d1f].
Diese Basissa¨tze ko¨nnen einerseits mit diffusen Funktionen (mit kleinem Exponent) erweitert
werden, um Polarisationseffekten Rechnung zu tragen. Jedes vorhandene cGTO wird dabei
um eins vermehrt und die Erweiterung durch die Vorsilbe augmented angezeigt. Fu¨r einen
augmented cc–pVTZ (= aug–cc–pVTZ)–Basissatz erha¨lt man beispielsweise das Schema
[5s4p3d2f/4s3p2d].
Fu¨r die Basisfunktionen, die das V fu¨r Valence in sich tragen, sind im Core–Anteil (eben wegen
der fu¨r den Bereich minimalen Basis) nicht richtig flexibel. Deshalb empfiehlt es sich, in korre-
lierten Rechnungen mit solchen Basissa¨tzen nur die Valenzelektronen zu korrelieren, da sonst
Artefakte entstehen. Wider besseren Wissens erstellte Rechnungen, die alle Elektronen korre-
lieren ko¨nnen allerdings – wie bei den Anwendungen gezeigt wird – durch Fehlerkompensation
Rechnungen mit gro¨ßeren Basissa¨tzen simulieren.
Sollen alle Elektronen korrieliert werden, so ko¨nnen zu den bis jetzt erhaltenen Basisfunk-
tionen auch ausgepra¨gte Funktionen (mit großem Exponent) hinzugefu¨gt werden, um Kern–
Kern– und Kern–Valenz–Elektronenkorrelation einzubeziehen. Fu¨r den XnZ–Basissatztyp wer-
den (n-1)s(n-1)p(n-2)d. . .–Funktionen hinzugefu¨gt und das zugeho¨rige Akronym erha¨lt ein
zusa¨tzliches Core zwischen Vorsilbe und Basissatztyp. Ein cc–p Core VQZ (= cc–pCVQZ)–
Basissatz besitzt demnach das Schema [8s7p5d3f1g/4s3p2d1f] (da die Erweiterung keine Anwen-
dung auf Wasserstoffatome findet). Weitere Details ko¨nnen Lehrbu¨chern wie [55] entnommen
werden.
Kapitel 7
Der Renner–Teller Effekt
Irregula¨re Strukturen in der energetischen Abfolge von Schwingungsniveaus infolge eines nicht-
verschwindenden elektronischen Bahndrehimpulses ~ˆL bei linearen dreiatomigen Moleku¨len wur-
den in einem allgemeineren Zusammenhang 1933 von Herzberg und Teller [56] vorhergesagt.
Eine detaillierte Untersuchung fu¨r elektronische Π–Zusta¨nde mittels eines sto¨rungstheoretischen
Ansatzes nahm Renner [1] 1934 vor. Eine erste experimentelle Besta¨tigung gelang Ramsay und
Mitarbeiter [57, 58] erst 25 Jahre spa¨ter. Zur Wu¨rdigung Renners (und je nachdem wieviel Ge-
wicht der Autor der Arbeit seines Betreuers Teller zuweist) werden heute alle Auswirkungen des
elektronischen Drehimpulses in dreiatomigen Moleku¨len1 mit Renner Effekt oder Renner–Teller
Effekt bezeichnet.
7.1 Was ist der Renner–Teller Effekt ?
Man bezeichnet die Aufspaltung der Potentialfla¨chen eines entarteten elektronischen Zustan-
des beim U¨bergang von linearer zu gewinkelter Kerngeometrie und die sich daraus ergebende
Wechselwirkung der elektronischen Zusta¨nde als Renner–Teller Effekt [59] . Zur eingehenderen
Erkla¨rung dieser Aussage sei zuna¨chst angemerkt, daß es fu¨r die Lo¨sung des EWPs2
HˆRT|Ψ〉 =
(
Hˆe + Tˆk , RT
)
|Ψ〉 = E|Ψ〉 (7.1)
nicht ausreichend ist, einen adiabatischen Ansatz fu¨r den Eigenzustand
|Ψ〉 = |ψ(~xk)〉 ⊗ |χ〉 (7.2)
zu wa¨hlen. Dazu wenden wir uns dem elektronischen Problem in linearer Moleku¨lgeometrie zu:
Die elektronischen Zusta¨nde, die durch die Quantenzahl Λ 6= 0 (geho¨rt zum Operator Lˆz)
charakterisiert werden, sind energetisch zweifach entartet (siehe dazu auch Abschnitt 7.3.3):
Hˆe(~xk)|ψi(~xk)〉 = Ee(~xk)|ψi(~xk)〉 ; i = 1, 2 (7.3)
Geht man von einer linearen zu einer gewinkelten Geometrie u¨ber (Erniedrigung der Symme-
trie), so wird die Entartung aufgehoben. Dies ist die
”
erste Ha¨lfte“ des Renner–Teller Effekts,
1Und zwar nicht nur, wenn die entarteten Zusta¨nde in linearer Geometrie auch die Gleichgewichtsgeometrien
repra¨sentieren, was schwacher Renner–Teller Effekt genannt wird.
2Alle nicht Renner–Teller relevanten Freiheitsgrade seien bereits abgekoppelt.
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quasi ein Jahn–Teller Effekt fu¨r lineare Moleku¨le. Nur liegt im Falle des Jahn–Teller Effekts im-
mer eine nichtentartete Gleichgewichtsgeometrie vor3, wohingegen beim Renner–Teller Effekt
die lineare Anordung der Atome die Gleichgewichtsgeometrie repra¨sentieren kann.
Die
”
zweite Ha¨lfte“ des Renner–Teller Effekts resultiert aus der folgenden Aussage:
Kopplungen zwischen elektronischen Zusta¨nden durch den Operator der kinetischen Energie der
Kerne sind nicht mehr zu vernachla¨ssigen, wenn die elektronischen Zusta¨nde sich energetisch
nahe kommen (was hier unzweifelhaft der Fall ist). Es wird beispielsweise im Abschnitt 1.4.1
von [9] gezeigt, daß
Bi,jxk,l(~xk) ∼
1
Ee,i(~xk)− Ee,j(~xk) ist. (7.4)
Das
”
Nicht–Vernachla¨ssigen–Ko¨nnen“ von Kopplungen zwischen gleichen elektronischen
Zusta¨nden bedeutet, daß die Born–Oppenheimer Na¨herung nach Gleichung (2.31)
”
zusam-
menbricht“ (also nicht mehr gilt). Die erste Ha¨lfte des Renner–Teller Effekts impliziert, daß
in linearer Geometrie beide Zusta¨nde |ψi(~xk)〉, i = 1, 2 fu¨r eine vollsta¨ndige Beschreibung des
Problems beno¨tigt werden. Zusammen mit der Notwendigkeit der Kopplung von |ψ1(~xk)〉 und
|ψ2(~xk)〉 u¨ber den Operator der kinetischen Energie der Kerne wird ein Hinausgehen u¨ber die
adiabatische Na¨herung nach Gleichung (2.30) unumga¨nglich.
Das zugeho¨rige Problem ergibt sich dann, wenn man in Gleichung (2.24) den Summationsindex
j nur von eins bis zwei laufen la¨ßt. Damit geht (2.25) in eine 2× 2 Matrix u¨ber:(
V1,1(~xk) + Tˆk − E + Tˆ1,1 V1,2(~xk) + Tˆ1,2
V2,1(~xk) + Tˆ2,1 V2,2(~xk) + Tˆk − E + Tˆ2,2
)
·
(
χ1(~xk)
χ2(~xk)
)
=
(
0
0
)
, (7.5)
wobei
Tˆi,j =
3Nk∑
l=1
h˜l(~xk) ·Bi,jxk,l(~xk) (7.6)
+
3Nk∑
m=1
g˜m,l(~xk) ·
(
Ci,jxk,m,xk,l(~xk) +B
i,j
xk,l
(~xk)
∂
∂xk,m
+Bi,jxk,m(~xk)
∂
∂xk,l
)
.
die adiabatischen (fu¨r i = j) bzw. nichtadiabatischen (fu¨r i 6= j) Kopplungsmatrixelemente
oder Korrekturen sind [10, 12].
7.2 Historisches
7.2.1 Renners Verfahren
An dieser Stelle soll kurz und grob der Weg und die Annahmen Renners skizziert werden.
Renner hat in seinem Verfahren fu¨r dreiatomige Moleku¨le die folgenden Annahmen gemacht:
• Es werden elektronische Π–Zusta¨nde (|Λ| = 1) betrachtet und
• beide Potentiale seien harmonisch.
3Verzerren des hochsymmetrischen, energetisch entarteten Zustands entlang einer nicht totalsymmetrischen
Normalkoordinate.
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Das bedeutet fu¨r die Potentiale in Gleichung (7.5):
V1(~xk) = V1(ρ) =
1
2
k1ρ
2
V2(~xk) = V2(ρ) =
1
2
k2ρ
2
 ⇐⇒

V¯ (ρ) =
V1(ρ) + V2(ρ)
2
=
1
2
k1 + k2
2
ρ2 =:
1
2
kρ2
∆V (ρ) =
V1(ρ)− V2(ρ)
2
=
1
2
k1 − k2
2
ρ2 =: ²V¯ (ρ)

mit dem Renner–Parameter ² :=
k1 − k2
k1 + k2
(7.7)
und der Matrix H0,RT :=
(
V¯ (ρ) + Tˆk + Tˆ1,1 Tˆ1,2
Tˆ2,1 V¯ (ρ) + Tˆk + Tˆ2,2
)
(7.8)
ergibt sich aus (7.5) das folgende EWP:[
H0,RT + ² · V¯ (ρ) ·
(
1 0
0 −1
)
− E · I
]
·
(
χ1(ρ, ϕ)
χ2(ρ, ϕ)
)
=
(
0
0
)
, (7.9)
welches durch eine Standardsto¨rungstheorie wie in Anhang A.3 angedeutet mit dem Sto¨rpa-
rameter ² anstelle λ bearbeitet werden kann. Unter Verwendung der elektronischen Wellen-
funktionen, die sich fu¨r ρ → 0 ergeben (z. B. Gleichungen (7.40) und (7.41)), kann nach [1]
das Problem nullter Ordnung H0,RT~χ = E~χ auf das Problem des isotropen zweidimensionalen
harmonischen Oszillators (siehe auch Anhang C.2) zuru¨ckgefu¨hrt werden. Das soll zur Beschrei-
bung Renners Verfahren genu¨gen, jedoch werden weiter unten in der theoretischen Entwicklung
vereinzelt Eckpunkte des Verfahrens gestreift.
Vom Ansatz von Renner 1934 bis hin zu dieser Arbeit hat es Entwicklungen in unterschiedlichen
Bereichen gegeben:
• Anharmonizita¨ten der Potentiale
• Anzahl der Atome
• Aussehen des Operators der kinetischen Energie der Kerne
• Bestimmen der potentiellen Energie
• Verfahren zur Lo¨sung der Kernschro¨dingergleichung
Im weiteren werden die einzelnen Entwicklungsstationen chronologisch durchgegangen.
7.2.2 Das Verfahren von Pople und Longuet–Higgins
Pople und Longuet–Higgins[60] entwickelten 1958 ein vereinfachtes Modell in dem nur ein ein-
ziger elektronischer Freiheitsgrad (Azimutwinkel θ bezogen aufs raumfeste Koordinatensystem)
beru¨cksichtigt ist, aber ein a¨quivalentes Problem zu dem von Renner liefert [36]. Zusa¨tzlich
werden anharmonische Korrekturen g · ρ4 und h · ρ4 der Potentiale eingefu¨hrt, und die mo-
leku¨lspezifischen Parameter f (geho¨rt zum harmonischen Term der unteren Potentialfla¨che), g
und h mit Hilfe spektroskopischer Daten von NH2 bestimmt, die das Experiment von Dressler
und Ramsay [58] geliefert hatte. Damit konnte dem experimentellen Spektrum ein theoretisches
gegenu¨bergestellt werden.
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Die prinzipielle Vorgehensweise ist anders: Probleme, die durch die Abha¨ngigkeit der Born–
Oppenheimer Wellenfunktionen von den Kernkoordinaten entstehen, werden dadurch um-
gangen, daß in nullter Na¨herung Ve,k(~ˆxe, ~ˆxk) in Gleichung (2.7) vernachla¨ssigt wird. Dann
ko¨nnen die elektronischen Koordinaten exakt von den Kernkoordinaten separiert werden,
also Ψ(~xe, ~xk) = ψ(~xe) · χ(~xk). Anschließend wird die Kopplung Ve,k(~ˆxe, ~ˆxk) mit Hilfe ei-
ner symmetrie–motivierten dimensionsreduzierten Reihenentwicklung (z. b. V ′(ρ, θ − ϕ)) an-
gena¨hert. Aussagen u¨ber die Qualita¨t der Na¨herung und die Entwicklungskoeffizienten von
V ′ erha¨lt man durch Diagonalisierung von V 0 mit V ′i,j = 〈ψi, χi|Vˆ ′|ψj, χj〉 und Vergleich der
erhaltenen Eigenzusta¨nde und –werte mit den Born–Oppenheimer Potentialen und Wellenfunk-
tionen.
Auf diese Vorgehensweise kommen wir im Abschnitt 7.3.7 zuru¨ck.
7.2.3 Erweiterung auf vieratomige Moleku¨le
Auch auf Moleku¨le mit mehr als drei Atomen zeigt ein ~ˆL 6= ~0 seine Wirkung, wenn man
elektronische Zusta¨nde in der
”
Umgebung“ der linearen Geometrie untersucht. Im Falle von
vieratomigen Moleku¨len hatte 1963 die experimentelle Seite die Nase vorn: Herzberg [61] ent-
deckte in den Spektren von C2H2 und C2D2 erste Hinweise auf einen Renner–Teller Effekt.
Eine theoretische Behandlung durch Petelin und Kiselev [62] (siehe na¨chster Unterabschnitt)
ließ noch neun Jahre auf sich warten.
7.2.4 Das Verfahren von Petelin und Kiselev
Diese Autoren [62] erweitern den Sto¨roperator von Pople und Longuet–Higgins dahingehend,
daß in niedrigster Ordnung weitere Terme (zwei fu¨r symmetrische und drei fu¨r asymmetrische
vieratomige Moleku¨le) Eingang in die sto¨rungstheoretische Beschreibung finden (siehe unten).
Die Matrixgleichung sieht in diesem Fall wie folgt aus:[
H0,PK +
(
0 V1,2
V2,1 0
)
− E · I
]
· ~χ(ρ1, ϕ1, ρ2, ϕ2) = ~0 , mit(7.10)
V1,2(ρ1, ϕ1, ρ2, ϕ2) = (V2,1(ρ1, ϕ1, ρ2, ϕ2))
∗ (7.11)
=
1
2
[
²1 · α1ρ21e2iϕ1 + ²2 · α2ρ22e2iϕ2 + ²3 · (α1 · α2)
1
2 · ρ1 · ρ2ei(ϕ1+ϕ2)
]
Die abgeleiteten Gleichungen fu¨r unterschiedliche Kopplungsfa¨lle sind zumeist – dann wenn nur
eine Biegeschwingung als angeregt angesehen wird – denen im dreiatomigen Fall analog. Colin
et al. [63] haben das Verfahren von Petelin und Kiselev verwendet, um im Spektrum von C2H2
vibronische Banden zuzuordnen.
7.2.5 Verbesserungen im Operator Tˆk
Weiterhin gab es Vera¨nderungen am Operator der kinetischen Energie der Kerne: Barrow et
al. [64], Duxbury und Dixon [65] oder auch Jungen et al. [66, 67] beru¨cksichtigen Kopplungen
zwischen den am Renner–Teller Effekt beteiligten und nicht beteiligten Freiheitsgraden u¨ber
das (semi–)rigid bender Modell (vgl. Abschnitt 3.2). Hier kommen Methoden der numerischen
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Integration zum Einsatz und es wird versucht, durch Anpassen der verwendeten Parameter das
experimentelle Spektrum mo¨glichst genau wiederzugeben.
Diese Modelle verwendeten Parameter, die aus experimentellen Daten abgeleitet wurden. Die
sich daraus ergebenden Nachteile sind:
• Es ko¨nnen nur Systeme untersucht werden, von denen alle no¨tigen experimentellen Daten
bekannt sind. Vorhersagen sind schlecht mo¨glich.
• Aufgrund von Fehlerkompensation kann man nicht sicher sein, daß man die richtigen
Parameter ermittelt hat, selbst wenn durch sie hervorragende experimentelle Daten re-
produziert werden ko¨nnen.
7.2.6 Ab initio und variationell
Das Manko, welches durch die Parameter verursacht wird, kann durch Verwendung von ab initio
Verfahren zur Berechnung der Potentialfla¨chen beseitigt werden. Als Alternative zu sto¨rungs-
theoretischen Verfahren und Berechnungen mit Hilfe numerischer Integrationen bieten sich
variationelle Verfahren an, wie zum Beispiel in [68] dargestellt. Die Vorteile dieser Verfahren
sind darin zu sehen, daß sa¨mtliche gewu¨nschten Energieniveaus und zugeho¨rigen Kernwellen-
funktionen berechnet werden ko¨nnen.
Seit dem Anfang der achtziger Jahre konnten Peric´ et al. somit die Auswirkungen des Renner–
Teller Effekts auf Π–Zusta¨nde4 dreiatomiger Moleku¨le, wie beispielsweise C3 [69], PH2 [41], NH2
[70, 43] und HNO+ [71] untersuchen. ∆–Zusta¨nde (z. B. in CH2 [72]) werden von diesen Autoren
ebenfalls betrachtet und auch Carter und Handy [73] verwenden variationelle Verfahren und
ab initio Potentialfla¨chen, um im Falle von CH+2 mit ”
ihrem“ Operator der kinetischen Energie
der Kerne rovibronische Energieniveaus zu berechnen.
Eine erste variationelle und ab initio Behandlung des Renner–Teller Effektes in symmetrischen
vieratomigen Moleku¨len anhand des Acetylen haben Peric´ et al. [4] entwickelt. Es stu¨tzt sich
auf die von Petelin und Kiselev [62] verwendeten Koordinaten und Basisfunktionen fu¨r die
Kernwellenfunktionen. Der verallgemeinerte Ansatz ermo¨glicht sowohl eine Betrachtung von
Π– als auch von ∆–Zusta¨nden, geht u¨ber die harmonische Na¨herung hinaus und ist – wie oben
schon erwa¨hnt – variationell anstelle sto¨rungstheoretisch. Berechnungen fu¨r Π–Zusta¨nde von
C2H
+
2 [74] und B2H
+
2 [35, 75] folgten. Zusammenfassend wurde das in [35] und [76] dargestellt.
Desweiteren wurden vor kurzem auch ∆–Zusta¨nde von B2H
+
2 [77, 78] behandelt.
Das Hauptaugenmerk dieser Arbeit richtet sich auf eine weitere Verallgemeinerung: Von den
bisher betrachteten symmetrischen vieratomigen Moleku¨len wird zu asymmetrischen u¨berge-
gangen. Das bedeutet, daß – im Gegensatz zu [4, 74, 75] – nicht symmetrisierte trans und cis
Koordinaten (mit den Indizes T bzw. C), sondern sich auf die terminalen Atome beziehende
Koordinaten (mit den Indizes 1 und 2) verwendet werden5. Die Ableitung des Operators der
kinetischen Energie der Kerne ist in Kapitel 4 und [31] zu finden, die Anwendung auf das
Ketenylradikal HCCO in Kapitel 8 und [5, 32].
Im weiteren wird nun auf den Renner–Teller Effekt in dreiatomigen Moleku¨len eingegangen.
Gegenstand der Betrachtung sind die Unterschiede, die sich aus der Wahl des Koordinatensy-
4Es werden die Bezeichnungen der elektronischen Zusta¨nde in linearer Kerngeometrie verwendet, wenn auch
die Gleichgewichtsgeometrie gewinkelt sein kann.
5[4] und [62] verwenden die Indizes 1 und 2, meinen aber nach unserer Definition T bzw. C.
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stems oder der Basisfunktionen ergeben. Um die U¨bersicht zu behalten, werden beim U¨bergang
zu vieratomigen Moleku¨len hier nur Koordinaten mit den Indizes 1 und 2 verwendet. Das ist
gegebenenfalls weniger intuitiv und folgt nicht der Historie, kann aber die Verwirrung begren-
zen.
7.3 In dreiatomigen Moleku¨len
Begonnen werden soll mit den Annahmen, die zur einfachen Berechnung gemacht wurden, um
aus dem grundsa¨tzlichen Problem (7.5) ein beherrschbares zu machen: Die einzelnen Terme
in Gleichung (7.5) werden – wie im Abschnitt 7.1 erwa¨hnt – rekursiv aus (2.24) und (2.25)
berechnet , was schließlich und endlich zur Betrachtung der einzelnen Terme in (2.9) und (2.10)
fu¨hrt:
Hˆ = Tˆe + Vˆe,e + Vˆe,k + Vˆk,k + Tˆk . (7.12)
Als erste Maßnahme wa¨re analog zu Kapitel 3 und 4 die Auswahl und Reduktion auf die fu¨r
das Problem relevanten Koordinaten zu nennen.
7.3.1 Die wichtigen Kernkoordinaten
Neben den Schwerpunktskoordinaten werden interne Koordinaten verwandt und im Operator
der kinetischen Energie der Kerne die folgenden Freiheitsgrade abgekoppelt:
1. Die Translation,
2. die Streckschwingungsfreiheitsgrade
3. und die Rotationen um die x– und die y–Achse.
Das bedeutet, die Anzahl der Kernfreiheitsgrade im kinetischen Operator, nach denen parti-
ell abgeleitet wird, ist beschra¨nkt auf ganze zwei, und sie werden mit ρ (= Auslenkung aus
der Linearita¨t) und ϕ (= Drehwinkel zwischen raumfestem und moleku¨lfestem Koordinatensy-
stem) bezeichnet. Elektronische Zusta¨nde und Kernwellenfunktionen werden damit zu |ψ(ρ, ϕ)〉
bzw. χ(ρ, ϕ).
Der sich ergebende kinetische Operator Tˆk,
(s)
2d wird im Gleichung (7.54) explizit angegeben.
Der Operator der Kern–Kern–Abstoßung berechnet sich zu:
Vk,k(~xk) =
3∑
i=1
3∑
j=i+1
Zi · Zj
|~xk,i − ~xk,j| (7.13)
=
Z1 · Z2
r1
+
Z1 · Z3
(r21 + r
2
2 + 2r1r2 cos ρ)
1
2
+
Z2 · Z3
r2
= Vk,k(r1, r2, ρ)
und ha¨ngt somit nicht von ϕ ab.
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7.3.2 Winkelabha¨ngigkeiten des elektronischen Hamiltonoperators
Da die lineare Kerngeometrie fu¨r den Renner–Teller Effekt von großer Bedeutung ist, bietet es
sich, die kartesischen Elektronenkoordinaten durch Polarkoordinaten zu ersetzen:
~xe,i =
 xe,3(i−1)+1xe,3(i−1)+2
xe,3(i−1)+3
 =
 re,i · cos θire,i · sin θi
ze,i
 (7.14)
Der Operator fu¨r die kinetische Energie der Elektronen ergibt sich zu:
Tˆe =
Ne∑
i=1
1
2
(
∂2
∂r2e,i
+
1
re,i
· ∂
∂re,i
+
1
r2e,i
· ∂
2
∂θ2i
+
∂2
∂z2e,i
)
. (7.15)
Der Operator der Elektron–Elektron–Abstoßung liefert:
Ve,e(~xe) =
Ne−1∑
i=1
Ne∑
j=i+1
1
|~xe,i − ~xe,j| (7.16)
=
Ne∑
i=1
Ne∑
j=i+1
1[
r2e,i + r
2
e,j − 2re,i · re,j · cos(θi − θj) + (ze,i − ze,j)2
] 12
= Ve,e(~re, ~θ, ~ze) ,
ist also nur abha¨ngig von der Differenz θi − θj der elektronischen Winkelkoordinaten.
Der Operator der Elektron–Kern–Anziehung ergibt:
Ve,k(~xe, ~xk) = −
Ne∑
i=1
Nk=3∑
j=1
Zj
|~xe,i − ~xk,j| (7.17)
= −
Ne∑
i=1
 Z1[
r2e,i + r
2
1 − 2r1re,i sin ρ cos(θi − ϕ) + z2e,i − 2r1ze,i cos ρ
] 12
+
Z2(
r2e,i + z
2
e,i
) 12 + Z3(
r2e,i + (ze,i − r2)2
) 12

= Ve,k(~re, ~θ, ~ze, r1, r2, ρ, ϕ) ,
und ist abha¨ngig von der Differenz θi − ϕ, falls ρ 6= 0.
Eine eindimensionale Taylorentwicklung von Ve,k(~re, ~θ, ~ze, r1, r2, ρ, ϕ) um ρ0 = 0 bis zum ersten
Taylorpolynom ergibt:
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V
(T1)
e,k (~re,
~θ, ~ze, r1, r2, ρ, ϕ) = Ve,k(~re, ~θ, ~ze, r1, r2, ρ = 0, ϕ) +
∂Ve,k(~re, ~θ, ~ze, r1, r2, ρ, ϕ)
∂ρ
∣∣∣∣∣
ρ=0
· ρ
= −
Ne∑
i=1
 Z1[
r2e,i + (ze,i − r1)2
] 12 + Z2(
r2e,i + z
2
e,i
) 12 + Z3(
r2e,i + (ze,i − r2)2
) 12

−
Ne∑
i=1
 Z1r1re,i cos(θi − ϕ)[
r2e,i + (ze,i − r1)2
] 32
 · ρ (7.18)
=: V
(0)
e,k (~re, ~ze, r1, r2) + V
(1)
e,k (~re,
~θ, ~ze, r1, ϕ) · ρ
Fu¨r ρ = 0 ist Ve,k unabha¨ngig von ϕ und von den elektronischen Winkelkoordinaten.
Da die Koordinaten r1 und r2 fu¨r die weiteren Betrachtungen keine Rolle spielen, werden sie
ab jezt in den Argumenten der Funktionen nicht mehr aufgefu¨hrt.
7.3.3 Kommutatorrelationen
Es sollen nun nicht das gesamte elektronische Problem gelo¨st werden, sondern mit Hilfe von
Kommutatorrelationen die Abha¨ngigkeit der elektronischen Wellenfunktion von ausgewa¨hlten
Koordinaten (hier die zur Projektion des elektronischen Bahndrehimpulses auf die z–Achse
konjugierte Variable) bestimmt werden.
7.3.3.1 Die Projektion des elektronischen Bahndrehimpulses auf die z–Achse
Der Operator Lˆz der Projektion des elektronischen Bahndrehimpulses auf die z–Achse, der sich
wie folgt ergibt:
Lˆz = −i
Ne∑
j=1
∂
∂θj
, (7.19)
kommutiert nicht mit dem elektronischen Hamiltonoperator fu¨r nichtlineare Kerngeometrie
Hˆe(ρ 6= 0, ϕ), wohl aber fu¨r lineare Kerngeometrie Hˆe(ρ = 0, ϕ) = Hˆe(ρ = 0) =: Hˆ(0)e .
Zuna¨chst soll aber ein Satz Koordinaten eingefu¨hrt werden, mit dem Ziel, dem Operator Lˆz
nur eine Koordinate zuzuordnen. Das gelingt mit:
~α =

α1
α2
...
αNe
 :=

θ1 − ϕ
θ2 − θ1
...
θNe − θNe−1
 ⇐⇒ ~θ =

θ1
θ2
...
θNe
 =

ϕ+ α1
ϕ+ α1 + α2
...
ϕ+
Ne∑
i=1
αi
 . (7.20)
Damit ergibt sich:
Lˆz = −i ∂
∂α1
(7.21)
Ve,e(~re, ~θ, ~ze) = Ve,e(~re, α2, α3, . . . , αNe , ~ze) ⇒ [Ve,e, Lˆz] = 0 (7.22)
Ve,k(~re, ~θ, ~ze, ρ 6= 0, ϕ) = Ve,k(~re, ~α, ~ze, ρ 6= 0) kommutiert nicht mit Lˆz (7.23)
7.3: In dreiatomigen Moleku¨len 57
Ve,k(~re, ~θ, ~ze, ρ = 0, ϕ) = V
(0)
e,k (~re, ~ze) ha¨ngt nicht von ~α ab ⇒ [V (0)e,k , Lˆz] = 0 (7.24)
außerdem gilt: [Tˆe, Lˆz] = 0 , (7.25)
da sowohl Tˆe, als auch Lˆz nur von Ableitungen nach Winkelkoordinaten abha¨ngen. Insgesamt
folgt daraus, daß:
[Tˆe + Ve,e + V
(0)
e,k , Lˆz] =: [Hˆ
(0)
e , Lˆz] = 0 (7.26)
⇒ ∃ ψ(ρ = 0, ~re, ~α, ~ze) =: ψ(0)(~re, ~α, ~ze) , (7.27)
die sowohl Eigenfunktion zu Lˆz, als auch zu Hˆ
(0)
e ist. Der Separationsansatz fu¨r die Eigenfunk-
tionen von Hˆ
(0)
e
ψ
(0)
± (~re, ~α, ~ze, ~ω) := f±(~re, α2, α3, . . . , αNe , ~ze, ~ω) · e
±iΛ·α1
(7.28)
liefert denselben Energieeigenwert
Hˆ(0)e ψ
(0)
± (~re, ~α, ~ze, ~ω) = V
(0)ψ
(0)
± (~re, ~α, ~ze, ~ω) , (7.29)
also fu¨r jede Linearkombination
ψ(0)(~re, ~α, ~ze, ~ω) := a+ · ψ(0)+ (~re, ~α, ~ze, ~ω) + a− · ψ(0)− (~re, ~α, ~ze, ~ω) (7.30)
gilt:
Hˆ(0)e ψ
(0)(~re, ~α, ~ze, ~ω) = V
(0)ψ(0)(~re, ~α, ~ze, ~ω) . (7.31)
(Beweisskizze siehe Anhang E.1.)
7.3.3.2 Die Spiegelung an der Moleku¨lebene
Fu¨r den Operator Pˆmf, der die Spiegelung an der Moleku¨lebene bewirkt, gilt:
[Hˆe(ρ, ϕ), Pˆmf] = 0 (7.32)
⇒ ∃ ψs(~α), ψa(~α) mit
Hˆe(ρ, ϕ)ψs(~α) = Vs(ρ)ψs(~α) , Pˆmfψs(~α) = ψs(−~α) = ψs(~α) , (7.33)
Hˆe(ρ, ϕ)ψa(~α) = Va(ρ)ψa(~α) , Pˆmfψa(~α) = ψa(−~α) = −ψa(~α) . (7.34)
Der Beweis zu (7.32) ist in Anhang E.2.1 nachzusehen.
7.3.3.3 Die Projektion des Gesamtdrehimpulses auf die z–Achse
Der Operator Jˆz der Projektion des Gesamtdrehimpulses auf die z–Achse
Jˆz = Lˆz + Rˆz = −i
(
Ne∑
j=1
∂
∂θj
+
∂
∂ϕ
)
(7.35)
kommutiert mit dem Gesamthamiltonoperator Hˆ nach Gleichung (7.12), also
[Hˆ, Jˆz] = 0, (7.36)
was im Anhang E.2.2 gezeigt wird.
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Dabei wird mit Hilfe der Linearita¨tseigenschaft der Kommutatoren eine Zerlegung in kleinere
Einheiten vorgenommen und bewiesen, daß jeder der erhaltenen Kommutatoren verschwindet.
Zur Vereinfachung wird α0 := ϕ eingefu¨hrt und die lineare Transformation eines
Ne+1–dimensionalen Vektors:(
ϕ
~θ
)
7→
(
α0
~α
)
=M
(
ϕ
~θ
)
(7.37)
betrachtet und es ergeben sich mit (7.20) und (7.21) die Operatoren Rˆz und Jˆz bzgl. der
Koordinaten (α0, ~α) zu:
Rˆz = −i ∂
∂ϕ
= −i
Ne∑
j=0
∂αj
∂ϕ
· ∂
∂αj
= −i
(
∂
∂α0
− ∂
∂α1
)
(7.38)
⇒ Jˆz = Lˆz + Rˆz = −i ∂
∂α0
. (7.39)
Daraus folgt, daß ein gemeinsamer Satz von Eigenfunktionen existiert und daß sich das Gesamt-
problem in voneinander unabha¨ngige Teilprobleme zerlegen la¨ßt, die fu¨r feste Quantenzahlen
K zum Operator Jˆz einzeln zu lo¨sen sind.
7.3.4 Folgerungen aus den Kommutatorrelationen
7.3.4.1 Wellenfunktion fu¨r lineare Geometrie
Aus Stetigkeitsgru¨nden erha¨lt man aus (7.31), (7.33) und (7.34)
lim
ρ→0
ψs(~re, ~α, ~ze, ~ω, ρ) = ψ
(0)
s (~re, ~α, ~ze, ~ω) bzw. (7.40)
lim
ρ→0
ψa(~re, ~α, ~ze, ~ω, ρ) = ψ
(0)
a (~re, ~α, ~ze, ~ω) . (7.41)
Aus (7.28), (7.30), (E.14) und (E.15) folgt schließlich:
ψ(0)s (~re, ~α, ~ze, ~ω) = (a+ + a−) ·
(
ψ
(0)
+ (~re, ~α, ~ze, ~ω) + ψ
(0)
− (~re, ~α, ~ze, ~ω)
2
)
(7.42)
= (a+ + a−) ·
(
1
Ne!
) 12 ∑
~n
sgn(Pˆ~n)f~n(~re, ~ze, ~ω)
× cos
(
Λ · α1 + l~λ~n(α2, α3, . . . , αNe)
)
bzw.
ψ(0)a (~re, ~α, ~ze, ~ω) = (a+ − a−) ·
(
ψ
(0)
+ (~re, ~α, ~ze, ~ω)− ψ(0)− (~re, ~α, ~ze, ~ω)
2
)
(7.43)
= (a+ − a−) ·
(
1
Ne!
) 12 ∑
~n
sgn(Pˆ~n)f~n(~re, ~ze, ~ω)
× sin
(
Λ · α1 + l~λ~n(α2, α3, . . . , αNe)
)
.
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Konzentriert man sich auf die zu Lˆz konjugierte Koordinate α1 so erha¨lt man mit Hilfe trigo-
nometrischer Umformungen aus (7.42) und (7.43):
ψ(0)s (α1) ∼ cos (Λ1 · α1 + φs(~re, α2, α3, . . . , αNe , ~ze, ~ω)) bzw. (7.44)
ψ(0)a (α1) ∼ sin (Λ1 · α1 + φa(~re, α2, α3, . . . , αNe , ~ze, ~ω)) . (7.45)
Gleichung (7.44) und (7.45) verdeutlichen den Unterschied von Ne–Elektronen–Ansatz zum
Ein–Elektronen–Ansatz ([1, 60]), der in die Phasenfaktor φs bzw. φa sublimiert werden kann
(siehe auch [36]). Fu¨r den Ein–Elektronen–Ansatz gilt φ = 0 (mangels nicht vorhandener Koor-
dinaten). Somit besta¨tigt sich die Aussage in [60], daß θ1, ϕ (bzw. α1, α0) und ρ die wichtigen
Koordinaten fu¨r die theoretische Beschreibung sind, und daß ab jetzt von allen anderen Koor-
dinaten (~re, α2, . . . , αNe , ~ze, ~ω, r1, r3 und damit auch von φs bzw. φa) abgesehen werden soll.
7.3.4.2 Raumfestes oder moleku¨lfestes Koordinatensystem
Die Betrachtung der Projektion des elektronischen Bahn– und des Gesamtdrehimpulses auf
die z–Achse und die Reduktion auf zwei Koordinaten fu¨hrt uns von raumfesten Koordinaten
(ϕ, θ1) zu moleku¨lfesten Koordinaten (α0, α1). Aus (7.35) erha¨lt man im Einelektronenansatz
die folgende Operatoridentita¨t:
Jˆz = Lˆz + Rˆz (7.46)
=
︷ ︸︸ ︷(
−i ∂
∂θ1
)
+
︷ ︸︸ ︷(
−i ∂
∂ϕ
)
= −i
(
∂
∂θ1
+
∂
∂ϕ
)
,
was bedeutet, daß θ1 die zur Projektion des elektronischen Bahndrehimpulses auf die z–Achse
korrespondierende Koordinate, ϕ die zur Projektion des Drehimpuls des Kerngeru¨sts auf die
z–Achse geho¨rende Koordinate ist. Die Kopplung wird in diesen Koordinaten durch ϕ, also
durch Rˆz bzw. Rˆ
2
z verursacht. Im moleku¨lfesten Koordinatensystem
6 ergibt sich nach (7.38)
und (7.39):
Jˆz = Lˆz + Rˆz (7.47)
=
︷ ︸︸ ︷(
−i ∂
∂α1
)
+
︷ ︸︸ ︷(
−i
[
∂
∂α0
− ∂
∂α1
])
= −i ∂
∂α0
,
was in dem Fall bedeutet, daß α1 die zu Lˆz zugeordnete Koordinate ist, wa¨hrend α0 die Pro-
jektion des Gesamtdrehimpulses auf die z–Achse Jˆz repra¨sentiert. Hier wird die Kopplung der
Zusta¨nde durch Operator Lˆz vermittelt, der nach (7.47) implizit in Rˆz = Jˆz − Lˆz versteckt
ist. Das bedeutet, daß es vom Koordinatensystem abha¨ngt, hinter welchem Operator sich die
Kopplung der Zusta¨nde verbirgt. Das Ergebnis sollte jedenfalls unabha¨ngig vom verwendeten
Koordinatensystem sein.
Im folgenden werden beide Koordinatensysteme nebeneinander verwandt und die Ableitung
wird immer in dem Koordinatensystem gegeben, indem sie einfacher ist.
7.3.4.3 Wellenfunktionen fu¨r eine allgemeine Lage der Kerne
Unter Beru¨cksichtigung von (7.33), (7.34), (7.44) und (7.45) erha¨lt man als Ansatz fu¨r die
Eigenfunktionen zu Hˆe(ρ, ϕ) durch Polynomentwicklung nach ρ und Fourierreihenentwicklung
6Gilt nur unter Verwendung des ein–Elektronen–Ansatzes. Werden alle Elektronen betrachtet, so muß man
vom Koordinatensystem sprechen, indem die Projektion des gesamten elektronischen Drehimpulses auf die
z–Achse durch die Koordinaten α1 repra¨sentiert wird.
60 Kapitel 7: Der Renner–Teller Effekt
des Arguments α1:
ψs(ρ, α1) =
(
1
pi
) 12
·
[
cos(Λ · α1) + ρ ·
∑
j,k=0
aj,kρ
j cos(kα1)
]
, (7.48)
ψa(ρ, α1) = i ·
(
1
pi
) 12
·
[
sin(Λ · α1) + ρ ·
∑
j,k=0
bj,kρ
j sin(kα1)
]
, wobei (7.49)
〈ψs/a(ρ)|ψs/a(ρ)〉 = 1 , (7.50)
also die Wellenfunktionen normiert und ψs(ρ, α1) ∈ R und ψa(ρ, α1) rein imagina¨r ist.
Auf die in Gleichung (7.48) und (7.49) definierten elektronischen Wellenfunktionen hat Jˆz nach
(7.47) keine Auswirkung. Damit mu¨ssen die Kernwellenfunktionen die Quantenzahl K
”
in sich
tragen“ was mittels folgender Zerlegung bewerkstelligt werden kann:
χK,j(ρ, α0) =
(
1
2pi
) 12
· eiKα0︸ ︷︷ ︸ · [1 +O(ρ)]︸ ︷︷ ︸ (7.51)
= χ
(0)
K (α0) · χ′j(ρ) .
Man kann sich leicht davon u¨berzeugen, daß
JˆzχK,j(ρ, α0) = KχK,j(ρ, α0) (7.52)
gilt. Die Basisfunktionen fu¨r den K-Unterraum und j = s, a sehen dann so aus:
ΨK,j(ρ, α0, α1) = ψj(ρ, α1) · χK,j(ρ, α0) in moleku¨lfesten Koordinaten bzw. (7.53)
ΨK,j(θ1, ρ, ϕ) = ψj(ρ, θ1 − ϕ) · χK,j(ρ, ϕ) in raumfesten Koordinaten.
7.3.5 Im adiabatischen Bild
Nun werden die Erkenntnisse der letzten Abschnitte zusammengefu¨hrt. Wir lehnen uns an [43]
an, befinden uns dazu im raumfesten Koordinatensystem und verzichten auf die Indizierung
von θ(:= θ1). Der Operator der kinetischen Energie der Kerne sieht folgendermaßen aus:
Tˆk,
(s)
2d = hρ(ρ)
∂
∂ρ
+ gρ,ρ(ρ)
∂2
∂ρ2
+ gϕ,ϕ(ρ)
∂2
∂ϕ2
, (7.54)
wobei die Funktionen g und h fu¨r ρ→ 0 verhalten wie:
gϕ,ϕ(ρ) ∼ 1
ρ2
(7.55)
hρ(ρ) ∼ 1
ρ
(7.56)
gρ,ρ(ρ) ∼ 1 . (7.57)
Nach (7.6) ergibt sich damit Tˆi,j zu
7:
Tˆi,j = hρ(ρ) ·Bi,jρ (ρ) + gρ,ρ(ρ) ·
(
Ci,jρ,ρ(ρ) + 2B
i,j
ρ (ρ)
∂
∂ρ
)
(7.58)
+gϕ,ϕ(ρ) ·
(
C i,jϕ,ϕ(ρ) + 2B
i,j
ϕ (ρ)
∂
∂ϕ
)
.
7Da ϕ untrennbar mit θ im Argument trigonometrischer Funktionen verbunden ist, la¨ßt die Integration u¨ber
θ die Abha¨ngigkeit der Kopplungsmatrixelemente Bi,jqk und C
i,j
qk,qk
von ϕ verschwinden.
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Mit den in (7.48) und (7.49) definierten elektronischen Wellenfunktionen lassen sich mit Hilfe
deren (A)symmetrie bezu¨glich α1 (und damit θ) fu¨r i, j = s, a die folgenden Aussagen herleiten:
Bi,jρ (ρ) = C
i,j
ρ,ρ(ρ) = C
i,j
ϕ,ϕ(ρ) = 0 , falls i 6= j (7.59)
Bi,jϕ (ρ) = 0 , falls i = j (7.60)
Obige und alle folgende Ableitungen zu den Elementen Bi,jqk (ρ) und C
i,j
qk,qk
(ρ) sind in Anhang E.3
zu finden.
Mit diesen Beziehungen und den Gesamtwellenfunktionen gema¨ß (7.53) ergibt sich (7.5) zu: Vs(ρ) + Tˆ (s)2d + Tˆ1,1 2gϕ,ϕ(ρ)Bs,aϕ (ρ)
∂
∂ϕ
2gϕ,ϕ(ρ)B
a,s
ϕ (ρ)
∂
∂ϕ
Va(ρ) + Tˆ
(s)
2d + Tˆ2,2
 · ( χK,s(ρ, ϕ)
χK,a(ρ, ϕ)
)
= E ·
(
χK,s(ρ, ϕ)
χK,a(ρ, ϕ)
)
. (7.61)
Im Hinblick auf die Betrachtung der fu¨hrenden Terme fu¨r ρ→ 0 und mit
Bs,s/a,aρ = O(ρ) (7.62)
nach den Gleichungen (E.43) und (E.44) wird nun aus der 2× 2–Matrix in obigem Eigenwert-
problem gϕ,ϕ(ρ) ausgeklammert:
E ·
(
χK,s(ρ, ϕ)
χK,a(ρ, ϕ)
)
= (7.63)
gϕ,ϕ(ρ) ·

∂2
∂ϕ2
+ Cs,sϕ,ϕ(ρ) +O(ρ2) 2Bs,aϕ (ρ)
∂
∂ϕ
2Ba,sϕ (ρ)
∂
∂ϕ
∂2
∂ϕ2
+ Ca,aϕ,ϕ(ρ) +O(ρ2)
 · ( χK,s(ρ, ϕ)χK,a(ρ, ϕ)
)
.
Mit
Cs,s/a,aϕ,ϕ (ρ) = −Λ2 +O(ρ2) (7.64)
Bs,a/a,sϕ (ρ, ϕ) = i
(−Λ +O(ρ2)) (7.65)
und die Ausfu¨hrung der partiellen Ableitungen nach ϕ ( die jeweils einen Faktor iK liefern)
ergibt sich:
gϕ,ϕ(ρ)·
( − (K2 + Λ2) +O(ρ2) 2K (Λ−O(ρ2))
2K (Λ−O(ρ2)) − (K2 + Λ2) +O(ρ2)
)
︸ ︷︷ ︸ ·
(
χK,s(ρ, ϕ)
χK,a(ρ, ϕ)
)
= E ·
(
χK,s(ρ, ϕ)
χK,a(ρ, ϕ)
)
.
M adia (7.66)
Auffa¨llig ist, daß – sowohl diagonal, als auch außerdiagonal – fu¨r ρ → 0 Terme der Ordnung
ρ−2 fu¨hrend sind und diese von den Wellenfunktionen nullter Ordnung herru¨hren.
Desweiteren sei angemerkt, daß sich der Unterschied zur Born–Oppenheimer Na¨herung (adiaba-
tischen Na¨herung) dadurch manifestiert, daß im raumfesten Koordinatensystem die Kopplung
durch Elemente verursacht werden, die Ableitungen der elektronischen Wellenfunktionen nach
den Kernkoordinaten beinhalten.
Die Darstellung in (7.66) zeigt, daß die Kopplung dann groß wird, wenn ρ gegen Null geht.
Nach Konstruktion erha¨lt man bei Verwendung der Gesamtwellenfunktionen nullter Ordnung
Ψ
(0)
K,j(ρ, α0, α1) = ΨK,j(ρ = 0, α0, α1) = ψ
(0)
j (α1) · χ(0)K (α0) (7.67)
62 Kapitel 7: Der Renner–Teller Effekt
im Eigenwertproblem (7.61) als Matrix genau den Grenzwert der Matrix M adia fu¨r ρ→ 0.
Die Lo¨sung des angegebenen Matrixproblems ist aus zwei Gru¨nden schwierig:
1. Fu¨r ρ→ 0 divergieren die Diagonal– und Außerdiagonalelemente von (7.66).
2. Selbst wenn mit Hilfe des Integrationselements sich dieses Problem in den Griff bekom-
men la¨ßt, so sind die Elemente in allen Blo¨cken von gleicher Gro¨ßenordnung, was die
Diagonalisierung verlangsamt.
7.3.6 Im diabatisches Bild
Eine Vereinfachung des Problems bietet sich durch die sogenannte
”
Diabatisierung“: Durch
eine Transformation der zu betrachtenden Basis (fu¨r festes K) erreicht man, daß der fu¨hrende
außerdiagonale Term im adiabatischen Bild verschwindet.
Betrachtet werden jetzt die elektronischen Wellenfunktionen:
ψ1/2(θ, ρ, ϕ) :=
(
1
2
) 12
· e±iΛϕ [ψs(ρ, θ − ϕ)± ψa(ρ, θ − ϕ)] , (7.68)
woraus sich die Elemente Bi,jρ/ϕ und C
i,j
ρ,ρ/ϕ,ϕ fu¨r die hochgestellte Indizes i, j = 1, 2 aus den
entsprechenden Elementen fu¨r i, j=s, a nach Anhang E.3 wie folgt ergeben:
Bi,iρ (ρ) =
1
2
[
Bs,sρ (ρ) + B
a,a
ρ (ρ)
]
, fu¨r i = 1, 2 (7.69)
B1,2ρ (ρ) =
[
B2,1ρ (ρ)
]∗
=
1
2
· e−2iΛϕ · [Bs,sρ (ρ)−Ba,aρ (ρ)] , (7.70)
Ci,iρ,ρ(ρ) =
1
2
[
Cs,sρ,ρ(ρ) + C
a,a
ρ,ρ(ρ)
]
, fu¨r i = 1, 2 (7.71)
C1,2ρ,ρ(ρ) =
[
C2,1ρ,ρ(ρ)
]∗
=
1
2
· e−2iΛϕ · [Cs,sρ,ρ(ρ)− Ca,aρ,ρ(ρ)] , (7.72)
B1,1ϕ (ρ) =
[
B2,2ϕ (ρ)
]∗
= iΛ +
1
2
[
Bs,aϕ (ρ) +B
a,s
ϕ (ρ)
]
, (7.73)
Bi,jϕ (ρ) = 0 fu¨r i, j = 1, 2, falls i 6= j , (7.74)
Ci,iϕ,ϕ(ρ) = −Λ2 + iΛ
[
Bs,aϕ (ρ) + B
a,s
ϕ (ρ)
]
+
1
2
[
Cs,sϕ,ϕ(ρ) + C
a,a
ϕ,ϕ(ρ)
]
, fu¨r i = 1, 2 (7.75)
C1,2ϕ,ϕ(ρ) =
[
C2,1ϕ,ϕ(ρ)
]∗
=
1
2
· e−2iΛϕ · [Cs,sϕ,ϕ(ρ)− Ca,aϕ,ϕ(ρ)] . (7.76)
Da die gewa¨hlten elektronischen Wellenfunktionen nicht mehr Eigenfunktionen von Hˆe sind,
treten nun Terme der potentiellen Energie in den Kopplungsblo¨cken auf. Mit:
Hˆe|ψs/a(ρ, ϕ)〉 = Vs/a(ρ)|ψs/a(ρ, ϕ)〉 und (7.77)
He,i,j := 〈ψi(ρ, ϕ)|Hˆe|ψj(ρ, ϕ)〉 , fu¨r i = 1, 2 (7.78)
ergibt sich daraus:
He =
1
2
·
(
Vs(ρ) + Va(ρ) e
−2iΛϕ
(Vs(ρ)− Va(ρ))
e
2iΛϕ
(Vs(ρ)− Va(ρ)) Vs(ρ) + Va(ρ)
)
. (7.79)
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Die Kernwellenfunktionen ergeben sich unter der Pra¨misse, daß die Gesamtwellenfunktion den
Eigenwert K bezu¨glich des Jˆz–Operators besitzt, zu:
χ1/2(ρ, ϕ) =
(
1
2pi
) 12
· ei(K∓Λ)ϕ · χ1/2(ρ) (7.80)
Analog zu den Betrachtungen im vorherigen Abschnitt erha¨lt man als fu¨hrende Terme fu¨r
ρ→ 0:
E ·
(
χK,1(ρ, ϕ)
χK,2(ρ, ϕ)
)
= gϕ,ϕ(ρ) · Mˆ dia ·
(
χK,1(ρ, ϕ)
χK,2(ρ, ϕ)
)
, wobei (7.81)
Mˆ dia =

∂2
∂ϕ2
+ C1,1ϕ,ϕ(ρ) + 2B
1,1
ϕ (ρ)
∂
∂ϕ
+O(ρ2) C1,2ϕ,ϕ(ρ) +O(ρ2)
C2,1ϕ,ϕ(ρ) +O(ρ2)
∂2
∂ϕ2
+ C2,2ϕ,ϕ(ρ) + 2B
2,2
ϕ (ρ)
∂
∂ϕ
+O(ρ2)
 .
Mit
Cj,jϕ,ϕ(ρ) = −Λ2 +O(ρ2) j = 1, 2 , (7.82)
B1,1ϕ (ρ) =
(
B2,2ϕ (ρ)
)∗
= i
[−Λ +O(ρ2)] und (7.83)
C1,2ϕ,ϕ(ρ) =
(
C2,1ϕ,ϕ(ρ)
)∗
=
1
2
· e−2iΛϕ · O(ρ2) (7.84)
ergibt sich
gϕ,ϕ(ρ)·
( −(K − Λ)2 +O(ρ2) O(ρ2)
O(ρ2) −(K + Λ)2 +O(ρ2)
)
︸ ︷︷ ︸ ·
(
χK,1(ρ, ϕ)
χK,2(ρ, ϕ)
)
= E ·
(
χK,1(ρ, ϕ)
χK,2(ρ, ϕ)
)
.
M dia (7.85)
Demnach hat das diabatische Bild gegenu¨ber dem adiabatischen Bild die folgenden Vorteile:
1. die Außerdiagonalelemente divergieren nicht mehr fu¨r ρ→ 0 ,
2. fu¨r kleine ρ sind die Diagonalelemente betragsma¨ßig gro¨ßer als die Außerdiagonalelemente.
Eingehendere Betrachtungen erfordern eine Erfassung der Abha¨ngigkeiten der elektronischen
Wellenfunktionen jenseits der ersten Ordnung, was zunehmend schwieriger wird.
Sowohl das diabatische, als auch das adiabatische Bild beno¨tigen – wenn nicht ganz grobe
Na¨herungen angenommen werden sollen – die Bestimmung von sogenannten
”
∂
∂q
–Elementen“,
deren Berechnung sehr aufwendig ist. In [70] wurden solche C
s,s/a,a
ϕ,ϕ (ρ)–Elemente berechnet, die
eine quadratische Abha¨ngigkeit von ρ aufweisen (was (7.64) vermuten la¨ßt).
Im diabatischen Bild weisen die elektronischen Wellenfunktionen fu¨r ρ→ 0 nach Konstruktion
keinerlei Abha¨ngigkeit von Kernkoordinaten auf. Das zeigt, wohin der Hase eigentlich la¨uft.
Deshalb soll nun eine Anna¨herung von der anderen Seite geschehen, mit einem Separationsan-
satz fu¨r die Wellenfunktionen und einem angena¨herten Potential.
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7.3.7 Separationsansatz der Wellenfunktionen von Pople und
Longuet–Higgins
Wie gelangt man nun zu einer handhabbaren Lo¨sungsmo¨glichkeit fu¨r das Problem, ohne in lang-
wierige Berechnungen von Ableitungen elektronischer Wellenfunktionen nach Kernkoordinaten
zu verfallen ? Pople und Longuet–Higgins [60] haben den Weg vorgezeichnet: Sie verwenden
einen Ansatz der Gesamtwellenfunktion in der Form:
Ψ1/2,K(θ, ρ, ϕ) =
(
1
2pi
) 12
e
±iΛθ
︸ ︷︷ ︸ ·
(
1
2pi
) 12
e
i(K∓Λ)ϕ · χ1/2(ρ)︸ ︷︷ ︸ . (7.86)
ψ1/2(θ) · χK,1/2(ρ, ϕ)
Mit diesem Ansatz reduziert sich (7.5) auf:(
V1,1(~xk) + Tˆk − E V1,2(~xk)
V2,1(~xk) V2,2(~xk) + Tˆk − E
)
·
(
χ1(~xk)
χ2(~xk)
)
=
(
0
0
)
, (7.87)
da die elektronischen Wellenfunktionen nach (7.86) nicht von den Kernkoordinaten abha¨ngen.
Außerdiagonale Elemente liefern nur8 Ve,k(ρ, θ − ϕ), daher bietet sich die folgende Zerlegung
an:
Hˆ = Tˆe + Ve,e︸ ︷︷ ︸+Vk,k(ρ) + Tˆk +Ve,k(ρ, θ − ϕ) (7.88)
= Hˆe,oK + Vk,k(ρ) + Tˆk︸ ︷︷ ︸ +Ve,k(ρ, θ − ϕ)︸ ︷︷ ︸ (7.89)
= Hˆ0 + Hˆ
′ . (7.90)
Die Zusammenfassung derjenigen Elemente der Fourierreihenentwicklung von Hˆ ′ nach dem
Argument (θ − ϕ),
Hˆ ′ =
∞∑
n=−∞
V|n|(ρ) · ein(θ−ϕ) fu¨r die ein (7.91)
H ′i,j := 〈ψi|Hˆ ′|ψj〉 fu¨r i, j = 1, 2 (7.92)
nicht verschwindet, ergibt den Restoperator Hˆ ′R:
Hˆ ′R = V0(ρ) + V2Λ(ρ) · 2 cos[2Λ(θ − ϕ)] . (7.93)
Die Matrix H 0 ergibt sich daraus zu:
H 0 =H 0
R
=
(
V0(ρ) V2Λ(ρ) · e−2iΛϕ
V2Λ(ρ) · e2iΛϕ V0(ρ)
)
. (7.94)
Die gesuchte Verbindung zu den Born–Oppenheimer Potentialfla¨chen ergibt sich aus der Be-
trachtung des elektronischen Problems mit anschließender Diagonalisierung. Nach Anhang E.1
ist das ungesto¨rte elektronische Problem energetisch zweifach entartet:
Hˆe,oK|ψ1/2〉 = Ve,oK|ψ1/2〉 . (7.95)
8Der Nachweis dafu¨r wird in Anhang E.4 gegeben.
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Mit Hilfe eines Standardverfahrens zur Lo¨sung des Eigenwertproblems eines Zwei–Zustands–
Systems wie beispielsweise in [79] erha¨lt man aus:(
Hˆe − Ee
)
|ψ〉 = 0 ⇐⇒ He,oK +H 0 − EI = 0 (7.96)
⇐⇒
(
Ve,oK + V0(ρ)− E V2Λ(ρ) · e−2iΛϕ
V2Λ(ρ) · e2iΛϕ Ve,oK + V0(ρ)− E
)
= 0 (7.97)
(Matrixdarstellung mit der in (7.86) gegebenen Basis) die folgenden Zusta¨nde und Eigenwerte:
|ψs〉 =
(
1
2
) 12 [
e−iΛϕ|ψ1〉+ eiΛϕ|ψ2〉
]
|ψa〉 =
(
1
2
) 12 [
+e−iΛϕ|ψ1〉 − eiΛϕ|ψ2〉
]
 mit
(
Es = Ve,oK + V0(ρ) + |V2(ρ)|
Ea = Ve,oK + V0(ρ)− |V2(ρ)|
)
(7.98)
⇐⇒

ψs(θ − ϕ) =
(
1
pi
) 12
cos [Λ(θ − ϕ)]
ψa(θ − ϕ) = i
(
1
pi
) 12
sin [Λ(θ − ϕ)]
 mit
 V0(ρ) = Es + Ea2 − Ve,oK
|V2(ρ)| = Es − Ea
2

(= Umkehrung der Diabatisierung)
Es bleibt zu sagen, daß durch den Ansatz die Quantenzahl Λ festgelegt, dafu¨r aber dann auch
exakt ist. Streng genommen ist Λ nur fu¨r lineare Geometrien gute Quantenzahl.
Im na¨chsten Abschnitt werden nochmal die Unterschiede der einzelnen Verfahren her-
ausgearbeitet. Die Eigenwerte Es/a werden dabei mit den adiabatischen Potentialfla¨chen
Vs/a ≈ Es/a = Ve,oK + V0(ρ)± |V2(ρ)| identifiziert, was bewirkt, daß durch den Ansatz tatsa¨chlich
eine Na¨herungslo¨sung des Problems ohne Berechnung von
∂
∂q
– Elementen gefunden werden
kann.
7.3.8 Vergleich der unterschiedlichen Ansa¨tze
Verglichen werden sollen adiabatisches, diabatisches Bild und der Ansatz von Pople und
Longuet–Higgins. Im adiabatischen Bild ist die elektronische Wellenfunktion Eigenfunktion
des elektronischen Hamiltonoperators. Man kann sie als Potenzreihe in ρ entwickeln. Die Funk-
tion nullter Ordnung beschreibt die lineare Geometrie und ist allein durch die Quantenzahl Λ
charakterisiert. Der ϕ–abha¨ngige Anteil des Terms erster Ordnung in ρ beinhaltet die Quan-
tenzahlen Λ + 1 und Λ − 1 (siehe auch Anhang E.5). Ab der zweiten Ordnung in ρ treten in
der Fourierentwicklung des ϕ–abha¨ngigen Anteils wieder Koeffizienten cΛ 6= 0 auf:
ψs(ρ, α1) = b0,Λ · cos(Λα1) (7.99)
+ρ ·
{
b1,Λ+1 cos[(Λ + 1)α1 + η1,Λ+1] + b1,Λ−1 cos[(Λ− 1)α1 + η1,Λ−1]
}
+ρ2 ·
{
b2,Λ · cos(Λα1 + η2,Λ) + . . .
}
+O(ρ3) bzw.
(7.100)
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ψa(ρ, α1) = i
(
a0,Λ · sin(Λα1) (7.101)
+ρ ·
{
a1,Λ+1 sin[(Λ + 1)α1 + ζ1,Λ+1] + a1,Λ−1 sin[(Λ− 1)α1 + ζ1,Λ−1]
}
+ρ2 ·
{
a2,Λ · sin(Λα1 + ζ2,Λ) + . . .
}
+O(ρ3)
)
.
Da sich die Wellenfunktionen beim U¨bergang zum diabatischen Bild dadurch ergeben, daß die
Summe bzw. Differenz der adiabatischen Wellenfunktionen ψs und ψa gebildet wird, bleiben die
oben beschriebenen Abha¨ngigkeiten bezu¨glich der die Variable α1 charakterisierende Quanten-
zahl erhalten. Man muß nur die trigonometrischen Funktionen durch ebene Wellen ersetzen:
ψ1/2(ρ, α1) = c0,Λ · e±i(Λα1) + ρ ·
(
c±1,Λ+1e
±i[(Λ+1)α1]
+ c±1,Λ−1e
±i[(Λ−1)α1])
(7.102)
+ρ2 ·
(
c±2,Λ · e±i(Λα1) + . . .
)
+O(ρ3) .
Pople und Longuet–Higgins hingegen haben – damit sich ein Produktansatz nach Gleichung
(7.86) ergibt – fu¨r den von α1 abha¨ngigen Anteil
9 der Wellenfunktion nur ±Λ als charakte-
risierende Quantenzahl zugelassen. Mit dieser Einschra¨nkung in der Wellenfunktion werden
gegenu¨ber dem diabatischen Bild beispielsweise die erste Ordnung in ρ vo¨llig vernachla¨ssigt.
Das hat natu¨rlich Auswirkungen auf die Lo¨sung des elektronischen Problems: Die zugeho¨rigen
Eigenwerte (d. h. die Potentiale) werden sich bei Verwendung des Ansatzes von Pople und
Longuet–Higgins gegenu¨ber dem diabatischen Bild unterscheiden. Nur – von welcher Gro¨ßen-
ordnung ist dieser Unterschied ?
1. Fu¨r lineare Geometrie (ρ = 0) sind beide Verfahren a¨quivalent.
2. Unterschiede im Potential ko¨nnen allenfalls der Ordnung ρ2 sein, was bedeutet, daß sie
fu¨r kleine Werte von ρ vernachla¨ssigt werden ko¨nnen.
3. Die Korrekturen der ersten Ordnung in der Wellenfunktion weisen nach den Gleichungen
(E.62) und (E.63) Differenzen von Energien zu unterschiedlichen Λ–Werten auf. Es ist
anzunehmen, daß diese Differenzen groß sind10, was ebenfalls nur zu kleinen Korrekturen
fu¨hrt.
Alles in allem deutet dies darauf hin, daß die Einschra¨nkung der Wellenfunktion auf ±Λ als
charakterisierende Quantenzahl gerechtfertigt ist, oder anders herum formuliert, die Potentiale
des diabatischen Bildes auch zusammen mit den Wellenfunktionen nach dem Ansatz von Pople
und Longuet–Higgins verwendet werden ko¨nnen.
7.3.9 Der Lo¨sungsweg
Man kann nun folgendermaßen vorgehen:
1. Das elektronische Problem fu¨r die beteiligten Zusta¨nde lo¨sen und die Potentialfla¨chen
Vs(ρ) und Va(ρ) bestimmen.
9Genau genommen sollte man in diesem Fall von θ als der unabha¨ngigen Variable sprechen. Um den erneuten
Koordinatensystemwechsel zu vermeiden, wird an dieser Stelle α1 und θ synonym verwendet.
10Fu¨r ∆Λ = 2 wu¨rde das einen entsprechenden Zustand mit vera¨nderter Lˆz–Quantenzahl bedeuten.
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2. Daraus mit Hilfe von (7.98) und der Annahme Es/a ≈ Vs/a die diabatischen Potentiale
V0(ρ) und |V2(ρ)| ermitteln.
Danach bieten sich unterschiedliche Weiterbehandlungsmo¨glichkeiten an:
1. Wie im Originalpaper eine sto¨rungstheoretische Behandlung oder
2. fu¨r jedem K-Unterraum durch Diagonalisierung der Hamiltonmatrix
Hi,j = 〈Ψi,K |Hˆ0 + Hˆ ′|Ψj,K〉
in der Darstellung der Gesamtwellenfunktionen nach (7.86) das EWP lo¨sen.
Bevor die Anzahl der Atome um eins erho¨ht wird, seien die Leser, die noch tiefere Einblicke
in den Renner–Teller Effekt in dreiatomigen Moleku¨len gewinnen mo¨chten, auf die U¨bersichts-
artikel von Duxbury [80], Jungen und Merer [81], Brown und Jørgensen [36] und Ko¨ppel und
Mitarbeiter [82] verwiesen.
7.4 In vieratomigen Moleku¨len
Gegenu¨ber dreiatomigen Moleku¨len ergibt sich die Vera¨nderung, daß vier (ρ1, ϕ1, ρ2 und ϕ2)
anstelle zwei (ρ und ϕ ohne Indizes) Kernkoordinaten von Bedeutung sind. Die Existenz der
Winkel ϕ1 und ϕ2 fu¨hrt zur Verkomplizierung: Schwierigkeiten treten hier deshalb auf, weil –
im Gegensatz zu dreiatomigen Moleku¨len – fu¨r die allgemeine Lage eines vieratomigen Moleku¨ls
sich kein moleku¨lfestes Koordinatensystem unmittelbar aufdra¨ngt11.
Eine analoge Behandlungsweise zum dreiatomigen Fall ermo¨glicht die Einfu¨hrung des Winkels
τ , der eine moleku¨lfeste Ebene in Abha¨ngigkeit der Moleku¨lgeometrie definiert. Der Winkel τ ist
abha¨ngig von den Kernkoordinaten und von der Aufspaltung der adiabatischen Potentialfla¨chen,
hat aber keine offensichtliche geometrische Bedeutung. Er definiert lediglich die Ebene, zu der
die Eigenfunktionen des elektronischen Hamiltonoperators symmetrisch oder antisymmetrisch
sind.
Diese pseudo–dreiatomige Betrachtungsweise, bei der τ implizit die Koordinaten ϕ1 und ϕ2
(und auch ρ1 und ρ2) entha¨lt, wird ganz formal auf Abschnitt 7.3.7 u¨bertragen, indem ϕ durch
τ ersetzt wird, was letztlich bedeutet, daß Ve,k wie folgt entwickelbar ist:
Ve,k(ρ1, ρ2, θ, τ) =
∞∑
n=−∞
V|n|(ρ1, ρ2) · ein(θ−τ) . (7.103)
Somit ergibt sich analog zu (7.93) und (7.94) fu¨r vieratomige Moleku¨le
Hˆ ′R = V0(ρ1, ρ2) + V2Λ(ρ1, ρ2) · 2 cos[2Λ(θ − τ)] und: (7.104)
H ′1,2 = V2Λ(ρ1, ρ2) · e−2iΛτ . (7.105)
11Im dreiatomigen Moleku¨l zwei Koordinatenrichtungen innerhalb der Moleku¨lebene und eine senkrecht dazu.
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Dem gegenu¨ber steht ein Ansatz, in dem ϕ1 und ϕ2 explizit auftauchen: So kann man analog
zu (7.86) die Gesamtwellenfunktion wie folgt ansetzen:
Ψ1/2,K(θ, ρ1, ρ2, ϕ1, ϕ2) =
(
1
2pi
) 12
e
±iΛθ
︸ ︷︷ ︸ ·
1
2pi
e
il1,1/2ϕ1 · eil2,1/2ϕ2 · χ1/2(ρ1, ρ2)︸ ︷︷ ︸ , (7.106)
ψ1/2(θ) · χK,1/2(ρ1, ρ2, ϕ1, ϕ2)
wobei JˆzΨ1/2,K(θ, ρ1, ρ2, ϕ1, ϕ2) = KΨ1/2,K(θ, ρ1, ρ2, ϕ1, ϕ2) (7.107)
Mit12 Jˆz = −i
(
∂
∂θ
+
∂
∂ϕ1
+
∂
∂ϕ2
)
gilt K = ±Λ + l1,1/2 + l2,1/2 . (7.108)
H ′1,2 kann dann ganz allgemein dargestellt werden:
H ′1,2 =
∑
n1,n2,m1,m2
an1,n2,m1,m2 · ρn11 · ρn22 · e
im1ϕ1 · eim2ϕ2 . (7.109)
Durch einen Vergleich beider Ansa¨tze kann man den analytischen Ausdruck von τ in Abha¨ngig-
keit von ρ1, ρ2, ϕ1 und ϕ2 gewinnen. Da die Verwendung dieses analytischen Ausdrucks fu¨r τ
utopisch ist, sollen auch Entwicklungen fu¨r τ aufgestellt werden, die durch Betrachtungen ebe-
ner Moleku¨lgeometrien motiviert sind.
Die Entwicklung von τ bedient sich der Betrachtung der folgenden Bedingungen und Spezi-
alfa¨lle:
7.4.1 Auswahlregeln
Speziell sind hier solche Auswahlregeln gemeint, die dadurch resultieren, daß fu¨r ein Außerdia-
gonalelement beispielsweise gilt:
〈Ψ1,K |Hˆ ′|Ψ2,K′〉 6= 0 . (7.110)
Weil K nach Anhang E.2.3 gute Quantenzahl ist, wird (7.110) nur erfu¨llt, wenn
K = K ′ und mit (7.108) folgt (7.111)
⇐⇒ Λ + l1 + l2 = −Λ + l′1 + l′2 . (7.112)
Nach Ausfu¨hren der Integration u¨ber die Elektronenkoordinaten bleibt nun
〈χK,1|H ′1,2|χK,2〉 6= 0 (7.113)
zu betrachten. Unter Verwendung von (7.106) und (7.109) erha¨lt man nach Integration u¨ber
ϕ1 und ϕ2 nur dann einen Wert ungleich Null, wenn gilt:
−l1 +m1 + l′1 = 0 und (7.114)
−l2 +m2 + l′2 = 0 . (7.115)
Einsetzen von (7.112) in die Summe der Gleichungen (7.114) und (7.115) liefert die Bedingung:
m1 +m2 = −2Λ . (7.116)
12Analog zu Gleichung (7.46).
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Mit den Identita¨ten:
m1ϕ1 +m2ϕ2 =
1
2
[(m1 +m2) · (ϕ1 + ϕ2) + (m1 −m2) · (ϕ1 − ϕ2)] (7.117)
und m := m1 + Λ (7.118)
wird aus (7.109):
H ′1,2 = e
−iΛ(ϕ1+ϕ2) ∑
n1,n2,m1
an1,n2,m1,−2Λ−m1 ·ρn11 · ρn22 · e
i(m1+Λ)(ϕ1−ϕ2)
= e
−iΛ(ϕ1+ϕ2) ∑
n1,n2,m
an1,n2,−(Λ−m),−(Λ+m)︸ ︷︷ ︸ ·ρn11 · ρn22 · eim(ϕ1−ϕ2) . (7.119)
a˜n1,n2,m
7.4.2 ϕ := ϕ1 = ϕ2
In diesem Fall liegen alle vier Kerne in einer Ebene (cis Geometrie; γ = ϕ1−ϕ2 = 0) und diese
Ebene bietet sich auch dazu an, eine der beno¨tigten Ebenen zur Definition eines moleku¨lfesten
Koordinatensystems zu sein. Analoges gilt fu¨r die trans Geometrie (γ = ϕ1 − ϕ2 = pi). Aus
(7.119) ergibt sich dann:
H ′1,2 = e
−iΛ(ϕ1+ϕ2) ∑
n1,n2
(∑
m
a˜n1,n2,m
)
· ρn11 · ρn22 (7.120)
=⇒ τ0 := τ(ϕ1 − ϕ2 = 0) = ϕ1 + ϕ2
2
= ϕ , (7.121)
was bedeutet, daß quasi wieder ein dreiatomiges Problem vorliegt.
Betrachtet man nun nur die Vera¨nderung des Torsionswinkels γ, so mutiert τ0 vom Winkel
zwischen raumfester und moleku¨lfester xz–Ebene zu einem mittleren Winkel, wenn γ Werte
ungleich Null annimmt. Gleichzeitig kann der Einfluß von γ auf H ′1,2 mit einer Fourierreihe
beschrieben werden. Im einfachsten Fall nimmt man an, daß die Glieder e
iγ
und e
−iγ
eine
ausreichend genaue Beschreibung liefern.
7.4.3 ρi → 0 i = 1, 2
La¨ßt man andererseits die Geometrie eines Fragments, das aus den beiden mittleren und einem
terminalen Atom besteht, linear werden (ρi → 0), so ergibt sich:
lim
ρ1→0
H ′1,2 = e
−iΛ(ϕ1+ϕ2) ∑
n2,m
a˜0,n2,m · ρn22 · e
im(ϕ1−ϕ2)
, (7.122)
lim
ρ2→0
H ′1,2 = e
−iΛ(ϕ1+ϕ2) ∑
n1,m
a˜n1,0,m · ρn11 · e
im(ϕ1−ϕ2)
. (7.123)
Da es sich dabei um quasi–dreiatomige Fa¨lle handelt, muß gelten:
lim
ρ1→0
H ′1,2 = V2(ρ2)e
−2iΛϕ2
bzw. (7.124)
lim
ρ2→0
H ′1,2 = V1(ρ1)e
−2iΛϕ1
. (7.125)
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Koeffizientenvergleich von (7.122) und (7.124) beziehungsweise (7.123) und (7.125) liefert:
a˜0,n2,m = 0 ∀ m 6= Λ , (7.126)
a˜n1,0,m = 0 ∀ m 6= −Λ . (7.127)
Fu¨r den Fall linearer Geometrie (ρ1 = ρ2 = 0) sind die Betrachtungen von Pople und Longuet–
Higgins und dem diabatischen Bild a¨quivalent, was dann wiederum auf die quasi–dreiatomigen
Fa¨lle u¨bertragbar ist und somit gilt:
lim
ρ1,ρ2→0
H ′1,2 = 0 ⇐⇒ a˜0,0,Λ = a˜0,0,−Λ = 0 . (7.128)
Da die Vi i = 1, 2 gerade Funktionen in ρ sind (vgl. Gleichung (F.7) in Anhang F.1), sind sie
wie folgt darstellbar:
V1(ρ1) =
∞∑
n=1
a˜2n,0,−Λρ2n1 , (7.129)
V2(ρ2) =
∞∑
n=1
a˜0,2n,Λρ
2n
2 . (7.130)
7.4.4 Bestimmung von τ
Mo¨chte man zur Bestimmung von τ die in (7.109) gegebene Darstellung von H ′1,2 vereinfachen,
jedoch die in den Abschnitten 7.4.2 und 7.4.3 behandelten Spezialfa¨lle eingeschlossen haben, so
bietet sich an, die Fourierentwicklung in γ von −Λ bis Λ laufen zu lassen (o.B.d.A. Λ > 0):
H ′1,2 = e
−iΛ(ϕ1+ϕ2)
Λ∑
m=−Λ
(∑
n1,n2
a˜n1,n2,m · ρn11 · ρn22
)
· eim(ϕ1−ϕ2) . (7.131)
Setzt man |Λ| = 1 und nimmt in den von ρ1 und ρ2 abha¨ngigen Termen jeweils nur den ersten
nichtverschwindenden mit, so erha¨lt man schließlich als Na¨herung niedrigster Ordnung den
Außerdiagonalterm von Petelin und Kiselev [62]:
H ′1,2
(0) = a˜2,0,−1 · ρ21 · e
−2iϕ1
+ a˜0,2,1 · ρ22 · e
−2iϕ2
+ a˜1,1,0 · ρ1 · ρ2 · e−i(ϕ1+ϕ2) . (7.132)
Sie liefert eine ada¨quate Beschreibung nahe der linearen Moleku¨lgeometrie. Mit Gleichung
(7.105) ha¨ngt das zugeho¨rige τ (0) somit von den drei Koeffizienten a˜2,0,−1, a˜0,2,1 und a˜1,1,0 ab.
Die Bestimmung der Koeffizienten aus ab initio–Potentialfla¨chen wird dadurch erschwert, daß
diese nicht den Phasenfaktor e
−2iτ
enthalten. Aus Gleichung (7.132) kann man zwar sehr leicht
der Betrag von H ′1,2
(0) errechnet werden:
|H ′1,2(0)| =
[
a˜22,0,−1ρ
4
1 + a˜
2
0,2,1ρ
4
2 + a˜
2
1,1,0ρ
2
1ρ
2
2 (7.133)
+2a˜1,1,0ρ1ρ2(a˜2,0,−1ρ21 + a˜0,2,1ρ
2
2) cos γ + 2a˜2,0,−1a˜0,2,1ρ
2
1ρ
2
2 cos 2γ
] 12
,
und Betrachtungen fu¨r ρ2 → 0 bzw. ρ1 → 0 liefern die Koeffizienten a˜2,0,−1 und a˜0,2,1 ein-
deutig aus |H ′1,2(0)|, aber wie erha¨lt man a˜1,1,0 aus |H ′1,2(0)| ? Genauere Betrachtungen (siehe
Anhang E.6) inspirieren zur U¨bernahme der Koeffizienten aus der Entwicklung von |H ′1,2|:
|H ′1,2| = c1ρ21 + c2ρ22 + c3ρ1ρ2 cos γ +O(ρ41,2) . (7.134)
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Die Koeffizienten ci mit i = 1, 2, 3 erha¨lt man dann mit der Methode der kleinsten Fehlerqua-
drate.
Problematisch ist, daß dieser Ansatz nur quadratisch in den Koordinaten ρ1 und ρ2 ist, was
fu¨r eine genu¨gend genaue Betrachtung der Differenzen der adiabatischen Potentialfla¨chen nicht
ausreicht. Andererseits mu¨ßten fu¨r die Na¨herung, die quartisch in den ρ–Koordinaten ist, sechs
weitere Koeffizienten bestimmt werden, was wiederum nicht eindeutig mo¨glich ist.
7.4.5 Bestimmung von H ′1,2
Ein Ausweg aus dem Dilemma bietet eine Hybridlo¨sung: Unter der Annahme, daß die
ρ–Abha¨ngigkeit von τ durch die Na¨herung niedrigster Ordnung ausreichend beru¨cksichtigt ist,
wird H ′1,2 wie folgt bestimmt:
H ′1,2 = V2(ρ1, ρ2) · e
−2iτ
=
Vs − Va
2
· e−2iτ
≈ Vs − Va
2
· e−2iτ
(0)
=
Vs − Va
2
· H
′
1,2
(0)
|H ′1,2(0)|
=
Vs − Va
2|H ′1,2(0)|︸ ︷︷ ︸ ·H ′1,2(0) . (7.135)
Vq(ρ1, ρ2, γ)
Gema¨ß dem vorherigen Abschnitt werden die Koeffizienten a˜2,0,−1, a˜0,2,1 und a˜1,1,0 und damit
H ′1,2
(0) und |H ′1,2(0)| bestimmt. Vq wird bis zur gewu¨nschten Ordnung in die folgende Reihe
entwickelt:
Vq(ρ1, ρ2, γ) =
∑
i,j,k
ci,j,kρ
i
1ρ
j
2 cos(kγ) , (7.136)
wobei nach Anhang F.1 einige Koeffizienten nach Konstruktion zu Null werden und die restli-
chen Koeffizienten durch die Methode der kleinsten Fehlerquadrate angepaßt werden.
7.5 Diagonalisierung
7.5.1 Anordnung der vibronischen Zusta¨nde
Im letzten Abschnitt wurde erkla¨rt, wie man an die fehlenden Potentialterme kommt. Nun soll
beschrieben werden, welche vibronischen Wellenfunktionen verwendet werden und nach welchen
Quantenzahlen sie geordnet sind.
Aus den Gleichungen (5.26) und (7.106) kann man erkennen, wie vibronischen Wellenfunktionen
gewa¨hlt werden: Als Produkt aus der Kernwellenfunktion nach (5.26) und der elektronischen
Wellenfunktion e
imθ
– wie schon in (7.106) angegeben.
Als charakterisierende Quantenzahlen fu¨r den Kernanteil sollen anstelle n1 und n2 im folgenden
die Quantenzahlen ν1 und ν2 verwendet werden. Den Zusammenhang zwischen den Quanten-
zahlen stellt Gleichung (5.21) her. Der zur Wellenfunktion geho¨rende Zustand ist demnach
durch
|m, ν1, l1, ν2, l2〉 (7.137)
gegeben.
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Einschra¨nkungen der zwar abza¨hlbaren, aber trotzdem unendlichen Anzahl von Zusta¨nden
erha¨lt man dadurch, daß man:
1. fu¨rm nur den Eigenwert des Lˆz–Operators fu¨r lineare Kerngeometrie zugela¨ßt, alsom = Λ
und
2. die maximale Gro¨ße von ν1 und ν2 (und damit auch l1 und l2) werden durch ν1,max und
ν2,max festlegt.
Da Jˆz mit Hˆ kommutiert, wird bei Verwendung der zu Jˆz geho¨renden Quantenzahl K
als Ordnungsmerkmal der vibronischen Wellenfunktionen die zugeho¨rige Hamiltonmatrix
K–blockdiagonal. Das bedeutet, man stellt fu¨r verschiedene fest vorgegebene K–Werte die
zugeho¨rigen Matrizen (=K–Block) auf und diagonalisiert diese nacheinander. Innerhalb eines
K–Blocks wird das folgende Ordnungsprinzip angewandt:
1.
Alle Zusta¨nde |m = |Λ|, ν1, l1, ν2, l2〉,
dann die restlichen Zusta¨nde |m = −|Λ|, ν1, l1, ν2, l2〉,
2.
Alle Zusta¨nde |m0, ν1, l1 = ν1,max, ν2, l2 = K −m0 − l1〉,
absteigend in l1 bis |m0, ν1, l1 = −ν1,max, ν2, l2 = K −m0 − l1〉,
3.
Alle Zusta¨nde |m0, ν1 = |l1,0|, l1,0, ν2, l2,0〉,
aufsteigend in Zweierschritten in ν1 bis |m0, ν1 = ν1,max oder ν1,max − 1, l1,0, ν2, l2,0〉,
4.
Alle Zusta¨nde |m0, ν1,0, l1,0, ν2 = |l2,0|, l2,0〉,
aufsteigend in Zweierschritten in ν2 bis |m0, ν1,0, l1,0, ν2 = ν2,max oder ν2,max − 1, l2,0〉,
mit l2,0 = K −m0 − l1,0.
7.5.2 Aufstellen der Hamiltonmatrix
Nun wird fu¨r jeden Summand der nach ρ1 und ρ2 entwickelten Anteile der kinetischen Energie
und des Potentials berechnet, ob und gegebenfalls wie groß der Beitrag dieses Summanden zu
jedem einzelnen Matrixelement ist. Abschnitt 5.6 und Anhang C.2.3 zeigen, daß es sich dabei
hauptsa¨chlich um ein Indexverwaltungsproblem handelt.
Um sich keine zusa¨tzlichen Fehler durch die endliche Basis bei Berechnung von Elementen der
Form 〈ν ′i|ρ2ji |νi〉 einzuhandeln, erweitert man die Basis entsprechend u¨ber νi,max hinaus, multi-
pliziert gema¨ß (5.42) diese Matrizen und betrachtet nach durchgefu¨hrter Matrixmultiplikation
nur die (νi,max×νi,max)–Untermatrix (bzw. deren Spur).
Die einzelnen Anteile werden aufsummiert und man erha¨lt die zu diagonalisierende Hamilton-
matrix.
Den Rest erledigt ein Diagonalisierungsprogramm. Wir verwendeten das Programm
”
deigen“.
Prinzipiell kann die Genauigkeit durch Erho¨hen von νi,max solange gesteigert werden, bis der
verfu¨gbare Hauptspeicherplatz des Rechners erscho¨pft ist.
Kapitel 8
Das Ketenylradikal HCCO
An welchen asymmetrischen vieratomigen Moleku¨le sollen nun die Auswirkungen des
Renner–Teller Effekts auf das Spektrum untersucht werden ? Als mit einem logischen und
zu verknu¨pfende Kriterien bieten sich an:
1. Atome, mit mo¨glichst wenigen Elektronen
2. offenschaliges System, damit schon der Grundzustand ein Renner–Teller aktiver ist,
3. quasilineares Moleku¨l (azetylenartige Struktur) mit nicht allzu großer Barriere zur Linea-
rita¨t,
4. experimentell zuga¨ngliches Moleku¨l.
Das Ketenylradikal HCCO erfu¨llt diese Kriterienkette nahezu optimal, denn
1. ist gut erfu¨llt
2. HCCO besitzt 1+6+6+8 = 21 Elektronen, in linearer Struktur ergibt sich ein zweifach
energetisch entarteter Zustand mit der Besetzung (1− 7)σ21pi42pi3 = X2Π [83].
3. Das zeigen die Rechnungen
4. Da HCCO das wichtigste Zwischenprodukt bei der Oxidation kleiner Kohlenwasserstoffe
wie beispielsweise Azetylen ist, kann es zum Beispiel durch Einbringen von einem Gemisch
von Azetylen, Sauerstoff und einem inerten Tra¨gergas (z. B. Neon) in eine Entladungsdu¨se
mit anschließender U¨berschallexpansion erzeugt werden [84]. Andererseits kann HCCO
auch in interstellarer Materie nachgewiesen und untersucht werden [85, 86].
An dieser Stelle sei eine Bemerkung erlaubt, wie in den na¨chsten beiden Kapiteln Indizierungen
von Gro¨ßen vorgenommen werden. Die Zugeho¨rigkeit zum neutralen Moleku¨l HCCO wird durch
ein hochgestelltes
”
◦“ angezeigt, das entsprechende Anion mit hochgestelltem
”
−“ gekennzeich-
net. Potentialfla¨chen und zugeho¨rige Minimalabsta¨nde erhalten zusa¨tzlich den Index
”
a“ oder
”
s“, je nachdem ob der entsprechende elektronische Zustand antisymmetrisch bzw. symmetrisch
bezu¨glich der Spiegelung an der
”
Moleku¨lebene“ ist (siehe auch Unterabschnitt 7.3.3.2). So wird
beispielsweise aus den Bezeichnungen V − und V + aus [32] in dieser Arbeit V
o
a bzw. V
o
s .
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8.1 Experimentelles zum HCCO–Radikal
Weitere experimentelle Ergebnisse sind im folgenden angegeben:
Endo und Hirota [87] haben die gewinkelte Grundzustandsgeometrie mit Hilfe eines Mi-
krowellenspektrums im Submillimeterbereich ermittelt. Die anomale K–Abha¨ngigkeit der
Spin–Bahn Aufspaltung besta¨tigt das Vorhandensein einer energetisch dichtliegenden zweiten
Renner–Teller Komponente. Ohshima und Endo [88] charakterisierten den Grundzustand von
HCCO dadurch, daß sie die Hyperfeinkopplungskonstanten des Wasserstoffkerns mittels Mikro-
wellenspektroskopie (
”
fourier transform microwave spectroscopy“) bestimmten.
Im Absorptionsspektrum des C2H–Radikals haben Jacox und Olsen [89] den U¨bergang bei
2020 cm−1 dem HCCO–Radikal zugeordnet, denn wenn Wasser in der Entladungsro¨hre ein-
dringt, wird die Produktion von HCCO in der Argon–Matrix mo¨glich. Auch einige andere nicht
zugeordneten U¨berga¨nge in diesem Spektrum ko¨nnten zu HCCO geho¨ren. Curl und Mitarbei-
ter [90, 91] besta¨tigten dieses Ergebnis mittels Infrarotspektroskopie (
”
infrared flash kinetic
spectroscopy“) und ordneten dem U¨bergang die ν
o
2–Streckschwingungsmode zu.
Auch der angeregte B2Π–Zustand wurde genauer beleuchtet: Osborn et al. [92] untersuchten
den B2Π ← X2A′′ U¨bergang per Photodissoziationsspektroskopie (
”
photofragment translatio-
nal spectroscopy“) und schlossen daraus, daß der B2Π–Zustand ebenfalls Renner–Teller aktiv
ist. Brock et al. [93, 94] stellten Untersuchungen der gleichen Bande mittels laserinduzierter
Fluoreszenzspektroskopie (LIF) an. Sie konnten die Spin–Bahnkomponenten des B2Π–Zustands
charakterisieren und ordneten einer beobachteten heißen Bande von 494 cm−1 die ν
o
6–Mode
(CCH–Biegeschwingung) zu.
Auch die Photodetachmentspektroskopie des HCCO
−
–Anions kann zur Aufkla¨rung des Grund-
zustands von HCCO beitragen. Die Gru¨nde hierfu¨r werden im Abschnitt 9.1 na¨her beschrieben.
Oakes et al. [95] haben solche Spektren mit niedriger Auflo¨sung bei Laserenergien von 2.540 eV
bzw. 2.707 eV aufgenommen. Sie konnten fu¨nf Schwingungszusta¨nde beobachten, aber kei-
ne Zuordnungen daraus ableiten. Den Wert der Elektronenaffinita¨t gaben die Autoren mit
2.350± 0.020 eV an. Mit dieser Information und anderen, aus der Literatur verfu¨gbaren, ther-
modynamischen Gro¨ßen konnten sie die Bildungsenthalpie des Anions und des neutralen Mo-
leku¨ls bestimmen. Taylor und Neumark nahmen ebenfalls ein Photodetachmentspektrum von
HCCO− auf1. Als Photonenenergie des Lasers wa¨hlten sie 3.493 eV. Damit konnten gegenu¨ber
den Spektren von Oakes et al. wesentlich mehr U¨berga¨nge fu¨r das niedrigstliegende Renner–
Teller Zustandspaar beobachtet werden. Die Auflo¨sung erlaubt einen Vergleich mit den derzeit
machbaren Rechnungen.
8.2 Bisherige theoretische Arbeiten
In zahlreichen theoretischen Untersuchungen wurde das HCCO–Radikal eingehender betrach-
tet: Die Struktur der beiden niedrigstliegenden Zusta¨nde wurden von Goddard[96], Kim und
Shavitt[97], Nguyen et al. [98] und Szalay et al. [99, 100] in Augenschein genommen. Die Gleich-
gewichtsstruktur des X2A′′–Grundzustands stellte sich dabei als transplanar gewinkelt heraus,
wohingegen fu¨r den ersten angeregten Zustand eine lineare Gleichgewichtsgeometrie vorherge-
sagt wurde. Fu¨r lineare Kerngeometrie sind die beiden Zusta¨nde energetisch entartet (wie sich
1Die Ergebnisse werden in einer Vero¨ffentlichung des Autors[5] und in der vorliegenden Arbeit pra¨sentiert.
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das nach den theoretischen Betrachtungen aus Kapitel 7 auch geho¨rt) und bilden die beiden
Komponenten des zugeho¨rigen 2Π–Zustands.
Wa¨hrend qualitativ die gewinkelte, transplanare Struktur des X2A′′–Zustands unstrittig ist,
ha¨ngt der berechnete Wert der Barrierenho¨he zur Linearita¨t stark von verwendeter Metho-
de und Basissatz ab. So verschiebt sich beispielsweise die Barrierenho¨he von 1302 cm−1 zu
643 cm−1, wenn man anstelle des DZP–Basissatzes einen PVTZ–Basissatz verwendet. Na¨heres
dazu im Abschnitt 8.6.1.
Untersuchungen zum Schwingungsspektrum von HCCO mit Hilfe eines harmonischen Ansatzes
wurden von Szalay[99, 100] erstellt. Daru¨ber hinausgehende Rechnungen des niedrigenergeti-
schen Teils des rovibronischen Spektrums, die den Renner–Teller Effekt einschließen und an-
harmonische Effekte beru¨cksichtigen, wurden vom Autor dieser Arbeit vero¨ffentlicht[5, 32] und
sind ebenfalls Gegenstand dieser Arbeit.
Die beabsichtigte Simulation des Photodetachmentexperiments macht die Berechnung der
Potentialfla¨che des Grundzustands von HCCO− notwendig. Sie wurde von Botschwina und
Mitarbeitern[13, 101] mit unterschiedlichen Verfahren durchgefu¨hrt und dabei eine gewinkel-
te, transplanare X1A′ Grundzustandsgleichgewichtsgeometrie gefunden. Die Ergebnisse sind
in Tabelle 9.2 zusammengetragen und werden im Kapitel 9 diskutiert. Die Ho¨he der Barriere
zur Linearita¨t liegt zwischen 227 cm−1 und 523 cm−1– je nach Verfahren und Basissatz – und
harmonische Schwingungsfrequenzen wurden ebenfalls berechnet.
8.3 Berechnung der Potentialfla¨chen
Wie schon im Kapitel 3 erwa¨hnt, wird keine komplette sechsdimensionale Potentialfla¨che be-
rechnet. Die beiden Biegeschwingungskoordinaten ρ1 und ρ2 sind die einzigen, die im Endeffekt
explizit betrachtet werden. Alle anderen Koordinaten, also die Torsionskoordinate γ = ϕ1−ϕ2
und die Streckschwingungskoordinaten rCH, rCC und rOC, finden indirekt Eingang in die Poten-
tialfla¨che. Die Art und Weise wird in Unterabschnitt 8.3.3 beschrieben.
Den Abschnitt 6.1 noch im Geda¨chtnis – stellt sich die Frage welches Verfahren zur Berechnung
der Potentialfla¨chen angewendet werden soll:
8.3.1 Testrechnungen
8.3.1.1 Multireferenzeffekte
Um sicherzugehen, daß Multireferenzeffekte unbedeutend sind, wurden fu¨r die beiden nied-
rigstliegenden elektronischen Zusta¨nde X2A′′ und A2A′ in Cs–Symmetrie [7, 8]–CASSCF–
Rechnungen [102, 103] mit dem MOLPRO94–Programmpaket durchgefu¨hrt.
Fu¨r die grundlegenden RHF–Rechnungen sind in beiden Zusta¨nden die Orbitale (1− 8) a′ und
1 a′′ doppelt besetzt. Fu¨r lineare Geometrie sind die Orbitale 9 a′ und 2 a′′ energetisch entartet,
was bedeutet, daß fu¨r den X2A′′ das 9 a′–Orbital doppelt und das 2 a′′–Orbital einfach besetzt
sind und daß fu¨r den A2A′–Zustand die umgekehrte Besetzung zum Tragen kommt. Damit bietet
sich fu¨r die [7, 8]–CASSCF–Rechnungen an, die Orbitale (1 − 7) a′ in den inaktiven Raum zu
packen und den aktiven Raum mit jeweils vier a′– und a′′–Orbitalen, na¨mlich (8 − 11) a′ und
(1− 4) a′′ zu bestu¨cken, indem dann die verbleibenden sieben Elektronen korreliert werden.
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Die Ergebnisse der Geometrieoptimierung unter Verwendung eines DZP–AO–Basissatzes
[104, 105] sind in Tabelle 8.1 dargestellt.
Autor diese Arbeit Kim und Shavitt
HF–Wellenfunktion RHF UHF
Verfahren [7,8]–CASSCF MCSCF
Basissatz DZP DZP
Gleichgewichtsgeometrie
rOC 1.1715 1.178
rCC 1.3217 1.311
rCH 1.0787 1.075
ρ1 in
o
16.4 13.1
ρ2 in
o
51.7 47.1
E + 151 Eh −0.210989
Lineare Geometrie
rOC 1.1874 1.189
rCC 1.2636 1.264
rCH 1.0660 1.065
E + 151 Eh −0.203656
Barriere in cm−1 1609
Tabelle 8.1: Vergleich der Geometrien, Energien und Barrierenho¨hen von MCSCF–Rechnungen dieser
Arbeit mit den Ergebnissen von Kim und Shavitt (zitiert in [99] ) fu¨r HCCO.
Der Vergleich der [7,8]–CASSCF–Rechnungen dieser Arbeit und der MCSCF–Rechnungen von
Kim und Shavitt (zitiert in [99]) zeigen fu¨r die Gleichgewichtsgeometrien bei den Streck-
schwingungskoordinaten ∆r
o
CH,a,[7,8]–CASSCF,MCSCF ≈ 0.004 A˚, ∆roCC,a,[7,8]–CASSCF,MCSCF ≈ 0.01 A˚ und
∆r
o
OC,a,[7,8]–CASSCF,MCSCF liegt zwischen 0.006 A˚und 0.007 A˚. Die Biegeschwingungskoordinaten
warten mit Differenzen von ∆ρ
o
1,a,[7,8]–CASSCF,MCSCF = 3.3
o
und ∆ρ
o
2,a,[7,8]–CASSCF,MCSCF = 4.6
o
auf.
Fu¨r die lineare Geometrie liegt die Abweichung in allen Streckschwingungskoordinaten unter
0.002 A˚. Die Berechnungen zeigten, daß fu¨r beide Zusta¨nde die elektronischen Wellenfunktio-
nen von einer einzigen Referenzkonfiguration dominiert sind, wobei jeweils der Koeffizient der
Referenzkonfiguration cref ≥ 0.956 ist.
8.3.1.2 Auswahl des Verfahrens
Folglich wurde das auf einer Referenz basierende korrelierte
”
partially–spin restricted open
shell coupled cluster“–Verfahren mit sto¨rungstheoretischer Betrachtung der Dreifachanregungen
[RCCSD(T)] [48, 52] vom MOLPRO94–Programmpaket verwendet.
Da in der verwendeten Version die offenschalige Variante des CCSD(T)–Verfahrens ohne Geo-
metrieoptimierung implementiert war, ist es notwendig, Einzelpunktrechnungen fu¨r einen drei-
dimensionalen Koordinatenraum (weswegen der Koordinatenraum dreidimensional ist, wird im
folgenden Abschnitt erla¨utert) durchzufu¨hren. Aufgrund der Vielzahl der Punkte wurde der im
Programmpaket standardma¨ßig implementierte DZP–AO–Basissatz verwendet.
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8.3.2 Betrachtung der Koordinaten
In diesem Unterabschnitt soll erkla¨rt werden, wie und weswegen welche Koordinaten explizit
als unabha¨ngige Variablen eingehen, fu¨r festgehaltene andere Koordinaten nachoptimiert oder
einfach konstant gehalten werden. Eine Idee liefert Abschnitt 3.1, wo die Trennung der Kern-
koordinaten nach zugeho¨rigen Anregungsenergien erla¨utert ist. Obligatorisch sind die beiden
Renner–Teller relevanten Biegeschwingungskoordinaten ρ1 und ρ2. Nur wie stark sind die restli-
chen internen Koordinaten an diese gekoppelt ? Die gemischten zweifachen partiellen Ableitun-
gen des Potentials nach den Koordinaten, also die Außerdiagonalelemente der Kraftkonstanten-
matrix F , geben Aufschluß daru¨ber, wie stark die Kopplung der betrachteten Koordinaten ist,
vorausgesetzt die zugeho¨rige Potentialfla¨che wurde berechnet. Gerade das soll aber vermieden
werden. Globale Betrachtungen kann man umgehen, indem man sich auf den interessierenden
Teil der Potentialfla¨che konzentriert. Im vorliegenden Fall bietet es sich an, fu¨r die Potenti-
alfla¨che des X2A′′–Zustands im (ρ1, ρ2)–Raum den Minimumenergiepfad (=Mep) zwischen
linearer Geometrie und Gleichgewichtsgeometrie in Augenschein zu nehmen. Fu¨r ungekoppel-
te Koordinaten vera¨ndert sich eine Koordinate beim Entlangwandern des Mep nicht. Das gilt
analog fu¨r ho¨herdimensionale Betrachtungen. Umgekehrt kann man daraus schließen, daß die
A¨nderung einer dritten Koordinate entlang des Meps ein Maß fu¨r die Kopplung dieser Ko-
ordinate an die Biegeschwingungskoordinaten ist (immer vorausgesetzt, die dritte Koordinate
wurde relaxiert).
8.3.2.1 Die Streckschwingungskoordinaten
Obiges wird nun angewandt, indem die optimierten Streckschwingungskoordinaten fu¨r die li-
neare und die Gleichgewichtsgeometrie verglichen werden. Fu¨r die [7, 8]–CASSCF–Rechnungen
a¨ndert sich die C–C Streckkoordinate deutlich (∆r
o
CC,a,min,lin,[7,8]–CASSCF = 0.0581 A˚). Im Gegensatz
dazu vera¨ndern sich die anderen beiden Streckschwingungskoordinaten rCH und rOC nur gering
(∆r
o
CH,a,min,lin,[7,8]–CASSCF = 0.0127 A˚, ∆r
o
OC,a,min,lin,[7,8]–CASSCF = 0.0159 A˚, aus Tabelle 8.1 abzulesen),
so daß eine adiabatische Abspaltung der H–C und C–O Streckschwingungskoordinaten von den
Biegeschwingungsfreiheitsgraden mo¨glich ist und diese Koordinaten in den folgenden Rechnun-
gen die festen Werte r
o
CH,a,min,[7,8]–CASSCF = 1.0787 A˚und r
o
OC,a,min,[7,8]–CASSCF = 1.1715 A˚, also die
Werte der CASSCF–Gleichgewichtsgeometrie annehmen.
8.3.2.2 Einfluß des Torsionswinkels
Die Abha¨ngigkeit vom Torsionswinkel fu¨r die oben angegebenen festen rCH– und rOC–Werten bei
rCC–Absta¨nden von 1.2636 A˚ und 1.3508 A˚ fu¨r den Grundzustand und variiertem ρ1 (20
o
und
40
o
) und ρ2 von 20
o
in 20
o
–Schritten bis 100
o
) auf RCCSD(T)-Niveau berechnet. Zusa¨tzlich wur-
de die CASSCF-Gleichgewichtsgeometrie untersucht. In beiden Fa¨llen wurden in C1–Symmetrie
RCCSD(T)-Energien fu¨r Torsionswinkel von 0
o
(=cis–Geometrie) in 30
o
–Schritten bis 180
o
(=trans–Geometrie) bestimmt, was insgesamt 163 Einzelpunktrechnungen bedeutete.
Wie in Abbildung 8.1 dargestellt, kann die Abha¨ngigkeit der Potentialfla¨che zumX2A′′–Zustand
vom Torsionswinkel γ bei festgehaltenen Biege– und Streckschwingungskoordinaten durch die
folgende Funktion beschrieben werden:
V (γ) = aV + bV cos γ . (8.1)
Abweichungen davon, die eine Beru¨cksichtigung des mindestens na¨chsten Glieds der Fourierrei-
henentwicklung in γ erzwingen, treten in Bereichen der Potentialfla¨che auf, die geometrisch und
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energetisch weit weg von der Gleichgewichtsgeometrie bzw. zugeho¨rigen Energie sind. Deshalb
sind diese Korrekturen unwichtig fu¨r den unteren Teil des vibronischen Spektrums.
Das bedeutet wiederum, daß auf die Berechnungen in C1–Symmetrie verzichtet und so mit
Hilfe der Einzelpunktrechnungen in trans– und cisplanarer Geometrie (Cs–Symmetrie) und
dem geeigneten Ansatz fu¨r den Fit nach Gleichung (8.2) der Einfluß des Torsionswinkels mit
ausreichender Genauigkeit simuliert werden kann. Die U¨bertragbarkeit auf den A2A′–Zustand
ist gegeben.
angepaßt bei stark gewinkelter Geometrie
ab initio bei stark gewinkelter Geometrie
angepaßt bei Gleichgewichtsgeometrie
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Abbildung 8.1: Einfluß der Torsionskoordinate γ auf die Form der RCCSD(T)–Potentialhyperfla¨che
des X2A′′–Grundzustands von HCCO.Vergleich zwischen berechneten ab initio Punkten und den
nach Gleichung (8.1) daran angepaßten Kurven fu¨r die CASSCF–Gleichgewichtsgeometrie und einer
Stark gewinkelten Geometrie (ρ1 = 40
o
, ρ2 = 80
o
). Der Nullpunkt auf der Ordinate (Energieachse)
bezeichnet die RCCSD(T)-Energie fu¨r lineare Geometrie.
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8.3.3 Eingangsdaten fu¨r die Potentialfla¨che
Folglich werden als Grundlage zur Erstellung der Potentialfla¨che fu¨r cis– und trans–Geometrie
jedes Zustands ein dreidimensionales Raster2 angelegt: Die unabha¨ngigen Variablen sind die
Biegeschwingungskoordinaten ρ1 und ρ2 und die Streckschwingungskoordinate rCC. Unterschie-
den werden soll zum einen die grobe Rasterung, welche die globale Fla¨che erfaßt und zum
anderen die Feinrasterung rund um das Minimum.
Fu¨r die Grobrasterung wurden in jede Richtung der Biegeschwingungskoordinaten die Raster-
punkte im 20
o
–Abstand gesetzt. Anhand der CASSCF–Rechnungen konnte festgestellt werden,
daß bei Betrachtung von cis–Geometrien fu¨r große ρ1–Werte die RCCSD(T)–Energien weit u¨ber
der Minimummarke liegen. Deshalb werden fu¨r die ρ1–Richtung im Falle der cis–Geometrie die
Werte 0
o
, 20
o
und 40
o
(also drei Rasterpunkte), fu¨r die trans–Geometrie die Werte 0
o
bis 80
o
(al-
so fu¨nf Rasterpunkte) angesetzt. Fu¨r die ρ2–Richtung werden unabha¨ngig von der Orientierung
Werte von 0
o
bis 100
o
(also sechs Rasterpunkte) verwendet. In Richtung der rCC–Koordinate
wurden bis zu acht Rasterpunkte gesetzt (1.2000 A˚, 1.2345 A˚, 1.2636 A˚, 1.2927 A˚, 1.3217 A˚,
1.3508 A˚, 1.4000 A˚, 1.5000 A˚). Wie oben schon erwa¨hnt, wurden fu¨r die anderen Streckko-
ordinaten rCH und rOC die Werte der CASSCF-Gleichgewichtsgeometrie verwendet und nicht
vera¨ndert. Das bedeutet:
Zustand γ / Geometrie Anzahl der Einzelpunktrechnungen
a′′ 0
o
/ cis 144
a′ 0
o
/ cis 144
a′′ 180
o
/ trans 207
a′ 180
o
/ trans 205
insgesamt: 700
Tabelle 8.2: Anzahl der Einzelpunktrechnungen pro Zustand und Moleku¨lausrichtung fu¨r die grobe
Rasterung.
also sind 700 Einzelpunktrechnungen fu¨r die Erstellung des groben Rasters erforderlich.
Die Feinrasterung rund um die Minimumsgeometrie des X2A′′–Zustands erfaßt Zwischen-
punkte der Grobrasterung, die fu¨r ρ1 und ρ2 bis hin zu 1
o
–Schritten und fu¨r rCC bis zu
0.005 A˚–Absta¨nden verfeinert werden. Das sind insgesamt weitere 231 Einzelpunktrechnungen.
Aus diesem Datenwust sollen nun erste Schlu¨sse gezogen werden.
8.3.4 Die
”
Barrierenho¨he“ als Auswahlkriterium
Gegenstand der Betrachtung soll wiederum der in Abschnitt 8.3.2 eingefu¨hrte Minimumenergie-
pfad (Mep) sein bzw. genauer die Differenz der RCCSD(T)–Energien zwischen linearer Geome-
trie und Gleichgewichtsgeometrie. Die Gro¨ße soll fortan Barrierenho¨he zur Linearita¨t genannt
werden.
Fu¨r optimiertes ρ1, ρ2 und rCC und bei konstantem rCH und rOC erha¨lt man eine Barrierenho¨he
von 1428 cm−1. Jede der Koordinaten beeinflußt die Ho¨he der Barriere deutlich, was auf eine
2Eigentlich ist die Torsionskoordinate die vierte Koordinate, allerdings sind in dieser Koordinatenrichtung
nur zwei Punkte (cis– und trans–Geometrie) vertreten.
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Kopplung unter den Schwingungsbewegungen hinweist.
Das ist analog zu den Beschreibungen in Abschnitt 8.3.2 ein indirekter Hinweis, denn die
Vera¨nderung der Barrierenho¨he beim U¨bergang z. B. vom einem konstanten zu einem opti-
mierten Wert hat Auswirkungen auf die Lage des Meps, was nach Abschnitt 8.3.2 ein Maß fu¨r
die Kopplung ist.
8.3.4.1 Die Behandlung der rCC–Koordinate
Wenn beispielsweise die C–C Bindungsla¨nge konstant den zum Grundzustand geho¨renden
Gleichgewichtsabstand r
o
CC,a,min = 1.331 A˚ annimmt, erho¨ht sich die Barriere zur Linearita¨t auf
2036 cm−1. Von der Vera¨nderung des C–C–Abstands bei Durchlaufen des Meps bezogen auf die
Koordinaten ρ1 und ρ2 (also gekoppelte Vera¨nderung der Biegeschwingungskoordinaten), kann
nach Abschnitt 8.3.2 eine Kopplung der C–C–Streckschwingungs– an die Biegeschwingungsmo-
den erwartet werden.
Fu¨r den unteren Teil des vibronischen Spektrums ist es ausreichend, den fu¨hrenden Anteil
der Kopplung zwischen den Biegeschwingungs– und der C–C–Streckschwingungsmode dadurch
zu beru¨cksichtigen, daß rCC fu¨r jeden Punkt des (ρ1, ρ2)–Rasters optimiert wird (eine Art
semirigid bender Modell (SRB) [24, 25] fu¨r die Streckschwingungskoordinate), da die zugeho¨rige
Streckschwingungsfrequenz deutlich ho¨her als die Biegeschwingungsfrequenzen liegen3.
Genauer betrachtet werden eindimensionale Schnitte entlang der rCC–Koordinate, wobei alle
anderen Koordinaten festgehalten werden. Mit Hilfe des am Institut vorhandenen Splinepro-
gramms
”
spline.x“ von Stefan Grimme (basierend auf einer Akima–Routine) wurde fu¨r die
einzelnen eindimensionale Schnitte der rCC–Wert ermittelt, an dem die RCCSD(T)–Energie ihr
Minimum annimmt. Durch diese Optimierung der rCC–Koordinaten wurde die Anzahl der wei-
terzuverwendenden Rasterpunkte fu¨r den A2A′–Zustand auf 48 und fu¨r den X2A′′–Zustand auf
82 verringert.
8.3.4.2 Werden die Biegeschwingungen explizit betrachtet ?
Im Abschnitt 8.3.2 wurden beide Biegeschwingungskoordinaten ρ1 und ρ2 von vorneherein als
obligatorisch erkla¨rt. ρ2 ist die Biegeschwingungskoordinate, die beim Durchlaufen des Meps
von Sattelpunkt zu Minimum die gro¨ßte Amplitude aufweist, also ist sie wirklich obligatorisch.
Den Einfluß von ρ1 auf die Barrierenho¨he erkennt man an dem Schnitt durch die Potential-
fla¨che, der sich fu¨r ein lineares O–C–C Fragment (ρ1,SRB ≡ 0o) ergibt. Man erha¨lt in diesem Fall
eine Barrierenho¨he von 667 cm−1, was nach oben gesagtem bedeutet, daß beide Biegeschwin-
gungskoordinaten stark koppeln. Es ist zu vermuten, daß eine a¨hnliche Na¨herung wie diejenige,
die fu¨r die C–C Streckschwingungen verwendet wird, zu ungenau ist, weil beide Biegeschwin-
gungsfrequenzen in der gleichen Gro¨ßenordnung sind. Das bedeutet, daß das
”
semirigid bender
Modell“, wie z. B. von Bunker et al. [25], nicht auf das Ketenylradikal HCCO angewendet
werden kann, ohne bedeutsame Effekte zu unterschlagen.
3Na¨heres zu den Frequenzen kann dem Abschnitt 8.5 entnommen werden.
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8.3.4.3 Ist die Konstanz von rCH und rOC gerechtfertigt ?
Neben den in Abschnitt 8.3.3 angegebenen Einzelpunktrechnungen wurden jeweils fu¨r
die Minimumswerte ρ
o
1,a,min, ρ
o
2,a,min und r
o
CC,a,min der RCCSD(T)–Rechnungen (Toleranz 0.1
o
bzw. 0.001 A˚) und dem rCC–Wert der [7,8]–CASSCF–Rechnung fu¨r lineare Geometrie
RCCSD(T)–Rechnungen bei je vier unterschiedlichen rCH– und rOC–Absta¨nden (”
Maschen-
breite“ 0.1 A˚) vorgenommen. Mit einem Polynomfit konnte auf einfachste Weise eine er-
ste Abscha¨tzung u¨ber die optimierten rCH– und rOC–Absta¨nde und die damit einhergehen-
de Vera¨nderung der Barrierenho¨he gewonnen werden. Man erha¨lt eine Barrierenho¨he von
1264 cm−1 und erkennt, daß die Differenz zur Barrierenho¨he 1428 cm−1 wesentlich weniger
dramatisch ist als in den beiden vorhergehenden Unterabschnitten. Na¨heres zu den erga¨nzen-
den Rechnungen kann der Tabelle 8.5 und Abschnitt 8.6.1 entnommen werden.
8.3.5 Fazit
Zusammenfassend la¨ßt sich sagen, daß in der vorliegenden Na¨herung ein effektives zweidimensio-
nales Potential als Funktion der Biegeschwingungskoordinaten verwendet wurde. Das bedeutet,
daß die Kopplung zwischen den Biegeschwingungskoordinaten explizit beru¨cksichtigt, wa¨hrend
die Kopplung mit der C–C Streckschwingungsbewegung auf die oben beschriebene Art betrach-
tet wurde.
An dieser Stelle soll noch einmal betont werden, daß neben dem in Unterabschnitt 8.3.4.3
beschriebenen geringeren Einfluß auf die Barrierenho¨he auch wegen der fehlenden Implemen-
tierung der Geometrieoptimierung innerhalb des benutzten Programms und aus Konsistenz-
gru¨nden die Koordinaten rCH und rOC konstant gehalten wurden. Das bedeutet, daß Gro¨ßen,
die aus der Potentialfla¨che abgeleitet wurden, (wie zum Beispiel die Barrierenho¨he zur Linea-
rita¨t) neben dem Verfahren und dem Basissatz auch das Erkennungsmerkmal
”
rCH und rOC
sind konstant“ beno¨tigen, denn sie unterscheiden sich von den Gro¨ßen, die nur Verfahren und
Basissatz als Erkennungsmerkmal besitzen. Daß die Verwendung dieser Potentialfla¨che gerecht-
fertigt ist und wie die Unzula¨nglichkeiten des Basissatzes (die wiederum durch die Globalita¨t
der Potentialfla¨che gerechtfertigt sind) eliminiert werden ko¨nnen, zeigt Abschnitt 8.6.2.
8.3.6 Anpassung und Darstellung der Fla¨chen
Durch die Methode der kleinsten Fehlerquadrate werden nun die Koeffizienten, die in Gleichung
(F.10) (Anhang F.1) auftauchen und hier nochmal dargestellt werden:
V (ρ1, ρ2, γ) =
2∑
i=1
b2i,0,0ρ
2i
1 +
3∑
j=1
b0,2j,0ρ
2j
2 +
2∑
i=1
3∑
j=1
1∑
k=0
bi,j,k · ρi1 · ρj2 · cos(kγ) (8.2)
mit (−1)k = (−1)j = (−1)i , (8.3)
an die am Ende von Unterabschnitt 8.3.4.1 erhaltenen Daten angepaßt. Die dadurch erhaltenen
Funktionen lassen sich als Ho¨henlinienbilder u¨ber die Koordinaten ρ1 und ρ2 auftragen und
sind in den Abbildungen 8.2 (Fla¨che V
o
a fu¨r den unteren Zustand X
2A′′) bzw. 8.4 (Fla¨che V
o
s
fu¨r den oberen Zustand A2A′) fu¨r planare Moleku¨lgeometrie wiedergegeben. Der Ursprung des
Koordinatensystems bedeutet die lineare Geometrie, transplanare Geometrien finden sich im
ersten und dritten Quadranten der Abbildung, wa¨hrend der zweite und vierte Quadrant von
cisplanaren Anordnungen belegt ist4.
4Die Belegung der Quadranten ist mit einer gewissen Willku¨r verbunden. Genausogut ha¨tte sich die trans-
planaren Geometrien im 2. und 4. Quadranten und die cisplanaren Anordnungen im 1. und 3. Quadranten
befinden ko¨nnen.
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Obwohl eine Halbebene bereits die gesamte Information u¨ber die Potentialfla¨che entha¨lt, wur-
de aus Bequemlichkeitsgru¨nden diese Art der Darstellung gewa¨hlt: Man erkennt leichter was
passiert, wenn eine Koordinate
”
ihr Vorzeichen a¨ndert“, und das Moleku¨l damit von der cis–
Geometrie u¨ber eine Struktur mit einem dreiatomigen linearen Fragment in die trans–Position
wechselt oder umgekehrt.
8.4 Diskussion der berechneten Potentialfla¨chen
8.4.1 Die untere Fla¨che
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Abbildung 8.2: Ho¨henlinienbild des Schnitts entlang der (ρ1, ρ2)–Ebene durch die untere Potential-
hyperfla¨che V
o
a . Benachbarte Ho¨henlinien unterscheiden sich energetisch um 350 cm
−1. Die gestri-
chelte Linie markiert den Minimumenergiepfad.
8.4: Diskussion der berechneten Potentialfla¨chen 83
Die untere Potentialfla¨che, die in Abbildung 8.2 wiedergegeben wird, besitzt ein Minimum an
der Stelle (ρ
o
1,a,min, ρ
o
2,a,min) = (13.1
o
, 51.9
o
) auf der (ρ1, ρ2)–Fla¨che und einen Sattelpunkt im
Ursprung, also bei linearer Geometrie. Die Differenz zwischen den RCCSD(T)–Energien im
Minimum und am Sattelpunkt (die Barrierenho¨he) betra¨gt 1428 cm−1. Die gestrichelte Linie
in Abbildung 8.2 stellt den Mep auf dieser Fla¨che dar. Zwischen Sattelpunkt und Minimum
verla¨uft er nahezu geradlinig. Nach Durchlaufen des Minimums knickt der Pfad ab. Die ma-
ximale Auslenkung des O–C–C Fragments aus der Linearita¨t von ρ
o
1,a,maxaus1 = 13.5
o
wird im
Mep bei einem C–C–H Winkel von 124
o
(ρ
o
2,a,maxaus1 = 56
o
) angenommen. Dem Mep hin zu
ho¨heren Energien folgend, sinken die ρ1–Werte wieder fu¨r wachsende ρ2; die Geometrie eines
Moleku¨ls, welches den Minimumenergiepfad
”
nicht verla¨ßt“, bleibt fu¨r stumpfe C–C–H Winkel
transplanar.
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Abbildung 8.3: Dreidimensionales Bild der Potentialhyperfla¨chen V
o
a und V
o
s u¨ber den Koordinaten
ρ1 und ρ2. Der Ursprung der Energieachse bezeichnet die Energie der linearen Geometrie.
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8.4.2 Die obere Fla¨che
Wie in Abbildung 8.4 dargestellt, erha¨lt man fu¨r den A2A′–Zustand die minimale Energie bei
linearer Geometrie. Beide Potentialfla¨chen beru¨hren sich im Ursprung, was in Abbildung 8.3
veranschaulicht wird.
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Abbildung 8.4: Ho¨henlinienbild des Schnitts entlang der (ρ1, ρ2)–Ebene durch die obere Potentialhy-
perfla¨che V
o
s . Benachbarte Ho¨henlinien unterscheiden sich energetisch um 350 cm
−1. Die gestrichelte
Linie markiert den Minimumenergiepfad.
Der Mep in der oberen Fla¨che V
o
s verha¨lt sich analog zum Pfad auf der unteren Fla¨che V
o
a :
Nahe der linearen Geometrie wa¨chst ρ1 proportional zu ρ2, erreicht den maximalen Wert von
ρ
o
1,s,maxaus1 = 3.5
o
allerdings schon fu¨r ρ
o
2,s,maxaus1 = 28
o
. Fu¨r ρ
o
2,s,linOCC = 48
o
ist besitzt das Moleku¨l
auf dem Minimumenergiepfad ein lineares O–C–C Fragment, fu¨r noch gro¨ßere ρ2 ist der Mep
durch eine cisplanare Geometrie charakterisiert.
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8.5 Harmonische Frequenzen
Zur Berechnung der harmonischen Frequenzen kann man bei bekannter Kraftkonstantenmatrix
F den wohlbekannten
”
F –G–Formalismus“[19] anwenden. Szalay et al. [99, 100] berechneten
die F –Matrix mittels numerischer Ableitung.
Falls fu¨r die Kraftkonstanten keine Kopplungen zwischen der Torsionskoordinate und anderen
Koordinaten bestehen, kann das Problem
”
blockdiagonal“ gelo¨st werden, weil die Kopplungs-
freiheit innerhalb derG–Matrix gilt. Dies fu¨hrt auf die eindimensionale Betrachtung der Torsion
und der fu¨nfdimensionalen Betrachtung der restlichen Koordinaten. In der G–Matrix wurden
diese Koordinaten aneinander gekoppelt.
Der Vergleich der von anderen Autoren ermittelten Frequenzen mit denen, die aus den in den
Abbildungen 8.2 und 8.4 gegebenen Potentialfla¨chen stammen, ist deshalb interessant, weil da-
mit eine Aussage daru¨ber getroffen werden kann, ob der Einfluß der C–C–Streckbewegung in
dieser Arbeit (implizit im effektiv–zweidimensionalen Potential als Funktion der Biegeschwin-
gungskoordinaten) auf ada¨quate Weise beschrieben ist.
8.5.1 Bestimmung der Kraftkonstanten
Die Bestimmung dieser Kraftkonstanten gelingt auf verha¨ltnisma¨ßig einfache Weise: Taylor-
entwicklung des Potentials um den entsprechenden stationa¨ren Punkt. Fu¨r das Minimum der
unteren Fla¨che (ρ
o
1,a,min, ρ
o
2,a,min, γ = 180
o
) ergeben sich damit die Kraftkonstanten zu:
F
o
a,qi,qj
:=
∂2V
o
a (ρ1, ρ2, γ)
∂qi∂qj
∣∣∣∣
(ρ
o
1,a,min,ρ
o
2,a,min,γ=180
o )
fu¨r qi, qj = ρ1, ρ2, γ . (8.4)
Die Kraftkonstante F
o
a,rCC,rCC
kann mittels eines eindimensionalen Schnitt entlang der
rCC–Koordinate und anschließendem Polynomfit bestimmt werden.
Die im Unterabschnitt 8.3.4.3 angesprochenen zusa¨tzlichen Rechnungen fu¨r je vier unterschied-
liche rOC– und rCH–Werte fu¨r die Gleichgewichtsgeometrie in den Koordinaten ρ1, ρ2 und rCC,
liefern die Kraftkonstanten F
o
a,rOC,rOC
, F
o
a,rOC,rCH
und F
o
a,rCH,rCH
. Damit ergibt sich die folgen-
de Kraftkonstantenmatrix F
o
a mit den Elementen F
o
a,i,j fu¨r die Gleichgewichtsgeometrie des
X2A′′–Zustands in den Einheiten Eh · a−20 fu¨r die Streckkordinaten und Eh· A˚2 · a−20 fu¨r die
Winkelkoordinaten:
i\j rOC rCC rCH ρ1 ρ2 γ
rOC 0.965635
rCC 0.552391
rCH −0.002273 0.393085
ρ1 implizit 0.039197
ρ2 implizit −0.004314 0.015891
γ implizit 0.000000 0.000000 0.002023
(8.5)
Die Lu¨cken unterhalb der Diagonalen in Matrix (8.5) weisen auf nichtberu¨cksichtigte Kopp-
lungen hin. Die daraus berechneten harmonischen Frequenzen sind in der ersten Zeile von
Tabelle 8.3 wiedergegeben.
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Autor Verfahren/Basis Streckschwingungen Biegeschwingungen Torsion
ω
o
1,a ω
o
2,a ω
o
1,a ω
o
4,a ω
o
6,a ω
o
5,a
Diese Arbeit (1) RCCSD(T)/DZP 3349.7 2180.4 1177.1 648.3 524.0 467.8
Diese Arbeit (2) RCCSD(T)/DZP 3349.3 2050.1 1239.9 650.7 524.4 467.8
Kim UMP2/TZP 3372 2433 1284 636 611 538
Szalay UCCSD(T)/DZP 3322 2082 1199 631 528 479
Szalay UCCSD(T)/TZ2P 3323.9 2054.4 1209.5 611.8 528.0 539
Szalay UCCSD(T)/PVTZ 3371 2099 1249 568 511
Tabelle 8.3: Vergleich der harmonischen Schwingungsfrequenzen (in cm−1) fu¨r Rechnungen unter-
schiedlicher Autoren mit unterschiedlichen Basissa¨tzen.
8.5.2 Vergleich der Frequenzen
Im Vergleich zu Szalays Berechnungen unter Verwendung eines DZP–Basissatzes weist die mitt-
lere Streckschwingungsfrequenz den gro¨ßten absoluten und relativen Fehler auf. Scha¨tzt man
fu¨r unsere Berechnung die Kopplung zwischen C–C– und O–C–Streckschwingungskoordinaten
durch den von Szalay gegebenen Wert fu¨r seine UCCSD(T)/TZ2P Rechnung von
F
o
a,rCC,rOC
=0.093277 Eh · a−20 ab, so erha¨lt man mit der zweiten Zeile von Tabelle 8.3 Wer-
te, die sich gut ins Gesamtbild einpassen.
Desweiteren erkennt man, daß die C–H–Streckschwingungskoordinate nur sehr schwach an ihr
O–C–Gegenstu¨ck gekoppelt ist (Der Wert F
o
a,rCH,rOC
=−0.002273 Eh · a−20 nimmt nicht einmal
0.6 % der kleineren diagonalen Kraftkonstante F
o
a,rCH,rCH
=0.393085 Eh · a−20 an). Die Kopp-
lung der C–H– mit der C–C–Streckschwingungskoordinate ergibt sich bei Szalay zu 1.9 % im
Vergleich mit der kleineren diagonalen Kraftkonstante. So kann man insgesamt sagen, daß die
ho¨chste Streckschwingungsfrequenz quasi nur durch die diagonale Kraftkonstante F
o
a,rCH,rCH
be-
stimmt ist.
Fu¨r den DZP–Basissatz liegt unsere obere Biegeschwingungsfrequenz mit 650.7 cm−1 um
19.7 cm−1 u¨ber der von Szalay et al. [99] mit 631 cm−1 angegebenen. Die unteren Biege-
schwingungsfrequenz wurde in dieser Arbeit mit 524 cm−1 gut getroffen. Abweichungen liegen
im Bereich von 5 cm−1. Basissatzeffekte werden erst bei Verwendung einer cc–pVTZ–Basis deut-
lich. Da sich die Barrieren aber schon bei kleineren Basen deutlich a¨ndern, ohne auf die Biege-
schwingungsfrequenzen durchzuschlagen, kann eine Fehlerkompensation angenommen werden:
Die A¨nderung der Frequenzen, die durch die kleinere Barrierenho¨he (und damit der kleineren
Kraftkonstanten) verursacht wird, wird durch die Minimumlage na¨her hin zur Linearita¨t (und
damit gro¨ßere Kraftkonstante) kompensiert.
8.5.3 Anharmonizita¨tseffekte
Um den Einfluß von Anharmonizita¨tseffekten auf die von den Biegeschwingungskoordinaten
abha¨ngigen Potentialfla¨chen auf eine bequeme Art zu behandeln, werden neue Koordinaten
eingefu¨hrt: Die Biegeschwingungskoordinate mit großer Amplitude ρMep,‖, die mit dem Mep
u¨berstimmt und die in jedem Punkt des Minimalpfads senkrecht zum Pfad verlaufende Biege-
schwingungskoordinate mit kleiner Amplitude ρMep,⊥, also V˜
o
s/a(ρMep,⊥, ρMep,‖) = V
o
s/a(ρ1, ρ2). Fu¨r
beide Potentialfla¨chen zeigt ρMep,⊥ nur vernachla¨ssigbare Abweichungen von der Harmonizita¨t.
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Daru¨berhinaus bleibt die Kru¨mmung in Richtung ρMep,⊥ entlang des Meps nahezu konstant,
also:
∂2V˜
o
s/a
∂ρMep2,⊥
∣∣∣∣∣
(ρMep,⊥,ρMep,‖=0)
≈ κ⊥ , (8.6)
so daß V˜
o
s/a in zwei Summanden aufgeteilt werden kann, von denen jeder nur von einer der
oben definierten Koordinaten ρMep,⊥ und ρMep,‖ abha¨ngt. Das bedeutet, daß diese Koordina-
ten mit den Normalkoordinaten identifiert werden ko¨nnen, ohne daß ein großer Fehler ge-
macht wird. Im Grenzfall eines symmetrischen vieratomigen Moleku¨ls entspricht ρMep,⊥ der
cis–Biegeschwingungskoordinate wa¨hrend ρMep,‖ mit der trans–Biegeschwingungskoordinate ver-
bunden ist.
In Abbildung 8.5 werden eindimensionale Schnitte entlang der Minimumenergiepfade fu¨r beide
Fla¨chen dargestellt (durchgezogene Linien). Auf der Abszisse ist die Wegla¨nge (
∫
Mep
ds) in Grad
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Abbildung 8.5: Fu¨r beide Potentialfla¨chen werden Schnitte entlang des Minimumenergiepfads dar-
gestellt und verglichen mit den zugeho¨rigen harmonischen Na¨herungen. Auf der Abszisse ist die
Wegla¨nge von der linearen Geometrie entlang des Meps (in Grad) aufgetragen. Auf der Ordinate ist
die potentielle Energie aufgetragen und der Nullpunkt bezeichnet die potentielle Energie der linearen
Geometrie.
aufgetragen (Nullpunkt ist die lineare Geometrie). Die zugeho¨rigen harmonischen (gestrichel-
te Linien) und kubischen (nur fu¨r den unteren Zustand, gepunktete Linie) Na¨herungen sind
ebenfalls enthalten.
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Fu¨r die harmonische Na¨herung wurde der F –G–Formalismus ausschließlich fu¨r die Biegeschwin-
gungen (also effektiv–zweidimensional) verwendet. In Tabelle 8.4 sind die zu der
”
Normalko-
ordinate“ ρMep,‖ geho¨renden harmonische Frequenzen ω
o
‖ mit 672 cm
−1 fu¨r den Grundzustand
X2A′′ und mit 237 cm−1 fu¨r den ersten angeregten Zustand A2A′ gegeben.
Zustand ω
o
⊥,a/s ω
o
‖,a/s
harmonisch harmonisch kubisch
X2A′′ 527 672 629
A2A′ 512 237
Tabelle 8.4: Fu¨r ein effektives zweidimensionales Problem berechnete Biegeschwingungsfrequenzen
(in cm−1) fu¨r die Gleichgewichtsgeometrie der beiden niedrigstliegenden Zusta¨nde von HCCO.
Um die anharmonischen Effekte zu quantifizieren, wurde mittels einer stationa¨rer Sto¨rungstheo-
rie [106] die Korrekturen zur Fundamentalen berechnet. Die Schwingungsfrequenz, die zum
X2A′′–Zustand geho¨rt, senkt sich dabei 43 cm−1 auf 629 cm−1 ab, was die Wichtigkeit der
anharmonischen Effekte bei Betrachtung der Koordinate entlang des Meps unterstreicht.
In Abbildung 8.5 ist zu erkennen, daß fu¨r den unteren Zustand die harmonische Na¨herung nur
im Bereich von 5
o
um die Minimallage herum gu¨ltig ist. In Richtung linearer Geometrie nimmt
der Wert der Kru¨mmung aufgrund der vorhandenen Potentialbarriere schnell ab. Fu¨r gro¨ßere
Wegla¨ngen u¨bersteigt die Kru¨mmung den Wert des harmonischen Falls.
Die obere Potentialfla¨che ist entlang des Meps wesentlich flacher. Da der Minimumenergiepfad
grob gesehen in Richtung der ρ2–Koordinate la¨uft, ist folglich die zu dieser Koordinate geho¨rige
diagonale Kraftkonstante F
o
s,ρ2,ρ2
um einen Faktor 5.6 kleiner als die entsprechende der unteren
Potentialfla¨che. In diesem Fall liefert die harmonische Na¨herung innerhalb von 10
o
um die
lineare Geometrie verla¨ssliche Werte, fu¨r gro¨ßere Wegla¨ngen wird die Anharmonizita¨t allerdings
auch hier spu¨rbar.
8.6 Basissatzeffekte
8.6.1 Einfluß der theoretischen Behandlung auf die Geometrien und
auf die Barrierenho¨he
Schließlich muß noch der Einfluß, den die Auswahl von Berechnungsverfahren und Basissatz auf
die Barrierenho¨he hat, diskutiert werden. Nach den Aussagen in Abschnitt 8.2 sollen hier die
Diskrepanzen, die aufgrund von Basissatzeffekten fu¨r CCSD(T)–Verfahren auftreten, anhand
der Tabelle 8.5 na¨her beleuchtet werden.
Vorweg noch wenige Erla¨uterungen zur Tabelle. Zuna¨chst ist in der fu¨nften Zeile (die U¨ber-
schriftszeile wird nicht mitgeza¨hlt) die Spaltennummer angegeben, die das Verweisen erleichtern
soll. Die Spalten 1 und 2 geben Ergebnisse dieser Arbeit bei gleichem Verfahren und Basissatz
wieder, aber unterscheiden sich – wie schon im Unterabschnitt 8.3.5 erwa¨hnt – dadurch, daß
sich Spalte 1 auf das Erkennungsmerkmal
”
rCH und rOC sind konstant“ (und zwar die Werte
der [7,8]–CASSCF–Rechnungen) und Spalte 2 sich auf
”
rCH und rOC sind optimert“ bezieht.
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Eine ganze Reihe von Autoren haben Coupled–Cluster–Rechnungen mit unterschiedlichen Ba-
sissa¨tzen erstellt. Außer den Rechnungen des Autors dieser Arbeit, die eine dreidimensionale Po-
tentialfla¨che abdecken, konzentrieren sich die anderen Autoren auf die Bestimmung der Gleich-
gewichtsgeomtrie von X2A′′– und A2A′–Zustand. Unser Augenmerk soll sich nun zuna¨chst auf
den Basissatzeinfluß auf ρ1, ρ2 und die Barrierenho¨he richten.
8.6.1.1 Biegeschwingungskoordinaten und Barrierenho¨he
Die Rechnungen mit DZP–Basisa¨tzen von Szalay et al. [99] (Spalte 3) und dieser Arbeit (rCH, rOC
optimiert nach Spalte 2) liefern ρ
o
1,a,min,DZP ≈ 13o , ρo2,a,min,DZP ≈ 52o bis 53o und Barrierenho¨hen
von 1264 cm−1 beziehungsweise 1302 cm−1.
Der U¨bergang zur TZ2P–Basis in den Rechnungen von Szalay et al. [100] (Spalte 4) erniedrigt
ρ1 und ρ2 um ∆ρ
o
1,a,DZP,TZ2P ≈ 1o bzw. um ∆ρo2,a,DZP,TZ2P ≈ 2o bis 3o auf ρo1,a,min,TZ2P = 11.8o
bzw. ρ
o
2,a,min,TZ2P = 49.8
o
. Die Barriere sinkt um etwa 200 cm−1 auf E
o
Barr,TZ2P = 1096 cm
−1.
Die UMP2–Rechnung mit TZP–Basissatz von Kim und Shavitt (Spalte 6), die in Referenz [99]
wiedergegeben sind, bringen hauptsa¨chlich eine Verringerung von ρ1 um ∆ρ
o
1,a,DZP,TZP ≈ 3o
gegenu¨ber den Rechnungen DZP–Basisa¨tzen. Als Barrierenho¨he, die aus MRCI–Rechnungen
stammen soll und von Osborn et al. [92] zitiert wird, ergibt sich 981 cm−1.
Mit der Reihe der drei Rechnungen von Botschwina, bei denen fu¨r die Basissa¨tze von
aug–cc–pVTZ– und cc–pVQZ–Qualita¨t die Valenzelektronen (die Spalten 7 und 8) und fu¨r den
cc–pCVQZ–Basissatz entsprechend alle Elektronen korreliert wurden (Spalte 9), sollten die Geo-
metrieparameter ausreichend genau bestimmt sein. Die beiden Winkelkoordinaten fallen weiter
ab: ρ1 von ρ
o
1,a,min,aug–cc–pVTZ = 11.5
o
u¨ber ρ
o
1,a,min,cc–pVQZ = 11.1
o
auf ρ
o
1,a,min,cc–pCVQZ = 10.7
o
und
ρ2 von ρ
o
2,a,min,aug–cc–pVTZ = 48.3
o
u¨ber ρ
o
2,a,min,cc–pVQZ = 47.3
o
auf ρ
o
2,a,min,cc–pCVQZ = 45.9
o
.
Auch die Barrierenho¨he wird kleiner: ausgehend von E
o
Barr,aug–cc–pVTZ = 810 cm
−1 u¨ber
E
o
Barr,cc–pVQZ = 712 cm
−1 wird schließlich E
o
Barr,cc–pCVQZ = 637 cm
−1 erreicht.
Die Rechnung mit dem cc–pVTZ–Basissatz von Szalay et al., in der trotz der zu erwarten-
den Inflexibilita¨t des Coreanteils der Basis alle Elektronen korreliert wurden (Spalte 5), lie-
fert aufgrund von Fehlerkompensation nahezu schon das beste Ergebnis von Botschwina : Es
werden die Werte ρ
o
1,a,min,cc–pVTZ = 10.6
o
und ρ
o
2,a,min,cc–pVTZ = 45.4
o
und eine Barriere zur
Linearita¨t von 643 cm−1 erreicht. Starke A¨nderungen gegenu¨ber der Verwendung des TZ2P–
Basissatzes ergeben sich beim Winkel ρ2 (∆ρ
o
2,a,TZ2P,cc–pVTZ = 4.4
o
) und beim rCC–Abstand
(∆r
o
CC,a,TZ2P,cc–pVTZ = 0.0131 A˚). Szalay et al. [100] fu¨hren dies auf die bessere Konvergenz des
spd–Anteils im cc–pVTZ–Basissatz zuru¨ck.
8.6.1.2 Streckschwingungskoordinaten
Betrachtet man nochmal die A¨nderungen der Bindungsla¨ngen eingehender, so stellt man fu¨r
den X2A′′-Zustand fest, daß
1. sich der rCC–Abstand vom DZP– zum TZ2P–Basissatz um ∆r
o
CC,a,DZP,TZ2P = 0.02 A˚
a¨ndert,
2. rCH– und rOC–Abstand beim U¨bergang von der Rechnung dieser Arbeit u¨bers Szalays
Rechnung mit DZP–Basissatz zu dessen Rechnung mit TZ2P–Basissatz (die Spalten 2
bis 4) sich jeweils um rund 0.01 A˚ erniedrigen.
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3. sich fu¨r Basissa¨tze ab TZ2P–Qualita¨t der rOC–Abstand mit Ausnahme von
Botschwinas Rechnung mit dem aug–cc–pVTZ–Basissatz in einem Intervall von
∆r
o
CO,a,cc–pVTZ,cc–pCVQZ = 0.0018 A˚ befindet und der rCH–Abstand sich auf das Intervall
∆r
o
CH,a,aug–cc–pVTZ,cc–pCVQZ = 0.0039 A˚ beschra¨nkt, wobei Szalays cc–pVTZ-Rechnung einen
rCH–Wert um 0.005 A˚ unterhalb des Intervalls liefert.
Fu¨r den A2A′–Zustand (lineare Geometrie) sind die A¨nderungen bei Rechnungen mit Ba-
sissa¨tzen ab TZ2P–Qualita¨t analog zu denen fu¨r den X2A′′–Zustand.
8.6.2 Daraus resultierende Modellierung der Potentialfla¨che
Der letzte Abschnitt hat noch einmal deutlich vor Augen gefu¨hrt, wie empfindlich Barrierenho¨he
und Gleichgewichtsgeometrie des Grundzustands vom verwendeten Basissatz abha¨ngen. Eine
Berechnung der Potentialfla¨che – wie im Abschnitt 8.3 beschrieben – mit einer Genauigkeit
von wenigen Wellenzahlen erscheint nicht praktikabel. Vielmehr sollen die in Abschnitt 8.4
diskutierten Potentialfla¨chen skaliert werden. Dazu konstruieren wir das skalierte Potential V˜
wie folgt:
V˜ (ρ1, ρ2) := s0 · V (ρ¯1, ρ¯2) mit ρi = si · ρ¯i , i = 1, 2 (8.7)
und wa¨hlen die Skalierungsfaktoren s0, s1 und s2 so, daß Barrierenho¨he und Gleichgewichtsgeo-
metrie des Grundzustands u¨bereinstimmende Werte zu Rechnungen mit ada¨quaten Basissa¨tzen
aus Tabelle 8.5 liefern.
Dabei ko¨nnen Barrierenho¨hen und Gleichgewichtsgeometrien zusammengebracht werden, die
als Paar sowohl konsistente (= zu einer Rechnung geho¨rende), als auch inkonsistente
(= zu verschiedenen Rechnungen geho¨rende) Betrachtungen ergeben. An inkonsistenten Zu-
sammensetzungen ko¨nnen dann – im Vergleich mit den konsistenten – Effekte der Vera¨nderung
der Barrierenho¨he vom Einfluß der Geometriea¨nderungen (oder umgekehrt) isoliert werden. Um
die Idee weiterzuspinnen, ko¨nnten auch Einflu¨sse der einzelnen Biegeschwingungen separiert
werden, was im Endeffekt auf Vera¨nderung des entsprechenden Skalierungsfaktors hinausla¨uft.
Um dies zu beru¨cksichtigen, ein breites Barrierenspektrum abzudecken, und neben konsisten-
ten auch inkonsistente Zusammensetzungen zu ermo¨glichen, wurden außer der in dieser Arbeit
berechneten Potentialfla¨che (RCCSD(T)/DZP) nahezu an die stationa¨ren Punkte aus Kim
und Shavitts UMP2–Rechnungen mit TZP–Basissatz und an die in [92] angegebene Barrie-
renho¨he von 981 cm−1 und exakt an Szalays et al. UHF–CCSD(T)-Rechnungen mit dem
cc–pVTZ–Basissatz angepaßt. Die Skalierungsfaktoren sind in Tabelle 8.6 angegeben, die nun
genauer erkla¨rt werden soll:
Die Zeilen 1 und 2 (U¨berschriften za¨hlen nicht mit) beleuchten die Simulation der unterschied-
lichen Barrierenho¨hen und geben den entsprechenden Skalierungsfaktor s0 an. Die Zuordnung
zu verschiedenen Verfahren und Basissa¨tzen unterschiedlicher Autoren gelingt u¨ber die Spalten
der Tabelle.
Die Zeilen 3 bis 8 behandeln die Gleichgewichtsgeometrien. Die Zeilen 5 und 7 geben die
Minimalstellen (ρ
o
1,a,min, ρ
o
2,a,min) der skalierten unteren Potentialfla¨che an, die durch die Ska-
lierungsfaktoren s1 (Zeile 6) und s2 (Zeile 8) gema¨ß Gleichung (8.7) erzeugt werden. Zeile 3
stellt die Namenszuweisungen dar, die von jetzt an verwendet werden sollen. U¨ber die Spalten
ist eine eindeutige Zuordnung der Geometrie 1 zum Minimum der in dieser Arbeit berechne-
ten unteren Potentialfla¨che (RCCSD(T)/DZP) und der Geometrie 3 zu dem von Szalay et al.
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Autor diese Arbeit Kim und Shavitt Szalay et al.
Verfahren/Basis RCCSD(T)/DZP UMP2/TZP UHF-CCSD(T)/cc–pVTZ
Barriere in cm−1 1428 981 643
s0 1.000 0.687 0.450
Geometrie Geometrie 1 Geometrie 2 Geometrie 3
Genauigkeit exakt nahezu exakt exakt exakt
ρ
o
1,a,min in
o
13.1 10.6 10.1 10.6
s1 1.000 0.809 0.770 0.809
ρ
o
2,a,min in
o
51.9 51.9 51.8 45.4
s2 1.000 1.000 0.998 0.875
Spaltennummer 1 2 3 4
Tabelle 8.6: Skalierungsfaktoren, die aus der unteren Potentialfla¨che dieser Arbeit die Kenngro¨ßen
(Lage des Minimums, Barrierenho¨he) der UMP2/TZP–Rechnung von Kim und Shavitt und der
UHF–CCSD(T)/cc-pVTZ–Rechnung von Szalay et al. reproduzieren. Weitere Erla¨uterungen im
Text.
(UHF–CCSD(T)/cc–pVTZ) berechneten stationa¨ren Punkt mo¨glich. Geometrie 2 stimmt nahe-
zu exakt (deshalb Zeile 4) mit dem von Kim und Shavitt (UMP2/TZP) berechneten Minimum
u¨berein. Deshalb sind beide (also Geometrie 2 als nahezu exakte und die wirklich exakte Geo-
metrie von Kim und Shavitt) nebeneinander in den Spalten 2 und 3 (Spaltennumerierung aus
Zeile 9) unter dem Autor
”
Kim und Shavitt“ aufgelistet.
Mit dieser Auswahl und Definition der Geometrien bedeutet der U¨bergang von Geometrie 1 zu
Geometrie 2 nur eine Skalierung von ρ1 (mit dem Faktor s1(1→2)=0.809) und der U¨bergang
von Geometrie 2 zu Geometrie 3 nur eine Skalierung von ρ2 (mit dem Faktor s2(2→3)=0.875).
Die jeweiligen anderen Koordinaten (ρ2 bzw. ρ1) werden nicht (also s2(1→2)=s1(2→3)=1.000)
skaliert.
Fu¨r die obere Potentialfla¨che wird eine Skalierung der Geometrie (mit s1 und s2) entsprechend
der zugeho¨rigen unteren Potentialfla¨che vorgenommen.
8.7 Berechnung des vibronischen Spektrums
Nun finden zur Berechnung des vibronischen Spektrums alle zuvor erla¨uterten Schritte ihre
Anwendung:
1. Der Operator der kinetischen Energie der Kerne wird gema¨ß Kapitel 4 konstruiert.
2. Aus den Potentialfla¨chen V
o
a und V
o
s in den Abbildungen 8.2 und 8.4 bzw. ihren analyti-
schen Darstellungen nach Gleichung (8.2) mit den Koeffizienten aus den Tabellen F.1 und
F.2 aus Anhang F.2 und ihren skalierten Gegenstu¨cken wird gema¨ß Abschnitt 7.4 jeweils
(a) das mittlere Potential V0 nach Abschnitt 7.3.9 und Gleichung (7.98),
(b) die Koeffizienten a˜2,0,−1, a˜0,2,1 und a˜1,1,0 nach Anhang E.6 und den Gleichungen
(E.65), (E.66) und (E.71) direkt aus c1, c2 und c3 und
(c) diese nach Gleichung (7.134) im Abschnitt 7.4.4 nach der Methode der kleinsten
Fehlerquadrate aus der Differenz der adiabatischen Potentialfla¨chen,
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(d) den Quotienten Vq der in Gleichung (7.135) im Abschnitt 7.4.5 definiert ist, ebenfalls
nach der Methode der kleinsten Fehlerquadrate und
(e) schließlich und endlich aus dem Vorhergehenden nach Gleichung (7.135) der außer-
diagonale Kopplungsterm H ′1,2 bestimmt.
Das alles bewerkstelligt das Hilfsprogramm
”
VBq“.
3. Dann kann nach wenigen Zwischenschritten, die das Hilfsprogramm
”
V–exakt“ vornimmt,
die Aufstellung der Hamiltonmatrix und die anschließende Diagonalisierung zur Bestim-
mung des vibronischen Spektrums mit dem Hauptprogramm
”
pi434“ vorgenommen wer-
den.
Die Gro¨ße der Basis der Kernwellenfunktionen wird durch die maximale νi–Quantenzahl νi,max
bestimmt. In den Rechnungen wurde νi,max := 10 fu¨r i = 1, 2 gesetzt, da sich in Testrechnungen
gezeigt hat, daß fu¨r den unteren Teil des Spektrums damit Konvergenz erzielt werden kann.
Die Gesamtzahl der Basisfunktionen betra¨gt dann – je nach K–Quantenzahl, die ab jetzt fu¨r
das neutrale Moleku¨l mit K
o
bezeichnet wird – bis zu 500. Wegen der gewinkelten Gleichge-
wichtsgeometrie ist es zumindest fu¨r i = 2 (geho¨rt also zur ρ2–Koordinate) kaum mo¨glich, einen
kleineren ν2,max–Wert zu verwenden.
Wie schon im Abschnitt 7.5 beschrieben, wird nun fu¨r jede K
o
–Quantenzahl von null bis drei
einzeln das zugeho¨rige Spektrum bestimmt6. Bevor nun die sich ergebenden, sehr irregula¨ren
Strukturen diskutiert werden sollen, wird das, was man erwarten kann in vereinfachten Modellen
im folgenden dargestellt (nur fu¨r den Grundzustand).
8.7.1 Didaktische Termschemata
Es sollen harmonische Modelle und damit vereinfachte Hamiltonoperatoren betrachtet werden,
um den Zugang zu den Spektren zu erleichtern. Aus der Potentialfla¨che fu¨r den Grundzustand
(in den Abbildungen 8.2, 8.3 und 8.5) ergibt sich, daß fu¨r negative Energiewerte (unterhalb
der Energie fu¨r die lineare Geometrie) ein Potentialtopf mit
”
gewinkelter ρMep,‖–Koordinate“
(ρMep,‖ 6= 0) angena¨hert werden muß, was im didaktischen Modell 1 fu¨r den Bereich unterhalb
der Barriere geschieht.
Fu¨r positive Energiewerte sind Schwingungen u¨ber die lineare Geometrie hinaus mo¨glich und
die Charakteristik des Potentialtopfs entlang der ρMep,‖–Koordinate (sprich harmonische Kraft-
konstante) a¨ndert sich deutlich. Diese Verha¨ltnisse werden im didaktischen Modell 2 fu¨r den
Bereich oberhalb der Barriere simuliert.
Es ist nicht zu erwarten, daß der U¨bergang von einem zum anderen Modell schlagartig vor sich
geht, sondern es wird eine mehr oder minder große U¨bergangszone geben, die in den unten
angegebenen Termschemata nach Mo¨glichkeit auch quantifiziert werden soll.
8.7.1.1 Das didaktische Modell 1 fu¨r den Bereich unterhalb der Barriere
Fu¨r dieses abzuleitende didaktische Termschema werden die Erkenntnisse aus Abschnitt 8.5.3
benutzt. Das HCCO–Moleku¨l wird als
”
Kombination“ aus zwei dreiatomigen Moleku¨len be-
trachtet. Eines der Fragmente (charakterisierende Biegeschwingungskoordinate: ρMep,⊥) besitzt
6Ein Spektrum fur die Werte |Ko | beinhaltet alle Informationen. Der Nachweis funktioniert nach dem Prinzip
”gleiche Hamiltonmatrix =⇒ gleicher Energieeigenwert“.
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eine lineare Gleichgewichtsgeometrie, das andere (charakterisierende Biegeschwingungskoordi-
nate: ρMep,‖) eine gewinkelte, wobei Kopplungen zwischen beiden Biegeschwingungskoordinaten
vernachla¨ssigt werden.
In diesem Modell setzt sich der angena¨herte Hamiltonoperator fu¨r die Renner–Teller relevan-
ten Moden als Summe von Operatoren eines zweidimensionalen harmonischen Oszillators, der
das lineare dreiatomige Fragment beschreibt, und eines eindimensionalen harmonischen Oszil-
lators mit zusa¨tzlichem Rotationsbeitrag (um die Achse des kleinsten Tra¨gheitsmoments) fu¨r
das gewinkelte Fragment zusammen. Das bedeutet, daß ein Hamiltonoperator nullter Ordnung
eines
”
semirigid bender“–Modells [24, 25] mit Beru¨cksichtigung der Verha¨ltnisse der unteren
Potentialfla¨che in Minimumna¨he (also effektives Potential) verwendet wird.
Die Energie des Niveaus, das durch das Quantenzahlenquadrupel (ν⊥, l⊥, ν‖, l‖) beschrieben
wird, berechnet sich nach:
EM1ν⊥,l⊥,ν‖,l‖ = V˜ (ρMep,⊥ = 0, ρMep,‖,min) + (ν⊥ + 1) · ω⊥ +
(
ν‖ +
1
2
)
· ω‖ + 1
2I
· l2‖ , mit
V (ρ1,min, ρ2,min) = V˜ (ρMep,⊥ = 0, ρMep,‖,min) , (8.8)
wobei ω⊥ und ω‖ die harmonischen Biegeschwingungsfrequenzen und I das kleinste Tra¨gheits-
moment des gewinkelten Moleku¨lfragments sind.
Fu¨r feste ν⊥– und ν‖–Quantenzahlen verursacht der Rotationsbeitrag der ρMep,‖–Koordinate eine
Rotationsleiter. Es bietet sich an, die Rotationsleitern durch das Zahlenpaar (νs := ν⊥ + ν‖, l⊥)
zu charakterisieren. Die Zuordnung ist bei Betrachtungen von νs ≤ 2 nur fu¨r (2,0) nicht ein-
deutig. Fu¨r νs = 0 ergibt sich eine, fu¨r νs = 1 drei und fu¨r νs = 2 sechs Rotationsleitern. Der
niederenergetische Teil des Spektrums (νs ≤ 2), der mittels Gleichung (8.8) unter Verwendung
der harmonischen Biegeschwingungsfrequenzen ω
o
⊥,a = 527 cm
−1 und ω
o
‖,a = 672 cm
−1 fu¨r den
Grundzustand (aus Tabelle 8.4) und einem Wert von (2I
o
a )
−1 = 22 cm−1 (fu¨r I wurde das ent-
sprechende Tra¨gheitsmoment fu¨r die Gleichgewichtsgeometrie des Grundzustands verwendet)
berechnet wurde, ist in Abbildung 8.6 dargestellt.
Man erkennt, daß
1. die durch (ν
o
s , l
o
⊥)=(0,0) bezeichnete Leiter fu¨r K
o
=0 bis K
o
=3 eine typische
K
o
–Rotationsleiter fu¨r ein nahezu
”
symmetric top“ Moleku¨l ist,
2. sich die (ν
o
s , l
o
⊥)=(1,0),(2,0)–Leitern aus der in 1. beschriebenen durch eine energetische
Verschiebung um νs· 672 cm−1 ergeben,
3. man die mit (ν
o
s , l
o
⊥)=(1,±1) bezeichneten aus der in 1. beschriebenen Leiter durch energe-
tische Verschiebung um 527 cm−1 bei einer gleichzeitigen A¨nderung von K
o
um ∆K
o
mit
|∆Ko| = 1 erha¨lt. Dies impliziert, daß fu¨r Ko=0 die Termwerte entartet sind, ebenso tre-
ten fu¨r K
o
–Quantenzahlen, die sich um zwei unterscheiden, ebenfalls entartete Termwerte
auf;
4. sich die (ν
o
s , l
o
⊥)=(2,±1)–Leitern aus 3. durch eine energetische Verschiebung um 672 cm−1
ergeben,
5. man die durch (ν
o
s , l
o
⊥)=(2,0),(2,2) gekennzeichneten Leitern aus 3. durch eine energetische
Verschiebung um 527 cm−1 bei einer gleichzeitigen Erho¨hung von K
o
um 1 erha¨lt und
6. schließlich die (ν
o
s , l
o
⊥)=(2,−2)–Rotationsleiter aus der (νos , lo⊥)=(1,−1)–Leiter durch eine
energetische Verschiebung um ebenfalls 527 cm−1 bei gleichzeitiger Erniedrigung von K
o
um 1 konstruierbar ist.
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Abbildung 8.6: Niedrigliegende Energieniveaus, die mit Hilfe von Gleichung (8.8) fu¨r einen
Σ–Zustand fu¨r die Biegeschwingungsfrequenzen ω
o
⊥,a = 527 cm
−1, ω
o
‖,a = 672 cm
−1 und
(2I
o
a )
−1 = 22 cm−1 in Abha¨ngigkeit von der Quantenzahl K
o
= l
o
⊥ + l
o
‖ bestimmt wurden. Der
Ursprung der Energieskala bezeichnet die Energie fu¨r lineare Kerngeometrie.
Innerhalb einer Rotationsleiter ergibt sich aus (8.8) die Vorschrift:
El‖ = Eν⊥,ν‖ +
1
2I
· l2‖ , (8.9)
also eine quadratische Abha¨ngigkeit von l‖ und damit von K.
Inwieweit die Leitern ineinander verstrickt sind, ha¨ngt auch von der energetischen Na¨he der
Biegeschwingungsfrequenzen untereinander ab. Beim U¨bergang zu den Berechnungen mit dem
vollen Hamiltonoperator ist zu beru¨cksichtigen, daß anharmonische Effekte und Kopplungen
das oben erla¨uterte, streng harmonische Spektrum sto¨ren.
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8.7.1.2 Das didaktische Modell 2 fu¨r den Bereich oberhalb der Barriere
Aus der Aussage u¨ber die Konstanz der Kru¨mmung der Potentialfla¨che in Richtung ρMep,⊥ nach
Gleichung (8.6) aus Abschnitt 8.5.3 kann man schließen, daß sich in Bezug auf die Koordinate
ρMep,⊥ nichts a¨ndert.
Entlang der ρMep,‖–Koordinate ko¨nnen nach U¨berschreiten der Barriere auch die lineare Geo-
metrie u¨berstrichen werden, und damit ist der Potentialtopf wesentlich weiter geworden.
Aus diesen Gru¨nden kann das vieratomige Moleku¨l in diesem Fall in zwei dreiatomige Fragmente
mit linearer Gleichgewichtsgeometrie aufgeteilt werden; der angena¨herte Hamiltonoperator ist
der zweier zweidimensionaler harmonischer Oszillatoren (vergleichbar dem Hamiltonoperator
nullter Ordnung, der in Gleichung (5.14) gegeben ist).
Analog zu Gleichung (5.20) berechnet sich nun die Energie der Niveaus nach:
EM2ν⊥,l⊥,νl,ll = Vmin + (ν⊥ + 1) · ω⊥ + (νl + 1) · ωl . (8.10)
Wegen der linearen Abha¨ngigkeit von EM2ν⊥,l⊥,νl,ll von ν⊥ und νl und der Korrelation von ν zum
zugeho¨rigen l, treten im Termschema Leitern mit linearer Abha¨ngigkeit von K
o
auf.
Die Frage ist nun, wie sind ωl und Vmin vernu¨nftig zu wa¨hlen? Eine Antwort gibt Abbildung
8.5 und ein einfaches Modell, das jeweils den rechten Ast der harmonischen Na¨herung fu¨r
die gewinkelte Geometrie (Minimallage ρMep,‖,min, gestrichelte Linie in Abbildung 8.5) und fu¨r
den geweiteten Potentialtopf (Minimallage ρmin,l = 0
o
) an einer ausgewa¨hlten Stelle ρ0,l in
Funktionswert und erster Ableitung u¨bereinstimmen. Dieses Modell liefert dann die folgenden
Variablen:
kl =
1
a(ρ0,l)
· kb (8.11)
Vmin = V˜ (ρMep,⊥ = 0, ρMep,‖,min) +
1
2
· kb · (ρ0,l − ρMep,‖,min)2 · [1− a(ρ0,l)] , mit (8.12)
a(ρ0,l) :=
ρ0,l
ρ0,l − ρMep,‖,min , ρ0,l > ρMep,‖,min . (8.13)
Somit kann die Kraftkonstante kl fu¨r den geweiteten Potentialtopf u¨ber a(ρ0,l) mit der Kraft-
konstante kb fu¨r die harmonische Na¨herung des gewinkelten Potentialtopfs in Beziehung gesetzt
werden und in niedrigster Na¨herung die Biegeschwingungsfrequenzen ω‖ und ωl durch die fol-
gende Gleichung miteinander verknu¨pft werden:
ωl =
(
1
a(ρ0,l)
) 12
· ω‖ . (8.14)
Wird die Stelle ρ0,l so ausgewa¨hlt, daß die Funktionswerte der harmonischen Na¨herungen dort
verschwinden, so liefert die Verwendung der harmonischen Na¨herung aus Abbildung 8.5 die
Werte:
ρ
o
Mep,‖,a,min = 53.53
o
ρ0,l = 81.66
o
und daraus: (8.15)
a(ρ0,l) = 2.903 und
Vmin = −4145 cm−1 .
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Abbildung 8.7: Niedrigliegende Energieniveaus, die mit Hilfe von Gleichung (8.10) fu¨r einen
Σ–Zustand fu¨r die Biegeschwingungsfrequenzen ω
o
⊥,a = 527 cm
−1, ω
o
l = 394 cm
−1 und
Vmin = −4145 cm−1 in Abha¨ngigkeit von der Quantenzahl Ko = lo⊥ + lol bestimmt wurden. Der
(nichtsichtbare) Ursprung der Energieskala bezeichnet die Energie fu¨r lineare Kerngeometrie.
Mit Gleichung (8.14) erha¨lt man daraus fu¨r ω
o
l =394 cm
−1. Mit dem unvera¨nderten ω
o
⊥ kann
nun das didaktische Termschema gema¨ß Gleichung (8.10) berechnet werden. Es ist in Abbildung
8.7 dargestellt.
Analog zu Modell 1 sind auch hier Leitern zu erkennen, nur ist gegebenfalls die Reihenfolge
anders, und es liegt – wie oben beschrieben – eine lineare Abha¨ngigkeit von K
o
vor.
An dieser Stelle sei noch Anmerkungen u¨ber die Abha¨ngigkeiten von ωl und Vmin erlaubt: Aus
den Gleichungen (8.12), (8.13) und (8.14) folgt, daß mit steigendem ρ0,l und damit ansteigen-
dem Funktionswert sich ωl und Vmin immer mehr von unten an ω‖ bzw. V˜ (ρMep⊥ = 0, ρMep,‖,min)
anna¨hern. Diese U¨berlegung fu¨r die Frequenzen wird besta¨tigt in Untersuchungen von dreiato-
migen Moleku¨len wie in [41, 70, 107]. Die Gro¨ße von Vmin ergibt sich aus der oben angegebenen
Vorschrift zur Konstruktion und ist eigentlich von untergeordneter Bedeutung.
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8.7.1.3 Vergleich der didaktischen Termschemata
Was haben nun die Termschemata in Abbildung 8.6 und 8.7 miteinander zu tun und wie kann
man sie ineinander u¨berfu¨hren ? Im ersten Moment scheint die Verbindung sehr dubios zu sein,
doch geht man von der diskreten Darstellung der Termschemata zu einer kontinuierlichen in der
Form E(K
o
) u¨ber, so werden die Rotationsleitern im Modell 1 zu Parabeln gleicher Kru¨mmung,
die an unterschiedlichen Scheitelpunkten aufgeha¨ngt sind, und im Modell 2 entstehen daraus
Betra¨ge linearer Funktionen mit gleicher Steigung. Durch Verschieben und
”
Verbiegen“ kann
man erreichen, daß eine Zuordnung mo¨glich wird. Insbesondere erscheint es bei Betrachtung
der Energiebereiche um die Barriere wichtig, fu¨r das Modell 2 die Steigungen doch stark zu
vermindern, andererseits ist die starke Aufspaltung der (1,±1)–Leitern fu¨r Ko=1 und die Mi-
schung der (ν
o
s=2)–Bande in und durch die (ν
o
s=1)–Bande ein starkes Indiz dafu¨r, daß sich
Modell 2
”
bemerkbar“ macht.
Nachdem die didaktischen Termschemata erla¨utert wurden, soll als erstes mit einem Termsche-
ma ohne Renner–Teller Kopplung (betrachtet als Σ–Zustand) verglichen werden.
8.7.2 Vergleich mit dem Termschema fu¨r den vollen Hamiltonope-
rator ohne Renner–Teller Kopplung
Beim U¨bergang von den didaktischen Modellen in harmonischer Na¨herung mit Hamiltonope-
ratoren nullter Ordnung zum Modell, das den in dieser Arbeit verwendeten Gesamthamilton-
operator Hˆ4d (vergleiche Gleichung (5.1)) beru¨cksichtigt, jedoch die Kopplung der elektroni-
schen Zusta¨nde komplett ignoriert, werden Anharmonizita¨tseffekte und Effekte aufgrund der
Kopplungen der Koordinaten zutage treten. Das zugeho¨rige Termschema ist in Abbildung 8.8
dargestellt.
Auf den ersten Blick ist das didaktische Modell 1 bis in die (νs=2)–Bande gut reproduziert.
Sind A¨hnlichkeiten vorhanden, so mu¨ßte man Parameter ω⊥, ω‖ und (2I)−1 finden ko¨nnen, mit
denen man mit Modell 1 nahe an Abbildung 8.8 kommen kann.
Nach einer Identifikation der wenig aufgespaltenen Niveaus (es werden Werte zwischen 8 cm−1
und 14 cm−1 angenommen) mit den entarteten Niveaus aus dem didaktischen Modell 1 kann
man durch Differenzbildung von Termwerten obige Parameter bestimmen:
Parameter Beteiligte Niveaus Wert in cm−1 U¨bergang der
(K
o
io
, i
o
) (K
o
jo
, j
o
) EKo
i
o ,i
o − EKo
j
o ,j
o Rotationsleitern
ω
o
⊥,a,0 (1,2) (0,1) 542 (0, 0)→ (1, 1)
ω
o
⊥,a,1 (2,5) (1,2) 543 (1, 1)→ (2, 2)
ω
o
‖,a,0 (0,2) (0,1) 558 (0, 0)→ (1, 0)
ω
o
‖,a,1 (0,6) (0,2) 558 (1, 0)→ (2, 0)
(2I
o
a )
−1 (1,1) (0,1) 30
E∆lo⊥=2,K
o
=0 (0,4) (0,3) 14 (1, 1)→ (1,−1)
E∆lo⊥=2,K
o=1 (1,4) (1,2) 134 (1, 1)→ (1,−1)
Tabelle 8.7: Parameter, die mit Hilfe von Abbildung 8.8 fu¨r das unskalierte Potential ohne Renner–
Teller Kopplung abgeleitet wurden.
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Abbildung 8.8: Niedrigliegende vibronische Energieniveaus der ungekoppelten elektronischen
Zusta¨nde X2A′′ und A2A′ von HCCO in Abha¨ngigkeit von der Quantenzahl K
o
= l
o
1+ l
o
2 bei unska-
lierten Potentialfla¨chen . Die Zusta¨nde werden einzeln behandelt, so, als ob es sich um Σ–Zusta¨nde
handeln wu¨rde. Durchgezogene Niveaus bezeichnen Beitra¨ge der Fla¨che V
o
a , gestrichelte Niveaus die
Beitra¨ge der Fla¨che V
o
s . Der Ursprung der Energieskala bezeichnet die Energie fu¨r lineare Kerngeo-
metrie.
Mit der in Tabelle 8.8 eingefu¨hrten verku¨rzten Indizierung der Energie EKo ,io , die als ersten
Index die Quantenzahl K
o
und als zweiten Index die Nummer i
o
des Niveaus (nach der ener-
getischen Reihenfolge, beginnend mit dem kleinsten Wert) entha¨lt, ergeben sich daraus die in
Tabelle 8.7 dargestellten Parameter: Beim Vergleich der Fundamentalen mit dem ersten Ober-
ton fa¨llt das
”
harmonische“ Verhalten beider Biegeschwingungsfrequenzen auf. U¨berraschend
ist, daß gegenu¨ber der harmonischen Na¨herung sich ω
o
‖,a drastisch verkleinert (um 114 cm
−1),
so daß nun beide Biegeschwingungsfrequenzen dicht beieinander liegen. Summiert man die Ein-
flu¨sse von Anharmonizita¨t (43 cm−1 nach Abschnitt 8.5.3) und harmonische Kopplung der
beru¨cksichtigten Koordinaten (24 cm−1 nach Abschnitt 8.5.1) auf, so bringt der volle Hamil-
tonoperator nochmal 47 cm−1 Korrektur.
Als ein weiterer Effekt scheint die (1,−1)–Leiter die (1, 0)–Leiter
”
mitzunehmen“, denn ge-
genu¨ber der harmonischen Vorhersage ist letztere Rotationsleiter doch deutlich verbogen.
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8.7.3 Einfluß der Renner–Teller Kopplung
Nun sollen die Auswirkungen des Renner–Teller Effekts auf Spektrum betrachtet werden. Das
Termschema ist in Abbildung 8.9 wiedergegeben, und die zugeho¨rigen Termwerte sind in Tabelle
8.8 zusammengefaßt.
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Abbildung 8.9: Niedrigliegende vibronische Energieniveaus der Renner–Teller gekoppelten elektroni-
schen Zusta¨nde X2A′′ und A2A′ von HCCO in Abha¨ngigkeit von der Quantenzahl K
o
= l
o
1+ l
o
2±1
bei unskalierten Potentialfla¨chen . Der Ursprung der Energieskala bezeichnet die Energie fu¨r lineare
Kerngeometrie.
Auch hier erkennt man das in Modell 1 vorgestellte Muster wieder, aber es ergibt sich schon
dadurch ein Unterschied, daß die Quantenzahl Λ
o
= ±1 ist. Daraus la¨ßt sich die Erwartung
ableiten, daß nun fu¨r K
o
= 1 das niedrigste Niveau zu finden ist. Durch die Renner–Teller
Kopplung wird – wie beispielsweise auch fu¨r dreiatomige Renner–Teller aktive Moleku¨le mit
gewinkelter Gleichgewichtsgeometrie – ein durch |l| = 1 (jetzt fu¨r vieratomige Moleku¨le ent-
sprechend l
o
= l
o
1 + l
o
2) charakterisierte Niveau zum tiefstliegenden.
Aus der Sicht des Kapitels 7 kann sich fu¨r die niedrigsten Niveaus im Potentialtopf, wo ρ2 oder ρ‖
sich deutlich von Null unterscheidet bei Betrachtung des adiabatischen Bildes davon ausgehen,
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Nummer des Niveaus K
o
=0 K
o
=1 K
o
=2 K
o
=3
i
o
EKo=0,io EKo=1,io EKo=2,io EKo=3,io
1 -564 -536 -452 -316
2 -33 -49 -19 67
3 -7 62 193 371
4 74 104 225 409
5 466 479 467 500
6 573 515 584 717
7 584 589 624 748
8 602 621 830 986
9 641 705 883 1096
10 687 746 930 1109
11 991 983 994 1113
12 1041 1056 1038 1145
13 1079 1091 1107 1165
14 1105 1108 1143 1364
15 1180 1117 1234 1419
16 1189 1170 1272 1461
17 1222 1209 1447
18 1227 1353
19 1268 1396
20 1274 1444
21 1384
Tabelle 8.8: Niedrigliegende vibronische Niveaus der Renner–Teller gekoppelten elektronischen
Zusta¨nde X2A′′ und A2A′ von HCCO fu¨r die K
o
–Quantenzahlen mit K
o
= l
o
1 + l
o
2 ± 1 = 0, . . . , 3
bei unskalierten Potentialfla¨chen. Die Termwerte sind in cm−1 angegeben und beziehen sich auf die
Energie der linearen Geometrie.
daß außerdiagonale Kopplungen verschwindend gering sind. Deshalb sollen sich das Termschema
im gekoppelten vom dem der unteren Fla¨che im ungekoppelten Fall wenig unterscheiden.
Auch in diesem Fall soll eine Zuordnung der wenig aufgespaltenen Niveaus zu den entarteten
im didaktischen Modell gefunden werden. Sie sind gro¨ßer als im Fall ohne Kopplung (zwischen
11 cm−1 und 36 cm−1) und damit ergeben sich die Tabelle 8.9 angegebenen Parameter:
Parameter Beteiligte Niveaus Wert in cm−1 U¨bergang der
(K
o
io
, i
o
) (K
o
jo
, j
o
) EKo
i
o ,i
o − EKo
j
o ,j
o Rotationsleitern
ω
o
⊥,0 (1,2) (0,1) 515 (0, 0)→ (1, 1)
ω
o
⊥,1 (2,5) (1,2) 516 (1, 1)→ (2, 2)
ω
o
‖,0 (0,4) (0,1) 638 (0, 0)→ (1, 0)
ω
o
‖,1 (0,10) (0,4) 613 (1, 0)→ (2, 0)
(2I
o
)−1 (1,1) (0,1) 28
E∆lo⊥=2,K
o=0 (0,3) (0,2) 26 (1, 1)→ (1,−1)
E∆lo⊥=2,K
o=1 (1,3) (1,2) 111 (1, 1)→ (1,−1)
Tabelle 8.9: Parameter, die mit Hilfe von Abbildung 8.9 fu¨r das unskalierte Potential mit Renner–
Teller Kopplung abgeleitet wurden.
Demnach bleibt ω
o
⊥ harmonisch. Der Renner–Teller Effekt bewirkt eine Aufspaltung der Biege-
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schwingungsniveaus. Am sta¨rksten wird wird die Fundamentale ω
o
‖,0 vera¨ndert (um 80 cm
−1),
und der erste Oberton weist eine Abweichung von 25 cm−1 vom Grundton auf. Dies kann ent-
weder als Anharmonizita¨t gedeutet werden oder bedeuten, daß der Renner–Teller Effekt auf
ho¨herliegende Niveaus geringeren Einfluß hat. Der nachhaltige Effekt auf Spektrum ist eine
deutliche Aufweitung der Banden, vor allem fu¨r K
o
= 0.
Gegenu¨ber dem ungekoppelten Fall folgt die (1,0)–Leiter fu¨r K
o
< 3 den Erwartungen des
didaktischen Modells 1.
Die Analyse der vibronischen Eigenfunktionen zeigt fu¨r jedes vibronische Niveau eine starke
Mischung von einigen Basisfunktionen. Das ist deshalb versta¨ndlich, weil die Gleichgewichtsgeo-
metrie im Grundzustand gewinkelt ist und die Basisfunktionen als Eigenfunktionen zweier un-
gekoppelter zweidimensionaler harmonischer Oszillatoren mit linearer Gleichgewichtsgeometrie
ausgewa¨hlt wurden. Im Gegensatz zur Behandlung des Renner–Teller Effekts in vieratomigen
Moleku¨len mit linearer Gleichgewichtsgeometrie [76, 35, 31] ist der Beitrag mehrerer Basisfunk-
tionen mit ho¨heren ν
o
2– und l
o
2–Quantenzahlen sogar in niedrigliegenden vibronischen Niveaus
recht groß, so daß diese Niveaus nicht eindeutig einem Quadrupel (ν
o
1 , l
o
1, ν
o
2 , l
o
2) zugeordnet
werden ko¨nnen.
8.7.4 Vergleich von Termschemata fu¨r unterschiedliche Barrie-
renho¨hen und Gleichgewichtsgeometrien
Nun sollen jeweils die vibronischen Spektren (also inklusive Renner–Teller Kopplung) mit dem
vollen Hamiltonoperator Hˆ4d fu¨r unterschiedliche Barrierenho¨hen und Geometrien berechnet
werden. Im letzten Unterabschnitt wurde schon die unskalierte Potentialfla¨che behandelt, die
sich nach Tabelle 8.6 durch die Kombination
”
Barrierenho¨he 1428 cm−1/Geometrie 1“ charak-
terisieren la¨ßt. Drei weitere Kombinationen – ebenfalls nach Tabelle 8.6 folgen. Es soll ver-
sucht werden, aus den Skalierungsfaktoren fu¨r die einzelnen Kombinationen die zu erwartende
Vera¨nderung zu prognostizieren und mit dem berechneten Termschema zu vergleichen. Mit Hil-
fe der Skalierungsfaktoren und Gleichung (8.7) ergibt sich fu¨r die Kraftkonstanten der skalierten
Potentialfla¨che:
F˜ρi,ρj :=
s0
si · sjFρ¯i,ρ¯j fu¨r ρi = si · ρ¯i . (8.16)
Wie man bereits sehen konnte, ergeben sich beim U¨bergang von der harmonischen zu
Renner–Teller gekoppelten Betrachtung starke Vera¨nderungen in den Frequenzen, so daß es
sich wohl nicht lohnt, daraus die Korrekturen fu¨r die harmonische Na¨herung abzuleiten. Viel-
mehr soll ein
”
Daumenwert“ gegeben werden, der als Faktor gleich mit den Renner–Teller
gekoppelten Biegeschwingungsfrequenzen multipliziert wird.
8.7.4.1 Die Kombination
”
Barrierenho¨he 981 cm 1/Geometrie 2“
Tabelle 8.6 liefert fu¨r diesen Fall s0 = 0.687, s1 = 0.809 und s2 = 1.000. Mit (8.16) ergibt sich
die folgende Korrekturmatrix, deren Komponenten mit den entsprechenden Kraftkonstanten
multipliziert werden mu¨ssten:
K981, Geo 2 =
(
1.050 0.849
0.849 0.687
)
(8.17)
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Demnach ist eine von der A¨nderung der Barrierenho¨he herru¨hrende Vera¨nderung der zu ρ2
geho¨renden Biegeschwingungsfrequenz ( Faktor 0.828 =
√
0.687) zu prognostizieren, die sich
hauptsa¨chlich in der Frequenz ω
o
‖ wiederfinden sollte. Die vorhergesagten Frequenzen (aus-
gehend von den Fundamentalen aus Abschnitt 8.7.3) betragen demnach ω
o
⊥,prog=528 cm
−1 und
ω
o
‖,prog=529 cm
−1, sind also nahezu identisch. Das berechnete Termschema ist in Abbildung
8.10 zu finden.
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Abbildung 8.10: Niedrigliegende vibronische Energieniveaus der Renner–Teller gekoppelten elektro-
nischen Zusta¨ndeX2A′′ und A2A′ von HCCO in Abha¨ngigkeit von der QuantenzahlK
o
= l
o
1+l
o
2±1.
Die Potentialfla¨chen wurden so skaliert, daß sich fu¨r die untere Fla¨che die Kombination
”
Barrie-
renho¨he 981 cm−1/Geometrie 2“ ergibt. Der Ursprung der Energieskala bezeichnet die Energie fu¨r
lineare Kerngeometrie.
Wegen der geringeren Barrierenho¨he rutschen sa¨mtliche Leitern nach oben, so daß die
(0,0)–Leiter jetzt bei Energien um 0 cm−1 (vorher um −500 cm−1) zu finden ist. Fu¨r gro¨ßere
K
o
–Werte na¨hern sich die (ν
o
s=1)– und (ν
o
s=2)–Banden an und die (ν
o
s=3)–Bande ist praktisch
nicht mehr von der (ν
o
s=2)–Bande zu trennen. Die Zuordnung wenig aufgespaltener Niveaus
zu entarteten Niveaus vom didaktischen Modell wird schwieriger, da die Aufspaltungen gro¨ßer
werden (zwischen 32 cm−1 und 58 cm−1). Somit erha¨lt man die in Tabelle 8.10 angegebenen
Parameter:
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Parameter Beteiligte Niveaus Wert in cm−1 U¨bergang der
(K
o
io
, i
o
) (K
o
jo
, j
o
) EKo
i
o ,i
o − EKo
j
o ,j
o Rotationsleitern
ω
o
⊥,0 (1,2) (0,1) 520 (0, 0)→ (1, 1)
ω¯
o
⊥,1 (0,5),(2,5) (1,2) 524 (1, 1)→ (2, 0), (2, 2)
ω
o
‖,0 (0,2) (0,1) 504 (0, 0)→ (1, 0)
ω
o
‖,1 =: 2ω
o
l (0,8) (0,2) 673 (1, 0)→ (2, 0)
(2I
o
)−1 (1,1) (0,1) 30
E∆lo⊥=2,K
o
=0 (0,3) (0,2) 48 (1, 1)→ (1,−1)
E∆lo⊥=2,K
o=1 (1,3) (1,2) 192 (1, 1)→ (1,−1)
E∆Ko=2,io=5 (2,5) (0,5) 72 (2, 0)→ (2, 2)
Tabelle 8.10: Parameter, die mit Hilfe von Abbildung 8.10 fu¨r das auf die Kombination
”
Barrie-
renho¨he 981 cm−1/Geometrie 2“ skalierte Potential mit Renner–Teller Kopplung abgeleitet wurden.
Damit liegt man mit ω
o
⊥ um wenige und mit ω
o
‖ um 20 cm
−1 unter den erwarteten Werten. Die
eindeutige Zuordnung von Oberto¨nen wird deshalb schwieriger, weil in der (ν
o
s=2)–Bande das
didaktische Modell 1 seine Gu¨ltigkeitsgrenzen erreicht:
1. Die Entartung der Niveaus in den (2,0)– und (2,2)–Leitern fu¨r K
o
= 0, 2 ist mit 72 cm−1
deutlich angehoben (siehe auch letzte Zeile von Tabelle 8.10). Damit kann ω
o
⊥,1 nur als
Mittelwert ω¯
o
⊥,1 bestimmt werden.
2. Das bisherige Vorgehen zur Zuordnung und der Vergleich mit dem nachfolgenden Un-
terabschnitt bedeutet fu¨r den anderen Biegeschwingungsoberton 673 cm−1 (Zeile 4 in
Tabelle 8.10), was weit u¨ber der entsprechenden Fundamentalen liegt. Dies kann dadurch
erkla¨rt werden, daß sich hier der erweiterte Potentialtopf und das didaktische Modell 2
bemerkbar machen.
3. In dieselbe Richtung weist die starke Aufspaltung der (1,±1)– und (2,±1)–Leitern. Die
nichtquantifizierte Aufspaltung der letztgenannten zeigt sich durch die starke Absenkung
(um 77 cm−1) des mit (K
o
= 1, i
o
= 5) bezeichneten Niveaus unter das entsprechende
Niveau fu¨r K
o
= 0.
8.7.4.2 Die Kombination
”
Barriereho¨he 981 cm 1/Geometrie 3“
Gegenu¨ber der letzten Kombination a¨ndert sich nur s2 auf s2 = 0.875, was bedeutet, daß
wiederum die zu ρ2 geho¨rende Biegeschwingungsfrequenz die leidtragende ist. Die A¨nderung
geht diesmal allerdings in die andere Richtung, der Daumenfaktor betra¨gt 1.069 und bedeutet
(ausgehend von der Fundamentalen aus Unterabschnitt 8.7.4.1) ω
o
‖,prog=539 cm
−1.
Durch die Verschiebung hin zu ho¨heren Frequenzen erwartet man eine klarere Strukturierung
des Spektrums. Das Termschema ist in Abbildung 8.11 dargestellt. Die Aufspaltungen sind
geringer (zwischen 16 cm−1 und 42 cm−1) und daher ist die Zuordnung einfacher. Die Parameter
sind in Tabelle 8.11 gegeben.
Die Frequenzen liegen mit 561 cm−1 ho¨her als die Erwartungen. Analoges zur Aufza¨hlung im
vorherigen Unterabschnitt 8.7.4.1 kann auch hier festgestellt werden mit mehr oder weniger
starker Auspra¨gung, je nachdem in welche Richtung die Vera¨nderung wirkt; genauer:
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Abbildung 8.11: Niedrigliegende vibronische Energieniveaus der Renner–Teller gekoppelten elektro-
nischen Zusta¨ndeX2A′′ und A2A′ von HCCO in Abha¨ngigkeit von der QuantenzahlK
o
= l
o
1+l
o
2±1.
Die Potentialfla¨chen wurden so skaliert, daß sich fu¨r die untere Fla¨che die Kombination
”
Barrie-
renho¨he 981 cm−1/Geometrie 3“ ergibt. Der Ursprung der Energieskala bezeichnet die Energie fu¨r
lineare Kerngeometrie.
1. Die Energiedifferenz sich entsprechender Termwerte (siehe letzte Zeile von Tabelle 8.11)
betra¨gt hier 32 cm−1, also kann ω¯
o
⊥,1 mit geringerem Fehlerbalken bestimmt werden.
2. ω
o
l wa¨chst entsprechend dem gro¨ßeren ω
o
‖,0.
3. Mit 51 cm−1 ist das mit (K
o
=1, i
o
=5) bezeichnete Niveau weniger vom entsprechen-
den Niveau fu¨r K
o
=0 abgesetzt als im vorherigen Unterabschnitt 8.7.4.1. Auch die
(1,±1)–Aufspaltungen sind geringer.
Fu¨r gro¨ßere K
o
–Werte kann man eine Anna¨herung an das didaktische Modell 2 erkennen,
charakterisiert durch den linearen E(K
o
)–Zusammenhang und die a¨quidistanten Leitern.
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Parameter Beteiligte Niveaus Wert in cm−1 U¨bergang der
(K
o
io
, i
o
) (K
o
jo
, j
o
) EKo
i
o ,i
o − EKo
j
o ,j
o Rotationsleitern
ω
o
⊥,0 (1,2) (0,1) 561 (0, 0)→ (1, 1)
ω¯
o
⊥,1 (0,5),(2,5) (1,2) 551 (1, 1)→ (2, 0), (2, 2)
ω
o
‖,0 (0,2) (0,1) 561 (0, 0)→ (1, 0)
ω
o
‖,1 =: 2ω
o
l (0,10) (0,2) 781 (1, 0)→ (2, 0)
(2I
o
)−1 (1,1) (0,1) 37
E∆lo⊥=2,K
o
=0 (0,4) (0,3) 19 (1, 1)→ (1,−1)
E∆lo⊥=2,K
o=1 (1,4) (1,2) 178 (1, 1)→ (1,−1)
E∆Ko=2,io=5 (2,5) (0,5) 32 (2, 0)→ (2, 2)
Tabelle 8.11: Parameter, die mit Hilfe von Abbildung 8.10 fu¨r das auf die Kombination
”
Barrie-
renho¨he 981 cm−1/Geometrie 3“ skalierte Potential mit Renner–Teller Kopplung abgeleitet wurden.
8.7.4.3 Die Kombination
”
Barrierenho¨he 643 cm 1/Geometrie 3“
Jetzt wieder um a¨ndert sich nur die Barrierenho¨he, was einer globalen Skalierung der Frequen-
zen mit dem Faktor 0.809 (das ist nur zufa¨llig genauso groß wie s1). Bezogen auf Unterab-
schnitt 8.7.4.2 bedeutet das, daß die vorhergesagten Frequenzen bei ω
o
⊥,prog=ω
o
‖,prog=454 cm
−1
liegen. Damit wird zum einen, analog zum Unterabschnitt 8.7.4.1, das gesamte Spektrum
zu ho¨heren Energien veschoben, zum anderen ru¨cken die Niveaus wieder zusammen und die
Unu¨bersichtlichkeit steigt. Das Termschema ist in Abbildung 8.12 dargestellt und zeigt in den
Niveaus mit den Nummern i
o
=2 bis i
o
=4 eine Struktur, die nicht ganz so einfach zu erkla¨ren
ist.
Der Vergleich mit sa¨mtlichen bisher betrachteten HCCO–Spektren und dem Spektrum von
HCCO
−
in Abschnitt 9.4.4 legt nahe, fu¨r K
o
=0 die zu den (1,±1)–Leitern geho¨renden Niveaus
den Niveaunummer i
o
=3 , 4 zuzuordnen und somit eine sehr große Aufspaltung zuzulassen.
Damit ko¨nnen die in Tabelle 8.12 bestimmten Parameter und die folgenden Besonderheiten
angegeben werden:
Parameter Beteiligte Niveaus Wert in cm−1 U¨bergang der
(K
o
io
, i
o
) (K
o
jo
, j
o
) EKo
i
o ,i
o − EKo
j
o ,j
o Rotationsleitern
ω
o
⊥,0 (1,2) (0,1) 450 (0, 0)→ (1, 1)
ω¯
o
⊥,1 (0,6),(2,6) (1,2) 480 (1, 1)→ (2, 0), (2, 2)
ω
o
‖,0 (0,2) (0,1) 441 (0, 0)→ (1, 0)
ω
o
‖,1 (0,5) (0,2) 401 (1, 0)→ (2, 0)
(2I
o
)−1 (1,1) (0,1) 30
E∆lo⊥=2,K
o=0 (0,3) (0,2) 152 (1, 1)→ (1,−1)
E∆lo⊥=2,K
o
=1 (1,4) (1,2) 281 (1, 1)→ (1,−1)
E∆Ko=2,io=6 (2,6) (0,6) 33 (2, 0)→ (2, 2)
Tabelle 8.12: Parameter, die mit Hilfe von Abbildung 8.10 fu¨r das auf die Kombination
”
Barrie-
renho¨he 643 cm−1/Geometrie 3“ skalierte Potential mit Renner–Teller Kopplung abgeleitet wurden.
Die beiden vorhergesagten Frequenzen treffen die Fundamentalen recht gut. Der Oberton ω
o
⊥,1
liegt um 30 cm−1 u¨ber dem entsprechenden Grundton, fu¨r den anderen Oberton ergibt sich eine
Absenkung um 40 cm−1. Das bedeutet, das ω
o
‖,j fu¨r j=0 , 1 ein Verhalten wie das unskalierte
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Abbildung 8.12: Niedrigliegende vibronische Energieniveaus der Renner–Teller gekoppelten elektro-
nischen Zusta¨ndeX2A′′ und A2A′ von HCCO in Abha¨ngigkeit von der QuantenzahlK
o
= l
o
1+l
o
2±1.
Die Potentialfla¨chen wurden so skaliert, daß sich fu¨r die untere Fla¨che die Kombination
”
Barrie-
renho¨he 643 cm−1/Geometrie 3“ ergibt. Der Ursprung der Energieskala bezeichnet die Energie fu¨r
lineare Kerngeometrie.
Potential zeigt. Ruft man sich alle behandelten Spektren ins Geda¨chtnis, so ist nicht an einer
Gro¨ße allein festzumachen, ob sich ω
o
‖,1 ”
gewinkelt“ oder
”
linear“ verha¨lt (dann eher mit 2ω
o
l
bezeichnet werden sollte).
Analog zu den beiden vorhergehenden Unterabschnitten sind die niedrigstliegenden Niveaus der
(2,2)– und (2,0)–Leiter um 33 cm−1 aufgespalten. Wie schon zuvor erwa¨hnt, ist die Aufspaltung
der (1,±1)–Leitern fu¨rKo=0 mit 152 cm−1 gewaltig und pflanzt sich auch fu¨r gro¨ßereKo–Werte
fort.
Gegenu¨ber der vorherigen Spektren ist fu¨r K
o
=3 festzustellen, daß die Abfolge und Absta¨nde
der Niveaus besser mit dem im didaktischen Modell 2 entsprechend simulierten Spektrum u¨ber-
einstimmen.
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Wegen der Unu¨bersichtlichkeit des Spektrum soll nun auf alternative Zuordnungsmo¨glichkei-
ten eingegangen werden.: Die Zuordnung des Niveaus (K
o
=0, i
o
=3) oder (K
o
=0, i
o
=4) zur
(1,0)–Leiter bedeutet:
1. Unter diesen Annahmen ist ω
o
‖,0 beziehungsweise ω
o
l gro¨ßer, als man es bei Vergleichen mit
den vorherigen Unterabschnitten erwarten darf. Damit wu¨rde das didaktische Modell 1
nicht einmal mehr fu¨r die (ν
o
s=1)–Bande gelten.
2. Die Aufspaltung der (1,±1)–Leitern fu¨r Ko=0 wa¨re mit 243 cm−1 maximal bzw. mit
85 cm−1 minimal gewa¨hlt.
3. Interessant ist auch die dann folgende Absenkung der (1,0)–Leiter fu¨r K
o
=1; sie tritt
aber beispielsweise bei Spektren dreiatomiger Moleku¨le mit gewinkelter Gleichgewichts-
geometrie auf, ist also nicht vo¨llig unnatu¨rlich.
4. Gegen diese Annahmen spricht Abschnitt 9.4.4. Die Potentialfla¨che des dort diskutierten
HCCO
−
–Anions hat eine kleinere Barriere, die Gleichgewichtsgeometrie ist linearer und
trotzdem tritt dort ω
−
‖,0 als ”
gewinkelte“ Frequenz auf.
Das bedeutet, daß durch die große Aufspaltungen im Spektrum nun der Punkt erreicht ist, wo
eine eindeutige Zuordnung kaum mehr mo¨glich ist.
8.7.5 Fazit und Ausblick
Zusammenfassend la¨ßt sich sagen:
1. bezieht man den Renner–Teller Effekt in die Betrachtungen mit ein, so erho¨ht sich sie
l
o
– und ν
o
–Aufspaltung vor allem fu¨r K
o
=0. Fu¨r diese Fa¨lle ko¨nnen die Niveaus deutlich
verschoben werden (80 cm−1), womit A¨nderungen von Charakteristika der Spektren wie
ω
o
‖,0 einhergehen.
2. Vera¨nderungen der Kraftkonstanten der anharmonischen Koordinate verhalten sich um-
gekehrt zu den Vera¨nderungen der l
o
–Aufspaltung
3. die Barrierenho¨he ist Indikator, inwieweit fu¨r K
o
=3 die Abfolge der Niveaus nach dem
Modell 2 geschieht: je kleiner die Barriere, desto mehr na¨hert sich das untersuchte Spek-
trum dem Modell an.
Was kann man daru¨berhinaus (die Lage der Niveaus) noch herausfinden ? Intensita¨ten wu¨rden
aus dem eindimensionalen Bild ein zweidimensionales machen. Als experimenteller Anhalts-
punkt wa¨ren die von Taylor und Neumark aufgenommenen, schon in Abschnitt 8.1 erwa¨hnten
HCCO
−
–Photodetachmentspektren zu nennen. Im folgenden Kapitel sollen sie genauer betrach-
tet und anschließend die Mo¨glichkeiten der Simulation in Augenschein genommen werden.
Kapitel 9
Simulation des
Photodetachmentspektrums
9.1 Grundzu¨ge der Photodetachmentspektroskopie
Nachfolgend werden die Grundzu¨ge der Photodetachmentspektroskopie na¨her beleuchtet und
erkla¨rt, weswegen die Spektroskopie eines Anions zur Aufkla¨rung von Zusta¨nden des zugeho¨ri-
gen neutralen Moleku¨ls beitragen kann. Desweiteren werden differentieller Wirkungsquerschnitt
und Anisotropieparameter β in Beziehung gesetzt und dessen Bedeutung erkla¨rt.
9.1.1 Der Photodetachmentprozeß
Beim Photodetachmentprozeß trifft Laserlicht mit definierter Energie ωLaser auf das zu untersu-
chende einfach negativ geladene Anion M
−
und erzeugt daraus ein Elektron e
−
und das neutrale
Moleku¨l M
o
:
M
−
+ Photon→
[(
M
−
)∗]
→ Mo + e− (9.1)
Der in der Reaktion (9.1) in eckigen Klammern angegebene hochangeregte Anionen–U¨bergangs-
zustand ist als virtueller Zustand anzusehen, dem zur einfacheren Energiebilanzierung die in
Gleichung (9.5) definierte Energie E∗
ν
−
i
zugeordnet wird. Gibt es den Zustand wirklich, was
bedeutet, daß man eine passende Laserenergie erwischt hat, so wird durch Reaktion (9.1) ohne
die eckigen Klammern ein Autodetachmentprozeß beschrieben. Gegenu¨ber dem direkten Pho-
todetachmentprozeß schla¨gt er sich in vera¨nderten Strukturen und Intensita¨ten im Spektrum
nieder. Na¨heres siehe [108].
Im Experiment werden nun die abgelo¨sten Elektronen nach ihrer kinetischen Energie (electron
kinetic energy = eKE) selektiert. Graphisch dargestellt wird die Anzahl der abgelo¨sten Elek-
tronen u¨ber der kinetischen Energie eKE oder u¨ber der
”
electron binding energy“= eBE, die
folgendermaßen definiert ist [109]:
eBE := ωLaser − eKE (9.2)
und Bindungsenergie genannt wird.
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Mit der Anzahl der im Experiment abgelo¨sten Elektronen pro Energieintervall
N ′(E, t) =
dNe,detach(E, t)
dE
ist die Rate (9.3)
INe,detach =
dN ′(E, t)
dt
, (in atomaren Einheiten zugleich der Photoelektronenstrom) (9.4)
und der differentielle Photodetachmentwirkungsquerschnitt
dσ
dΩ
=
dINe,detach
dΩ
· 1
FN
HCCO
−
,erz
(F= Fluß der erzeugten HCCO
−
–Anionen) verbunden.
Quantenmechanisch kann damit die U¨bergangswahrscheinlichkeit Pif = |〈Ψf |Ψ(t)〉|2 identifi-
ziert werden.
9.1.2 Anionenspektroskopie und Schwingungsspektren des neutra-
len Moleku¨ls
Genauere energetische Betrachtungen, die auch den Zusammenhang zwischen Experiment und
Theorie herstellen ko¨nnen, werden mit Hilfe der folgenden Schemata in den Abbildungen 9.1
und 9.2 angestellt.
Zuna¨chst nehmen wir an, daß sich das Anion M
−
zu Beginn des Prozesses in einem Zustand
befindet, der durch die Schwingungsquantenzahl ν
−
i und die zugeho¨rige Energie E
−
ν
−
i
charak-
terisiert ist. Nach Ablo¨sung des Elektrons befinde sich das neutrale Restmoleku¨l M
o
in einem
durch ν
o
j und E
o
ν
o
j
spezifizierten Zustand. Unter der Voraussetzung einer isoenergetischen Pro-
zeßrealisierung ergibt sich die Energie E∗
ν
−
i
des virtuellen hochangeregten U¨bergangszustands
zu:
E∗
ν
−
i
:= ωLaser + E
−
ν
−
i
(9.5)
und das abgelo¨ste Elektron besitzt dann die kinetische Energie:
eKE
ν
−
i ,ν
o
j
= ωLaser − eBEν−i ,νoj = ωLaser −
(
E
o
ν
o
j
− E−
ν
−
i
)
. (9.6)
Nun soll davon ausgegangen werden, daß sich die Anionen alle im gleichen Schwingungszustand
( ν
−
i fest) befinden. Werden nun unterschiedliche Schwingungszusta¨nde ( ν
o
j la¨uft) im neutralen
Moleku¨l erreicht, so ergibt sich zu jedem solchen Zustand eine charakteristische kinetische Ener-
gie beziehungsweise Bindungsenergie der Elektronen. Das Photodetachmentspektrum des An-
ions spiegelt also dann exakt die Termwerte des neutralen Moleku¨ls wider, fu¨r die der U¨bergang
vom Ausgangszustand des Anions spu¨rbare Intensita¨t liefert. Also kann man aus dem Photo-
detachmentspektrum des Anions Ru¨ckschlu¨sse auf das Schwingungsspektrum des zugeho¨rigen
neutralen Moleku¨ls ziehen, was in Abbildung 9.2 verdeutlicht wird.
Befindet sich das Anion im Schwingungsgrundzustand (ν
−
0 ), so ist die niedrigste auftretende
Bindungsenergie eBE
ν
−
0 ,ν
o
0
mit der adiabatischen Elektronenaffinita¨t des neutralen Moleku¨ls
gleichzusetzen.
Die Pra¨paration der Anionen im Schwingungsgrundzustand kann man durch tiefliegende
Schwingungstemperaturen erreichen. Inwieweit dies durch die Konstruktion des Spektrome-
ters erreicht werden kann und experimentelle Unzula¨nglichkeiten in der Simulation Eingang
finden ko¨nnen, soll in den Abschnitten 9.2 und 9.3.4 beleuchtet werden.
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Abbildung 9.1: Energieschema, mit dessen Hilfe die Zusammenha¨nge der Elektronenaffinita¨t (EA),
der eingestrahlten Laserenergie (ωLaser) und der kinetischen Energie des abgelo¨sten Elektrons (eKE)
mit einzelnen Termwerten hergestellt werden.
9.1.3 Der Anisotropieparameter β
Der differentielle Wirkungsquerschnitt des Photodetachmentprozesses ist durch die folgende
Gleichung gegeben[110, 111, 112]:
dσ
dΩ
=
σtotal
4pi
[
1 +
β(E)
2
(
3 cos2 θ − 1)] , (9.7)
wobei θ der Winkel zwischen Laserpolarisationsrichtung und Elektronenflugrichtung (siehe auch
Abschnitt 9.2) und β der sogenannte
”
Anisotropieparameter“ ist. β stellt – wie der Name
schon sagt – ein Parameter dar, der die (An)isotropie in Gleichung (9.7) quantifiziert und kann
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Abbildung 9.2: Energieschema, mit dessen Hilfe die Zusammenha¨nge der Energieskalen der kineti-
schen Energie des abgelo¨sten Elektrons (eKE) der Bindungsenergie (eBE) mit einzelnen Termwerten
hergestellt werden.
Werte zwischen −1 und +2 annehmen (damit bleibt dσ
dΩ
nichtnegativ), wobei der Wert β=0
Isotropie bedeutet. Na¨heres zur Theorie und Ableitung der Gleichung kann [112] entnommen
werden. Beim Blick auf Gleichung (9.7) erkennt man, daß der differentielle Wirkungsquerschnitt
unabha¨ngig von β wird, wenn
3 cos2 θm − 1 = 0 ⇐⇒ cos2 θm = 1
3
(9.8)
⇐= cos θm =
(
1
3
) 12
bzw. θm = 54.7
o
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gilt. DiesenWinkel θm=54.7
o
nennt man den
”
magischen Polarisationswinkel“, und die Messung
eines Spektrum bei diesem Polarisationswinkel birgt den Vorteil in sich, daß der Parameter
eliminiert wurde, und man den totalen Wirkungsquerschnitt σtotal erha¨lt. So zeigt Abbildung 9.4
ein Spektrum, das bei magischem Polarisationswinkel aufgenommen wurde.
Dadurch daß man fu¨r unterschiedliche Polarisationswinkel (meist θ1=0
o
, θ2=90
o
und θm) Spek-
tren aufnimmt, kann aus zwei sich entsprechenden Peakho¨hen der zu diesem Peak1 geho¨rende
Anisotropieparameter β erhalten werden.
Peaks, bei denen sich die zugeho¨rigen β–Werte unterscheiden, sind U¨berga¨ngen zu unterschied-
lichen elektronischen Zusta¨nden des neutralen Moleku¨ls zugeordnet. Aus diesem Grund ist es
wichtig, den β–Parameter zu bestimmen, denn aus ihm kann man im Falle sich u¨berlappender
elektronischer Ba¨nder feststellen, welcher Peak zu welchem Band geho¨rt.
Im na¨chsten Abschnitt soll das fu¨r diese Arbeit relevante Anion, na¨mlich das HCCO
−
–Anion
Gegenstand der Betrachtung sein.
9.2 Photodetachmentspektroskopie an HCCO
−
9.2.1 Aufbau des Spektrometers
Im folgenden soll der Aufbau des von Taylor und Neumark verwendeten Spektrometers zur
Untersuchung von HCCO
−
erkla¨rt werden.
Ein Gasgemisch, welches zur Erzeugung von HCCO
−
–Anionen aus 1% C2H2, 3% N2O, 6% O2
und zu 90 % aus dem Tra¨gergas Neon besteht, wird durch eine piezoelektrisch gesteuerte Du¨se
bei einem Hintergrunddruck von 40 psi (= 2757.9 hPa) gepulst in die evakuierte Entladungs-
kammer eingebracht. Dort werden mit einem gepulsten Elektronenstrahl eine Reihe von Anionen
erzeugt. Mit einem gepulsten elektrischen Feld werden die negativ geladenen Ionen senkrecht zu
ihrer urspru¨nglichen Flugrichtung abgelenkt und gelangen in das Flugzeitmassenspektrometer.
Unter thermodynamischen Gesichtspunkten findet durch die gewa¨hlten Druckverha¨ltnisse [113]
eine adiabatische U¨berschallexpansion statt. Durch inelastische Sto¨ße wird Schwingungs– und
Rotationsenergie in Translationsenergie umgewandelt und die entsprechenden Temperaturen
sinken. Die Schwingungstemperatur wird auf 200 K gescha¨tzt.
Die HCCO
−
–Anionen werden mit dem Laserstrahl eines gepulsten Nd:YAG–Lasers der Wel-
lenla¨nge 355 nm (= 3.493 eV) senkrecht zur Flugrichtung der Anionen bestrahlt. Mit Hilfe
eines Halbwellenla¨ngenpla¨ttchens kann der Polarisationswinkel θ zwischen Laserpolarisation
und Elektronenflugrichtung vera¨ndert werden.
Senkrecht zur Ionenstrahl– und Laserstrahlrichtung ist der ein Meter lange, feldfreie Flugzeit-
elektronendetektor ausgerichtet.
Die Auflo¨sung a(eKE), die mit diesem Spektrometer erreicht wird, kann mit der folgenden
Gleichung angegeben werden[113]:
a(eKE) = 10−3 · [25 + 180 · (eKE)3] 12 , (9.9)
1Nur an den Peaks macht es Sinn, β experimentiell zu bestimmen.
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wobei eKE und a(eKE) die Einheit eV tragen. In Abbildung 9.3 ist die sich ergebende Auflo¨sung
u¨ber der Bindungsenergie eBE aufgetragen.
Auflo¨sung a(eBE)
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Abbildung 9.3: Erwartete experimentelle Auflo¨sung (in eV) u¨ber der Bindungsenergie (eBE), die
sich nach Gleichung (9.9) ergibt
Weitere Einzelheiten zum Aufbau des Spektrometers kann aus [5, 113, 114] entnommen werden.
9.2.2 Experimentelle Ergebnisse
Das Photodetachmentspektrum, das Taylor und Neumark fu¨r das eingestrahlte Laserlicht der
Wellenla¨nge 355 nm und den magischen Polarisationswinkel θm=54.7
o
erhalten, ist in Abbil-
dung 9.4 dargestellt.
Auf der unteren Abszisse ist die Bindungsenergie eBE, auf der oberen Energieskala sind Wel-
lenzahlen aufgetragen, wobei dort Peak A als Ursprung gewa¨hlt wurde. Bei θ1=0
o
und θ2=90
o
wurden ebenfalls Spektren aufgenommen. Sich entsprechende Peaks zeigten diesselbe Polarisa-
tionsabha¨ngigkeit, was zu einem Anisotropieparameter β=−0.18± 0.06 fu¨hrt.
Die Peaks werden nach ihrer energetischen Reihenfolge mit Peak A bis Peak I bezeichnet. Die
theoretischen Betrachtungen haben dazu gefu¨hrt, daß zusa¨tzlich zu den urspru¨nglichen experi-
mentellen Bezeichnungen noch Peak B′ eingefu¨hrt wurde. Peak A, der Peak mit der niedrigsten
Bindungsenergie ist gleichzeitig der intensivste des Spektrums. Fu¨r eBE > 3.0 eV erkennt man
einen Untergrund niedriger Energie, der sich bis zum Ende des Spektrums erstreckt. Da anzu-
nehmen ist, daß sich der Untergrund auch zu niedrigen Bindungsenergien hin ausdehnt, kann
er dafu¨r verantwortlich gemacht werden, daß die Intensita¨t zwischen Peak A und Peak B nicht
9.3: Theoretische Grundlagen zur Simulation 115
355 nm, θm = 54.7
o
B′
IHGF
E
D
C
B
A
Energie
cm−1
Bindungsenergie (eBE)
eV
In
te
n
si
ta¨
t
w
il
lk
u¨
rl
ic
h
e
E
in
h
ei
te
n
80006000400020000-2000-4000
3.43.232.82.62.42.221.8
1.2
1
0.8
0.6
0.4
0.2
0
Abbildung 9.4: Photoelektronenspektrum von HCCO
−
bei einer Wellenla¨nge von 355 nm des ein-
strahlenden Lasers und beim magischen Polarisationswinkel (θm = 54.7
o
). Auf den Abszissen sind
Energien aufgetragen; auf der unteren die Bindungsenergie (eBE) in eV und auf der oberen in
Wellenzahlen, wobei Peak A den Ursprung bezeichnet.
auf Null abfa¨llt.
Betrachtet man Peak A als U¨bergang zwischen den Schwingungsgrundzusta¨nden der elektro-
nischen Grundzusta¨nde von HCCO
−
und HCCO, so erha¨lt man eine Elektronenaffinita¨t von
2.338 ± 0.008 eV, was mit zuvor ermittelten Ergebnissen von 2.350 ± 0.020 eV [95] u¨berein-
stimmt. Die restlichen Peaks stellen U¨berga¨nge zu vibronisch angeregten Zusta¨nden von HCCO
dar. Das Spektrum ist besser aufgelo¨st als das von Oakes et al., so daß ein detaillierter Ver-
gleich mit theoretischen Simulationen des Photodetachmentspektrums vorgenommen werden
kann. Dies wird in den folgenden Abschnitten beschrieben.
9.3 Theoretische Grundlagen zur Simulation
Wie kann nun das in Abbildung 9.4 dargestellte experimentelle Spektrum simuliert werden ? Auf
der Abszisse sind Energiedifferenzen aufgetragen. Nach dem im Abschnitt 9.1 erla¨uterten sind
sie fu¨r die Anregung aus einem einzigen Schwingungszustand des Anions ein direktes Abbild
des Termschemas fu¨r HCCO. Da aber zu erwarten ist, daß dies nicht vollsta¨ndig erfu¨llt ist
(na¨heres dazu im Unterabschnitt 9.3.4), mu¨ssen auch die Energien der Schwingungszusta¨nde
bestimmt werden, aus denen angeregt wird.
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9.3.1 Relative Intensita¨ten und die Franck–Condon Na¨herung
Nach dem in Abschnitt 9.1.1 dargelegten mo¨glichen Auftragungen auf der Ordinate, soll nun
dazu eine passende, berechenbare Gro¨ße bestimmt werden. Wir finden sie in der U¨bergangs-
wahrscheinlichkeit Pif von einem Anfangszustand Ψi durch die ”
Sto¨rung“ elektromagnetisches
Feld Wˆ in einen (kontinuierlichen) Endzustand Ψf . Nach Fermis goldener Regel [115, 82] ergibt
sich fu¨r die U¨bergangswahrscheinlichkeit:
Pif ∼ |〈Ψf |Wˆ |Ψi〉|2 mit Ef = Ei + ω . (9.10)
Nach einer gro¨ßeren Anzahl von Umformungen, die im Anhang G.1 skizziert sind, wird so fu¨r
die Simulation der relativen Intensita¨ten I des Photodetachmentspektrums von HCCO
−
die
allgemein akzeptierte Franck–Condon Na¨herung erreicht [82, 116, 117]:
I ∼ f =
∣∣∣〈lo , χoν |l− , χ−ν 〉∣∣∣2 . (9.11)
Es wird also angenommen, daß der elektronische Anteil der U¨bergangswahrscheinlichkeit kon-
stant ist und sich fu¨r die beiden betrachteten elektronischen Zusta¨nde von HCCO nicht wesent-
lich unterscheidet. Weitere Einzelheiten sind den Referenzen [118, 119] zu entnehmen.
9.3.2 Zerlegung der Kernwellenfunktionen
Einmal mehr sollen an dieser Stelle Kernfreiheitsgrade voneinander separiert werden. Allge-
meine (vergleiche die Abschnitte 3.1, 4.4 und 7.4) aber auch speziell auf das HCCO–Radikal
zutreffende (vergleiche die Abschnitte 8.3.2 und 8.5) Aussagen wurden bereits behandelt. Die
speziell fu¨r das HCCO
−
–Anion geltenden Zusammenha¨nge werden in Abschnitt 9.4.2 diskutiert.
Es erscheint sinnvoll, fu¨r neutrales Moleku¨l und Anion die gleiche Zerlegung vorzunehmen und
dafu¨r nach dem
”
kleinsten gemeinsamen Nenner“ zu suchen.
Weil Renner–Teller aktiven Zusta¨nde von HCCO eine Rolle spielen, sind die vier Kernkoordi-
naten ρ1, ρ2, ϕ1 und ϕ2 gemeinsam zu betrachten. Die Kopplung an die durch ho¨here Schwin-
gungsfrequenzen charakterisierte Streckschwingungen geschieht wie in den Abschnitten 8.3 und
9.4.2 beschrieben: Fu¨r HCCO
−
werden alle Streckschwingungskoordinaten, fu¨r HCCO nur rCC
(die anderen werden konstant gehalten) indirekt beru¨cksichtigt.
So ko¨nnen die Kernwellenfunktionen in den Anteil der Biegeschwingungen χb(ρ1, ρ2, ϕ1, ϕ2) und
der Streckschwingungen χs(rOC, rCC, rCH) aufgespalten werden:
〈~q |l, χν〉 = χ(~q ) = χb(ρ1, ρ2, ϕ1, ϕ2) · χs(rOC, rCC, rCH) . (9.12)
U¨berga¨nge in schwingungsangeregte Zusta¨nde der O–C– und C–C–Streckschwingungen von
HCCO tragen nur zum ho¨herenergetischen Teil des Spektrums bei. Aufgrund dessen ko¨nnen
im beobachtbaren Teil des experimentellen Spektrums nur die untersten Streckschwingungs-
zusta¨nde angeregt sein. Diese ko¨nnen vernu¨nftigerweise in harmonischer Na¨herung betrachtet
werden. Der Einfluß der Kopplung der beiden Koordinaten auf das Spektrum kann durch die
Verwendung von ein– und zweidimensionalen Ansa¨tzen untersucht werden.
Nach den Ausfu¨hrungen in den Abschnitten 8.5.2 und 9.4.2 koppelt die C–H–Streck-
schwingungsmode nicht signifikant an andere Freiheitsgrade und wird deshalb vollsta¨ndig von
den restlichen Koordinaten entkoppelt. U¨berga¨nge in schwingungsangeregte Zusta¨nde der C–
H–Streckschwingung werden dennoch betrachtet.
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Das in diesem Abschnitt diskutierte Modell fu¨hrt zu folgenden Kernwellenfunktion:
χ(~q ) = χb(ρ1, ρ2, ϕ1, ϕ2) · χCH(rCH) · χOC,CC(rOC, rCC) , mit (9.13)
χOC,CC(rOC, rCC) = χOC(rOC) · χCC(rCC) fu¨r den eindimensionalen Ansatz. (9.14)
Fu¨r die so separierten Kernwellenfunktionen ergibt sich eine Summation der zugeho¨rigen Ener-
gieanteile zu:
E = Eb + ECH + EOC,CC , mit (9.15)
EOC,CC = EOC + ECC im eindimensionalen Fall. (9.16)
Um den Zusammenhang zwischen den soeben definierten Energien und der durch Glei-
chung (9.6) bestimmten Bindungsenergie eBEν− ,νo =
(
E
o
νo
− E−
ν
−
)
herstellen zu ko¨nnen, wird
die Energiedifferenz Elin,lin zwischen den beiden Nullpunkten der Energieskalen (lineare Geome-
trie) von neutralem Moleku¨l und Anion eingefu¨hrt:
eBEν− ,νo =
(
E
o
ν
o − E−
ν−
)
= Elin,lin + (E
o − E−) (9.17)
= Elin,lin + (E
o
b − E
−
b ) + (E
o
CH − E
−
CH) + (E
o
OC,CC − E
−
OC,CC) ,
Die in Gleichung (9.17) angegebenen Terme und die Quintupel ν
−
und ν
o
werden im Ab-
schnitt 9.3.3 genauer bestimmt.
Aus den Gleichungen (9.13) und (9.11) ergibt sich, daß der Franck–Condon Faktor sich in
weitere Faktoren zerlegen la¨ßt, wobei gilt:∣∣∣〈lo , χo|l− , χ−〉∣∣∣2︸ ︷︷ ︸ =
∣∣∣〈χob|χ−b 〉∣∣∣2︸ ︷︷ ︸ ·
∣∣∣〈χoCH|χ−CH〉∣∣∣2︸ ︷︷ ︸ ·
∣∣∣〈χoOC,CC|χ−OC,CC〉∣∣∣2︸ ︷︷ ︸ (9.18)
f = fb · fCH · fOC,CC mit∣∣∣〈χoOC,CC|χ−OC,CC〉∣∣∣2 = ∣∣∣〈χoOC|χ−OC〉∣∣∣2 · ∣∣∣〈χoCC|χ−CC〉∣∣∣2 = fOC · fCC im eindimensionaler Fall.
9.3.3 Berechnung der Franck–Condon Faktoren
Den Franck–Condon Faktor fb erha¨lt man aus dem Betragsquadrat des U¨berlappinte-
grals der Biegeschwingungswellenfunktionen χ
o
b und χ
−
b . Die Berechnung des rovibroni-
schen bzw. Schwingungs–Rotationsspektrum von HCCO (Abschnitt 8.7) und HCCO
−
(Ab-
schnitt 9.4.4) liefern diese Wellenfunktionen, wobei in beiden Fa¨llen der gleiche Basissatz des
Schwingungs–Rotationsanteils der Kernwellenfunktionen verwendet wird.
Damit gestaltet sich die Berechnung von von fb relativ einfach: Es sind sich entsprechende
Koeffizienten b
o
und b
−
zur gleichen Basisfunktion fu¨r das neutrale Moleku¨l bzw. Anion zu
multiplizieren, diese Produkte aufzusummieren und vom Ergebnis das Betragsquadrat zu bil-
den. Das gro¨ßte Problem dabei ist die Indexverwaltung. Fu¨r die Berechnung von fb wurde das
Programm
”
fcf“ erstellt.
Fu¨r die Differenzen der Energieanteile zur Biegeschwingung ergibt sich der folgende Zusam-
menhang:
E
o
b − E
−
b = EKo ,io − EK− ,i− , (9.19)
und die entsprechenden Werte EKo ,io und EK− ,i− ko¨nnen zum Beispiel aus den Tabellen 8.8
und 9.3 entnommen werden.
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Fu¨r den eindimensionalen Fall ko¨nnen die Franck–Condon Faktoren fCH, fOC und fCC analy-
tisch aus den Kraftkonstanten (oder Frequenzen), der reduzierten Masse und dem Abstand der
Minimallagen durch direkte Berechnung des U¨berlappintegrals der zugho¨rigen Eigenfunktio-
nen zum eindimensionalen harmonischen Oszillator (Hermitesche Polynome) bestimmt werden
(beispielsweise mit dem Programm
”
1dfcf“). Alternative Berechnungsmo¨glichkeiten bestehen in
der Bestimmung der Eigenfunktionen eines Zustands in der Basis des anderen Zustands (Pro-
gramm
”
sig“) oder auch mit wesentlich allgemeiner gehaltenen Programmen zur Berechnung
des Spektrums wie z. B.
”
hotfcht“ [120].
Fu¨r den zweidimensionalen Fall werden die harmonischer Na¨herung berechneten zugeho¨rigen
Normalkoordinaten wichtig. Sie werden fu¨r das neutrale Moleku¨l und das zugeho¨rige Anion
bestimmt. Unter der Annahme, daß die Normalkoordinatenra¨ume durch eine Drehung und eine
nachfolgende Verschiebung ineinander u¨bergefu¨hrt werden ko¨nnen, liefert das oben erwa¨hn-
te Programm
”
hotfcht“ von Berger et al. [120] nach Eingabe von Frequenzen, Drehmatrix,
reduzierte Masse und Verschiebungsvektor die zum Quantenzahlenpaar (ν
o
2 , ν
o
3) geho¨renden
Franck–Condon Faktor fOC,CC,νo2 , ν
o
3
.
Fu¨r beide Fa¨lle ergeben sich die Differenzen der Energieanteile zu den Streckschwingungen zu:
(E
o
CH − E
−
CH) = (E
o
CH,ν
o
1
− E−
CH,ν
−
1
) =
(
ν
o
1 +
1
2
)
· ωoCH −
(
ν
−
1 +
1
2
)
· ω−CH (9.20)
(E
o
OC,CC − E
−
OC,CC) = (E
o
OC,ν
o
2
− E−
OC,ν
−
2
) + (E
o
CC,ν
o
3
− E−
CC,ν
−
3
) (9.21)
=
[(
ν
o
2 +
1
2
)
· ωoOC −
(
ν
−
2 +
1
2
)
· ω−OC
]
+
[(
ν
o
3 +
1
2
)
· ωoCC −
(
ν
−
3 +
1
2
)
· ω−CC
]
.
Damit ergibt sich aus (9.17) und (9.19) bis (9.21):
eBEν− ,νo = Elin,lin + (EKo ,io − EK− ,i− ) +
[(
ν
o
1 +
1
2
)
· ωoCH −
(
ν
−
1 +
1
2
)
· ω−CH
]
(9.22)
+
[(
ν
o
2 +
1
2
)
· ωoOC −
(
ν
−
2 +
1
2
)
· ω−OC
]
+
[(
ν
o
3 +
1
2
)
· ωoCC −
(
ν
−
3 +
1
2
)
· ω−CC
]
mit ν
o
:= (ν
o
1 , ν
o
2 , ν
o
3 , K
o
, i
o
) bzw. ν
−
:= (ν
−
1 , ν
−
2 , ν
−
3 , K
−
, i
−
) (9.23)
9.3.4 Temperaturabha¨ngigkeit
Der Einfluß der Temperatur auf das Photodetachmentspektrum wird unter der Annahme si-
muliert, daß die Energieniveaus des Anions gema¨ß einer Boltzmannverteilung
Nν− = e
−
E
−
ν
−−E
−
ν
−
0
kT , mit ν
−
0 = (0, 0, 0, 0, 1) (9.24)
besetzt sind. Die Franck–Condon Faktoren werden mit den zugeho¨rigen Boltzmannfaktoren
Nν− gewichtet:
I ∼ Nν− · f . (9.25)
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9.3.5 Vom einzelnen U¨bergang zur Intensita¨tsverteilung
Bisher wurde nur der U¨bergang von einem definierten Zustand des Anions zu einem defi-
nierten Zustand des neutralen Moleku¨ls betrachtet. Am Spektrum nach Abbildung 9.4 sind
U¨berga¨nge von und zu unterschiedlichen Zusta¨nden beteiligt. Eine Intensita¨tsverteilung u¨ber
der Bindungsenergie eBE erha¨lt man deshalb durch
”
Normierung“ der nach Gleichung (9.25)
gegebenen Intensita¨ten fu¨r einen einzelnen U¨bergang mit der entsprechenden δ–Funktion (ord-
net der Intensita¨t den richtigen Platz im Spektrum zu) und Summation u¨ber die mo¨glichen
Anfangs– und Endzusta¨nde:
I(eBE) ∼
∑
i,f
N
ν
−
i
· f
ν
−
i ,ν
o
f
· δ
(
eBE−
[
E
o
ν
o
f
− E−
ν
−
i
])
. (9.26)
9.3.6 Auflo¨sung
Gleichung (9.26) liefert nur ein Strichspektrum. Um den Vergleich mit dem experimentellen
Spektrum nach Abbildung 9.4 zu erleichtern, wird die in Gleichung (9.9) gegebene experi-
mentelle Auflo¨sung mit der Halbwertsbreite einer Gaußverteilung identifiziert und so eine Ver-
breiterung des Strichspektrums simuliert. Dazu wurde das von Marcus Gastreich entwickelte
Programm
”
gauss“ zur Berechnung einer konstanten Gaußverbreiterung dahingehend erwei-
tert, daß auch variable Gaußverbreiterungen bestimmt werden ko¨nnen. Eine Auflo¨sung, die
nach Gleichung (9.9) gegeben ist und als Halbwertsbreite verstanden werden kann, wurde im
Programm
”
graus“ implementiert. Formal ergibt sich dann die Intensita¨tsverteilung zu:
I(eBE) ∼
∑
i,f
N
ν
−
i
· f
ν
−
i ,ν
o
f
· 1
a
(
E
o
ν
o
f
− E−
ν
−
i
) · e
−4 ln 2 ·
 eBE−
 
E
o
ν
o
f
−E−
ν
−
i
!
a
 
E
o
ν
o
f
−E−
ν
−
i
!

2
︸ ︷︷ ︸
. (9.27)
g
ν
−
i ,ν
o
f
(eBE)
9.4 Berechnungen zum HCCO
−
–Anion
Nachdem im vorherigen Abschnitt die Theorie und damit die notwendigen Gro¨ßen und Para-
meter zusammengestellt wurden, geht es nun darum, die fehlenden fu¨r das HCCO
−
–Anion in
diesem Abschnitt zu bestimmen.
9.4.1 Die Potentialfla¨che fu¨r den X1A′–Zustand des
HCCO
−
–Anions
Seeger [13] fu¨hrte in ihrer Dissertation Berechnungen zum HCCO
−
–Anion durch. In
Cs–Symmetrie wurde von ihr eine fu¨nfdimensionale Potentialfla¨che V
−
s (ρ1, ρ2, rOC, rCC, rCH)
mit dem CEPA–1 Verfahren und unter Verwendung eines aug–cc–pVTZ Basissatzes (ohne
d–Funktionen am Wasserstoff) bestimmt. Die Potentialfla¨che ist durch die in Tabelle 8.19 in
[13] gegebenen Koeffizienten charakterisiert.
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Das Ho¨henlinienbild des Schnitts entlang der (ρ1, ρ2)–Ebene liefert qualitativ ein zu Abbil-
dung 8.2 a¨hnliches Bild: Die projezierte Potentialfla¨che besitzt ein Minimum an der Stelle
(ρ
−
1,s,min, ρ
−
2,s,min) = (7.5
o
, 41.6
o
) (transplanare Geometrie) und bei linearer Geometrie ein Sattel-
punkt. Die Barrierenho¨he zwischen diesen beiden stationa¨ren Punkten betra¨gt 227 cm−1.
9.4.2 Harmonische Frequenzen des Anions
Mittels einer fu¨nfdimensionalen Taylorentwicklung um die Minimalstelle der Potentialfla¨che V
−
s
(1. Spalte in Tabelle 9.2) kann man die Kraftkonstantenmatrix mit den Elementen F
−
s,i,j fu¨r das
HCCO
−
–Anion fu¨r diese Stelle erhalten:
i\j rOC rCC rCH ρ1 ρ2
rOC 0.718724
rCC 0.076692 0.794498
rCH 0.000288 −0.005220 0.386344
ρ1 −0.001239 −0.022638 −0.002837 0.048233
ρ2 0.014175 −0.036348 −0.009894 −0.003620 0.008933
(9.28)
Dabei besitzen die Elemente die Einheiten Eh · a−20 fu¨r die Abstandskoordinaten und
Eh·A˚2 · a−20 fu¨r die Winkelkoordinaten. Analog zu Abschnitt 8.5.2 ist zu erkennen, daß die
F
−
s,i,rCH
–Kraftkonstanten mehr als alle anderen diagonaldominant sind.
Aus Matrix 9.28 lassen sich die harmonischen Frequenzen berechnen, die in Tabelle 9.1 ange-
geben sind.
Autor Streckschwingungen Biegeschwingungen
ω
−
1 = ω
−
CH ω
−
2 = ω
−
OC ω
−
3 = ω
−
CC ω
−
4 ω
−
5
Diese Arbeit 3336.9 2107.4 1266.3 591.2 402.0
Tabelle 9.1: Fu¨r die Gleichgewichtsgeometrie berechnete harmonische Schwingungsfrequenzen (in
cm−1) basierend auf der Potentialfla¨che von Seeger [13].
Im Vergleich zu den UCCSD(T)/cc–pVTZ Rechnungen von Szalay et al. zum neutralen Mo-
leku¨l a¨ndert sich von den Streckschwingungsfrequenzen ω2 mit 8 cm
−1 am wenigsten. Die zur
C–H–Koordinate geho¨rende Frequenz ω1 verringert sich um 34 cm
−1, was nach dem oben
erwa¨hnten nahezu ausschließlich auf die kleinere diagonale Kraftkonstante F
−
s,rCH,rCH
zuru¨ck-
zufu¨hren ist. Die niedrigste Streck– und die ho¨chste Biegeschwingungsfrequenz erho¨hen sich
um 17 cm−1 bzw. 23 cm−1 und die massivste A¨nderung widerfa¨hrt der niedrigsten Biege-
schwingungsfrequenz, die um 109 cm−1 kleiner wird. Das ist auf die verringerte Barrierenho¨he
zuru¨ckzufu¨hren.
9.4.3 Einfluß von Verfahren und Basissatz
Neben der Potentialfla¨che fu¨r das HCCO
−
–Anion mit dem CEPA–1 Verfahren wurde
von der Botschwina–Gruppe die Gleichgewichts– und die lineare Geometrie mit Hilfe von
CCSD(T)–Rechnungen bei Verwendung von unterschiedlichen Basissa¨tzen eingehender unter-
sucht. Die Ergebnisse sind in Tabelle 9.2 zusammengetragen und beinhalten die CEPA–1– und
CCSD(T)–Ergebnisse aus der Dissertation von Seeger[13], sowie neuere CCSD(T)–Rechnungen
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Autor Seeger Botschwina
Verfahren CEPA–1 CCSD(T) CCSD(T)
korrelierte Elektronen alle valenz alle
Basissatz aug–cc–pVTZ2 aug–cc–pVTZ aug–cc–pVQZ aug–cc–pCVQZ
Anzahl cGTO 151 161 286 352
Spaltennummer 1 2 3 4 5
Gleichgewichtsgeometrie
rOC 1.2192 1.2226 1.2279 1.2249 1.2224
rCC 1.2591 1.2635 1.2711 1.2664 1.2635
rCH 1.0676 1.0694 1.0724 1.0709 1.0695
ρ1 in
o
7.5 7.9 8.4 8.1 7.9
ρ2 in
o
41.6 41.1 43.4 42.1 41.5
E + 151 Eh −0.775070 −0.813815 −0.982187
Lineare Geometrie
rOC 1.2283 1.2310 1.2376 1.2338 1.2315
rCC 1.2375 1.2426 1.2468 1.2437 1.2409
rCH 1.0581 1.0600 1.0602 1.0598 1.0585
E + 151 Eh −0.772686 −0.811864 −0.980433
Barriere in cm−1 227 272 523 428 385
Tabelle 9.2: Vergleich der Geometrien, Energien und Barrierenho¨hen von CEPA–1 und Coupled–
Cluster Rechnungen mit unterschiedlichen Basissa¨tzen fu¨r das HCCO
−
–Anion.
2Ohne d–Funktionen am Wasserstoff.
von Botschwina [5]. Der Tabellenaufbau entspricht dem der Tabelle 8.5 und die Erla¨uterungen
sollen hier nicht wiederholt werden, sondern ko¨nnen im Abschnitt 8.6.1 nachgeschlagen werden.
Vergleicht man die Geometrien, so stellt man fest, daß Seegers CCSD(T)–Rechnung (Spalte 2)
fu¨r die Gleichgewichtsgeometrie nahezu perfekt die Ergebnisse von Botschwinas Rechnung mit
dem gro¨ßten Basissatz (aug–cc–pCVQZ, Spalte 5) vorgegeben hat: Die Abstandskoordinaten
unterscheiden sich maximal um ∆r
−
OC,s,aug–cc–pVTZ,aug–cc–pCVQZ=0.0002 A˚, der Wert von ρ1 stimmt
in beiden Fa¨llen u¨berein und der ρ2–Wert unterscheidet sich um ∆ρ
−
2,s,aug–cc–pVTZ,aug–cc–PCVQZ=0.4
o
.
Fu¨r die lineare Geometrie sind die Abweichungen der Bindungsla¨ngen etwas gro¨ßer und
betragen: ∆r
−
OC,s,aug–cc–pVTZ,aug–cc–pCVQZ=0.0005 A˚, ∆r
−
CC,s,aug–cc–pVTZ,aug–cc–pCVQZ=0.0017 A˚ und
∆r
−
CH,s,aug–cc–pVTZ,aug–cc–pCVQZ=0.0015 A˚. Fu¨r Seegers CCSD(T)–Rechnung wu¨rde der verwendete
Basissatz implizieren, nur die Valenzelektronen zu korrelieren. Die Korrelation aller Elektronen
simuliert fu¨r die Geometrien eine solche Rechnung fu¨r einen aug–cc–pCVQZ–Basissatz (also
ausreichende Flexibilita¨t fu¨r die Core–Elektronen).
Die Rechnungen von Botschwina (Spalten 3 bis 5), zeigen fu¨r alle Gro¨ßen eine monotones
Verhalten. Stellt man ihnen die Rechnungen von Seeger gegenu¨ber, so daß Spalte 1 und Spalte 3
bzw. Spalte 2 und Spalte 5 sich entsprechen, so erkennt man ein gegenla¨ufiges Verhalten der
entsprechenden Gro¨ßen.
Der Vergleich von Seegers CEPA–1– und CCSD(T)–Rechnung liefert fu¨r die Gleichgewichts-
geometrie und fu¨r die lineare Geometrie bei sich entsprechenden Bindungsla¨ngen nahe-
zu identische Abweichungen: ∆r
−
OC,s,CEPA–1,CCSD(T) ≈ 0.003 A˚, ∆r−CC,s,CEPA–1,CCSD(T) ≈ 0.005 A˚ und
∆r
−
CH,s,CEPA–1,CCSD(T) ≈ 0.002 A˚. Die Winkelkoordinaten (Gleichgewichtsgeometrie) unterscheiden
sich um ∆ρ
−
1,s,CEPA–1,CCSD(T)=0.4
o
und ∆ρ
−
2,s,CEPA–1,CCSD(T)=0.5
o
.
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Bei Betrachtung der Barrierenho¨he erkennt man an Botschwinas Rechnungen, daß mit sich
vergro¨ßerndem Basissatz bis hin zum aug–cc–pCVQZ–Basissatz (dann auch entsprechender
Korrelation der Core–Elektronen) die Barrierenho¨he monoton von
E
−
Barr,aug–cc–pVTZ,valenz,CCSD(T) = 523 cm
−1 zuna¨chst um 95 cm−1 auf
E
−
Barr,aug–cc–pVQZ,valenz,CCSD(T) = 428 cm
−1 und schließlich um 43 cm−1 auf
E
−
Barr,aug–cc–pCVQZ = 385 cm
−1
abnimmt. Damit ergeben sich – im Gegensatz zur Geometrie – deutliche Unterschiede zwi-
schen den CCSD(T)–Rechnung von Seeger und Botschwinas Rechnung mit der gro¨ßten Ba-
sis (Spalte 2 bzw. Spalte 5). Die Korrelation aller Elektronen senkt die Barriere bei Seegers
CCSD(T)–Rechnung auf E
−
Barr,aug–cc–pVTZ,alle,CCSD(T)=272 cm
−1 also um 113 cm−1 gegenu¨ber der
Rechnung dargestellt in Spalte 5. Das Absenken der Barrierenho¨he durch das unangebrach-
te Korrelieren aller Elektronen fu¨hrt in diesem Fall zu einer zu tiefen Barriere. Bei Vergleich
von Seegers Rechnungen untereinander liefert die CEPA–1–Rechnung (Spalte 1) eine nochmal
um 45 cm−1 auf E
−
Barr,aug–cc–pVTZ,alle,CEPA–1=227 cm
−1 verringerte Barrierenho¨he gegenu¨ber der
CCSD(T)–Rechnung (Spalte 2).
9.4.4 Diskussion des Termschemata, Vergleich zum neutralen Mo-
leku¨l
Fu¨r die nun folgende Berechnung des Schwingungs–Rotationsspektrum fu¨r den
X1A′–Grundzustand des HCCO
−
wurde die mit dem CEPA–1 Verfahren in Cs–Symmetrie
berechnete fu¨nfdimensionale Potentialfla¨che V
−
s (ρ1, ρ2, rOC, rCC, rCH) verwendet. Um die in
Abschnitt 8.7 beschriebenen Verfahren anwenden zu ko¨nnen, wurde eine Projektion auf eine
dreidimensionale Fla¨che V˜
−
s (ρ1, ρ2, γ) durchgefu¨hrt, indem alle Streckschwingungskoordina-
ten relaxiert wurden. Die Abha¨ngigkeit vom Torsionswinkel γ=ϕ1 − ϕ2 erha¨lt man durch
Zuordnung gema¨ß Gleichung (8.2) in Unterabschnitt 8.3.6.
Das berechnete Termschema fu¨r den elektronischen Grundzustand von HCCO
−
ist in Abbil-
dung 9.5 dargestellt, die zugeho¨rigen Termwerte sind in Tabelle 9.3 zusammengefaßt.
Außer der im vorherigen Abschnitt 9.4.1 erla¨uterten Dimensionsreduzierung wurden keine wei-
teren Skalierungen der Potentialfla¨che vorgenommen. Gegenu¨ber dem neutralen Moleku¨l hat
sich die Barrierenho¨he abgesenkt und die Gleichgewichtsgeometrie (siehe auch Tabelle 9.2) ist
na¨her an die Linearita¨t herangeru¨ckt. Dadurch
1. wird das Spektrum weiter zu ho¨heren Energien hin verschoben,
2. ist die Biegeschwingungsfrequenz ω
−
‖ in harmonischer Na¨herung kleiner als fu¨r HCCO
und
3. durch die fehlende Renner–Teller Kopplung ist das Spektrum wesentlich klarer struktu-
riert.
Auf den ersten Blick ist es mit dem in Abbildung 8.11 in Unterabschnitt 8.7.4.2 dargestell-
ten Schema zu vergleichen. Die aus dem berechneten Spektrum ableitbaren Parameter, die
man verwenden ko¨nnte, um das im Abschnitt 8.7.1.1 vorgestellte didaktische Modell 1 an das
Termschema von HCCO
−
anzupassen, sind in Tabelle 9.4 zusammengefaßt.
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Abbildung 9.5: Niedrigliegende Schwingungs–Rotationsniveaus fu¨r den elektronischen
X1A′–Zustand von HCCO
−
in Abha¨ngigkeit von der Quantenzahl K
−
= l
−
1 + l
−
2 . Der Ur-
sprung der Energieskala bezeichnet die Energie fu¨r lineare Kerngeometrie.
Der deutlichste Unterschied zu den HCCO–Spektren ist der, daß der Parameter (2I
−
)−1 u¨ber
dreimal so groß ist wie im Falle von HCCO. Damit schließt sich die Lu¨cke zwischen der
(ν
−
s =1)–Bande und der (ν
−
s =2)–Bande schon ab K
−
=1, um sich dann ab K
−
=3 zu u¨ber-
lappen. Die energetisch tiefstliegenden Niveaus der (2,0)– und der (2,2)–Leiter sind entartet,
woraus zu schließen ist, daß die im Abschnitt 8.7.4 aufgetretene Aufhebung der Entartung durch
den Renner–Teller Effekt verursacht wird.
Die Biegeschwingungsfundamentalen liegen mit 565 cm−1 um 26 cm−1 beziehungsweise mit
367 cm−1 um 35 cm−1 unter ihren in harmonischer Na¨herung berechneten Gegenstu¨cken (siehe
auch Tabelle 9.1).
Wa¨hrend sich die Frequenz des ρMep,⊥–Obertons im Vergleich zur zugeho¨rigen Fundamentalen
kaum a¨ndert, liegt sie fu¨r die ρMep,‖–Koordinate deutlich ho¨her als der Grundton. Das bedeutet,
daß sich hier das U¨berschwingen der linearen Geometrie bemerkbar macht.
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Nummer des Niveaus K
−
=0 K
−
=1 K
−
=2 K
−
=3
i
−
EK−=0,i− EK−=1,i− EK−=2,i− EK−=3,i−
1 531 630 797 1017
2 898 1096 1215 1387
3 1214 1157 1398 1689
4 1228 1398 1629 1802
5 1443 1489 1677 1908
6 1677 1756 1761 2004
7 1732 1804 1989 2227
8 1763 1820 2075 2262
9 1997 2005 2094 2362
10 1998 2049 2311 2447
11 2077 2241 2363
12 2124 2264 2399
13 2360 2330 2412
14 2369 2365
15 2406 2492
16 2417
Tabelle 9.3: Niedrigliegende Schwingungs–Rotationsniveaus fu¨r den elektronischen X1A′–Zustand
von HCCO
−
in Abha¨ngigkeit von der Quantenzahl K
−
= l
−
1 + l
−
2 = 0, . . . , 3. Die Termwerte EK− ,i−
sind in Wellenzahlen angegeben und beziehen sich auf die Energie der linearen Geometrie. In der
verku¨rzten Indizierung der Energie EK− ,i− bezeichnet der erste Index die Quantenzahl K
−
und der
zweite Index die Nummer des i
−
des Niveaus (fu¨r jedes K
−
in energetischer Reihenfolge, beginnend
mit dem kleinsten Wert).
Parameter Beteiligte Niveaus Wert in cm−1 U¨bergang der
(K
−
i
− , i
−
) (K
−
j
− , j
−
) E
K
−
i
− ,i
− − EK−
j
− ,j
− Rotationsleitern
ω
−
⊥,0 (1,2) (0,1) 565 (0, 0)→ (1, 1)
ω
−
⊥,1 (2,6) (1,2) 581 (1, 1)→ (2, 2)
ω
−
‖,0 (0,2) (0,1) 367 (0, 0)→ (1, 0)
ω
−
‖,1 =: 2ω
−
l (0,5) (0,2) 545 (1, 0)→ (2, 0)
(2I
−
)−1 (1,1) (0,1) 99
E
∆l
−
⊥=2,K
−=0 (0,4) (0,3) 14 (1, 1)→ (1,−1)
E
∆l
−
⊥=2,K
−=1 (1,4) (1,2) 302 (1, 1)→ (1,−1)
Tabelle 9.4: Parameter, die mit Hilfe von Abbildung 9.5 fu¨r das unskalierte Potential fu¨r den
X1A′–Zustand von HCCO
−
abgeleitet wurden.
Hauptsa¨chlich durch die steiler verlaufenden Leitern wird das Spektrum na¨her an das didakti-
sche Modell 2 herangefu¨hrt. Das zeigt sich auch an deren Abfolge fu¨r K
−
=3.
Gesamt gesehen liegt das Spektrum von HCCO
−
na¨her beim idealisierten Modell 2 als die
Spektren von HCCO; jedoch la¨ßt sich darin die gewinkelte Gleichgewichtsstruktur immer noch
ablesen.
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9.5 Auf dem Weg zur Simulation
Nun kann die Simulation auf den Weg gebracht werden. Zuna¨chst sollen die zu behandelnden
Potentialfla¨chen ausgewa¨hlt werden.
9.5.1 Skalierung der HCCO
−
–Fla¨chen
Fu¨r HCCO
−
wird die in Spalte 1 von Tabelle 9.2 angegebene Geometrie verwendet (also fu¨r
die Biegeschwingungskoordinaten ρ
−
1,s,min=7.5
o
und ρ
−
2,s,min=41.6
o
). Wegen der geringen Abwei-
chungen in den Winkelkoordinaten, die sich fu¨r das Anion ergeben, wurde auf die Skalierung
der Geometrie verzichtet. Fu¨r HCCO
−
ist der Einfluß der Barrierenho¨he auf die betrachteten
Niveaus (siehe Abschnitt 9.5.3) als gering anzusehen, denn schon aus den vibronischen Spektren
fu¨r das neutrale Moleku¨l hat sich ergeben, daß sich die Differenz der Termwerte der (0,0)–Leiter
nur in geringem Maße a¨ndert, selbst wenn heftig an der Barrierenho¨he und der Geometrie ge-
schraubt wird. Daru¨berhinaus ist festzustellen, daß sich auch die Charaktere der χ
−
b –Funktionen
nur unwesentlich vera¨ndern. Aus diesem Grund wird die Barrierenho¨he ebenfalls nicht skaliert
und damit findet die von Seeger mit dem CEPA–1–Verfahren berechnete Potentialfla¨che von
HCCO
−
unskaliert Eingang in das Photodetachmentspektrum.
9.5.2 Skalierung der HCCO–Fla¨chen
Fu¨r das HCCO–Moleku¨l haben Barrierenho¨he und Geometrie hingegen einen gewichtigen Ein-
fluß, was die folgenden Abschnitte zeigen werden, denn es sind U¨berga¨nge zu beliebigen und
nicht nur den untersten Niveaus mo¨glich. Folglich werden die Kombinationen von
”
Barrie-
renho¨he/Geometrie“ gewa¨hlt, fu¨r die schon die vibronischen Spektren ausfu¨hrlich diskutiert
wurden (Abschnitt 8.7.4). Betrachtet man die Methoden und Basissatzgro¨ße, so erwartet man,
daß die Kombination
”
Barrierenho¨he 643 cm−1/Geometrie 3“ die beste U¨bereinstimmung zwi-
schen Theorie und Experiment liefert.
Andersherum kann das experimentelle Spektrum fu¨r eine genauere Bestimmung der Gleichge-
wichtsgeometrie und der Barrierenho¨he zur Linearita¨t beim HCCO–Radikal (bei fest vorgege-
benen Werten fu¨r HCCO
−
) verwendet werden. Dies wird in Abschnitt 9.6.6 genauer untersucht.
9.5.3 Berechnung der Boltzmannfaktoren
Nach Gleichung 9.24 ko¨nnen nun unter der Annahme der Schwingungs–Rotationstemperatur
TSR=200 K (vergleiche Abschnitt 9.2.1) fu¨r die niedrigliegenden Niveaus des HCCO
−
–Term-
schemas (siehe auch Abbildung 9.5 und Tabelle 9.3) die zugeho¨rigen Boltzmannfaktoren be-
rechnet werden. Sie sind in Tabelle 9.5 angegeben.
Im folgenden betrachten wir deshalb nur Franck–Condon Faktoren fu¨r U¨berga¨nge von den fu¨r
K
−
=0, 1, 2 jeweils niedrigstliegenden Zusta¨nden (zugeho¨riger Termwert EK− ,1). Nur fu¨r diese
Zusta¨nde ist der zugeho¨rige Franck–Condon Faktor groß genug, um einen nicht vernachla¨ssig-
baren Beitrag zum Spektrum zu induzieren.
Das bedeutet aber auch, daß keine der Streckschwingungen angeregt sein kann, denn durch
die hohe Differenz der Energien in Gleichung (9.24) wa¨re der zugeho¨rige Boltzmannfaktor N
ν
−
i
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Nummer i
−
des Niveaus K
−
–Quantenzahl Termwert EK− ,i− Boltzmannfaktor Nν−i
1 0 531 1.0000
1 1 630 0.4916
1 2 797 0.1475
2 0 898 0.0711
Tabelle 9.5: Boltzmannfaktoren fu¨r die niedrigsten vier Niveaus des Termschemas von HCCO
−
.
Die Termwerte sind in Wellenzahlen angegeben. Zur Indizierung von EK− ,i− und Bedeutung von i
−
siehe Unterschrift zu Tabelle 9.3.
entsprechend vernachla¨ssigbar klein. Damit haben die zu betrachtenden ν
−
i das folgende Aus-
sehen:
ν
−
i = (0, 0, 0, K
−
, i
−
) . (9.29)
9.6 Simulation ohne Streckschwingungsanregung
9.6.1 Grundsa¨tzliches
Zuna¨chst soll es um den unteren Teil des Photoelektronenspektrums gehen. Es findet demnach
kein U¨bergang zu einem Zustand des neutralen Moleku¨ls statt, indem auch nur eine Streck-
schwingung angeregt ist. Analog zu Gleichung (9.29) gilt also entsprechend fu¨r ν
o
f :
ν
o
f = (0, 0, 0, K
o
, i
o
) . (9.30)
Damit folgt aus Gleichung (9.22) fu¨r die auf der Abszisse aufgetragene Energiedifferenz:
eBE
ν
−
i ,ν
o
f
= Elin,lin +
1
2
[(
ω
o
CH − ω
−
CH
)
+
(
ω
o
OC − ω
−
OC
)
+
(
ω
o
CC − ω
−
CC
)]
︸ ︷︷ ︸ +(EKo ,io − EK− ,i− ) .
Econst (9.31)
Also ergibt sich nur eine Abha¨ngigkeit von der Differenz der Biegeschwingungsenergien. Analog
ist fu¨r die Intensita¨t dann nur der Franck–Condon Faktor fb maßgeblich. Gleichung (9.18) fu¨hrt
zu:
f
ν
−
i ,ν
o
f
= fb(K
−
, i
− → Ko , io) · fCH(ν−1 = 0→ ν
o
1 = 0) · fOC,CC(ν
−
2 = ν
−
3 = 0→ ν
o
2 = ν
o
3 = 0)︸ ︷︷ ︸ .
= fb(K
−
, i
− → Ko , io) · fconst (9.32)
Damit folgt aus Gleichung (9.27):
I(eBE) ∼
∑
i,f
N
ν
−
i
· f
ν
−
i ,ν
o
f
· g
ν
−
i ,ν
o
f
(eBE) (9.33)
∼
∑
i,f
N
ν
−
i
· fb(K− , i− → Ko , io) · gν−i ,νof (eBE) . (9.34)
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9.6.2 Kalibrierung des simulierten Spektrums
Um einen Vergleich zwischen dem experimentellen und dem simulierten Spektrum zu ermo¨gli-
chen, wird letzteres entlang der Energieachse verschoben und gleichzeitig entlang der Inten-
sita¨tsachse skaliert, so daß das Maximum des intensivsten Peaks (=Peak 0) mit dem experi-
mentellen Peak A u¨bereinstimmt.
Wie soll jetzt die U¨bereinstimmung von experimentellem und simuliertem Spektrum quanti-
fiziert werden ? Als Indikator fu¨r die U¨bereinstimmung richten wir unser Augenmerk auf die
Kongruenz des Peaks B aus dem Experiment mit dem ersten Peaks (=Peak 1) rechts vom
Referenzpeak in der Simulation.
Im folgenden werden die unterschiedlichen Einflu¨sse auf das simulierte Spektrum nacheinander
betrachtet.
9.6.3 Einfluß der Geometrie
In Abbildung 9.6 sind gaußverbreiterte Strichspektren fu¨r die Barrierenho¨he 981 cm−1 und drei
unterschiedliche Gleichgewichtsgeometrien von HCCO (Geometrie 1, Geometrie 2 und Geome-
trie 3 nach Tabelle 8.6) dargestellt und werden mit dem experimentellen Spektrum verglichen.
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Abbildung 9.6: Gaußverbreitertes Strichspektrum fu¨r die feste Barrierenho¨he von 981 cm−1 und
unterschiedliche Gleichgewichtsgeometrien von HCCO (die Spalten 1, 2 und 4 in Tabelle 8.6) im
Vergleich mit dem Experiment.
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Die Intensita¨t von Peak 1 vera¨ndert sich stark mit den beiden Biegeschwingungskoordinaten.
Je linearer die Gleichgewichtsgeometrie von HCCO ist, desto kleiner ist die Intensita¨t von
Peak 1. Die beste U¨bereinstimmung mit der experimentellen Intensita¨t wird fu¨r die
”
linearste“
Geometrie erhalten (=Geometrie 3).
Betrachtet man die Lage der Peaks, so scheint nur die A¨nderung der Koordinate ρ2 wich-
tig zu sein, und Geometrie 2 zeigt unter diesem Aspekt die beste U¨bereinstimmung mit dem
Experiment. Fu¨r die meisten anderen, in Abbildung 9.6 dargestellten Peaks bleiben die oben
angegebenen Aussagen gu¨ltig. Demnach beinflußt die Geometrie sowohl die Intensita¨t, als auch
die Lage der Peaks.
Dadurch daß
1. die Termwerte des vibronischen Spektrums von HCCO und
2. die Intensita¨ten, die zu den U¨berga¨ngen in die entsprechenden Zusta¨nde geho¨ren,
von der Gleichgewichtsgeometrie von HCCO abha¨ngen, wird eine Verschiebung der Peaks ent-
lang der Energieachse bewirkt: Das geschieht folgendermaßen: Einerseits wird die Verschiebung
der Lage der Peaks durch die Vera¨nderung der HCCO–Termwerte mit der Gleichgwichtsgeo-
metrie verursacht. Andererseits beeinflussen Vera¨nderungen der Intensita¨tsverteilung innerhalb
eines
”
Pakets“ von U¨berga¨ngen, die sich schließlich zu einem Peak summieren, ebenfalls die
Lage des Peakmaximums.
9.6.4 Einfluß der Barrierenho¨he
Wie in Abschnitt 8.7.4 dargelegt ist, schla¨gt sich die Barrierenho¨he in nicht zu vernachla¨ssi-
gender Art und Weise im Spektrum nieder. Um diesen Effekt zu untersuchen, wurde die Bar-
rierenho¨he fu¨r eine fest vorgegebene Geometrie (Geometrie 3 wurde ausgewa¨hlt) variiert. In
Abbildung 9.7 werden dem experimentellen Ergebnissen berechnete gaußverbreiterte Spektren
bei Barrierenho¨hen von 643 cm−1 bzw. 981 cm−1 gegenu¨bergestellt.
Betrachtet man die zwei niedrigstenergetischen Peaks des berechneten Spektrums rechts vom
Referenzpeak (also Peak 1 und 2), so hat die Barrierenho¨he zwar kaum Einfluß auf die In-
tensita¨t, wohl aber auf die Lage der Peaks. In diesem Fall ist eine ho¨here Barriere fu¨r gro¨ße-
re Kraftkonstanten und folglich auch fu¨r einen gro¨ßeren HCCO–Termwert des Hauptbeitrags
der entsprechenden Peaks verantwortlich (na¨heres ist den Tabellen 9.6 und 9.7 zu entneh-
men. Die dort bezeichneten Niveaus finden sich in den Tabelle 9.3 und den Abbildungen 8.12
und 8.11). Fu¨r Peak 1 werden in beiden Fa¨llen die HCCO–Termwerte der Hauptbeitra¨ge mit
(K
o
=1, i
o
=3) bezeichnet. Bei Peak 2 ist fu¨r eine Barrierenho¨he von 643 cm−1 der Termwert
mit der Bezeichnung (K
o
=0, i
o
=7) und fu¨r eine Barrierenho¨he von 981 cm−1 der Termwert
mit der Bezeichnung (K
o
=1, i
o
=5) dominant.
Fu¨r die Simulation, die eine Barrierenho¨he von 981 cm−1 verwendet, wird eine gute U¨berein-
stimmung mit dem Peak C aus dem Experiment erreicht. Die Peaks C bis E werden gegenu¨ber
der Rechnung bei 643 cm−1 Barrierenho¨he intensiver simuliert und passen somit zuna¨chst besser
zum Experiment.
Andererseits ist Peak B′ besser mit der Simulation unter Verwendung einer Barrierenho¨he
von 643 cm−1 zu vereinbaren und die in Tabelle 8.5 zusammengefaßten Ergebnisse preferieren
eindeutig eine Barrierenho¨he von ungefa¨hr 640 cm−1.
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Abbildung 9.7: Gaußverbreitertes Strichspektrum fu¨r die Geometrie 3 (Spalte 4 in Tabelle 8.6) und
unterschiedliche Barrierenho¨hen im Vergleich mit dem Experiment.
So ist kaum zu entscheiden, fu¨r welche Barrierenho¨he die Simulation nun besser mit dem Ex-
periment u¨bereinstimmt. Die Untersuchungen werden deshalb hier fu¨r beide Barrierenho¨hen
fortgesetzt.
9.6.5 Zuordnungen im niederenergetischen Teil des Spektrums
Nun sollen die Zuordnungen diskutiert werden, die wir aus der Betrachtung des alleinig durch
Biegeschwingungen gepra¨gten Teil des Spektrums erhalten.
Um die experimentellen von den berechneten Peaks unterscheiden zu ko¨nnen, wird eine Peak-
bezeichnung b = 0, 1, . . . (in energetischer Reihefolge) fu¨r die Biegeschwingungen im simulierten
Spektrum eingefu¨hrt. Diese Bezeichnungen unterscheiden sich nicht von den angedeuteten Peak-
bezeichnungen im theoretischen Spektrum, solange nur der biegeschwingungsgepra¨gte Teil des
Spektrums betrachtet wird. Zum Tragen kommt die Bezeichnung erst, wenn zusa¨tzlich Streck-
schwingungen (siehe auch Abschnitt 9.7.5) ins Spiel kommen.
130 Kapitel 9: Simulation des Photodetachmentspektrums
9.6.5.1 Die Hauptbeitra¨ge zu den berechneten Peaks fu¨r eine Barrierenho¨he von
643 cm 1
Im folgenden werden nun fu¨r eine Barrierenho¨he von 643 cm−1 die in Tabelle 9.6 angegebenen
Hauptbeitra¨ge zu den acht energetisch niedrigstliegenden Peaks des theoretischen Spektrum
genauer analysiert.
Peakbezeichnung zugeordneter U¨bergang
Theorie Experiment
Energie Intensita¨t HCCO
−
–Zustand HCCO–Zustand
K
−
i
−
K
o
i
o
0 A

−267 0.070 2 1 1 1
−130 0.266 1 1 0 1
−1 0.574 0 1 1 1
10 0.311 1 1 2 1
12 0.095 2 1 3 1
1 B

418 0.086 0 1 1 2
457 0.174 0 1 1 3
534 0.075 1 1 2 3
2 B′ 893 0.101 1 1 0 7
3 1081 0.034 1 1 0 10
4

1335 0.026 0 1 1 11
1349 0.026 0 1 1 12
1394 0.021 0 1 1 13
1458 0.052 0 1 1 14
5
{
1581 0.032 0 1 1 16
1593 0.019 1 1 2 15
6 D

1738 0.020 1 1 0 23
1758 0.035 1 1 2 20
1846 0.019 1 1 0 25
7 E 2084 0.018 1 1 0 32
Tabelle 9.6: Zuordnungen fu¨r den Anteil des Spektrums, wo hauptsa¨chlich Biegeschwingungen
wichtig sind. Fu¨r HCCO wurde die dritte Geometrie und eine Barrierenho¨he von 643 cm−1 aus-
gewa¨hlt. Die Schwingungstemperatur betra¨gt 200 K. i
−
und i
o
numerieren die zur entsprechenden
K–Quantenzahl zugeho¨rigen Niveaus in energetischer Reihenfolge.
Das zugeho¨rige Strichspektrum und das daraus abgeleitete gaußverbreiterte Spektrum sind in
Abbildung 9.8 dargestellt.
Peak 0 stellt eine Kombination von fu¨nf U¨berga¨ngen ausgehend von den drei betrachteten
Niveaus des HCCO
−
–Anions zu den vier niedrigstliegenden Niveaus des neutralen Moleku¨ls
dar.
Peak 1 setzt sich aus Beitra¨gen von drei U¨berga¨ngen zusammen: Zwei von ihnen fu¨hren vom
niedrigsten Zustand fu¨r die Quantenzahl K
−
=0 zum zweiten bzw. dritten Niveau fu¨r K
o
=1,
der dritte U¨bergang entspricht dem zweiten, wobei die zugeho¨rigen K–Quantenzahlen um eins
erho¨ht sind. Peak 1 kann dem experimentellen Peak B zugeordnet werden, da sowohl Lage, als
auch Intensita¨t gut u¨bereinstimmen.
Die Peaks mit den Nummern 2 und 3 werden von einem U¨bergang vom niedrigsten Zustand mit
der Quantenzahl K
−
=1 zum siebten bzw. zehnten Energieniveau fu¨r K
o
=0 dominiert. Peak 2
zeigt in der Lage eine gute U¨bereinstimmung mit dem Peak B′ im experimentellen Spektrum,
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Abbildung 9.8: Fu¨r den niederenergetischen Bereich sind ein simuliertes Strichspektrum und das
zugeho¨rige gaußverbreiterte Spektrum fu¨r die Geometrie 3 (Spalte 4 in Tabelle 8.6) und eine Bar-
rierenho¨hen von 643 cm−1 dargestellt. Um die Zuordnung zu vereinfachen, ist ebenfalls das experi-
mentelle Spektrum abgebildet.
die Intensita¨t ist in der Simulation zu hoch. Peak 3 kann hingegen kann keinem experimentellem
Gegenstu¨ck zugeordnet werden.
Die Anzahl der nennenswerten Beitra¨ge nimmt fu¨r die Peaks mit den Nummern 4 bis 6 wieder
zu, wobei die Intensita¨t der einzelnen U¨berga¨nge abnimmt. Peak 4 und 5 spiegeln die Ausla¨ufer
auf der hochenergetischen Seite des experimentellen Peak C wider, die Peaks 6 und 7 tragen in
geringem Maße zu den mit D und E bezeichneten experimentellen Peaks bei. Es ist eine weitere
Abnahme in der Intensita¨ten der in Abbildung 9.8 angegebenen Peaks 8 bis 12 zu verzeichnen.
Diese werden, wenn sie nicht explizit wie in den Tabellen 9.10 oder 9.11 angegeben sind, als
”
Biegeschwingungshintergrund“ bezeichnet.
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9.6.5.2 Die Hauptbeitra¨ge zu den berechneten Peaks fu¨r eine Barrierenho¨he von
981 cm 1
Entsprechend finden sich in Tabelle 9.7 die Hauptbeitra¨ge zu den sieben energetisch niedrigst-
liegenden Peaks des theoretischen Spektrum fu¨r eine Barrierenho¨he von 981 cm−1.
Peakbezeichnung zugeordneter U¨bergang
Theorie Experiment
Energie Intensita¨t HCCO
−
–Zustand HCCO–Zustand
K
−
i
−
K
o
i
o
0 A

−270 0.080 2 1 1 1
−140 0.286 1 1 0 1
−4 0.564 0 1 1 1
10 0.324 1 1 2 1
21 0.102 2 1 3 1
1 B 585 0.249 0 1 1 3
2 B′ 1005 0.087 0 1 1 5
3 C 1281 0.126 1 1 0 11
4

1472 0.016 2 1 1 14
1514 0.014 2 1 1 15
1587 0.016 0 1 1 11
1619 0.022 0 1 1 12
5 D
{
1738 0.054 0 1 1 14
1780 0.059 0 1 1 15
6 E

2022 0.032 0 1 1 20
2075 0.030 1 1 2 19
2075 0.044 1 1 0 23
Tabelle 9.7: Zuordnungen fu¨r den Anteil des Spektrums, wo hauptsa¨chlich Biegeschwingungen
wichtig sind. Fu¨r HCCO wurde die dritte Geometrie und eine Barrierenho¨he von 981 cm−1 aus-
gewa¨hlt. Die Schwingungstemperatur betra¨gt 200 K. i
−
und i
o
numerieren die zur entsprechenden
K–Quantenzahl zugeho¨rigen Niveaus in energetischer Reihenfolge.
Das zugeho¨rige Strich– und gaußverbreiterte Spektrum ist in Abbildung 9.9 wiedergegeben.
Fu¨r Peak 0 ergeben sich kaum Vera¨nderungen. Peak 1 wird im vorliegenden Fall durch nur
einen U¨bergang vom Schwingungsgrundzustand des Anions zu dem durch (K
o
=1, i
o
=3) cha-
rakterisierten Zustand des neutralen Moleku¨ls dominiert.
Ausgehend von den Peaks 2 bis 5 fu¨r die Barrierenho¨he von 643 cm−1 gelangt man durch
Intensita¨tstransfer von den Hauptbeitra¨gen von Peak 2 und Peak 4 zu Peak 3 qualitativ zu
den Peaks 2 bis 4 fu¨r die 981 cm−1 Barrierenho¨he. Durch unterschiedliche Termwerte fu¨r
die HCCO–Schwingungszusta¨nde ergeben sich im Strichspektrum Verschiebungen entlang der
Energieachse (siehe Abschnitt 9.6.3). Die fu¨r die niedrigere Barrierenho¨he getrennten Peaks 4
und 5 ko¨nnen im Fall der ho¨heren Barrierenho¨he nicht mehr aufgelo¨st werden. Deshalb ent-
sprechen den Peaks 6 und 7 fu¨r eine Barriere von 643 cm−1 die Peaks 5 und 6 fu¨r 981 cm−1
Barrierenho¨he, wobei die letztgenannten Peaks deutlich mehr Intensita¨t tragen.
Gut zu erkennen sind die in Abschnitt 9.6.3 beschriebenen Einflu¨sse der Intensita¨tsverteilung
unter einem Peak auf das Aussehen desselben.
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Abbildung 9.9: Fu¨r den niederenergetischen Bereich sind ein simuliertes Strichspektrum und das
zugeho¨rige gaußverbreiterte Spektrum fu¨r die Geometrie 3 (Spalte 4 in Tabelle 8.6) und eine Bar-
rierenho¨hen von 981 cm−1 dargestellt. Um die Zuordnung zu vereinfachen, ist ebenfalls das experi-
mentelle Spektrum abgebildet.
9.6.6 Abscha¨tzung von Kenngro¨ßen fu¨r eine zum Experiment kon-
gruente Simulation
Aus den Abbildungen 9.7, 9.8 und 9.9 kann nun – wie im Abschnitt 9.5.2 bereits angesprochen –
Werte fu¨r die Barrierenho¨he und Geometrie so eingegrenzt werden, so daß unter den gegebenen
Na¨herungen die Simulation mit diesen Werten das experimentelle Spektrum kongruent wieder-
geben ko¨nnte. Als Indikatoren treten die Lage und Ho¨he der Peaks 1 bis 4 auf. Aus der Ho¨he
von Peak 1 kann geschlossen werden, daß die Winkelkoordinaten fu¨r die Gleichgewichtslagen
ρ
−
1,s,min und ρ
o
1,a,min bzw. ρ
−
2,s,min und ρ
o
2,a,min geringfu¨gig na¨her beieinander liegen mu¨ssten, damit
noch etwas Intensita¨t von Peak 1 auf Peak 0 u¨bergehen kann. Die Lage der Peaks 1 und 3 la¨ßt
vermuten, daß die Barrierenho¨he zwischen den beiden ausgewa¨hlten Werten liegt, also etwa bei
800 cm−1– jedenfalls zwischen 700 cm−1 und 900 cm−1.
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9.7 Simulation mit Streckschwingungsanregungen
Die theoretische Untersuchung des energetisch ho¨herliegenden Teil des Spektrums bedarf einiger
Vorbemerkungen:
9.7.1 Eindimensionales Modell
Um eine Zuordnung zu vereinfachen, werden zuna¨chst die Franck–Condon Faktoren fu¨r alle
Streckschwingungskoordinaten in einer eindimensionalen Na¨herung bestimmt. Also sind fCH,
fOC und fCC (siehe auch Gleichung (9.18)) zu berechnen. Die unterschiedlichen Mo¨glichkeiten
zur Berechnung der Franck–Condon Faktoren sind in Abschnitt 9.3.3 zusammengetragen.
Um den Vergleich mit dem zweidimensionalen Modell zu erleichtern, gingen Frequenzen aus
den Tabellen 8.3 und 9.1 ein, die Ergebnisse mehrdimensionaler Rechnungen waren. Damit
verbunden wa¨re eine diagonale Kraftkonstantenmatrix, wobei die darin vorhandenen von Null
verschiedenen Elemente nichts mit den Elementen aus den Matrizen (8.5) und (9.28) zu tun
haben (außer daß beide Rechnungen zum gleichen Ergebnis fu¨hren).
Die sich fu¨r unterschiedliche Rechnungen und damit Geometrien ergebenden Faktoren sind in
Tabelle 9.8 zusammengefaßt.
Methode/AO Basissatz RCCSD(T)/DZP UMP2/TZP [97] UHF-CCSD(T)/cc–pVTZ [100]
rCH–Koordinate, ν
o
1 Progression
Frequenz ω
o
1 3349 3372 3371
ν
−
1 → νo1
0 → 1 0.006 0.000 0.000
0 → 2 0.000 0.000 0.000
rOC–Koordinate, ν
o
2 Progression
Frequenz ω
o
2 2050 2433 2099
ν
−
2 → νo2
0 → 1 0.497 0.577 0.453
0 → 2 0.117 0.210 0.102
0 → 3 0.017 0.060 0.015
rCC–Koordinate, ν
o
3 Progression
Frequenz ω
o
3 1240 1284 1249
ν
−
3 → νo3
0 → 1 0.584 0.341 0.163
0 → 2 0.164 0.060 0.012
0 → 3 0.030 0.007 0.001
Tabelle 9.8: Relative eindimensionale Franck–Condon Faktoren in harmonischer Na¨herung fu¨r den
U¨bergang HCCO
− → HCCO. Die Franck–Condon Faktoren fu¨r den U¨bergang (ν−i = 0)→ (νoi= 0)
sind auf eins gesetzt. Die angegebenen Methoden, Basissa¨tze und Frequenzen beziehen sich auf
HCCO.
Betrachtet man die der C–H–Streckschwingung entsprechende ν
o
1–Progression, so erkennt man,
daß nur der (ν
−
1 =0)→ (νo1=0) U¨bergang eine nichtverschwindende Intensita¨t zeigt. So sind alle
U¨berga¨nge mit nicht zu vernachla¨ssigenden Beitra¨gen durch ν
o
1=0 fu¨r den HCCO–Zustand cha-
rakterisiert und diese Quantenzahl ist fu¨r die nachfolgenden Betrachtungen irrelevant. Anders
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hingegen ist die Situation fu¨r die ν2– und ν3–Quantenzahlen, die der asymmetrischen bzw. sym-
metrischen Kombination der O–C– und C–C–Streckschwingungen entsprechen. Die Gleichge-
wichtsabsta¨nde des Anions verglichen mit neutralen Moleku¨l haben sich so stark vera¨ndert
(siehe auch die Tabellen 8.5 und 9.2), daß mindestens die (ν
−
i =0) → (νoi=1) U¨berga¨nge fu¨r
i=2, 3 signifikante Intensia¨ten erhalten.
9.7.2 Zweidimensionales Modell
Desweiteren werden auch zweidimensionale Franck–Condon Faktoren fu¨r die rOC– und
rCC–Koordinaten berechnet. Verwendet wurde dazu das Programm ”
hotfcht“ von Berger et
al. [120], daß die in diesem Feld u¨blichen Vereinfachung (z. B. Winkel zwischen den Eigenvekto-
ren ist fu¨r beide Zusta¨nde gleich) benutzt. Um den Effekt den Kopplung der Streckschwingungs-
koordinaten sichtbar zu machen, werden in Tabelle 9.9 die zweidimensionalen Franck–Condon
Faktoren fOC,CC mit dem Produkt der eindimensionalen fOC · fCC verglichen.
U¨bergang Frequenz UHF-CCSD(T)/cc–pVTZ [100]
ν
−
2 , ν
−
3 → νo2 , νo3 cm−1 eindimensional zweidimensional
fOC · fCC fOC,CC
0,0 → 0,1 1249 0.1627 0.0087
0,0 → 1,0 2099 0.4535 0.4721
0,0 → 0,2 2498 0.0121 0.0007
0,0 → 1,1 3348 0.0738 0.0007
0,0 → 0,3 3747 0.0005 0.0000
0,0 → 2,0 4198 0.1019 0.1293
0,0 → 1,2 4597 0.0055 0.0009
0,0 → 2,1 5497 0.0166 0.0029
0,0 → 3,0 6297 0.0151 0.0266
Tabelle 9.9: Relative zweidimensionale Franck–Condon Faktoren in harmonischer Na¨herung
.fu¨r den U¨bergang HCCO
− → HCCO. Der Franck–Condon Faktor fu¨r den U¨bergang
(ν
−
2 = 0, ν
−
3 = 0)→ (νo2= 0, νo3= 0) ist auf eins gesetzt.
Der Vergleich fu¨hrt zu dem Schluß, daß ein erheblicher Unterschied zwischen der ein– und
zweidimensionalen Behandlung der Koordinaten rOC und rCC besteht. Die Berechnung zeigt, daß
die Franck–Condon Faktoren, die zu den durch die Vorschrift (ν
o
2=0, ν
o
3 > 0) charakterisierten
U¨berga¨ngen geho¨ren, merklich kleiner werden, wenn das zweidimensionale Modell verwendet
wird. Andererseits vergro¨ßern sich geringfu¨gig die Faktoren, die zu den durch die Vorschrift
(ν
o
2 > 0, ν
o
3=0) bezeichneten U¨berga¨ngen geho¨ren.
9.7.3 Einfluß der Streckschwingungen auf die simulierten Photo-
detachmentspektren
Jetzt soll der Einfluß der Streckschwingungen betrachtet werden. Um eine kurze und pra¨gnan-
te Zuordnung zu erhalten, werden die Zahlentripel (ν
o
2 , ν
o
3 ; b) eingefu¨hrt. Sie bestehen aus den
Streckschwingungs–Quantenzahlen ν
o
2 und ν
o
3 und der Bezeichnung fu¨r die Biegeschwingungs-
peaks b. Daß es sich bei b nicht um eine Quantenzahl, sondern um eine Bezeichnung fu¨r einen
Peak handelt, wird durch das Trennungszeichen
”
;“ verdeutlicht. Um den Vergleich mit den
berechneten Spektren ohne Streckschwingungsanregung so einfach wie mo¨glich zu gestalten,
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wurde der Franck–Condon Faktor fOC,CC auf den U¨bergang (ν
−
2 = ν
−
3 =0 → νo2= νo3=0) nor-
miert. In den Tabellen 9.8 und 9.9 sind schon die normierten Faktoren angegeben.
9.7.4 Vergleich von ein– und zweidimensionalem Modell
Zuna¨chst sollen fu¨r beide zu betrachtende Barrierenho¨hen ein– und zweidimensionales Modell
verglichen werden.
9.7.4.1 Fu¨r eine Barrierenho¨he von 981 cm 1
In Abbildung 9.10 ist das simulierte Spektrum fu¨r ungekoppelte Streckschwingungsmoden dar-
gestellt (eindimensionales Modell), wohingegen das simulierte Spektrum mit zweidimensionaler
Behandlung der rOC– und rCC–Koordinaten in Abbildung 9.13 gezeigt wird.
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Abbildung 9.10: Einfluß der Streckschwingungsmoden: Ein eindimensionales Modell wird verglichen
mit dem Experiment. Das simulierte gaußverbreiterte Spektrum wurde fu¨r die Geometrie 3 (Spalte 4
in Tabelle 8.6) und eine Barrierenho¨he von 981 cm−1 berechnet.
Der in Tabelle 9.9 klar zutage getretene Unterschied in den Franck–Condon Faktoren spiegelt
sich auch in den Spektren wider. Die Intensita¨t der Peaks 2 und 3 ist in der eindimensio-
nalen Behandlung ho¨her als im zweidimensionalen Fall. Hierfu¨r ist der im eindimensionalen
Modell nicht zu vernachla¨ssigende U¨bergang zum (0,1;0)–Zustand verantwortlich. Die analoge
Begru¨ndung rechtfertigt die erho¨hte Intensita¨t von Peak 11. Der verursachende Zustand wird
mit (1,1;0) bezeichnet.
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9.7.4.2 Fu¨r eine Barrierenho¨he von 643 cm 1
In Abbildung 9.11 ist das eindimensional simulierte Spektrum dargestellt, die zweidimensionale
Variante zeigt Abbildung 9.12.
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Abbildung 9.11: Einfluß der Streckschwingungsmoden: Ein eindimensionales Modell wird verglichen
mit dem Experiment. Das simulierte gaußverbreiterte Spektrum wurde fu¨r die Geometrie 3 (Spalte 4
in Tabelle 8.6) und eine Barrierenho¨he von 643 cm−1 berechnet.
Im Gegensatz zum Fall der ho¨heren Barrierenho¨he verstecken sich die Unterschiede in den
Franck–Condon Faktoren (Tabelle 9.9) etwas in den Spektren, ko¨nnen aber bei genauerem
Hinsehen erkannt werden: In Abbildung 9.11 tritt ein zusa¨tzlicher, mit 3′ bezeichneter Peak
auf. Er ru¨hrt von dem nicht zu vernachla¨ssigenden Franck–Condon Faktor fu¨r den U¨bergang
zum (0,1;0)–Zustand im niedrigerdimensionalen Modell her. Aus dem gleichen Grund tritt
ein weiterer Peak bei einer Energie von 3348 cm−1 auf, der mit 12′ bezeichnet wird. Er wird
dem (1,1;0)–Zustand zugeordnet. Als einen sekunda¨ren Effekt erho¨hen sich die Intensia¨ten von
Peak 6 und 16 aufgrund eines zusa¨tzlichen Beitrags des (0,1;1)– bzw. (1,1;1)–Zustands.
Prinzipiell gibt es keinen Unterschied fu¨r die beiden betrachteten Barrierenho¨hen. Fu¨r die
Auf– bzw. Unauffa¨lligkeit beim Vergleich von ein– und zweidimensionalen Modell kann die
U¨berlagerung der Peaks aus den Zusta¨nden (0,0;3) und (0,1;0) verantwortlich gemacht werden.
9.7.5 Zuordnungen im ho¨herenergetischen Teil des Spektrums
Nun wird fu¨r beide Barrierenho¨hen das simulierte Spektrum betrachtet, das das zweidimensio-
nale Modell fu¨r die Streckschwingungen beinhaltet.
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9.7.5.1 Ho¨herenergetische Zuordnungen fu¨r Barrierenho¨he 643 cm 1
Die Zuordnung ist in Abbildung 9.12 dargestellt und die zugeho¨rigen Werte sind in Tabelle 9.10
zusammengefaßt.
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Abbildung 9.12: Das experimentelle Spektrum wird verglichen mit dem gaußverbreiterten Spektrum
(fu¨r die Geometrie 3 (Spalte 4 in Tabelle 8.6) und eine Barrierenho¨he von 643 cm−1) , das sich unter
Verwendung eines zweidimensionalen Modells zur Beru¨cksichtigung der Streckschwingungsmoden
ergibt.
Da es bis zu einer Energie von 1800 cm−1 keine nennenswerten Beitra¨ge von Streckschwingungen
gibt, treten hier im Vergleich zu Abbildung 9.8 (außer dem vera¨nderten Maßstab entlang der
Abszisse) keine signifanten A¨nderungen auf.
Die Peaks 6 und 7 der letztgenannten Abbildung werden jetzt durch U¨berlagerungen von
U¨berga¨ngen in die Zusta¨nde (0,0;6) bzw. (0,0;7) (reine Biegeschwingungszusta¨nde) mit dem
U¨bergang in den Zustand (1,0;0) (reiner Streckschwingungszustand) dargestellt. In Tabelle 9.10
gibt die Reihefolge den angegebenen Zuordnungen innerhalb eines Peaks den jeweiligen Anteil
an der Intensita¨t (der gro¨ßte zuerst) wieder. So hat beispielsweise Peak 6 seinen gro¨ßeren Inten-
sita¨tsanteil vom U¨bergang in den Zustand (0,0;6) mit einer kleinen Beimischung vom U¨bergang
in den Zustand (1,0;0), wohingegen in Peak 7 der Intensita¨tsanteil vom U¨bergang in den Zu-
stand (1,0;0) klar dominiert. Die Simulation u¨berscha¨tzt die Ho¨he des experimentellen Peaks E
mit einem Faktor 1.4. Die folgenden Peaks bis hin zu einer Energie von 4200 cm−1 stellen ei-
ne Biegeschwingungsprogression mit dem Ursprung beim (1,0;0)–Zustand dar, die durch den
Biegeschwingungshintergrund u¨berlagert wird.
So stellt Peak 9 eine Kombination aus dem U¨bergang zum Zustand (1,0;1) (aus der Progession)
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Simulation Zuordnung Experiment
Peak– Termwert (ν
o
2 , ν
o
3 ; b) Peak– Termwert
bezeichnung ho¨he bezeichnung ho¨he
6 0.130 1804 (0,0;6),(1,0;0) D 0.368 1742
7 0.686 2100 (1,0;0),(0,0;7) E 0.474 2057
8 0.037 2330 (0,0;8)
9 0.208 2550 (1,0;1),(0,0;9) F 0.187 2613
10 0.030 2776 (0,0;10) G 0.173 2750
11 0.105 2982 (1,0;2),(0,0;11)
12 0.057 3166 (1,0;3),(0,0;12)
13 0.064 3448 (1,0;4)
14 0.058 3556 (1,0;4)
15 0.052 3690 (1,0;5)
16 0.069 3853 (1,0;6) H 0.169 3807
17 0.078 4067 (2,0;0)
18 0.272 4200 (2,0;0),(1,0;7) I 0.146 4121
Tabelle 9.10: Zuordnung der Hauptbeitra¨ge, gekennzeichnet durch die Tripel (ν
o
2 , ν
o
3 ; b) zu den simu-
lierten Peaks fu¨r den Teil des Spektrums, in dem Streckschwingungen wichtig werden. Fu¨r HCCO
wurde die Geometrie 3 (Spalte 4 in Tabelle 8.6) und eine Barrierenho¨he von 643 cm−1 ausgewa¨hlt.
Die Schwingungstemperatur betra¨gt 200 K. ν
o
2 und ν
o
3 bezeichnen die Streckschwingungsquanten-
zahlen und b die in Tabelle 9.6 und Abbildung 9.8 eingefu¨hrten Biegeschwingungspeaks.
und dem U¨bergang zum Hintergrundzustand (0,0;9). Peak F stellt hierzu das experimentelle
Gegenstu¨ck dar. Sowohl die Lage, als auch die Intensita¨t stimmen gut u¨berein. Der experimen-
telle Peak G besitzt kaum eine theoretische Entsprechung. An der erwarteten Stelle bietet die
Simulation nur den Hintergrundzustand (0,0;10) (also Peak 10) mit sehr geringer Intensita¨t an.
Unter der sich im experimentellen Spektrum anschließenden und bis Peak H reichenden unein-
heitlichen Struktur finden sich im berechneten Spektrum die Peaks 11 bis 15 wieder. Sie stellen
hauptsa¨chlich die Progression von (1,0;2) zu (1,0;5) dar. Nur in den Peaks 11 und 12 befinden
sich die weiter abgefallenen Anteile der entsprechenden Biegeschwingungshintergrundzusta¨nde.
In den Peaks 13 und 14 spiegelt sich die fu¨r diesen Energiebereich geltende bessere Auflo¨sung
wider (siehe auch Abbildung 9.3). Beide geho¨ren zum Kombinationston (1,0;4). Wa¨hrend die
einzelnen Beitra¨ge zum zugrunde liegenden reinen Biegeschwingungston (0,0;4) aufgrund der fu¨r
diesen Energiebereich geltenden Auflo¨sung nicht voneinander getrennt werden ko¨nnen, ist die
Auflo¨sung im Energiebereich des Kombinationstons soweit abgesunken, daß er in zwei getrenn-
te Peaks (mit der Nummer 13 und 14) zerfa¨llt. Peak 16 kann dem Zustand (1,0;6) zugeordnet
werden. Die Peakho¨he betra¨gt nur ein Drittel des Werts, der vom zugeho¨rigen experimentellen
Peaks H erreicht wird. Fu¨r die Peaks 17 und 18 gilt das gleiche wie fu¨r die Peaks 13 und
14. Beide geho¨ren zum reinen ω
o
2–Streckschwingungston (2,0;0), also dem Ursprung der folgen-
den Biegeschwingungsprogression. Wa¨hrend der (0,0;0)–Zustand, der in Peak 0 wiedergegeben
wird, noch keine Aufspaltung zeigt, ist auf der linken Seite des zum (1,0;0)–Zustand geho¨renden
Peak 7 eine Schulter zu erkennen. Diese wa¨chst sich beim (2,0;0)–Zustand zu den getrennten
Peaks 17 und 18 aus. Zu Peak 18 tra¨gt daru¨berhinaus der Zustand (1,0;7) bei. Diesem Peak
kann Peak I als experimentelles Gegenstu¨ck zugeordnet werden. Seine Peakho¨he wird von der
Simulation um 75% u¨berschossen.
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9.7.5.2 Fazit
Die Intensita¨t der experimentellen Peaks B′, E und I wird von der Simulation deutlich
u¨berscha¨tzt. Hingegen treten fu¨r die Peaks D, G und H wesentliche Unterscha¨tzung auf. Um
das Experiment noch besser anna¨hern zu ko¨nnen, ist es no¨tig, die Biege– und die Streckschwin-
gungsmoden zu koppeln. Dies ko¨nnte einen Intensita¨tsu¨bertrag von Peak 7 zu Peak 6 ermo¨gli-
chen. Da Peak 6 und Peak 16 diesselbe Bezeichnung fu¨r den Biegeschwingungsanteil besitzen,
wu¨rde dann auch ein U¨bertrag von Intensita¨t Peak 16 begu¨nstigen. Um die fehlende Intensita¨t
zu Peak G erkla¨ren zu ko¨nnen, sollte man beru¨cksichtigen, daß Peak 1 nur die linke Seite von
Peak B gut simuliert, und sich dies auch auf die um ω
o
2 verschobene Progression auswirken
kann. Als spekulativ wa¨re ein ho¨herer fOC,CC–Faktor fu¨r den U¨bergang zu (ν
o
2 =0, ν
o
3 =2) anzu-
sehen. Jedenfalls reicht der Biegeschwingungshintergrundzustand (0,0;10) nicht zur Erkla¨rung
aus.
9.7.5.3 Ho¨herenergetische Zuordnungen fu¨r Barrierenho¨he 981 cm 1
Dieses Spektrum ist in Abbildung 9.13 dargestellt und die zugeho¨rigen Werte sind in Tabel-
le 9.11 zusammengefaßt.
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Abbildung 9.13: Das experimentelle Spektrum wird verglichen mit dem gaußverbreiterten Spektrum
(fu¨r die Geometrie 3 (Spalte 4 in Tabelle 8.6) und eine Barrierenho¨he von 981 cm−1) , das sich unter
Verwendung eines zweidimensionalen Modells zur Beru¨cksichtigung der Streckschwingungsmoden
ergibt.
Da der prinzipielle Aufbau analog zur niedrigeren Barrierenho¨he ist, soll hier nur noch auf
signifikante Unterschiede eingegangen werden. Besonders auffa¨llig ist das Vorhandensein von
9.7: Simulation mit Streckschwingungsanregungen 141
Simulation Zuordnung Experiment
Peak– Termwert (ν
o
2 , ν
o
3 ; b) Peak– Termwert
bezeichnung ho¨he bezeichnung ho¨he
5 0.175 1778 (0,0;5),(1,0;0) D 0.368 1742
6 0.764 2097 (1,0;0),(0,0;6) E 0.474 2057
7 0.088 2364 (0,0;7)
8 0.229 2681 (1,0;1),(0,0;8) F 0.187 2613
9 0.073 2879 (0,0;9) G 0.173 2750
10 0.093 3115 (1,0;2)
11 0.135 3376 (1,0;3),(0,0;10)
12 0.054 3563 (0,0;11),(1,0;4)
13 0.047 3700 (1,0;4),(0,0;12)
14 0.105 3866 (1,0;5) H 0.169 3807
15 0.084 4061 (2,0;0)
16 0.316 4195 (2,0;0) I 0.146 4121
Tabelle 9.11: Zuordnung der Hauptbeitra¨ge, gekennzeichnet durch die Tripel (ν
o
2 , ν
o
3 ; b) zu den simu-
lierten Peaks fu¨r den Teil des Spektrums, in dem Streckschwingungen wichtig werden. Fu¨r HCCO
wurde die Geometrie 3 (Spalte 4 in Tabelle 8.6) und eine Barrierenho¨he von 981 cm−1 ausgewa¨hlt.
Die Schwingungstemperatur betra¨gt 200 K. ν
o
2 und ν
o
3 bezeichnen die Streckschwingungsquanten-
zahlen und b die in Tabelle 9.7 und Abbildung 9.9 eingefu¨hrten Biegeschwingungspeaks.
mehr Intensita¨t im ho¨herenergetischen Bereich des Spektrums. Das bedeutet einerseits, daß die
U¨berscha¨tzungen (hier gegenu¨ber den experimentellen Peaks C, E und I mit den Faktoren 1.5,
1.6 und 2) gro¨ßer sind, andererseits sind die Lu¨cken speziell bei den Peaks D, G und H und auch
allgemein besser gefu¨llt. Der Grund hierfu¨r ist in den ho¨heren Intensita¨ten der Peaks 3, 5 und 6
fu¨r die ho¨here Barrierenho¨he gegenu¨ber den entsprechenden Peaks 3, 6 und 7 bei der niedrige-
ren Barrierenho¨he und deren energetische Verschiebung als Biegeschwingungsprogression durch
entsprechende Anregung von Streckschwingungen zu sehen.
9.7.6 Temperaturabha¨ngigkeit
Betrachtet man die Vera¨nderung der Form des Photodetachmentspektrums mit der Tempera-
tur, so treten zwei gegenla¨ufige Mechanismen auf: So verursacht eine steigende Temperatur ein
Kleinerwerden von Peak 1 (Peak 0 ist auf eins gesetzt). Andererseits muß das zweite Niveau
fu¨r K
−
=0 in die Berechnungen mit einbezogen werden und kompensiert den oben genannten
Effekt. Aus diesem Grund ist das betrachtete Spektrum gegenu¨ber Temperatura¨nderungen von
der Gro¨ßenordnung 50 K nicht empfindlich.
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Kapitel 10
Zusammenfassung
Ziel der vorliegenden Arbeit war es, vibronische Termschemata fu¨r die beiden untersten,
Renner–Teller gekoppelten elektronischen Zusta¨nde des Ketenylradikals HCCO zu berechnen
und das Photodetachmentspektrum des zugeho¨rigen Anions zu simulieren.
Als erster Schritt wurde in der molekularen Schro¨dingergleichung die Trennung von Kern– und
Elektronenkoordinaten allgemein formuliert.
Ausgehend vom Operator der kinetischen Energie der Kerne in kartesischen Koordinaten wur-
den dieser durch Transformationen und Separationen auf den fu¨r das Problem wichtigen Anteil
reduziert. Die beiden Biegeschwingungskoordinaten, die Torsionskoordinate und die Rotations-
koordinate, die zur Drehung um die C–C–Achse geho¨rt, waren fortan die betrachteten Koor-
dinaten. Als Basis der Kernwellenfunktionen wurden die Eigenfunktionen zweier unabha¨ngiger
zweidimensionaler harmonischer Oszillatoren gewa¨hlt. Die gu¨nstige Zerlegung des Hamilton-
operators und die Berechung der Matrixelemente in der oben angegebenen Basis mit Hilfe
von Rekursionsformeln und Einschieben der Identita¨t waren die nachfolgenden Wegabschnitte,
bevor das EWP durch Diagonalisierung gelo¨st werden konnte.
Daneben wurden die fu¨r diese Arbeit verwendeten Verfahren zur Lo¨sung des elektronischen
Problems kurz angerissen.
Im Kapitel 7 u¨ber den Renner–Teller Effekt laufen die bisher unabha¨ngig voneinander ent-
wickelten Stra¨nge zusammen. Anhand eines historischen Abrisses beginnend mit der Idee von
Renner wurde der Hintergrund entwickelt, der zur Lo¨sung des vorliegenden Problems not-
wendig war. Neben der Erla¨uterung der
”
brute force“ Vorgehensweise im adiabatischen und
diabatischen Bild, die die Bestimmung von
∂
∂q
–Elementen – also Ableitungen der elektroni-
schen Wellenfunktionen nach Kernkoordinaten – impliziert, wurde aus dem Ansatz von Pople
und Longuet–Higgins schließlich das spa¨ter verwendete Verfahren fu¨r asymmetrische vierato-
mige Moleku¨le entwickelt. Es beruht auf dem Ansatz, daß die Λ–Quantenzahl von vorneherein
festgelegt ist, was einer Entwicklung in der Koordinate ρ um die lineare Geometrie gleich-
kommt, wobei aber gleichzeitig die diabatischen Potentiale verwendet werden ko¨nnen. Damit
wird die Kopplung in die Differenz adiabatischer Potentiale geschoben, was eine wesentliche
Vereinfachung mit sich bringt. Leicht gelingt die U¨bertragbarkeit auf vieratomige Moleku¨le;
dennoch wird die Anschauung auf die Probe gestellt, insbesondere fu¨r die Entsprechung τ im
vieratomigen Fall zum Winkel ϕ im dreiatomigen. Damit ergaben sich schließlich die Wellen-
funktionen, Matrixelemente und Anordnung der Matrixelemente als eine Erweiterung des oben
beschriebenen ungekoppelten Falls.
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Anwendung fand die Theorie in der Betrachtung des HCCO–Radikals. Mehrdimensionale Po-
tentialfla¨chen und die Barrierenho¨he von der Gleichgewichtsgeometrie zu linearer Geometrie
bei unterschiedlicher Basissatzqualita¨t wurden berechnet. Sowohl die harmonische Na¨herung
um die Minimallage, als auch Abscha¨tzungen zur Anharmonizita¨t wurden betrachtet. Mit dem
im letzten Abschnitt beschriebenen Modell wurden daraus Energietermschemata entwickelt.
Verglichen wurden die Termschemata, die charakterisiert sind durch die Kombination von un-
terschiedlichen Barrierenho¨hen und Geometrien der unteren Potentialfla¨che, – mit und ohne
Renner–Teller Kopplung – mit zwei didaktischen Termschemata unter harmonischen Bedingun-
gen. Die grobe Struktur des didaktischen Modells 1 (eine Biegeschwingungskoordinate mit li-
nearer eine mit gewinkelter Gleichgewichtsgeometrie) bleibt zwar in allen Fa¨llen erkennbar, zum
einen na¨hert sich aber die Struktur mit verschwindender Barrierenho¨he immer mehr demModell
2 (beide Biegeschwingungskoordinaten mit linearer Gleichgewichtsgeometrie) an, zum anderen
sto¨rt die Kopplung der elektronischen Zusta¨nde massiv das Aussehen des Spektrums. Im vi-
bronischen Spektrum zeigen sich die Auswirkungen des Renner–Teller Effekts durch l
o
– und
ν
o
–Niveauaufspaltungen (vor allem fu¨r K
o
=0) und durch deutliche Niveauverschiebungen (um
80 cm−1). Damit sind auch signifikante A¨nderungen von Kenngro¨ßen (z.B. Frequenzen der
Biegeschwingungsgrundto¨ne) verbunden.
Eine weitere Dimension ero¨ffnete sich durch die Simulation von Photodetachmentspektren von
HCCO
−
auf der Basis einer Franck–Condon Na¨herung. Die meisten der experimentellen Peaks
konnten U¨berga¨ngen zu Schwingungszusta¨nden von HCCO zugeordnet und damit das Photo-
detachmentspektrum von HCCO
−
verstanden werden. Die Untersuchungen des niederenerge-
tischen Teils des Photodetachmentspektrums haben dazu gefu¨hrt, daß unter den beschriebe-
nen Vorraussetzungen eine obere Schranke fu¨r die Abweichungen der Barrierenho¨he und fu¨r
die Gleichgewichtsgeometrie von HCCO gefunden werden konnte. Die Analyse der Peakho¨hen
zeigt, daß bezu¨glich der Winkelkoordinaten die Strukturen von HCCO und HCCO
−
na¨her bei-
einander liegen, als die zugrundeliegende Rechnungen vorhersagen. Mit Hilfe der Lage der Peaks
kann die Barrierenho¨he beim HCCO–Moleku¨l auf einen Wert zwischen 700 cm−1 und 900 cm−1
eingeschra¨nkt werden. Die Betrachtung des Teils des Spektrums, der von den Streckschwin-
gungen dominiert wird, zeigen eine gute U¨bereinstimmung in der Lage der Peaks, wohingegen
die zugeho¨rigen Franck–Condon Faktoren fu¨r ν2 zu hoch und fu¨r ν3 zu niedrig zu sein schei-
nen. In wenigen Bereichen des Spektrums unterscha¨tzt das Intensita¨tsprofil der Simulation
das experimentelle Ergebnis, was von vernachla¨ssigten Kopplungen zwischen den Biege– und
Streckschwingungsbewegungen herru¨hren ko¨nnte.
Damit wird klar, in welche Richtung weiterfu¨hrende Untersuchungen sich anschließen ko¨nnen:
Die Kopplungen von Streck– und Biegeschwingungsbewegung sind einzubeziehen. Natu¨rlich
sollte zuna¨chst die wichtigste Streckschwingungskoordinate an die Renner–Teller relevanten
Koordinaten angeschlossen werden, denn schon Gleichung (3.1) zeigt, wie sich im Erweite-
rungsfall der Aufwand erho¨ht. Programmtechnisch gesehen ist pro Koordinate eine Schleife
mehr einzurichten. Ebenso fallen mehr Terme im Operator der kinetischen Energie der Kerne
und pro zusa¨tzlichem Koordinatenwert eine Vielzahl von zu berechnenden Punkten auf den
Potentialfla¨chen an. Es ergibt sich die Dimension der resultierenden Hamiltonmatrix aus der
Dimension der hier betrachteten Hamiltonmatrix multipliziert mit der Anzahl von passenden
Basisfunktionen fu¨r die neue Koordinate. Prinzipiell gibt es keine Einschra¨nkung. Nur geben
Hauptspeicherplatz und Effizienz der Diagonalisierungsroutine die momentanen Rahmenbedin-
gungen vor. Sie sind an die Entwicklung der Hard– und Software geknu¨pft und erfordern – je
nach Lage des
”
bottleneck“– die entsprechende (Neu)entwicklung.
Der Teufel liegt – wie so ha¨ufig – im Detail.
Anhang A
Darstellung allgemeiner Verfahren
A.1 Lo¨sung des Eigenwertproblems (EWP)
Voraussetzung:
Man betrachte einen n–dimensionalen Hilbertraum mit der Orthonormalbasis (ONB)
{|qi〉}, i = 1, . . . , n. In diesem Raum gilt:
|Ψ〉 =
n∑
i=1
|qi〉 · 〈qi|Ψ〉︸ ︷︷ ︸
=
n∑
i=1
|qi〉 · ci
(A.1)
Gesucht ist die Lo¨sung des Eigenwertproblems HˆΨ = EΨ. Man betrachte:
〈qi|Hˆ|Ψ〉 =
n∑
j=1
〈qi|Hˆ|qj〉︸ ︷︷ ︸ ·cj = 〈qi|E
n∑
j=1
cj|qj〉
⇐⇒
n∑
j=1
Hi,j ·cj = E
n∑
j=1
δi,j · cj
⇐⇒
n∑
j=1
(Hi,j − E · δi,j) ·cj = 0 . (A.2)
Fu¨r alle mo¨glichen Indizes i ergibt sich ein lineares Gleichungssystem, daß sich mit Hilfe von
Matrizen wie folgt darstellen la¨ßt:
(H − E · I)~c = ~0 , mit ~c =
 c1...
cn
 . (A.3)
I stellt die Einheitsmatrix dar und die Lo¨sung der Matrixgleichung (A.3) la¨ßt sich beispielsweise
durch Matrixdiagonalisierungsverfahren bestimmen.
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A.2 Variationsverfahren
Im folgenden soll gezeigt werden, daß die Bestimmung der Extrema des Energieerwartungswerts
W = 〈φ|Hˆ|φ〉 unter der Nebenbedingung 〈φ|φ〉 = 1 a¨quivalent zur Lo¨sung des Eigenwertpro-
blems (A.3) ist. Dies erkla¨rt auch, warum dieses Verfahren zur Lo¨sung der Schro¨dingergleichung
als variationelles Verfahren deklariert wird.
Zur Vereinfachung nehmen wir an, daß
1. ci, Hi,j ∈ R,
2. Hˆ hermitesch,
also insbesondere Hi,j = Hj,i gilt. Fu¨r |φ〉 =
n∑
i=1
ci|qi〉 ergibt sich mit obigen Vereinfachungen
fu¨r W als Funktion von ~c:
W (~c) =
n∑
i,j=1
ci · cj ·Hi,j . (A.4)
Die Nebenbedingung 〈φ|φ〉 = 1 bedeutet:
〈φ|φ〉 =
n∑
i,j=1
ci · cj · 〈qi|qj〉 =
n∑
i,j=1
ci · cj · δi,j =
n∑
i=1
c2i = 1 . (A.5)
Die Extrema unter der Nebenbedingung erha¨lt man u¨ber die Extrema der Funktion F (Stich-
wort Lagrangesche Multiplikatoren):
F (~c, E) = W (~c) + E ·
(
1−
n∑
i=1
c2i
)
. (A.6)
Die notwendige Bedingung bedeutet:
∂F (~c, E)
∂ck
= 0 , k = 1, . . . , n ;
∂F (~c, E)
∂E
= 0
⇐⇒
n∑
i,j=1
(
∂ci
∂ck
· cj ·Hi,j + ci · ∂cj
∂ck
·Hi,j
)
− 2E
n∑
i=1
ci · ∂ci
∂ck
= 0 ; (A.7)
〈φ|φ〉 =
n∑
i=1
c2i = 1 .
Zusa¨tzlich zur Nebenbedingung erha¨lt man aus (A.7) nach Beru¨cksichtigung der Symmetrie
von H , Vertauschen von Indizes und Division durch 2 das lineare Gleichungssystem (A.2) des
Eigenwertproblems aus dem vorherigen Abschnitt.
A.3 Sto¨rungstheorie
In diesem Abschnitt sollen wiederholend die Grundzu¨ge sto¨rungstheoretischer Betrachtungen
wiedergegeben werden. Anwendung finden sie im Abschnitt E.3, wo mit Hilfe von Wellenfunk-
tionen in erster Ordnung Sto¨rungstheorie Eigenschaften der Elemente Bi,jqk und C
i,j
qk,qk
ermittelt
werden.
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Gesucht ist die Lo¨sung des Eigenwertproblems1
Hˆ(λ)|Ψ(λ)〉 = E(λ)|Ψ(λ)〉 mit (A.8)
Hˆ(λ) = Hˆ0 + λ · Wˆ , (A.9)
E(λ) =
∞∑
j=0
λj · ²j und (A.10)
|Ψ(λ)〉 =
∞∑
j=0
λj · |ψj〉 . (A.11)
Einsetzen von (A.9) bis (A.11) in (A.8) und Koeffizientenvergleich liefern:
(Hˆ0 − ²0)|ψj〉+
j−1∑
i=max{0,j−1}
(Wˆ − ²1)|ψj−1〉 −
j−2∑
i=0
²j−i|ψi〉 = 0 , j ∈ N0 (A.12)
fu¨r die j–te Ordnung.
Aus der Normierung von |ψ0〉 und |Ψ(λ)〉 folgt:
〈ψ0|ψ0〉 = 〈Ψ(λ)|Ψ(λ)〉 = 1 =⇒ 〈ψ0|ψj〉 = 〈ψj|ψ0〉 = −1
2
j−1∑
i=1
〈ψj−i|ψi〉 , j ∈ N . (A.13)
Es wird weiterhin angenommen, daß zu Hˆ0 ein Satz Eigenzusta¨nde {|ψ0,n〉, n ∈ N} und die
dazugeho¨rigen Eigenwerte ²0,n bekannt sind. Die Energien ²i und Zusta¨nde ψi ho¨herer Ordnung
erha¨lt man sukzessiv durch Projektion der Eigenzusta¨nde von Hˆ0 auf Gleichung (A.12). Na¨heres
findet man in den Lehrbu¨chern, beispielsweise in [121]. Eine Anwendung findet sich bei der
Berechnung der Wellenfunktionen 1. Ordnung in dreiatomigen Moleku¨len, wie sie in Abschnitt
E.5 aufgezeigt wird.
1Unter der Annahme, daß die Reihen in den Gleichungen (A.10) und (A.11) konvergieren.
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Anhang B
Erga¨nzungen zur
Koordinatentransformation
B.1 Die Berechnung von det V
Es sei gegeben die n× n–Matrix V n durch:
Vi,j =

δi,j − δi+1,j ∀ i = 1, . . . , n− 1; j = 1, . . . , n
Mj
n∑
k=1
Mk
∀ i = n; j = 1, . . . , n . (B.1)
Gezeigt werden soll:
detV n = 1 ∀ n ∈ N\{1} (B.2)
Zum Beweis betrachten wir die Matrix V˜ n mit:
V˜i,j =
{
δi,j − δi+1,j ∀ i = 1, . . . , n− 1; j = 1, . . . , n
Mj ∀ i = n; j = 1, . . . , n . (B.3)
Die Determinanten von V n und V˜ n ha¨ngen durch die Beziehung
detV n =
1
n∑
k=1
Mk
· det V˜ n (B.4)
zusammen. Damit ist die Behauptung bewiesen, wenn gezeigt werden kann, daß
det V˜ n =
n∑
k=1
Mk ∀ n ∈ N\{1} (B.5)
Der Beweis dieser Behauptung gelingt beispielsweise durch vollsta¨ndige Induktion nach n.
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Induktionsanfang:
Sei n = 2. Damit sieht die Matrix V˜ 2 wie folgt aus:
V˜ 2 =
(
1 −1
M1 M2
)
(B.6)
⇒ det V˜ 2 = 1 ·M2 − (−1) ·M1 =
2∑
k=1
Mk . (B.7)
Induktionsschluß:
Angenommen, es gilt:
det V˜ n =
n∑
k=1
Mk (B.8)
Man entwickelt nun det V˜ n+1 nach dem Laplaceschen Entwicklungssatz nach der n + 1–ten
Spalte:
det V˜ n+1 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 −1 0 0 · · · 0 0 0 0
0 1 −1 0 · · · 0 0 0 0
...
...
...
...
. . .
...
...
...
...
0 0 0 0 · · · 0 1 −1 0
0 0 0 0 · · · 0 0 1 −1
M1 M2 M3 M4 · · · Mn−2 Mn−1 Mn Mn+1
∣∣∣∣∣∣∣∣∣∣∣∣∣
= (−1)2(n+1) ·Mn+1 ·
∣∣∣∣∣∣∣∣∣∣∣
1 −1 0 0 · · · 0 0 0
0 1 −1 0 · · · 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 · · · 0 1 −1
0 0 0 0 · · · 0 0 1
∣∣∣∣∣∣∣∣∣∣∣
+(−1)2n+1 · (−1) ·
∣∣∣∣∣∣∣∣∣∣∣
1 −1 0 0 · · · 0 0 0
0 1 −1 0 · · · 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 · · · 0 1 −1
M1 M2 M3 M4 · · · Mn−2 Mn−1 Mn
∣∣∣∣∣∣∣∣∣∣∣
= Mn+1 · 1 + 1 · det V˜ n =Mn+1 +
n∑
k=1
Mk =
n+1∑
k=1
Mk q. e. d. (B.9)
B.2 Transformation einer Funktionaldeterminanten
Mo¨chte man die Funktionaldeterminante f(ρ) durch f(ρ) · s(ρ) ersetzen, so gehe man beispiels-
weise (siehe auch [3, 27, 40, 122]) wie folgt vor: Sei
ψ
(s)
i (ρ) = s
− 1
2 (ρ) · ψi(ρ) ⇐⇒ ψi(ρ) = s 12 (ρ) · ψ(s)i (ρ) . (B.10)
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Damit ergibt sich aus∫
dρ f(ρ)ψ∗i (ρ)Hˆψj(ρ) =
∫
dρ f(ρ)s
1
2 (ρ)
(
ψ
(s)
i
)∗
(ρ)Hˆs
1
2 (ρ)ψ
(s)
j (ρ)
=
∫
dρ f(ρ)s(ρ)
(
ψ
(s)
i
)∗
(ρ)s−
1
2 (ρ)Hˆs
1
2 (ρ)ψ
(s)
j (ρ) (B.11)
=
∫
dρ f(ρ)s(ρ)
(
ψ
(s)
i
)∗
(ρ)Hˆ(s)ψ
(s)
j (ρ) , mit:
Hˆ(s) = s−
1
2 (ρ)Hˆs
1
2 (ρ) .
Fu¨r die Anteile Hˆkom von Hˆ, die mit s
1
2 kommutieren ([Hˆkom, s
1
2 ] = 0), ergibt sich aus (B.11):∫
dρ f(ρ)ψ∗i (ρ)Hˆkomψj(ρ) =
∫
dρ f(ρ)s(ρ)
(
ψ
(s)
i
)∗
(ρ)Hˆkomψ
(s)
j (ρ) , (B.12)
fu¨r nicht kommutierende Anteile (das sind in unserem Fall Terme, die einfache und zweifache
partielle Ableitungen nach ρ beinhalten) gilt:∫
dρ f(ρ)ψ∗i (ρ)
∂
∂ρ
ψj(ρ) =
∫
dρ f(ρ)s(ρ)
(
ψ
(s)
i
)∗
(ρ)s−
1
2 (ρ)
∂
∂ρ
s
1
2 (ρ)ψ
(s)
j (ρ)
=
∫
dρ f(ρ)s(ρ)
(
ψ
(s)
i
)∗
(ρ)s−
1
2 (ρ)
(
s′(ρ)
2s
1
2 (ρ)
+ s
1
2 (ρ)
∂
∂ρ
)
ψ
(s)
j (ρ)
=
∫
dρ f(ρ)s(ρ)
(
ψ
(s)
i
)∗
(ρ)
(
s′(ρ)
2s(ρ)
+
∂
∂ρ
)
ψ
(s)
j (ρ) , (B.13)∫
dρ f(ρ)ψ∗i (ρ)
∂2
∂ρ2
ψj(ρ) =
∫
dρ f(ρ)s(ρ)
(
ψ
(s)
i
)∗
(ρ)s−
1
2 (ρ)
∂
∂ρ
(
s′(ρ)
2s
1
2 (ρ)
+ s
1
2 (ρ)
∂
∂ρ
)
ψ
(s)
j (ρ)
=
∫
dρ f(ρ)s(ρ)
(
ψ
(s)
i
)∗
(ρ) (B.14)
×
[
−
(
s′(ρ)
2s(ρ)
)2
+
s′′(ρ)
2s(ρ)
+
s′(ρ)
s(ρ)
∂
∂ρ
+
∂2
∂ρ2
]
ψ
(s)
j (ρ) .
Zusammenfassend bedeutet dies, daß innerhalb von Matrixelementen ein U¨bergang zwischen
den Funktionaldeterminanten
f(ρ)→ f(ρ) · s(ρ) (B.15)
mit einer Transformation der folgenden Operatoren verbunden ist, so daß die untenstehenden
Abbildungsvorschriften gelten:
∂
∂ρ
→ s
′(ρ)
2s(ρ)
+
∂
∂ρ
(B.16)
∂2
∂ρ2
→ −
(
s′(ρ)
2s(ρ)
)2
+
s′′(ρ)
2s(ρ)
+
s′(ρ)
s(ρ)
∂
∂ρ
+
∂2
∂ρ2
. (B.17)
Fu¨r die Matrixelemente a¨ndert sich an den Integrationsgrenzen nichts.
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Anhang C
Lo¨sungen ausgewa¨hlter
Differentialgleichungen
C.1 Der eindimensionale harmonische Oszillator
Gesucht seien Lo¨sungen zum Eigenwertproblem:(
1
2µ
pˆ2x +
1
2
kxˆ2
)
|ψ〉 = E|φ〉 . (C.1)
In Ortsdarstellung ergibt sich daraus die Differentialgleichung:(
− 1
2µ
d2
dx2
+
1
2
kx2 − E
)
ψ(x) = 0 . (C.2)
Mit Hilfe der Substitutionen
x˜ := (kµ)
1
4 x , (C.3)
ψ˜(x˜) := e
− x˜2
2 H(x˜) = e
− (kµ)
1
2 x2
2 H
(
(kµ)
1
4 x
)
= ψ(x)
gelangt man zur Hermiteschen Differentialgleichung
d2
dx˜2
H(x˜)− 2x˜ d
dx˜
H(x˜) +
2E (µ
k
)12
− 1
H(x˜) = 0 . (C.4)
Lo¨sungen dieser Differentialgleichung sind die Hermiteschen Polynome Hn(x˜), falls gilt [123]:
λ :=
2En (µ
k
)12
− 1
 = 2n , n ∈ N0 . (C.5)
Die die ersten Hermiteschen Polynome sind:
H0(x˜) = 1 ,
H1(x˜) = 2x˜ , (C.6)
H2(x˜) = 4x˜
2 − 2 ,
oder allgemein:
Hn(x˜) =
(
2x˜− d
dx˜
)n
1 , (C.7)
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und die Energieeigenwerte berechnen sich nach
En =
(
n+
1
2
)(
k
µ
)12
, n ∈ N0 . (C.8)
C.2 Der zweidimensionale harmonische Oszillator in Po-
larkoordinaten
Fu¨r den isotropen, zweidimensionalen harmonischen Oszillator ergibt sich in Ortsdarstellung
(im Vergleich zum EWP (C.1) eine Dimension mehr) die Differentialgleichung:[
− 1
2µ
(
∂2
∂x2
+
∂2
∂y2
)
+
1
2
k
(
x2 + y2
)− E]ψ(x, y) = 0 . (C.9)
Nach dem U¨bergang zu den Polarkoordinaten
(
x
y
)
=
(
ρ · cosϕ
ρ · sinϕ
)
⇐⇒
(
ρ
ϕ
)
=
 (x2 + y2)12
arctan
(y
x
)
 , (C.10)
ψ(x, y) = ψ˜(x(ρ, ϕ), y(ρ, ϕ)) = ψ˜(ρ, ϕ) (C.11)
und unter Anwendung von (4.6) und (4.7) auf das vorliegende Problem erha¨lt man die Differen-
tialgleichung des (isotropen) zweidimensionalen harmonischen Oszillators in Polarkoordinaten:[
− 1
2µ
(
∂2
∂ρ2
+
1
ρ
∂
∂ρ
+
1
ρ2
∂2
∂ϕ2
)
+
1
2
kρ2 − E
]
ψ˜(ρ, ϕ) = 0 . (C.12)
Als erstes wird der Winkelanteil absepariert:
ψ˜l(ρ, ϕ) := e
ilϕ ·R(l)(ρ) . (C.13)
Dies fu¨hrt auf die Radialgleichung1:[
− 1
2µ
(
d2
dρ2
+
1
ρ
d
dρ
− l
2
ρ2
)
+
1
2
kρ2 − E
]
R(l)(ρ) = 0 . (C.14)
In a¨hnlicher Weise zu (C.3) setzen wir:
ρ˜ := (kµ)
1
2 ρ2 , (C.15)
R˜(l)(ρ˜) := e
− ρ˜
2 ρ˜
l
2 · L(l)(ρ˜) = e−
(kµ)
1
2 ρ2
2
(
(kµ)
1
4 ρ
)l
· L(l)
(
(kµ)
1
2 ρ2
)
= R(l)(ρ) , (C.16)
E˜ := 2E
(µ
k
)12
, (C.17)
1Sowohl ψ˜l, als auch ψ˜−l fu¨hren auf dieselbe Radialgleichung. Deshalb sollte besser |l| anstelle (l) die Radial-
funktion kennzeichnen. Da es aber vorerst nicht auf das Vorzeichen von l ankommt, soll weiterhin (l) verwendet
werden.
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und erhalten
ρ˜
d2
dρ˜2
L(l)(ρ˜) + (l + 1− ρ˜) d
dρ˜
L(l)(ρ˜) +
(
E˜
4
− 1
2
(l + 1)
)
L(l)(ρ˜) = 0 . (C.18)
Diese Differentialgleichung wird von den assoziierten Laguerreschen Polynomen L
(l)
n (ρ˜) fu¨r
0 ≤ l ≤ n, n ∈ N0 gelo¨st, falls gilt [124]:
E˜ = 2(2n− l︸ ︷︷ ︸+1) (C.19)
= 2 (ν + 1) , (C.20)
und fu¨r die Energieeigenwerte gilt:
Eν = (ν + 1) ·
(
k
µ
)12
. (C.21)
C.2.1 Eigenschaften der assoziierten Laguerreschen Polynome
Im folgenden werden einige Eigenschaften von den assoziierten Laguerreschen Polynomen zu-
sammengestellt, die sich zum Beispiel in [124] finden:
Die assoziierten Laguerreschen Polynome berechnen sich nach
L(l)n (x) = (−1)l
n−l∑
k=0
(−1)kn!
k!
(
n
l + k
)
xk , (C.22)
(= explizite Darstellung) und die erzeugende Funktion dieser Polynome lautet:
(−1)ltl
(1− t)l+1 e
− xt
1−t
=
∞∑
n=l
L
(l)
n (x)
n!
tn , x ∈ R , |t| < 1 und l ∈ N0 . (C.23)
Rekursionsformeln sind gegeben durch:
L
(l)
n+1(x) + (x− 2n− 1)L(l)n (x) + l L(l−1)n (x) + n2 L(l)n−1(x) = 0 (C.24)
L(l)n (x)− nL(l)n−1(x) + nL(l−1)n−1 (x) = 0 . (C.25)
C.2.2 Orthogonalita¨t der Funktionen R˜(l)m
Mit Hilfe der erzeugenden Funktionen der assoziierten Laguerreschen Polynome (Glei-
chung (C.23)) la¨ßt sich die folgende Orthogonalita¨tsrelation fu¨r die Radialfunktion R˜
(l)
n ableiten
und die Normierungskonstante N
(l)
n bestimmen [42, 40]:∫ ∞
0
dx
(
N (l)m R˜
(l)
m (x)
)∗
N (l)n R˜
(l)
n (x) = δm,n , mit (C.26)
R˜(l)n (x) := e
−x
2 x
l
2 · L(l)n (x) =
(
R˜(l)n (x)
)∗
. (C.27)
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Vorab werden nun Gleichungen angegeben, die zur Vereinfachung beno¨tigt werden:∫ bo
bu
dx e
−ax
xl = −1
a
e
−ax
xl
∣∣∣∣bo
bu
+
l
a
∫ bo
bu
dx e
−ax
xl−1 = . . . (C.28)
=
1
a
l∑
k=0
l!
k!
(
1
a
)l−k (
e
−abu
bku − e
−abo
bko
)
=
l!
al+1
l∑
k=0
ak
k!
(
e
−abu
bku − e
−abo
bko
)
,
mit l ∈ N0 , a, b ∈ R+ , insbesondere∫ ∞
0
dx e
−ax
xl =
l!
al+1
und (C.29)
tl
(1− t)l+1 =
∞∑
n=0
(
n
l
)
tn , |t| < 1 , l ∈ N0 . (C.30)
Die Gleichung (C.30) erha¨lt man z. B. durch l–fache Differentiation der geometrischen Reihe.
Zum Nachweis der Orthogonalita¨t bastelt man sich mit Hilfe von Gleichung (C.23) eine Bezie-
hung, dessen eine Seite der linken Seite von Gleichung (C.26) nahe kommt:
∞∑
m,n=l
smtn
m!n!
∫ ∞
0
dx e−xxlL(l)m (x)L
(l)
n (x) =
(−1)lsl
(1− s)l+1
(−1)ltl
(1− t)l+1
∫ ∞
0
dx e
−x ( s
1−s +
t
1−t + 1
)
xl
=
(st)l
((1− s)(1− t))l+1
∫ ∞
0
dx e
−x
(
1−st
(1−s)(1−t)
)
xl .(C.31)
Nach der expliziten Darstellung der assoziierten Laguerreschen Polynome nach Gleichung (C.22)
gilt:
L(l)n (x) = 0 fu¨r l > n . (C.32)
Deshalb ko¨nnen auf der linken Seite von Gleichung (C.31) die Indizesm und n bei Null beginnen,
ohne daß sich etwas a¨ndert. Unter Verwendung von Gleichung (C.29) vereinfacht sich die rechte
Seite von (C.31) und man erha¨lt:
∞∑
m,n=0
smtn
m!n!
∫ ∞
0
dx e−xxlL(l)m (x)L
(l)
n (x) =
(st)ll! ((1− s)(1− t))l+1
((1− s)(1− t))l+1 (1− st)l+1 (C.33)
=
l!(st)l
(1− st)l+1 .
Die Anwendung von (C.30) und die Definition des Binomialkoeffizienten auf die rechte Seite
von (C.33) liefert2:
∞∑
m,n=0
smtn
m!n!
∫ ∞
0
dx e−xxlL(l)m (x)L
(l)
n (x) = l!
∞∑
n=0
(
n
l
)
(st)n =
∞∑
n=0
n!
(n− l)!(st)
n . (C.34)
Die Orthogonalita¨tsrelation erreicht man nun schnell, zur Einsparung von Toner wird folgende
Abku¨rzung verwandt:
A(l)m,n :=
∫ ∞
0
dx e−xxlL(l)m (x)L
(l)
n (x) . (C.35)
Aus Gleichung (C.34) ergibt sich somit:
∞∑
n=0
tn
[
n!
(n− l)!s
n − 1
n!
∞∑
m=0
sm
m!
A(l)m,n
]
= 0 . (C.36)
2Die Benennung des Summationsindexes ist willku¨rlich.
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Damit Gleichung (C.36) fu¨r alle t mit |t| < 1 gelten kann, mu¨ssen gezwungenermaßen alle
Koeffizienten gleich Null sein, also:
n!
(n− l)!s
n − 1
n!
∞∑
m=0
sm
m!
A(l)m,n = 0
⇐⇒ n!
(n− l)!
∞∑
m=0
δm,ns
m − 1
n!
∞∑
m=0
sm
m!
A(l)m,n = 0
⇐⇒
∞∑
m=0
sm
[
δm,n
n!
(n− l)! −
1
m!n!
A(l)m,n
]
= 0 . (C.37)
Die Argumentation fu¨r t gilt analog fu¨r s und somit folgt:
δm,n
n!
(n− l)! −
1
m!n!
A(l)m,n = 0
⇐⇒ A(l)m,n =
∫ ∞
0
dx e−xxlL(l)m (x)L
(l)
n (x) =
∫ ∞
0
dx R˜(l)m (x) · R˜(l)n (x)
= δm,n
m!(n!)2
(n− l)! = δm,n
(n!)3
(n− l)! . (C.38)
Die Wahl:
(n!)3
(n− l)! =:
(
1
N
(l)
n
)2
⇐⇒ N (l)n =
(
(n− l)!
(n!)3
)12
(C.39)
fu¨hrt somit auf Gleichung (C.26).
C.2.3 Ableitung der beno¨tigten Elemente aus Rekursionsformeln
C.2.3.1 Das 1. Grundelement 〈n|%2|n0〉 · δl;l0
Zur Berechnung des 1. Grundelements 〈n|%2|n′〉 · δl,l′ geht man folgendermaßen vor:
1. Auflo¨sen von (C.24) nach xL
(l)
n (x):
xL(l)n (x) = (2n+ 1)L
(l)
n (x)− n2 L(l)n−1(x) − L(l)n+1(x)− l L(l−1)n (x) . (C.40)
2. Auflo¨sen von (C.25) nach L
(l−1)
n−1 (x):
n · L(l−1)n−1 (x) = n · L(l)n−1(x)− L(l)n (x) . (C.41)
3. Einsetzen von (C.41) in (C.40), wobei in (C.41) n durch n+ 1 ersetzt wurde:
xL(l)n (x) = (2n+ 1− l)L(l)n (x)− n2L(l)n−1(x)−
n+ 1− l
n+ 1
L
(l)
n+1(x) . (C.42)
4. Grundelement aufstellen:
〈n|%2|n′〉 · δl,l′ =
(
2(km)
1
2N (l)n N
(l)
n′
∫ pi
0
ρ dρR(l)n (ρ)%
2R
(l)
n′ (ρ)
)
· δl,l′ . (C.43)
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5. Substitution nach (C.15), (x := ρ˜) und (C.42) einsetzen:
〈n|%2|n′〉 · δl,l′ =
N (l)n N (l)n′ ∫ (km)
1
2
pi2
0
dxR˜(l)n (x)x R˜
(l)
n′ (x)
 · δl,l′ (C.44)
=
N (l)n N (l)n′ ∫ (km)
1
2
pi2
0
dxR˜(l)n (x)
(
(2n′ + 1− l) R˜(l)n′ (x)− (n′)2R˜(l)n′−1(x)−
n′ + 1− l
n′ + 1
R˜
(l)
n′+1(x)
) · δl,l′ .
6. Normierungsfaktor N
(l)
n′ unter das Integral ziehen, unter Ausnutzen der Definition (C.39)
an die entsprechende Radialfunktion R˜
(l)
n±1(x) anpassen und Integration ausfu¨hren:
〈n|%2|n′〉 · δl,l′ =
{
(2n′ + 1− l)δn,n′ − [n′(n′ − l)]
1
2
δn,n′−1 (C.45)
− [(n′ + 1− l)(n′ + 1)]
1
2
δn,n′+1
}
δl,l′ .
C.2.3.2 Das 2. Grundelement 〈n|% ∂
∂%
|n0〉 · δl;l0
Die Verfahrensweise zur Berechnung des 2. Grundelements 〈n|% ∂
∂%
|n′〉 · δl,l′ erfolgt analog:
1. Aus den Definitionen der Radialfunktion (C.27) und der assoziierten Laguerreschen Poly-
nome u¨ber die Laguerreschen Polynome bzw. u¨ber deren explizite Darstellung nach (C.22)
erha¨lt man:
x
d
dx
R˜(l)n (x) =
(
−1
2
x+
l
2
)
R˜(l)n (x) + e
−x
2 x
l
2 · x · L(l+1)n (x) . (C.46)
2. Umschreiben von (C.40) la¨ßt Anteile von (C.41) sichtbar werden, so daß durch Polynome,
die durch (l) gekennzeichnet sind, auf durch (l − 1) bezeichnete zuru¨ckgefu¨hrt werden:
xL(l)n (x) = (n+ 1)L
(l)
n (x)− L(l)n+1(x)︸ ︷︷ ︸−n · (nL(l)n−1(x)− L(l)n (x))︸ ︷︷ ︸−l L(l−1)n (x)
= (n+ 1) · L(l−1)n (x) − n2 · L(l−1)n−1 (x)− l L(l−1)n (x)
= (n+ 1− l) · L(l−1)n (x)− n2 · L(l−1)n−1 (x) . (C.47)
3. Einsetzen von (C.47) und (C.42) in (C.46) inklusive Indexverschiebung liefert:
x
d
dx
R˜(l)n (x) = −
1
2
(
(2n+ 1− l) R˜(l)n (x)− n2R˜(l)n−1(x)−
n+ 1− l
n+ 1
R˜
(l)
n+1(x)
)
+
l
2
R˜(l)n (x)
+e
−x
2 x
l
2 ·
(
(n+ 1− l − 1) · L(l)n (x)− n2 · L(l)n−1(x)
)
= −1
2
[
R˜(l)n (x) + n
2R˜
(l)
n−1(x)−
n+ 1− l
n+ 1
R˜
(l)
n+1(x)
]
. (C.48)
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4. Daraus ergibt sich fu¨r das 2. Grundelement:
〈n|% ∂
∂%
|n′〉 · δl,l′ =
N (l)n N (l)n′ ∫ (km)
1
2
pi2
0
dxR˜(l)n (x) 2x
dR˜
(l)
n′ (x)
dx
 · δl,l′ (C.49)
= −
N (l)n N (l)n′ ∫ (km)
1
2
pi2
0
dxR˜(l)n (x)
(
R˜
(l)
n′ (x) + (n
′)2R˜(l)n′−1(x)−
n′ + 1− l
n′ + 1
R˜
(l)
n′+1(x)
) · δl,l′
=
{
−δn,n′ − [n′(n′ − l)]
1
2
δn,n′−1 + [(n′ + 1− l)(n′ + 1)]
1
2
δn,n′+1
}
· δl,l′ .
C.2.3.3 Das 3. Grundelement 〈n|1
%
|n0〉 · δl;l01
Bei der Berechnung des dritten Grundelements 〈n|1
%
|n′〉 · δl,l′±1 verwendet man die De-
finition der Radialfunktion (C.27) und wendet (C.41) mit dem Ziel der Verkleinerung der
n–Quantenzahl solange an, bis n < l (und damit per Definition (C.22) L
(l)
n (x) = 0) ist:
x
− 1
2 R˜(l)n (x) = e
−x
2 x
l−1
2 · x · L(l)n (x)
= e
−x
2 x
l−1
2 · n
(
L
(l)
n−1(x)− L(l−1)n−1 (x)
)
= e
−x
2 x
l−1
2 · n
[
(n− 1)
(
L
(l)
n−2(x)− L(l−1)n−2 (x)
)
− L(l−1)n−1 (x)
]
= . . . = −e−
x
2 x
l−1
2
n−1∑
k=l−1
n!
k!
L
(l−1)
k (x)
= −
n−1∑
k=l−1
n!
k!
R˜
(l−1)
k (x) . (C.50)
Fu¨r eines der 3. Grundelemente gilt demnach:
〈n|1
%
|n′〉 · δl,l′−1 =
N (l)n N (l′)n′ ∫ (km)
1
2
pi2
0
dxR˜(l)n (x)x
− 12 R˜
(l′)
n′ (x)
 · δl,l′−1
= −
n′−1∑
k=l′−1
n′!
k!
N (l)n N (l′)n′ ∫ (km)
1
2
pi2
0
dxR˜(l)n (x) R˜
(l′−1)
k (x)
 · δl,l′−1
= −
n′−1∑
k=l′−1
(
k!(n′ − l′)!
n′!(k − l′ + 1)!
) 12 N (l)n N (l′−1)k ∫ (km)
1
2
pi2
0
dxR˜(l)n (x) R˜
(l′−1)
k (x)
 · δl,l′−1
= −
n′−1∑
k=l′−1
(
k!(n′ − l′)!
n′!(k − l′ + 1)!
) 12
δn,k · δl,l′−1 , also
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〈n|1
%
|n′〉 · δl,l′−1 =

−
(
n!(n′ − l′)!
n′!(n− l)!
) 12
· δl,l′−1 (l ≤)n < n′
0 sonst
. (C.51)
Analog erha¨lt man:
〈n|1
%
|n′〉 · δl,l′+1 =

−
(
n′!(n− l)!
n!(n′ − l′)!
) 12
· δl,l′+1 (l′ ≤)n′ < n
0 sonst
. (C.52)
C.2.3.4 Das Element 〈n|%2 ∂
2
∂%2
|n0〉 · δl;l0
Das Element 〈n|%2 ∂
2
∂%2
|n′〉 · δl,l′ wird mit Hilfe des 2. Grundelements und der Matrixmultipli-
kation gewonnen:
〈n|% ∂
∂%
%
∂
∂%
|n′〉 = 〈n|% ∂
∂%
+ %2
∂2
∂%2
|n′〉 ⇐⇒
〈n|%2 ∂
2
∂%2
|n′〉δl,l′ = 〈n|
(
%
∂
∂%
− Iˆ
)
Iˆ%
∂
∂%
|n′〉δl,l′ (C.53)
=
∞∑
n˜=l?
〈n|
(
%
∂
∂%
− Iˆ
)
|n˜〉〈n˜|% ∂
∂%
|n′〉δl,l′
=
∞∑
n˜=l
{
−2δn,n˜ − [n˜(n˜− l)]
1
2
δn,n˜−1 + [(n˜+ 1− l)(n˜+ 1)]
1
2
δn,n˜+1
}
×
{
−δn˜,n′ − [n′(n′ − l)]
1
2
δn˜,n′−1 + [(n′ + 1− l)(n′ + 1)]
1
2
δn˜,n′+1
}
δl,l′
=
{
[2− n′(n′ − l)− (n′ + 1)(n′ + 1− l)] δn,n′ + 3 [n′(n′ − l)]
1
2
δn,n′−1
−3 [(n′ + 1)(n′ + 1− l)]
1
2
δn,n′+1 + [n
′(n′ − 1)(n′ − l)(n′ − 1− l)]
1
2
δn,n′−2
+ [(n′ + 1)(n′ + 2)(n′ + 1− l)(n′ + 2− l)]
1
2
δn,n′+2
}
δl,l′ . (C.54)
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C.2.3.5 Das Element 〈n| ∂
∂%
|n0〉 · δl;l01
Das Element 〈n| ∂
∂%
|n′〉 · δl,l′±1 erha¨lt man durch Matrixmultiplikation des 2. und 3. Grundele-
ments:
〈n| ∂
∂%
|n′〉 · δl,l′−1 = 〈n|1
%
Iˆ%
∂
∂%
|n′〉 · δl,l′−1 (C.55)
=
∞∑
n˜=0
〈n|1
%
|n˜〉〈n˜|% ∂
∂%
|n′〉δl,l′−1
=
∞∑
l˜,n˜=0
〈n|1
%
|n˜〉 · δl,l˜−1 · 〈n˜|%
∂
∂%
|n′〉 · δl˜,l′
= −
∞∑
l˜,n˜=0
n˜−1∑
k=l˜−1
(
k!(n˜− l˜)!
n˜!(k − l)!
) 12
δn,k · δl,l˜−1
×
{
−δn˜,n′ −
[
n′(n′ − l˜)
] 12
δn˜,n′−1 +
[
(n′ + 1− l˜)(n′ + 1)
] 12
δn˜,n′+1
}
δl˜,l′
= δl,l′−1 ·

l′ ·
(
(n′ − l′)!n!
n′!(n− l)!
) 12
(l ≤)n ≤ n′ − 2
−(n′ − l′)
(
1
n′
) 12
n = n′ − 1
−(n′ + 1− l′) 12 n = n′
0 sonst
. (C.56)
Analog erha¨lt man hier:
〈n| ∂
∂%
|n′〉 · δl,l′+1 = δl,l′+1 ·

−l′ ·
(
n′!(n− l)!
n!(n′ − l′)!
) 12
(l′ ≤)n′ ≤ n− 2
(n+ 1− l)
(
1
n
) 12
n′ = n− 1
(n+ 1− l) 12 n′ = n
0 sonst
. (C.57)
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C.3 Eigenwertproblem fu¨r den Operator ~ˆJ
2
Je nach Zugang und Normierung nennt man die zum EWP ~ˆJ
2
ψ = Eψ geho¨renden Eigenfunk-
tionen Kugelfunktionen oder assoziierte Legendrefunktionen. An dieser Stelle sei der Zusam-
menhang zwischen der Darstellung von ~ˆJ
2
in Kugelkoordinaten und der zugeordneten Legen-
dreschen Differentialgleichung aufgezeigt.
Wir betrachten also die Differentialgleichung:[
− 1
2I
~ˆJ
2 − E
]
ψ(θ, ϕ) =
[
− 1
2I
(
∂2
∂θ2
+
cos θ
sin θ
∂
∂θ
+
1
sin2 θ
∂2
∂ϕ21
)
− E
]
ψ(θ, ϕ) = 0 . (C.58)
Analog zu Gleichung (C.13) wird auch hier zuna¨chst der Winkelanteil absepariert und man
erha¨lt:
ψ(θ, ϕ) := e
ilϕ · P (l)(θ) . (C.59)
So ist im folgenden die gewo¨hnliche Differentialgleichung:[
− 1
2I
(
d2
dθ2
+
cos θ
sin θ
d
dθ
− l
2
sin2 θ
)
− E
]
P (l)(θ) = 0 (C.60)
zu betrachten. Mit der Substitution:
x(θ) := cos θ ,
P˜ (l)(x) := P˜ (l)(x(θ)) = P (l)(θ) (C.61)
E˜ := 2IE
ergibt sich unter Anwendung von (4.6) und (4.7) auf (C.61) die untenstehende Differentialglei-
chung:
(1− x2)d
2P˜ (l)(x)
dx2
− 2xdP˜
(l)(x)
dx
+
(
E˜ − l
2
1− x2
)
P˜ (l)(x) = 0 , (C.62)
Die zugeordneten Legendrefunktionen P
(l)
n (x) lo¨sen die Differentialgleichung (C.62) fu¨r
0 ≤ l ≤ n und n ∈ N0 falls gilt [125]:
E˜ = n(n+ 1) ⇐⇒ E = n(n+ 1)
2I
. (C.63)
Anhang D
Grenzwerte und Abscha¨tzungen
D.1 Einige Grenzwerte
Es sollen einige beno¨tigte Grenzwerte und Asymptoten berechnet werden. Ausgangspunkt sind
die Reihenentwicklungen fu¨r sin ρ und cos ρ um ρ0 = 0:
sin ρ = ρ− 1
6
ρ3 +O(ρ5) , (D.1)
cos ρ = 1− 1
2
ρ2 +O(ρ4) . (D.2)
Daraus folgt sofort:
1− cos ρ = 1−
(
1− 1
2
ρ2 +O(ρ4)
)
³ 1
2
ρ2 fu¨r ρ→ 0 , (D.3)
1− cos ρ
ρ
+ sin ρ =
1
ρ
(
1
2
ρ2 +O(ρ4)
)
+ ρ+O(ρ3) ³ 3
2
ρ fu¨r ρ→ 0 , (D.4)
1
ρ
− cos ρ
sin ρ
=
sin ρ− ρ cos ρ
ρ sin ρ
=
ρ− 1
6
ρ3 +O(ρ5)− {ρ [1− 1
2
ρ2 +O(ρ4)]}
ρ
[
ρ− 1
6
ρ3 +O(ρ5)]
=
ρ3
(
1
2
− 1
6
)
+O(ρ5)
ρ2 +O(ρ4) ³
1
3
ρ fu¨r ρ→ 0 . (D.5)
Fu¨r Terme, die fu¨r ρ → 0 nicht verschwinden, ergibt sich:
lim
ρ→0
(
1
sin2 ρ
− 1
ρ2
)
= lim
ρ→0
ρ2 − sin2 ρ
ρ2 sin2 ρ
= lim
ρ→0
ρ2 − [ρ− 1
6
ρ3 +O(ρ5)]2
ρ2
[
ρ− 1
6
ρ3 +O(ρ5)]2
= lim
ρ→0
ρ2 − [ρ2 − 1
3
ρ4 +O(ρ6)]
ρ2 [ρ2 +O(ρ4)] =
1
3
, (D.6)
lim
ρ→0
(
cos ρ
sin2 ρ
− 1
ρ2
)
= lim
ρ→0
ρ2 cos ρ− sin2 ρ
ρ2 sin2 ρ
= lim
ρ→0
ρ2
[
1− 1
2
ρ2 +O(ρ4)]− [ρ− 1
6
ρ3 +O(ρ5)]2
ρ4 +O(ρ6)
= lim
ρ→0
ρ2 − 1
2
ρ4 +O(ρ6)− [ρ2 − 1
3
ρ4 +O(ρ6)]
ρ4 +O(ρ6) = −
1
6
, (D.7)
lim
ρ→0
(
cos2 ρ
sin2 ρ
− 1
ρ2
)
= lim
ρ→0
ρ2 cos2 ρ− sin2 ρ
ρ2 sin2 ρ
= lim
ρ→0
ρ2
[
1− 1
2
ρ2 +O(ρ4)]2 − [ρ− 1
6
ρ3 +O(ρ5)]2
ρ4 +O(ρ6)
= lim
ρ→0
ρ2 − ρ4 +O(ρ6)− [ρ2 − 1
3
ρ4 +O(ρ6)]
ρ4 +O(ρ6) = −
2
3
. (D.8)
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D.2 Abscha¨tzung von Cˆ
(s)
0
In Abschnitt 5.3 tritt der Anteil Cˆ
(s)
0 des Operators Tˆ
(s)
4d auf, der in Gleichung (5.13) genauer
spezifiziert ist. Um vernu¨nftige Abscha¨tzungen u¨ber seine Gro¨ße machen zu ko¨nnen, sei als
erstes erwa¨hnt, daß fu¨r das Intervall [−1, 1] ρ2i die dominante Ordnung ist. Da sich der relevante
Bereich fu¨r ρi zwischen −2 und 2 bewegt, sind nur kleinere Abweichungen davon zu erwarten.
Das bedeutet, in erster Na¨herung reichen die Abscha¨tzung bis zur 2. Ordnung in ρi, wie sie in
(5.29) gegeben sind, aus, um herauszubekommen, wie gewichtig der Beitrag von Cˆ
(s)
0 ist. Die
konstanten Anteile von Cˆ
(s)
0 in (5.29) werden nicht betrachtet, da sie nur einen additiven Anteil
zum Energieeigenwert liefern und daher fu¨r Energiedifferenzen unerheblich sind. Die diagonalen
quadratischen Anteile besitzen einen Vorfaktor von
c
(2)
1 = −
1
3
· 1
MBr1r3
fu¨r ρ21 bzw. (D.9)
c
(2)
2 = −
1
3
· 1
MCr2r3
fu¨r ρ22 . (D.10)
Mit MB =MC = 12.0 u · ~−2 = 12.0 u · ~−2 · 1822.888 me · u−1 = 21874.656 me · ~−2 und
r1 = rOC = 1.17 A˚ = 2.21 a0 , (D.11)
r2 = rCH = 1.07 A˚ = 2.02 a0 und (D.12)
r3 = rCC = 1.30 A˚ = 2.46 a0 (D.13)
ergibt sich
c
(2)
1 = −2.8 · 10−6Eh bzw. c(2)2 = −3.0 · 10−6Eh . (D.14)
Im Vergleich dazu liegen die diagonalen quadratischen Anteile des Potentials bei:
v
(2)
1 = 6.8 · 10−2Eh bzw. v(2)2 = −2.3 · 10−3Eh , (D.15)
also um Gro¨ßenordnungen daru¨ber, was die Bedeutungslosigkeit von Cˆ
(s)
0 unterstreicht. Die
Hinzunahme von Termen quartischer Ordnung fu¨hrt zu keiner qualitativen A¨nderung.
D.3 Warum ist (kimi)
1
2pi2 =∞ ?
Oder genauer formuliert: Warum kann man die obere Integrationsgrenze in Gleichung (5.24)
gegen unendlich gehen lassen, ohne nennenswerte Fehler zu machen ? Die Antwort ist verha¨lt-
nisma¨ßig einfach: es liegt am Faktor e−x im Integrand und daran, daß (kimi)
1
2 pi2 in atomaren
Einheiten schon beachtliche Werte (À 1) liefert, sodaß e−(kimi)
1
2 pi2 alles andere – insbesondere
jede Potenz –
”
totschla¨gt“. Betrachtet werden soll der Betrag der Differenz zwischen exakter
Orthogonalita¨tsrelation (C.26) und dem Integral
D(l)m,n := N
(l)
m ·N (l)n
∫ (kimi) 12 pi2
0
dx R˜(l)m (x) · R˜(l)n (x) , also (D.16)
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B(l)m,n :=
∣∣δm,n −D(l)m,n∣∣ = N (l)m ·N (l)n
∣∣∣∣∣∣∣
∫ ∞
bi=(kimi)
1
2 pi2
dx R˜(l)m (x) · R˜(l)n (x)
∣∣∣∣∣∣∣ (D.17)
= N (l)m ·N (l)n
∣∣∣∣∫ ∞
bi
dx e−xxl · L(l)m (x) · L(l)n (x)
∣∣∣∣ = N (l)m ·N (l)n ∣∣∣∣∫ ∞
bi
dx I(l)m,n(x)
∣∣∣∣ .
Im folgenden wird mit Hilfe der expliziten Darstellung der Laguerreschen Polynome nach Glei-
chung (C.22) der Integrand I
(l)
m,n(x) grob nach oben abgescha¨tzt (o.B.d.A. m ≥ n):
I(l)m,n(x) = e
−xxl · L(l)m (x) · L(l)n (x) (D.18)
= e−xxl ·
[
(−1)l
m−l∑
j=0
(−1)jm!
j!
(
m
l + j
)
xj
]
·
[
(−1)l
n−l∑
k=0
(−1)kn!
k!
(
n
l + k
)
xk
]
.
(D.19)
Zuna¨chst werden die Minuszeichen eliminiert und xl in den ersten Faktor hineingezogen:
∣∣I(l)m,n(x)∣∣ ≤ e−x ·
[
m!
m−l∑
j=0
1
j!
(
m
l + j
)
xj+l
]
·
[
n!
n−l∑
k=0
1
k!
(
n
l + k
)
xk
]
. (D.20)
Im zweiten Faktor wird j! ≥ 1 abgescha¨tzt, der Summantionsindex ˜ := j + l eingefu¨hrt und
die entstehende Summation bis auf ˜ = 0 nach unten fortgesetzt; im dritten Faktor wird durch
Erweiterung mit (n− l)! der Binomialkoeffizient (n−l
k
)
erzeugt und (l+k)! ≥ l! abgescha¨tzt und
auf beide wird schließlich der binomische Satz angewandt:
∣∣I(l)m,n(x)∣∣ ≤ e−x ·
[
m!
m−l∑
j=0
(
m
l + j
)
xj+l
]
·
[
n!
n−l∑
k=0
n!
k!(l + k)!(n− l − k)! ·
(n− l)!
(n− l)!x
k
]
= e−x ·
[
m!
m∑
˜=l
(
m
˜
)
x˜
]
·
[
(n!)2
(n− l)!
n−l∑
k=0
1
(l + k)!
(
n− l
k
)
· xk
]
(D.21)
≤ e−x ·
[
m!
m∑
˜=0
(
m
˜
)
x˜
]
·
[
(n!)2
(n− l)!l!
n−l∑
k=0
(
n− l
k
)
· xk
]
= e−x · [m!(1 + x)m] ·
[
(n!)2
(n− l)!l! (1 + x)
n−l
]
= e−x · m!(n!)
2
(n− l)!l! (1 + x)
m+n−l
Aus (D.17) und (C.28) folgt:
B(l)m,n ≤
(
(m− l)!(n− l)!
(m!n!)3
) 12
· m!(n!)
2
(n− l)!l!
∫ ∞
bi
dx e−x · (1 + x)m+n−l
=
(
(m− l)!
m!
· n!
(n− l)!
) 12
· e
l!
∫ ∞
bi+1
dx˜ e−x˜ · x˜m+n−l
=
(
(m− l)!
m!
· n!
(n− l)!
) 12
· e
l!
m+n−l∑
k=0
(m+ n− l)!
k!
e−bi−1(bi + 1)k . (D.22)
Die Abscha¨tzung
k ≤ m+ n− l < bi + 1 =⇒ (m+ n− l)!
k!
< (bi + 1)
m+n−l−k (D.23)
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und weitere ergeben:
B(l)m,n ≤
(
(m− l)!
m!
· n!
(n− l)!
) 12
· e
−bi
l!
m+n−l∑
k=0
(bi + 1)
m+n−l−k · (bi + 1)k
≤ e−bi · (bi + 1)m+n−l
m+n−l∑
k=0
1
= (m+ n− l + 1) · e−bi · (bi + 1)m+n−l . (D.24)
Mit der Abku¨rzung1
ν = m+ n− l (D.25)
ergibt sich aus (D.24)
B(l)m,n ≤ (ν + 1) · e−bi · (bi + 1)ν =: Sν(bi) . (D.26)
Um S transparenter darzustellen verwendet man:
Sν(bi) = 10
x ⇐⇒ x = lnSν(bi)
ln 10
(D.27)
=
ln(ν + 1)− bi + ν · ln(bi + 1)
ln 10
,
also mit wachsendem ν wird die Ungenauigkeit gro¨ßer. Im Rahmen dieser Arbeit wurden die
folgenden Werte verwandt:
ν ≤ 15
k1 = 1.27 · 10−1Eh
k2 = 1.59 · 10−2Eh
m1 = 1.16 · 101 u · a20 · ~−2
m2 = 3.15 · 100 u · a20 · ~−2 , was
b1 = 512 und
b2 = 94.2
nach sich zieht.
Selbst mit dieser groben Abscha¨tzung erhalten wir
S15(b1) = S15(512) ≈ 10−180.50 bzw.
S15(b2) = S15(94.2) ≈ 10−10.03 ,
was gegenu¨ber der Rechengenauigkeit und anderer Fehler vernachla¨ssigt werden kann.
1Fu¨r m = n ist das (5.21) !
Anhang E
Erga¨nzungen zum Renner–Teller Effekt
E.1 Die Eigenfunktionen zu Hˆ(0)e
Der Einelektronenansatz fu¨r die Wellenfunktionen gema¨ß
ψ(0)nj (re,j, θj − ϕ, ze,j, ωj) := fnj(re,j, ze,j) · e
iλnj ·(θj−ϕ) · snj(ωj) (E.1)
fu¨hrt nach den Gleichungen (6.1) und (6.2) zur folgenden antisymmetrisierten Gesamtwellen-
funktion:
ψ(0)(~re, ~θe, ~ze, ~ω, ϕ) =
(
1
Ne!
) 12 ∑
~n
sgn(Pˆ~n)
(
Ne∏
j=1
fnj(re,j, ze,j) · snj(ωj)
)
︸ ︷︷ ︸ · e
i
PNe
j=1 λnj ·(θj−ϕ)︸ ︷︷ ︸ .
f~n(~re, ~ze, ~ω) e
i~λ
T
~n ·~θ−Λ·ϕ
mit Λ :=
Ne∑
j=1
λnj . (E.2)
Mit der linearen Transformation aus den Gleichungen (7.37) und (7.20) und λ0 := 0 gilt:
~λ
T
~n · ~θ − Λ · ϕ = (λ0, ~λ
T
~n) ·M−1 ·
(
α0
~α
)
− Λ · α0
= (α0 + α1) · Λ + l~λ~n(α2, α3, . . . , αNe)− Λ · α0
= Λ · α1 + l~λ~n(α2, α3, . . . , αNe) .
unabha¨ngig davon, welche Permutation ~n gerade aktuell ist. Somit ergibt sich die Gesamtwel-
lenfunktion zu:
ψ
(0)
+ (~re, ~α, ~ze, ~ω) := f+(~re, α2, α3, . . . , αNe , ~ze, ~ω) · e
+iΛ·α1
mit (E.3)
f+(~re, α2, α3, . . . , αNe , ~ze, ~ω) =
(
1
Ne!
) 12 ∑
~n
sgn(Pˆ~n)f~n(~re, ~ze, ~ω) · e
+il~λ~n
(α2,α3,...,αNe )
.(E.4)
Ersetzt man in (E.1) jedes λi durch sein negatives, so erha¨lt man die folgende Gesamtwellen-
funktion:
ψ
(0)
− (~re, ~α, ~ze, ~ω) := f−(~re, α2, α3, . . . , αNe , ~ze, ~ω) · e
−iΛ·α1
mit (E.5)
f−(~re, α2, α3, . . . , αNe , ~ze, ~ω) =
(
1
Ne!
) 12 ∑
~n
sgn(Pˆ~n)f~n(~re, ~ze, ~ω) · e
−il~λ~n (α2,α3,...,αNe ) .(E.6)
167
168 Kapitel E: Erga¨nzungen zum Renner–Teller Effekt
Nach Abschnitt 7.3.3 ist nun zu zeigen, daß das elektronische Problem(
Hˆ(0)e − V (0)
)
ψ
(0)
± (~re, ~α, ~ze, ~ω) = 0 (E.7)
(vgl. Gleichung (7.28)) fu¨r jeden der Indizes
”
+“ und
”
−“ auf denselben Ausdruck fu¨hrt:
0 =
(
Hˆ(0)e − V (0)
)
ψ
(0)
± (~re, ~α, ~ze, ~ω)
=
[
Tˆe + Ve,e(~re, α2, . . . , αNe , ~ze) + V
(0)
e,k (~re, ~ze)− V (0)
]
f±(~re, α2, . . . αNe , ~ze, ~ω) · e
±iΛ·α1
= e
±iΛ·α1 ·
[(
1
2
Ne∑
j=1
∂2
∂r2e,j
+
1
re,j
· ∂
∂re,j
+
∂2
∂z2e,j
)
+ Ve,e(~re, α2, . . . , αNe , ~ze) + V
(0)
e,k (~re, ~ze)
−V (0)
]
· f±(~re, α2, . . . , αNe , ~ze, ~ω) (E.8)
+
1
2
Ne∑
j=1
1
r2e,j
· ∂
2
∂θ2j
(
e
±iΛ·α1 · f±(~re, α2, . . . , αNe , ~ze, ~ω)
)
.
Mit
∂2
∂θ2j
=
Ne∑
k,l=1
Mk,j ·Ml,j ∂
2
∂αk · ∂αl (E.9)
ergibt sich aus den Linearita¨tseigenschaften der Anteile, die die Variablen αi beinhalten, daß
die durch Anwendung des Operators aus Gleichung (E.9) entstehenden Terme unabha¨ngig von
den unterschiedlichen Vorzeichen in den Wellenfunktionen sind.
Die Multiplikation von links mit einem Produkt von Einteilchenwellenfunktionen (und Integra-
tion u¨ber die entsprechenden Variablen) liefert fu¨r jeden der Indizes
”
+“ und
”
−“ das gleiche
Matrixelement. Damit ist das gewu¨nschte skizziert.
Zur expliziten Rechnung wu¨rde man eines der Verfahren in Kapitel 6 nehmen, den Spinzu-
stand und Basis der Ortswellenfunktionen quantifizieren, den Computer arbeiten lassen und
das gleiche Ergebnis erhalten.
E.2 Nachweis der Kommutatoreigenschaften
E.2.1 [Hˆe(ρ, ϕ), Pˆmf] = 0
Aus αi = θi − θi−1 = (θi − ϕ)− (θi−1 − ϕ) i = 2, . . . , Ne (E.10)
folgt: Pˆmf~α = −~α . (E.11)
Mit Hilfe der Transformation (7.20) erkennt man zuna¨chst, daß sowohl θi − θj fu¨r
1 ≤ i < j ≤ Ne, als auch θi − ϕ fu¨r 1 ≤ i ≤ Ne sich als Linearkombination der Komponenten
von ~α darstellen lassen. Damit bewirkt die Anwendung von Pˆmf ein Vorzeichenwechsel. Gema¨ß
den Gleichungen (7.16) und (7.17) tauchen die obengenannten Differenzen im Argument der
Cosinusfunktion auf und deshalb ergibt sich:
PˆmfVe,e(~α) = Ve,e(−~α) = Ve,e(~α) und (E.12)
PˆmfVe,k(~α) = Ve,k(−~α) = Ve,k(~α) . (E.13)
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Die Wellenfunktion ψ wird in eine symmetrische Funktion ψs und eine antisymmetrische Funk-
tion ψa aufgeteilt:
ψs(~α) :=
ψ(~α) + ψ(−~α)
2
(E.14)
ψa(~α) :=
ψ(~α)− ψ(−~α)
2
, also (E.15)
ψ(~α) = ψs(~α) + ψa(~α) (E.16)
und ψs bzw. ψa die in den Gleichungen (7.33) und (7.34) beschriebenen Eigenschaften besitzen.
Mit der Definition
~α′ := −~α (E.17)
ergibt sich daraus:
∂2ψs/a(~α
′)
∂αi∂αj
= (−1)2∂
2ψs/a(~α
′)
∂α′i∂α
′
j
=: ψs/a,ij(~α
′) und (E.18)
∂2ψs/a(~α)
∂αi∂αj
= =: ψs/a,ij(~α) , (E.19)
⇒ ψs,ij(~α′) = ψs,ij(~α) und (E.20)
ψa,ij(~α
′) = −ψa,ij(~α) , (E.21)
also die partiellen zweiten Ableitungen einer bzgl. dieser Variablen geraden Funktion liefert eine
gerade Funktion und analoges gilt fu¨r ungerade Funktionen.
Den Kommutator zerlegen wir folgendermaßen:
[Hˆe(ρ, ϕ), Pˆmf] = [Tˆe, Pˆmf] + [Ve,e(~α) + Ve,k(~α), Pˆmf] (E.22)
Vom Operator Tˆe ist einzig und allein der Anteil
Ne∑
i=1
1
r2e,i
· ∂
2
∂θ2i
(E.23)
von Bedeutung, denn auf alle anderen Anteile wirkt sich Pˆmf nicht aus und die entsprechende
Kommutatorrelation ist erfu¨llt. Mit (E.9), (E.16), (7.16) und (7.17) folgt:
Ne∑
i=1
1
r2e,i
· ∂
2
∂θ2i
Pˆmfψ(~α) =
Ne∑
i=1
1
r2e,i
· ∂
2
∂θ2i
(ψs(~α)− ψa(~α)) (E.24)
=
Ne−1∑
i=1
1
r2e,i
· {ψii(~α′)− 2ψii+1(~α′) + ψi+1i+1(~α′)}+ 1
r2e,Ne
· ψNeNe(~α′)
Pˆmf
Ne∑
i=1
1
r2e,i
· ∂
2
∂θ2i
ψ(~α) =
Ne∑
i=1
1
r2e,i
Pˆmf
∂2
∂θ2i
(ψs(~α) + ψa(~α)) (E.25)
=
Ne−1∑
i=1
1
r2e,i
Pˆmf {ψii(~α)− 2ψii+1(~α) + ψi+1i+1(~α)}+ 1
r2e,Ne
PˆmfψNeNe(~α)
=
Ne∑
i=1
1
r2e,i
· ∂
2
∂θ2i
Pˆmfψ(~α) (E.26)
⇐⇒
[
Ne∑
i=1
1
r2e,i
· ∂
2
∂θ2i
, Pˆmf
]
= 0 , also
[
Tˆe, Pˆmf
]
= 0 (E.27)
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Einfacher gestaltet sich die Betrachtung des zweiten Term auf der rechten Seite von Gleichung
(E.22):
{Ve,e(~α) + Ve,k(~α)} Pˆmfψ(~α) = {Ve,e(~α) + Ve,k(~α)} (ψs(~α)− ψa(~α)) (E.28)
Pˆmf {Ve,e(~α) + Ve,k(~α)}ψ(~α) = {Ve,e(−~α) + Ve,k(−~α)} (ψs(~α)− ψa(~α))
= {Ve,e(~α) + Ve,k(~α)} (ψs(~α)− ψa(~α)) , (E.29)
womit die Behauptung bewiesen wa¨re.
E.2.2 [Hˆ
(s)
2d , Jˆz] = 0
[Hˆ
(s)
2d , Jˆz] = [Tˆe + Ve,e(α2, . . . , αNe) + Ve,k(~α) + Vk,k(r1, r2, ρ) + Tˆ
(s)
2d , Jˆz] (E.30)
= [Tˆe, Lˆz] + [Tˆe, Rˆz] + [Ve,e(α2, . . . , αNe) + Ve,k(~α), Jˆz] + [Vk,k(r1, r2, ρ), Jˆz]
+[Tˆ
(s)
2d , Lˆz] + [Tˆ
(s)
2d , Rˆz]
Fu¨r die einzelnen Bestandteile gilt:
1. [Tˆe, Lˆz] = 0 nach Gleichung (7.25)
2. [Tˆe, Rˆz] = 0 , [Vk,k(r1, r2, ρ), Jˆz] = 0 und [Tˆ
(s)
2d , Lˆz] = 0 , da die Operatoren von
disjunkten Koordinaten oder Ableitungen nach Koordinaten abha¨ngen
3. [Tˆ
(s)
2d , Rˆz] = 0 , da nach Abspalten der Rotationen um die x– und y–Achse nach [3, 126]
in Tˆ
(s)
2d nur Ableitungen nach ϕ auftauchen.
4. Nach (7.47) ist bei Verwendung der Koordinaten (α0, ~α) der Operator Jˆz konjugiert
zur Koordinate α0. Da weder Ve,e(~re, α2, . . . , αNe , ~ze) noch Ve,k(r1, r2, ρ, ~re, ~α, ~ze) von α0
abha¨ngen, gilt:
[Ve,e(α2, . . . , αNe) + Ve,k(~α), Jˆz] = 0 , (E.31)
womit auch diese Behauptung bewiesen wa¨re.
E.2.3 [Hˆ
(s)
4d , Jˆz] = 0
Gema¨ß dem vorherigen Abschnitt ist der zu (E.30) analoge Term zu untersuchen. Als erste
Frage dra¨ngt sich auf, in welchen Teiloperatoren beim U¨bergang vom dreiatomigen zum vie-
ratomigen Moleku¨l zusa¨tzliche Abha¨ngigkeiten von Koordinaten auftreten, die sich auch in Jˆz
wiederfinden ? Dem Abschnitt 7.3 entsprechendes Ableiten der Teiloperatoren liefert:
Ve,k =
ne∑
j=1
fe,k,j
(
cos
[
j∑
i=1
αi + γ
])
,
Vk,k = fk,k(cos γ) , (E.32)
Tˆ
(s)
4d = fˆ(γ) .
E.3: Eigenschaften der Elemente Bi,jqk und C
i,j
qk,qk
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Es bietet sich deshalb an, die Betrachtungen im
”
erweiterten“ moleku¨lfesten Koordinatensystem
(vergleiche Unterabschnitt 7.3.4.2) mit den Koordinaten (α−1 := γ, α0, α1) anzustellen. Dann
gilt na¨mlich weiterhin Gleichung (7.47), also Jˆz = −i ∂
∂α0
. Dies bedeutet wiederum, daß alle
Kommutatoren von Jˆz mit den in Gleichung (E.32) benannten Operatoren deshalb verschwin-
den, weil sie von disjunkten Koordinaten abha¨ngen. So ist auch in diesem Fall die Behauptung
bewiesen.
E.3 Eigenschaften der Elemente Bi,jqk und C
i,j
qk,qk
Als erstes soll gezeigt werden, daß fu¨r beliebige elektronische Wellenfunktion, die symmetrisch
(ψs) bzw. asymmetrisch (ψ˜a) bezu¨glich der Anwendung des Operators Pˆmf gilt:
〈ψs|ψ˜a〉 = 0 . (E.33)
Das ha¨ngt damit zusammen, daß Gleichung (E.33) auf die Integration einer ungeraden Funktion
u¨ber eine ganze Periode zuru¨ckgefu¨hrt werden kann. Aus1
〈ψs|ψ˜a〉 =
∫ 2pi
0
dα1 (ψs(ρ, α1))
∗ ψ˜a(ρ, α1) (E.34)
soll mit den Gleichungen (7.48) und (7.49) stellvertretend nur ein einzelner der vorkommenden
Summanden betrachtet werden:
ifk1,k2(ρ) ·
∫ 2pi
0
dα1 (cos(k1α1))
∗ · sin(k2α1) (E.35)
= ifk1,k2(ρ) ·
∫ pi
−pi
dα1 cos(k1α1) · sin(k2α1)
= ifk1,k2(ρ) ·
(∫ 0
−pi
dα1 cos(k1α1) · sin(k2α1) +
∫ pi
0
dα1 cos(k1α1) · sin(k2α1)
)
= ifk1,k2(ρ) ·
(∫ 0
pi
−dα′1 cos(−k1α′1) · sin(−k2α′1) +
∫ pi
0
dα1(cos(k1α1) · sin(k2α1)
)
= ifk1,k2(ρ) ·
(
−
∫ pi
0
dα′1 cos(k1α
′
1) · sin(k2α′1) +
∫ pi
0
dα1 cos(k1α1) · sin(k2α1)
)
= 0
Die partielle Ableitung nach ρ la¨ßt die Symmetrie der elektronischen Wellenfunktionen un-
vera¨ndert, wohingegen die partielle Ableitung nach ϕ die Symmetrie von
”
s“ nach
”
a“ und
umgekehrt a¨ndert woraus mit (E.33) sofort (7.59) und (7.60) folgt.
Zur Ableitung der von Null verschiedenen Elementen sollen die elektronischen Wellenfunktionen
in der folgenden Form betrachtet werden:
ψs(ρ, α1) =
(
1
pi
) 12
· [cos(Λα1) + ρ · fs,1(α1) +O(ρ2)] , (E.36)
ψa(ρ, α1) = i ·
(
1
pi
) 12
· [sin(Λα1) + ρ · fa,1(α1) +O(ρ2)] . (E.37)
1Moleku¨lfeste Koordinaten sparen eine Substitution.
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Damit ergibt sich:
∂ψs/a(ρ, α1)
∂ρ
=
(
1
pi
) 12
· [f ′s/a,1(α1) +O(ρ)] (E.38)
∂ψs(ρ, α1)
∂ϕ
=
(
1
pi
) 12
· [Λ · sin(Λα1)− ρ · f ′s,1(α1) +O(ρ2)] (E.39)
∂2ψs(ρ, α1)
∂ϕ2
=
(
1
pi
) 12
· [−Λ2 · cos(Λα1) + ρ · f ′′s,1(α1) +O(ρ2)] (E.40)
∂ψa(ρ, α1)
∂ϕ
= i ·
(
1
pi
) 12
· [−Λ · cos(Λα1)− ρ · f ′a,1(α1) +O(ρ2)] (E.41)
∂2ψa(ρ, α1)
∂ϕ2
= i ·
(
1
pi
) 12
· [−Λ2 · sin(Λα1) + ρ · f ′′a,1(α1) +O(ρ2)] , also (E.42)
Bs,sρ (ρ) =
1
pi
·
(∫ 2pi
0
dθ [cos(Λα1) + ρ · fs,1(α1)] · fs,1(α1)
)
+O(ρ2) (E.43)
Ba,aρ (ρ) =
1
pi
·
(∫ 2pi
0
dθ [sin(Λα1) + ρ · fa,1(α1)] · fa,1(α1)
)
+O(ρ2) (E.44)
Cs,sϕ,ϕ(ρ) = −Λ2 +
ρ
pi
·
(∫ 2pi
0
dθ cos(Λα1) ·
[
f ′′s,1(α1)− Λ2fs,1(α1)
])
+O(ρ2) (E.45)
Ca,aϕ,ϕ(ρ) = −Λ2 +
ρ
pi
·
(∫ 2pi
0
dθ sin(Λα1) ·
[
f ′′a,1(α1)− Λ2fa,1(α1)
])
+O(ρ2) (E.46)
Bs,aϕ (ρ) = i
{
−Λ− ρ
pi
·
(∫ 2pi
0
dθ cos(Λα1) ·
[
f ′a,1(α1) + Λfs,1(α1)
])
+O(ρ2)
}
(E.47)
Ba,sϕ (ρ) = i
{
−Λ + ρ
pi
·
(∫ 2pi
0
dθ sin(Λα1) ·
[
f ′s,1(α1)− Λfa,1(α1)
])
+O(ρ2)
}
. (E.48)
Aus der Orthogonalita¨tsrelation trigonometrischer Funktionen bzw. der Orthogonalita¨t der
Wellenfunktionen nullter und erster Ordnung folgt, daß B
s,s/a,a
ρ von der Ordnung ρ ist und bei
allen anderen hier aufgefu¨hrten B– und C–Elementen die in ρ linearen Terme verschwinden,
woraus sich (7.62), (7.64) und (7.65) ergeben.
Aus der Defintion (7.68) der diabatischen Wellenfunktionen ergeben sich die folgenden Elemen-
te, sofern der Operator Oˆ nicht auf e±iΛϕ wirkt:
〈ψ1|Oˆ|ψ1〉 = 1
2
·
(
〈ψs|Oˆ|ψs〉+ 〈ψs|Oˆ|ψa〉+ 〈ψa|Oˆ|ψs〉+ 〈ψa|Oˆ|ψa〉
)
(E.49)
〈ψ1|Oˆ|ψ2〉 = 1
2
e−2iΛϕ ·
(
〈ψs|Oˆ|ψs〉 − 〈ψs|Oˆ|ψa〉+ 〈ψa|Oˆ|ψs〉 − 〈ψa|Oˆ|ψa〉
)
〈ψ2|Oˆ|ψ1〉 = 1
2
e2iΛϕ ·
(
〈ψs|Oˆ|ψs〉+ 〈ψs|Oˆ|ψa〉 − 〈ψa|Oˆ|ψs〉 − 〈ψa|Oˆ|ψa〉
)
〈ψ2|Oˆ|ψ2〉 = 1
2
·
(
〈ψs|Oˆ|ψs〉 − 〈ψs|Oˆ|ψa〉 − 〈ψa|Oˆ|ψs〉+ 〈ψa|Oˆ|ψa〉
)
Weil ψs und ψa normiert sind folgt aus (E.49) (fu¨r Oˆ = Iˆ ):
〈ψi|ψj〉 = δi,j , i, j = 1, 2 , (E.50)
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und aus
0 =
∂(〈ψs|ψa〉)
∂ϕ
=
∫ 2pi
0
d θ
[
∂ψ∗s
∂ϕ
ψa + ψ
∗
s
∂ψa
∂ϕ
]
(E.51)
= (Ba,sϕ )
∗ +Bs,aϕ (E.52)
= −Ba,sϕ +Bs,aϕ da Ba,sϕ rein imagina¨r ist, (E.53)
ko¨nnen die Gleichungen (7.69) bis (7.76) abgeleitet werden.
E.4 Außerdiagonalanteile im Pople– und Longuet–
Higgins–Ansatz
Um die Außerdiagonalbeitra¨ge aus Gleichung (7.87) zu bestimmen, ist gema¨ß den Gleichun-
gen (2.11), (2.15) und (2.26) zu pru¨fen, ob Matrixelemente von Tˆe, Vˆe,e und Vˆe,k mit den elek-
tronischen Wellenfunktionen aus Gleichung (7.86) verschwinden oder nicht.
Tˆe ha¨ngt nach Gleichung (7.15) nur von den Ableitungen nach den elektronischen Winkelkoor-
dinaten ab. Somit bewirkt Tˆe keine A¨nderung der elektronischen Wellenfunktionen und damit
verschwindet 〈ψ1|Tˆe|ψ2〉.
Zur Betrachtung von Vˆe,e sollen nochmals alle elektronischen Winkelkoordinaten ~θ einbezogen
werden. Mit der Transformation zum Koordinatensatz (θ1, α2, α3, . . . , αNe), der das raumfeste
Gegenstu¨ck zu ~α ist, erkennt man nach Gleichung (7.22), daß in dieser Basis Vˆe,e nicht von θ1
abha¨ngt, und somit die Elemente 〈ψ1|Vˆe,e|ψ2〉 ebenfalls verschwinden.
E.5 Sto¨rungstheoretische Berechnung der Wellenfunk-
tionen erster Ordnung
Es sollen die in Gleichung (7.48) und (7.49) angegebenen Wellenfunktionen fu¨r die allgemeine
Lage der Kerne bis zur ersten Ordnung in ρ entwickelt werden. Anhang A.3 zeigt den Weg:
Als Hamiltonoperator nullter Ordnung wird Hˆ
(0)
e verwendet, der Sto¨roperator ist der Gleichung
(7.18) entnommen:
Wˆ = −
Ne∑
i=1
 Z1r1re,i cos(θi − ϕ)[
r2e,i + (ze,i − r1)2
] 32
 (E.54)
= −
Ne∑
n=1
wn(re,n, ze,n, r1) ·

n∏
j=1
e
iαj
+
n∏
j=1
e
−iαj
2
 mit (E.55)
wn(re,n, ze,n, r1) =
Z1 · r1 · re,n[
r2e,n + (ze,n − r1)2
] 32 (E.56)
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Als Basissatz der Eigenfunktionen sollen die ebenen Wellen {〈α1|ψ0,k〉 =
(
1
2pi
) 12
· eikα1 , k ∈ Z}
verwendet werden. Von der Betrachtung von f± nach den Gleichungen (E.4) und (E.6) wird ab-
gesehen, da sich außer einer Verkomplizierung in den folgenden Gleichungen prinzipiell nichts
a¨ndert. Die zugeho¨rigen Energieeigenwerte ²0,k sind außer fu¨r k = 0 zweifach entartet. Die
angenommenen Werte sind zuna¨chst von untergeordnetem Interesse. Inspiriert durch [121]
bzw. durch Projektion der Eigenzusta¨nde ψ0,±Λ auf Gleichung (A.12) fu¨r j = 1:
〈ψ0,±Λ|(Hˆ(0)e − ²0,Λ)|ψ1〉+ 〈ψ0,±Λ|(Wˆ − ²1)|ψ0,±Λ〉 = 0 (E.57)
sind zur Bestimmung der Energiekorrekturen erster Ordnung die Matrixelemente
( 〈ψ0,Λ|Wˆ |ψ0,Λ〉 〈ψ0,Λ|Wˆ |ψ0,−Λ〉
〈ψ0,−Λ|Wˆ |ψ0,Λ〉 〈ψ0,−Λ|Wˆ |ψ0,−Λ〉
)
(E.58)
zu betrachten. Mit Hilfe der Orthogonalita¨tsrelation fu¨r ebene Wellen erkennt man, daß jedes
Element von (E.58) sich zu Null ergibt. Somit verschwindet ebenfalls die Energiekorrektur erster
Ordnung (²1 = 0) und Renners Ansatz ist verifiziert.
Verwendet man in (E.57) 〈ψ0,k 6=±Λ|, Gleichung (E.54) und die Erkenntnis, daß ²1 = 0, so kann
man |ψ1〉 durch die folgende Entwicklung nach den ebenen Wellen erhalten:
0 = 〈ψ0,k|(Hˆ(0)e − ²0,Λ)|ψ1〉+ 〈ψ0,k|Wˆ |ψ0,±Λ〉
⇐⇒ (²0,k 6=Λ − ²0,Λ)〈ψ0,k|ψ1〉 = 〈ψ0,k|
Ne∑
n=1
wn ·

e
iα1 ·
n∏
j=2
e
iαj
+ e
−iα1 ·
n∏
j=2
e
−iαj
2
 |ψ0,±Λ〉
⇐⇒ (²0,k 6=Λ − ²0,Λ)〈ψ0,k|ψ1〉 =
Ne∑
n=1
wn ·

δk,±Λ+1 ·
n∏
j=2
e
iαj
+ δk,±Λ−1 ·
n∏
j=2
e
−iαj
2
 (E.59)
Da 〈ψ0,k|ψ1〉 nur Koeffizient von |ψ1〉 bezu¨glich des Basiszustands |ψ0,k〉 ist, ergibt sich aus
(E.59):
|ψ1,1〉 =
Ne∑
n=1
wn ·
n∏
j=2
e
iαj
2(²0,Λ+1 − ²0,Λ) |ψ0,Λ+1〉+
Ne∑
n=1
wn ·
n∏
j=2
e
−iαj
2(²0,Λ−1 − ²0,Λ) |ψ0,Λ−1〉 , (E.60)
|ψ1,2〉 =
Ne∑
n=1
wn ·
n∏
j=2
e
iαj
2(²0,Λ−1 − ²0,Λ) |ψ0,−Λ+1〉+
Ne∑
n=1
wn ·
n∏
j=2
e
−iαj
2(²0,Λ+1 − ²0,Λ) |ψ0,−Λ−1〉 . (E.61)
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Summe und Differenz von (E.60) und (E.61) liefern Wellenfunktionen, die Eigenfunktionen von
Pˆmf sind und somit mit den Bezeichnungen ”
s“ und
”
a“ versehen werden ko¨nnen:
ψ(1)s (~α) =
Ne∑
n=1
wn cos
[
(Λ + 1)α1 +
n∑
j=2
αj
]
(²0,Λ+1 − ²0,Λ) +
Ne∑
n=1
wn cos
[
(Λ− 1)α1 −
n∑
j=2
αj
]
(²0,Λ−1 − ²0,Λ) , (E.62)
ψ(1)a (~α) =
i ·
Ne∑
n=1
wn sin
[
(Λ + 1)α1 +
n∑
j=2
αj
]
(²0,Λ+1 − ²0,Λ) +
i ·
Ne∑
n=1
wn sin
[
(Λ− 1)α1 −
n∑
j=2
αj
]
(²0,Λ−1 − ²0,Λ) . (E.63)
E.6 Der Koeffizient a˜1,1,0
Zur Bestimmung von a˜1,1,0 werden zuna¨chst (7.133) und (7.134) quadriert und davon die nied-
rigste Ordnung in ρ (= ρ4) gleichgesetzt:
a˜22,0,−1ρ
4
1 + a˜
2
0,2,1ρ
4
2 + a˜
2
1,1,0ρ
2
1ρ
2
2 + 2a˜1,1,0ρ1ρ2(a˜2,0,−1ρ
2
1 + a˜0,2,1ρ
2
2) cos γ + 2a˜2,0,−1a˜0,2,1ρ
2
1ρ
2
2 cos 2γ
= c21ρ
4
1 + c
2
2ρ
4
2 + c
2
3ρ
2
1ρ
2
2 cos
2 γ + 2c3ρ1ρ2(c1ρ
2
1 + c2ρ
2
2) cos γ + 2c1c2ρ
2
1ρ
2
2 . (E.64)
Das Gleichsetzen von
a˜2,0,−1 = c1 und (E.65)
a˜0,2,1 = c2 fu¨hrt zu: (E.66)
0 =
[
a˜21,1,0 + 2c1c2(cos 2γ − 1)− c23 cos2 γ
]
ρ21ρ
2
2 (E.67)
+2ρ1ρ2(a˜1,1,0 − c3) · (c1ρ21 + c2ρ22) cos γ .
Fu¨r ρ1,2 6= 0 erha¨lt man mit Hilfe der quadratischen Erga¨nzung und den Additionstheoremen
fu¨r trigonometrische Funktionen:[
a˜1,1,0 +
(
c1
ρ1
ρ2
+ c2
ρ2
ρ1
)
cos γ
]2
=
[
c3 +
(
c1
ρ1
ρ2
+ c2
ρ2
ρ1
)
cos γ
]2
+ (4c1c2 − c23) · sin2 γ . (E.68)
Unter der Annahme, daß
|4c1c2 − c23| · sin2 γ ¿
[
c3 +
(
c1
ρ1
ρ2
+ c2
ρ2
ρ1
)
cos γ
]2
, (E.69)
was zumindest nahe der planaren Geometrien, fu¨r |c3| ≈ 2(c1 · c2)
1
2 oder fu¨r stark unterschied-
liche ρi–Werte (i = 1, 2) der Fall ist, gilt[
a˜1,1,0 +
(
c1
ρ1
ρ2
+ c2
ρ2
ρ1
)
cos γ
]2
≈
[
c3 +
(
c1
ρ1
ρ2
+ c2
ρ2
ρ1
)
cos γ
]2
, (E.70)
woraus sich eine Lo¨sung zu: a˜1,1,0 ≈ c3 ergibt. (E.71)
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Anhang F
Erga¨nzungen zur
HCCO–Potentialfla¨che
F.1 Entwicklung des Potentials
Mit Hilfe geometrischer Betrachtungen und Erweiterung des Wertebereich der ρ1 und ρ2 auf
ganz R soll die Anzahl der Koeffizienten fu¨r die Entwicklung eines ab initio-Potentials nach
Potenzen von ρ1 und ρ2 und als Fourierreihe nach dem Torsionswinkel γ eingeschra¨nkt werden.
Der allgemeinste Ansatz lautet:
V (ρ1, ρ2, γ) =
∞∑
i,j,k=0
ρi1 · ρj2 · [ai,j,k sin(kγ) + bi,j,k cos(kγ)] . (F.1)
Im folgenden werden spezielle Bereiche der Potentialfla¨che mit gleicher Energie betrachtet und
die sich daraus ergebenden Konsequenzen aufgezeigt:
1. Enazomere besitzen die gleiche Energie, was bedeutet, daß V (ρ1, ρ2, γ) = V (ρ1, ρ2,−γ),
also V ist symmetrisch in γ, also
ai,j,k ≡ 0 ∀ i, j, k (F.2)
=⇒ V (ρ1, ρ2, γ) =
∞∑
i,j,k=0
bi,j,k · ρi1 · ρj2 · cos(kγ) . (F.3)
2. Fu¨r ρi = 0 ist V unabha¨ngig von γ, also
b0,j,k = bi,0,k = 0 ∀ k ∈ N und es gilt: (F.4)
V (0, ρ2, γ) = V (0,−ρ2, γ) und V (ρ1, 0, γ) = V (−ρ1, 0, γ) und damit: (F.5)
V (ρ1, ρ2, γ) = b0,0,0 +
∞∑
i=1
b2i,0,0ρ
2i
1 +
∞∑
j=1
b0,2j,0ρ
2j
2 +
∞∑
i,j=1;k=0
bi,j,k · ρi1 · ρj2 · cos(kγ) . (F.6)
Fu¨r dreiatomige Moleku¨le ergibt sich das Potential daher zu:
V3at(ρ) = V (ρ1 = ρ, 0, γ) =
∞∑
i=0
b2j,0,0ρ
2i . (F.7)
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3. Fu¨r die planare Anordnung wird mit Hilfe von unterschiedlichen Vorzeichen der
ρi , i = 1, 2 und mit γ = 0, pi die gleiche Moleku¨lgeometrie dargestellt:
V (ρ1, ρ2, γ = pi) = V (ρ1,−ρ2, γ = 0) = V (−ρ1, ρ2, γ = 0) (F.8)
⇐⇒ (−1)k = (−1)j = (−1)i , (F.9)
also i, j und k sind entweder alle gerade oder alle ungerade
Setzt man noch zusa¨tzlich b0,0,0 := 0, so gilt:
V (ρ1, ρ2, γ) =
∞∑
i=1
b2i,0,0ρ
2i
1 +
∞∑
j=1
b0,2j,0ρ
2j
2 +
∞∑
i,j=1;k=0
bi,j,k · ρi1 · ρj2 · cos(kγ) (F.10)
mit (−1)k = (−1)j = (−1)i . (F.11)
F.2 Koeffizienten fu¨r die Potentialfla¨chen V
o
a und V
o
s
Die in Abschnitt 8.7 angesprochenen Koeffizienten fu¨r die beiden HCCO–Potentialfla¨chen sollen
an dieser Stelle angegeben werden. Fu¨r die Fla¨che V
o
a sind sie in Tabelle F.1 zusammengefasst,
die entsprechenden Werte fu¨r V
o
s liefert Tabelle F.2.
b2i,2j,0
i\j 0 1 2 3
0 −0.0096273 0.0083944 −0.0011816
1 0.0723009 −0.0048051 0.0011774
2 0.0057045 0.0019834
b2i+1,2j+1,1
i\j 0 1 2
0 0.0457042 −0.0129881 −0.0003025
1 0.0019062 0.0005401
Tabelle F.1: Koeffizienten bi,j,k (in Eh), aus denen sich die unskalierte V
o
a –Potentialfla¨che berechnen
la¨ßt.
b2i,2j,0
i\j 0 1 2 3
0 0.0050556 0.0036669 0.0009169
1 0.0635860 0.0012537 −0.0000069
2 0.0069111 −0.0020679
b2i+1,2j+1,1
i\j 0 1 2
0 0.0210313 −0.0217789 0.0039824
1 0.0012810 0.0013343
Tabelle F.2: Koeffizienten bi,j,k (in Eh), aus denen sich die unskalierte V
o
s –Potentialfla¨che berechnen
la¨ßt.
Mit den dort angegebenen Koeffizienten lassen sich mit Gleichung F.10 die in den Abbildun-
gen 8.2 und 8.4 dargestellten Potentialfla¨chen erzeugen.
Anhang G
Erga¨nzungen zum
Photodetachmentspektrum
G.1 Erga¨nzungen zur Franck–Condon Na¨herung
Ausgehend von Gleichung (9.10), also
Pif ∼ |〈Ψf |Wˆ |Ψi〉|2 mit Ef = Ei + ω , (G.1)
sollen hier die Schritte dargestellt werden, die zur Franck–Condon Na¨herung fu¨hren.
Fu¨r die Wechselwirkung eines Elektrons im Potential Vˆe,k mit einer elektromagnetischen Welle
geht der ungesto¨rte Hamiltonoperator
Hˆe,1 =
1
2
· ~ˆp 2e,1 + Vˆe,k(~xe,1, ~xk) (G.2)
zum Hamiltonoperator mit Wechselwirkung
Hˆe,1 + Wˆ =
1
2
·
(
~ˆpe,1 − ~A(~ˆxe,1, t)
)2
+ Vˆe,k(~xe,1, ~xk) + Vˆφ(~xe,1) (G.3)
u¨ber (ohne Beru¨cksichtigung des Spins).
Die u¨blichen Na¨herungen erster Ordnung [127, 128] fu¨hren dazu, daß der Sto¨roperator Wˆ mit
dem Hamiltonoperator des elektrischen Dipols
Wˆ ≈ ~ˆme,1 = −~ˆpe,1 · ~A(~ˆxe,1, t) (G.4)
identifiziert wird, also
Pif ∼ |〈Ψf | ~ˆme,1|Ψi〉|2 (G.5)
ergibt.
Die U¨bertragung auf das vorliegende Problem liefert fu¨r die auf der Ordinate aufgetragenen
relativen Intensita¨ten I
I ∼
∣∣∣〈ψe− |〈Ψo|Aˆ ~ˆme|Ψ−〉∣∣∣2 , mit ~ˆme = Ne∑
i=1
~ˆme,i . (G.6)
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(Aˆ bedeutet jetzt Antisymmetrisierungsoperator und nicht Vektorpotential) wobei ψe− den
Zustand des abgelo¨sten Elektrons, Ψ
−
und Ψ
o
den Zustand des Anions bzw. neutralen Moleku¨ls
bedeutet.
Die in den vorherigen Kapiteln erla¨uterten Notwendigkeit einer Vereinfachung des exakten
Ausdrucks ist auch hier nicht zu umgehen.
Zuna¨chst sollen Spezifikationen der Wellenfunktionen nach Abha¨ngigkeiten und Quantenzahlen
vorgenommen werden. Ein besonderes Augenmerk gilt dabei der Projektion des Gesamtdrehim-
pulses bzw. dessen einzelne Anteile auf die z–Achse. Die entsprechenden Eigenzusta¨nde werden
durch die zugeho¨rigen Quantenzahlen bezeichnet. Fu¨r den Zustand |Ψi〉 gilt:
|Ψi〉 =
∑
j
|ψioR,e,Λij,︸ ︷︷ ︸ lij = Ki − Λij, χiν︸ ︷︷ ︸〉 , (G.7)
|ψ〉 |χ〉
wobei
• |χiν〉 den Schwingungszustand des Kerngeru¨sts,
• |lij〉 der Eigenzustand zur Projektion des Drehimpulses des Kerngeru¨sts auf die z–Achse,
• |Λij〉 der Eigenzustand zur Projektion des elektronischen Bahndrehimpulses auf die
z–Achse und
• |ψioR,e〉 der Zustand, der die Abha¨ngigkeiten von den restlichen Elektronenkoordinaten
beschreibt.
Λi und li sind separat genommen keine guten Quantenzahlen, wohl aber deren Summe
K i = Λi + li, deshalb diese Wahl der in Gleichung (G.7) dargestellte Zerlegung des Zustands.
Aus U¨bersichtlichkeitsgru¨nden soll im folgenden auf die Summation u¨ber j (und damit auch
auf den Index) verzichtet werden.
Als na¨chstes soll ausgenutzt werden, daß ~ˆme ein symmetrischer Einteilchenoperator ist. Aus
diesem Grund liegt es nahe, aus |Ψ−〉 – analog zu Anhang E.1 – einen Zustand |ψ−
e,λ−e
, λ
−
e 〉
herauszuscha¨len, unter der Voraussetzung, daß ~ˆme nur auf diesen Zustand wirkt
1. Nach der
Theorie zur Addition von Drehimpulsen fu¨hrt das Einfu¨gen des Einheitsoperators Iˆ auf die
geeigneten Elektronenzusta¨nde und zugeho¨rige Clebsch–Gordon–Koeffizienten:
|Ψ−〉 =
∑
λ−e ,Λ
−
r
|ψ−
e,λ
−
e
, λ
−
e , ψ
−
oR,r,e,Λ
−
r
,Λ
−
r 〉 〈ψ
−
e,λ
−
e
, λ
−
e , ψ
−
oR,r,e,Λ
−
r
,Λ
−
r |ψ
−
oR,e,Λ
−〉︸ ︷︷ ︸ |l− , χ−ν 〉 . (G.8)
cλ−e ,Λ
−
r
Wegen den Auswahlregeln fu¨r Clebsch–Gordon–Koeffizienten kann die Summation u¨ber Λ
−
r
direkt ausgefu¨hrt, bzw.
Λ
−
r := Λ
− − λ−e und cλ−e := cλ−e ,Λ−r =Λ−−λ−e (G.9)
ersetzt werden. Der Antisymmetrisierungsoperator Aˆ vertauscht analog zu Anhang E.1 wegen
der Auswahl des Zustands bzw. der Koordinaten mit |ψ−
e,λ−e
, λ
−
e 〉 und mit den Gleichungen (G.8)
und (G.9) ergibt sich:
1O.B.d.A. wird nur ein Summand betrachtet.
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|Ψ−〉 = (Ne!)
1
2 Aˆ
∑
λ
−
e
cλ−e · |ψ
−
e,λ
−
e
, λ
−
e 〉|ψ
−
oR,r,e,Λ
−−λ−e ,Λ
− − λ−e 〉|l
−
, χ
−
ν 〉
= (Ne!)
1
2
∑
λ−e
cλ−e · |ψ
−
e,λ−e
, λ
−
e 〉|ψ
−
oR,r,e,Λ−−λ−e ,Λ
− − λ−e 〉|l
−
, χ
−
ν 〉 . (G.10)
Aus den Gleichungen (G.7) und (G.10) ergibt sich die relative Intensita¨t I aus Gleichung (G.6)
damit proportional zu (Aˆ verschwindet analog zu Gleichung (G.10)):
I ∼
∣∣∣∣∣∣〈ψe− ,λe− , λe− |〈ψooR,e,Λo , lo , χoν |Aˆ ~ˆme
∑
λ
−
e
cλ−e · |ψ
−
e,λ−e
, λ
−
e 〉|ψ
−
oR,r,e,Λ−−λ−e ,Λ
− − λ−e 〉|l
−
, χ
−
ν 〉
∣∣∣∣∣∣
2
∼
∣∣∣∣∣∣
∑
λ−e
cλ−e · 〈l
o
, χ
o
ν |
(
〈ψe− ,λ
e
− , λe− | ~ˆme|ψ
−
e,λ−e
, λ
−
e 〉
)
︸ ︷︷ ︸ 〈ψooR,e,Λo|ψ−oR,r,e,Λ−−λ−e ,Λ− − λ−e 〉︸ ︷︷ ︸ |l− , χ−ν 〉
∣∣∣∣∣∣
2
mλ−e ,1(~q ) mλ−e ,r(~q ) (G.11)
Soweit sind die Betrachtungen noch exakt. Koppelt nun fu¨r das ausgewa¨hlte λ
−
e das Matri-
xelement mλ−e (~q ) nicht an die Rotationen des neutralen Restmoleku¨ls (sprich Bra und Kets
links bzw. rechts davon), so ergibt sich nur dann ein nichtverschwindender Beitrag, wenn ent-
sprechende K–Quantenzahlen u¨bereinstimmen. Das bedeutet, daß beim U¨bergang weder vom
Photon noch vom beteiligten Elektron etwas von der z–Komponente des Drehimpulses auf das
Restmoleku¨l u¨bergeht, und damit fu¨r Gleichung (G.11):
Λ
o
+ l
o
= Λ
− − λ−e + l
− ⇐⇒ Ko = K− − λ−e (G.12)
gilt.
Jetzt kommt es auf das Aussehen der Einteilchenzustands |ψ−
e,λ−e
, λ
−
e 〉 an.
Im einfachsten Fall findet man den Einteilchenzustand durch den Vergleich der elektronischen
Zusta¨nde fu¨r das neutrale Moleku¨l und das zugeho¨rige Anion und verwendet nur diesen (al-
so eliminiert die Summe aus Gleichung (G.11)). Im vorliegenden Fall handelt es sich um das
2a′′–Orbital. Zugeho¨rige λ
−
e –Quantenzahlen sind in der niedrigsten Na¨herung ± 1, was wieder-
um fu¨r die zugeho¨rigen K–Quantenzahlen bedeutet, daß nach Gleichung (G.12)
K
−
= K
o ± 1 (G.13)
gilt. Dies steht in Einklang mit den Untersuchungen zum Anisotropieparameter β. Die in Ab-
schnitt 9.2.2 gefundene Abscha¨tzung schließt ein λ
−
e =0 aus.
Im vorliegenden Fall (Λ
−
=0, Λ
o
=±1) treten fu¨r die Rotationsquantenzahlen nach Glei-
chung (G.12) die folgenden Kombinationsmo¨glichkeiten auf:
Λ
o
= −λ−e = ±1 =⇒ l
o
= l
−
(G.14)
Λ
o
= λ
−
e = ±1 =⇒ l
o
= l
− ∓ 2 (G.15)
Fu¨r Relaxationsprozesse nach (G.15), in denen – nachdem das Elektron abgelo¨st wurde – Dreh-
impuls in z–Richtung von den elektronischen Wellenfunktionen zu den Kernwellenfunktionen
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u¨bertragen wurden, mu¨ssen Fourierkoeffizienten ausmλ−e ,1(~q)·mλ−e ,r(~q) als Gewichtungsfaktoren
in die Rechnung einbezogen werden.
Sie sollen vernachla¨ssigt werden (also Franck–Condon Na¨herung), was bedeutet, daß die Pro-
jektion des Bahndrehimpulses des Kerngeru¨sts auf die z–Achse wa¨hrend des Photodetachment-
prozesses erhalten bleibt. Fu¨r die zugeho¨rigen Quantenzahlen gilt deshalb Gleichung (G.14)
und in Gleichung (G.11) beeinflusst mλ−e ,r die Kernanteile nicht.
Damit wird aus Gleichung (G.11) die Franck–Condon Na¨herung :
I ∼ f =
∣∣∣〈lo , χoν |l− , χ−ν 〉∣∣∣2 . (G.16)
Anhang H
Einheiten
H.1 Atomare Einheiten
In der folgenden Tabelle sind die Zusammenha¨nge der vier Basisgro¨ßen
”
Ladung, Masse, La¨nge
und Wirkung“ und der abgeleiteten Gro¨ße
”
Energie“ in atomaren und SI–Einheiten dargestellt.
Die Werte sind den Referenzen [129, 130, 131] entnommen.
Gro¨ßenbezeichnung atomare Einheiten SI–Einheiten
e Elementarladung 1 e = 1.60218 ·10−19 C
me Ruhemasse des Elektrons 1 me = 9.10939 ·10−31 kg
a0 Bohrscher Radius 1 a0 = 5.29177 ·10−11 m
~ Plancksches Wirkungsquantum 1 ~ = 1.05457 ·10−34 J·s
Eh Hartree Energie 1 Eh = 1 ~2 ·m−1e · a−20 = 4.35975 ·10−18 J
Tabelle H.1: Der Umrechnungsfaktor von vier Basisgro¨ssen und einer abgeleitenen Gro¨ße von ato-
maren Einheiten zu SI–Einheiten
H.2 Einheitenumformungen
H.2.1 Massen
Der Zusammenhang zwischen der atomaren Masseneinheit (u = ein Zwo¨lftel der Masse eines
12C–Isotops.), der Elektronenmasse und der SI–Einheit Kilogramm ist Tabelle H.2 angegeben.
= u me kg
1 u 1 1.822889·103 1.660540 ·10−27
1 me 5.485799·10−4 1 9.109390 ·10−31
1 kg 6.022137·1026 1.097768·1030 1
Tabelle H.2: Einheitenumformung zwischen der atomaren Masseneinheit (u), Elektronenmasse (me)
und SI–Einheit Kilogramm (kg)
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H.2.2 Energien
In diesem Unterabschnitt wird der Zusammenhang zwischen den Energieeinheiten Hartree (Eh),
Elektonenvolt (eV), Wellenzahlen (cm−1) und Joule (J) hergestellt.
= Eh eV cm
−1 J
1 Eh 1 2.721138·101 2.194746·105 4.359744·10−18
1 eV 3.674933·10−2 1 8.065545·103 1.602177·10−19
1 cm−1 4.556335·10−6 1.239842·10−4 1 1.986448·10−23
1 J 2.293710·1017 6.241506·1018 5.034111·1022 1
Tabelle H.3: Einheitenumformung zwischen den Energieeinheiten Hartree (Eh), Elektronenvolt (eV),
Wellenzahlen (cm−1) und der SI–Einheit Joule (J)
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