This paper derives several properties unique to nonlinear model hypothesis testing problems involving linear or nonlinear inequality constraints in the null or alternative hypothesis. The paper is organized around a lemma which characterizes the set containing the least favorable parameter value for a nonlinear model inequality constraints hypothesis test. We then present two examples which illustrate several implications of this lemma. We also discuss the impact of these properties on the empirical implementation and interpretation of these test procedures.
INTRODUCTION ECONOMETRICIANS HAVE RECENTLY BECOME INTERESTED in hypothesis testing
The purpose of this paper is to derive several properties unique to NOS hypothesis tests which clarify the empirical utility of these procedures. These properties arise because of the functional dependence of V(00), the asymptotic covariance matrix of n1/2(j -60), on 00, the true value of 0, where 6 is a consistent, asymptotically normal estimate of 00. The addition of nonlinear inequality constraints compounds this problem by adding another source of dependence on 00 of the asymptotic covariance matrix relevant to the hypothesis testing problem. By the same logic used to derive the asymptotic distribution for nonlinear equality constraints tests, we show that NOS tests asymptotically reduce to linear inequality constraints tests on a linearized version of the model local to the assumed true parameter value 00. This large-sample reduction of a lI would like to thank the referees for helpful comments on earlier drafts that lead to significant improvements in the paper's content and clarity. Lars Peter Hansen provided very insightful comments and useful editorial suggestions. 981 nonlinear problem to a linearized version at an assumed true parameter value (what we term the local nature of hypothesis tests involving inequality constraints in nonlinear models) interacts with the functional dependence of V(00) on 00 to produce all of the properties studied here.
The three main properties treated in the paper are summarized below. The one which limits the empirical utility of these testing techniques most is the lack of an empirically implementable procedure for computing an asymptotically exact size critical value. For general NOS hypothesis tests, we show that the least favorable null asymptotic distribution can only be limited to a set of possible distributions, not to a unique distribution, as is the case for linear inequality constraints tests in linear models. A second property, which also impacts on the empirical content of these techniques, is the absence of tight upper and lower bounds on the asymptotic distribution of the test statistics similar to those available for linear model, linear inequality constraints analogues of these procedures. The third property is the surprising result that even in the case of simple linear inequality constraints on the parameters of a nonlinear model, the least favorable null asymptotic distribution may not occur at the unique parameter value satisfying all of the inequality constraints with equality.
We also discuss several implications of these properties. The first concerns the relative merits of alternative techniques for empirically approximating the true asymptotic critical value. The second implication of these properties is that the bounds on the null asymptotic distribution become more and more slack as the dimension of the vector of nonlinear inequality constraints involved in the hypothesis test gets larger. We also discuss previous work on NOS hypothesis tests in light of these properties.
Another purpose of this paper is to highlight the difference between nonlinear model testing problems involving inequality constraints and those only involving equality constraints. To perform an asymptotically exact test of either of these composite null hypotheses, we must find the parameter value in the set defining the null hypothesis yielding the largest critical value for a fixed size asymptotic test. The major difference between these two testing frameworks is that different true parameter values in the set defining the null hypothesis result in different distributions for the NOS test statistics. The geometry of the constraints set local to the assumed true parameter value determines the null asymptotic distribution for NOS tests. In contrast, for nonlinear equality constraints tests, the same asymptotic distribution obtains for all parameter values satisfying the null hypothesis.
The remainder of the paper proceeds as follows. Section 2 first derives a lemma which specifies a subset of the set defining the null hypothesis-which must contain the least favorable null parameter value for a nonlinear inequality constraints test. Then this section presents an example which illustrates the cause of the potential multiplicity of null asymptotic distributions. We then discuss a simple linear inequality constraints test in a nonlinear model where the least favorable parameter value does not satisfy all of the inequalities with equality. Section 3 explains why the bounds on the asymptotic distribution, which are tight for linear models and simple linear inequality constraints, are slack for NOS tests. Section 4 makes specific recommendations for applying and interpreting these test procedures. 
Wn = inf -t)'f( ) (h( ) -t) subject to t > 0 where AO)= [H(O0 _)H(O)'] and J(0)= [H(60)I(0)-1H(60)'].
We now state our result in the form of a three-part lemma proven in the Appendix. This lemma contains several results. Part (1) states that all elements in C', the interior of the constraint set, can be removed from consideration as a least favorable value, because WJ' converges in probability to zero for these values of 00. Part (2) provides a general characterization of the asymptotic distribution of WJJ for all values of 00 E Cb. In particular, it shows the impact, on the asymptotic distribution of WJ, of any one of the inequality restrictions not holding as an equality at 00. Finally, part (3) eliminates certain elements of Cb from consideration as potential least favorable values of 00. Taken together, these three results require the least favorable value of 00 to be an element of the set B. Although this lemma specifies that B c C must contain the least favorable value of 00 under the null hypothesis, in general, it does not yield the solution in 00 to
for a given c > 0, which is the optimization problem that must be solved to compute the least favorable 00 E C for the critical value c. We now describe an algorithm for solving (2.7) for an arbitrary nonlinear model inequality constraints test. Unfortunately, because of the computational difficulties to be described, this procedure is, in most cases, useful only to demonstrate that the least favorable value exists, not to actually find it. Let c > 0 denote an arbitrary critical value. For a fixed value of 00 E B, the first step in the process is determining which elements of h(6) comprise the vector hb(O) described in part (2) of Lemma 1. Once the vector-valued function hb(O) is specified for 00, the large-sample probability limn-opr[Wn > ci O1] can be computed from equation (2.5). This process must be repeated for all 00 e B. The value of 00 E B which maximizes this large sample probability is the least favorable value of 00 determining the asymptotically exact size of the test for the critical value c. Because of the functional dependence of this least favorable value of 00 on c, we write it as 00(c). The critical value for an asymptotically exact size a NIC test is the c that solves limn 0 pr[Wn > cO (c)] -= a.
Actually implementing this algorithm deserves some comment. Although the w(p, j, X) (j = 0, .. ., p) are only available in closed form for p < 4, Kudo (1963) gives expressions for these weights for arbitrary p as sums of products of multivariate normal probabilities determined from submatrices of X. Consequently, for each value of Jb(6O), the distribution given in (2.5) can be computed. However, the problem of determining Jb(O0) for each 00 still remains. As defined in part (2) of Lemma 1, Jb(SO) is a function of the information matrix, which does not have an analytical form for many nonlinear models. Consequently, for these models the nonexistence of an analytical expression for the matrix I(0) precludes computing the asymptotically exact critical value. Nevertheless, there are two situations where the unique least favorable value of 00 exists for the NIC test. If the matrix I(00) is diagonal for all 00 E B and the inequality constraints take the form of simple bounds, the least favorable value is the unique 00 which satisfies all of the inequalities with equality. For the case of a 1-dimensional nonlinear inequality constraint test, all of the values of 00 which satisfy the inequality constraint with equality yield the same asymptotic distribution. This result is a large-sample nonlinear analogue of a one-sided t test.
We now present a two-dimensional example, which conveys the intuition underlying this multiplicity of null asymptotic distributions for NIC hypothesis tests. Consider the testing problem yield two potential null asymptotic distributions which result in two different critical values for the test.
Reducing each local linear inequality constraints test in terms of 0 to its canonical form most clearly illustrates the effect of varying 00 on the resulting null asymptotic distribution. As discussed in GHM (1982) and Wolak (1988), for any linear inequality constraint framework Rf3 > r with R of full row rank and test statistic based on /3 = /3 + e, E N(O, X), there exists an invertible affine transformation to the framework Ar > 0 (A is lower triangular with l's along the diagonal) and test statistic based on * = v + j7, 7-N(O, I). We call this inequality constraint framework in terms of v the canonical linear inequality constraints set. This form has the attractive feature of defining all test statistics in terms of Euclidian distances, because the covariance matrix of r is the identity matrix. It also defines all inequality constraints so that they describe polyhedral cones. For our two-dimensional problem, once we specify the (2, 1) element of A (a in the notation of Wolak (1988)), the entire canonical linear inequality constraints framework is specified. Applying the invertible affine transformation given in Wolak (1988) to the test at 000 implies aoo = 1.0, and applying it to Ol' yields all = 0.6. The constraints sets in (1, 72)-space corresponding to these two values of 00 are given in Figure 1 . The constraint set corresponding to Oll contains that corresponding to 000, so that 000 is the least favorable null value of 00.
The dependence of the null asymptotic distribution of NIC tests on the local geometry of the constraint set relative to 00 is not unique to this form of h(0). For the case of 0 E Rk and h(o) a nonlinear vector-valued function from Rk to RP, where p < k, there may be an uncountable number of 0 e Rk such that h(0) = 0, and an uncountable number of potential null asymptotic distributions. By Lemma 1, for inequality constraints tests with p > 2 the set of possible least favorable values expands beyond T to B. Nevertheless, the intuition provided by this example continues to hold; that is, the 60 e B with the local linear inequality constraints test having the largest size a canonical linear inequality constraints critical value is the least favorable value of 00 under the nonlinear model inequality constraints null hypothesis.
To explore the implications of Lemma 1 further, we present a simple inequality constraints test where the set of least favorable parameter values expands beyond T to B, and the least favorable parameter value does not satisfy all of the inequalities with equality. In the process, we describe the features of the NIC hypothesis test necessary for this result to occur. Consider the ML model for the case of independent identically distributed observations from the bivariate normal distribution where 0 is the MLE of 0. We can show that so long as the least favorable value of 00 is in T, this procedure will yield an asymptotically exact size a critical value. However, if the least favorable value of 00 does not satisfy all the inequalities with equality, as in hypothesis test (2.13), this critical value will not lead to an asymptotically exact size test. In these instances, because of the asymptotic dimension reduction in the nonlinear inequality constraints test for each hj(oo) >0, the quantity Ca (0) defined in (2.16) does not converge in probability to the asymptotically exact size critical value cb(0O*), where 0* is the least favorable value of 00 E B. When 00 = 0* (the true parameter value equals the least favorable parameter value), the critical value Cb(0O*) is asymptotically equivalent to the solution in c to holding ,u = 0. The supremum of (2.2) over this same set of Q holding ,u = 0 yields to the right side of (3.2). For this linear model linear inequality constraint framework, because Q, the covariance matrix of ,u, is allowed to vary independently of ,u, the infimum and supremum of the probability in (2.2) can be taken with respect to all positive definite matrices while maintaining p. = 0. Consequently, for this case, Perlman (1969) shows that the right-hand side of (3.1) and (3.2) 'are tight bounds on the null distribution. However, for the case of nonlinear models and/or constraints, the asymptotic covariance matrix of the constraints vector J(00) can only be altered by changing 00. Consequently, by varying 00 over S, the entire set of positive definite matrices cannot be traced out by J(00). This implies that the distributions given in (3.1) and (3.2) are slack for most NOS tests. Both of the examples in Section 2 illustrate this point.
Exactly how slack these bounds are depends on the number of inequality constraints under examination, as well as the specific model and constraints set. Because (3.1) is independent of p, the dimension of h(0), by inspection of (3.2), as p grows the difference between the upper and lower bounds on the asymptotic distribution will increase. Unfortunately, there is no simple set of conditions on the model or constraint set which will allow a characterization of the instances where the actual asymptotic distribution is closer to the upper bound than the lower bound or vice versa.
The results given (3.1) and (3.2) have implications for the distributional bounds given in K&P. For NOS tests when J(0) depends on 0, the upper and lowers bounds on the null asymptotic distribution given in equations (3.1) of K&P are no longer tight. Nevertheless, as demonstrated above, the upper and lower critical values computed in Table I 
CONCLUSIONS AND IMPLICATIONS FOR NOS TESTS
All of the problems associated with testing problems involving nonlinear inequality constraints arise from the dependence of the asymptotic distribution on the geometry of the inequality constraints local to the assumed true 00. A framework which explicitly recognizes these limitations of nonlinear inequality constraint tests in nonlinear models should not fall prey to these complications. Wolak (1989) presents a general local hypothesis testing framework for the case that either the null or alternative hypothesis is specified by a system of nonlinear inequality constraints or combinations of nonlinear inequality and equality constraints. That paper derives asymptotically exact local results for these hypothesis tests. Emphasis is placed on deriving the precise geometry of the set specified by the inequality constraints and consistently estimating the exact null asymptotic distribution implied by this set.
The results presented here are not meant to discourage the empirical implementation of these kinds of NOS procedures, only to encourage their proper use and the correct interpretation of the results. Several recommendations along these lines are possible. The major result of this paper is the difficulty in obtaining an empirically implementable asymptotically exact hypothesis test. This conclusion implies that in most instances an asymptotic bounds test is necessary. The results of Section 3 enter here. They illustrate that, in general, only slack upper and lower bounds on the asymptotic distribution of these test statistics exist. For tests involving higher dimensional inequality constraints, these bounds become very slack, making inconclusive test results more probable. However, economic theory or some other form of a priori information often yields a specific point on the boundary of C relative to which the nonlinear inequality constraints test can be performed. In these cases, the researcher should then perform the inequality constraint test local to this point. Proceeding as described in Wolak (1989) , an asymptotically exact distribution for the test statistic is available so that a definitive conclusion concerning the hypothesis test can be reached. 
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