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ABSTRACT 
Business Intelligence (BI) applications allow their users to query, 
understand, and analyze existing data within their organizations in 
order to acquire useful knowledge, thus making better decisions. 
The core of BI applications is a data warehouse (DW) which 
integrates several heterogeneous data sources, mainly structured 
transactional databases. However, a new trend has emerged, since 
users of BI applications no longer limit their analysis to structured 
databases, and they also need unstructured sources to empower 
their analysis (i.e. data from the Web, company-internal reports, 
emails, etc.). Therefore, the ability to manage this available 
information is crucial for the success of the decision making 
process. Unfortunately, this new useful data, although easily 
available for companies, are often found in unstructured data 
(such as web pages, internal reports, emails, and so on) which 
make it unuseful for feeding the DW beneath BI applications. To 
shed light on this scenario, in this paper, we propose a novel 
model for using ontologies to integrate Question Answering (QA) 
systems in the DW.  The great benefit of using QA is that specific 
pieces of data (i.e. answers) that will empower the analysis are 
detected, obtained and returned from unstructured data in order to 
feed the DW. 
Categories and Subject Descriptors 
H.2.7 [Database Administration], H.2.8 [Database 
Aplications], and H.3.4 [Systems and Software]. 
General Terms 
Algorithms and Management. 
Keywords 
Business Intelligence, Data Warehouse, Question Answering, 
Information Retrieval, and Ontology. 
 
1. INTRODUCTION AND MOTIVATION 
Nowadays, the available information for a company is 
progressively increasing. This information is accessible from any 
computer, and comes from both structured and unstructured 
sources of data. The structured data is predetermined, well-
defined, and usually managed by Data Warehouse (DW) 
technologies. A DW stores data extracted from the various 
operational databases of an organization, from current and 
previous years. It becomes the central source of data of an 
organization for supporting the decision making process by means 
of Business Intelligence (BI) solutions, so that it can be used by 
managers and other end-user professionals. The main benefit of a 
DW system is that it provides a common data model for all 
company data of interest regardless of their source, in order to 
facilitate the report and analysis of information. However, its main 
disadvantage is that it is not the optimal environment for dealing 
with unstructured data. Currently, these unstructured data are a 
must for making more accurate decisions, since the BI 
applications would empower their functionality by considering 
both unstructured data from inside the company (e.g. the reports 
or emails from the company personnel stored in the company 
intranet) and outside (e.g. the Webs of the company competitors). 
Until now, many attempts to integrate a corporate DW of 
structured data with unstructured data have been reported [1, 6, 
11, 14, 16, 17, 18, 19]. They are mainly based on Information 
Retrieval (IR) systems in order to access the unstructured data. 
However, IR systems only return unstructured information (whole 
documents or just pieces of text such as passages), in which the 
user has to further search for the requested information being a 
tedious and prone-to-fail task. Therefore, these unstructured 
pieces of information cannot be easily processed by BI 
applications. Due to this fact, we deeply believe that IR systems 
are not enough for dealing with unstructured data in BI solutions. 
Bearing this scenario in mind, our approach goes a step further 
because we propose the integration with a Question Answering 
(QA) system, which overcomes the previously mentioned 
drawbacks. QA can be understood as a sophisticated form of IR 
with the following three differences: (1) QA requires a question 
posed in natural language (NL), whereas IR usually receives just a 
set of keywords. Although IR systems can also receive a query in 
NL, they usually discard what is known as stop-words. (2) With 
regard to the output, QA returns a precise answer, but IR returns 
whole documents, in which the user has to further search for 
his/her request. (3) The previous difference guides us to the 
following one: the level of understanding of the text. If a QA 
system wants to obtain a precise answer successfully, it needs a 
deeper understanding of the text, while IR usually applies 
techniques of pattern matching solely. Therefore, an IR system is 
extremely quick but its precision is quite low. For that reason, IR 
tools are usually run as a first filtering phase, and QA works on IR 
output. In this way, time of analysis spent by users is highly 
decreased.  
The integration between DW and QA is done in our proposal by 
means of ontologies. Unlike other approaches that also use  
ontologies [16, 17] only for exchanging results between the IR 
and the DW systems, we use them for feeding both applications 
with the shared conceptualization. For example, DW feeds the 
shared ontology with the concept of “company product”, and its 
different instances (i.e. all the products produced by the 
company), whereas QA feeds it with the current prices of these 
products in the company intranet or the Web (e.g. those sold by 
competitors).  
Finally, as a sample scenario that illustrates the benefits of the 
first integration between DW and QA, our QA system will process 
a query such as “What is the temperature in January of 2008 in 
Barcelona?” and will return precise answers extracted from the 
Web. These answers will feed a BI system that deals with the DW 
of an airline to analyze the relationship between  sales and the 
weather.  
The paper is structured as follows: In Section 2 we discuss our 
approach in relation to other previous work. Section 3 presents the 
model proposed in this paper. Subsequently, Section 4 reports on 
the results of our experiments and discusses their implications. 
We conclude the paper with directions for future work and a 
summary of our main contributions. 
2. RELATED WORK 
Several attempts to integrate searches of structured and 
unstructured data have arisen, where a DW and an IR system are 
connected, such as the work presented in [19] and [6]. However, 
as it is claimed in the work presented in [11], those efforts do not 
take advantage of the hierarchical nature of structured data nor of 
hierarchies in the text, so they implement an IR system based on a 
multidimensional database. Specifically, they focus on the use of 
OLAP techniques as an approach to multidimensional IR, where 
the document collection is categorized by location and time. In 
this way, they can handle with more complex queries, like 
retrieving the documents with the terms ”financial crisis” 
published during the first quarter of 1998 in New York, and then 
drilling down to obtain those documents published in July 1998. 
In [16, 17], they propose an architecture that introduces a 
communication bus where both systems publish their output. Each 
system picks up this output and uses it to show related 
information. For example, the query context of a DW access is 
used by an IR system in order to provide the user with related 
documents found in the organization’s document management 
system. In order to solve the problem of the heterogeneity of both 
systems, they propose to use ontological concept mapping (e.g. 
the DW system uses “owner” for what is called “author” within 
the document metadata). They use an ontology for the integration, 
but it is only oriented to communicate both applications in 
enterprise knowledge portals. In this way, they handle queries like 
“sales of certain audio electronics products within the four 
quarters of 1998”. 
The work in [14] presents a framework for the integration of a 
corporate warehouse of structured data with a warehouse of text-
rich XML documents, resulting in what he calls a contextualized 
warehouse: “he applies IR techniques to select the context of 
analysis from the document warehouse”. 
With regard to work about the integration of DW and QA 
systems, to the best of our knowledge, our approach is unique. For 
example, in [18], a scheme about DW design based on data 
mining was put forward in order to overcome the defects of 
current Chinese QA systems, but no integration between both 
systems is proposed.  
In [1], different IR and information extraction-based methods for 
integrating documents and databases are discussed. Specifically, 
he proposes Information Extraction as the right technology to 
substitute IR, which fills the slots of a set of predefined templates 
that determines the information what is searched in the collection 
of documents. From our point of view, the main shortcoming of 
Information Extraction technology is that it does not facilitate the 
processing of huge amounts of documents (e.g. the Web or a 
company Intranet). Moreover, it is limited to a set of predefined 
templates, whereas QA technology works as a typical IR tool, but 
improving its results as we have previously mentioned.  
3. OUR PROPOSAL FOR THE 
INTEGRATION OF DW AND QA 
IR systems enable the user to access to internal and external 
sources of data, but IR lacks of semantic understanding (i.e., it 
does not analyze the meaning of the information in the 
documents). Therefore, IR only returns documents (unstructured 
information), which cannot directly feed BI applications. 
Whereas, QA systems increase the precision of the results 
(because a deeper understanding of the text is accomplished) and 
the results can be structured in a database (e.g. temperature – city 
– date) in order to be processed by a BI system. Our approach is, 
to the best of our knowledge, the first one to integrate DW and 
QA. Moreover, our approach handles any kind of unstructured 
data (e.g. XML, HTML or PDF) and facilitates the access to 
whatever source (the company intranet or the Web). 
The proposed approach is based on the following steps that are 
accomplished in a semi-automatic way:  
1.  A domain ontology is obtained from the UML model of the 
DW system that we use for the multidimensional modeling of 
the DW [10]. 
2.  This ontology is fed by the contents of the DW system (e.g. 
the different city airport destinations of an airline). 
3.  This ontology is merged and mapped with the upper ontology 
that is used by the QA system. 
4.  The QA system is tuned to the new types of queries that are 
required by the users. 
5.  The QA system will feed the DW with the new information 
extracted from the queries posed on the Web. 
With these steps, the integration of DW and QA is achieved by an 
ontology, which is used for sharing conceptualizations of the 
domain, where the DW system feeds it in Step 2, and whose 
added information is used for the QA system in order to increase 
its precision. The DW system is benefited from its integration into 
the upper ontology in Step 3, and from the information extracted 
in Step 5. In this way, our proposal differs from previous 
approaches ([16, 17]) that used ontologies for just communicating 
results between the DW and the IR system. 
Next, we are going to illustrate the application of this approach 
through the following example that is inspired by the sample 
scenario in [8] in which an airline's marketing department wants 
to analyze sales to identify possible features useful for making 
new promotions. The corresponding model for this scenario 
shown in Figure 1 is based on a UML profile for modeling DWs 
presented in [10]. DW models structure data according to a 
multidimensional space, where events of interest for an analyst 
(e.g., sales, treatments of patients, etc.) are represented as facts  
which are associated with cells or points in this multidimensional 
space and which are described in terms of a set of measures. 
These measures can be analyzed by means of dimensions which 
specify different ways the data can be viewed, aggregated or 
sorted (e.g., according to time, store, customer,etc.). Importantly, 
dimensions are organized as hierarchies of levels, which are of 
paramount importance for BI systems in order to empower data 
analysis by aggregating data at different levels of detail. Our 
example models the tickets bought by travellers in the last minutes 
before a flight (Last Minute Sales fact class). This fact contains 
several properties: Price, Miles, etc. These properties are measures 
that can be analyzed according to several aspects as the origin and 
destination airport (dimension class Airport), the Customer and 
Date. Given this UML model, users can request a set of queries to 
retrieve useful information from the system. For instance, they are 
probably interested in getting the flights’ destination airport in 
which a greater benefit according to the traveler rate has been 
obtained. Many other queries can be similarly defined to support 
the decision making process. However, the allowed queries are 
constrained by the information contained in the schema in such a 
way that other important information may be missed. For 
example, the following scenario is likely to happen: the company 
wants to maximize benefits by selling last minute flights at the 
right price, and they want to analyze the relationship between 
sales and the weather in the destination city of the flight (i.e. the 
range of temperatures that lead to increase the last minute sales to 
that city). Normally, the company has not any internal report 
about weather but it is easy to obtain this information from the 
Web. As mentioned, the data we can obtain from the web by using 
IR systems is too much general and we need a QA system to 
obtain precise data regarding the weather: i.e. the concrete 
temperatures during each day of January in Barcelona. 
 
 Figure 1. Excerpt of the multidimensional model for our 
example on Last Minute Sales. 
Let us apply our approach to the previous case scenario: 
1.  In order to obtain the ontology from the UML model, 
basically, there are two strategies [7, 15]: (a) based on XMI 
(XML Metadata Interchange) / XSLT (Extensible Stylesheet 
Language Transformations) standards oriented to transform 
the UML model (represented by a Schema XML) in other 
language using transformation rules; and (b) an ad-hoc 
method that performs a direct transformation between the 
class diagram and the ontology. We have used the second 
strategy because it allows the interoperability with other 
tools, it is easy to implement and computationally more 
efficient (it requires less time and processing resources than 
the first one). To generate the final ontology using an ad-hoc 
method, we can distinguish the following steps: 
a.  The generation of the ontology’s internal 
representation. To obtain the ontology, the 
classes are converted into ontological 
concepts and the relations are converted into 
relations between the concepts. The ontology 
of our example is depicted in Figure 2. 
b.  The generation of the ontology in some of the 
ontology representation languages. For 
instance, we can use the most extended 
ontology language, OWL (Ontology Web 
Language).  
 
Figure 2. Ontology for our example on Last Minute Sales. 
2.  The ontology is fed by the contents of the DW system. The 
objective of this ontology enrichment is to provide the 
ontology with new instances of the ontological concepts. 
This technique is very important to improve the results 
obtained by the QA system in following stages. For instance, 
the ontological concept “Airport” will have instances like 
“JFK” (New York airport), “John Wayne” (Costa Mesa 
airport) or “La Guardia” (New York airport); therefore, if we 
ask the QA system for the temperature in “JFK”, “John 
Wayne” or “La Guardia”, the system will know that the 
previous entities mean airports instead of a person or a 
Spanish musical group. 
Consequently, we accomplish two additional improvements: 
the QA system will be more precise and will return more 
reliable answers with the ontology enriched with the DW 
instances, the upper ontology will be benefited by a broader  
coverage (the domain concepts) and the BI application will 
support decisions with data more precise extracted from the 
improved QA system. 
3.  The new ontology is merged and mapped with the upper 
ontology used by the QA system. Many QA systems use the 
linguistic resource WordNet [13] which is a lexical database 
near to an upper ontology, and it groups the words into sets 
of synonyms called synsets, provides short general 
definitions, and records the various semantic relations 
(hypernym, hyponym, holonym, meronym, antonym, etc.) 
between these synonym sets. It provides a main level of 
ontological concepts to describe all the words contained in 
the knowledge base: 25 for nouns and 15 for verbs. 
To merge the UML ontology into WordNet, we have 
adopted an approach based on the work by [5, 12], in which 
a matching algorithm (exact or partial) on class names of 
both ontologies is developed, as we explain next. Firstly, all 
UML ontological concepts are looked up in WordNet. In our 
example, we look for “State”, “City”, “Airport”, etc. If the 
new concept is found in WordNet then all the instances will 
be added as hyponyms of this concept. For instance, “John 
Wayne” and “La Guardia” will be added to WordNet as 
hyponyms of the concept “airport” because these instances 
do not exist in WordNet
1. Furthermore, existing instances of 
WordNet are enriched with new information: “JFK” (airport) 
does not exist in WordNet but the term “Kennedy 
International Airport” is in WordNet as hyponym of 
“airport”, and then it could be improved as synonym of the 
new term “JFK”. If the new concept is not found in 
WordNet, a similar concept will be looked up. This similar 
concept will be the new concept’s hyperonym. For instance, 
the concept “Last Minute Sales” does not exist in WordNet, 
therefore, we look up the head
2 of this concept (“Sale”) in 
WordNet and a new hyponym of “Sale” will be added: the 
concept “Last Minute Sales”. In case there is no similar 
concept in WordNet, the UML concept is added with no 
relation of hypernymy with the remaining concepts of 
WordNet, thereby, it is enriched by getting a new 
ontological tree. 
4.  Next, the QA system is tuned to the new types of queries 
required by the users through a training process. In our case 
scenario, we are going to study queries related to the 
weather. For instance, the queries “What is the temperature 
in JFK in January of 2008?” or “What is the weather like in 
John Wayne on the 12th of May, 1997?”. Therefore, the 
“temperature” concept in the ontology is updated with the 
axiomatic information that is required in a “temperature” 
answer: that a temperature is a composed by a number 
followed by the scale (Celsius or Fahrenheit), the right 
temperature intervals, the conversion formulae between 
Celsius and Fahrenheit scales, etc. Subsequently, the 
ontology provides the system with all the semantic relations 
(hyponym, hyperonym, synonym, etc.) of the entities in the 
query: JFK as an airport and the city of that airport. 
5.  Finally, in Step 5, the QA system will feed the DW with the 
information extracted from the queries. In our example, new 
data about temperature, date, city or airport will be added 
from the Web page into the DW. This is the significant 
innovation of this paper: the enrichment of the DW with new 
fundamental information that will represent a new improved 
company’s strategy in the BI process with this basic 
additional information: the range of temperatures that 
increase the last minute flights to a certain city during a 
certain previous period. This new historical information is 
useful for making more accurate decisions, since the prices 
of last minute tickets could be adjusted to maximize benefits. 
4. EVALUATION 
In this section, we are going to evaluate the appropriateness of our 
approach through an experiment run on the QA system called 
AliQAn, which is described in the following subsection. The final 
subsection analyses the experiment results on the Last Minute 
Sales scenario previously developed. 
4.1. Description of the AliQAn System  
Our QA system is called AliQAn, with which we have 
participated in several CLEF
3 competitions in both monolingual 
[20] and cross-lingual tasks [2]. AliQAn consists of two phases 
(see Figure 3): the indexation and the search phase. The first one 
is carried out in an off-line mode previous to the search phase, 
where its main aim is to prepare all the information required for 
the subsequent phase, in order to speed up as much as possible the 
searching process. There are two independent indexations, one for 
the QA process, and another for the IR process. The first 
indexation involves Natural Language Processing tools in order to 
reach a better understanding of the documents (e.g. a 
morphological analyzer such as Maco+
4 in Figure 3 or 
TreeTagger
5, a shallow parser such as SUPAR [3] and a Word 
Sense Disambiguation, WSD, algorithm [4] that is applied on 
WordNet/EuroWordNet, EWN). The second indexation is used 
for the IR tool that filters the quantity of text on which the QA 
process is applied (AliQAn uses the IR-n system [9]). 
With regard to the search phase, it is accomplished in three 
sequential modules: (1) Question Analysis (2) Selection of 
relevant passages (3) Extraction of the answer. Module 1 uses the 
same NLP tools as in the indexation phase (Maco+, SUPAR, 
WSD and EWN) with the aim of reaching a syntactic analysis of 
the question, and eliciting its Syntactic Blocks (SBs). These SBs 
are matched with a set of syntactic-semantic question patterns 
designed for the detection of the expected answer type and the 
identification of the main SBs of the question. The answer type is 
classified into a taxonomy based on WordNet Based-Types and 
EuroWordNet Top-Concepts. AliQAn’s taxonomy consists of the 
following categories: person, profession, group, object, place city, 
place country, place capital, place, abbreviation, event, numerical 
economic, numerical age, numerical measure, numerical period, 
numerical percentage, numerical quantity, temporal year, temporal 
month, temporal date and definition. Each taxonomy class stands 
for the type of information that the answer needs contain to be a 
candidate answer (e.g. for the “person” type, a proper noun will be 
required, or for the “temporal” type, a date will be required). The 
main SBs of the question are used in Module 2 in order to extract 
the passages
6 of text on which Module 3 will search for the 
answer. For example, the CLEF 2006 question “Which country 
did Iraq invade in 1990?” is matched by the pattern “[WHICH] 
[synonym of COUNTRY] [...]”, where the “place” answer-type is 
assigned, so a proper noun is required in the answer, with a 
semantic preference to the hyponyms of “country” in WordNet. 
Finally, the following SBs are used in Module 2: “[Iraq] [to 
invade] [in 1990]”, in order to select the most relevant passages 
between all the documents.  You can notice that the SB “country”  
is not used in Module 2 because it is not usual to find a country 
description in the form of “the country of Kuwait”. Module 3 also 
uses a set of syntactic-semantic answer patterns to search for the 
correct answer. For example, for the query “What is the brightest 
star visible in the universe?”, AliQAn extracts “Sirius” from the 
following sentence: “All stars shine but none do it like Sirius, the 
brightest star in the night sky”, although a complete matching is 
not reached between the SBs of the question and those of the 
sentence. 
 
Figure 3. AliQAn architecture. 
 
4.2. Experiment Results on the Last Minute 
Sales Scenario 
Our approach is applied on the previously developed Last Minute 
Sales scenario, where we obtain the domain ontology in Figure 2, 
and we merge it with WordNet (Steps 1 to 3 of our approach). 
Step 4 aims on the design of the new question pattern for the 
detection of the expected answer type and the identification of the 
main SBs of queries such as “What is the weather like in January 
of 2004 in El Prat?” or “What is the temperature in January of 
2004 in El Prat?”. In this case, the answer type implies that the 
AliQAn system is searching for a number lexical type followed by 
the unit-measure (ºC or F) and the precise date of the document; 
and the main SBs will be the date and the location entity 
(“January of 2004” and “El Prat”) because it is not usual that the 
noun phrases “weather” and “temperature” appears next to the 
temperature figures in a document. In this example, the SB “El 
Prat” is searched in the ontology obtained in Step 3, in which “El 
Prat” is tagged as an airport located in the city of Barcelona 
(Spain). These main SBs are used by the IR-n passage retrieval 
system for obtaining the set of the most relevant web pages for the 
terms in these SBs.   
Figure 4. Excerpt of a web page with the weather conditions in 
January 2004 in Barcelona. 
                  DW  
Table 1. The output
7 of Step 5 in our approach for the web page in Figure 4. 
Query  What is the weather like in January of 2004 in El Prat? 
Syntactic-morphologic analysis of the 
query 
What WP what <@VBC> is VBZBE be <@/VBC> 
<@NP,compl,comun,,> the DT the weather NN weather 
<@/NP,compl,comun,,>like IN like <@PP> in IN in 
<@NP,,date,,> January NP january <@/NP,,date,,> <@/PP> 
<@PP> of OF of <@NP,,numeral,,> 2004 CD 2004 <@PP> in IN 
in <@NP,,properNoun,,> El NP el Prat NP prat 
<@/NP,,properNoun,,> <@/PP> <@/NP,,numeral,,> <@/PP> ? 
SENT ? 
Question pattern  [WHAT] [to be] [synonym of weather | temperature] … 
Expected answer type  Number + [ºC | F] 
Main SBs passed to the IR-n passage 
retrieval system 
[January of 2004]  [El Prat]  [Barcelona] 
Passage returned by the IR-n system  Monday, January 31, 2004 
Barcelona Weather: Temperature 8º C around 46.4 F Clear skies today 
Syntactic-morphologic analysis of the 
passage 
<@NP,,day,,> Monday NP monday , , , <@NP,,date,,> January NP 
january 31 CD 31 , , , 2004 CD 2004 <@/NP,,date,,> 
<@/NP,,day,,> <@NP,subject,properNoun,,> Barcelona NP 
barcelona Weather NP weather <@/NP,subject,properNoun,,> : : : 
<@NP,subject,comun,,> Temperature NN temperature 
<@/NP,subject,comun,,> <@NP,subject,properNoun,,> 8 CD 8 º 
NN º C NP c <@PP> around IN around <@NP,,comun,,> 46.4 CD 
46.4 F NP f Clear NP clear skies NNS sky today NN today 
<@/NP,,comun,,> <@/PP> <@/NP,subject,properNoun 
Extracted answer  (8ºC – Monday, January 31, 2004 – Barcelona) 
 
In the AliQAn module for the extraction of the answer, the best 
precision in the extraction of temperatures and dates is obtained 
for the URL http://www.barcelona-tourist-
guide.com/en/weather/weather-janurary.html (an excerpt of this is 
presented in Figure 4), because temperatures (such as 8ºC or 46.4 
F) and dates (Monday, January 31, 2004) are clearly identified. 
Therefore, in Step 5, the following database is generated 
successfully and correctly (temperature – date – city – web page): 
(8ºC – Monday, January 31, 2004 – Barcelona – URL), (7ºC – 
Sunday, January 30, 2004 – Barcelona – URL), etc. This database 
will automatically feed the DW. All the previously described 
process is illustrated in Table 1 for the first passage in Figure 4. 
However, lower precision is obtained from web pages that contain 
tables, as the one shown in Figure 5, in which the task of 
associating the measure with its corresponding measure unit gets 
more difficult. In order to make the approach robust against 
errors, the web page is also added to the generated database, in 
this way, the user can select the more useful data for its analysis. 
 
Figure 5. Excerpt of a web page with weather conditions in 
table form. 
  
5. CONCLUSIONS AND FUTURE 
RESEARCH 
 
Nowadays, DWs play a decisive role in BI applications due to the 
fact that they can provide many years of historical information in 
an accurate way for the decision making process. This historical 
information could be structured (e.g. transactional databases) or 
unstructured (e.g. internal reports or emails).  
Traditionally, BI solutions have focused on structured data, but 
not enough attention has been paid to unstructured data. However, 
unstructured sources of data are becoming more and more 
important to empower the decision making process. Specifically, 
unstructured data comes from both inside the company (e.g. the 
reports or emails from the company personnel stored in the 
company intranet) and outside (e.g. the Webs of the company 
competitors). 
 Unfortunately, research in this direction has only dealt with the 
use of IR for handling unstructured data. The main drawback of 
these systems is that they do not analyze the meaning of the 
information in the documents, thus only returning documents that 
cannot directly feed BI applications. 
To overcome this situation, in this paper, we have proposed, to 
our best knowledge, the first model for the integration of DW and 
QA systems. This model overcomes previous approaches, since 
QA systems increase the precision of the results through a deeper 
understanding of the text and the results can be structured in a 
database (e.g. temperature – city – date) in order to be processed 
by a BI system. 
Our model also overcomes those approaches based on Information 
Extraction because this technology does not facilitate the 
processing of huge amounts of documents (e.g. the Web or a 
company Intranet). Moreover, it is limited to a set of predefined 
templates, whereas QA technology works as a typical IR tool, but 
improving its results as we have previously mentioned. 
Moreover, our proposed integration is accomplished by means of 
an ontology that depicts the benefits that this integration produces 
in both DW and QA technologies, unlike other previous 
approaches, which use ontologies only for communication and 
exchange of data. 
Our model is based on five steps that are accomplished in a semi-
automatic way, whose application is illustrated through the Last 
Minute Sales scenario in an airline company: “the analysis of the 
range of temperatures that increase the last minute flights to a city, 
in order to adjust the prices of these tickets”. This has been 
implemented and evaluated by using the QA system called 
AliQAn, with which we have participated in several CLEF 
competitions both in monolingual and cross-lingual tasks. AliQAn 
has successfully generated a structured database with the 
information (temperature – date – city – web page) that can be 
automatically processed by a BI system. 
As future projects, we will study the pre-processing of web pages 
in order to handle tables correctly (such as the table in Figure 5). 
Moreover, we will study how the different steps of our approach 
can be better automated, for example, how an initial query in the 
DW system can generate different queries in the QA system. 
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7. FOOTNOTES 
1  We have used the WordNet-Online version of WordNet. 
http://www.wordnet-online.com visited on 2
nd of November, 
2009. 
2  As “head”, we mean the main part of a syntactic phrase or 
compound, that is to say, the word that determines the syntactic 
type of the phrase of which it is a member. 
3 http://www.clef-campaign.org/ visited on 2
nd of November, 2009. 
4  http://garraf.epsevg.upc.es/freeling/demo.php visited on 2
nd of 
November, 2009. 
5  http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/ 
visited on 2
nd of November, 2009. 
6 Each passage is formed by a number of consecutive sentences in 
the document. In this case, the IR-n system (our passage retrieval 
tool) returns the most relevant passage formed by eight 
consecutive sentences. 
7 This output is explained in more detail in [20] and [2]. The 
following tags stands for the SBs: (NP, noun phrase), (PP, 
prepositional phrase), (VBC, verbal head); and each term in the 
passage is presented as Term_in_the_passage Lexical_type 
Lemma, where some of the lexical types are the following: (NP, 
proper noun), (NN/NNS, common noun), (CD, number), (IN/OF, 
preposition), (DT, determiner). 
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