Abstract. We prove higher differentiability of bounded local minimizers to some widely degenerate functionals, verifying superquadratic anisotropic growth conditions. In the two dimensional case, we prove that local minimizers to a model functional are locally Lipschitz continuous functions, without any restriction on the anisotropy.
1. Introduction 1.1. Overview. In this paper we continue to investigate differentiability properties of local minimizers of convex functionals, exhibiting wide degeneracies and an orthotropic structure. The model case of functional we want to study is given by For p 1 = · · · = p N , some results can be found in the recent papers [3] and [4] . We refer to the introduction of [4] for some motivations of this kind of functionals, arising from Optimal Transport problems with congestion effects.
Our scope is to generalize these results to the anisotropic case, i.e. to the case where at least one of the exponents p i is different from the others. These functionals pertain to the class of variational problems with non standard growth conditions, first introduced by Marcellini in [17, 18] .
Similar functionals have been considered in the past by the Russian school, see for example [12] and [29] . More recently, they have been considered by many authors also in western countries. Among others, we mention (in alphabetical order) Bildhauer, Fuchs and Zhong [1, 2] (where the terminology splitting-type integrals is used), Esposito, Leonetti and Mingione [7] , Leonetti [15] , Liskevich and Skrypnik [16] and Pagano [22] . However, we point out that the type of degeneracy admitted in (1.1) is heavier than those of the above mentioned references, due to the presence of the coefficients δ i ≥ 0 above.
We observe that local minimizers of the functional (1.1) are local weak solution of the degenerate elliptic equation
(|u x i | − δ i )
The particular case δ 1 = · · · = δ N = 0 and p 1 = · · · = p N = p corresponds to
which has been called pseudo p−Laplace equation in the recent literature. Here we prefer to use the terminology orthotropic p−Laplace equation, which seems more adapted and meaningful. for some C ≥ 1 and δ ≥ 0. We set
where V i (s) =ˆs 0 g i (τ ) dτ, i = 1, . . . , N.
• If = N − 1 and p, q satisfy Remark 1.2. The previous result is proved under the additional assumption u ∈ L ∞ loc (Ω). Indeed, since the appearing of the celebrated counterexamples by Marcellini [19] and Giaquinta [9] , it is well-known that local minimizers to this kind of functionals may be unbounded if p and q are too far apart (see also Hong's paper [11] ). Sharp conditions in order to get u ∈ L ∞ loc can be found in [8, Theorem 3.1] , see also the recent paper [6] . However, even in this case, our result is stronger than [5, Theorem 2] , since our conditions (1.2) are less restrictive for dimension N ∈ {2, 3, 4, 5}. In particular, we observe that for N ∈ {2, 3}, the first condition in (1.2) is always fulfilled. Thus in low dimension we have Sobolev regularity no matter how large q is, provided local minimizers are locally bounded.
In the model case (1.1), the result of Theorem 1.1 boils down to
In particular, for local weak solutions of the anisotropic orthotropic p−Laplace equation (i.e. for δ i = 0), we get
This is the analog of the well-known result |∇u|
loc (Ω), for local weak solution of the p−Laplace equation
in the case p ≥ 2 (see [28, Lemma 3.1] ).
We now restrict the discussion to the case of dimension N = 2 and consider for simplicity the model case presented at the beginning. We can prove the Lipschitz regularity of local minimizers. Namely, we obtain the following generalization of [3, Theorem A], the latter corresponding to the case p 1 = p 2 .
is a locally Lipschitz continuous function.
Remark 1.5 (Comparison with previous results, part II).
To the best of our knowledge, this result is new already in the simpler case of the functional
The only result of this type we are aware of is the pioneering one [29, Theorem 1] by Ural'tseva and Urdaletova. Though their result holds for every dimension N ≥ 2, this needs the additional assumptions p 1 ≥ 4 and p N < 2 p 1 . On the contrary, these restrictions are not needed in Theorem 1.4.
1.3. Some comments on the proofs. Let us spend some words on the proofs of our main results. As for Theorem 1.4, the proof is the same as that of [3, Theorem A] , up to some technical modifications. This is based on a trick introduced in [3] : this permits to obtain Caccioppoli inequalities for convex functions of the gradient ∇u, by combining the linearized equation and the Sobolev regularity of Theorem 1.1. One can then build an iterative scheme of reverse Hölder inequalities and obtain the desired result by performing a Moser's iteration. The trick is a twodimensional one and does not seem possible to extend it to higher dimensional cases. On the other hand, we show here that the limitation p 1 = p 2 is not needed and the same proof works for p 1 < p 2 as well.
On the contrary, the proof of Theorem 1.1 contains a crucial novelty, which permits to improve the range of validity of Sobolev regularity, compared to previous results based on similar proofs. In order to neatly explain this point, we briefly resume the strategy for proving Theorem 1.1 in the model case
with the exponents p 1 ≤ p 2 ≤ . . . p N which could all differ. The starting point of the proof is differentiating the relevant Euler-Lagrange equation in a discrete sense, i.e. we use the Nirenberg's method of incremental ratios. This is very classical and permits to estimate integrated finite differences of the type
by appealing to the monotonicity properties of the operator. The integrals (1.5) are estimated in terms of quantities like
This is a (possibly fractional) derivative of u in the j−th direction, but raised to the power competing to the i−th direction. In the case p 1 = · · · = p N = p ≥ 2, one can take t = 1 and conclude directly that
loc , thanks to the finite differences characterization of Sobolev spaces. On the contrary, the anisotropic case is subtler. We first observe that since by assumptions u x j ∈ L p j loc , when i ≤ j we could take again t = 1 in (1.5) and (1.6) and obtain full differentiability in these directions. For example, this is always the case if j = N , i.e. if we derive the equation in the x N direction, corresponding to the direction of maximal growth of the functional.
On the other hand, when j ≤ N − 1 we have to pay attention to the "bad directions", corresponding to terms (1.6) with i ≥ j + 1. Indeed, in this case we do not know that u x j ∈ L p i loc . Rather, we choose 0 < t < 1 (depending on the ratio p j /p i ) and we use a L ∞ -W 1,p j interpolation in order to control this term (it is here that the assumption u ∈ L ∞ loc comes into play). By proceeding in this way, we get for every i = 1, . . . , N (1.7)
V i is weakly differentiable of order
However, this is not the end of the story. Indeed, this information now entails that V i (and thus u x i ) enjoys better integrability properties, by fractional Sobolev embeddings. This in turn implies that we can re-initialize the previous scheme and exploit this new integrability in order to have a better control on (1.6). As a consequence, we can improve (1.7). The final outcome is thus obtained by a (finite) iteration of the scheme just described. Up to now, the proof is very similar to that of [5] . The main difference is in the way we exploit (1.7) in order to improve the integrability of V i . In a nutshell, what usually one does is to extrapolate from (1.7) the weaker isotropic information
loc (Ω), and then use the Sobolev embedding for usual fractional Sobolev-Slobodeckiȋ spaces. Then the algorithm runs as described above. Since in every direction we pass from p j /p N to p 1 /p N , each time p j > p 1 this gives rise to a loss of information which may be important.
In this paper, on the contrary, we take advantage of the full information contained in (1.7). The latter means that each V i is contained in an anisotropic Besov-Nikol'skiȋ space, where the anisotropy is now in the order of differentiability (we refer to Section 2.3 for the relevant definition). As one may expect, such a space has an improved Sobolev embedding, thus by proceeding in this alternative way the gain of integrability is strictly better at each step. This kind of anisotropic spaces and their embeddings seem to be completely overlooked or neglected by the recent literature on anisotropic problems, we refer to Nikol'skiȋ's monography [20] for a comprehensive treatment of the subject (an alternative approach can be also find in Triebel's book [24] ). We believe on the contrary this to be the natural setting for the problem and the natural tools to be exploited. These spaces are also briefly treated in the classical monography [14] by Kufner, John and Fučík (see Sections 2 and 4 of [14, Chapter 8] ). Remark 1.6 (Why two exponents only?). After the previous description of the method of proof for the general case of p 1 ≤ p 2 ≤ · · · ≤ p N , the reader may be perplexed to see that in Theorem 1.1 we confine ourselves to the case of only two different exponents p ≤ q. The reason is easy to explain: the iterative scheme described above quickly becomes fairly intricate, in the general case p 1 ≤ p 2 ≤ · · · ≤ p N . In particular, when one tries to perform the iteration, at each step many subcases should be discussed by making the proof very difficult to be written (and read). For this reason, we preferred to confine our discussion to the case of two exponents.
At the same time, we believe our approach to be interesting and promising. Thus we explicitely write down the iterative step in the general case of N exponents, without running the scheme up to the end, see Propositions 3.2 and 3.4 below. These are valid under the assumption u ∈ L ∞ loc (Ω) and without restrictions on the spreadness of the exponents, thus they can be used in the general case p 1 ≤ p 2 ≤ · · · ≤ p N to obtain partial higher differentiability results.
1.4. Plan of the paper. In Section 2 we fix the notations and we set the preliminaries results needed throughout the paper, particularly focusing on embedding theorems for anisotropic BesovNikol'skiȋ spaces. In Section 3 we present, in a general form, the details of the scheme for improving differentiability roughly described above. Sections 4 and 5 are devoted to the proofs of Theorem 1.1 and Theorem 1.4 respectively. Some useful technical inequalities are finally collected in the Appendix.
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Preliminaries
2.1. Notation. Given h ∈ R N \ {0}, for a measurable function ψ : R N → R we introduce the notation
We recall that for every pair of functions ϕ, ψ we have
We also use the notation
We indicate by {e 1 , . . . , e N } the canonical basis of R N .
be an open set, we define the anisotropic Sobolev spaces
We define the harmonic mean p of the exponents
then the associated Sobolev-type exponent is defined by
Finally, for 0 < t < 1 and 1 ≤ p < ∞ we denote by W t,p (R N ) the Sobolev-Slobodeckiȋ space, i. e.
Though we will not need this, we recall that W t,p (R) can be seen a particular instance of the larger class of Besov spaces.
2.2.
Embedding for anisotropic Sobolev spaces. We collect here a couple of embedding results that will be needed in the sequel. The first one is well-known 
1 This result is usually attributed to Troisi in the literature of western countries, see [26] . However, Trudinger in
[27] attributes the result for p = N to Nikol'skiȋ, whose paper [21] appeared before [26] . In any case, the methods of proof are different.
The next embedding result is stated in [13, Theorem 1] . We provide a proof for the reader's convenience.
Then for every E Ω we have
and
Proof. Let us fix two concentric balls B 0
for some universal constant C > 0. Let u ∈ W 1,p (Ω), then for every M > 0 we define
and finally take
Let us suppose for simplicity that p < N , by Theorem 2.1 we have
By using the properties of η, with simple manipulations we get
for a possibly different constant c > 0, still depending on N and p only. We now observe that by hypothesis (2.2) we have 1 < p i < p * , thus by interpolation in Lebesgue spaces
, where
Thus by Young inequality we get
, for every 0 < τ < 1. By choosing τ small enough and using the previous estimate in (2.3), we get
The previous holds for every 0 ≤ < R ≤ R 0 , from [10, Lemma 6.1] we obtain
In the previous inequality we also used that
If we now take the limit as M goes to +∞ in (2.4), we get the desired result.
Remark 2.3 (Optimality of assumptions)
. In general we can not take E = Ω or p N ≥ p * in the previous result, see [13] for a counter-example. On the contrary, the hypothesis p 1 > 1 can be easily removed and we can relax it to p 1 ≥ 1. We leave the verification of this fact to the reader.
, for p ≥ 1 and 0 < t ≤ 1 we define the quantities
, and there exists ψ 0 ∈ L p (R N ) such that
Proof. The first inequality in (2.7) is a plain consequence of triangle inequality and invariance by translations of L p norms. The second one can be proved by using a standard device, see [ If t = (t 1 , . . . , t N ) ∈ (0, 1] N , by following Nikol'skiȋ we define the corresponding anisotropic Besov-Nikol'skiȋ spaces as
< +∞ ,
see [20, pages 159-161] . We equip them with the norms
.
From now on we will always implicitly assume that t 1 ≤ t 2 ≤ · · · ≤ t N . Before going on, a couple of comments are in order.
Remark 2.5 (Comparison of the two spaces). By Lemma 2.4 we get that if 0
On the contrary, if t i = 1 for some i ∈ {1, . . . , N }, then
Moreover, we recall that if
Remark 2.6. In the isotropic case t 1 = · · · = t N = t with 0 < t < 1, we simply denote these spaces by N t,p
, are equivalent. Moreover, these in turn are equivalent to
The next very simple result asserts that N t,p ∞ (R N ) and B t,p ∞ (R N ) do not change, if in (2.5) and (2.6) the supremum is restricted to 0 < |h| < h 0 . The easy proof is left to the reader. Lemma 2.7. Let 0 < t ≤ 1 and ψ ∈ L p (R N ), then for every h 0 > 0 and every i = 1, . . . , N we have
The following interpolation-type result as well is straightforward.
In particular, we have the continuous embedding B t,p
We can suppose that the right-hand side of (2.8) is finite, otherwise there is nothing to prove. For every i = 1, . . . , N and 0 < |h| < h 0 , we have
. By taking the supremum over 0 < |h| < h 0 and using Lemma 2.7 , we obtain
If we now optimize in h 0 , we get the claimed inequality.
We need the following embedding property in standard Sobolev-Slobodeckiȋ spaces.
Lemma 2.9. Let t = (t 1 , . . . , t N ) ∈ (0, 1] N . Then we have the continuous embeddings
Proof. The first embedding follows from Remark 2.5. Then it is sufficient to combine Lemma 2.8 with the well-known embedding B
Finally, the following embedding result in Lebesgue spaces will be important. Theorem 2.10. Let 1 ≤ p ≤ N and let t = (t 1 , . . . , t N ) ∈ (0, 1] N be such that t 1 < 1. If we set
then we have the continuous embeddings
Proof. It is sufficient to prove the embedding for B t,p ∞ (R N ). We first observe that γ > N ≥ p, thus the condition on χ is well-posed. By [20, Chapter 6, Section 3] we have the embedding
where s = (s 1 , . . . , s N ) and q > p are such that
By Lemma 2.9 and Sobolev inequality for Sobolev-Slobodeckiȋ spaces (see for example [24, Theorem 1.73]), for every 0 < κ < s 1 = β t 1 we have
We now observe that we can take β > 0 arbitrarily close to 0. Since we have
this implies that the last exponent can be taken as close as desired to p γ/(γ − p) (observe that κ converges to 0 as β goes to 0). Remark 2.11. We observe that for the isotropic case t 1 = · · · = t N = t ∈ (0, 1] the exponent p γ/(γ − p) coincide with the usual Sobolev exponent N p/(N − t p) for the space W t,p (R N ) in the case t p < N .
We conclude this section by considering the localized versions of the spaces above. If Ω ⊂ R N is an open set, for h ∈ R N \ {0} we denote
Accordingly, we introduce the anisotropic Besov-Nikol'skiȋ spaces on Ω as
< +∞ , 
Proof. Let ψ ∈ N t,p ∞,loc (Ω) and let E Ω, we prove first that ψ ∈ B t,p ∞ (E). By triangle inequality
, where we used a simple change a variable and the inclusion E 2he i ⊂ E he i . By taking the supremum over h, we get the first conclusion.
Let ψ ∈ B t,p ∞,loc (Ω) and let E Ω, we prove that ψ ∈ L p χ (E). We set d = dist(E, ∂Ω) > 0, then there exist x 1 , . . . , x k ∈ E such that
It is sufficient to prove that ψ ∈ L p χ (B d/8 (x j )) for every j = 1, . . . , k. We fix one of these balls and omit to indicate the center x j for simplicity. We then take a standard cut-off function
indeed, by triangle inequality and (2.1) for every h = 0 such that |h| < d/8 we have
and the supremum of the latter over 0 < |h| < d/8 is finite, since B d/2 Ω by construction. By appealing to Lemma 2.7, we thus get ψ η ∈ B t,p ∞ (R N ). We can use Theorem 2.10 and get ψ η ∈ L p χ (R N ). Since η ≡ 1 on B d/8 , this gives the desired result.
A general scheme for improving differentiability
In this section we consider a slightly more general framework, with respect to that of Theorem 1.1. Namely, we consider a set of C 2 convex functions g i : R → R + such that
Remark 3.1. Let us point out the following simple inequality that will be used in what follows: for every a ≤ s ≤ b, we have
This follows with elementary manipulations, by exploiting (3.1). We leave the details to the reader.
We then consider u ∈ W 1,p loc (Ω) a local minimizer of
In particular, u solves
for every ϕ ∈ W 1,p 0 (Ω ) and every Ω Ω. For every i = 1, . . . , N , we define
Our aim is to prove that every V i enjoys some weak differentiability properties. We start with the following result.
Proposition 3.2 (Initial gain). Let
Then for every i = 1, . . . , N we have
Proof. We take B r 0 B R 0 Ω a pair of concentric balls centered at x 0 and set
Then we pick ϕ ∈ W 1,p 0 (B R ) that we extend it to zero on R N \ B R . For every 0 < |h| < h 0 we can insert the test function ϕ −he j (x) in (3.3). With a simple change of variables we get
By subtracting (3.3) and (3.4) and dividing by |h|, we thus get
We now make the following particular choice
where s j ∈ (−1, 1] will be chosen below and ζ is the standard cut-off function
Recalling the definition of V i , using (A.1) in the left-hand side and (A.2) (in combination with (3.2)) in the right-hand side, we obtain
If we use Hölder and Young inequalities in the right-hand side, we can absorb the higher-order term. Namely, since we have
where 0 < τ < 1, by choosing τ small enough, we thus get
By basic properties of differential quotients, we get for 0 < |h| < h 0
and similarlyˆB
This yields
We use again Hölder inequality in the first term in the right-hand side, so that
We now observe that with simple manipulations we have
, since for every 0 < |h| < h 0 we have B R + he j ⊂ B R 0 , by construction. Thus from (3.5) we obtain
The first term in the right-hand side is more delicate and we have to distinguish between two cases.
Case A: j = N . By hypothesis we have p i ≤ p N for every 1 ≤ i ≤ N . Thus we get
We can then choose s N = 1 so that (s N + 1)/2 = 1 as well. Then from (3.6) we get
Case B: 1 ≤ j ≤ N − 1. This in turn has to be divided in two sub-cases.
Case B.1: 1 ≤ i ≤ j. This is similar to Case A, since by hypothesis we have p i ≤ p j . Then for 0 < |h| < h 0 we simply havê
Here we should be more careful. The order of maximal differentiability t j = (s j + 1)/2 is determined here. We set t j = p j /p N as in the statement, we thus get
Since p j − t j p i ≥ 0, we further observe that for every 0 < |h| < h 0 we havê
By using the previous estimates in (3.6) we thus obtain
, 3 It is intended that the second term in the right-hand side is 0 for j = N .
for a constant C = C(N, p 1 , . . . , p N ) > 0. By taking the supremum over 0 < |h| < h 0 , summing over j = 1, . . . , N and recalling that ζ ≡ 1 on B r , we finally conclude that
< +∞, i = 1, . . . , N.
We now take E Ω such that d = dist(E, ∂Ω) > 0. There exist J ∈ N and x 1 , . . . , x J ∈ E such that
By observing that each set E he j is still covered by this family of balls, we thus obtain
By taking into account Remark 2.12, this gives
∞,loc (Ω), as desired.
By using Corollary 2.13, we also get the following higher integrability result. 
The next result shows that each time V 1 , . . . , V N gain integrability, then we can improve their differentiability as well.
Proposition 3.4 (Improvement of differentiability). Let us suppose
where the vector r = (r 1 , . . . , r N ) is given by
Proof. We first observe that the hypothesis on V i implies that u x i ∈ L p i χ loc (Ω), thanks to (3.1). Moreover, for j = N by Proposition 3.2 we already know that we have maximal differentiability, i.e. r N = 1.
Let us fix 1 ≤ j ≤ N − 1, we go back to (3.5) and we use Hölder inequality in the right-hand side for the terms i ≥ j + 1, with exponents
This gives
The first sum on the right-hand side is estimated as in Proposition 3.2. For the second one, we have to make two separate discussione, depending on whether
• χ is such that
• or χ is such that (3.10)
If we assume that (3.9) is satisfied, then we have as well
that is
Back to (3.8), we can choose s j = 1 and we simply havê
, thus with the usual manipulations we obtain
Let us now consider the case where (3.10) is verified. In this case, by using that u ∈ L ∞ loc , if we set
We observe that by construction
Then as before, we obtain for 0 < |h| < h 0 ,
Thus, from the previous estimate, we get V i ∈ N r,2 ∞,loc (Ω) by proceeding as in the final part of Proposition 3.2.
Again by Corollary 2.13, we also get the following. 
and r j is defined in (3.7).
Local Sobolev estimate in a particular case
We now specialize the discussion to the situation where we just have two growth exponents 2 ≤ p < q. Namely, let ∈ {1, 2, · · · , N − 1} and consider
as in the statement of Theorem 1.1.
Proof of Theorem 1.1. Let us set (4.1)
and observe that 0 < τ 0 < 1. We take {α k } an increasing sequence of positive numbers with
∞,loc (Ω), where
Moreover, if we set
loc (Ω) by Corollary 3.3. We now repeatedly apply Proposition 3.4 and Corollary 3.5: after k + 1 steps, we get V i ∈ N t k ,2 ∞,loc (Ω) where
We want to prove that under the standing assumptions (1.2) or (
By using the relations (4.2), this is the same as
Until this does not occur, we thus have that {t k } k∈N coincides with the recursive sequence defined by
where the function t → b(t) is defined by
We observe that, for any ∈ {1, 2, · · · , N − 1}, b(t) is an increasing function on its domain and it is positive for t in the interval (0, N − 1)
4 . In order to obtain (4.3) and conclude the proof, we consider two possibilities for the sequence (4.4):
Alternative I) either there exists k 0 such that t k 0 ≥ N − 1;
If Alternative I) occurs the proof ends, since we automatically get (4.3) and we can stop the process at t k 0 .
In Alternative II), using the monotone behaviour of b and {α k } k∈N , we get that {t k } k∈N is an increasing sequence, thus it admits a limit L with
In order to obtain (4.3) and conclude the proof, it would be sufficient to show that L > 1. By recalling that {α k } k∈N converges to 1 by construction, the possible limits L of {t k } k∈N can be found among the solutions of the equation
. Case = N − 2 In this case (which can happen only for N ≥ 3), the equation (4.6) is linear and we immediately get
This implies that if N − 2 ≤ p we are indeed in Alternative I), since we violate 5 (4.5). If on the other hand N − 2 > p, then L > 1 thanks to hypothesis (1.3).
Case 1 ≤ ≤ N − 3 Observe that this can happen only for N ≥ 4. From (4.6) we get that the possible limits of t k are determined by the roots of the polynomial:
By a simple computation, we see that P has real roots L 1 ≤ L 2 if and only if
Since ≤ N − 3 the previous condition is always satisfied (with strict inequality sign, indeed). We have
If we observe that P (p/q) = −p 2 /q < 0, we thus get
Since {t k } k∈N is increasing and t 0 = p/q, this implies
We now observe that we have
and we are done.
This case is subtler. Let us start by looking at the subcase p ≥ N − 1.
Case p ≥ N − 1. We first recall that
Then observe that the function (recall the definition (4.1) of τ 0 )
is such that
Since we are supposing p ≥ N − 1, the choice of τ 0 entails
This implies that if p ≥ N − 1, then ϕ is strictly increasing on [p/q, N − 1). By recalling that α k > τ 0 > τ 2 0 and t 0 = p/q we get
thus the sequence can not converge to a finite value. This means that in this case we are indeed in Alternative I) and thus we are done. Observe in particular that since by assumption p ≥ 2, the previous discussion implies that for N = 2 and N = 3 we finished the proof.
Case 2 ≤ p < N − 1 and N ≥ 4. Again, the possible limits of {t k } n∈N are given by the roots of the polynomial P defined in (4.7). We first observe that condition (4.8) now reads
When this is fulfilled, P admits real roots. We can thus observe that if p and q satisfy the third block of assumptions in (1.2), P has not real roots which implies that in this case we are in the situation I) and the proof is over.
We assume that (4.9) is verified. In this case we have
We still have P (p/q) < 0, so that
and thus the second alternative in (4.10) is ruled out. We compute L 1 , this is given by
Observe that
A necessary condition for this to happen is that
When these conditions are in force, then we obtain
which is the same as
By recalling that we are in the case p < N − 1 and we are assuming (1.2) and (4.9), we need to consider the two possibilities:
In case A), the second set of assumptions in (1.2) implies that (4.11) is verified and thus we are done. Observe that the bound
is compatible with p ≤ N − 3 and (4.9), since for p ≤ N − 2 we have
and the latter is strictly greater than N − 3.
In case B), in order to verify (4.11) we would need
Thus the condition becomes
which is again covered by our assumptions (1.2). This concludes the proof.
Local Lipschitz estimate in dimension two
5.1. Proof of Theorem 1.4. We now restrict the discussion to the case of dimension N = 2 and consider the model case
We can suppose that p 1 < p 2 , since for p 1 = p 2 the result has already proved in [3] . Under the standing assumption, we take U ∈ W 1,p loc (Ω) to be a local minimizer. Then we proceed as in [3] . We take Ω Ω and set d = dist(Ω , ∂Ω). Since Ω can be covered by a finite number of balls centered at Ω and with radius r 0 ≤ d/100, it is sufficient to show that
where B r 0 (x 0 ) is one of these balls. To this aim, we set B = B 4 r 0 (x 0 ) and solve the regularized problem for 0 < ε 1
• the regularized functional F ε is defined by
• the functions g i,ε are given by
• U ε and f ε are regularizations of U and f .
By [3, Theorem 2.4], we know that (5.1) admits a unique solution u ε , which is smooth by proceeding as in [3, Lemma 2.8] . In order to conclude, it is sufficient to prove the uniform estimate
with C > 0 independent of ε and depending only on
. This is proved in the next subsection. As in [3] (to which we refer for the missing details), this gives the estimate on ∇U and thus the conclusion.
5.2. Uniform Lipschitz estimate. The proof of (5.2) is the same as that of [3, Proposition 4.1], up to a couple of crucial modifications needed. We give the details of the latter and sketch the rest of the proof, by referring the reader to [3] . For notational simplicity, we write u in place of u ε . We introduce the quantity
then in what follows we set
First of all, we need the following Caccioppoli-type inequality. The proof is a slight variation of [3, Lemma 3.6 & Corollary 3.7], we omit it.
Lemma 5.1. There exists a constant C = C(p 1 , p 2 ) > 0 such that for every s ≥ 0, every Lipschitz function η with compact support in B and j = 1, 2, we havê
We can now start the proof of the estimate (5.2) for the gradient of u. We may consider the case of the first component u x 1 only, the other one being similar. With standard manipulations, from (5.3) we getˆ
with C = C(p 1 , p 2 ) > 0, where we used that δ ≥ 1. In order to reconstruct the full gradient
on the left-hand side, we observe that
Then if we fix 1 < q < 2, by Hölder's inequality with exponents 2/q and 2/(2 − q), we have
By using the same manipulations as in [3] , we thus get
with C = C(p 1 , p 2 ) > 0. We assume for simplicity that all the balls are centered at the origin. We then fix the radius r 0 > 0 as above and define
For r 0 < r < R < R 1 , we take η ∈ W 1,∞ 0 (B R ) to be the standard cut-off function
By multiplying (5.4) and (5.5) we get
Then we apply the anisotropic Sobolev inequality of Theorem 2.1 to the compactly supported function W The exponents q and q * are given by q = 4 q 2 + q and q * = 4 q 2 − q , the constant T q only depends on q and it degenerates to 0 as q goes to 2. The idea is to use the previous fundamental estimate (5.6) to produce an iterative scheme of reverse Hölder inequalities on shrinking balls. Then we perform a Moser's iteration in order to conclude. We need to estimate the terms appearing in the right-hand side of (5.6). The crucial difference with respect to [3] is in the first term on the right-hand side of (5.6), i.e. By using this observation, we thus obtain
with L i = L i (p i , δ) > 0. We can now invoke (1.4), in order to bound uniformly the last term. It is only left to observe that the bound in (1.4) also depends on the local L ∞ norm of u ε . This can be uniformly bounded by appealing to [8, Theorem 3.1] , proving the claim. We now come back to estimate the quantities in (5.7). Let us recall that, since we are in dimension N = 2, we have the continuous embedding W 1,2 (B R 1 ) → L ϑ (B R 1 ) for every 1 ≤ ϑ < +∞. Then by Hölder's inequality and Sobolev-Poincaré inequality, exactly as in [3] we get By using these estimates in (5.6) and proceeding as in [3] , for s ≥ 0. This is an iterative scheme of reverse Hölder inequalities, we can now iterate infinitely many times this estimate, as in [3] .
Appendix A. Pointwise inequalities Lemma A.1. Let g : R → R + be a C 1,1 convex function. Let us set
For every a, b ∈ R we have
Proof. Without loss of generality, we can assume that a ≥ b. Indeed, g (a) − g (b) and a − b have the same sign, thanks to the monotonicity of g . For a = b there is nothing to prove, so we take a > b. By using Jensen inequality, we have Proof. For ε > 0, let us consider the function g ε (t) = g(t) + ε t 2 . We set
then we observe that this is a strictly increasing function, thus invertible. Finally, we define F ε (t) = g ε V −1 ε (t) , which is an increasing function. Indeed, we have By taking the limit as ε goes to 0, we get the desired conclusion. 
