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SPLITTING WITH CONTINUOUS CONTROL IN ALGEBRAIC
K-THEORY
DAVID ROSENTHAL
Abstract. In this work, the continuously controlled assembly map in alge-
braic K-theory, as developed by Carlsson and Pedersen, is proved to be a split
injection for groups Γ that satisfy certain geometric conditions. The group
Γ is allowed to have torsion, generalizing a result of Carlsson and Pedersen.
Combining this with a result of John Moody, K0(kΓ) is proved to be isomor-
phic to the colimit of K0(kH) over the finite subgroups H of Γ, when Γ is a
virtually polycyclic group and k is a field of characteristic zero.
1. Introduction
The algebraic K-theory groups Kn(RΓ) contain geometric information about
manifolds with fundamental group Γ. One way to explore these groups is to study
an assembly map that relates the algebraic K-theory of the group ring RΓ to the
homology of Γ. This is formulated as a map from a generalized homology theory
evaluated on the universal space for a chosen family of subgroups of Γ, to the
algebraic K-theory of RΓ. The goal here is to show that for the family of finite
subgroups, the assembly map is a split injection for groups whose universal space
satisfies certain geometric conditions. There are many ways to build assembly maps.
The following theorem is proved in this paper using the continuously controlled
model developed by Carlsson and Pedersen [8].
Theorem (Theorem 6.1). Let Γ be a discrete group, and let E = EΓ(f) be the uni-
versal space for Γ-actions with finite isotropy, where f denotes the family of finite
subgroups of Γ. Assume that E is a finite Γ-CW complex admitting a compactifica-
tion, X, (i.e., X is compact and E is an open dense subset) such that
1. the Γ-action extends to X;
2. X is metrizable;
3. XG is contractible for every G ∈ f;
4. EG is dense in XG for every G ∈ f;
5. compact subsets of E become small near Y = X − E. That is, for every
compact subset K ⊂ E and for every neighborhood U ⊂ X of y ∈ Y , there
exists a neighborhood V ⊂ X of y such that g ∈ Γ and gK ∩ V 6= ∅ implies
gK ⊂ U .
Then HΓ∗ (E ;K
−∞(RΓx))→ K∗(RΓ) is split injective for every ring R.
If Γ is torsion-free, then EΓ(f) = EΓ, and Theorem 6.1 is [8, Theorem A].
In [10], Davis-Lu¨ck provide a different formulation of the assembly map. However,
in recent work of Hambleton-Pedersen [14], it is shown that the Davis-Lu¨ck version
is homotopy equivalent to the continuously controlled version. The continuously
controlled model of the assembly map that is used in [14] is actually different from
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the one presented here. However, they too are homotopy equivalent. The benefit of
using the version from [8] is that it realizes the assembly map as a map of fixed sets.
This admits the possibility of proving that it induces a split injection on homotopy
groups with the use of homotopy fixed sets. Specifically we construct an equivariant
map of spectra S → T , as in [8], such that the induced map, π∗(S
Γ)→ π∗(T
Γ), is
HΓ∗ (E ;K
−∞(RΓx))→ K∗(RΓ). Then the diagram
SΓ
g

f // T Γ

ShfΓ
h // T hfΓ
is examined, where ShfΓ denotes the set of all Γ-equivariant maps from EΓ(f) to S.
The diagram is induced by the Γ-equivariant map, EΓ(f) → •. If π∗(g) and π∗(h)
are shown to be isomorphisms, then π∗(f) is a split injection. That is, there is a
homomorphism φ : π∗(T
Γ) → π∗(SΓ) such that φ ◦ π∗(f) = 1π∗(SΓ). This would
imply that π∗(S
Γ) is a direct summand of π∗(T
Γ) ∼= K∗(RΓ).
A result of Wilking [29, Theorem 3] shows that virtually polycyclic groups sat-
isfy the conditions of Theorem 6.1, since their universal space can be chosen to be
some Euclidean n-space. The desired compactification is then obtained by com-
pactifying the space with an (n − 1)-sphere at infinity. Therefore the assembly
map described above is a split injection for virtually polycyclic groups. In this
case the assembly map in dimension zero can be identified with the induction map,
colimH∈fK0(kH) → K0(kΓ), where k is a field of characteristic zero (Proposi-
tion 9.2). A theorem of Moody [21, Theorem 1] shows that this map is a surjection.
This yields the following corollary.
Corollary (Corollary 9.4). Let Γ be a virtually polycyclic group and k a field of
characteristic zero. Then the induction map
colim
H∈f
K0(kH)→ K0(kΓ)
is an isomorphism.
Sections 2 and 3 contain the material from continuously controlled algebra re-
quired for the proof of Theorem 6.1. In particular, Section 3 connects continuosly
controlled algebra to two functors that give rise to two generalized homology theo-
ries, one of which is a generalized reduced Steenrod homology theory. For a more
thorough treatment of the theory of continuously controlled algebra the reader is
encouraged to read [8]. The homotopy theory necessary to use the generalized fixed
sets and the diagram described above is provided in Section 4. Lemma 4.1 in this
section makes it clear that in order to prove that the map h in the above diagram
is a weak homotopy equivalence, it will be necessary to work with finite groups. It
turns out that it will also be necessary to show that the reduced Steenrod homology
(built in Section 3) of the quotient of a contractible compact metrizable space by
a finite group is trivial. This is proved in Section 5, making use of the Conner
Conjecture.
In Sections 6 and 7, Theorem 6.1 is proved. Section 6 contains a proof that
the map g in the above diagram is a weak homotopy equivalence. The proof is
adapted from [8]. In Section 7, the most difficult step in the proof of Theorem 6.1
is handled. Here the map h in the above diagram is proved to be a weak homotopy
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equivalence using a filtration of the space X by conjugacy classes of fixed sets. In
Section 8 a spectral sequence from the work of Davis-Lu¨ck [10] is developed. This
is then used in Section 9 to show that Theorem 6.1 can be combined with Moody’s
result to prove Corollary 9.4. Some of the results in the paper are taken from the
author’s doctoral dissertation [27].
I would like to thank my thesis supervisor, Erik K. Pedersen, for all of his advice
and positive energy. I want to thank Jim Davis for suggesting Corollary 9.4 and for
pointing me in the right direction. I would also like to thank Ian Hambleton and
Andrew Nicas for many useful conversations during the preparation of this paper,
in particular with the material in Sections 8 and 9.
2. Continuously Controlled Algebra
Let Γ be a discrete group acting on a topological space E with finite isotropy,
and let R be a ring with unit. The free R-module generated by E×Γ×N is denoted
R[E×Γ]∞. If A is a submodule of R[E×Γ]∞, denote A∩R[x×Γ]∞ by Ax, where
x ∈ E.
Define the small additive category B(E;R) to have as objects submodules of
R[E × Γ]∞, A, where
(i) A =
⊕
x∈E Ax;
(ii) Ax is a finitely generated free R-module with basis contained in {x} × N;
(iii) {x ∈ E |Ax 6= 0} is locally finite in E.
Morphisms are all R-module morphisms. Given a morphism φ : A → B, and two
points x, y ∈ E, we denote the component of φ from Ax to By to be φxy . Thus, φ is
determined by, and determines a collection of R-homomorphisms, {φxy : Ax → By}.
The diagonal action of Γ on E × Γ provides a Γ-action on R[E × Γ]∞. This
induces a Γ-action on B(E;R) such that the fixed category B(E;R)Γ, has those
objects, A, in B(E;R), that satisfy the conditions
1. Aγx ∼= Ax for every γ ∈ Γ, and
2. Ax is a finitely generated free RΓx-module.
This implies that
⊕
x′∈[x]Ax′ is a finitely generated free RΓ-module, where [x] =
{γx | γ ∈ Γ}. The morphisms in B(E;R)Γ are those morphisms, φ, in B(E;R) that
are Γ-equivariant, i.e., γφxyγ
−1 = φγxγy for all γ ∈ Γ and all x, y ∈ E.
This definition of B(E;R) differs from the one given in [8]. Here objects come
equipped with a basis, but this does not affect the K-theory. Objects are required
to have a basis in E × Γ× N so that those that are in the fixed category have the
properties listed above which are needed to handle groups with torsion. Crossing
with Γ is also required in order to do this. In [8], objects are submodules of R[E]∞
instead of R[E × Γ]∞. The Γ-actions on these two R-modules induce different
actions on B(E;R), thus producing slightly different fixed categories. However, if
Γ is a torsion free group, as in [8], the two fixed categories agree (modulo the basis
requirement). Furthermore, it is easy to see that the results from [8, Section 1] hold
with the definition used here.
Let us recall some categorical terminology. Two functors, F and G, between
categories A and B, are naturally equivalent if there is a natural transformation
from F to G that is an isomorphism for every object in A. Categories A and B
are equivalent if there are functors, F : A → B and G : B → A, such that FG
is naturally equivalent to 1B and GF is naturally equivalent to 1A. Two additive
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categories are isomorphic when they are equivalent by functors that give a one-one
correspondence between objects. The symbol = is used to denote an isomorphism
that is the identity on objects.
Let X be a topological space, Y a closed subspace of X , and E = X − Y .
Definition 2.1. A morphism, φ : A → B in B(E;R) is continuously controlled at
y ∈ Y if for every neighborhood U ⊆ X of y, there exists a neighborhood V ⊆ X
of y such that φab = 0 and φ
b
a = 0 whenever a ∈ V and b /∈ U .
The category B(X,Y ;R) has the same objects as B(E;R), but the morphisms
are required to be continuously controlled at every point in Y .
We require several categories related to B(X,Y ;R). Let W be an open subset
of Y , C a closed subset of Y , T an open subset of X , K a topological space, and
p : T → K a function that is continuous on Y ∩ T .
Definition 2.2. A morphism φ : A → B in B(E;R) is said to be p-controlled at
y ∈ Y ∩T , if for every neighborhood U ⊆ K of p(y), there is a neighborhood V ⊆ X
of y such that φab = 0 and φ
b
a = 0 whenever a ∈ V and b /∈ p
−1(U).
The category B(X,Y, p;R) has the same objects as B(E;R), but the morphisms
are required to be continuously controlled at all points of Y − T and p-controlled
at all points of Y ∩ T . There are only two categories of this type that we will
use: B(CX,CY ∪X, pX ;R) and B(ΣX,ΣY, pX;R), where CX denotes the cone of
X , ΣX denotes the unreduced suspension of X , and pX : X × (0, 1) → X is the
projection map.
The category B(X,Y ;R)W has the same objects as B(X,Y ;R), but morphisms
are identified if they agree in a neighborhood of W . Specifically, φ, ψ : A → B
are identified if there is a neighborhood U ⊆ X of W so that a ∈ U or b ∈ U
implies that φab = ψ
a
b . Similarly, the category B(X,Y, p;R)
W has the same objects
as B(X,Y, p;R), but morphisms are identified if they agree on a neighborhood of
W . We will refer to B(X,Y ;R)W as a germ category.
Definition 2.3. The support at infinity of an object A in B(X,Y ;R), denoted
supp∞(A), is the set of limit points of {x |Ax 6= 0}.
The category B(X,Y ;R)C is the full subcategory of B(X,Y ;R) on objects, A,
with supp∞(A) ⊆ C. Similarly, B(X,Y ;R)WC , B(X,Y, p;R)C, and B(X,Y, p;R)
W
C
are full subcategories of B(X,Y ;R)W , B(X,Y, p;R), and B(X,Y, p;R)W respec-
tively.
Definition 2.4. A function f : (X,Y )→ (X ′, Y ′) is eventually continuous if
(i) for every compact K ⊂ X ′ − Y ′, f−1(K) has compact closure in X − Y ;
(ii) f(X − Y ) ⊂ X ′ − Y ′;
(iii) f is continuous on Y .
Proposition 2.5. [8, Proposition 1.16] An eventually continuous map f : (X,Y )→
(X ′, Y ′) induces a functor f♯ : B(X,Y ;R) → B(X ′, Y ′;R), defined as follows. An
object A = {Ax} is sent to f♯A, where (f♯A)x′ =
⊕
x∈f−1(x′)Ax, and morphisms
are induced by the identity. If f sends Y −W to Y ′ −W ′, then f also induces a
functor f♯ : B(X,Y ;R)W → B(X ′, Y ′;R)W
′
.
Proposition 2.6. [8, Proposition 1.18] If f1, f2 : (X,Y ) → (X ′, Y ′) are eventu-
ally continuous maps and f1|Y = f2|Y , then f1♯ and f2♯ are naturally equivalent
functors.
SPLITTING WITH CONTINUOUS CONTROL IN ALGEBRAIC K-THEORY 5
The next two lemmas build up to Lemma 2.9 which will be used in Section 7.
Lemma 2.7. Let X ′ be a compact metrizable space, let Y ′ be a closed nowhere
dense subset of X ′, and let Z ′ be a closed subset of X ′ such that Z ′ − Y ′ = Z ′.
Then B(X ′, Y ′;R)Z′∩Y ′ ∼= B(Z ′, Z ′ ∩ Y ′;R).
Proof. Let x ∈ X ′ − (Z ′ ∪ Y ′) be given. Choose yx ∈ Z
′ ∩ Y ′ so that d(x, yx) =
d(x, Z ′ ∩ Y ′). Since Z ′ − Y ′ is dense in Z ′, we can choose zx ∈ Z ′ − Y ′ so that
d(zx, yx) ≤ d(x, Z ′ ∩ Y ′). Define f : (X ′, Y ′)→ (X ′, Y ′) by
f(x) =
{
zx if x ∈ X ′ − (Z ′ ∪ Y ′)
x if x ∈ Z ′ ∪ Y ′
Although f is not eventually continuous, it is sufficient to induce a functor f♯
from the category B(X ′, Y ′;R)Z′∩Y ′ to the category B(Z ′, Z ′ ∩ Y ′;R), defined as
in Proposition 2.5. Furthermore, Proposition 2.6 will apply, ensuring that f is an
inverse of the inclusion functor up to natural equivalence.
We need to show that, given an object A and a morphism φ in B(X ′, Y ′;R)Z′∩Y ′ ,
(f♯A)z is a finitely generated R-module, f♯A has the local finiteness property, and
that f♯φ is continuously controlled. Although f is not continuous on all of Y
′, it
is continuous at Z ′ ∩ Y ′. Since objects are zero in a neighborhood of Y ′ − Z ′, this
is enough to make f♯φ continuously controlled. (See the proof of Proposition 2.5.)
The remaining two statements will be proved once we show that the inverse image
under f of a compact set in Z ′ − Y ′ contains only finitely many points over which
an object is non-zero.
Given z ∈ Z ′−Y ′ and 0 < d < d(z, Y ′), x ∈ f−1(Bd(z)) implies d(x, Z ′∩Y ′) > 0.
To see why, note that d(zx, z) ≤ d and d(zx, yx) ≤ d(x, yx). Therefore
d(z, Y ′) ≤ d(z, yx) ≤ d(z, zx) + d(zx, yx) ≤ d+ d(x, yx) = d+ d(x, Z
′ ∩ Y ′).
Hence, 0 < d(z, Y ′) − d ≤ d(x, Z ′ ∩ Y ′). This implies that f−1(Bd(z)) ⊆ X ′ −
U , where U = {x ∈ X ′ | d(x, Z ′ ∩ Y ′) < d(z, Y ′) − d}. Given an object A in
B(X ′, Y ′;R)Z′∩Y ′ , there is a neighborhood V of Y ′−Z ′ on which A is zero. There-
fore, {
x ∈ f−1(Bd(z))
∣∣Ax 6= 0} ⊂ (X ′ − U) ∩ (X ′ − V ).
Since (X ′−U)∩(X ′−V ) is a compact subset of X ′−Y ′,
{
x ∈ f−1(Bd(z))
∣∣Ax 6= 0}
is finite. Since f |Y ′ = 1Y ′ , the prrof is complete. 
Lemma 2.8. Let G be a finite group acting on a compact metrizable space X ′, let
Y ′ be a closed, G-invariant, nowhere dense subset of X ′, and let Z ′ be a closed,
G-invariant subset of X ′ such that Z ′ − Y ′ = Z ′. Then B(X ′, Y ′;R)GZ′∩Y ′
∼=
B(Z ′, Z ′ ∩ Y ′;R)G.
Proof. We need to generalize the function f described in the proof of Lemma 2.7.
Choose xi ∈ X ′ − (Y ′ − Z ′) so that
⊔
Gxi = X
′ − (Y ′ − Z ′). For each i, choose
an orbit Gyi in Z
′ ∩ Y ′ such that d(Gxi, Gyi) = d(Gxi, Z ′ ∩ Y ′). Since Z ′ − Y ′ is
dense in Z ′, choose an orbit Gzi in Z
′ − Y ′ such that d(Gzi, Gyi) ≤ d(Gxi, Gyi).
Define f ′(xi) = zi, and f
′(x) = x if x ∈ Y ′ ∪ Z ′. (Note that f ′ is not defined
on all of X ′.) Recall that an object A in the the fixed category has the property
that Ax ∼= Agx as R-modules for every g ∈ G, and that AGx =
⊕
x′∈GxAx′ is an
RG-module. So define the object f ′♯A as follows. (f
′
♯A)z is the free RGz-module
of rank equal to
∑
x∈(f ′)−1(z) rankRG(AGx). As with eventually continuous maps,
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the morphism assignments here are induced by the identity. This gives well-defined
morphisms since morphisms in the fixed category are equivariant.
Notice that if we restrict f in the proof of Lemma 2.7 to {xi} ∪ Y ′ ∪ Z ′, we
get f ′. Since G is finite, we can assume without loss of generality that it acts
on X ′ by isometries. This implies d(z, Y ′) = d(gz, Y ′) for every g ∈ G, since Y ′
is a G-invariant subspace. Therefore the proof of Lemma 2.7 tells us that f ′♯A
has the finiteness properties required of objects. Furthermore, as in Lemma 2.7,
morphisms are continuously controlled by a proof similar to the one given for the
case of eventually continuous maps in Proposition 2.5. 
Lemma 2.9. Let G be a finite group acting on a compact metrizable space X,
let Y be a closed, G-invariant, nowhere dense subset of X, and let Z be a closed,
G-invariant subset of X such that Z − Y = Z. Then
1. B(CX,CY ∪X, pX ;R)GC(Z∩Y )∪Z
∼= B(CZ,C(Z ∩ Y ) ∪ Z, pZ ;R)G;
2. B(ΣX,ΣY, pX ;R)GΣZ
∼= B(ΣZ,Σ(Z ∩ Y ), pZ ;R)G.
Proof. Notice that the first statement is essentially the same as Lemma 2.8, taking
X ′ = CX , Y ′ = CY ∪ X , and Z ′ = CZ. The only difference is that we are
working with morphisms that are pX -controlled along Y × (0, 1) instead of ones
that are continuously controlled along Y × (0, 1). Therefore we need only show that
a morphism in the image of the functor described in Lemma 2.8 is pZ-controlled,
where pZ = pX |(Z∩Y )×(0,1). Specifically, we need to show that given a point (y, t) ∈
(Z ∩ Y )× (0, 1) and a neighborhood U ⊆ Z of y, there is a neighborhood V ⊆ CZ
of (y, t), such that (f ′♯φ)
a
b = 0 and (f
′
♯φ)
b
a = 0 if a ∈ V and b /∈ U × (0, 1). It suffices
to prove it when U = Bǫ(y, t) ⊆ Z for all ǫ > 0. As in the proof of Proposition 2.5,
we do this by contradiction.
Suppose that there is an ǫ > 0 and sequences (a′n), (b
′
n), such that for each n,
a′n /∈ Bǫ(y, t) × (0, 1), (b
′
n) converges to (y, t) and (f
′
♯φ)
a′n
b′n
6= 0. For each n, there
exists an and bn such that the RΓ-module over Gan is sent to Ga
′
n, the RΓ-module
over Gbn is sent to Gb
′
n, and φ
an
bn
6= 0. Since X is compact Hausdorff, (bn) has a
convergent subsequence (bk) that converges to some point b. The local finiteness
condition on objects implies b ∈ C(Z ∩ Y ) ∪ Z. By the definition of our functor,
this implies that d(Gb′n, Gbn) converges to zero. Hence b = (y, t). The definition of
the functor also implies d(ak, (y, t)) ≥ ǫ for every k. This means that ak is outside
of Bǫ(y, t) × (0, 1) ⊆ CX for every k. But that contradicts the pX -control of φ.
This completes the proof of the first part of this lemma. The second part is proved
precisely the same way, replacing cones with suspensions. 
3. Homology and Continuously Controlled Algebra
In [17], Karoubi introduced the notion of an A-filtered additive category U .
Definition 3.1. Let A be a full subcategory of an additive category U . Denote
the objects of A by the letters A through F and the objects of U by the letters
U through W . Then U is said to be A-filtered if every object U has a family of
decompositions {U = Eα ⊕ Uα}, where
(i) the decomposition forms a filtered poset under the partial order in which
Eα ⊕ Uα ≤ Eβ ⊕ Uβ whenever Uβ ⊆ Uα and Eα ⊆ Eβ ;
(ii) every map A→ U factors through Eα for some α;
(iii) every map U → A factors through Eα for some α;
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(iv) for each U and V , the filtration on U ⊕ V is equivalent to the sum of
the filtrations {U = Eα ⊕ Uα} and {V = Fβ ⊕ Vβ}; that is, {U ⊕ V =
(Eα ⊕ Fβ)⊕ (Uα ⊕ Vβ)}.
Karoubi also defined U/A to be the category with the same objects as U , but
morphisms φ, ψ : U → V are identified if φ− ψ factors through A.
Let A be a small additive category. Let K−∞(A) denote the non-connective K-
theory spectrum associated with the symmetric monoidal category obtained from
A by restricting to isomorphisms. Then K−∞ is a functor from the category of
small additive categories to the category of spectra. Ca´rdenas and Pedersen give a
detailed description of this functor in [5].
Karoubi filtrations become the main tool in the theory of continuously controlled
algebra via Theorem 3.2 below. A proof of it can also be found in [5].
Theorem 3.2. [8, Theorem 1.28] The sequence
K
−∞(A)→ K−∞(U)→ K−∞(U/A)
is a homotopy fibration of spectra.
Lemma 3.3. Let Γ be a group acting on a compact Hausdorff space X, let Y be
a closed Γ-invariant subspace such that X − Y is dense in X, let C be a closed
Γ-invariant subspace of Y , and let W an open Γ-invariant subset of Y containing
C. Then
1. B(X,Y ;R)Γ is B(X,Y ;R)ΓC-filtered;
2. B(X,Y ;R)Γ/B(X,Y ;R)ΓC = (B(X,Y ;R)
Y−C)Γ;
3. (B(X,Y ;R)W )Γ is (B(X,Y ;R)WC )
Γ-filtered;
4. (B(X,Y ;R)W )Γ/(B(X,Y ;R)WC )
Γ = (B(X,Y ;R)W−C)Γ.
Proof. This follows immediately from the definitions. 
Corollary 3.4. Under the conditions of Lemma 3.3, the following sequences are
fibrations of spectra up to homotopy:
1. K−∞(B(X,Y ;R)C)Γ → K−∞(B(X,Y ;R))Γ → K−∞(B(X,Y ;R)Y−C)Γ
2. K−∞(B(X,Y ;R)WC )
Γ → K−∞(B(X,Y ;R)W )Γ → K−∞(B(X,Y ;R)W−C)Γ.
Proof. This follows from Lemma 3.3 and Theorem 3.2 since taking fixed sets com-
mutes with applying K−∞. 
Definition 3.5. A reduced Steenrod homology theory, h, is a functor from the
category of compact metrizable spaces and continuous maps to the category of
graded abelian groups satisfying
(i) h is homotopy invariant;
(ii) h(•) = 0;
(iii) given any closed subset A of X , there is a natural transformation, ∂ :
hn(X/A)→ hn−1(A), fitting into a long exact sequence
· · · → hn(A)→ hn(X)→ hn(X/A)→ hn−1(A)→ · · · ;
(iv) if
∨
Xi denotes a compact metric space that is a countable union of metric
spaces along a single point, then the projection maps pi :
∨
Xi → Xi induce
an isomorphism h∗(
∨
Xi)→
∏
h∗(Xi).
8 DAVID ROSENTHAL
These axioms are often called the Kaminker-Schochet axioms.
Given any generalized homology theory, there is a unique Steenrod homology ex-
tension. Existence of such extensions was proved by Kahn, Kaminker, and Schochet
and Edwards and Hastings [16, 11]. Uniqueness was proved by Milnor [20].
Definition 3.6. A functor k from the category of compact metrizable spaces to the
category of spectra is called a reduced Steenrod functor if it satisfies the following
conditions.
(i) The spectrum k(CX) is contractible.
(ii) If A ⊂ X is closed, then k(A) → k(X) → k(X/A) is a fibration (up to
natural weak homotopy equivalence).
(iii) The projection maps pi :
∨
Xi → Xi induce a weak homotopy equivalence
k(
∨
Xi)→
∏
k(Xi).
Theorem 3.7. [8, Proposition 1.35] Let k be a reduced Steenrod functor. Then
π∗(k(X)) is the unique reduced Steenrod homology theory associated with the spec-
trum k(S0). If X is a finite CW-complex, then k(X) is weakly homotopy equivalent
to X ∧ k(S0).
Theorem 3.8. [8, Theorem 1.36] The functor K−∞(B(C(−),−;R)) is a reduced
Steenrod functor whose value on S0 is ΣK−∞(R). Furthermore, if X is a finite CW-
complex then ΩK−∞(B(CX,X ;R)) is weakly homotopy equivalent to X ∧K−∞(R).
Clever use of Theorem 3.2 yields the following result [1, 14].
Theorem 3.9. The functor K−∞
(
B(−× (0, 1],−× 1;R)−×1
)Γ
, from the category
of Γ-spaces to the category of spectra, is Γ-homotopy invariant and Γ-excisive.
Theorem 3.9 implies that π∗(K
−∞(B(− × (0, 1],− × 1;R)−×1)Γ) satisfies the
Eilenberg-Steenrod axioms, except for the dimension axiom, and is therefore a gen-
eralized homology theory. We will denote π∗(ΩK
−∞(B(E × (0, 1], E × 1;R)E×1)Γ)
by HΓ∗ (E;K
−∞(RΓx)).
We conclude this section by connecting the category B(CX,CY ∪X, pX ;R) (used
in the proof of Theorem 6.1) to Theorem 3.9.
Lemma 3.10. [8, Lemma 2.4] B(CX,CY ∪X, pX ;R)E = B(E×(0, 1], E×1;R)E×1.
Lemma 3.11. [8, Lemma 2.5] Let Γ be a group acting on a compact Hausdorff
space X, and let Y be a closed Γ-invariant subspace such that X − Y is dense in
X. Then K−∞(B(CX,CY ∪X, pX ;R))Γ ≃ K−∞(B(CX,CY ∪X, pX ;R)E)Γ.
Corollary 3.12. Let Γ be a group acting on a compact Hausdorff space X, and
let Y be a closed Γ-invariant subspace such that X − Y is dense in X. Then
K
−∞(B(CX,CY ∪X, pX ;R))Γ ≃ K−∞(B(E × (0, 1], E × 1;R)E×1)Γ.
Proof. This follows immediately from Lemmas 3.10 and 3.11. 
Corollary 3.12 implies that
π∗(K
−∞(B(CX,CY ∪X, pX ;R))
Γ) ∼= HΓ∗ (E;K
−∞(RΓx)).
4. Generalized Fixed Sets
We begin this section with some facts about generalized homotopy fixed sets
in the category of spectra. Let S be a spectrum with Γ-action. The fixed set SΓ
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can be identified with the set MapΓ(•, S) of Γ-equivariant maps from a point into
S. Similarly, the homotopy fixed set ShΓ is defined to be MapΓ(EΓ, S), where EΓ
denotes the universal space for free Γ-actions. It is a well-known theorem that an
equivariant map, S → T , that is a weak homotopy equivalence unequivariantly,
induces a weak homotopy equivalence on homotopy fixed sets if EΓ is assumed to
be a finite Γ-CW complex.
Let F be a family of subgroups of Γ that is closed under conjugation and un-
der the operation of taking subgroups. Then there is a universal space EΓ(F)
for Γ-actions with isotropy in F . The space EΓ(F) is a Γ-CW complex that is
characterized by the fact that EΓ(F)G is contractible for all G ∈ F and is empty
otherwise. Denote MapΓ(EΓ(F), S) by S
hFΓ. The next two lemmas play an im-
portant role in the proof of Theorem 6.1. Their proofs come from unpublished work
of Carlsson, Pedersen and Roe.
Lemma 4.1. Let F : S → T be an equivariant map of spectra with Γ-action.
Assume that EΓ(F) is a finite Γ-CW complex. If FG : SG → TG is a weak
homotopy equivalence for every G ∈ F , then ShFΓ ≃ T hFΓ.
Proof. Proceed by induction on the Γ-cells in EΓ(F). Consider the Γ-0-cell, Γ/H ,
where H ∈ F . Then MapΓ(Γ/H, S) = S
H ≃ TH = MapΓ(Γ/H, T ), which takes
care of the base case.
Assume now that X is obtained from A by attaching a Γ-n-cell, Γ/K × Dn,
for some K ∈ F , and that MapΓ(A,S) ≃ MapΓ(A, T ). We need to show that
MapΓ(X,S) ≃ MapΓ(X,T ). Note that A → X → X/A is a Γ-equivariant cofibra-
tion sequence. This implies that MapΓ(X/A, S) → MapΓ(X,S) → MapΓ(A,S) is
a fibration of spectra. By the induction hypothesis, MapΓ(A,S) ≃ MapΓ(A, T ).
Therefore, once we show that MapΓ(X/A, S) ≃ MapΓ(X/A, T ), the Five Lemma
will finish the proof.
Now, since X/A = Σn(Γ/K), by adjointness it suffices to show that
MapΓ(Γ/K,Ω
nS) ≃ MapΓ(Γ/K,Ω
nT ).
This is equivalent to proving (ΩnS)K ≃ (ΩnT )K . But this holds since (ΩnS)K =
Ωn(SK) and SK ≃ TK . 
Lemma 4.2. Let B be a G-spectrum, where G ∈ F , and let Γ act on S =
∏
Γ/GB
by identifying
∏
Γ/GB with MapG(Γ, B), in which (γf)(x) = f(γ
−1x), where γ ∈ Γ.
Then SΓ ≃ ShFΓ.
Proof.
ShFΓ = MapΓ(EΓ(F),MapG(Γ, B)) = MapG(EΓ(F), B)
by evaluating at 1. Since EΓ(F) isG-equivariantly homotopy equivalent to EΓ(F)G
and EΓ(F)G is contractible,
MapG(EΓ(F), B)
∼= MapG(EΓ(F)
G, B) = Map(EΓ(F)G, BG)
∼= BG
= SΓ.

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Notice that since we can identify SΓ with MapΓ(•, S), the Γ-equivariant map
EΓ(F)→ • induces the following commutative diagram:
SΓ

// T Γ

ShFΓ // T hFΓ
Such a diagram will be used in the proof of Theorem 6.1.
5. The Conner Conjecture and the Vanishing of Steenrod Homology
In 1960 Conner conjectured that the orbit space of any action of a compact Lie
group on Euclidean n-space — or on the closed n-disk — is contractible [9]. This
conjecture was motivated by a result of Floyd in 1951 that whenever a finite group
operates as a group of topological transformations on a compact finite dimensional
ANR, then the orbit space is also an ANR [13]. To prove his conjecture, Conner
further conjectured that if a compact Lie group G acts on a space X , where X
is either paracompact of finite cohomological dimension with finitely many orbit
types or compact Hausdorff, then X/G has trivial reduced Cˇech cohomology if X
does [9]. This latter conjecture was proved by Oliver in 1976 [22].
In Section 7, we will want to know that the reduced Steenrod homology (from
Theorem 3.8) of the quotient of a contractible compact metrizable space by a finite
group is trivial. The first step toward proving this is Theorem 5.1 below, which is
a previously known special case of Oliver’s result. A proof can be found in [3].
Theorem 5.1. [3, Theorem III.7.12] Let G be a finite group acting on a compact
Hausdorff space X. If the reduced Cˇech cohomology of X is trivial, then the reduced
Cˇech cohomology of X/G is also trivial.
The final step is the following theorem.
Theorem 5.2. If the reduced Cˇech cohomology of a compact metrizable space X is
trivial, then the reduced Steenrod homology (from Theorem 3.8) of X is also trivial.
Proof. Let Γ be an abelian group, let Hq(X ; Γ) denote the ordinary unreduced
Steenrod homology of X with coefficients in Γ, let H˜q(X ; Γ) denote the ordinary
reduced Steenrod homology of X with coefficients in Γ, and let Hˇq(X ; Γ) denote
the unreduced Cˇech cohomology of X with coefficients in Γ. Note that H is related
to Hˇ by a split exact sequence
0→ Ext(Hˇq+1(X),Γ)→ Hq(X ; Γ)→ Hom(Hˇ
q(X),Γ)→ 0
[20, Lemma 5]. Since the reduced Cˇech cohomology of X is trivial, this implies
that H˜q(X ; Γ) = 0 for all q.
There is a spectral sequence converging to π∗(K
−∞(B(CX,X ;R))) with
E2p,q = H˜p
(
X ;πq(K
−∞(B(C(S0), S0;R)))
)
= H˜p (X ;Kq−1(R))
[11, 8.5.5]. Since each term of the spectral sequence is zero, the proof is complete.

Corollary 5.3. Let G be a finite group acting on a compact metrizable space X.
If the reduced Cˇech cohomology of X is trivial, then the reduced Steenrod homology
of X/G is trivial.
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The reason for wanting a space to have trivial reduced Steenrod homology is so
that we may use the following proposition. It follows from [8, Proof of Theorem
2.13].
Proposition 5.4. Let X be a compact metrizable space and Y a closed nowhere
dense subset. If the reduced Steenrod homology of X is trivial, then
K
−∞(B(CX,CY ∪X, pX ;R)) ≃ K
−∞(B(ΣX,ΣY, pX ;R)).
6. Algebraic K-theory and Continuously Controlled Algebra
In this section we state the main result of this paper (Theorem 6.1 below) and
begin its proof.
Theorem 6.1. Let Γ be a discrete group, and let E = EΓ(f) be the universal space
for Γ-actions with finite isotropy, where f denotes the family of finite subgroups of
Γ. Assume that E is a finite Γ-CW complex admitting a compactification, X, (i.e.,
X is compact and E is an open dense subset) such that
1. the Γ-action extends to X;
2. X is metrizable;
3. XG is contractible for every G ∈ f;
4. EG is dense in XG for every G ∈ f;
5. compact subsets of E become small near Y = X − E. That is, for every
compact subset K ⊂ E and for every neighborhood U ⊂ X of y ∈ Y , there
exists a neighborhood V ⊂ X of y such that g ∈ Γ and gK ∩ V 6= ∅ implies
gK ⊂ U .
Then HΓ∗ (E ;K
−∞(RΓx))→ K∗(RΓ) is split injective for every ring R.
Example. A crystallographic group is a discrete group that acts cocompactly on
Euclidean n-space by isometries. Let Γ be a crystallographic group acting on Rn.
Then Rn is a universal space for Γ-actions with finite isotropy. Furthermore, Rn is
a finite Γ-CW complex whose fixed sets are totally geodesic. This implies that if
we compactify Rn with an (n − 1)-sphere at infinity, then Γ will satisfy all of the
conditions of Theorem 6.1. More generally, virtually polycyclic groups satisfy all of
the conditions of Theorem 6.1, since we can also take some Rn to be our universal
space. This is discussed in greater detail in Section 9.
For the remainder of this section and throughout Section 7, assume that Γ, E ,
X , and Y satisfy the hypotheses of Theorem 6.1.
Consider the Γ-equivariant functor
B(CX,CY ∪X, pX ;R)→ B(ΣX,ΣY, pX ;R)
induced by collapsing X from CX to ΣX . Let S = ΩK−∞(B(CX,CY ∪X, pX ;R))
and T = ΩK−∞(B(ΣX,ΣY, pX;R)). Recall that π∗(SΓ) ∼= HΓ∗ (E ;K
−∞(RΓx))
by Theorem 3.9 and Corollary 3.12. It is proved in [8, Lemma 2.3] that T Γ ≃
K
−∞(RΓ). Thus, the map of fixed sets, SΓ → T Γ, is the object of focus. This
formulation of the continuously controlled assembly map differs from the one pre-
sented in [14], however the two are homotopy equivalent. The benefit of using
the map described here is that it is a map a fixed sets which allows us to use the
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following commutative diagram:
SΓ

// T Γ

ShfΓ // T hfΓ.
Then Theorem 6.1 is proved by the following two statements:
1. SΓ ≃ ShfΓ;
2. ShfΓ ≃ T hfΓ.
To prove the first statement, we need a slight generalization of the results in [8,
Theorem 2.11, Corollary 2.12].
Theorem 6.2. The spectrum K−∞
(
B(E × (0, 1], E × 1;R)E×1
)Γ
is weakly homo-
topy equivalent to K−∞
(
B(E × (0, 1], E × 1;R)E×1
)hfΓ
.
Proof. Note that E is assumed to be a finite Γ-CW complex, and proceed by in-
duction on the Γ-cells in E . Begin with the discrete space Γ/H for some H ∈ f.
The control condition implies that the components of a morphism near Γ/H × 1
must be zero between points with different Γ/H entries. Since we are taking germs
at Γ/H × 1, the category B(Γ/H × (0, 1],Γ/H × 1;R)Γ/H×1 is equivalent to the
product category
∏
Γ/H B((0, 1], 1;R)
1. The action of Γ that the product category
inherits is the same as the one on the product in Lemma 4.2. The projection maps
induce a map
K
−∞
( ∏
Γ/H
B((0, 1], 1;R)1
)
→
∏
Γ/H
K
−∞
(
B((0, 1], 1;R)1
)
that is Γ-equivariant, and a weak homotopy equivalence by [7].
Consider the following commutative diagram:
K
−∞
(∏
Γ/H B((0, 1], 1;R)
1
)Γ
a

b //
(∏
Γ/H K
−∞
(
B((0, 1], 1;R)1
))Γ
c

K
−∞
(∏
Γ/H B((0, 1], 1;R)
1
)hfΓ d // (∏
Γ/H K
−∞
(
B((0, 1], 1;R)1
))hfΓ
We want to show that a is a weak homotopy equivalence.
Taking fixed sets commutes with applying K−∞, therefore
K
−∞
( ∏
Γ/H
B((0, 1], 1;R)1
)Γ
∼= K−∞
(( ∏
Γ/H
B((0, 1], 1;R)1
)Γ)
∼= K−∞
((
B((0, 1], 1;RH)1
))
∼= K−∞
((
B((0, 1], 1;R)1
)H)
∼= K−∞
(
B((0, 1], 1;R)1
)H
∼=
( ∏
Γ/H
K
−∞
(
B((0, 1], 1;R)1
) )Γ
.
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That is, b is a homotopy equivalence. More generally, if G ∈ f, choose representa-
tives, γi so that G\Γ/H = {GγiH}. Then
K
−∞
( ∏
Γ/H
B((0, 1], 1;R)1
)G
∼= K−∞
(( ∏
Γ/H
B((0, 1], 1;R)1
)G)
∼= K−∞
( ∏
G\Γ/H
B((0, 1], 1;R[γ−1i Gγi ∩H ])
1
)
≃
∏
G\Γ/H
K
−∞
(
B((0, 1], 1;R)1
)γ−1
i
Gγi∩H
∼=
( ∏
Γ/H
K
−∞
(
B((0, 1], 1;R)1
) )G
since K−∞ commutes with taking infinite products up to weak homotopy equiv-
alence [7]. This implies that d is a weak homotopy equivalence by Lemma 4.1.
Finally, c is a weak homotopy equivalence by Lemma 4.2.
Now assume that the theorem holds for N and that E is obtained from N by
attaching a Γ-n-cell, Γ/K×Dn, for someK ∈ f. Since B(E×(0, 1], E×1;R)E×1N×1 is Γ-
equivariantly equivalent to B(N×(0, 1], N×1;R)N×1, B(N×(0, 1], N×1;R)N×1 →
B(E× (0, 1], E× 1;R)E×1 → B(E× (0, 1], E× 1;R)(E−N)×1 is a Karoubi filtration.
Let A → B → C denote K−∞ applied to this sequence. Then A → B → C and
AΓ → BΓ → CΓ are both fibrations of spectra. Since N is Γ-invariant, it is also
G-invariant for every G ∈ f. Hence, AG → BG → CG is a fibration for every G ∈ f.
Let D be the homotopy fiber of B → C. Taking fixed sets and taking homotopy
fibers commute since both are inverse limits. Therefore DG → BG → CG is a
fibration for every G ∈ f. Furthermore AG ≃ DG for every G ∈ f. So, by Lemma
4.1, AhfΓ ≃ DhfΓ. Taking homotopy fixed sets is also an inverse limit. Therefore, it
too commutes with taking homotopy fibers. This implies thatDhfΓ → BhfΓ → ChfΓ
is a fibration, and, as a result, so is AhfΓ → BhfΓ → ChfΓ.
Consider the following commutative diagram:
AΓ
a

// BΓ
b

// CΓ
c

AhfΓ // BhfΓ // ChfΓ
We need to show that b is a weak homotopy equivalence. By our induction hy-
pothesis, a is a weak homotopy equivalence. So, by the Five Lemma, it suffices to
prove that c is a weak homotopy equivalence. Since E −N = Γ/K × e˚n, where e˚n
is an open n-cell, the category B(E × (0, 1], E × 1;R)(E−N)×1 is equivalent to the
product category
∏
Γ/K B(e˚
n × (0, 1], e˚n× 1;R)e˚
n×1. But this is entirely similar to
the start of the induction. This completes the proof. 
Corollary 6.3. SΓ ≃ ShfΓ.
Proof. Using Lemma 3.10, we have K−∞(B(CX,CY ∪X, pX ;R)E)Γ = K−∞(B(E ×
(0, 1], E×1;R)E×1)Γ and K−∞(B(CX,CY ∪X, pX ;R)E)hfΓ = K−∞(B(E×(0, 1], E×
1;R)E×1)hfΓ. Lemmas 4.1 and 3.11 imply that K−∞(B(CX,CY ∪X, pX ;R))
hfΓ ≃
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K
−∞(B(CX,CY ∪X, pX ;R)E)hfΓ. By Lemma 3.11 and Theorem 6.2,
K
−∞(B(CX,CY ∪X, pX ;R))
Γ ≃ K−∞
(
B(CX,CY ∪X, pX ;R)
E
)Γ
= K−∞
(
B(E × (0, 1], E × 1;R)E×1
)Γ
≃ K−∞
(
B(E × (0, 1], E × 1;R)E×1
)hfΓ
= K−∞
(
B(CX,CY ∪X, pX ;R)
E
)hfΓ
≃ K−∞(B(CX,CY ∪X, pX ;R))
hfΓ.
Therefore SΓ ≃ ShfΓ. 
7. Filtering by Conjugacy Classes of Fixed Sets
In this section we prove that ShfΓ ≃ T hfΓ, which will complete the proof of
Theorem 6.1. In light of Lemma 4.1, it suffices to prove the following theorem.
Theorem 7.1. For every G ∈ f,
K
−∞(B(CX,CY ∪X, pX ;R))
G ≃ K−∞(B(ΣX,ΣY, pX ;R))
G.
Given G ∈ f, consider the subgroup lattice for G, and let H ≤ G. Define the
distance from G to H , dist(H), to be the maximum number of steps needed to
reach H from G on the subgroup lattice. Notice that dist(gHg−1) = dist(H) for
each g ∈ G.
Let n = dist(1), and let li be the number of conjugacy classes of subgroups
with distance i from G. For each i, 1 ≤ i ≤ n − 1, choose a representative, Hi,j ,
1 ≤ j ≤ li, for each of the conjugacy classes with distance i from G. Order the
Hi,j ’s using the dictionary order on the indexing set. Now re-index the sequence of
subgroups according to the ordering so that
H1 = H1,1 , H2 = H1,2 , ... , Hm = Hn−1,ln−1 .
For convenience define H0 = G and Hm+1 = 1.
For each j, 0 ≤ j ≤ m + 1, define Cj =
⋃
g∈GX
gHjg
−1
, which will often be
referred to as a conjugacy class of fixed sets.
For each k, 0 ≤ k ≤ m + 1, define Zk =
⋃
0≤j≤k Cj . Also define Yk = Zk ∩ Y .
Since it is possible that Yk = ∅, we define C(∅) = {0} and Σ(∅) = {0, 1} for the
convenience of notation.
Notice that Zk is contractible for every k, 0 ≤ k ≤ m + 1. Also notice that
since gXH = XgHg
−1
, each of the conjugacy classes of fixed sets is G-invariant.
Therefore Zk is G-invariant for every k, 0 ≤ k ≤ m+ 1.
Remark 7.2. Let z ∈ Zk − Zk−1, 1 ≤ k ≤ m. Then the stabilizer of z is a
conjugate of Hk.
Proof. Certainly z ∈ XgHkg
−1
for some g ∈ G. The only question is whether there
is a larger subgroup fixing z. Suppose that the stabilizer of z is H . Then gHkg
−1 is
a proper subgroup of H . Hence, dist(H) < dist(gHkg
−1). Therefore XH appears
in a previous conjugacy class of fixed sets. But this implies z ∈ Zk−1. 
Remark 7.3. Let H,K ≤ G, H 6= K with XH , XK ⊆ Zk for some k, 1 ≤ k ≤ m.
Then XH ∩XK ⊆ Zk−1.
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Proof. Let 〈H,K〉 denote the smallest subgroup of G containing both H and K.
Then XH∩XK = X〈H,K〉. Since H 6= K, at least one of the them must be a proper
subgroup of 〈H,K〉. Therefore X〈H,K〉 appears in one of the previous conjugacy
classes of fixed sets. 
To simplify the notation set
BG(C(Zk);R) = B(C(Zk), C(Yk) ∪ Zk, pZk ;R)
G;
BG(Σ(Zk);R) = B(Σ(Zk),Σ(Yk), pZk ;R)
G;
BG(C(Zk);R)Zk−1 = BG(C(Zk);R)C(Yk−1)∪Zk−1 ;
BG(Σ(Zk);R)Zk−1 = BG(Σ(Zk);R)Σ(Yk−1);
BG(C(Zk);R)
>Zk−1 = BG(C(Zk);R)
(C(Yk)∪Zk)−(C(Yk−1)∪Zk−1);
BG(Σ(Zk);R)
>Zk−1 = BG(Σ(Zk);R)
Σ(Yk)−Σ(Yk−1).
Theorem 7.1 is proved by induction on the chain
XG = Z0 ⊆ Z1 ⊆ ... ⊆ Zm ⊆ Zm+1 = X.
This is accomplished with the next two lemmas.
Lemma 7.4. For each k, 1 ≤ k ≤ m+ 1,
1. BG(C(Zk);R)
>Zk−1 ∼= B(C(Zk/G);R[Hk])
>Zk−1/G.
2. BG(Σ(Zk);R)>Zk−1 ∼= B(Σ(Zk/G);R[Hk])>Zk−1/G.
Proof. Since we are taking germs away from C(Yk−1) ∪ Zk−1 and C(Yk−1/G) ∪
Zk−1/G, every morphism has a representative that is zero on C(Zk−1) and on
C(Zk−1/G), respectively. It is therefore irrelevant what the objects over C(Zk−1)
and C(Zk−1/G) are. Nevertheless, we want to establish a one-one correspondence
between the objects of the two categories. Given an objectA in BG(C(Zk);R)>Zk−1 ,
we define an object A′ in B(C(Zk/G);R[Hk])
>Zk−1/G as follows: A′[x] := Ax if
[x] /∈ C(Zk−1/G); otherwise A′[x] is defined to be a free R[Hk]-module of rank
equal to rankRG
(⊕
x′∈[x]Ax′
)
. If B is an object in B(C(Zk/G);R[Hk])>Zk−1/G,
then an object B¯ in BG(C(Zk);R)>Zk−1 is defined as follows: B¯x := B[x] if x /∈
C(Zk−1); otherwise
⊕
x′∈[x] B¯x′ is defined to be a free RG-module of rank equal to
rankR[Hk](B[x]). This gives the desired one-one correspondence.
Since we are taking germs, the components of a morphism need to become small.
Therefore, using Remarks 7.2 and 7.3, and the fact that we are working with a finite
group action, we can be sure that non-zero components of a morphism have the
same isotropy, namely a conjugate of Hk. Therefore by equivariance, there is only
one choice when lifting a morphism. This completes the proof of the first part
of this lemma. The same proof works for the second part, replacing cones with
suspensions. 
Lemma 7.5. For each k, 1 ≤ k ≤ m+ 1,
K
−∞
(
B(C(Zk/G);R[Hk])
>Zk−1/G
)
≃ K−∞
(
B(Σ(Zk/G);R[Hk])
>Zk−1/G
)
.
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Proof. Let A = Zk−1/G. Consider the following commutative diagram:
B(C(Zk/G);R[Hk])A
a

// B(C(Zk/G);R[Hk])
b

// B(C(Zk/G);R[Hk])>A
c

B(Σ(Zk/G);R[Hk])A // B(Σ(Zk/G);R[Hk]) // B(Σ(Zk/G);R[Hk])>A.
Since Zk is contractible, the reduced Steenrod homology of Zk/G is trivial by
Corollary 5.3. Therefore b induces a weak homotopy equivalence by Proposition
5.4.
By Lemma 2.9,
B(C(Zk/G);R[Hk])Zk−1/G
∼= B(C(Zk−1/G);R[Hk])
and
B(Σ(Zk/G);R[Hk])Zk−1/G
∼= B(Σ(Zk−1/G);R[Hk]).
Since Zk−1 is contractible, the reduced Steenrod homology of Zk−1/G is trivial by
Corollary 5.3. Thus, by Proposition 5.4, a induces a weak homotopy equivalence.
Since each row in the diagram is a Karoubi filtration, the Five Lemma shows that
c also induces a weak homotopy equivalence. 
We are now ready to prove Theorem 7.1.
Proof of Theorem 7.1. From the definition of a fixed category, BG(C(XG);R) ∼=
B(C(XG);RG) and B(Σ(XG);RG) ∼= BG(Σ(XG);R). Since XG is contractible,
Proposition 5.4 implies K−∞(B(C(XG);RG)) ≃ K−∞(B(Σ(XG);RG)). Therefore
K
−∞
(
BG(C(X
G);R)
)
≃ K−∞
(
BG(Σ(X
G);R)
)
.
This completes the base case of the induction.
Assume now that K−∞(BG(C(Zk−1);R)) ≃ K−∞(BG(Σ(Zk−1);R)). We want
to show that K−∞(BG(C(Zk);R)) ≃ K−∞(BG(Σ(Zk);R)). Consider the following
commutative diagram:
BG(C(Zk);R)Zk−1
a

// BG(C(Zk);R)
b

// BG(C(Zk);R)>Zk−1
c

BG(Σ(Zk);R)Zk−1 // BG(Σ(Zk);R) // BG(Σ(Zk);R)
>Zk−1 .
By Lemma 2.9, Proposition 5.4, and the induction hypothesis, a induces a weak
homotopy equivalence. By Lemmas 7.4 and 7.5, c induces a weak homotopy equiva-
lence. Since each row in the diagram is a Karoubi filtration, the Five Lemma shows
that b also induces a weak homotopy equivalence. 
This completes the proof of Theorem 6.1.
8. A Davis-Lu¨ck Spectral Sequence
In this section we develop a spectral sequence that comes out of the Davis-Lu¨ck
machinery introduced in [10]. We begin by recalling some terminology. The orbit
category Or(Γ) has as objects homogeneous Γ-spaces, Γ/H , and as morphisms Γ-
maps. An Or(Γ)-space is a functor from Or(Γ) to the category of spaces. Similarly,
an Or(Γ)-spectrum is a functor from Or(Γ) to the category of spectra. A map of
Or(Γ)-spaces is a natural transformation. A map of Or(Γ)-spaces is called a weak
SPLITTING WITH CONTINUOUS CONTROL IN ALGEBRAIC K-THEORY 17
homotopy equivalence if it is a weak homotopy equivalence evaluated at every Γ/H .
If X is a contravariant Or(Γ)-space and Y is a covariant Or(Γ)-space, then their
tensor product is the space
X⊗Or(Γ) Y =
∐
Γ/H
X(Γ/H)× Y(Γ/H)/ ∼,
where ∼ is the equivalence relation generated by (X(φ)(x), y) ∼ (x,Y(φ)(y)) for all
morphisms φ : Γ/H → Γ/K in Or(Γ), and points x ∈ X(Γ/K) and y ∈ Y(Γ/H).
This notion extends to pointed Or(Γ)-spaces by replacing disjoint unions and Carte-
sian products with wedge products and smash products. This construction can then
be generalized to obtain the tensor product spectrum of a contravariant Or(Γ)-space
with a covariant Or(Γ)-spectrum. Homology theories can now be defined. If E is a
covariant Or(Γ)-spectrum and (X,A) is a pair of Or(Γ)-spaces, then
HOr(Γ)n (X,A;E) = πn(X+ ∪A+ C(A+)⊗Or(Γ) E),
where C(A+) denotes the reduced cone of A+.
Let X be a Γ-CW complex with n-skeleton Xn and let Σn be the set of n-cells
in X/Γ. Assume that if a cell in X is fixed by an element of Γ then it is pointwise
fixed. Let F be the family of subgroups of Γ that appear as stabilizers of cells in
X . For each σ ∈ Σn choose an n-cell in X , σ˜, representing σ.
Let X = MapΓ(−, X) and Xn = MapΓ(−, Xn). Then X and Xn are contravari-
ant free Or(Γ)-CW complexes. Let E be a covariant Or(Γ)-spectrum. There is a
spectral sequence converging to H
Or(Γ)
p+q (X;E) whose E
1-term is given by E1p,q =
H
Or(Γ)
p+q (Xp,Xp−1;E) and whose first differential, d
1
p,q, is the composition
H
Or(Γ)
p+q (Xp,Xp−1;E)→ H
Or(Γ)
p+q−1(Xp−1;E)→ H
Or(Γ)
p+q−1(Xp−1,Xp−2;E),
where the first map is the boundary operator of the pair (Xp,Xp−1) and the second
is induced by inclusion [10, Theorem 4.7]. We wish to analyze this spectral sequence
more closely.
Since we are assuming that cells are pointwise fixed, XH is a CW complex.
Therefore the natural transformation Xp+ ∪Xp−1+C(Xp−1+) → Xp+/Xp−1+ is a
weak homotopy equivalence of free Or(Γ)-CW complexes and hence a homotopy
equivalence of Or(Γ)-spaces [10, Corollary 3.5]. Therefore H
Or(Γ)
p+q (Xp,Xp−1;E) =
πp+q(Xp+∪Xp−1+C(Xp−1+)⊗Or(Γ) E)
∼= πp+q(Xp+/Xp−1+⊗Or(Γ) E). Consider
Xp+/Xp−1+⊗Or(Γ) En =
∨
H∈F
XHp+/X
H
p−1+
∧ En(Γ/H)/ ∼ .
Let x be in the interior of a p-cell, τ ⊂ XHp , and s ∈ En(Γ/H). Then there is a p-cell,
σ˜, with τ = γσ˜ for some γ ∈ Γ. This implies that H ≤ Γτ and Γτ = Γγσ˜ = γΓσ˜γ−1.
So φ : Γ/H → Γ/Γσ˜, defined by φ(H) = γΓσ˜, is a morphism in Or(Γ). Therefore
h(x, s) = (φ∗
−1
(x), φ∗(s)) well-defines a map of spectra
Xp+/Xp−1+⊗Or(Γ) E→
∨
σ∈Σp
σ˜+/∂σ˜+∧ E(Γ/Γσ˜),
that is an inverse to the inclusion map, and hence an equivalence of spectra. This
implies that
E1p,q
∼=
⊕
σ∈Σp
πp+q
(
Sp ∧ E(Γ/Γσ˜)
)
∼=
⊕
σ∈Σp
πq
(
E(Γ/Γσ˜)
)
.
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As one would expect, the first differential is calculated by generalizing the deriva-
tion of the boundary operator in cellular homology. Specifically, we generalize the
proof of [28, Proposition 10.11].
Let α ∈ Σp and β ∈ Σp−1. Let X
β
p−1 be the set of all points in X that do not
lie in the interior of the Γ-cell represented by β˜. Let f¯α˜ : S
p−1 → Xp−1/X
β
p−1
and g¯ :
∨
λ∈Γ/Γ
β˜
Sp−1λ → Xp−1/X
β
p−1 be the maps induced by the attaching map
for α˜ and the characteristic map for the Γ-cell represented by β˜, respectively. Let
h = g¯−1 ◦ f¯α˜ and hα˜,γβ˜ = pγβ˜ ◦ h, where pγβ˜ is projection onto the γΓβ˜ factor of∨
λ∈Γ/Γ
β˜
Sp−1λ .
Using a diagram similar to the one used in [28, Proposition 10.11], we see that
the restriction of d1p,q to πq
(
E(Γ/Γα˜)
)
→ πq
(
E(Γ/Γβ˜)
)
is induced by a map
d : Sp−1 ∧ E(Γ/Γα˜)→ S
p−1 ∧ E(Γ/Γβ˜),
which we study in the diagram below. Let Iβ be an indexing set for the number of
translates of β˜ that are contained in the boundary of α˜. This set must be finite. If
Iβ is empty then d maps everything to the basepoint and therefore induces the zero
map on homotopy groups. Assume that Iβ is non-empty. Choose representatives
γi ∈ Γ, one for each i ∈ Iβ , such that γiβ˜ ⊂ ∂α˜. The above map then fits into the
following commutative diagram
(∨
i S
p−1
i
)
∧ E(Γ/Γα˜)
∼= // ∨
i S
p−1
i ∧ E(Γ/Γα˜)
∨
1∧ψi∗// ∨
i S
p−1
i ∧ E(Γ/Γβ˜)
proj.
uullll
l
l
l
l
l
l
l
l
l
l
l
Sp−1 ∧ E(Γ/Γα˜)
h∧1
OO
d // Sp−1 ∧ E(Γ/Γβ˜),
where ψi : Γ/Γα˜ → Γ/Γβ˜ is the Or(Γ)-morphism defined by ψi(Γα˜) = γiΓβ˜.
Note that ψi is independent of the choice of representative. This implies that∑
i∈Iβ
(hα˜,γiβ˜∗ ∧ ψi∗) = d∗ : πp+q−1
(
Sp−1 ∧ E(Γ/Γα˜)
)
→ πp+q−1
(
Sp−1 ∧ E(Γ/Γβ˜)
)
.
Since hα˜,γiβ˜∗ is just multiplication by deg(hα˜,γiβ˜) = [α˜ : γiβ˜], we see that the re-
striction of d1p,q to πq
(
E(Γ/Γα˜)
)
→ πq
(
E(Γ/Γβ˜)
)
is
∑
i∈Iβ
[α˜ : γiβ˜]ψi∗ . We have
proven the following.
Theorem 8.1. There is a spectral sequence converging to H
Or(Γ)
p+q (X;E) whose E
1-
term is given by
E1p,q =
⊕
σ∈Σp
πq
(
E(Γ/Γσ˜)
)
and whose first differential, d1p,q : E
1
p,q → E
1
p−1,q, is given by
d1p,q(a) =
∑
β∈Σp−1
(∑
i∈Iβ
[α˜ : γiβ˜]ψi∗(a)
)
,
where a ∈ πq
(
E(Γ/Γα˜)
)
.
This spectral sequence is a generalization of the one given in [4, Chapter VII]. In
the next section we will use it with the algebraic K-theory Or(Γ)-spectrum, KalgR ,
associated to a chosen ring R. Recall that πq
(
K
alg
R (Γ/H)
)
∼= Kq(RH).
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9. Virtually Polycyclic Groups
A group Γ is called virtually polycyclic if there is a finite sequence of normal
subgroups
1 = N1 ⊳ · · · ⊳ Nk = Γ
such that Ni+1/Ni is either infinite cyclic or finite. In [21, Theorem 1], Moody
proved that if Γ is a virtually polycyclic group, then the induction map⊕
H∈f
G0(RH)→ G0(RΓ)
is a surjection. If R is a regular ring then G0(R) ∼= K0(R). This is the case for kΓ,
when k is a field of characteristic zero and Γ is a virtually polycyclic group [2]. We
have the following proposition as a special case of Moody’s result.
Proposition 9.1. Let Γ be a virtually polycyclic group and k be a field of charac-
teristic zero. Then the induction map
colim
H∈f
K0(kH)→ K0(kΓ)
is a surjection.
In this section we will use Theorems 6.1 and 8.1 to show that this map is in fact
an isomorphism.
Proposition 9.2. Let Γ be a group and k be a field of characteristic zero. Let
E = MapΓ(−, EΓ(f)). Then
H
Or(Γ)
0 (E;K
alg
k )
∼= colim
H∈f
K0(kH).
Proof. Choose EΓ(f) so that if a cell is fixed by a group element, then it is point-
wise fixed by that element [12, Appendix]. Consider the spectral sequence in Theo-
rem 8.1 with E = Kalgk and X = E. Since k is a field of characteristic zero and H is
a finite group, the negative K-groups of kH are all zero [2]. Therefore the spectral
sequence collapses at E2. In particular, H
Or(Γ)
0 (E;K
alg
k )
∼= E20,0 = E
1
0,0/im(d
1
1,0).
We want to show that E20,0
∼= colimH∈fK0(kH). The map
E10,0
∼=
⊕
x∈Σ0
Kq(kΓx˜) →֒
⊕
H∈f
Kq(kH)
q
−→ colim
H∈f
K0(kH)
induces a map E20,0 → colimH∈fK0(kH) since the image of
d11,0 :
⊕
σ∈Σ1
Kq(kΓσ˜)→
⊕
x∈Σ0
Kq(kΓx˜)
is contained in the kernel of q. Since inner automorphisms induce the identity
on K-theory, we need only consider one subgroup from each conjugacy class in
the colimit. Furthermore, only the maximal finite subgroups of Γ are needed in
the colimit. Therefore this map is a surjection. To show that this map is an
isomorphism we need to show that the set of relations that generate the kernel of
q are contained in the image of d11,0.
It suffices to prove that if G1 and G2 are maximal finite subgroups of Γ, and
a1 ∈ K0(kG1) is identified with a2 ∈ K0(kG2) in the colimit, then a1 − a2 is in
the image of d11,0. Since G1 and G2 are maximal, they must appear as stabilizers
of 0-cells in EΓ(f). Since we only need one group for each conjugacy class, we
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assume that G1 = Γx˜ and G2 = Γy˜ for the chosen representatives x˜, y˜ ∈ EΓ(f),
for some x, y ∈ Σ0. Since a1 is identified with a2, there exists an H ∈ f with
H ≤ G1 and H ≤ G2, and an a ∈ K0(kH), such that a1 and a2 are the image
of a under the homomorphisms K0(kH) → K0(kG1) and K0(kH) → K0(kG2),
respectively. Since EΓ(f)H is contractible, there is a path of 1-cells in EΓ(f)H
connecting x˜ and y˜. Let τ1, ..., τn be a sequence of 1-cells in EΓ(f)
H connecting x˜
to y˜, with ∂0τ1 = x˜, ∂1τn = y˜, and ∂0τi+1 = x˜i = ∂1τi for 1 ≤ i ≤ n− 1. Note that
H ≤ Γτi and H ≤ Γxi for every i. Let σ˜i be the chosen representative for the orbit
containing τi and let z˜i be the chosen representative for the orbit containing xi.
For the convenience of notation, let z˜0 = x˜ and z˜n = y˜. Note that Γσ˜i is conjugate
to Γτi , and that Γz˜i is conjugate to Γxi . Let aσ˜i be the image of a under the
composition K0(kH)→ K0(kΓτi)→ K0(kΓσ˜i), and let az˜i be the image of a under
the composition K0(kH) → K0(kΓxi) → K0(kΓz˜i). Then d
1
1,0(aσ˜i) = az˜i − az˜i−1
for 1 ≤ i ≤ n. Therefore
d11,0
( n∑
i=1
aσ˜i
)
=
n∑
i=1
(az˜i − az˜i−1) = ax˜ − ay˜ = a1 − a2.
Finally, we remark that although there may be more than one choice for EΓ(f),
the result does not depend on this choice since any two models are Γ-equivariantly
homotopy equivalent. 
By comparing the E10,0-term for the left and right hand sides of the Davis-Lu¨ck
assembly map, we see that the assembly map in dimension zero,
colim
H∈f
K0(kH)→ K0(kΓ),
is just the induction map. Since the Davis-Lu¨ck assembly map is homotopy equiv-
alent to the continuously controlled assembly map [14, Theorem 8.3], we can apply
Theorem 6.1 to show that this map is injective. Before we do this we need to know
that there is a model for EΓ(f) that satisfies all of the necessary conditions.
In [29, Theorem 3], Wilking proved that a group Γ′ is isomorphic to a discrete,
cocompact subgroup of a semidirect product S1⋊K, where S1 is a connected, simply
connected solvable Lie group and K is a compact subgroup of the automorphism
group Aut(S1) if and only if Γ
′ is virtually polycyclic containing no non-trivial
finite normal subgroups. This implies that S1 ⋊ K/K ∼= Rn is an EΓ′(f). By
compactifying with an (n − 1)-sphere at infinity we see that Theorem 6.1 applies
to such Γ′.
Lemma 9.3. Suppose that 0→ N → Γ
p
−→ Γ′ → 0 is a short exact sequence, where
N is a finite normal subgroup of Γ. If E is a model for EΓ′(f), then E is also a
model for EΓ(f), where Γ acts via the homomorphism p.
Proof. Let H be a subgroup of Γ. We need to show that EH = Ep(H) is contractible
if H is finite, and that it is empty otherwise. This is true since p(H) is finite if and
only if H is finite. 
All virtually polycyclic groups contain a torsion-free subgroup of finite index [19].
Therefore if H is a finite normal subgroup of a virtually polycyclic group Γ, then
it must be contained in a maximal finite normal subgroup, N . This implies that
Γ′ = Γ/N is a virtually polycyclic group with no non-trivial finite normal subgroups.
Now using Wilking’s result, mentioned above, and Lemma 9.3, the conditions of
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Theorem 6.1 are satisfied by all virtually polycyclic groups. Therefore we have
proven:
Corollary 9.4. Let Γ be a virtually polycyclic group and k a field of characteristic
zero. Then the induction map
colim
H∈f
K0(kH)→ K0(kΓ)
is an isomorphism.
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