Abstract: Turkey has high inflation experience and in order to Strazicich (2004, 2003)
INTRODUCTION
Whether the inflation rate is a nonstationary, due to unit root, or a stationary process has a number of important implications. From an economic point of view, many economic models and hypotheses take different approaches to stationarity properties of the inflation rate and hence validity of models depends heavily on validity of these approaches. For instance, the Fisher hypothesis requires the inflation rate to be I(1) while the long-run purchasing power relationship requires the inflation rate to be I(0). Also, as Romero-Avila and Usabiaga (2009, 154) point out, "a unit root behavior in inflation would not be consistent with the sticky price model analyzed by Taylor (1979) or the Phillips curve model of Calvo (1983), for which the price level is trend-stationary and nonstationary, respectively" while as Byrne et al. (2010, 34) point out, "according to the accelerationist Phillips curve model employed by Svensson (1997) and Ball (1999) , among others, lagged inflation displays a unit coefficient and therefore inflation is a unit root process." In addition to this, monetary policy rules, money demand functions and the consumption-based capital asset pricing model are some other fields that integrational properties of the inflation rate have important consequences.
From an econometric point of view, since the work of Granger and Newbold (1974) , it has been known that using nonstationary variables in regression models might give unreliable results. Also, knowledge of integrational properties of the variables will enable one to select the statistical models to use: If the system consisting of inflation rates is stationary then vector autoregression (VAR) in levels can be estimated, otherwise co-integration tests should be carried out before choosing between VAR in first differences and vector error correction models. Finally, as Narayan and Narayan (2010) point out, from a policy point of view, it is crucial to know whether effects of any shocks on an interested variable are permanent or transitory. If the inflation rate is a nonstationary variable, then effects of shocks on the inflation rate will be permanent. On the other hand, if the inflation rate is a stationary variable, then this implies that effects of shocks will necessarily be short-lived.
Among the studies which investigate time series properties of the inflation rate, Culver and Papell (1997) find evidence of stationarity in only four of the 13 OECD countries by using the Augmented Dickey-Fuller (ADF) and the Kwiatkowski et al. (1992, hereafter KPSS) tests. Although further investigation with sequential break model does not change the results, panel unit root tests give strong evidence in favour of a stationarity hypothesis. Lai (1997) uses more powerful unit root test than the ADF test and finds strong evidence supporting the stationarity hypothesis in monthly inflation rates for the G-7 countries. However, he also notes that using alternative data frequencies and price indices to measure the inflation rate might be reasons for differences in findings about stationarity hypothesis. Lee and Wu (2001) reinvestigate stationarity of inflation rates of 13 OECD countries which were analysed in Culver and Papell (1997) and find similar and weak evidence of stationarity by using the ADF test. However, results of panel unit root tests give strong evidence to support stationarity of inflation rates.
Based on M tests with Generalized Least Squares (GLS) detrending and modified information criterion (MIC) of Ng and Perron (2001) , Yoon (2003) shows that Brazilian inflation rate is not stationary. However, his results are sensitive to detrending methods (i.e. GLS or Ordinary Least Squares) and information criteria used. Henry and Shields (2004) test for a unit root as well as structural break and nonlinearity in the US, the UK and Japanese inflation rates. They find that for the UK and Japan, the inflation rate is consistent with a threshold unit root process, while for the USA a linear ARIMA model is more suitable. Costantini and Lupi (2007) find that inflation rates of 19 countries are stationary by using panel unit root tests with and without breaks. As is Lee and Wu (2001) , the primary aim of Basher and Westerlund (2008) is to check robustness of Culver and Papell (1997) results via recently developed panel unit root tests, which allow for more general data generating processes. The results suggest that the inflation rate is a stationary variable. Lee and Chang (2008) use longer span of historical inflation rates of 11 OECD and Asian countries and employ a battery of unit root tests with and without structural breaks. Test results obtained by minimum Lagrange Multiplier (LM) univariate unit root tests, developed by Strazicich (2003, 2004) and allowing for two and one endogenous structural breaks respectively, show that inflation rates are trend stationary. Romero-Avila and Usabiaga (2009) investigate stationarity properties of 13 OECD countries inflation rates which were originally analysed by Culver and Papell (1997) by extending the time period from September 1994 to June 2005 and, in addition to others, using panel stationarity test allowing for both cross sectional dependence and multiple breaks. Only in this case, contradictory evidence disappears and test results give strong support for regime-wise stationarity hypothesis. Halunga et al. (2009) investigate whether the order of integration for the US and the UK inflation rate has changed and find that for both countries the inflation rate changes from I(0) to I(1) in the early 1970s and reversion takes place in the early 1980s. Byrne et al. (2010) examine aggregate and three sets of increasingly disaggregate level of the consumer price index (CPI) inflation data for the UK and find that rejection frequencies of the unit root hypothesis, obtained from Lee and Strazicich (2003) test, typically increase with disaggregation level. Also, they use a panel unit root test and confirm this result. Narayan and Narayan (2010) show that inflation rates of 17 OECD countries are stationary by utilising a panel unit root test which allows for structural breaks. However, there is mixed or contrary evidence obtained from univariate tests with and without structural breaks. Caporale and Paxton (2013) show that inflation rates of three out of five Latin American countries which have hyperinflation experience are stationary by employing the ADF test. Also, they show that inflation rates of other two countries whose inflation rates were found nonstationary by the ADF test turn out to be stationary when structural breaks are incorporated into analysis by using Perron (1989) method. Narayan (2014) first extends the KPSS test by allowing for multiple structural breaks and then using this test shows that inflation rates of fourteen out of seventeen Sub-Saharan countries are stationary. He also uses a panel version of this test and finds that for a panel consisting of all 17 countries the inflation rate is stationary. Only when, however, three countries whose univariate test fails to support the stationarity hypothesis are grouped into a panel, does he still find that the inflation rate is nonstationary.
Turkey is a developing and relatively open country and has had both creeping and galloping inflation experience. The annual CPI inflation rate historically became high and persistent level at the first half of 1970s, from one digit levels in 1960s. Subsequently, the average inflation rate increased to 35% in the second half of the 1970s mainly because of the oil price shocks as well as political, economic and social unrest prevailing in those years of the Republic history. What's more, the inflation rate reached three digit levels first time in the year 1980, while real gross domestic product (GDP) decreased by 2.45%.
Following the January 24, 1980 structural reform program, which mainly aimed to liberalize the economy and pursue an export-led growth policy instead of import-substitution one, the inflation rate initially declined. But this decrease was not long-lasting and the inflation rate started to rise again. The average inflation rate was 48% over the 1980-1988 period. Further liberalization was accomplished in the year 1989 by abolishing restrictions on capital movements. However, in the first half of 1990s, the Turkish economy experienced another major crisis: the inflation rate reached three digit levels the second time in the Republic history and real GDP fell by 5.4% in 1994. After the 1994 crisis and throughout second half of 1990s, some more series efforts, most of them IMF backed, were undertaken to bring down the inflation rate. However, the inflation rate continued to fluctuate around 74% in the first half and 81% in the second half of 1990s. At the end of the year 1999, an exchange rate based stabilization program, supported by IMF and titled as "Disinflation Program for the Year 2000" was launched with the aim of decreasing the inflation rate to single digit levels by the end of 2002. Although some targets of the program were initially realized, the program had to be revised in November 2000 and a few months later, in February 2001, had to be abandoned.
Despite the fact that the inflation rate reduced to 55% and 54% in the years 2000 and 2001, respectively, cost of this disinflation was too acute: real GDP fell by 9.2% in 2001. Following 2001 crisis, serious structural reforms such as restructuring banking system, strengthening independence of the central bank of Turkey and establishing and maintaining fiscal discipline and policy changes such as switching to a floating exchange rate regime and adoption of the implicit inflation targeting were implemented. Afterwards, the inflation rate decreased to single digit levels in 2004, for the first time over the past 30 years, and remained single digit levels except for the years 2008 and 2011.
Given its unique inflation experience, the aim of this study is to investigate stationarity properties of the monthly CPI inflation rate of Turkey over the 1982:02-2016:07 period. Main contributions of this study are as follows: First, neither of those studies, mentioned above, investigates the unit root hypothesis for the Turkish inflation rate even Turkey as a panel member if panel data are used. Therefore, this study hopes to add current discussion with an examination of the Turkish case which generally has high and volatile inflation experience. Second, a unit root investigation for the inflation rate is carried out not only by the ADF, Phillips-Perron (PP) and KPSS tests, which are conventionally and widely used, but also by the Dickey-Fuller GLS (DF-GLS), Point Optimal and M Tests, which generally have much power or less size distortion. Third, both raw and seasonally adjusted monthly CPI data are used when forming inflation rates. Thus, two inflation rate series are analysed throughout the study in order to see whether seasonality has any important effect on the results. Fourth, possible one or two endogenous structural breaks are accounted for appropriately by using Strazicich (2004, 2003) methodology when stationarity of the inflation rate is tested. Fifth, possible dates of structural breaks are determined and their relations with major policy changes or shocks originated from inside or outside of the Turkish economy are discussed.
The data set consists of CPI data, which is observed at monthly frequency, and covers 1982:01-2016:07 period. To the best of my knowledge, this is the first study which investigates stationarity properties of the Turkish CPI inflation rate during the period covered, when all other characteristics of the analysis such as unit root tests chosen and treatment of seasonality and structural break are taken into account. The remainder of this article is organized as follows: section two introduces the tests which are used in this article. Section three presents the data and gives the main results. Finally, section four concludes.
ECONOMETRIC METHODS

Unit root or stationarity tests without structural break
There are various unit root and stationarity tests which can be used to determine time series properties of any series and some widely used tests are applied in this study. Among them, the first one used in this study is the ADF test due to Fuller (1976) and Dickey and Fuller (1979) . The ADF test is based upon following regression equations:
Where t y is a time series (i.e. the inflation rate) being tested for a unit root,  is a differencing operator, t is a deterministic time trend variable and t  is a white noise error term. In order to handle serially correlated errors, above equations are augmented by p lags of the dependent variable ( The second one used in this study is the PP test. This test has been developed by Phillips (1987) and Phillips and Perron (1988) and differs from the ADF test in that the test allows for weak dependence and heterogeneity in the data and uses nonparametric corrections instead of adding p lags of the dependent variable to the right hand side of above equations as in the ADF test. The null and alternative hypotheses and asymptotic critical values of the test are the same as the ADF.
The third group of tests used in this study includes the DF-GLS and Point Optimal Tests which are developed by Elliott et al. (1996, hereafter ERS) . These tests are more powerful than the DF test because of the detrending procedure used when the data contains a deterministic mean or a trend. The DF-GLS test is based on the following regression equation:
Where locally detrended t y series is called (3). In case of the only constant, the asymptotic distribution of the test statistic is the same as the ADF test, while in case of the constant and trend, the asymptotic distribution is different from the ADF test and simulated critical values are reported in Table 1 in the ERS.
The other one, Point Optimal Test statistic, can be calculated as follows: s , also known as long-run variance, can be calculated from the autoregression as recommended by the ERS. Asymptotic critical values which depend on deterministic terms are simulated and reported in Table 1 in the ERS. The unit root null hypothesis will be rejected for small values of test statistics in both of the ERS tests.
M Tests suggested by Ng and Perron (2001) are used in this study as well. Using GLS detrending of the ERS, Ng and Perron (2001) propose four test statistics known as
GLS M
tests: The last test used in this section differs from other tests employed in this study in that the null hypothesis denotes (trend) stationarity and the alternative hypothesis denotes difference stationarity. The KPSS test assumes that a time series can be decomposed into the sum of its parts as follows:
Where t is the (deterministic) time variable once again, t r is the random walk, i.e. Perron (1989) is the first study which shows that if the true data generation process of a trend-stationary series contains a shift in the intercept or the slope of the trend function and this shift is ignored, one could hardly reject the unit root null hypothesis by using DF unit root tests. He also points out that, therefore, there is a need to develop statistical procedures which can differentiate a time series with a unit root from a stationary time series around a breaking trend function. Perron (1989) also develops such a test assuming that the date of structural break is known a priori or an exogenous event and tabulates asymptotic critical values.
A priori known or an exogenous break date assumption of Perron (1989) test is criticized by some authors including Perron (1989) himself and Zivot and Andrews (1992, hereafter ZA) among others, in that problems associated with pretesting and data-mining are present in the methodology. Based mainly upon this remark, the ZA develops a test similar to Perron (1989) test in some respects but with an important difference that the date of structural break is now regarded as an endogenous event. Furthermore, the ZA test differs from Perron (1989) test by ignoring any structural break under the null hypothesis and states simply that the time series being investigated is an integrated process. Lee and Strazicich (2004) point out that the ZA and other similar tests in terms of regarding structural break date as an endogenous event such as Lumsdaine and Papell (1997), Perron (1997) and Vogelsang and Perron (1998) tests, have one common limitation. These "endogenous break unit root tests" ignore any possible break under the null hypothesis. They also state that, as a consequence, if there is a break under the null hypothesis, these tests have two major shortcomings. First, there will be a size distortions problem such that the unit root null hypothesis will be rejected too often. Hence, results of these tests may incorrectly support the hypothesis that time series is stationary with break when actually the series is nonstationary with a break. Second, these "endogenous break unit root tests" estimate break dates incorrectly as noted by Lee and Strazicich (2001) . Lee and Strazicich (2004) , by extending the work of Schmidt and Phillips (1992) , develop an endogenous one break minimum LM unit root test which is free from above shortcomings. They consider the following data generating process (DGP):
where t Z is a vector consisting of exogenous variables and ) , 0 ( , where
T is the date of structural break and
. This model also known as a "crash" model. There is a one-time change in the intercept and the trend slope under the alternative hypothesis in Model C, which can be described by
, where 
Lee and Strazicich (2003, 2004) show that, according to the LM (score) principle, unit root tests statistics can be calculated by estimating following regression equation: In order to eliminate endpoints, as is typical in any unit root tests allowing for endogenous structural breaks, a trimming of % 10 is used such that the searching process is carried out over the region to the equation (11) . The number of augmented terms is selected according to the general to specific procedure suggested by Ng and Perron (1995 
DATA AND EMPIRICAL RESULTS
Using monthly CPI data for Turkey, both raw and seasonally adjusted form 

. Hence, two inflation rate series are analysed throughout the rest of the paper. One is computed from the raw CPI data and called as a seasonally unadjusted (SU) inflation rate and the other is computed from the seasonally adjusted CPI data and called as a seasonally adjusted (SA) inflation rate. Fig. 1 shows the time path and Table 1 reports some summary statistics of the monthly Turkish CPI inflation rate for both forms over the 1982:02-2016:07 period (total of 414 observations). Fig. 1 suggests that there could be some breaks in the data as, for example, recent inflation experience is very different from earlier ones. Besides, there are some observations which denote large increases in the inflation rate such as 1988:1, 1994:4 and 2001:4. Table 1 shows that monthly median inflation rates are 1.93% and 2.11% for the SU and the SA inflation rate, respectively. The standard deviation (SD) for the SU inflation rate (2.582%) is higher than the SA inflation rate (2.313%). Also, both series are skewed to the right, leptokurtic and not normally distributed as shown by highly significant Jargue-Bera statistics. Reported Q-statistics of both series at various lags (only three of them are presented in Table 1 ) are high and significant at the 1% level, implying that the inflation rate exhibits strong persistence. 7 Initially k is set equal to 16 and significance of the last term is checked in accordance with % 10 asymptotic normal distribution critical value (1.645). When the last term is insignificant, k is reduced by one, the equation is re-estimated and significance of the last term is checked again. This procedure continues until one significant term is found. If no significant term can be found then k is set equal to zero. 8 The seasonally adjusted data are computed by using the Census X-12 method to raw CPI data. (12) 967.75 *** 1459.4 *** Q (24) 1735.3 *** 2645.5 *** Q (36) 2395.1 *** 3627.6 *** Notes: The Jargue-Bera tests the null hypothesis of a normal distribution and has a χ2 distribution with 2 degrees of freedom.
Q(p) is the Ljung-Box (1978) Q-statistic at lag p. *** denotes statistical significance at 1% level.
Could the observed persistence in the inflation rate be attributable to the unit root? In order to see that, a battery of the unit root and stationarity tests without structural break are carried out and the results are reported in Table 2 . Notes: Reported numbers in parentheses are lag length computed in accordance with the Schwarz information criterion for the ADF and the DF-GLS tests, bandwidth selected in accordance with the Newey and West(1994) procedure with Bartlett weights for the PP and the KPSS tests, lag length in autoregression recommended by the ERS and computed in accordance with the modified Akaike information criterion due to Ng and Perron (2001) for the Point Optimal test, and finally lag length in autoregression recommended by the ERS and computed in the same way as in Point Optimal test with a difference of using GLS detrended data, i.e. Table 2 , are in accordance with the number of observations adjusted for lag length used in test regressions for the ADF and the DF-GLS tests. Changes of the lag length, and as a result of this, changes of the number of usable observations can lead to some changes on the associated critical values. *** and ** denote statistical significance at 1% and 5% levels, respectively. Table 2 shows that, for the SU inflation rate, irrespective of the trend specification of the tests, the unit root null hypothesis cannot be rejected via the
DF-GLS, the Point Optimal and the
GLS M
tests and the stationarity hypothesis can be rejected via the KPSS test. This finding indicates that the inflation rate contains a unit root and hence is a nonstationary variable. Nevertheless, some test results are contradictory to this finding. According to the PP test, the unit root null hypothesis can be rejected at the 1% significance level, indicating that the inflation rate is a stationary variable. Also, results of the ADF test with the constant and the time trend are in accordance with the PP test result, while results of the ADF test with the constant are not. For the SA inflation rate, the results are generally the same except that the unit root null hypothesis can be rejected via the DF-GLS and the ADF tests -irrespective of the trend specification-as well as the PP test in this case. Therefore, for this series, there is relatively much evidence against the unit root hypothesis.
Although there is some contradictory evidence, in general test results are in favour of the idea that the inflation rate is a nonstationary variable due to a unit root. However, as shown in Perron (1989) , if there is a structural break in the data and this break is ignored when the unit root tests are carried out, then one may falsely conclude that the data contain a unit root. In order to see whether this is the case, the minimum LM unit root test which allows for one endogenous break due to Lee and Strazicich (2004) is carried out and the results are reported in Table 3 . Notes: Lag length is the number of augmented terms in equation (11) and selected according to the general to specific procedure suggested by Ng and Perron (1995) . B(t) is the dummy variable for the structural break in the intercept and D(t) is the dummy variable for the structural break in the slope. Critical values for these dummy variables are based on the standard normal distribution (2.576, 1.96 and 1.645 at 1%, 5% and 10% levels, respectively).
Figures in parentheses are t-statistics. *** , ** and * denote statistical significance at 1%, 5% and 10% levels, respectively.
Critical values for Model A are -4.239, -3.566 and -3.211 at 1%, 5% and 10% levels, respectively. Critical values for Model C depend somewhat on the location of the break ) / ( T T B   and tabulated in Table 1 in Lee and Strazicich (2004, s.12) . Table 3 shows that the unit root null hypothesis can be rejected for both models and series at 5 % significance level. Also, all dummy variables representing structural break in the intercept and the trend slope coefficients, except for one dummy variable representing structural break in the intercept in Model A for the SA inflation rate, are significant at least 10 % significance level. These findings mean that the inflation rate is a trend-stationary when unknown structural breaks are allowed for and the present findings contrast to our earlier findings from various unit root or stationarity tests without structural breaks. According to the results of Model A, the date of structural break is April 2001 for both inflation rates. This date follows 2001 February crisis which formally puts an end to the disinflation program for Year 2000 and corresponds with announcing another programme named as "Strengthening the Turkish Economy: Turkey's Transition Program". Selection of this date could be attributable to major structural reforms such as strengthening the banking industry and independence of the central bank of Turkey and policy changes such as adopting to the floating exchange rate regime and the implicit inflation targeting with the final aim of the explicit inflation targeting both of which have been implemented right after February 2001 crisis and especially with beginning of the last programme. According to the results of Model C, dates of structural breaks are August 1990 for the SU inflation rate and November 1994 for the SA inflation rate. August 1990 exactly matches the beginning of the Gulf War which had very adverse effects on the Turkish economy especially through the channels of increasing oil prices and losing some export markets and was one of the main reasons of economic instability during these periods. The other date, November 1994, follows April 1994 in which the inflation rate reached three digit levels annually first time (and last time so far) after year 1980 and corresponds to a crisis year 1994 in which real GDP fell by 5.4%. Rivlin (2003) emphasizes that in 1993, there was a large increase in the current account deficit which was financed by short-term capital inflows and then, in the beginning of 1994, after Turkey's credit rating was lowered by two international credit rating agencies, foreign capital started to outflow, financing of the balance of payments deficit was got worse and as a result huge devaluation was occurred. In April 1994, as Yilmazkuday and Akay (2008, 887) note, "the government announced a new stabilization programme according to which public sector wages were to be frozen for one year and the planned consolidated government deficit was to be halved."
The following table shows the results of the unit root test of Lee and Strazicich (2003) which allows for two structural breaks endogenously. Notes: Lag length is the number of augmented terms in equation (11) and selected according to the general to specific procedure suggested by Ng and Perron (1995) . B1(t) and B2(t) are the dummy variables for the structural breaks in the intercept and D1(t) and D2(t) are the dummy variables for the structural breaks in the slope. Critical values for these dummy variables are based on the standard normal distribution (2.576, 1.96 and 1.645 at 1%, 5% and 10% levels, respectively).
Figures in parentheses are t-statistics. *** , ** and * denote statistical significance at 1%, 5% and 10% levels, respectively. Table 4 shows that the unit root null hypothesis can be rejected for both series at 1 % significance level irrespective of the model specification. This means that the inflation rate is a trend-stationary variable when two unknown structural breaks are allowed for and supports the results obtained earlier by unit root test which allows for one unknown structural break endogenously. For the SU inflation rate, dummy variables in model AA are insignificant while dummy variables in model CC are significant at 1% level. For model CC, structural break dates are March 1994 and January 1996. The first date corresponds to 1994 crisis and possible reasons of choosing this date as a structural break were discussed above. The other date, January 1996, corresponds with one of very unstable periods in the political area. Following the December 1995 election, the coalition government was hardly formed in March 1996 but quickly collapsed three months later. Then, the new coalition government was formed in June 1996. In addition to political instability, according to Central Bank of the Republic of Turkey (1996) , price increases in the public sector in the beginning of the 1996, which were postponed due to early December 1995 election, made an upward pressure on inflation rate.
For the SA inflation rate, Model AA selects December 1987 and May 2001 as structural break dates, but only one of the dummy variables which correspond to the first break is statistically significant. Yilmazkuday and Akay (2008) classified this date as the end of "success years" of the Turkish economy which had already started in the year of 1980 and they further point out that after this date "populism, capital account liberalization and fiscal imbalances" period begins. Also, Akyüz and Boratav (2003) emphasize two factors. First, contrary to the "success years" which have one characteristic that wage earnings were suppressed under the military rule in the period of 1980-1983 and restricted role of trade unions throughout the whole period, these policies were no longer feasible thereafter because parliamentary democracy was fully restored in 1987. Indeed, as Boratav, Yeldan and Köse (2000) point out, real wages in manufacturing industry were increased by 90% from 1988 to 1991. Second, according to Akyüz and Boratav (2003) , some policy changes such as liberalizing financial markets when there is no control on price increases and no fiscal discipline either, deregulating interest rates and changing a policy towards issuing securities for financing budget deficits all contributed to macroeconomic imbalances. Similar to results of Model AA, all dummy variables in Model CC, except for the dummy variable representing the second break in the intercept, are statistically significant at 1 % level. For model CC, structural break dates are March 1994 and December 1995 and nearly the same as the model for the SU inflation rate. The first date corresponds with a crisis year 1994 and is already chosen as the same model for the SU inflation rate. Moreover, the second date is one month earlier than the date which is chosen in the same model for the SU inflation rate.
Taken together, although results of the unit root or stationarity tests without structural breaks generally show that the inflation rate, whether seasonally adjusted or not, is not stationary, allowing for structural breaks changes the results and shows that the inflation rate is a stationary process with breaks. This main finding of the paper has several implications. First, from the econometric point of view, ignoring structural breaks in the inflation rate may lead to incorrect conclusion about the stationarity properties of the inflation rate. This is in completely accordance with Perron (1989) which analyses and places importance on this point first time. Moreover, as Lee and Wu (2001) note, it may not be suitable for using conventional cointegration analysis when the Fisher effect and the convergence of the inflation rates are investigated. Second, from the policy point of view, shocks do not have permanent effects on the inflation rate. On the contrary, any shocks to inflation rate will only have a transitory effect. Under this circumstance, as Lee and Chang (2008) point out, a macroeconomic policy aimed at stabilizing the economy has long-lasting effects on the inflation rate. Third, stationarity of the inflation rate means that there is no hyperinflation and there is no evidence supporting the accelerationist hypothesis either. Fourth, structural break dates, which are taken from the Strazicich (2004, 2003) methodology, points to some economic policies as possible candidates for affecting the path of the inflation rate of Turkey in a strong way. Among many structural break dates, which are chosen according to one-break or two-break unit root tests and seasonally adjusted or unadjusted series used, April 2001 is drawn attention the most. April 2001 corresponds to period in which some serious structural reforms and policy changes were implemented in the Turkish economy. One of them might be especially important in this regard: strengthening independence of the central bank of Turkey. With a law passed on April 2001, The Central Bank of Turkey (TCMB) was given instrument independence completely and goal independence partially. Moreover, the same law ruled TCMB out giving advance or credit to the Treasury and public enterprises and buying their securities in primary markets. Thus, an opportunity of financing budget deficits with central bank resources was eliminated. In addition to this, adoption of the inflation targeting regime and strengthening the banking industry were other major policies, which were implemented in this period.
One final remark is for the seasonality feature of prices. After this feature is taken away from prices, the SA inflation rate is calculated and analysed along with the SU inflation rate. However, test results obtained by using the SA inflation rate are qualitatively the same as test results obtained by using the SU inflation rate.
CONCLUSION
Given the importance of the stationarity properties of the inflation rate on various areas, this study takes the issue and investigates whether monthly CPI inflation rate of the Turkey contains a unit root or not. In the first step of the application, a number of unit root tests i.e. the ADF, the PP, the DF-GLS, the Point Optimal, and the M Tests and a stationarity test, i.e. the KPSS test, are used. Test results, despite some contradictory evidence, generally show that the inflation rate contains a unit root. However, all the above tests ignore any structural breaks and, since Perron (1989) , it has been well known that ignoring structural breaks could be a reason of nonrejection of the unit root hypothesis. Therefore, in the second step of the application, unit root tests which allow for one and two structural breaks due to Strazicich (2004, 2003) respectively, are used. This time, test results show that the inflation rate does not contain a unit root.
This study shows that the Turkish CPI inflation rate is a stationary process with structural breaks. This finding means that effects of any shocks on the inflation rate are transitory and necessarily short-lived. After the shock, the inflation rate will return to its time path. Based upon this finding, as Lee and Chang (2008) point out, it could be argue that a macroeconomic policy with an aim of stabilizing the economy has long-lasting effects on the inflation rate. Besides, when the Turkish inflation rate is modelled with other macroeconomic variables such as GDP, money supply and interest rates, these stationarity and structural break properties must be accounted for. Specifically, as Lee and Wu (2001) point out, using conventional cointegration analysis when the Fisher effect and the convergence of the inflation rates are investigated may not be suitable.
Although selected break points differ with respect to models and variables to some extent, it is observed that one break occurred around March 1994, and second break occurred around April 2001. These two dates have one common point: in both of these years the Turkish economy experienced a decline in real GDP and an increase in the inflation rate. On the other hand, after the first date, the inflation rate and real GDP fluctuated considerably while after the second date, the inflation rate first declined and then eventually reached and stayed one digit levels except for the years 2008 and 2011. Moreover, real GDP continues to increase annually except for the year 2009 which corresponds to the Great Recession period. These favourable outcomes after the 2001 crisis might be attributable to structural reforms including strengthening independence of the TCMB and establishing and maintaining fiscal discipline and to policy changes such as adopting to the floating exchange rate regime and the implicit inflation targeting. Finally, as is well known, seasonality is one of the main components of the consumer price index. Based upon this fact, in order to see whether this feature will cause any important differences in the results, both seasonally unadjusted and adjusted price index are used when the inflation rates are calculated. Hence, the two inflation rate series are analysed throughout the paper. However, the results are qualitatively the same.
