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Abstract. In this paper, we present a Convolutional Neural Network
(CNN) for feature extraction in Content Based Image Retrieval (CBIR).
The proposed CNN aims at reducing the semantic gap between low-level
and high-level features. Thus, improving retrieval results. Our CNN is
the result of a transfer learning technique using Alexnet pretrained net-
work. It learns how to extract representative features from a learning
database and then uses this knowledge in query feature extraction. Ex-
perimentations performed on Wang (Corel 1K) database show a signifi-
cant improvement in terms of precision over the state of the art classic
approaches.
Keywords: Content Based Image Retrieval, Convolutional Neural Net-
works, Feature extraction.
1 Introduction
The increased use of digital computers, multimedia, and storage systems over
recent years has result in large image and multimedia content repositories. This
huge amount of multimedia data is being used in many fields like medical treat-
ment, satellite data, electronic games, archaeology, video and still images repos-
itory, and digital forensics and surveillance systems. That rapid growing has
created an ongoing demand of retrieval images systems operating on a large
scale.
Content Based Image Retrieval (CBIR) is the procedure of automatically
retrieving images by the extraction of their low-level visual features, like color,
texture, shape properties or any other features being derived from the image
itself [27]. The performance of a CBIR system mainly depends on these selected
features [27]. Thus, it can be said that through navigation, browsing, query-by-
example etc, we can calculate the similarity between the low-level image contents
which can be used for the retrieval of relevant images. The most challenging issue
associated with CBIR systems is reducing the semantic gap. It is the informa-
tion lost by representing an image in terms of its features i.e., from high level
semantics to low level features [15]. This gap exists between the visual infor-
mation captured by the imaging device and the visual information perceived by
the human vision system (HVS) and it can be reduced either by embedding do-
main specific knowledge or by using some machine learning technique to develop
intelligent systems that can be trained to act like HVS.
There has been a significant growth in machine learning research but mainly
deep learning has already demonstrated its potential in large-scale visual recog-
nition [2], [6], [16].The main reasons behind its success are the availability of
large annotated data sets, and the GPUs computational power and affordability.
Deep learning is a subset of machine learning which uses a hierarchical level
of artificial neural networks to carry out the process of machine learning. The
term Deep Neural Network (DNN) refers to describe any network that has more
than three layers of non-linear information stages in its architecture and Deep
Learning (DL) is a collection of algorithms for learning in Deep Neural Networks,
used to model high-level abstractions in data [28]. Thus, deep learning techniques
gives a direct way to get feature representations by allowing the system (deep
network) to learn complex features from raw images without using hand crafted
features [12].
Deep learning has been successfully applied to many problems e.g., computer
vision and pattern recognition [29], [25], [11], [20],[4],[5], computer games, robots
and self-driving cars [18], [10], [23], [1], voice recognition and generation [21], [9],
music composition [8], [3] and natural language processing [22].
Due the success of deep leaning, and the importance of feature extraction in
CBIR systems, in this work we propose a CNN for learning feature representation
in CBIR. The proposed CNN learns how to extract relevant features from a given
images database and then applies this information in image retrieval process.
The rest of this paper is organized as follows: Section 2 reviews the state of the
art approaches in CBIR, Section 3 presents the adopted methodology, Section 4
reports the obtained results, and Section 5 concludes this paper.
2 State of the art
The used features and similarity measure are the two critical choices to make
when building a CBIR system. Therefore most researches in CBIR focus on
these topics to enhance these systems. In this section we discuss the major
contributions that treat these points as well as a recent approach adopted in
CBIR which is Deep Learning.
In feature representation level, recent traditional approaches focus on effi-
cient representation of images by improving visual descriptors and combining
them in order to improve retrieval results. Ekta Walia et al. [7] proposed a
CBIR framework where they used late fusion techniques in order to improve the
accuracy, the techniques used were: Borda Count, Min-Max normalization and
Z-Score normalization. The fusion was performed on two descriptors: Modified
Color Difference Histogram (CDH) which was improved by using filtering on
lab color space images and modified edge orientation, and The Angular Radial
Transform (ART). Jing-Ming Guo et al. [13] designed a framework that generates
an efficient feature vector using low complexity-Dither Block Truncation Coding
(ODBTC). The result feature vector is composed of color co-occcurence feature
(CCF) and bit pattern features (BPF). Similar images are then sorted based on
the relative distance measure between query image and all database images. In
another similar work, Jing-Ming Guo et al. [14] used Dot-Diffused Block Trun-
cation Coding Features to create a feature vector composed of Color Histogram
Feature (CHF) and Bit Pattern Feature (BPF). For similarity measure they
used: L1 distance, x2 distance, Fu distance, and Modified Canberra Distance.
Y.R. Charles et al. [26] used Local Mesh Texture Color Pattern descriptor to
represent an image. In this work, there is a merge of three color spaces: l1l2l3,
YIQ, YcbCr, where the three components: l1, Cb, Q are extracted from these
color spaces in order to create three opponent texture patterns: l1Cb, CbQ, and
l1Q. Finally, the three opponent patterns are fused in order to create one feature
vector. Moreover they used four distance functions for similarity measurement:
Manhattan, Euclidian, Canberra, and d1 distance measure. Xiang-Yang Wang
et al. [24] proposed a system that combines color and texture features including:
Pseudo-Zernike chromacity distribution moments in opponent chromacity space
for color representation, and rotation-invariant and scale-invariant descriptor in
steerable pyramid domain for texture representation.
Some other recent approaches are interested in similarity measurement. For
example, ELALMI [19] proposed a model for CBIR where he injected a matching
strategy to measure similarity between images, the proposed model extracts
color and texture features from images, and then reduces this set by selecting
relevant and non-redundant features. After that, ANN network is used to classify
images so that the retrieved images are from the same class as the query image.
For retrieval step, the model uses a matching strategy by calculating the area
between image query features vectors and all database images features vectors.
Recently, researchers are using CNNs to learn image representation and sim-
ilarity measure. One of the most interesting contributions belongs to Kevin Lin
et al. [17]. The authors proposed a framework for image retrieval using CNNs
where they use binary hash codes for less time consuming. Moreover, the bi-
nary hash codes are learned simultaneously while fine-tuning the network. For
similarity measure, they first use Hamming distance in order to compare query
image binary hash code and database images binary hash codes. The result set
of similar images is then filtered and sorted so the most k similar images are ex-
tracted, for that they use the euclidean distance to measure similarity between
features extracted from F7 layer.
In this paper, we focus on image representation in CBIR by learning efficient
feature representation. In order to achieve this we use a CNN to carry out feature
extraction process. The used method is described in the following sections.
3 Methodology
In order to design a Content Based Image Retrieval (CBIR) system based on a
Convolutional Neural Network (CNN), we propose to employ a neural architec-
ture which has an output layer with one output neuron for each object class in
the training image database. Let D be the number of object classes. The CNN
has to be trained on the images of the training database, where the desired
output for each image is a unit vector of size C with a one at the component
associated to the class of the object which is depicted in the training image, and
zeros at the rest of the components. Given this configuration, the CNN learns
to estimate the probabilities that an image represents an object class:
f (X) = (P (C1|X) , ..., P (CD|X)) ∈ [0, 1]D (1)
where X is an input image, and Ci is the i-th object class, with i ∈ {1, ..., D}.
After the CNN is trained in this way, the system is ready to accept user
queries. Let us note XQuery the query image, and Xj the training database im-
ages, where j ∈ {1, ..., N} and N is the number of images in the database. Then
the database images are ranked according to the Euclidean distances between
the probability vector f (XQuery) associated to the query image, and the prob-
ability vectors f (Xj) associated to the database images. For example, the most
similar image in the database can be obtained as follows:
s = arg min
j∈{1,...,N}
‖f (XQuery)− f (Xj)‖ (2)
It is then possible to obtain the k most similar images in the database, as
ranked by ‖f (XQuery)− f (Xj)‖. Alternatively, a similarity threshold τ can be
defined so that all images in the database with ‖f (XQuery)− f (Xj)‖ < τ are
declared to be similar to the query image.
4 Experimental Results
In this section, we report the obtained results by our approach, which uses
Convolutional Neural Networks, and compare them with other state of the art
traditional approaches.
4.1 Methods
In this work, the transfer learning technique using Alexnet pretrained network
has been applied. The advantage of this technique is the use of an existing neural
network without the need to build it from scratch. This network is adapted to
the image classification task and it can learn an efficient feature representation.
Our work consists of fine-tuning this network to adapt it to our used database by
replacing the final layers, we can then train the network so that it learns feature
representation for our new task. As a result, we will have database images with
the probability of belonging to each class. This information can be deployed
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Fig. 1. Some samples representing the 10 semantic classes of Wang database.
later in image retrieval task: similarity between images is calculated based on
the distance between class membership probabilities of query image and database
images.
The selected methods to compare the results of our proposal are Walia et
al. (noted as Walia) [7], Elalami [19], ODBTC [13], DDBTC [14] and LMCTP
[26]. Walia method is based on a combination of color, texture, and shape fea-
tures using different fusion techniques. The Elalami method introduces an effec-
tive matching strategy in order to measure similarity between images. Both of
ODBTC and DDBTC consist in generating a feature vector derived respectively
from low complexity-Dither Block Truncation and Dot-Diffused Block Trunca-
tion Coding. Finally, a merged color space is created in LMCTP, from which
local mesh color features are extracted.
4.2 Hardware and software
The experiments have been established on a machine with Ubuntu 64 bits oper-
ating system, 2,9 GiB RAM, Intel Core 2 QUAD CPU with a frequency of 2,40
GHz and NVIDIA Graphic card. The used programming language is MATLAB
R2018a.
4.3 Images database
In this paper, we use Wang(Corel 1k) database which is available in its website
3. This database contains 1000 images grouped into 10 semantic classes: Africa,
Beach, Bus, Dinosaur, Elephant, Flower, Food, Horse, Monument, Mountain.
70% of images are used to train the neural network, where 30% are left for the
test phase. Figure 1 shows some samples of this database.
4.4 Results
We have employed several well known measures to measure the performance of
each approach in order to establish a comparison between the different competi-
3 http://wang.ist.psu.edu/docs/related/
tor methods from a quantitative point of view. The selected measures are the
precision (P) and the recall (R). These measures provide a real number between
0 and 1, where higher is better, and they are given by the following equations:
P =
Number of relevant images retrieved
Total number of retrieved images
(3)
R =
Number of relevant images retrieved
Total number of relevant images
(4)
In order to check the goodness of our proposal, our approach has been com-
pared to other CBIR classic approaches and the retrieval process has been estab-
lished using two different comparisons. A first comparison, that we note as Fixed
number of retrieved images, has been carried out. In this comparison the number
of images to retrieve is fixed previously. The parameter k represents this number
and we have considered k = 20 in this comparison. The most k similar images
are selected based on their distances with the query image. So that, according
to the lowest distances belong to the most similar images.
The performance measures of our proposal are reported in Table 1, where
precision and recall values are shown for each class. As it can be observed the
proposal achieves a high precision, although the recall is low.
Table 1. Precision and recall performances of our approach by using a k fixed number
of retrieved images. In this case, k = 20.
Classes Precision Recall
Africa 0.9333 0.2667
Beach 0.9000 0.2571
Bus 1.0000 0.2857
Dinosaur 1.0000 0.2857
Elephant 1.0000 0.2857
Flower 0.9667 0.2767
Food 0.9683 0.2767
Horse 1.0000 0.2857
Monument 0.9667 0.2762
Mountain 0.8383 0.2395
Overall 0.95733 0.2735
On the other hand, Table 2 shows the comparison with other CBIR classic
approaches. As it is shown, our convolutional neural network approach outper-
forms significantly these approaches in terms of precision.
Moreover, our experiments have shown that the number of images retrieved
affects significantly the recall, which is not the case for precision. Figure 2 shows
variation of precision and recall values in terms of the number of images re-
trieved. This number varies between 10 to 70 which is the maximum number
of relevant images that can be retrieved (Number of instances in each class in
Table 2. Comparison between our approach and other traditional approaches in terms
of precision. A k fixed number of retrieved images has been used. In this case, k = 20.
The best result is highlighted in bold.
Approach Precision
Walia [7] 0.783
Elalami [19] 0.761
ODBTC [13] 0.779
DDBTC [14] 0.792
LMCTP [26] 0.765
Our method 0.957
learning database). We can see that precision keeps almost the same value even
with a higher number of retrieved images which reflects the effectiveness of our
approach. However recall is increasing notably which means that more relevant
images are being retrieved. Precision and recall are equal when the number of
retrieved images is 70 which is the same as the number of relevant images.
0 20 40 60 80
Number of retrieved images
0
0.2
0.4
0.6
0.8
1
Precision
Recall
Fig. 2. Precision and recall performance of our proposal depending on the number of
retrieved images parameter k.
Furthermore, the obtained results can be observed from a qualitative point
of view. Figure 3 illustrates a user query with the relevant images returned by
our system. In this figure, the image from the first row represents the query and
the remaining images represent the retrieved images. For this query the obtained
precision by our approach is perfect (so that, 1).
In addition, a second comparison, noted as Defined threshold for the distance,
has been performed. In this case, for each query image, the number of retrieved
images is determined based on a threshold τ . The distance between the query
and all database images is calculated and then relevant images are selected. So
Fig. 3. An example of a query image from Flower class and retrieved images using our
approach. The image from the first row represents the query and the remaining images
represent the retrieved images.
that, the distance between a selected image and the query must be less than the
defined threshold.
In this comparison, the definition of the threshold value is based on the
precision, where the chosen threshold is the one that maximizes it. Figure 4
shows obtained precision values in terms of the used threshold.
After that, the precision and recall performances of our approach are re-
ported in Table 3. Compared to the first comparison, it can be observed that
the precision is practically the same but the recall has increased in a remarkable
way. Thus, the used threshold allows our system to retrieve most of relevant
images in the database.
5 Conclusion
A new content based image retrieval method by employing convolutional neural
networks has been presented in this work. It uses a trained neural network in
order to obtain the probabilities that an image represents an object class. Given
a query image, two ways can be defined to provide the most similar images.
In the first proposal, the output system is the k most similar images in the
database, while in the second proposal the system supplies images which have a
probability vector distance lower than a threshold τ .
The retrieval capabilities of the proposal have been tested in the experimen-
tal section. Well-known state-of-art methods, dataset and measures have been
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Fig. 4. Precision in terms of some experimented threshold values t. The red circle
indicates the maximum reached precision which equals 0.9583 where the corresponding
threshold value τ is τ = 0.6.
Table 3. Precision and recall values using a defined threshold. Precision and recall
performances of our approach by using a defined threshold τ for the distance. In this
case, τ = 0.6.
Classes Precision Recall
Africa 0.9333 0.9010
Beach 0.9000 0.9000
Bus 1.0000 1.0000
Dinosaur 1.0000 1.0000
Elephant 1.0000 1.0000
Flower 0.9667 0.9667
Food 0.9667 0.9667
Horse 1.0000 1.0000
Monument 0.9662 0.9667
Mountain 0.8500 0.8338
Overall 0.9583 0.9535
chosen to compare the performance. Quantitative results exhibit the goodness
of the approach.
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