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Abstract—The development of ambient intelligence (AmI) appli-
cations that effectively adapt to the needs of the users and envi-
ronments requires, among other things, the presence of planning
mechanisms for goal-oriented behavior. Planning is intended as the
ability of an AmI system to build a course of actions that, when car-
ried out by the devices in the environment, achieve a given goal. The
problem of planning in AmI has not yet been adequately explored
in literature. In this paper, we propose a planning system for AmI
applications, based on the hierarchical task network (HTN) ap-
proach and called distributed hierarchical task network (D-HTN),
able to find courses of actions to address given goals. The plans
produced by D-HTN are flexibly tailored to exploit the capabilities
of the devices currently available in the environment in the best
way. We discuss both the architecture and the implementation of
D-HTN. Moreover, we present some of the experimental results that
validated the proposed planner in a realistic application scenario
in which an AmI system monitors and answers the needs of a dia-
betic patient.
Index Terms—Building-management systems, cooperative sys-
tems, distributed computing, planning.
I. INTRODUCTION
AS implicitly appears in the definition of ambient intelligent(AmI) proposed by the European Commission Informa-
tion Society Technologies Advisory Group—“a potential future
in which we will be surrounded by intelligent objects and in
which the environment will recognize the presence of persons
and will respond to it in an undetectable manner” [1]—the very
general idea of AmI involves, among others, concepts related to
distributed intelligence and autonomy. Recently, some authors
(for example, [2]) stressed the need to combine distributed in-
telligence paradigms within the architectural levels identifiable
in AmI systems; namely, ubiquitous computing devices [3] (in
particular pervasive computing devices [4]), ubiquitous wireless
communication [5], and intelligent multimodal interfaces [6].
Distributed goal-oriented behavior enables the system to take
the initiative when appropriate and to improve the capabilities of
the distributed reactive behavior (that simply reacts to changes
in the environment) often implemented in AmI systems [7]. As a
consequence, goal-oriented behavior extends the range of prob-
lems that can be tackled by an AmI system.
In this paper, we focus on the planning ability, namely on the
most natural way to provide goal-oriented behavior to AmI sys-
tems. An AmI system that plans is able to find a course of action
that, when executed, achieves a desired effect (for example, the
satisfaction of a user’s need), given the current state of the envi-
ronment and the repertoire of actions the devices composing the
Manuscript received October 15, 2003; revised April 1, 2004 and June 15,
2004. This paper was recommended by Guest Editor G. L. Foresti.
The authors are with the Dipartimento di Elettronica e Informazione, the Po-
litecnico di Milano, Milan 20133, Italy (e-mail: amigoni@elet.polimi.it).
Digital Object Identifier 10.1109/TSMCA.2004.838465
system can perform. While most of the research in AmI concen-
trates on obtaining information about a user’s state and behavior
[8]–[10], the planning system proposed in this paper addresses
the topic of using the information coming from sensors to per-
form actions useful for the user [11].
Despite its potential importance, planning in AmI has not re-
ceived adequate attention so far. Some attempts to incorporate
planning in AmI systems have addressed the recognition of the
user’s plans in order to proactively assist and facilitate the user
to perform the activities of the plans [12], [13]. In this paper,
we take a different perspective, presenting a planning system
that builds plans according to the capabilities of available de-
vices that perform actions to satisfy the user’s need. Note that,
in the first case, the plans are usually selected from a library
[14]; while, in the second case, our system automatically builds
plans to reach high-level goals provided as input. Moreover, in
the first case, the system has no control over the user who exe-
cutes a plan, while in the second case, our system has some sort
of control over the devices that execute a plan. In this paper,
we will refer to this last conception of planning that involves
building plans whose actions are performed by AmI devices.
In our opinion, the difficulty in developing a planner of this
kind might be traced back to the following two peculiar charac-
teristics of AmI systems.
1) It is widely recognized that the power, processing, and
communication limitations [15] of the the distributed
devices composing an AmI system prevent to consider
them a priori as able to perform complex computa-
tions, in particular, those required by planning tasks.
For example, a cell phone could not be able to au-
tonomously plan to call a doctor given that other de-
vices detected that a user in the environment is ill.
2) Because of the very nature of AmI systems, the number
and the types of the distributed devices that are con-
nected to an AmI system are not known in advance
and continuously change during the operations of the
system. For example, when a person with a smart cell
phone enters a room equipped with an AmI system, the
cell phone, when properly connected to the network of
other devices, is temporarily part of the system.
These two features make it difficult to directly employ tradi-
tional planning techniques in AmI. Feature 1 pulls toward cen-
tralized planning [16], while feature 2 pushes toward distributed
planning [16]. Given the above dichotomy, this paper aims at
shedding some light on the answer to the question: what is the
most suitable planner for AmI applications? To the best of our
knowledge we are not aware of any planner that successfully
addresses the above question at the light of features 1 and 2. We
propose a planner, called distributed hierarchical task network
(D-HTN) that combines both centralized and distributed features
1083-4427/$20.00 © 2005 IEEE
8 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART A: SYSTEMS AND HUMANS, VOL. 35, NO. 1, JANUARY 2005
and that represents an innovative and original contribution to the
research in AmI. D-HTN performs a centralized plan-building ac-
tivity that is tailored on the capabilities of the distributed devices
that are currently connected to the system.
The autonomy and the goal-oriented behavior promoted by
the planning ability of AmI devices acting in dynamic environ-
ments is envisaged, although in a primitive and limited form,
in the area of context awareness [17], that aims at developing
devices that behave according to the context. These devices are
able to automatically tune some configuration parameters in re-
sponse to specific contexts and can undertake different courses
of actions in different contexts (thus exhibiting an active be-
havior). Research in context awareness has been oriented almost
exclusively to single devices. When multiple devices are in-
volved, we can distinguish between two kinds of context aware-
ness: context awareness toward the user (i.e., the context is what
the user is currently engaged in and what the user is trying to do
[18]) and context awareness toward the system (i.e., the context
is the information about the devices currently connected to the
system). The first kind of context awareness is usually addressed
by the designer of the AmI application, while the second kind
of context awareness can be addressed to a large extent by the
computational infrastructure on which the AmI system is imple-
mented. The planning system proposed in this paper focuses on
context awareness toward the system. To coordinate the opera-
tions of different devices, the interaction patterns among the de-
vices (e.g., the coordinated sequences of actions they perform)
are usually predetermined by the designer. For example, in [19],
an event starts the execution of a chain of actions performed by
different devices; the chain of actions has been statically pre-
defined by the designer. We overcome these limitations by pro-
viding a planner for AmI applications that iteratively decom-
poses a task in simpler subtasks until they can be mapped on
the actions that the (currently connected) devices can perform.
This means that the interaction patterns are not statically prede-
termined but are automatically built according to the initial goal
and the devices currently connected to the system.
The main original contributions of this paper are: 1) the char-
acterization of the planning problem within AmI; 2) the pro-
posal of a planner for AmI applications that combines central-
ized and distributed features and that is based on the theoretical
and experimental background of HTN planning [20]; and 3) the
ability of the proposed planner to adapt the planning process and
its results to the capabilities of the devices currently connected
to the AmI system.
In this paper, we adopt the multiagent paradigm [21], [22]
for designing and implementing AmI systems (following, for
example, [18] and [23]). As outlined in [24], the multiagent ap-
proach finds a somehow “natural” application within AmI, since
it enables the development of systems in which the intelligent
and autonomous functions [25] are exhibited by both the indi-
vidual devices (namely, at the individual level) and by their in-
teraction in a network of devices (namely, at the social level). An
early proposal to use the multiagent paradigm in smart homes
appeared in [26]; however, this proposal did not take into ac-
count the aspects related to the coordination and cooperation
among the agents. Two reasons for our adoption of the multia-
gent approach in AmI are that the theoretical and architectural
discussions on distributed planners are conveniently casted in a
multiagent perspective and that the existing frameworks for dis-
tributed systems, such as JINI [27], can be fruitfully employed
in implementing multiagent systems.
This paper is organized as follows. Section II presents some
realistic application scenarios that help in motivating the use
of planners in AmI applications and to which we will refer
through the paper. In Section III, we discuss in detail the prob-
lems arising when developing a planner for AmI applications
and, starting from features 1 and 2 discussed above, we review
the state of the art in planning. Section IV presents the archi-
tecture and some theoretical properties of the proposed D-HTN
planner for AmI applications. Implementation details are illus-
trated in Section V. In Section VI, we experimentally validate
the planner in our application scenario. Section VII concludes
the paper.
II. APPLICATION SCENARIOS
Imagine a room equipped with smart devices forming an AmI
system. Imagine now that a person suffering heart diseases [28]
and wearing other smart devices suddenly becomes seriously
ill while being in the room. If the smart devices (agents, in
our perspective) in the room can interact with the smart de-
vices (agents) carried by the person, these latter could commu-
nicate the alarming state of affairs to the former so that they
can manage such a critical state. The AmI system can decide
immediately to call a medical specialist, sending information
about patient’s vital signals [29]. The AmI system can use a
cell phone, an e-mail system, or a fax according to the devices
currently available in the room. If the specialist does not re-
spond in a short time and the devices evaluate the health state
excessively critical, the AmI system can make an emergency
call to the closest hospital and request an ambulance, employing
the most efficient communication means. The monitoring of
people suffering heart failure can be properly addressed by using
a dynamic collection of agents organized in an AmI system.
Such a system requires several devices that, in general, can vary
according to the particular environment (e.g., hospital, home,
and outdoor), and an intensive collaboration among them. In-
formation about the patient is retrieved from scales measuring
patient’s weight, blood pressure measurement devices, electric
heart activity monitoring devices, and physical activity moni-
toring devices. These data are used to determine the level of the
patient’s physical activity, to set the drug doses the patient has
to assume, and to alert physicians and to autonomously defib-
rillate if a critical state occurs. Note that a planning system for
assisting patients suffering heart failure that is tailored on the
available devices can be used in different environments.
This motivating AmI scenario is currently being defined in
cooperation with experts in cardiac diseases. The scenario, al-
though extremely realistic, is not yet completely implementable
in reality; however, the technological building blocks are al-
ready available or being actively developed. To make the discus-
sion more concrete and to partially relate to our previous work
[30], we will refer, in the rest of this paper, to another similar ap-
plication scenario. We consider a diabetic patient equipped with
on-body monitoring devices who is in a room equipped with
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Fig. 1. Architecture of the AmI system we implemented for the application scenario.
AmI devices. (Note that those related to diabetes patients are
among the most studied applications of medical telemonitoring
[31].) In the diabetes case, the patient seldom becomes suddenly
ill because the monitoring devices can usually detect poten-
tial alarming situations some time before they appear. However,
the planning abilities required to the AmI system are roughly
the same in both the heart disease and the diabetes scenarios.
We work on a simulation of the diabetes scenario that abstracts
from many technological issues of the devices (these issues, al-
though of paramount importance, see for example [32], are out-
side the main scope of this paper and are partially addressed in
Section V). Hence, for our purposes, all the AmI devices are
embedded in software agents that are integrated in a multiagent
system. This architecture is further discussed in Section V.
In our experimental scenario we implemented the following
agents (Fig. 1). The agent that simulates the monitoring devices
on the diabetic patient is called goal generator agent because in
our application scenario it is the source of goals that the planning
system attempts to achieve. The goal generator agent stands for
any device or user that can generate a goal for the AmI system.
Note that this agent might represent (i.e., be connected to) a
whole multiagent system devoted to regulate and monitor physi-
ological processes, such as the one we developed in [30]. Hence,
the goal generator agent provides the input to our planner in
terms of high-level goals to be reached. The agents that popu-
late the room in our scenario are conceptually organized in three
main classes: communication agents, repository agents, and in-
teractive agents. The communication agents include the SMS
agent, the email agent, the fax agent, and the phone agent for
sending and receiving SMS, e-mails, faxes, and phone calls, re-
spectively. The repository agents are the address book agent, a
database of contacts, and the medical store agent, a database
of medicines currently present in the environment. The inter-
active agents provide the sensors and the actuators to interact
with the environment; they include the thermometer agent, a
temperature sensor, and the heating agent that can change the
temperature in the environment. All these agents (the goal gen-
erator agent and those equipping the room) are supervised and
coordinated by the environmental majordomo agent. Our exper-
imental system manages both the agents that represent devices
that are physically and permanently part of the room (e.g., the
heating agent) and the agents that represent mobile devices that
are transiently part of the room (e.g., the phone agent could be a
cell phone carried by a person walking through the room). The
dynamic management of devices is based on a discovery mech-
anism (provided by JINI in our implementation) that allows the
AmI system to incorporate mobile devices and these devices to
effectively use their surroundings [18].
In the following of this paper we discuss the topic of goal-ori-
ented behavior within the AmI multiagent system just described,
which provides a realistic testbed for validating our planner.
III. PLANNING AND AMI
In this section, we address in more detail the problem of plan-
ning (we refer to planning for system devices in the sense dis-
cussed in Section I) in AmI applications by relating our ap-
proach with literature on planning.
In order to exhibit goal-oriented behavior in the real world, a
system has to generate a plan and to coordinate the execution of
the plan. In this paper, we are concerned only with the first as-
pect, called planning. Basically, a planning algorithm has three
inputs [33]: a description of the world, a description of the goal,
and a description of the capabilities in form of possible actions
10 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART A: SYSTEMS AND HUMANS, VOL. 35, NO. 1, JANUARY 2005
that can be performed. The planning algorithm’s output is a se-
quence of actions such that, when they are executed in a domain
satisfying the initial state description, the goal will be achieved.
When we try to apply the above definition to an AmI scenario,
the fundamental aspect of distribution [34] calls for considera-
tion. From Section I, we already know that AmI systems are
characterized by features 1 and 2. Let us consider their implica-
tions on planning in more detail. Feature 2 concerns the fact that
in an AmI system the skills to perceive the environment and to
perform the actions are distributed over the agents and this pulls
toward the distribution of the planning process. However, ac-
cording to feature 1, in AmI some agents could take no respon-
sibility in building the plan since their limitations in processing
and communication; and this pushes toward the centralization
of the planning process. Therefore, an AmI planner cannot be
fully distributed and the planning process should be centralized
in an agent that has enough processing power. In conclusion, in
an AmI system we need a centralized planner that manages dis-
tributed capabilities.
In the literature on centralized planners [33], [35], the hier-
archical task network (HTN) planners (originally introduced in
[36] and [37]) are generally considered the most suitable for
real-world applications, as long as a single planning agent is
concerned. For this reason, in this paper we propose (a modi-
fication of) an HTN planner for application in AmI scenarios.
These planners are based on the concept of task network that is
represented as (the following description is based on [20]):
where
• are tasks, either primitive (that can be directly exe-
cuted by an agent) or nonprimitive (that must be further
decomposed);
• are labels to distinguish different occurrences of the
same task;
• is a Boolean formula representing the constraints on
the tasks, such as variable bindings constraints [e.g.,
], ordering constraints [e.g., , with the
meaning that must be executed before ], and state
constraints [e.g., , with the meaning that must
be true immediately after , immediately before , and
in all states between and ].
A task network can be represented by a graph. For example, the
task network:
is represented by the graph in Fig. 2. The intended meaning is
that, in order to request a good by e-mail, we first have to
create theRequestText and look for theEmailAddress
of a supplier of , then we have toSendEmailwith content
to . Note that the language used for HTN planning is an
extension of a first-order language.
Fig. 2. Graph representing a task network.
HTN planning starts with an initial task network repre-
senting the problem (the goal) and with a set of methods
or decompositions. Each decomposition is a pair ,
where is a nonprimitive task and is a task network; says
that a way to achieve is to perform the tasks in . Then, HTN
planning proceeds by finding a nonprimitive task from the cur-
rent task network and a method in such that
unifies with and by replacing with in (after appro-
priate substitution, see [20]). When only primitive tasks are left
in , a plan for the original problem can be found. A plan is a
sequence of ground primitive tasks (see [20] for details). This
pure HTN planning process can be refined to make it more ef-
ficient by introducing backtracking, critic functions, and other
technicalities [37]. The most known centralized HTN planner is
probably the Sacerdoti’s NOAH [37].
In order to cope with feature 2, we consider the distributed
versions of HTN planners. The literature on distributed plan-
ning usually refers to multiagent planning (since [38]) and clas-
sifies distributed planners in two classes [34]. The first class is
cooperative distributed planning (CDP). Its main purpose is the
creation of a coherent (sometimes optimal) plan. CDP is typi-
cally employed with agents that have common objectives and
representations and that exchange information about their par-
tial plans, which are iteratively refined and revised until they fit
together well. The second class, negotiated distributed planning
(NDP), is centered around the idea that the purpose of each agent
is to negotiate over planned activities not to form good collective
plans, but rather to ensure that its own local objectives will be
reached by its own plan, when viewed in a global context (see,
for example, [39]–[42]). Therefore, in NDP there is no cooper-
ation to create a joint plan as in CDP, but every agent tries to
convince the other agents to accommodate its own preferences.
Given that AmI agents are usually assumed to be coopera-
tive [18], CDP approaches are appropriate for AmI applications.
It turns out that most of the works in CDP are extensions of
the HTN planning we have illustrated before (notable excep-
tions are the partial global planning approach [43] and the DI-
PART platform [44]). This kind of distributed HTN planning op-
erates through successive refinements of the planning decisions
as more information about the plans of the other agents becomes
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available. A distributed HTN approach appears appropriate for
AmI applications because it naturally supports heterogeneous
agents and knowledge exchange among them. One of the most
successful attempts in distributing HTN planning is Corkill’s
distributed version of the centralized NOAH planner [distributed
NOAH (D-NOAH)] [45]. D-NOAH is based on the same plan repre-
sentation and the same planning procedure of the classical cen-
tralized NOAH, but exploits multiple and distributed centers of
planning control (agents, in our perspective). Each agent per-
forms planning, as in NOAH, through the expansion of nonprim-
itive tasks by finding applicable decompositions that achieve
them. In D-NOAH, the task network for plan representation is ex-
tended to include special nodes used as placeholders for other
agents’ plan and to support special primitive operations for the
synchronization of the multiagent execution. Tasks are allocated
to the agents by the user who specifies which agent solves which
top-level goals. Communications and coordination are natively
supported by extending the critic functions for detection of the
conflicts that are present in NOAH. Note that in D-NOAH, no agent
knows all the possible decompositions and, thus, the knowledge
is distributed. However, D-NOAH is somehow too powerful for
our purposes since we do not need a planner able to manage
different centers of planning control (recall feature 1). Hence,
we developed our D-HTN planner as a simplification of D-NOAH
(or, equivalently, as a complication of NOAH), in order to have a
single agent performing the planning process and a communi-
cation mechanism for exchanging knowledge about decomposi-
tions. The main problem to be addressed is the high dynamism
required by AmI systems (recall that agents continuously join
and leave the system): D-NOAH does not provide any support in
this sense, in fact the number and the types of the distributed
planners are static and fixed in advance. Finally, we note that
there are several hybrid variants that combine HTN planning
with other planning approaches; we discuss them in Section VII.
IV. D-HTN PLANNER
Generally speaking, the D-HTN planner proposed in this paper
is a centralized planning system in which the knowledge about
the decompositions is distributed over the agents. The agents,
except a single planning agent called planner, are not required
to take part in the planning activity, they are only required to
provide their decompositions. In this section, we give a general
description of D-HTN, while implementation details are reported
in Section V.
A. General Assumptions
Before presenting the details of the algorithms, it is worth
giving an overview of the general assumptions we make. D-HTN
is a multiagent planning system in which, given a goal, a number
of agents cooperate to allow the planner to build a plan. We as-
sume that the agents and the planner can perform the following
activities.
• Each agent keeps a local data structure called plan library,
which stores all the decompositions it knows. The decom-
positions in the plan library of an agent have been defined
by the designer during the installation of the agent and are
peculiar for each agent. In particular, they include decom-
positions that involve only primitive tasks for the agent,
since they are directly executed by the agent without being
further expanded.
• The planner is the only entity supposed to have the compu-
tational power to generate a plan, the other agents are only
requested to communicate decompositions (and to execute
functions in the environment).
• By means of a communication mechanism based on mes-
sage passing, 1) the planner can ask the currently con-
nected agents to send their available decompositions for
a given task and 2) the agents can send to the planner the
requested decompositions. Note that this communication
mechanism is the only way in which D-HTN manages dis-
tributed knowledge about the decompositions.
The decompositions we consider are such that
can be a conditional plan [46, Chapter 12] that uses sensing
tasks to select a branch in the plan. In this way, conditional
plans can handle bounded indeterminacy. In particular, in the
if-then and while constructs control the execution of the tasks.
For instance, a task can be executed only if a condition is satis-
fied. Examples are shown in Section VI.
Each decomposition has associated three numerical indexes
(not included in the original formulation of NOAH planner) that
are associated to the performance, the cost, and the probability
of success for the tasks in the decomposition. The first one
measures the expected effectiveness of the decomposition, the
second one measures the expected resource consumption for
performing the tasks in the decomposition, and the third one
measures the expected likeliness that no error occurs when
the tasks in the decomposition are performed. For example,
the index values (expressed in a scale from 0 to 1000) for the
following decomposition that makes a request by phone:
could be 800, 500, and 500, respectively. On the other hand,
the index values for the following decomposition that makes a
request by fax:
could be 200, 500, and 500, respectively. These index values
model the fact that making a phone call is a more effective way
to make a request than sending a fax; moreover, the cost and the
probability of success (for completing the call and sending the
fax) are equal. The values are chosen (and possibly modified)
by the designer of the system. This poses a problem when dif-
ferent designers are involved; a solution might be the adoption
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of a general shared set of rules for writing decompositions (fur-
ther details are given in Section VI). The possibility offered by
D-HTN planner to define different (redundant) decompositions
for the same task improves the robustness of the planner, es-
pecially when it acts in dynamic environments. However, con-
flicts among decompositions for the same task may arise. The
three indexes we defined provide a criterion to heuristically se-
lect a “good” decomposition when more are applicable. Note
that other indexes can be added to the three presented above;
for example, we can consider also the estimated time required
to carry out the tasks of a decomposition. However, in this paper
we only consider the performance, cost, and probability of suc-
cess indexes because they are enough to manage the decompo-
sitions of our application scenarios. Moreover, although we did
not implement this possibility, the values of the indexes could be
dynamically updated according to the success of previous plans.
Finally, for simplicity and without any loss of generality, the
planner does not show any other ability except that of planning.
B. D-HTN Algorithms
D-HTN is composed of a set of distributed algorithms that are
executed concurrently by the planner and by the agents. Algo-
rithm 1 presents an overview of the D-HTN algorithm executed
by the planning agent. The main data structure to represent the
plan that is being formed is a task network . is initialized
with the initial task to be solved (i.e., the goal to be reached).
The D-HTN planner produces a final plan composed only of
primitive tasks that can be executed by the agents.
Algorithm 1 D-HTN algorithm for the planner
1: D = initial task
2: while D contains nonprimitive tasks do
3: choose a nonprimitive task t from D
4: populateM(t), by requesting the currently connected agents
to send the decompositionsm = (t0; d0) such that t0 unifies with
t and by collecting these decompositions
5: choose a decomposition m = (t0; d0) from M(t)
6: if t is primitive for the agent a proposing m then
bind a to t and remove t from the nonprimitive tasks
8: end if
9: replace t with d0 in D
10: end while
Let us analyze the algorithm in more detail. Step 3 is quite
trivial since the order in which we choose nonprimitive tasks for
decomposition does not influence the solution eventually found.
In Step 5, a decomposition is chosen according to a criterion that
depends on the index values of the proposed decompositions (set
according to the specific application). For example, in our ap-
plication scenario, we used the criterion that selects the decom-
position (giving precedence to decompositions composed only
of primitive tasks in order to favor the termination of the algo-
rithm) with the highest value of the performance index. More
sophisticated criteria could be devised (see, for example [25]).
Note that the dynamic collection of decompositions (during
Step 4) is a conceptually simple activity that nevertheless has a
significant impact in AmI applications; it is an original contri-
bution of this paper (it is not part of any HTN algorithm we are
aware of).
In developing D-HTN, we defined a “clean” pattern for mes-
sage exchanging between the planner and the other agents.
In our system, the massages are only exchanged between the
planner and the other agents. The planner requests all the agents
to suggest possible decompositions for the task at hand, by
broadcasting a message including the task to be decomposed.
Each agent, if it knows decompositions for that task, informs
the planner by sending the known decompositions. We note
that, in this paper, we are not interested in the coordination of
the execution of the primitive tasks of a final plan. Indeed, we
use a trivial but effective mechanism: execution is coordinated
by a single agent (see Section VI).
Step 4 of Algorithm 1 populates the set of decompositions
for a task . Execution of Step 4 is synchronized with
the execution of Algorithm 2 by the agents. Implementation of
Algorithms 1 and 2 in our application scenario is discussed in
Section V.
Algorithm 2 D-HTN algorithm for the agents
1: while the agent is active do
2: wait for a message from the planner
3: if the message is a request of decompositions for a nonprimitive
task t then
4: send to the planner the decompositions m = (t0; d0) in the plan
library such
that t0 unifies with t
5: end if
6: end while
C. Some Theoretical Results
We now turn the attention to some theoretical results about
the proposed D-HTN planner. We preliminarily note that, when
communication is assumed to be reliable and conditional plans
are not allowed in decompositions, D-HTN planner reduces to the
general HTN planner defined in [20] (proof is trivial). Hence,
under the above restrictive assumptions, all the theoretical re-
sults presented in [20] hold also for the D-HTN planner. Some of
them are summarized below.
We call PLANEXISTENCE the problem: given a set of decom-
positions, a set of primitive tasks, an initial state, and a goal, is
there a plan that reaches the goal? The most significant decid-
ability results follow.
• In the most general case, without restrictions on nonprim-
itive tasks, PLANEXISTENCE is semidecidable.
• If the decompositions are acyclic (i.e., any task can be
expanded up to only a finite depth), PLANEXISTENCE is
decidable.
• If all the task networks in the decompositions are totally
ordered (i.e., the tasks need to be achieved serially), then
PLANEXISTENCE is decidable.
The most significant complexity results follow.
• In general, PLANEXISTENCE has exponential complexity
both in space and in time.
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Fig. 3. Wrapper that makes the functions of a phone device available as JAVA methods to the CO to form a phone agent.
• If 1) all the task networks in the decompositions contain
at most one nonprimitive task and that nonprimitive task
is ordered with respect to all other tasks in the network
and 2) the set of decompositions is known in advance (i.e.,
no agent can enter or leave the AmI system during the
planning process), then PLANEXISTENCE has polynomial
space complexity.
Note that, although some of the above worst-case theoretical
results are negative, they do not prevent the successful use of
HTN planning in practical applications [20]. Despite these pre-
liminary results, a complete theoretical analysis of the proposed
D-HTN planner is a quite challenging tasks that is beyond the
scope of this paper and that has not been yet addressed.
V. IMPLEMENTATION ISSUES
In this section, we present the implementation of the D-HTN
planner and the AmI system we developed to test it in the
application scenario of Section II. In particular, we discuss how
the general requirements listed in Sections II and IV have been
implemented using specific technologies. (For a much more
detailed description of the implementation issues of D-HTN
planner, please refer to [47].)
A. Implementation of the AmI System of Our
Application Scenario
The first implementation issue we addressed relates to the po-
tential heterogeneity of the devices composing the AmI system.
They could exhibit different hardware and software implemen-
tations and communication protocols. In order to cope with this
problem, each agent is architecturally arranged in a pair of semi-
agents: the cooperative semiagent (CO) and the operative semia-
gent (OP), as shown in Fig. 3. (In [48], we discuss the same idea
applied to robotic agents.) The CO accomplishes cooperative
tasks, providing the connection to and the disconnection from
the AmI system and the communication ability to exchange
messages with the other agents. These abilities are exploited in
event management (the agent can generate an event, register it-
self to particular events, and receive the notification that a regis-
tered-to event happened) and in the goal management (the agent
can generate goals, propose decompositions for a task, carry out
an action to execute a plan, and update its plan library). Imple-
mentation of event management is covered in [49], while goal
management is the topic of this paper. Each CO is a software
component implemented in JAVA by exploiting JINI [27] as mid-
dleware, which, in turn, is based on RMI [50]. Hence, all the in-
teractions among agents are based on the remote procedure call
paradigm. In particular, the messages exchanged by the agents
during planning (see previous section) are embedded in the pa-
rameters of the remote procedure calls.
The OP is the operative and specific part of the agent. Basi-
cally, the OPs are the devices scattered in the environment. Their
specific functions can be computational or interactive with the
physical world. An OP can be implemented with different archi-
tectures and by different programming languages. Thus, usually
it is necessary to introduce an additional component commonly
employed in multiagent systems, called wrapper, that maps the
functions that the OP can perform to JAVA methods accessible
from the CO (Fig. 3) and that facilitates the reuse of the devices
in different applications. By using the wrapper, we allow the
remote execution of the CO with respect to the OP since they
communicate via RMI. This is useful because usually the CO
requires more computational power than the OP. The functions
performed by the OP constitute the basis for the primitive tasks
of the agent. Given our architectural solution, the integration of
real devices (new OP parts) will affect only the wrappers. This
shows that our CO-OP modular architecture makes it easy to
evolve from prototypical simulated systems to real ones.
To make the discussion more concrete, we briefly describe
the implementation of the wrapper we are developing (in co-
operation with a Swiss building automation company) for OP
devices that are connected by means of the LONWORKS system
for building automation [51]. Fig. 4 shows that the wrapper is
common to a number of OP devices that are connected to a
LONWORKS bus. Such devices include, for example, switches
and presence sensors. The JAVA component of the wrapper
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Fig. 4. Wrapper for LONWORKS devices.
can access the variables that characterize the devices (in order
to read or write them) by means of the services provided by
the LONWORKS Network Services Server. This component
provides also a publish-subscribe management of events, such
as the modification of a variable value. The JAVA component
of the wrapper can also remotely communicate, via RMI, with
the CO of the agent. The JAVA component of the wrapper
receives (from the CO) the requests to execute operations and
translates them in corresponding requests for the OP devices.
Note that the LONWORKS Network Services Server and the
JAVA components can be run on a computer that is remotely
connected to the OP devices by means of the LONWORKS bus.
In this way, it is possible to partially overcome the processing
and communication limitations of these devices and to integrate
them in a coherent agent-based cooperation framework. The
communication technologies used in this case are summarized
in Fig. 5.
The management and supervision of our agent network is
performed by the environmental majordomo agent. It keeps in-
formation about the dynamic registration of the agents by em-
bedding the JINI lookup service. The COs of the agents can au-
tomatically discover the presence of the environmental major-
domo and join the AmI system by using, respectively, the dis-
covery and join protocols provided by JINI. The adoption of
a fixed single center, such as the environmental majordomo, to
manage the agent network reduces the communication between
the agents, according to the limited communication resources
available to AmI agents. In addition, as remarked in [52], such
approach faces the potential failure of the interagent commu-
nication, due to their transition and rapid moving, by imposing
an implicit communication mechanism (via the environmental
majordomo).
B. Implementation of the D-HTN Planner
The planning agent described in the previous section is em-
bedded in the environmental majordomo. Note that the environ-
mental majordomo can also perform operative functions and can
have its own plan library. In particular, it can answer its own re-
quests for decompositions. This is simply a consequence of our
modular design of agent architecture. The D-HTN algorithm for
the planner (Algorithm 1) is implemented extending Thread
in order to allow the environmental majordomo (and the AmI
system) to concurrently build different plans for multiple goals.
In our implementation, every agent (actually, every CO)
can remotely invoke methods of other agents dynamically
connected via JINI. According to that, the environmental ma-
jordomo requests decompositions for a task by remotely
invoking the method requestDecompositions with a
parameter describing . Then, each agent can reply to such
request by remotely invoking the method proposeDecom-
positions with, as a parameter, a list of decompositions for
(those present in the plan library of the agent). The situation
is depicted in Fig. 6.
More precisely, populate is called by the planner to
request the decompositions (see Step 4 of Algorithm 1) and is
detailed in Algorithm 3. The timeout of Step 7 of Algorithm 3
helps to reduce the negative effects on the performances when
agents cannot answer promptly due, for example, to communi-
cation problems.
Algorithm 3 populateM(t)
1: M(t) = empty
2:A = set of currently connected agents fobtained from the JINI lookup
serviceg
3: AA = empty fAA is the subset of currently connected agents that
already answered the requestg
4: for each agent a 2 A do
5: call a:requestDecompositions(t)
6: end for
7: wait until AA  A or a timeout has expired
8: return M(t)
The method requestDecompositions , outlined as
Algorithm 4, is implemented by every agent. The agent returns
when it has not any knowledge about how to de-
compose and when it knows how to
decompose . In this latter case, if there exists a
such that unifies with and (i.e., is a task net-
work with a single task), then is a primitive task for the agent
(the agent can perform by executing a primitive operation asso-
ciated with ). In order to make the call of requestDecom-
positions not blocking and to allow the planner to send out
all requests before answers of the agents, requestDecom-
positions first generates a thread that executes Algorithm
4 and then ends immediately. Note that requestDecompo-
sitions is the basic functionality that must be provided by an
agent to take part to the planning activity: the implementation of
requestDecompositions is the minimum processing and
communication requirement that must be satisfied by an AmI
agent of our system.
Algorithm 4 requestDecompositions (t)
1: N(t) = empty fN(t) is the set of decompositions for t the agent
knowsg
2: for each decomposition m = (t0; d0) belonging to the plan library
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Fig. 5. Communication technologies.
Fig. 6. Remote procedure calls for exchanging decompositions.
do
3: if t0 unifies with t then
4: N(t) = N(t) [ fmg
5: end if
6: end for
7: call e:proposeDecompositions(N(t)) fe is the environmental
majorodomog
Each agent can propose decompositions by remotely calling
(within its instance of requestDecompositions) the
method proposeDecompositions of the planner, shown
in Algorithm 5. For simplicity, in Algorithm 5 we do not show
the filtering that eliminates the duplicate decompositions and
the decompositions conflicting with other tasks already in the
plan.
Algorithm 5 proposeDecompositions (N(t))
1: AA = AA [ fag fa is the agent calling the functiong
2: for each decomposition m = (t0; d0) 2 N(t) do
3: M(t) = M(t) [ fmg
4: end for
In our implementation, the goal generator agent is the only
one that generates goals and sends them to the planner. How-
ever, this is a limitation imposed by our application scenario
described in Section II and not by the D-HTN planner that can
manage goals coming from any agent. The goal generator agent
provides a graphical interface (Fig. 7) monitoring in real time
the planner behavior: the number of agents registered in the JINI
lookup service, the timeout for receiving decompositions (this
can be set by the user), the current task to be decomposed, the
agents that received the task decomposition request, and, finally,
the agents that proposed decompositions for the task.
VI. EXPERIMENTAL ACTIVITIES
In this section, we present some of the results we obtained
in an extensive experimental activity devoted to validate the ap-
proach for AmI planning described in this paper. We recall that
we concentrated on the plan generation activity and not on the
plan execution activity. For this reason, we use a very simple ex-
ecution mechanism. The environmental majordomo coordinates
the execution of a final plan by requesting the agents to perform
the primitive tasks they proposed, according to the defined or-
dering constraints. Moreover, we do not provide any sophisti-
cate recovery mechanism to tackle situations in which an agent
supposed to carry out a primitive task (because the agent pro-
posed it during plan generation) suddenly disconnects during
plan execution. In this case, our system simply aborts the exe-
cution of the plan and starts a new planning process for the same
goal.
As a first experimental situation, we illustrate the perfor-
mance of the planner in solving the goal CheckAndRequest
(Insulin) that is intended to check the presence of insulin in
the medical store and, if no insulin is left, to make a request to
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Fig. 7. Monitoring interface of the goal generator agent.
Fig. 8. Some of the decompositions initially included in the plan libraries of some of the agents composing the AmI system for our application scenario (the
index values refer to performance, cost, and probability of success, respectively).
pharmacies to provide insulin. Note that insulin is a parameter
of the CheckAndRequest that, therefore, represents a whole
set of goals. This goal requires a moderately complex planning
process and we use it to give a comprehensive illustration of the
behavior of the D-HTN planner. Fig. 8 shows some decomposi-
tions initially included by the designer in the plan libraries of
some of the agents composing our AmI system. We manually
generate the goal (initial task) CheckAndRequest(In-
sulin) by the interface of the goal generator agent (Fig. 9).
The environmental majordomo asks the agents currently
connected to the AmI system to send their available decompo-
sitions. The only decomposition for CheckAndRequest is
provided by the environmental majordomo itself and introduces
two nonprimitive tasks, as shown in Fig. 10.
The two tasks are connected by a selection statement: if the
output of the execution of the task IsThere (Insulin)
(that checks if some insulin is left in the room) is False
then the task Request (Insulin) (that requests to supply
insulin) is executed. The planning process picks up the non-
primitive task IsThere (Insulin). This task can be
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Fig. 9. Generation of the goal CheckAndRequest (Insulin).
Fig. 10. Task network for the goal CheckAndRequest (Insulin) after
one planning step.
Fig. 11. Task network for the goal CheckAndRequest (Insulin) after
two planning steps.
decomposed only by a primitive task of the medical store agent
(Fig. 11). (Recall that primitive tasks are connected to specific
functions of OP semiagents.)
Then, the nonprimitive task Request (Insulin)
is considered. The SMS, e-mail, fax, and phone agents
propose their decompositions for the task in order to con-
tact the pharmacies by different communication means.
Since the performance index value of the decomposition
proposed by the SMS agent is the highest, this is se-
lected (Fig. 12) because we adopt the heuristic criterion
described in Section IV. The selected decomposition con-
straints the tasks and
to be executed before
. The first task creates the text containing
the request to supply insulin. The second task finds the mobile
phone numbers of the pharmacies. The SendSMS task sends
out the requests.
The planning process continues and the new inserted non-
primitive tasks are decomposed in primitive tasks performed by
the goal generator, the address book agent, and the SMS agent
(Fig. 13). The plan is now complete and ready to be executed.
The whole planning process takes few seconds on a 1-GHz
computer.
The execution of the plan is supervised by the environmental
majordomo that requests the agents to perform the primitive
tasks they proposed. During the execution, first the medical store
is checked for insulin; if it is found its counter is decremented by
1 and the plan execution ends since the task IsThere (In-
sulin) returns True; otherwise, the execution continues by
activating the other agents. The D-HTN planning process allo-
cates tasks to agents during planning in a way that is more flex-
ible than the static allocation of [45], but more restrictive than
the runtime task allocation of [43]. In our system, agents are
bound to the nonprimitive tasks they propose during planning,
with the advantage that execution of a plan is straightforward.
Another possibility could be to bind agents to the actions of a
plan at execution time, as in [14]; this solution is more flexible
but requires a complex plan executor. We stress that the goal
generator agent in our simulated system stands for the moni-
toring devices on the diabetic patient; in a real system, the oper-
ations it performs will be performed directly by these devices.
In addition to those presented here, we tested our AmI system
in other situations characterizing our application scenario, in-
cluding keeping the room temperature at a given value (part of
this planning activity is shown in Fig. 7), calling a technician to
fix the insulin pump, and requesting a telemedicine consult. In
all these cases, we obtained results similar to those shown here.
We implemented a very primitive form of learning for im-
proving the ability of the system in solving new problems. At
the end of the planning activity, the planner broadcasts to the
other agents involved in the plan the decompositions (only
those including nonprimitive tasks) that have been employed
in the plan. The agents update their plan libraries with the
received decompositions. Let us illustrate with an example the
utility of updating the plan libraries of the agents. At the end
of the construction of the previous plan, the decompositions
for CheckAndRequest and for Request are added to the
plan libraries of all the agents involved in the plan, namely
to the medical store, goal generator, address book, and SMS
agents. In this way, if the medical store agent is part of another
AmI system (for example, one oriented to e-commerce), it can
exploit the acquired knowledge about Request also in the
new environment; this is particularly significant if no agent of
the new system knows this decomposition. Note that only de-
compositions including nonprimitive tasks are exchanged at the
end of a planning process. Indeed, decompositions including
only primitive tasks (being related to the functions of the OP
semiagents) are peculiar for each agent. This mechanism for ex-
changing decompositions is extremely primitive; for example,
it is prone to the following problems. When the designer of the
system modifies a decomposition in a decomposition by
lowering the value of its performance index in the plan library
of the environmental majordomo and has been already
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Fig. 12. Task network for the goal CheckAndRequest (Insulin) after three planning steps.
copied in the plan libraries of the other agents, will never
be used in the following plans as long as the agents that could
propose are connected. The same situation appears also when
a new agent having very effective (with very high performance
value) but incorrect decompositions connects to the system:
in this case the decompositions of the new agent will always
be employed. The problems outlined above are related to the
management of the decompositions and to the uniformity in
their definition (especially, of their index values). On the one
hand, they show that the current mechanism for knowledge ex-
changing, although somehow peripheral to the D-HTN planning
system we propose in this paper, is too simple and deserves
more attention in future work activities. On the other hand,
they make it clear that general rules, for example formalized
in a specific ontology, for defining the decompositions are
needed. The use of ontologies to define concepts of a domain
is acquiring paramount importance in multiagent systems and
is likely to be a fundamental topic also for AmI applications
when interoperability and open systems are concerned. These
issues represent very interesting directions for future work.
We now discuss the robustness of our implementation
of the D-HTN planner when we manually disconnect an
agent during the planning process. We considered the goal
CheckAndRequest (see above) and we disconnected the
SMS agent before it could propose the decomposition for the
task Request. In this case, the JINI lookup service registers
(sometimes with a delay of several seconds) the disconnection
and the requests for decompositions performed by the planner
reach only the currently connected agents. In this case, the
planning process builds a plan similar to that of Fig. 13 in
which the decomposition for Request proposed by the phone
agent substitutes that of the SMS agent. As another example, we
disconnected also the address book agent; in this case, the task
SearchPhoneNumber is decomposed by a primitive task
of the goal generator agent that shows an interface to the user
who is requested to insert a phone number to call. Of course,
when we disconnect the only agent knowing a decomposition
that is required by to generate the current plan (for example,
the environmental majordomo agent is initially the only one
that can provide a decomposition for the CheckAndRequest
goal in the first example of this section), the planner is no more
able to find a plan. The system performs well also when an
agent connects to the system during a planning process: in this
case, the decompositions of the new agent could be exploited
in the next planning phases (note that the portion of the plan
already built is not revised to avoid cycles when an agent re-
peatedly connects and disconnects). These examples show the
flexibility of our system in managing situations (typical in AmI
applications) characterized by highly dynamic connections and
disconnections of the mobile devices. Our implementation of
the D-HTN planner is able to build plans that prescribe different
courses of actions according to the abilities of the agents
currently connected.
In conclusion, the experimental results we obtained demon-
strated that the proposed planner and its implementation can
effectively address the problems that arise in a realistic AmI
application scenario. Moreover, the integration of the middle-
ware services offered by JINI (e.g., the lookup service) with
the higher-level planning functions proposed in this paper
can be extremely convenient and fruitful to tackle real-world
applications.
VII. CONCLUSION
In this paper, we have addressed the planning problem in AmI
applications. The ability to plan a course of actions that devices
AMIGONI et al.: WHAT PLANNER FOR AMI APPLICATIONS? 19
Fig. 13. Complete task network for the goal CheckAndRequest (Insulin).
perform to achieve a given goal appears fundamental for AmI
systems that aim at operating in the background of everyday ac-
tivities to enhance human behavior. We have presented both a
critical discussion that justified the development of the D-HTN
planner and the issues related to the theory, design, implemen-
tation, and experimental validation of the proposed planner em-
bedded in a realistic AmI system. The obtained results demon-
strate that D-HTN represents an effective approach to provide
AmI systems with goal-oriented capabilities that do not degrade
with the dynamic connection and disconnection of the devices,
typical of open environments.
The problem of planning in AmI is far from being solved and
many of the aspects that we did not address in this paper con-
stitute avenues for future research activities. First of all, as al-
ready said, we aim at giving more attention to the execution of
a plan and to the coordination of the devices while performing
primitive tasks. In particular, the combination of our pure HTN
planner with other approaches (such as execution monitoring,
replanning, contingency planning, and continuous planning [46,
Chapter 12]) could provide solutions for interleaving planning
and execution. Moreover, we plan to improve the D-HTN man-
agement of the decompositions that are available to the agents;
for example to allow their update at runtime, while the system is
operating. Along a similar direction, it will be interesting to in-
vestigate the learning and knowledge (ontology-based) manage-
ment techniques that might be employed to improve the D-HTN
planner performances. A complete theoretical (similar to the one
presented in [20]) and quantitative (including a comparison with
other planning approaches) analysis of the D-HTN planner is still
missing and requires specific work. Other very important open
issues that deserve more attention are related to implementation
and concern privacy and security problems (RMI allows only a
primitive management of these problems) and the integration of
the proposed planner with other middleware solutions for AmI,
different from JINI. The difficulties of having a single planner
could be overcame by employing a hierarchy of planners to cope
with environments that are more complex and structured than a
single room. As we have mentioned through this paper, we are
also working on an implementation of our AmI system based
on real devices for monitoring of patients with cardiac diseases.
More generally, future work will be devoted to the improvement
of the distributed intelligence techniques to bring the AmI ap-
plications more close to the users’ exigencies.
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