Abstract-This paper presents a method for directly estimating slope values in a noisy piecewise linear function. By imposing a Markov structure on the sequence of slopes, piecewise linear fitting is posed as a maximum a posteriori estimation problem. A dynamic program efficiently solves this by traversing a linearly growing trellis. The alternating maximization algorithm (a kind of pseudo-EM method) is used to estimate the model parameters from data and its convergence behavior is analyzed. Ultrasound shear wave imaging is presented as a primary application. The algorithm is general enough for applicability in other fields, as suggested by an application to the estimation of shifts in financial interest rate data.
I. INTRODUCTION
Piecewise linear functions are encountered in a variety of applications such as medical imaging, biological measurements, geology, economics and social sciences. The problem of fitting piecewise linear functions (and more general functions with regime changes) has been studied for many years in the statistics and signal processing literature [1] , [2] , [3] , [4] . In some applications, the slopes of the constituent pieces of a piecewise linear response have a physical interpretation. Hence it would be expedient to design an algorithm that optimally estimates these slopes instead of producing a fit to the original function. The problem of slope estimation for continuous piecewise linear functions is addressed in this paper using a Bayesian maximum a posteriori (MAP) estimation approach. The strength of this method lies in the fact that the number and locations of slope changes is handled implicitly by the stochastic model and need not be specified in advance. Moreover, model parameters can be automatically estimated from data.
II. DATA MODEL
It is assumed that the user has a reliable estimate of the minimum and maximum possible slopes that are present in the noisy data series. Hence, without loss of generality, the piecewise linear function is assumed to consist of slope values in [0, 1] . The data sequence {Y n } N n=1 is assumed to originate from observations of a hidden slope sequence {S n } N n=1 through a "noisy accumulator" given by:
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where w n iid ∼ N(0, σ 2 ). For computational tractability, each slope value S n is discretized into K equidistant bins {0,
A Markov structure is imposed on the sequence of slope values as follows. The slope remains constant with a probability 1 − p and jumps to a new uniformly randomly chosen value with probability p, with the initial slope value S 1 chosen uniformly randomly from the discrete slope set. The log posterior probability mass function of the (unknown) slopes conditioned on observed data can be derived for this model and after some algebraic manipulations, the MAP estimation problem can be expressed as:
where ½ C = 1 if the condition C in the subscript is true and 0 otherwise. Note the the first term in this optimization problem is the "data fidelity" term which tries to minimize the squared error between the data and the model. The second term is a "structure preserving penalty" term which penalizes frequent changes in the slope sequence.
III. ALGORITHM
The optimization problem in (1) is efficiently solved using dynamic programming, which is similar to the Viterbi algorithm. It operates on a trellis of partial sums i j=1 s j . The "reward" for proceeding from any node at depth n − 1 of the trellis to a subsequent node at depth n is given by the constituent terms of the summations in (1) and does not depend on future slope values. It can be seen from Fig. 1 that the structure differs from a standard Viterbi trellis because of a linear increase in the number of nodes with depth. This is because each slope value can take on K different discrete values causing the trellis to be n(K − 1) + 1 nodes wide at a depth n.
The unknown model parameters p and σ are estimated from the data using an alternating maximization (AM) algorithm that alternates between maximizing over the slope sequence (using the trellis) and re-estimating the parameters from the most recent fit. Due to the linearly growing trellis structure, the usual EM algorithm becomes computationally intractable even with only a small amount of data. 
A. Estimating Model Parameters
In any real application, the values of model parameters p and σ are seldom known in advance and these must be estimated from the data as well. Instead of using a computationally intensive and exact expectation-maximization (EM) algorithm, an approximate AM method shown in Fig. 2 is used instead. Starting with an initial guess for model parameters, the iterative algorithm generates a MAP optimal slope sequence using the trellis and then refines the current guess for p and σ. This process repeats till a user defined convergence criterion is satisfied. Re-estimate p * = #slope changes #data points 6: Re-estimate σ * = stdev(noisy data − current fit) 7 :
if Convergence criterion met then 9:
CONVERGED ← True 10:
end if 11: end while 
B. Theoretical Properties
It is possible to show that the sequence of complete data likelihood values generated from the algorithm in Fig. 2 is non-decreasing.
Theorem: Let P (y 1 , . . . , y N , s 1 , . . . , s N ; p, σ) denote the complete data likelihood function. Then the following holds for the AM algorithm of Fig. 2 :
Under an additional mild assumption of noise variance strictly bounded away from zero, it can be shown that the AM algorithm converges [8] .
IV. RESULTS
This section presents the application of the AM algorithm of Fig. 2 for two different datasets. The value of K decides the amount of discretization of the continuous range of slope values and must be specified in advance. Empirically, K = 15 discrete slopes was found to be sufficient for the applications discussed here. Larger values of K require greater processing time and the gain in accuracy was negligible. The iterative procedure was allowed to proceed for a maximum of 10 iterations which was used as the termination criterion. 
A. Ultrasound Shear Wave Imaging
Ultrasound shear wave imaging is an imaging modality that can be used for distinguising different types of tissues based on their mechanical stiffness moduli-specifically, their shear modulus values. Stiffness variations may not be easily visible on traditional B-mode ultrasound scans. Since shear waves travel faster in stiffer media, shear wave velocity images may be used to locate stiff masses in healthy tissue which is relatively softer.
Shear wave imaging can be used for monitoring of tumor ablations in the liver. This treatment procedure involves localized heating of cancerous tissue with the help of an ablation needle inserted into the tumor. The ability to monitor the extent of ablation is crucial because it can help prevent recurrence of the tumor due to untreated cancerous cells.
The algorithm is applied to analyze data from an electrode vibration shear wave velocity imaging experiment [6] , [7] . The experiment was conducted using a tissue mimicking phantom. The needle is vibrating using an actuator to produce a shear wave pulse which travels away from the needle in the ultrasound image plane. By recording many snapshots of the SNR (dB) Slowness (s/m) Velocity (m/s) background 12.7 ± 1.9 0.86 ± 0.18 1.21 ± 0.29 irregular region 17.6 ± 3.4 0.54 ± 0.11 2.03 ± 0.35 ellipsoid 12.7 ± 3.7 0.36 ± 0.10 3.09 ± 0.90 image plane, it is possible to measure the time of arrival of the wavefront at different locations in the image plane. The arrival time plot as a function of distance away from the needle is ideally piecewise linear-slopes correspond to the reciprocal of the shear wave velocities in different media, and change points correspond to boundaries. A shear wave velocity image from data acquired on a tissue mimicking phantom is shown in Fig. 3 . Some numerical results of estimated shear wave velocities are shown in Table I . The signal to noise (SNR) dB ratios in this table were calcuated by placing three different regions of interest in the image and calculating the ratio of the mean to the standard deviation of the measured shear wave velocities. 
B. Finance
In some applications, although the original data generation process may not be piecewise linear, a simple transformation leads to piecewise linear response. Quarterly real interest rate data for the US (1961-Q1 to 1968-Q3) was analyzed for an apparent piecewise constant trend to summarize different interest rate regimes over this 7 year period. The data was pre-processed by calculating the cumulative sum which was analyzed for a piecewise linear trend. The slopes of constituent segments of the resulting piecewise linear function were estimated. The result is shown in Fig. 4 . This method was compared to an existing algorithm in the strucchange package in R [2] and the numerical comparison is shown in Table II . The AM method detects the same number of change points at almost the same locations as the strucchange routine.
V. CONCLUSION
This paper presented a novel method for estimating slope values from noisy observations of a piecewise linear function with unknown locations and number of slope change points. A computationally tractable algorithm that solves a Bayesian MAP optimization problem jointly with model parameter estimation through AM iterations was analyzed. Performance of this method was evaluated through two real world applications.
