Standard economic production theory is the basis for measuring technical efficiency in sports. Using programming or regression models, efficiency is defined as the distance of a given team observation from the technology. In this paper, we show that the standard measures of efficiency using deterministic models are biased downward due to serial correlation with respect to the efficiency measure. In particular, if the number of observed wins for a given team is affected by the team's inefficiency, it is necessarily true that another team is able to produce outside of the technology. As a result, the observed frontier is not feasible if all inefficiency is eliminated. In this paper, we propose a correction to this problem and apply new models to estimate efficiency in professional football.
Introduction
Measurement of managerial performance/efficiency in professional sports has an extensive list of empirical analyses in the sports economics literature. This type of research exists for Major League Baseball (e.g. Porter and Scully (1982) , Horowitz (1994a, b) and Ruggiero et al. (1996) ), the National Football League (e.g. Hadley et al. (2000) ), the National Basketball League (Zak et al. (1979) ), and Major League Soccer (Haas (2003) ). Many of these studies model team performance (either wins or winning percentage) as a function of some measure of player inputs. The methods developed to measure managerial performance/efficiency have largely been developed in the field of production economics. However, the field is divided between two competing paradigms: the parametric approach that is based on the tools and concepts from the regression analysis, and the nonparametric approach that builds upon axiomatic properties and mathematical programming techniques. While both approaches stem from the same origins and share the same main objectives, the user communities and the empirical results have traditionally been different (see e.g. Forsund and Sarafoglou (2002) ).
The roots of the nonparametric approach using mathematical programming are in the activity analysis pioneered by Koopmans (1951) . From this line of research came the seminal paper by Farrell (1957) , which established the standard radial input and output efficiency measures and decomposed the overall efficiency into components of technical and allocative efficiency. Farrell also proposed to estimate the production frontier by the most pessimistic piecewise linear envelopment of the data, calculated through solving a system of linear equations. Farrell's work is recognized as the point of origin for both the parametric and nonparametric approaches (Forsund and Sarafoglou (2002) ).
The parametric methods have roots in the Corrected Ordinary Least Squares (COLS) method first suggested by Winsten (1957) in comments to Farrell (1957) ; see also Richmond (1974) . The method proposed to capture the mean behavior of the data through Ordinary Least Squares and then shift the frontier up by the size of the largest residual in order to envelop the data set. This method along with the work of Aigner and Chu (1968) provided the basis for the subsequent development of the stochastic frontier analysis (SFA) by Aigner et al. (1977) and Meeusen and Vandenbroeck (1977) .
Farrell's measure was extended in the nonparametric literature by Boles (1966; 1971) who implemented the method in linear programming techniques. Afriat (1972) developed the free disposal hull estimator and the variable returns to scale assumption to the nonparametric frontier estimators. The nonparametric approach was championed by Charnes et al. (1978) who coined the catchy name data envelopment analysis (DEA). The influential work by Charnes et al. instituted DEA as the dominating approach in the field of operations research and management sciences. The axiomatic foundation of DEA also appeals to many theoretically minded economists, whereas the econometrians traditionally favor the parametric regression based techniques.
Both the parametric and nonparametric methods have been used widely in the sports literature to measure efficiency of teams (see e.g Dawson et al. (2000) and Debrock et al. (2004) for parametric analyses and Hadley et al. (2000) and Einolf (2004) for nonparametric analyses). Unfortunately, both types of models fail to account for the fact that one team's wins are affected by the efficiency (or inefficiency) of the teams they play against. Thus, serial correlation exists in the teams' inefficiency terms, which causes measurement of managerial performance to be biased in one direction or the other depending on their opponents' levels of efficiency. This bias has previously been discussed under the term zero-sum in the context of Olympic medals by Lins et al. (2003) . We extend this work in several directions by explaining which zero-sum models are appropriate in the sports league context where wins are the measure of performance;
we describe how parametric estimators such as COLS and SFA can be adjusted; we discuss the influence of scheduling and propose methods to address incomplete round robin scheduling; methods to extend to the multiple output setting where not all outputs have serial correction are also discussed.
Technical Efficiency Measurement
We represent production in sports with a production function assuming that teams use a vector
of m inputs to produce one output wins (W) according to the production function 1 :
Standard assumptions regarding production are assumed, Färe and Primont (1995 
where we assume for expositional convenience an additive inefficiency term .
ε In the following subsections, we present alternative techniques for the measurement of technical efficiency.
Data Envelopment Analysis
Data envelopment analysis (DEA) is a linear programming based model that estimates efficiency ε with minimal assumptions on the technology. In particular, it is assumed that 0 ε ≤ and that the production technology can be represented by convex sets. For a production function f estimated under the maintained assumptions of monotonicity and concavity (i.e., the DEA production function), the variable returns to scale (VRS) DEA estimator of f can be formally defined as (Afriat (1972) , Banker et al. (1984) )
The linear programming model to estimate the output-oriented efficiency 
The last two constraints insure minimum extrapolation of the data. Solving this linear program for each team leads to our measure of technical efficiency for all teams. The assumptions of convexity, monotonicity, free disposability and minimum extrapolation guarantee a consistent estimator of efficiency (Banker, 1993 ).
An alternative DEA model is the additive model that projects a unit to the frontier based on slack and not as a radial expansion in outputs. Maintaining the assumption that the only desirable output is W, the additive output-oriented model under the assumption of variable returns to scale is given by: 
The difference between (5) and (4) The data are shown Figure 1 . Team A uses the lowest amount of x and therefore wins 0 games. The assumption of monotonicity holds; as x increases, W increases. For this illustrative example, we assume that the team with the highest input level wins all nine
games. In Figure 1 , we represent the frontier using a piecewise linear frontier; similar implications hold if we represent the frontier with a smooth function. The resulting DEA frontier reveals the minimum input usage necessary to achieve a given number of wins.
We now consider the effect that inefficiency has on the estimated production frontier. In most efficiency applications, the inefficiency of the decision making unit is independent of the other decision making units production plans. However, this does not hold in sports because the number of total wins equals the number of games played. If inefficiency causes a team to lose a game that it should have won, the opponent gets an additional win. We consider this in Figure 2 , where we replicate Figure 
Corrected Ordinary Least Squares
Corrected ordinary least squares (COLS) is a deterministic approach that estimates (2) using regression after assuming a parametric functional form. COLS is a two-stage procedure: in the first stage, the frontier is estimated by ordinary least squares (OLS) regression; in the second stage, the frontier is shifted upwards such that the resulting COLS frontier envelops all data. For expositional convenience, we assume a Cobb-Douglas form:
and estimate using OLS. The resulting error term µ is two-sided. Greene (1980) proves that the slope parameters are estimated consistently while the intercept term is biased downward. However, a consistent estimate of α can be obtained by correcting the intercept and adding the largest positive residual. As a result, all adjusted residuals are non-positive, leading to an efficiency measure of : ˆêxp( ), where max( ).
We note that the contradiction discussed about DEA also applies to the COLS measure; shifting the frontier up to the point that has the largest residual will lead to a frontier that has infeasible points. This is illustrated in Figure 3 , where the true production frontier is superimposed under the COLS frontier. In this case, COLS identifies A and C as efficient and inefficiency is measured relative to the deviation in the W dimension. Of course, given the parametric specification, moving from inputorientation to output-orientation is trivial. However, we note that the two teams that comprise the COLS frontier are actually infeasible if the inefficiency from other teams is removed.
Stochastic Frontier Analysis
An alternative regression-based approach, the stochastic frontier approach (SFA), assumes that ε from (2) 
where µ is assumed to be a one-sided inefficiency term and v is a two-sided noise component. With a priori assumptions on the distributions, maximum likelihood estimation is employed and a measure of inefficiency based on conditional expectations is used. Ondrich and Ruggiero (2001) show that the cross-sectional estimator is not consistent. However, like COLS, the SFA model assumes a homoskedastic error structure and focuses on adjusting the intercept term to correct for the presence of inefficiency. The intercept can be corrected using the following equation,
where µ σ can be estimated through the method of moments described in Aigner et al. (1977) .
Output-Oriented Adjustment for Serial Correlation
The problem with the current efficiency models is that infeasible points arising from serial correlation with respect to efficiency determine the efficient frontier. An additional assumption that the total number of frontier wins must equal the total number of games played. In this section, we provide models that overcome this weakness.
DEA Under Serial Correlation
First, we develop a procedure to correct the DEA efficiency scores. In the solution of (5), we obtain * 1,..., . The issues of negative outputs, however, is possible. Note the frontier for a given input level is simply a point estimate. In the parametric cases, a standard confidence interval would typically include zero or a positive value. While DEA has often been referred to as a deterministic method, recently Simar and Wilson (2008) , have described DEA statistical properties based on a particular observed sample. Thus while it is less common, similar confidence intervals could be developed for the DEA estimator.
Therefore, we do observe the same drawbacks that Lins et al. (2003) Often it is possible for a team to pursue multiple objectives and thus have more than one output used in determining their efficiency. While parametric methods require that weights be given a priori to aggregate to a single utility function, a benefit of DEA is the ability estimate a multi-input and multi-output production function without the specification of weights. To this point we have assumed the single output for a sports team is wins, but we could imagine that profits may also be an important output. In this situation the output profit would not have the same serial correlation in a cross-sectional model as the output wins. Thus, we present a general model in which a team can have multiple outputs, some of which are serially correlated while others are not.
Multiple Outputs and DEA
For the multiple output case, we assume a production process where a team uses (10) and (11), we can then measure efficiency using the same correction that was used in the single output case.
COLS Under Serial Correlation
While the regression based approaches can only be used in the single output case, the correction to COLS is more straightforward and can also be applied to SFA. In the efficiency literature, the residual from the OLS regression is corrected via equation (7) in COLS. In the case of the SFA, moments of the OLS residuals are used to correct the bias of the OLS residual. See Coelli (1995) for details. However, the OLS residuals are correct in the presence of serially correlated inefficiency. As a result, equation (5) is estimated via OLS; the resulting efficiency estimate is obtained similar to the DEA case (7):
In the case of these efficiency models, positive residuals indicate efficient production above the frontier while negative residuals indicate technical inefficiency. Using either the COLS or SFA models without the correction would lead to biased efficiency estimates.
Minimizing the Sum of Absolute Errors
The concept of COLS can be applied to other estimators in addition to OLS (Kuosmanen and Johnson (2010) ). For example, the sum of absolute errors (SAE) 2 minimizes the L1-norm rather than the L2-norm in standard OLS. SAE was first suggested by Boscovich in 1757 (Koenker and Bassett (1985) ) and later studied by Laplace before least squares was developed by Legendre (1805) 3 . The SAE is formulated
The SAE estimator can be used as a frontier estimator when output levels across observations are serially correlated. This estimator has several nice properties.
It often occurs in professional sports that teams in a league or division do not play every other team in that league or division. In this case the analyst may be concerned that the serial correlation results are not as severe 4 . It is also possible that there are differences across divisions (such as rules, fields, weather conditions, etc.) that may affect game results. The analyst may be interested in estimating the league production function as the average across the divisions, given these division-level differences. The SAE estimator has the desirable property that the production function estimated as the average across division production functions is exactly equal to the production function estimated using all teams in the league. This insight is formalized in the following theorem:
Theorem 1: Using the sum of absolute errors estimator, the league production function estimated as the average of division production functions is equal to the league production function estimated using all teams in the league.
Proof: see appendix.
While this result holds for the SAE estimator with an equal reduction shift, it does not hold for the DEA estimator or the OLS based estimators.
Empirical Application
In this section, we apply the methodology to analyze football production. We consider data from the 2009 NFL season. The approaches developed in this paper are applied to the 32 teams using regular season data. We choose wins (W) as the desirable outcome. Given the relatively small sample size, we choose three inputs: yards per play (Yards), third-down conversion success (Third) and penalty yards (Penalty). In order to capture offense and defense, we construct an index for each variable. For Yards and Third, we use the ratio of offense to defense. Because DEA maintains an assumption of monotonicity, we use the ratio of defense to offense for Penalty. As a result, an increase in any of these ratios should increase the probability of winning. Data, including descriptive statistics, are reported in Table 1 .
We applied the output-oriented variable returns to scale DEA model (5). The aggregate slack was calculated to be * 1 38.123. However, for the 5 teams that became efficient they played on average 8.6 games against inefficient teams which is more than 83% of the league. Further the teams that were found to be inefficient only played other inefficient teams on average 6 times in the season.
It is important to note here that this correction does not merely increase the estimated efficiency of each team; it also alters the ranking of teams based on efficiency.
For example, the biased technical efficiency estimate for Green Bay (0.90) is higher than that of Houston (0.89), however, after correcting for the bias, Houston is estimated to be more efficient than Green Bay (TE=1 and TE=0.9986, respectively). Thus the bias in traditional estimates leads to incorrect rank ordering of teams based on biased technical efficiency estimates.
In both the OLS and the SAE analysis the three input variables yards, third, penalty and the intercept were all found to be statistical significant at the 95 percent confidence level and the adjusted R 2 values were 0.775 and 0.764 respectively. This indicates a large proportion of the variation in wins can be explained by the input variables selected. 
Conclusions
Standard production theory assumes each production unit operates independently of the other production units. Thus when efficiency is measure and recommended improvement strategies are advocated, these actions can be implemented and the benefits realized independent of the other production units. In sports however, where one of the outputs (wins) is strictly limited to be the number of games played, improvements in one team's efficiency necessarily implies additional losses for other teams. Recognizing this issue we have proposed modifications to the most common parametric and nonparametric approaches for estimating efficiency. Through a simple example we illustrate how the frontier is over estimated and thus inefficiency levels are also overestimated. We apply these insights to 2009 NFL data and find significantly different results than are given by the stand DEA or parametric methods.
In conclusion, previous work in the sport literature attempting to measure relative efficiency in sports leagues is likely to suffer from the endogeneity issue regarding efficiency estimates and thus over estimate inefficiency. In order to control for this endogeneity issues we advocate the use of the methods proposed in this paper for future investigations of efficiency in sports.
Theorem 1: Using the sum of absolute errors estimator, the league production function estimated as the average of division production functions is equal to the league production function estimated using all teams in the league. 
Proof

