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Abstract
Kernel methods on discrete domains have shown great promise for many challenging data types,
for instance, biological sequence data and molecular structure data. Scalable kernel methods
like Support Vector Machines may offer good predictive performances but do not intrinsically
provide uncertainty estimates. In contrast, probabilistic kernel methods like Gaussian Processes
offer uncertainty estimates in addition to good predictive performance but fall short in terms of
scalability. We present the first sparse Gaussian Process approximation framework on discrete
input domains. Our framework achieves good predictive performance as well as uncertainty
estimates using discrete optimization techniques. We present competitive results comparing our
framework to baseline methods such as Support Vector Machines and full Gaussian Processes on
synthetic data as well as on challenging real-world DNA sequence data.
1 Introduction
Uncertainty quantification is an increasingly important feature of machine learning models. This is
particularly crucial in applications such as in biomedicine [6, 9, 13] where prediction errors may have
serious repercussions. Consider a wet lab biologist seeking to find a DNA sequence which can be
targeted by a drug (for instance, using CRISPR-cas9 [11]). They have reduced the problem to some
number of candidate sequences but to further narrow the selection requires painstaking experiments.
If they had a framework that could incorporate their prior knowledge of DNA sequence similarity as
well as the results from previous experiments, they could optimally select the best next experiment
to perform, thereby saving vast amounts of time and resources. Such a framework would need to
perform well under various data sizes as well as provide calibrated uncertainty estimates in order to
make an informed decision.
Many problems, like this one, are discrete, involve large data sets, and require well-calibrated
uncertainty estimates. Kernel methods have shown performances that are competitive with deep
learning models in such application domains [20], while probabilistic modeling provides a unified
framework for prediction and calibrated uncertainty estimates [21]. One class of probabilistic
kernel methods that have proven to be useful in various regression and classification settings are
Gaussian Processes (GPs) [26]. They are data efficient, non-parametric, and have tractable posterior
distributions. Moreover, one can use any kind of likelihood for the generating process, e.g. a Poisson
likelihood in the case of a count process.
The main challenge of scaling GPs to large data sets lies in the computational complexity of
inference which is cubic in the number of observations. Inducing point methods are the main class of
approaches for circumventing this limitation [10, 25, 34, 36]. These methods aim to use some m n
inducing points to reduce the inference complexity to O(nm2).
Having reduced the computational complexity of inference, the remaining challenge is to choose
the set of inducing points that best approximates the full model [25]. When the domain is continuous,
the locations of the inducing points can be optimized using the gradient of the log marginal likelihood
[28]. Unfortunately, this gradient-based optimization scheme is not feasible in discrete domains where
the log marginal likelihood is no longer differentiable with respect to the inducing point locations.
1
ar
X
iv
:1
81
0.
10
36
8v
2 
 [s
tat
.M
L]
  3
0 J
an
 20
19
ACTG
AACC
CTAG
CTGG
AAAT
   ...
data
inducing
points
kernel
Figure 1: Overview of our proposed framework. The input domain is discrete, in this case the set of
strings over some alphabet A. Inducing points for the sparse Gaussian Process are chosen from the
data points, but also from the rest of the domain. The choice of inducing points is optimized with
respect to the log marginal likelihood. A discrete kernel function is chosen to construct the sparse
approximation of the GP’s covariance matrix. The GP can then be used to predict latent function
values and uncertainties on the input domain.
In this work, we create a framework for choosing inducing points over discrete domains by
combining discrete optimization with sparse GP approximations. In our experiments, we show that
our sparse GP framework has comparable performance to full (i.e., not sparsified) GP models as well
as Support Vector Machines on biological sequence data.
We make the following contributions:
• We develop the first sparse inducing point framework for Gaussian Processes on discrete
domains.
• We discuss optimization techniques to choose the inducing point locations.
• We validate our model on synthetic data and several challenging real world data sets.
In the following sections we describe the main components of our framework beginning with sparse
GPs (Sec. 2), continuing to discrete inducing point selection methods (Sec. 3), and concluding with
the spectrum string kernel (Sec. 4). Each inducing point method corresponds to a different sparse
string GP in our framework. For a high level overview of the framework see Figure 1.
2 Sparse Gaussian Process approximations
Consider a supervised learning problem in which the goal is to estimate a latent function f : X → R
given observed inputs x := (x1, . . . , xn) and corresponding outputs y := (y1, . . . , yn). For the biologist
example in Section 1, f could map DNA sequences to drug targetability scores. We assume that
our observations are corrupted by additive noise η, thus y = f(x) + η where we have overloaded the
notation of the function to be broadcast elementwise. Following a long line of previous work [26], we
treat the function f as an unobserved random variable with a Gaussian Process prior. Specifically, a
GP prior with a zero mean function and a covariance kernel k(·, ·):
f(·) ∼ GP(0, k(·, ·))
It follows that the prior on the function outputs, f := f(x), is given by N (0,Kxx) where Kxx denotes
the Gram matrix (also known as the kernel matrix) with (Kxx)ij = k(xi, xj).
In general, the predictive distribution cannot be solved in closed form (see Sec. 5.3) but in the
special case of Gaussian noise, where η ∼ N (0, σ2), the predictive distribution can be computed as
p(f∗ | y,x,x∗) = N (m∗,K∗)
with m∗ = K∗x
(
Kxx + σ
2I
)−1
y
K∗ = K∗∗ −K∗x
(
Kxx + σ
2I
)−1
Kx∗
2
where the test inputs and outputs are denoted x∗ and f∗ respectively and K∗· = K>·∗ is shorthand
for Kx∗·.
While this closed-form predictive distribution is appealing and has found numerous applications,
scaling it to large data sets is fundamentally limited by the matrix inversion (Kxx + σ
2I)−1 which
needs O(n3) operations.
This motivates the use of so-called “inducing point” methods which provide a framework for
trading model quality for tractability. We assume that there exists a set of m inducing points
(z1, . . . , zm) =: z, zi ∈ X with outputs u := f(z) which are distributed N (0,Kzz) according to the
prior. Now, we make the modeling assumption that f and f∗ are conditionally independent given u,
i.e. p(f , f∗,u) = p(f | u) p(f∗ | u) p(u). We can again solve the inference problem in closed-form:
p(f∗ | u, z,x∗) = N (mu,Ku)
with mu = K∗zK−1zz u
Ku = K∗∗ −K∗zK−1zz Kz∗ .
Note that we have reduced the cubic part of inference fromO(n3) toO(m3) where we can choosem, the
number of inducing points. Overall, the inference procedure has complexity O(nm2) [10, 25, 34, 36].
Inducing point methods provide a framework for dramatically decreasing the computational
complexity of inference, but we are still left with the problem of choosing the set of inducing points
that achieves the best possible approximation with limited resources (namely m inducing points).
This inducing point selection can be cast as an optimization problem in which we are trying to
maximize the log marginal likelihood:
log p(y | z) =
∫∫
p(y | f) p(f | u) p(u | z) du df (1)
with respect to the locations z. Standard methods for solving the inducing point selection problem
focus on continuous inputs and overlook the case of discrete ones. In the following section, we tackle
this problem on discrete domains using effective and well-tested discrete optimization methods.
3 Discrete optimization techniques
The problem we are trying to solve using discrete optimization is arg maxz log p(y | z) (Eq. 1). In the
following sections, we approach this problem using two classical techniques from discrete optimization:
simulated annealing and greedy selection.
3.1 Simulated annealing
Simulated annealing is a sampling-based approach which starts with an initial guess S0 := {z1, . . . , zm}
and a loss function L(·) to be optimized. At each iteration the algorithm perturbs an element of the set
and decides whether or not to accept this new perturbation as the next state. To make this decision,
an energy term is computed from the current iterate St−1 and the proposal Sˆ, Et = L(St−1)− L(Sˆ).
The new proposal is then accepted with probability
Paccept(Sˆ) = min
(
1, exp
(
Et
Tt
))
,
where Tt is known as the temperature parameter and is usually chosen with an exponential decay
rate in t.
Since we are working on discrete string domains, we define a perturbation to be a change of one
or more characters in a given string. Determining the number of characters to change requires careful
fine tuning. In our experiments we chose the most conservative setting of perturbing just a single
character at each step. The loss function is again naturally defined as L(z) := log p(y | z).
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3.2 Greedy selection
Greedy inducing point selection dates back to early works on sparse Gaussian Processes [4, 27, 34].
The algorithm is initialized with an empty set of inducing points and at each iteration greedily selects
the next observation in the data that maximizes the marginal likelihood p(y | z) (Eq. 1). Thus, the
set of inducing points is a mere subset of the original data. This approach is justified by the fact
that the marginal likelihood is strictly monotonic in the number of inducing points. Hence, adding a
new inducing point is always guaranteed to increase the objective.
Natural extensions of this method include selecting several inducing points instead of just one at
every iteration and optimizing a variational lower bound on the likelihood rather than the likelihood
itself [34].
4 String kernels
While our framework is fully general, in this work we focus our experiments on biological sequences.
One important aspect of many biological sequences is translation invariance. In this section, we
describe n-gram-based string kernels which conveniently exhibit this property. In cases where full
translation-invariance is not a desired property, a practitioner can choose from the vast literature on
kernel methods to select a more appropriate prior for the GP.
Specifically, in our work we use the spectrum kernel [14] which was designed for protein sequences
and has also been successfully applied to other types of biological sequences [3]. There are existing
applications which use string kernels in Gaussian Processes but on small data sets (n ≈ 280) where
full Gaussian Process inference is viable [31].
Given an alphabet A, we denote the input domain of all strings of finite length as X = A∗. The
n-th order spectrum kernel is defined over this domain as
kn(x, x
′) = 〈Φn(x),Φn(x′)〉
with Φn(x) = [φa(x)]a∈An
where φa(x) is the number of times that the string a ∈ An appears as a substring in x. This is
essentially a bag-of-n-grams model.
While the set Ak might be prohibitively large, thus making the feature maps Φn(x) prohibitively
high dimensional, it can easily be seen that we can compute kn(·, ·) without having to represent
Φn(x) explicitly. For two strings of arbitrary length, x ∈ Al(x) and x′ ∈ Al(x′), the kernel can be
rewritten as
kn(x, x
′) =
l(x)−n∑
i=0
l(x′)−n∑
j=0
1[xi:i+k = x
′
j:j+k]
Computing this kernel na¨ıvely has complexity O(l(x)2) where without loss of generality l(x) ≥ l(x′).
This can be further improved using suffix trees resulting in a complexity of O(k · l(x))[14].
These three components — a GP prior represented by the choice of the kernel function, an
inducing point GP approximation, and finally a method for selecting inducing points from a discrete
input space — provide a unified framework for supervised learning over discrete input spaces using
GPs. This framework not only has good predictive performance but also provides superior uncertainty
estimates which we demonstrate in the following experiments.
5 Experiments
We compared different inducing point optimization methods for sparse GPs on toy data sets in
regression, classification, and latent Bayesian inference settings. We then validated our framework’s
performance on two real-world DNA sequence data sets from the UCI repository [5]. We used support
vector machines (SVMs) with post hoc uncertainty calibration as a competitive benchmark method.
We find that our sparse string GP framework performs well when compared to full string
GPs in a number of different settings. Moreover, the inducing points selected by the algorithm
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Table 1: Performance comparison of different inducing point optimization methods, a full GP and
an SVM. Means and their standard errors are computed over 450 runs of the experiment in the
regression setting and 500 runs in the classification setting. Note that the full GP is included as a
gold standard, but is not considered in the actual comparison because it is not a scalable method.
regression classification
Method likelihood MSE likelihood AUPRC
full GP -39.08 ± 0.03 0.239 ± 0.004 -7.11 ± 0.07 0.986 ± 0.001
random -44.64 ± 0.14 3.224 ± 1.591 -13.03 ± 0.65 0.979 ± 0.002
greedy -40.67 ± 0.04 0.280 ± 0.005 -7.57 ± 0.08 0.986 ± 0.001
SA (proposed) -40.05 ± 0.03 0.265 ± 0.004 -7.30 ± 0.07 0.986 ± 0.001
SVM - - - 0.976 ± 0.001
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Figure 2: Calibration curves for the different methods computed on toy data (a). It can be seen that
the full GP has the best calibration, while the calibrated SVM has the worst. The legend contains
the mean absolute deviation from the diagonal (AD) for the different curves, which are also depicted
in (c). If one zooms into the figure (b), one can see that the sparse GP with inducing points selected
by simulated annealing has the second best calibration, closely followed by the one with greedily
selected inducing points.
align well with the natural intuition for inducing points on continuous domains. Our framework
offers comparable predictive performance with SVMs but yields superior uncertainty calibration.
Furthermore, it performs well using different likelihoods, including Gaussian, Bernoulli, and Poisson,
which demonstrates its utility as a general method. For example, our method is able to model count
data in a natural manner by using a Poisson likelihood, which is difficult, if not impossible, to achieve
with SVMs.
If not otherwise noted, all GPs and SVMs use a spectrum kernel as implemented in Shogun
[29, 30]. For fitting the GPs, we used the GPy framework [10]. For fitting the SVMs, we used the
sklearn package [23].
5.1 Performance evaluation
In order to assess the predictive performance of our GP models on regression and classification
tasks, we use the mean squared error (MSE) and area under the precision-recall curve (AUPRC),
respectively. We use calibration curves [7, 37] to assess uncertainty calibration. Moreover, we report
the mean absolute deviation (AD) of the calibration curves from the diagonal. Note that a perfectly
calibrated classifier would lie directly on the diagonal of the plot and hence yield an AD of zero.
5.2 Inducing point optimization for regression and classification
We developed a simple toy experiment to make comparisons in a controlled setting. We generated
a small data set, consisting of 100 binary strings each of length 10. The small size of the data set
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Figure 3: Visualization of the inducing points that are chosen by the sparse GP optimization. The
histograms show the distribution of the number of ones in the inducing point strings. It can be seen
that the inducing points are distributed evenly over the range of all strings in the regression setting
(a), while they accumulate close to the decision boundary between 5 and 6 in the classification task
(b).
was chosen to allow for tractable full GP inference. Additionally, this task facilitates a reasonable
assessment of uncertainty quantification since a small number of samples reduces any model’s ability
to predict with high certainty.
We defined a regression and a classification task on this data set. For regression, the task is to
predict the number of ones in each string. The classification task is to classify whether a given string
has more ones or zeros. We split the 100 observations into a train-test split of 60%/40% and used 5
inducing points for all the sparse methods.
The full GP and all sparse GPs agreed that k = 3 was the optimal order for the spectrum kernel
with respect to the log marginal likelihood. This can be seen as a form of Bayesian model selection
and implements an automatic tradeoff between goodness of fit and model complexity [26]. Methods
like SVMs, which do not have an explicit likelihood, do not allow for such a Bayesian hyperparameter
optimization. To optimize their kernel parameters, one often has to resort to explicit empirical
methods like cross-validation.
In Table 1, we compare a full GP model, sparse GPs with different inducing point selection
methods, and SVMs. For the inducing point methods we used randomly chosen inducing points
(random), greedy selection (greedy), and simulated annealing (SA).
Simulated annealing performed better than greedy selection and random selection. If runtime is
a concern, we hypothesize that simulated annealing could also be superior to the greedy selection for
large enough data sets, since the runtime for the greedy selection scales in O(n) with the data size.
However, these considerations were not yet relevant for our small synthetic data set.
Our results confirm the intuition that the sparse GP approximations cannot match the performance
of the full GP, neither with respect to log-likelihood nor with respect to predictive performance.
However, our results also demonstrate that inducing point selection is crucial in improving the
performance of the sparse GPs. With careful selection of inducing points — either greedily or via
simulated annealing — the sparse models can approach the peformance of the full model.
The inducing points chosen in both regression and classification settings follow a natural intuition.
In the regression task, the model has to count the number of ones equally well across all parts of the
space. In the classification task, a more precise count close to the decision boundary is crucial for
minimizing classification errors. Figure 3 clearly demonstrates this behavior.
If we compare the calibration of the different methods on the classification task, it can be seen
that the full GP offers the best calibration while the SVM offers the worst (Fig. 2). Since the SVM
does not natively output probabilities, we have to calibrate it in order to turn the SVM predictions
into probabilities. The Calibrated SVM uses a technique called Platt scaling [24]. It performs a
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Table 2: Performance comparison of different inducing point optimization methods, a full LGCP and
a full GP on a Poisson regression and latent rate inference task. Means and their standard errors are
computed over 7 runs of the experiment.
Method likelihood MSE counts MSE rates training time [s]
full LGCP -53.89 ± 1.57 0.641 ± 0.089 5.97 ± 1.45 -
full GP -71.88 ± 0.61 0.626 ± 0.109 - -
random LGCP -54.21 ± 1.41 0.614 ± 0.097 5.17 ± 1.01 6.46 ± 0.58
greedy LGCP -54.16 ± 1.74 0.634 ± 0.099 5.47 ± 0.98 2184.59 ± 59.58
SA LGCP (proposed) -53.90 ± 1.57 0.619 ± 0.102 5.30 ± 1.04 299.97 ± 6.73
logistic regression on the SVM outputs and calibrates it using a cross-validation on the training
data. The calibration ranking among the GPs is analogous to the one for the log-likelihoods, i.e.
the sparse GP with inducing points optimized by simulated annealing ranks second, the one with
greedily selected points third.
This experiment shows that our sparse GP framework approaches the performance of a full GP
both in terms of predictive performance and uncertainty calibration while also outperforming baseline
SVM methods. We also find that inducing point selection in discrete string space follows our general
intuition for inducing point selection in continuous spaces.
5.3 Inference on a latent process with non-Gaussian likelihood
One of the main advantages of Gaussian Processes is the fact that one can use any kind of likelihood
for the generating process, i.e. the mapping from f to y. One can then fit the Gaussian Process to
the observed data and perform inference on the latent function values. To test this, we devised a
data set that simulates a simple physical count process.
We generate random DNA strings over a simple two character alphabet: {A, T}. We then simulate
a transcription factor whose binding rate is proportional to the number of A’s in a given sequence.
The number of transcription factor binding events in a given period of time is therefore Poisson
distributed with a sequence-dependent rate. We generated 100 sequences of length 10 and used this
process to sample transcriptor factor binding events. We then did a 50/50 train-test-split.
To account for the Poisson distribution of the observations, we fit a Log Gaussian Cox Process
(LGCP) [19] to the data, i.e. an inhomogeneous Poisson Process whose log rate is generated from a
Gaussian Process. For the kernel, we again used a spectrum kernel with k = 3.
We compare the performance in terms of log-likelihood and MSE on the counts as well as the
inferred latent rate for a full LGCP, sparse LGCPs with different inducing point optimizers and a
standard full GP with Gaussian likelihood as a baseline. The sparse methods use 10 inducing points
each. Approximate inference on the Poisson likelihood is done using Expectation Propagation [18].
The results are reported in Table 2.
It can be seen that while the full GP is not significantly worse in terms of MSE on the observed
counts, it clearly underperforms the LGCP methods in terms of likelihood. This is to be expected,
since the Gaussian likelihood does not fit the actual data generating process. It can also be seen
that the greedy selection becomes very time-intensive in this setting because each iteration of the
greedy algorithm requires doing approximate inference on the Poisson likelihood n times, which is
computationally expensive. Overall, simulated annealing offers the best sparse method but only by a
small margin. The random inducing point selection yields comparable results and is computationally
cheaper.
There is a natural tradeoff between the fast but suboptimal performance of random inducing
point selection and the slow but superior performance of greedy selection. We explored this tradeoff
by restricting the greedy inducing point selection over the entire data set to a randomly sampled
subset of the data. We then varied the size of this random subset. In the case when the random
subset is the same size as the original data set, you recover the greedy algorithm. See Table 3 for a
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Figure 4: Test log-likelihood and runtime as a function of subset size in greedy subset selection. The
values are means over 100 runs of the experiment, selecting 4 inducing points each.
Table 3: Comparison of training and inference time complexity for full GPs and the different sparse
GPs. n is the number of training points, m the number of inducing points, s is the subset size for
the greedy subset selection and k the number of iterations for the simulated annealing.
Method Training time Inference time
full GP O(1) O(n3)
random O(m) O(nm2)
greedy O(n2m3) O(nm2)
greedy subset O(snm3) O(nm2)
SA (proposed) O(knm2) O(nm2)
summary of the time complexities of all methods discussed.
We tested this method on the same synthetic data with 100 binary sequences. We compared the
resulting test log-likelihoods and runtimes as a function of the subset size. The results are depicted
in Figure 4. There is a clear tradeoff between performance and runtime, both of which increase as
subset size increases. However, the runtime grows linearly with the subset size (as expected), while
the likelihood converges. We expect that finding the optimal subset size will highly depend on the
application both in terms of specific properties of the data set as well as the computational resources
available to the practitioner.
These results demonstrate a good overall predictive performance of the full GP (with Gaussian
likelihood). However, if one wants to go beyond predictive performance on the counts and estimate
the latent rates of the process, then LGCPs are often a good modeling choice whereas the full GP is
simply unable to perform this task [1, 32]. We performed inference on the latent rates and computed
the corresponding MSE (MSE rates in Tab. 2). It can be seen that the sparse LGCPs do not perform
significantly worse than the full LGCP. This experiment demonstrates the flexibility of our framework
in terms of modeling different data types via a modular substitution of the likelihood function.
5.4 Real world DNA sequence data
To validate our models on real world data, we performed classification on the UCI promoters data
set [8] and the UCI splicing data set [22]. As with our experiments on synthetic data, we aim to
compare the predictive performance and uncertainty calibration against SVMs. The promoters data
set consists of 106 real world DNA sequences of 57 nucleotides each and the task is to predict whether
or not a given sequence corresponds to a promoter region of a gene. The splicing data set contains
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Figure 5: Calibration curves for calibrated SVM, full GP and sparse GP predictions on the UCI
DNA sequence data sets. Areas under the precision-recall curve (AUPRC) as well as mean absolute
deviation (AD) are reported for all methods in the legend. It can be seen that all methods achieve
comparable performances in terms of predictive accuracy and calibration.
Table 4: Comparison of inference times and predictive performances of full GPs, our sparse simulated
annealing GPs and SVMs on a subset of the UCI splicing data. Values are means and their standard
errors of 100 runs.
Method AUPRC Inference time [s]
full GP 0.678 ± 0.002 669.8 ± 11.1
SA GP (prop.) 0.676 ± 0.002 15.0 ± 0.2
SVM 0.674 ± 0.002 7.7 ± 0.1
3190 sequences of 60 nucleotides each which have to be classified into splicing and non-splicing sites.
We compared a kernel SVM against a full GP and our sparse GPs with inducing points selected
greedily and by simulated annealing. Note that the splicing data is too large for feasible full GP
inference. To provide a fair comparison, we report inference times of our sparse GP in comparison
with the full GP on a randomly selected subset of the splicing data in Table 4. It can be seen that our
sparse GP speeds up inference by more than one order of magnitude while still yielding comparable
predictive performance (c.f. Tab. 3).
The sparse GPs use 5 inducing points on the promoters data and 50 on the splicing data. The
order of the spectrum kernel was chosen to be k = 3 by all GPs through log marginal likelihood
optimization. The performance of the methods in terms of area under the precision-recall curve
(AUPRC ) and calibration is measured via 10-fold cross validation on the promoters data and by a
2000/1190 train-test-split on the splicing data. Results are reported in Figure 5.
It can be seen that the full GP, the various sparse GP models, and the calibrated SVM are
comparable in terms of calibration and predictive performance. The uncertainties are generally larger
in the promoters data set because it is smaller. This is accounts for the noise in the calibration
curves in this data set since there are fewer predictions per bin (Fig. 5a). The greedy sparse GP
gives marginally better calibration but worse predictive performance when compared to simulated
annealing on the promoters and splicing data.
These experiments show that our framework yields a comparable performance with full GP
inference as well as kernel SVMs on real world DNA sequence classification tasks. Moreover, it scales
to larger data sets where full GP inference is computationally infeasible.
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6 Related work
This work builds upon the rich literature on inducing point methods for Gaussian Processes (see
Quin˜onero-Candela and Rasmussen [25] and references therein).
Recent work in this domain has utilized variational approximations [33] and certain geometrical
structures [36]. Unfortunately, these advances are limited to continuous input spaces which is why
we are forced to resort to more conventional inducing point methods in this work.
Many kernels have been devised to work well on discrete domains, e.g. on strings [14] or graphs
[12]. These have been used successfully in combination with SVMs or similar linear models for
problems in biology [3, 20], chemistry [16, 17], and natural language processing [15].
Using discrete kernels in GPs is a relatively unexplored area, possibly due to the difficulties in
hyper-parameter optimization and inducing point selection. Discrete kernels have been used on
graphs [35] and strings [2] (also for biological problems [31]), but so far only on relatively small data
sets with full GPs. To the best of our knowledge, we are the first to address the scalability problem
with discrete GPs using inducing points and discrete optimization.
7 Conclusion and future work
In this work, we present the first sparse Gaussian Process approximation framework on discrete
domains. We explored different inducing point optimization techniques in our experiments and found
that our proposed method using simulated annealing gives the best overall predictive performance
and uncertainty estimates. Our method also yields favorable runtimes on larger data sets and more
non-standard likelihoods.
We showed that our models perform competitively with SVMs on toy data as well as real-world
DNA sequence data in terms of predictive performance, while offering better calibrated uncertainty
estimates in some settings.
There are many directions for future work. First, developing a closer integration between discrete
optimization and the marginal likelihood of the GP would improve both the approximation quality
as well as the runtime of the inducing point algorithm. Extending the lower bound approximation of
marginal likelihood as described in [33] to the discrete case may be one avenue to explore in this
direction. An orthogonal direction is a fully Bayesian treatment of the string kernel hyperparameter k,
namely treating k as a random variable. Finally, we would like to see existing GP software packages
extend their abstractions to kernels with hyperparameters that are not differentiable.
In conclusion, we advise practitioners to use our framework on discrete problems where data
sets are too large for full Gaussian Process models but uncertainty estimates are still desirable.
Furthermore, in cases where likelihoods other than Gaussian or Bernoulli are required, standard
regression and classification techniques are inapplicable, whereas our framework provides a principled
and flexible solution.
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