Molecular dynamics simulations in solution are performed for a rubredoxin from the hyperthermophilic archaeon Pymcoccus furiosus (RdPf) and one from the mesophilic organism Desulfovibrio vulgaris (RdDv). The two proteins are simulated at four temperatures: 300 K, 373 K, 473 K (two sets), and 500 K; the various simulations extended from 200 ps to 1,020 ps. At room temperature, the two proteins are stable, remain close to the crystal structure, and exhibit similar dynamic behavior; the RMS residue fluctuations are slightly smaller in the hyperthermophilic protein. An analysis of the average energy contributions in the two proteins is made; the results suggest that the intraprotein energy stabilizes RdPf relative to RdDv. At 373 K, the mesophilic protein unfolds rapidly (it begins to unfold at 300 ps), whereas the hyperthermophilic does not unfold over the simulation of 600 ps. This is in accord with the expected stability of the two proteins. At 473 K, where both proteins are expected to be unstable, unfolding behavior is observed within 200 ps and the mesophilic protein unfolds faster than the hyperthermophilic one. At 500 K, both proteins unfold; the hyperthermophilic protein does so faster than the mesophilic protein. The unfolding behavior for the two proteins is found to be very similar. Although the exact order of events differs from one trajectory to another, both proteins unfold first by opening of the loop region to expose the hydrophobic core. This is followed by unzipping of the @-sheet. The results obtained in the simulation are discussed in terms of the factors involved in flexibility and thermostability.
Most living organisms have optimal temperatures for growth near room temperature and are referred to as "mesophilic." Proteins from such organisms tend to have optimal function near 40 "C and denature at somewhat higher temperatures. Of course, there are proteins in mesophilic organisms that have higher thermal stability, such as the bovine pancreatic trypsin inhibitor, that denatures near 100 "C (Makhatadze et al., 1993) . Other microorganisms ("thermophilic") grow optimally at higher temperatures (50-60°C). Since the early 80s (Stetter, 1982) , the temperature range over which life is sustainable has been extended by the discovery of "hyperthermophilic" microorganisms that can thrive at temperatures as high as 100°C (Adams & Kelly, 1992 Rees & Adams, 1995) . Sometimes the term "extreme thermophile" is used for those microorganisms (like the Themus species) that have optimal growth temperatures between 70 and 80 "C. Many species have adapted to very low temperatures ((20°C) ; these are referred to as "psychrophilic." In addition to temperature adaptation, there are microorganisms that thrive under extreme conditions of pH or ionicstrength (acidophilic, alkaliphilic, halophilic) (Jaenicke, 198 1 ; Jaenicke & Zavodszky, 1990 Research on proteins derived from such "extremophilic" organisms has intensified in recent years due to both their practical and fundamental significance. On the practical side, certain enzymes with high thermostability, either natural or engineered, have important technological applications, including detergent manufacturing, production of high-fructose corn syrup, and PCR (Adams & Kelly, 1995) . On the fundamental side, comparison of extremophilic proteins with their normal counterparts can help to increase our understanding of the physical basis of protein stability. The activity of homologous enzymes from mesophiles and thermophiles appears to be similar at the optimal conditions for growth of each organism, whereas the thermophilic enzyme may have little activity under mesophilic conditions (Wrba et al., 1990; Volkl et al., 1994) . This has been ascribed to the greater rigidity of the thermophilic enzyme (Zuber, 1988; Wrba et al., 1990) , although the evidence is not compelling. Comparisons of homologous thermophilic and mesophilic enzymes can aid in isolating the factors contributing to the efficiency of enzyme catalysis.
The three-dimensional structures of proteins from moderately thermophilic bacteria, such as Bacillus steurothermophilus, have been known for a long time [for example, thermolysin (Matthews et al., 1972) orglyceraldehyde-3-phosphatedehydrogenase (GAPDH) (Biesecker et al., 1977) ]. More recently, the structures of proteins from hyperthermophiles have become available, e.g., rubredoxin (Day et al., 1992) , GAPDH (Korndorfer et al., 199.3 , aldehyde ferredoxin oxidoreductase . histone HMfB (Stanch et al., 1996) . glutamase dehydrogenase (Yip et al., 1995) , and DNA binding proteins Sso7d (Baumann et al., 1994) and Sac7d (Edmondson et al., 1995) . The structures of homologous proteins from thermophilic and hyperthermophilic sources are generally very similar to their mesophilic and psychrophilic counterparts. For example, the RMS difference between rubredoxin from the hyperthermophile Pyrococcus furiosus and the mesophile Clostridium pasteurianum is 0.47 A for the main chain (Day et al., 1992) and that between GAPDH from the hyperthermophile Thermoroga maritima and the thermophile B. stearothermophilus is 0.57 and 0.83 A for each of the two domains (Korndorfer et al., 1995) . This is not surprising because the sequence identity is usually in the range 45-65% and there are few significant additions or deletions. From the work of Chothia and Lesk (1986) , a sequence identity in the neighborhood of 50% is expected to yield an RMS difference of less than 1 A in the core region of a pair of homologous proteins.
The availability of homologues with high sequence identity and structural similarity but greatly different thermal stability, as well as results from the effect of site-directed mutagenesis on stability (Alber, 1989; Serrano et al., 1992; Matthews, 1993) , have led to various suggestions concerning the interactions contributing to protein stability [for a recent analysis, see Vogt and Argos (1997) l. These include the overall amino acid composition (Argos et al., Menendez-Arias & Argos, 19891 , site-specific amino acid replacement, such as proline in turns (Matthews et al., 1987 ; Watanabe et al., 1991) , salt bridges (Perutz & Raidt, 1975) , hydrogen bonding (Day et al., 1992; Tanner et al., 1996) , hydrophobic interactions and packing (Yamada et al., 1990; Chan et al., 1995; Spassov et al., 1995) . electrostatic interactions (Spassov et al., 1995) , increased helix stability (Davies et al., 1993; Russell et al., 1994; Hennig et al., 1995) , or disulfide bonds and metals (Fromme1 & Sander, 1989) . The range of factors that have been cited suggests that incremental contributions that vary from one protein to another are involved. This would not be surprising because the individual interactions that contribute to protein stability are weak (Lazaridis et al., 1995) and the overall free energy change between the denatured and native protein is only on the order of 0.1 kcal/ mol per residue. Further, an increase in the denaturation temperature from 50 to 100°C involves a change in the free energy of unfolding of only a few kcal/mol (Rees & Adams, 1995) .
Molecular dynamics simulations have provided detailed information on the dynamics of native proteins (McCammon & Harvey, 1987; Brooks et al., 1988) . Recently, high-temperature simulations in solution have been used to study protein unfolding (Mark & van Gunsteren, 1992; Daggett & Levitt, 1993; Caflisch & Karplus, 1994a , 1994b Li & Daggett, 1994) . Although such simulations at different temperatures do not address thermodynamic stability directly, unless some free energy evaluation technique is employed (Kollman, 1996) , they can provide information on native state fluctuations and the unfolding behavior.
It is our purpose in this paper to compare simulation results for a mesophilic protein with those for a homologous hyperthermophilic protein. The systems chosen for study are two rubredoxins, small proteins consisting of 45-54 residues with a redox center, but unknown function. The crystal and solution structures of rubredoxin from the hyperthermophilic archaeon fl furiosus (Pf) has been determined recently (Blake et al., 1992a; Day et al., 1992) and several crystal structures from mesophilic sources are known to high resolution (Sieker et al., 1994) : C. pasteurianum (PDB code 5RXN) (Watenpaugh et al., 1979, 1980) , Desulfowibrio desulfuricans (PDB code 6RXN) (Stenkamp et al., 1990) , Desulfovibrio vulgaris (Dv) (PDB codes 7RXN and 8RXN) (Adman et al., 1991; Dauter et al., 1992) , and Desulfowibrio gigas (PDB code IRDG) (Frey et al., 1987) . Here we examine the dynamic behavior of the hyperthermophilic rubredoxin from Pf and one of its mesophilic homologues, the rubredoxin from Dv, by molecular dynamics simulations in solution. We refer to the former as RdPf and to the latter as RdDv. Although the stability of RdDv has not been measured, it is expected to be significantly lower than that of RdPf. Relative to the mesophilic proteins, the rubredoxin from Pf has more surface salt bridges and a more extensive P-sheet due to a substitution of a Pro by Glu (Blake et al., 1992a; Day et al., 1992) . This substitution also gives rise to electrostatic interactions involving the Glu side chain. Calorimetry showed that the irreversible denaturation temperature for this protein is greater than 100°C (Klump et al., 1994) . It was also found that it retains its spectroscopic properties (visible absorption) after incubation at 95 "C for 24 h (Blake et al., 1991) . Stability studies of the other rubredoxins are limited. 5RXN denatures rapidly at 80°C (Lovenberg & Sobel, 1965) and IRDG loses 25% of its visible absorption after 1 h at 80°C (Papavassiliou & Hatchikian, 1985) . A study of pH and ionic strength effects (Cavagnero et al., 1995) showed that the stability of the hyperthermophilic rubredoxin decreases as the pH decreases, but, even at pH 2, the protein is quite stable (it denatures at 70°C at pH 2). This means that the additional salt bridges could make some but not the dominant contribution to the stability of this protein. The rubredoxin from C. pasteurinnum has been cloned and some sitedirected mutagenesis results have been reported (Richie et d., 1996; Eidsness et al., 1997) . The results indicated that the extension of the @-sheet does not contribute significantly to the stability of the hyperthermophilic protein. This is in agreement with earlier results where extension of an a-helix by substitution of Pro by other amino acids did not alter the stability of T4 lysozyme (Alber et a] ., 1988). The study of chimeras of Pf and C. pasteurianurn rubredoxins suggested that the interactions between the @-sheet and the loop residues are more important (Eidsness et al., 1997) .
The hyperthermophilic rubredoxin from Pf has been a subject of some theoretical studies. Wampler et al. (1993) (see also Bradley et al., 1993) built homology models for it based on the structures of three mesophilic rubredoxins and performed molecular dynamics simulations in vacuum with the AMBER program and a distancedependent dielectric. They noticed that the molecular mechanics energy was always lower than that of the mesophilic rubredoxins, but this is probably due to the lack of solvent in the simulations, i.e., the hyperthermophilic rubredoxin has a larger number of salt bridges that have large interaction energies in vacuum. From the simulations, it was concluded that the mesophilic proteins sample a more complex conformational space with two or more minima, but it is not clear how this is related to thermal stability. Ichiye and coworkers have studied the redox properties of a mesophilic rubredoxin (5RXN) and of RdPf by energy minimization and molecular dynamics (Shenoy & Ichiye, 1993; Yelle et al., 1995; Swartz & Ichiye, 1996) , but did not concern themselves with stability. Jung et al. (1997) performed 30-ps molecules dynamics simulations in solution for Pf rubredoxin, five of its mutants, and three mesophilic rubredoxins at 25 and 100 "C. At room temperature, the calculated atomic fluctuations over a period of 10 ps were similar for all proteins, whereas, at IOO"C, they were smaller for Pf rubredoxin. The length of these simulations is too short for definitive conclusions.
Simulations for the two proteins, RdPf and RdDv, in explicit solvent at a number of temperatures are reported in this paper: one at 300 K, one at 373 K, two at 473 K, and one at 500 K (see Table I ). The first objective of the simulations is to evaluate the flexibility of the two proteins at room temperature by comparing the atomic fluctuations obtained in the simulations. In addition, we compare the unfolding behavior at a series of temperatures; the lowest (373 K) is such that the mesophilic protein should be unstable, whereas the hyperthermophilic protein should be stable. To speed up unfolding, we do additional simulations at 473 K and 500 K, temperatures in the neighborhood of those used in other unfolding simulations (e.g., Li & Daggett, 1994) . Such unfolding studies are of particular interest because it has been suggested recently that RdPf is "kinetically trapped," i.e., that it unfolds more slowly than its mesophilic analogues (Cavagnero et al., 1997) .
The aligned amino acid sequences of RdPf and RdDv are shown in Figure 1 and a MOLSCRIPT representation of their structure is shown in Figure 2A . The numbering of residues is based on RdDv because RdPf is the only known rubredoxin that lacks the N-terminal methionine. Residues that differ in the two proteins are shown in bold in Figure 1 . Among the mesophilic rubredoxins of known structure, RdDv has the largest number of residues (34) that are identical with RdPf; there is 65% identity and there are no insertions or deletions. The backbone RMS deviation (RMSD) of residues 2-52 between the structures for the two proteins is 0.58 8 , .
Rubredoxin has relatively little regular secondary structure. There is an antiparallel P-sheet comprising three strands: PI at the N terminus (residues 2-7), P2 immediately following it (residues 10-15), and P3 at the C terminus (residues 48-52). The P-sheet is interrupted by a P-bulge between residues I O and 11. The ironsulfur cluster is located at one end of the P-sheet; Cys residues 6, 9. 39, and 42 are coordinated with the iron. The rest of the protein is comprised of two loops; they are L1 (residues 16-29) and L2 (residues 30-47), and they contain a number of turns and short 310-helical segments. The hydrophobic core is comprised of residues from the 0-sheet (residues 4, 1 I , 13, 49) , loop 1 (residue 24), and loop 2 (residues 30, 33, 37,46) (see Fig. 3 ). Residue 4 (Tyr in RdDv and Trp in RdPf) interacts with Phe 30. The hydroxyl groups of Tyr 4 and Tyr 1 1 are surface exposed, whereas that of Tyr 13 hydrogen bonds to the backbone at residue 28. Lys 46 lies flat on the surface of the protein, and its nonpolar part interacts with residues 37, 30, and 49. Leu 33 interacts with residues 24, 13, and 37, and Phe 30 with residues 13, 37, 49, and 4.
A significant difference between RdPf and its mesophilic analogues is close to the N terminus, where Pro 15 is replaced by Glu. This allows extension of the P-sheet and introduction of a number of electrostatic interactions involving the Glu 15 side chain (Blake et al., 1992a; Day et al., 1992) . The major change in the hydrophobic core is the replacement of Tyr 4 in RdDv by Trp in RdPf. The substitution of Val 24 by Ile in RdPf versus RdDv is also seen in some mesophilic rubredoxins. An additional salt bridge in RdPf is observed between Lys 7 and Glu 50. All of these differences could confer higher thermal stability to RdPf versus RdDv, but there is no evidence concerning the contributions of any one of them. Clearly, site-directed mutagenesis would be of interest to determine the effects of individual substitutions.
Results

K Simulations
Structural aspects
The RMSD from the crystal structure for RdPf and RdDv during the 400-ps simulations at 300 K is shown in Figure 3A . It appears to have stabilized by the end of the simulations, where the RMSD is about 1.5 8, (backbone) and 2 8, (all atoms) for both proteins.
These deviations are typical of those found in solution simulations of this and other proteins. For example, a 60-ps simulation of rubredoxin from C. pasteurianum gave an RMSD of 1.06 8, or 1.42 8, for the backbone, depending on whether the reduced or oxidized protein was simulated (Yelle et al., 1995) . For barnase, the backbone RMSD was 1.5 8, after 250 ps (Caflisch & Karplus, 1994a) . The deviations are smaller for the &strands and larger in the loop region. At the end of the simulations, the backbone RMSD of the P-sheet (residues 1-7, 10-15, 48-51) is 1.06 8, for RdDv and 0.83 8, for RdPf, whereas that of the loop region is 1.54 8, and 1.75 8,. respectively. The radii of gyration (Rg, Fig. 3B ) remain close to those in the crystal structures (9.67 8, for RdDv and 9.86 8, for RdPf). There is a small increase in the period 200-300 ps for RdPf and in the period 150-300 ps for RdDv, but then Rg decreases again. The backbone RMSD of residues 2-52 between the two proteins at 400 ps is 0.6 A, similar to the difference between the crystal structures (0.58 A).
Comparing the structures at the end of the 400-ps simulations with the crystal structures, we observe a small decrease in the B number of hydrogen bonds (see the Materials and methods for definitions). The number of hydrogen bonds in the crystal structures of RdPf and RdDv is 35 and 31, respectively, whereas this number at 400 ps is 26 and 27. respectively. A single coordinate set was used for comparing the hydrogen bonds because nearly all of the hydrogen bonds are either present or absent during the last I O ps in these structures (see Fig. 4 ). Table 2 lists the hydrogen bonds in the crystal structure in the two proteins. showing which ones have disappeared by 400 ps, and the new hydrogen bonds that are formed in the molecular dynamics simulation. Many of the hydrogen bonds are included in the list of native contacts monitored throughout the simulation and are discussed further below. Because the criteria for the presence of a hydrogen bond are more strict than the criterion for the presence of a native contact (see the Materials and methods). some hydrogen bonds may be listed as broken. whereas the corresponding contact is listed as present. One example is the Glu IS-Ala 2 backbone hydrogen bond. which is term 5. a particular contact is present at that time. For these simulations, a contact is assumed to be present if the interatomic distance is less than 1.3 times that in the crystal structure. Contacts are defined in Table 4 . A: RdDv. B: RdPf. unique to RdPf. Many of the broken hydrogen bonds in Table 2A and B involve ionic side chains. In some cases, the broken hydrogen bonds are replaced by others. For example, the Lys 7-Glu 50 salt bridge in RdPf is replaced by Lys 7-Glu 48. It is interesting that a few 310-helical hydrogen bonds are replaced by a-helical hydrogen bonds. For example, the Leu 33-Phe 30 hydrogen bond in both proteins is replaced by a hydrogen bond between residues 33 and 29. The Tyr 13-Thr 28 hydrogen bond was not present in the crystal structure of RdPf because the Tyr OH hydrogen was not built in the direction of residue 28. This hydrogen bond forms during the simulation. A number of the protein-protein hydrogen bonds are replaced by protein-water hydrogen bonds in the simulation, e.g., for both proteins, the NH group of Gly 10 and the CO group of Cys 6, which hydrogen bond to each other in the crystal structures, turn toward the solvent and hydrogen bond with water molecules. There is no significant difference between RdPf and RdDv with regard to hydrogen bonding behavior. Figure 4A and B show the evolution of the selected native contacts during the 300 K simulations. In these plots, a dot is 2593 printed when a contact exists at a particular time. As explained in Materials and methods, the cutoff in these two figures is set to 1.3 (rather than the usual 1.5) to reveal small fluctuations in the distances. The behavior of RdPf and RdDv is similar in that most contacts exist throughout the simulations and those that fluctuate are for the most part the same for both structures. Contact #5 (a p l -p 2 hydrogen bond near the /? bulge) disappears in RdPf and flickers in RdDv; it is absent during the last 10 ps in both simulations (see discussion of Table 2 above) . Contact #9, a pl-p3 hydrogen bond, flickers in both proteins. Contact #I4 is a salt bridge in RdPf and a Thr-Glu contact in RdDv. This contact flickers in both proteins. The fact that the salt bridge is not stable (no more stable than the Thr-Glu contact) suggests that it does not contribute significantly to the stability of the molecule. This is in accord with the general analysis of salt bridges by Hendsch and Tidor (1994) . Contact #25, an LI-L2 hydrophobic contact, flickers more in RdPf than in RdDv. Contact #26 breaks in both proteins; it is the Asp 19-Trp 37 indole hydrogen bond near the rim of the hydrophobic core. Contact #41 also involves Asp 19: it is a hydrogen bond with Asn 22, at the edge of the hydrophobic core ( Fig. 3) , and it breaks in both proteins, although it reappears in the RdPf simulation. The instability of contacts #25, 26, and 41 indicates a slight opening of the hydrophobic core at its rim, where the two loops meet. In RdPf, a crystal water molecule inserts itself and interacts simultaneously with Trp 37, Asp 19, and Am 22. In RdDv, Asp 19 moves too far away for a water-mediated interaction with Asn 22 and Trp 37. Instead, a hydrogen bond is formed between Asn 22 and Trp 37 in the latter part of the trajectory. In RdDv contact #2, a pl-p2 hydrogen bond in RdPf and a Pro-Lys N tertiary contact in RdDv, flickers substantially. Contacts #48 and 49, which are hydrogen bonds of the Lys 46 side chain to the backbone, disappear in RdDv. This Lys side chain has a different conformation in the crystal structures of the two proteins and this is mirrored in the simulations. In RdPf, as well as in the other three crystal structures of mesophilic rubredoxins, the Lys side chain is extended and hydrogen bonds to the carbonyl of residues 30 and 33. In RdDv, it is bent and hydrogen bonds to the carbonyl of residues 35 and 37 and a sulfate ion, which has been deleted in this study. During the RdDv simulation, the Lys 46 side chain moves away from 35 and 37 and toward residues 30 and 33. This brings it closer to the conformation it has in RdPf and the other crystal structures.
Dynamic aspects
It is frequently stated that thermophilic proteins at room temperature are more rigid than their mesophilic counterparts (Zuber, 1988; Jaenicke & Zavodszky, 1990) . Evidence for this greater rigidity is obtained from hydrogen exchange (Wrba et al., 1990) , resistance to proteolysis (Daniel et al., 1982; Fontana, 1988) , and fluorescence quenching (Varley & Pain, 1991) . A measure of the flexibility of a structure is provided by the RMS fluctuations of each atom relative to its average position during the dynamics trajectory. Such fluctuations have been calculated for the two proteins in the 300 K simulations. For each residue, the backbone C, N, and CA average RMS fluctuation is given. Figure 5 shows the RMS fluctuations per residue over the production run (400 ps). As expected, the N-terminal Met of RdDv and the two C-terminal residues of RdPfare most mobile because they do not interact with other residues. Residues 2-25 show similar fluctuations in the two proteins, but residues 25-50 exhibit higher fluctuations in RdDv. The 
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New hydrogen bonds formed after molecular dynamics at 300 K (Phillips, 1990) , which are expected to be particularly important for a small protein, and, in part, to errors in the analysis of the X-ray data (Kuriyan et al., 1986 Principal components analysis of the trajectories was performed (Caves et al., 1998) and the projections of the trajectories onto the first two principal components (PCl, PC2) is shown in Figure 6 . The first two principal components (lowest frequencies) account for 50-55% of the total RMS displacement. PC1 is a low-frequency motion where loops 1 and 2 slide relative to each other, and PC2 a motion where the loops move away from each other. On these projections, we see three main clusters of conformations corresponding to three different values of the PC1 coordinate. The cluster on the left corresponds to the first part of the simulation. The clusters are better defined in RdPf than in RdDv. For RdPf, the transition to the second cluster occurs at about 90 ps and the transition to the third cluster at about 280 ps. In RdDv, the clusters in the PCI-PC2 plane are more diffuse, which is consistent with the idea of higher flexibility for this protein. The transition to the second cluster occurs at about 80 ps and the transition to the third cluster at about 210 ps.
The 300 K simulations show that both proteins are stable at this temperature and do not drift significantly from the X-ray structure.
There is no striking difference in behavior, but the smaller fluctuations of RdPf relative to RdDv appear to be significant and are consistent with the principal components analysis.
Energetic aspects
The last 100 ps of the 300 K simulations were used to perform a comparison of the energetics of the native state of the two systems. Table 3 lists the average protein-protein, protein-solvent, and solvent-solvent energies. Because the two systems contain different numbers of protein atoms and water molecules, the values on a per atom or per water molecule basis are reported in addition to the total energies. The protein-solvent energy is essentially identical in the two systems on a per atom basis, whereas the protein-protein energy is more negative for RdPf, both on a total and per atom basis. Both the van der Waals and electrostatic components contribute to this difference, although the former is larger than the latter. One source of the electrostatic energy difference is that RdPf has 18 charged residues compared with 14 for RdDv. This is probably also the reason why the water-water energy is slightly higher in the RdPf system, because the ionic groups are expected to disrupt some water-water interactions. The more favorable interactions of ionic groups in the native state of RdPf could be compensated by ionic group-water interactions in the unfolded state. The primary origin of the lower van der Waals component of the protein-protein energy in RdPf relative to RdDv is the larger number of atoms in the former. However, the van der Waals energy per atom is also lower in RdPf. This suggests that there may be better packing in the hydrophobic core of RdPf, which is likely to contribute to its stability. 
K Simulations
These simulations are done at a temperature where experimental data indicate that RdPf is stable, whereas RdDv is expected to be unstable. RdPf did not show any appreciable increase in RMSD from the crystal structure (Fig. 7A) . RdDv, on the other hand, starts unfolding at 300 ps and exhibits a rather steady increase in RMSD over the 1,020-ps simulation period. The RMSD decreases somewhat at about 650 ps, but rises back to about 3 A (backbone) and 4 A (all atoms) at the end of the simulation. The Rg plots show similar behavior (Fig. 7B) . The Rg of RdPf fluctuates around the crystal value, whereas that of RdDv exhibits a slow but steady increase. As will be expounded in the Discussion, the results do not show that RdPf is stable at this temperature because kinetics as well as thermodynamics may be involved, Le., it could be that in this simulation RdPf unfolds more slowly than RdDv and that a longer simulation would show unfolding. However, the results are suggestive of the expected difference in behavior of the two proteins. Figure 8 shows the evolution of native contacts for RdDv and
RdPf as a function of time. Many contacts flicker on and off. As expected from the RMSDs, the disappearance of contacts is more T. Lazaridis et al. extensive for RdDv than for RdPf. Comparison with the 300 K plot (Fig. 4 , note that the cutoff for the 373 K and the other hightemperature simulations is 1.5, rather than the value 1.3 used at 300 K) reflects the greater distortion of the structure at 3x3 K. . Contact plots for the 373 K simulations. Dot means that a particular contact is present at that time (interatomic distance less than 1.5 times that in the crystal structure); see Table 4 for definition of contacts. A: RdDv. B:
RdPf.
unfolding "pathway" for RdDv can be deduced from the contact plot. The order of disappearance of contacts is (excluding contacts that disappear already at 300 K): #29 (p2-L2 hydrophobic), #24 (LLL2 hydrophobic), #37 (LI backbone hydrogen bond), #40 (tertiary in LI), #27 (LI-L2 tertiary at the rim of hydrophobic core), #18 (a side-chain-backbone hydrogen bond between p2-L1), #34 and 33 in the hydrophobic core, #I6 (P2-Ll hydrogen bond), and #25 (hydrophobic between L1 and L2). Thep-sheet is very stable in this simulation. Unfolding starts by the separation of the L1 and L2 loops and exposure of the hydrophobic core. This is accompanied by penetration of water molecules into the hydrophobic core. In the last coordinate frame of the simulation, two water molecules are seen to hydrogen bond to the hydroxyl group of Tyr 13, one as a donor and one as an acceptor. These molecules also hydrogen bond to other water molecules closer to the rim of the pocket. Similar observations have been made in an extensive analysis of solvation during unfolding simulations of barnase (Caflisch & Karplus, 1994a; . The increase in Rg is paralleled by an increase in accessible surface area, which, at the end of the simulation, is 3,587 A' , compared to 3,255 A2 for the crystal structure.
K Simulations, set I
473 K is a typical temperature for studies of unfolding by molecular dynamics (Li & Daggett, 1994 ) because unfolding at this temperature is fast enough (on the order of a few hundred ps) to be observed in the relatively short simulation times accessible with present day computers. The disadvantage of 473 K for the present study is that both proteins are thermodynamically unstable. Nevertheless, it is of interest to compare the nature of the folding transition for the two proteins to see if there are any significant differences. This could not be done at 373 K because RdPf did not unfold. Also, one might expect that the rate of unfolding is correlated with thermodynamic stability, although this is not necessarily true (see the Discussion). The RMSD from the crystal structure is shown in Figure 9A . For the 473 K simulations, the RMSD is measured with respect to the starting simulation structure. In the first 100 ps of the simulation, RdDv exhibits a higher RMSD than RdPf, but RdPf appears to undergo a transition around that time; from 100 to 200 ps, the behavior is similar. The RMSD values after 200 ps are about 2.5 8, (backbone) and 3-3.5 A (all atoms) for both proteins. The backbone RMSD between the two proteins is 3.09 A. In the Rg for RdDv, there is an initial increase and a temporary decrease at about 100 ps. The Rg of RdPf exhibits a steady increase throughout the trajectory (Fig. 9B ).
Contact plots are presented in Figure 10 . In the RdPf simulation, the order of disappearance of contacts is: 27 and 24 (LI-L2 tertiary), 37 (LI hydrogen bond), 33 (P2-L2 side chain-backbone hydrogen bond), and 40 (LI tertiary). All of them break early in the 373 K simulation of RdDv, which indicates that the proteins unfold in the same way. For RdDv, the order of disappearance of contacts is: #28 (P2-L2 hydrophobic), #I8 (P2-LI side-chainbackbone hydrogen bond), #35 (P2-P3 hydrophobic), #32 (P2-L2 hydrophobic), #17 (P2-Ll tertiary), #20 and 19 (P3-L2 hydrogen bonds), #9 (Pl-P3 hydrogen bond), and #27 (LI-L2 tertiary). The contacts that disappear early here are not identical to those in the 373 K simulations of RdDv, but they belong to the same regions, Le., the loop region and the hydrophobic core. The first step in unzipping of the P-sheet, the break of contacts #2 and 7 (Pl-P2 backbone hydrogen bonds), occurs at about 135 ps.
K Simulations, set 2
For RdPf, the RMSD increases slowly in the first 150 ps, then exhibits a more rapid increase up to 180 ps and a drop to the final value of about 2 A (backbone) and 2.5 P\ (all atoms) (Fig. 11A ).
The RdDv run shows similar behavior to 160 ps and after that has an increased RMSD. At 180 ps, the protein collided with the boundary and was resolvated in a larger sphere (see Materials and meth-ods). The simulation was continued, and the RMSD dropped somewhat before increasing again to the final value of about 4 8, (backbone) and 5 8, (all atoms). The Rg is shown in Figure 11B .
For RdPf, the contacts that disappear early are: #25, 27, 24,40, and 37, as in the previous simulations, and #17 and 18, which are P2-LI tertiary contacts in the hydrophobic core. The unfolding pathway is very similar to that found in the previous simulation at 473 K. For RdDv, the order is: #37, 25, 17, 27, 9, 35, 29 (P2-L2 hydrophobic), 18, 16 (P2-Ll hydrogen bond), 40, 13 (Pl-P3 hydrophobic on surface), 32, and 11 (Pl-P3 hydrogen bond). Most of these contacts also disappeared early in previous simulations.
In the RdDv simulation, the P-sheet unfolds significantly for the first time. The Pl-P3 interactions disappear from 105 to 310 ps and the Pl-P2 interactions start breaking up at 280 ps. The order of disappearance of contacts in the P-sheet is: #f9 (backbone hydrogen bond at the edge of Pl-P3), #I3 (PI -P3 surface hydrophobic), #11 (backbone hydrogen bond at the other edge of PI-P3), #10 and 8 (the remaining Pl-P3 backbone hydrogen bonds), #6 and 3 (Pl-P2 backbone hydrogen bonds), #12 (Pl-P3 buried tertiary contact), #2 and 7 (Pl-P2 tertiary involving Pro 15), and #4 (Pl-P2 hydrogen bond). The reason that contacts #2 and 7 appear to break after #6 and 3 is in part due to the convention used for the presence of a contact (distance I ISd, where d is the distance in the crystal). The distance between Pro 15 and Lys 2 is relatively large in the crystal and therefore a longer distance is required to consider the contact broken. Broken protein-protein hydrogen bonds are replaced by protein-water hydrogen bonds. The observed behavior is consistent with the findings in unfolding simulations of barnase (Caflisch & Karplus, 1995) .
7: Lazaridis et al.
The contacts that remain until the end are mostly local contacts in the polypeptide chain: #5 (Pl-P2 hydrogen bond), #I 9 and 20 (P3-L2 local hydrogen bond), #23 (LI-L2 local hydrogen bond), #31 and 34 (P2-L2 hydrophobic), #38 and 39 (L1 local hydrogen bonds), #42 and 45 (L2 local hydrogen bonds), and #47 (L2 local hydrophobic), and the iron-sulfur cluster bonds, which are treated as covalent. Snapshots of RdDv at different times during the simulation are shown in Figure 12 ; the view is the same as in Figure 2 .
K Simulations
These simulations lasted 260 ps. They exhibit different behavior from the previous simulations in that RdPf unfolds more rapidly than RdDv. The RMSD of RdPf increases steadily to a final value of about 5 A (backbone), 6 8, (all atoms), whereas that of RdDv stabilizes at about 3 A (backbone), 4 A (all atoms) (Fig. 13A) . The Rg plots are shown in Figure 13B .
Most contacts that disappear early in the RdPf simulation are similar to those that disappear early in other simulations. In addition, #36 (P2-P3 hydrophobic core) and #44 (L2 local hydrogen bond) also break early. The P-sheet starts unfolding at about 100 ps. Contact #I, which is unique in RdPf (a hydrogen bond between the side chain of Glu 25 and the indole of Trp 4), disappears first, along with adjacent #7 (15N-20 hydrogen bond). They are followed by #2,3, and 6, which are all PI $2 hydrogen bonds. In this simulation, the Pl-P3 interactions remain till the end. Snapshots of the backbone during the simulation are shown in Figure 14 .
In the RdDv simulation, there is limited unfolding. The P-sheet is much more stable. The contacts that disappear early are similar to those observed in other simulations: #33, 18, 13, 1 I , 29, 32, 27 , and also #I5 (P2-Ll local hydrogen bond). Again the loop region is much more labile than the P-sheet.
Discussion
Molecular dynamics simulations in solution can be used to obtain information on the dynamic behavior of proteins. Simulations at room temperature result in stable trajectories with small deviations from the experimental structure, whereas simulations at elevated temperatures result in extensive unfolding, in accord with the thermal denaturation of proteins observed experimentally. Thus, molecular dynamics is a natural tool to investigate differences between mesophilic and thermophilic or hyperthermophilic proteins. Roomtemperature simulations can be used to determine the flexibility and high-temperature simulations can provide information on the rate and mechanism of unfolding.
In This is the first time such a difference in flexibility has been observed in a simulation. For rubredoxin, a protein involved in oxidation-reduction reactions, only a small degree of flexibility appears necessary for function because the oxidized and reduced structures are very similar (Yelle et al., 1995) . It will be of interest to determine whether the same effect exists for larger proteins that have enzymatic functions. It was found also that the intraprotein energy is lower in RdPf than RdDv, even on a per atom basis. This may be a factor in increasing the stability. The protein-solvent interaction energies are essentially identical on an atom basis.
As the temperature was raised, both proteins showed unfolding behavior. At 373 K, where RdPf is still tnarginally stable and RdDv is unstable, slow unfolding of the latter was observed. RdPf remained with its backbone RMSD at 2 ,& from the crystal structure, whereas RdDv reached a deviation of 3 A within the same time period. At 473 K and 500 K, both proteins unfold. In two sets of simulations at 473 K. RdDv unfolds before RdPf, as one would expect if the rate of unfolding correlated with decreased thermodynamic stability. In the 500 K simulations, however, RdPf unfolds faster. This is likely due not to the slightly higher simulation temperature, but to the stochastic element of the simulations. Simulations of chymotrypsin inhibitor 2 trajectories performed under the same conditions have been found to differ dramatically in the time when unfolding starts (Lazaridis & Karplus, 1997) . Ideally, a large number of simulations are needed to obtain definitive results.
The high-temperature simulations provide information conceming the unfolding process, i.e., the sequence by which the protein structural elements disappear. The exact sequence of events is not the same in the various simulations, but a consistent picture of unfolding emerges. Interactions involving the loop region and the hydrophobic core are relatively unstable and tend to disappear earlier. This can be seen by calculating the RMSDs for the separate regions. For the most unfolded structures, the last frame from 473 K-set 2 for RdDv and the last frame from 500 K from RdPf, the backbone RMSD for the P-sheet (residues 1-7, 10-15,48-51) is 2.72 for RdDv and 2.35 A for RdPf, whereas the RMSD for the remainder of the protein is 4.34 for RdDv and 5.72 for RdPf. This means that the @-sheet is kinetically more stable and suggests that it is more stable thermodynamically. Within the P-sheet, the Pl-P2 interaction is more stable, as expected from the more extensive contacts, than the Pl-P3 interaction. In one simulation, however (500 K for RdPf), the Pl-/32 interactions disappeared first. Figure 15 shows the 48 contacts of RdDv divided into three classes depending on their kinetic stability. Contacts that disappear early are shown as thin dashed lines, those of intermediate stability as medium dashed lines, and those that are most persistent as thick dashed lines.
From examination of the structure of rubredoxin, it has been suggested that the N terminus of rubredoxin may be the first part of the protein to unfold because it is the region where major differences are observed between the hyperthermophilic and the mesophilic proteins (Blake et al., 1991 (Blake et al., , 1992a . All simulations show that the loop region (residues 16-47) is the most labile, especially at the rim of the hydrophobic core (residues 22 and 37). Moreover, the additional hydrogen bond that extends the @-sheet in RdPf (Glu 15-Ala 2) does not appear to be particularly strong, because it breaks in the room-temperature simulation. This is in accord with site-directed mutagenesis results, which showed that this extension of the P-sheet does not contribute to stability (Richie et al., 1996; Eidsness et al., 1997) . Most labile are the contacts between loop residues and those between loop residues and the &sheet. This is consistent with the experimental results showing that interactions between the P-sheet and the loop residues are important for kinetic stability (Eidsness et al., 1997) .
Because flexibility is often involved in discussions of the stability and activity of thermophilic proteins (Jaenicke & Zavodszky, 1990), some general comments about the connection between flexibility, stability, and activity are appropriate. First, there is no single measure of flexibility. Protein dynamics is characterized by a large number of modes of motion that occur on vastly different time scales. Some of them may be functionally significant and others may be irrelevant (Frauenfelder et al., 1991) . Thus, one cannot talk of flexibility in general, but must specify the type of flexibility. A protein can be "rigid' on a nanosecond time scale and "flexible" on a millisecond time scale. Second, flexibility cannot be a "cause" for thermodynamic instability. Flexibility per se implies increased conformational entropy of the native state and is therefore, favorable to thermodynamic stability. Rigidity offers no thermodynamic advantage to a protein, unless it leads to very favorable interactions or is required at room temperature if the protein is to be stable at higher temperatures. The latter has been suggested (Zuber, 1988; Wrba et al., 1990) . but there is no evidence for this hypothesis. In the present rubredoxin simulations, there is some evidence that, on the picosecond time scale, the hyperthermophilic protein is less flexible than the mesophilic protein at room temperature. This is in accord with the lower van der Waals energy of the former.
There is no fundamental reason for correlation between stability and flexibility. In simple systems, flexibility is indicative of weak interactions, which, in turn, imply low stability. But in a complex system like a protein, this correspondence may not always hold. Flexibility depends on the shape of the energy landscape around the native state; thermodynamic stability depends on the difference in free energy between the folded and unfolded states, and kinetic stability (the rate of unfolding) depends on the activation barrier between folded state and the transition region for unfolding. Based on linear free energy relations (Fersht, 1985) , the rate of unfolding often correlates with thermodynamic stability because a more stable protein is likely to have a higher barrier for unfolding, but this is not always the case. A change in the sequence of a protein can alter the stability and flexibility in different ways. For example, the creation of a cavity in the protein interior usually destabilizes the protein (Eriksson et al., 1992) and at the same time probably makes it more flexible (Beeser et al., 1997) . In other cases, this correlation should not be expected. For example, the introduction of a salt bridge in the protein interior tends to make the protein more rigid, but at the same time can destabilize it thermodynamically (Hendsch & Tidor, 1994; Waldburger et al., 1995) . A thermostable disulfide-bridged mutant of T4 lysozyme exhibited similar temperature factors in the crystal as the wild type (Pjura et al., 1990) . Also, there are many modes of motion that have nothing to do with stability. For example, hinge bending motions between domains have no reason to be correlated with the stability of the domains themselves.
One argument for the correlation of stability and flexibility is based on hydrogen exchange data (Wrba et al., 1990) . However, hydrogen exchange is mediated by both local and global fluctuations (Wagner & Wuthrich, 1978; Delepierre et al., 1983; Clarke et al., 1993) . Slow hydrogen exchange is often determined by global unfolding of the protein, which occurs on a long time scale. Correlation of hydrogen exchange with the free energy of unfolding is therefore to be expected and can be used to measure the free energy change (Bai et al., 1994) . By contrast, I3C NMR relaxation experiments have shown that no correlation exists between thermostability and mobility on the nanosecond time scale (Wuthrich et al., 1980) . The increased resistance of thermophilic proteins to proteolysis (Daniel et al., 1982; Fontana, 1988) does not necessarily imply flexibility on a short time scale because global or subglobal unfolding may be required for proteolysis to occur. Such global or subglobal unfolding is probably irrelevant to enzyme catalysis.
Rigidity is often cited as a cause of inactivity of thermophilic proteins at room temperature (Zuber, 1988; Wrba et al., 1990) . Some correlation between dynamics and function has been observed in mesophilic proteins. For example, it has been found that ribonuclease A (Rasmussen et al., 1992) and bacteriorhodopsin (Ferrand et al., 1993) become inactive at temperatures below 200 K and that this loss of activity is associated with a reduction in the atomic fluctuations; below the transition temperature, the motions are essentially harmonic (Smith et al., 1990) . In the present simulations at room temperature, we found slightly higher fluctuations for the mesophilic rubredoxin. However, the differences appear to be too small to lead to an important decrease in activity (which for rubredoxin is not precisely known) of the hyperthermostable protein at room temperature; there are no measurements concerning the activity of RdPf at room temperature. Of course, it is possible that other thermophilic proteins would show more striking differences. One point that is not clear is whether the room-temperature inactivity (or low activity) of thermophiles deviates from a simple Arrhenius dependence of the reaction rate or whether a "freezing" phenomenon similar to the glass transition observed in many proteins (Frauenfelder et al., 1991) is involved.
Alternative mechanisms for the lack of activity of thermophilic enzymes at room temperature cannot be excluded. It has been suggested that thermophilic microorganisms and their enzymes have not evolved as extensively as mesophilic or psychrophilic ones . They may be less efficient for structural rather than dynamic reasons. Small shifts in the position of residues in the active site can produce large changes in activity, as has been shown for certain proteins (Joseph-McCarthy et al., 1995) . The average structure of the enzyme may be slightly different at different temperatures. Near-UV CD and fluorescence studies of thermophilic proteins showed temperature-dependent changes, suggesting structural reorganization in the protein (Wrba et al., 1990; Kotik & Zuber, 1992) . Another reason for the low activity of thermophilic enzymes at room temperature may be the temperature dependence of pK, values of basic residues (Danson et al., 1996) .
Correlations between stability and activity have been observed in some cases (Matsumura et al., 1986) , but not in others (Serrano et al., 1993) . In fact, in some cases there is an inverse correlation (Gassner et al., 1996) , Le., a reduction in activity is accompanied by a reduction in stability. Thus, changes in activity are not necessarily coupled to changes in stability, unless active site residues are involved (Meiering et al., 1992) . If that is the case, combination of the features that make thermophilic proteins stable with those that make meso/psychrophilic enzymes efficient could lead to enzymes with markedly improved performance. The reason why mesophilic proteins are marginally stable and consequently have a limited lifetime in the cell may be due to the general fact that the lifetime of most proteins is relatively short and to the need for a rapid response to regulatory signals (Hochachka & Somero, 1984) , rather than a need for flexibility. Moreover, there is no evolutionary pressure to create superstable proteins.
More experimental and theoretical studies are needed to understand the differences between mesophilic and thermophilic proteins. In most cases, a very subtle set of structural and dynamic changes seems to be involved. These have so far evaded a clear characterization. The present paper has shown that, at least for rubredoxin, the hyperthermophilic protein has smaller room-temperature fluctuations and is likely to be kinetically more stable. However, multiple longer simulations in solution are needed to confirm this result. As in general analyses of protein thermodynamics (Lazaridis et al., 1995; Makhatadze & Privalov, 1995) , simplified models may be useful.
Materials and methods
Energv function
The empirical energy function used here is the CHARMM polar hydrogen model Neria et al., 1996) in which polar hydrogen atoms are treated explicitly and nonpolar hydrogens (CH3, CH2, CH, SH) are incorporated into the heavy atom to which they are bonded. For the iron-sulfur cluster, parameters developed by Ichiye and coworkers were used (Shenoy & Ichiye, 1993; Yelle et al., 1995) . The Fe-S interactions are treated as covalent bonds and so cannot be broken during the simulation; this is a good approximation under normal denaturation conditions. The parameters for the oxidized form of rubredoxin (Shenoy & Ichiye, 1993; Yelle et al., 1995) , which is the one employed in most experimental studies, was used in the present simulations. The modified TIP3P model (Jorgensen et al., Neria et al., 1996) was used for water.
The nonbonded interactions were spherically truncated at 7.75 8, . The electrostatic interactions were shifted to zero at 7.75 8, and the van der Waals interactions were switched off from 7.25 to 7.75 8 , . The nonbonded list was generated with an 8-A cutoff and updated every 10 steps for the 300 K and 373 K simulations and every 5 steps for the 473 K and 500 K simulations.
System preparation
The starting points of the simulations were the crystal structures of the two proteins: oxidized rubredoxin from P: furiosus (PDB code (PDB code 7RXN) . Hydrogen atoms were built with the HBUILD algorithm in C H A R " (Briinger & Karplus, 1988) . Both structures were minimized gently (200 steepest descent steps) in vacuum with their crystal waters (61 for RdPf and 180 for RdDv) to relieve any local strain. A sphere of TIP3P water molecules of 23 8, radius was then introduced, centered on the Ca of Tyr 13. With this size sphere, all atoms in the native structure had a distance of at least 6 A from the surface of the sphere (except for the C terminus of RdPf, which had a closest approach of 3.25 A from the boundary). The C terminus is involved in contacts in the crystal, but has been shown by NMR to be disordered in solution (Blake et al., 1992b) . The average water density in the sphere was 0.0327 8," (0.978 g/cm3). All water molecules with their oxygen within 2.8 8, of any protein heavy atom or crystal water oxygen were deleted. The solvent was thermalized with the protein rigid for 1,000 steps (1 ps). The same sphere was overlaid four times with different orientations to fill any holes in the water structure, and each time all water within 2.8 A from any protein heavy atom or other water molecule were deleted. The solvent was thermalized for another ps. The final number of water molecules (including crystal waters) was 1,390 for RdPf and 1,418 for RdDv. The total number of atoms was 4,658 for RdPf (488 protein atoms) and 4,714 for RdDv (460 protein atoms).
Molecular dynamics
The stochastic boundary method was used and all calculations were performed with the C H A R " program .3 Molecular dynamics with the Verlet algorithm was performed in the inner 21-A sphere (the "reaction region") and Langevin dynamics was performed between 21 and 23 8, (the "buffer region"). The friction constant for the Langevin dynamics was 62 ps" and was applied to the water oxygen atoms. All protein atoms are in the reaction region and are treated by molecular dynamics. The list of solvent molecules belonging to the buffer region was updated every 50 steps; there are approximately 400 water molecules in the buffer region.
SHAKE (van Gunsteren & Berendsen, 1977) was used for all bonds involving hydrogen (including the HH distance in TIP3P water) with a tolerance of IO-6 A. For historical reasons, a time step of 1 fs was used for the 300 K and 373 K simulations. After various tests and other simulations at 600 K (Caflisch & Karplus, 1994a showed that a 2-fs time step yielded meaningful results, the additional simulations at 473 K and 500 K were run with a 2-fs time step. The Langevin region provides contact with a constant temperature heat bath, so that the dynamics corresponds to a canonical ensemble. Coordinates were saved every 0.1 ps for analysis. Table 1 gives an overview of the simulations. The 300 K simulations serve as a control and provide information on the dynamics of the two proteins at room temperature. At 373 K, RdPf is expected to be stable and RdDv unstable. At 473 K and 500 K, both proteins are unstable and unfolding kinetics is fast enough to observe in short simulations. Such high temperatures are used commonly in molecular dynamics simulations to study protein unfolding (Caflisch & Karplus, 1994a; Li & Daggett, 1994) . 
Analysis of the simulations
To analyze the simulations, the RMSD from the crystal structure and the Rg were monitored as a function of time. Also, a number of native contacts (49 in RdPf and 48 in RdDv, see Table 4) , including hydrogen bonds, hydrophobic and other tertiary contacts, were examined. They were selected from a set of painvise atom-atom interactions in the crystal structure with a distance of less than about 4 8, and provide information on rearrangements of the structural elements of the protein. This approach is based on that used previously to characterize the multiplicity of pathways in chymotrypsin inhibitor 2 (Lazaridis & Karplus, 1997) . A contact is said to exist if the distance between the two atoms defining the contact is less than that in the crystal structure times a cutoff value. The cutoff value was chosen to be 1.5 for the unfolding (high-temperature) trajectories and slightly less, 1.3, for the 300 K trajectories, to reveal smaller fluctuations in the native contacts.
The room-temperature simulations were also subjected to principal components analysis. This is done by quasiharmonic analysis of the trajectories (Levy et al., 1984; Brooks et al., 1995) to obtain the quasiharmonic normal modes and subsequent projection of the trajectories on the two lowest frequency modes (Caves et al., 1998) . For the room-temperature simulations, the RMS fluctuations relative to the average structure were calculated over the whole trajectory and over its four 100-ps segments. For this calculation, the coordinate frames from the trajectories were first superposed on the crystal structure to remove any effects of overall translation and rotation. The calculated RMS fluctuations were compared to those derived from the crystallographic temperature ( B ) factors through the equation RMSF(1') = d3Bo/8.rr?. This neglects the effects of static disorder on the B factors.
Hydrogen bonds were evaluated with the following criterion:
the hydrogen-acceptor distance must be less than 2.5 A and the D-H-s-A and H-s-A-AA angles must be greater than 90".
Note added in proof
A recent paper (Hiller et al., 1997) uses hydrogen exchange measurements to infer that the "apparent melting temperature" of RdPf approaches 200°C. It is interesting to note that unfolding occurs in the present simulations at 473 K (200°C).
