The authors (1981) proposed a dissimilarity measure for analyzing concentration-ratio data.
where y;(s,t)-xt,(s)lx,,(t). As in ANDERS (1972) , one may determine a critical value for judging a pair of individuals to be "correlated" or "similar" in applying the dot. is distributed as a p-dimensional normal distribution, N (u, ~), with mean vector j -e2..... up) and dispersion matrix ~-[at,] (1<-i, j p).
Among all p(p-1) concentration-ratios, -p) , x~,=Xt/X,, Ci $ i; i, j1,2,..., 
is distributed as N (0, F) where T=2 A.
Since logy11 (s, t)=0 and W1(s,t)=0, it follows from Eq. 12 that (14) where B=PIp_ 1 -GGp_ 1 is the matrix of the order p-1 whose elements are all unity. Thus, the quantity Q can be expressed as a normal quadratic form in WCs, t).
JOHNSON KOTZ (1970) showed that (15) where Z= CZ1, Z2, is distributed as N CO, Ip_1), and whose ,l1 ? /l2 > ... > .lp 1 are eigen values of the matrix BT. This means that Qg 1 has the same distribution as the variable ~1 Z where Z~'s are independent and each distributed as the chi -squared of 1 degree of freedom.
For distribution function Eq. 15 of Q3,t, an expres sion is given by RUBEN (1963) as (16) where xn designates the chi squared variable of a degrees of freedom, /3 is any given constant and e; are determined by the following recurrence formula : The probability of misjudging would then be equal to a approximately.
Results and discussion
In this section, the dissimilarity measure Qs t, defined by Eq. 4 is applied to a set of data, according to KIBA and MATSUMOTO (1978) , on the bottom sediments of tributaries of the Jintsu River in Japan.
The Jintsu River flows into Toyama Bay, Passing through some dams. Each of the 86 samples was analyzed by neutron activation analysis for the elements Cu, Zn and As. Only a few samples shall be used here to demonstrate the application of the technique.
In general, the distribution of the heavy metal concentration in sediments is considered to be the logarithmic normal type (NIsliwA and Miyai,1984) . Figure 1 shows the geographical relationship of the sample sites. The data are partly given in Table 1 . Values of Qs ,r(Eq. 4) between each sample are shown in Table 2 . The dispersion matrix , which is shown in Table 3 , was estimated by 86 samples of the whole data. The estimated matrix
Br is shown in Table 4 , and its eigen values are given in Table 5 . The value of /3 in Eq. 16 was chosen to be 0.225, so as to satisfy the inequalities 0</3< min ~, 0.229, and e; in Eq. 16 is shown l<-isp 1 in Table. 6. Finally, values of p(Q~t<-y) in Eq. 16 for some values of y are given in Table 7 .
Thus, we have q(0.10) =1.30 and q(0.05)1.85. = For two individuals, s and t, with observed vector X (s) and X(t), s and t are determined not to belong to the same population from which the data (Eq. 1) are drawn, if and only if Q.t q(a).
Thus, for the values of QS ,t in Table 2, sample 1 and sample 6, sample 3 and sample 6, and sample 8 and sample 6 are found not to belong to the same population, respectively. The probability of misjudging each pair would then be equal to approximately 10 percent. 
