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4 Méthodes d’analyse et de conception 103
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
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6.7 Approche réflexive . . . . . . . . . . . . . . . . . . . . . . . . . . 185
6.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
7 Programmation parallèle et ŕeactive 193
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Préface
La tendance des scientifiques à conférer à des mots simples du langage courant
des acceptions nouvelles très spécialisées, recouvrant des concepts peu accessibles,
est bien connue. Des catastrophes et du chaos aux groupes et aux anneaux, en pas-
sant par les cordes et les charmes, les exemples s’accumulent. En promouvant le
terme(( objet )), les informaticiens ont probablement poussé cette démarche à son
extrême. Existe-t-il en effet, aux exceptions près de(( chose)) ou (( entité)), des ter-
mes plus vagues et génériques? Et pourtant, passée une cort période euphorique
où toute démarche, tout langage, tout formalisme suscitait l’ ntérêt, voire l’enthou-
siasme, dès lors qu’il ou elle était(( orienté(e) objets)), force est de constater qu’il
existe bien, autour de ce terme banal, un ensemble de concepts et de techniques
informatiques qui possède une certaine identité.
C’est à l’explicitation de cette identité que cet ouvrageparticipe. Tâche diffi-
cile, car l’objet est maintenant présent dans plusieurs domaines de l’informatique —
systèmes opératoires, langages de programmation, génie logiciel, bases de données,
représentation des connaissances — et, au delà de quelques caractéristiques par-
tagées, telle que la spécialisation de classes, il est difficile de ne pas être frappé
par la diversité des formalismes, des langages et des mécanismes. Mais la lecture
des différents chapitres conforte progressivement l’id´ee que l’apport des objets se
situerait fondamentalement dans leurs capacités de modélisation, à savoir la mise
en relation d’unités de description et d’entités d’un domaine d’intérêt. C’est vrai-
semblablement de cette adéquation à la modélisation du réel que découlent les pro-
priétés tant appréciées des objets, y compris aux niveaux les plus bas des systèmes
informatiques.
Bien entendu, les capacités de modélisation attendues diffèrent grandement,
entre les niveaux où un objet(( réel )), tel que la pile, archétype de l’objet infor-
matique, se confond de fait avec son modèle, et les niveaux où les objets modèles
résultent d’un processus délicat d’abstraction et de simplification dirigé par des ob-
jectifs d’analyse et de compréhension. Dès lors, la question est bien de savoir s’il
convient ou non de distinguer effectivement plusieurs niveaux de modélisation et
d’y associer des formalismes et des langages différents.À ce titre, il peut être ju-
dicieux de s’interroger sur le décalage croissant entre les notations proposées par
les diverses méthodes d’analyse et de conception par objets, qui mettent en avant
la notion très expressive de relation, et les langages de programmation à objets, y
compris les plus récents, qui l’ignorent et perpétuent latradition du(( tout objet)).
viii Langages et mod̀elesà objets
Seul un ouvrage collectif est à même de montrer comment la diversité des ap-
proches traduit les différences de motivation. Encore faut-il que les auteurs aient
eu de fréquentes occasions de confronter leurs idées et leurs travaux, afin qu’appa-
raisse simultanément ce qui confère au domaine, et donc àl’ouvrage qui en traite,
son identité. C’est bien le premier mérite de ce livre que de satisfaire pleinement
toutes ces exigences. Loin de l’exposé des variantes syntaxiques de tel ou tel dia-
lecte, ou graphiques de telle ou telle méthode, cet ouvragepropose une vision arti-
culée de l’approche par les objets, contribuant à faire reconnaı̂tre la pertinence de





L’ouvrage sur les langages à objets paru en 1989[Masini et al., 1989] s’ouvrait
sur la constatation que l’intérêt pour les langages à objets dépassait le cadre restreint
des spécialistes et se terminait sur la certitude que les concepts d’objets allaient
prendre une place de premier plan dans tous les domaines de l’informatique. Nous
y sommes certainement. Gageons que l’identification quasi immédiate des objets
informatiques avec leur contrepartie physique n’y est pas pour rien.
Le présent ouvrage fait le point sur la diffusion du(( modèle objet)) dans de
nombreuses disciplines de l’informatique à un moment où les travaux de recherche
se poursuivent intensément et où les résultats en termesde systèmes d’exploitation,
de bases de données, de méthodologies et de représentations des connaissances par
objets sont disponibles auprès des utilisateurs.
Ce livre est issu de l’école d’été(( Langages et modèles à objets)) co-organisée
par le Centre International de Mathématiques Pures et Appliquées (CIMPA) et l’Ins-
titut National de Recherche en Informatique et en Automatique (INRIA ) à Nice, au
mois de juillet 1996. L’école a été l’occasion pour les auteurs de confronter leurs
points de vue à ceux d’étudiants venus du monde entier. Ce livre est aussi le résultat
des nombreuses discussions menées au sein des groupes(( Clas ification et objets))
du PRC-GDR (( intelligence artificielle)) et (( Évolution des langages à objets)) du
GDR (( programmation)) ainsi qu’aux quatre conférences(( Langages et modèles à
objets)) qui se sont tenues entre 1994 et 1997. Le but de l’école et du livre est de
donner un aperçu de la diversité des travaux développésà l’heure actuelle autour de
la notion d’objet. L’ouvrage n’est pas centré sur quelqueslangages mais présente
plutôt des grands thèmes choisis de ces travaux. Ainsi, chaque chapitre a été rédigé
par un spécialiste du sujet et tous sauf un ont été conçusspécifiquement pour cet
ouvrage. Celui-ci peut donc être lu sans connaissance préalabl de langages parti-
culiers mais ne donnera pas de connaissance approfondie d’un langage ou de son
histoire. On insiste en échange sur les grands principes dechacun des thèmes en les
caractérisant les uns pas rapport aux autres.
L’ouvrage commence par un chapitre prenant à revers les analyses globales ac-
tuelles sur les objets afin de cerner, en partant de l’implémentation, la nature de
ces objets informatiques. En revenant à la source de l’objet informatique, il permet
d’ancrer la suite de l’ouvrage dans le temps et dans la mémoir de l’ordinateur. L’ou-
vrage est ensuite découpé en quatre parties : génie logiciel et objets, développements
avancés de la notion d’objet, objets pour la représentation des connaissances et ap-
plication des objets.
x Langages et mod̀elesà objets
Génie logiciel et objets.Le succès actuel des objets vient d’abord de leur uti-
lisation dans la pratique de l’industrie du logiciel autantque dans les théories et
les méthodes du génie logiciel. La première partie est donc consacrée aux aspects
logiciels. Le chapitre 2 détaille ce qu’un langage et un enviro nement de program-
mation par objets (en l’occurrence Eiffel) peuvent apporter au développement de
logiciels importants. Cette première contribution est mise en perspective dans le
chapitre 3 où sont comparés les langages EIFF L et C++. Mais les objets ont fini
par prendre, ces dernières années, leur place attendue dans deux domaines : il s’agit
des méthodologies de conception de programmes et des basesdes données. C’est à
un état de l’art et un panorama des recherches en cours dans ces deux domaines que
sont consacrés les chapitres 4 et 5.
Développements avancés de la notion d’objet.S’il est des domaines dans les-
quels les objets occupent maintenant une place prépondéra te, il en est d’autres
pour lesquels on peut conjecturer que ce sera le cas à moyen terme. La seconde
partie de ce livre leur est consacré. Le chapitre 6 propose une classification des
approches objets de la programmation parallèle et réparti . Il semble clair que le
développement des réseaux informatiques et des ordinateurs parallèles renforcera
le développement de ce type d’approche. Le chapitre 7 est con a ré à l’une d’entre
elles. Dans la présentation d’EIFFEL//, c’est l’intégration des principes de program-
mation par objets (réutilisabilité, abstraction) à la programmation concurrente qui
est présentée. Les prototypes (des objets sans classes) permettent plus de souplesse
dans le développement incrémental des applications. Lesprincipes des langages à
prototypes sont présentés dans le chapitre 8. Bien que contraire à ceux du genie lo-
giciel, ils permettent d’analyser plus finement la véritable nature des objets. Enfin,
la programmation par contraintes et la programmation par objets sont déjà le sujet
de nombreux travaux. Leur union prometteuse, présentée au chapitre 9, sera féconde
lorsque certains problèmes liés à l’interaction des deux approches auront trouvé des
solutions harmonieuses.
Objets pour la repŕesentation des connaissances.Depuis le début des objets,
les travaux sur la représentation des connaissances ont été le terrain de nombreux
développements et expérimentations. Comme en programmation, la capacité des
objets informatiques à représenter les objets modélis´es est certainement l’un des
aspects les plus déterminants dans cette adoption. Mais, `a l’ nstar des langages de
programmation, un consensus a du mal à voir le jour. Le chapitre 10 expose les traits
caractéristiques qui gouvernent la représentation des connaissances par objets et in-
troduit certains développements actuels en s’appuyant sur le ystème TROEPS. L’un
des développements les plus aboutis de la représentationdes connaissances est une
famille de logiques, les logiques de descriptions, détaill e dans le chapitre 11. Les
logiques de descriptions sont le résultat d’un développement théorique donnant lieu
à leur classification sous le jour de l’expressivité et de la complexité de la déduction.
Le même type de démarche est présenté dans le chapitre 12qui concerne le noyau
commun aux représentations des connaissances et aux langages de programmation
par objets : les systèmes classificatoires. Ce travail aboutit à ne analyse rigoureuse
des mécanismes de classification tels qu’on les trouve danscertains systèmes de
représentation des connaissances par objets.
Avant-propos xi
Exigences des applications.Enfin, la dernière partie est destinée à motiver les
travaux sur les objets par l’entremise de domaines d’application exigeants. Si les
objets semblent résoudre de nombreux problèmes, ils en posent aussi certains dont
la résolution est cruciale. Le chapitre 13 est consacré àRESYN, une application des
représentations des connaissances par objets à la synth`e e de molécules en chimie
organique. Ce type d’application pose le problème de la représentation de graphes
(que l’on retrouve dans les applications à la gestion de rés au, par exemple). Il
montre aussi qu’une telle application fait appel à de nombreuses techniques (dont
la classification, objet des chapitres 11 et 12). Les difficultés de traduire, en terme
d’objets, les notions d’un domaine ayant ses formalisations propres, tel que la mu-
sique, est ensuite présenté au chapitre 14. Une telle traduction est contrainte par
la pauvreté relative du modèle objet. Mais lorsqu’elle est r´ ussie, elle est source
d’une meilleure appréhension des notions modélisées. Lchapitre 15 montre en-
fin que les classifications des objets ne correspondent pas, dan leurs fondements,
aux classifications usuelles en sciences naturelles, qu’ils’agisse de classification
phylogénétiques – puisqu’elles n’offrent aucune perspectiv historique – ou de clés
d’identification – parce que le langage n’est pas adéquat. Ce dernier chapitre ap-
porte, s’il en était besoin, du grain à moudre aux travaux futurs dans le domaine de
la classification.
Cette introduction ne serait pas complète sans remercier ceux à qui ce livre doit
son existence : tout d’abord les auteurs dont on trouvera lescoordonnées page xii.
Les organisateurs de l’école d’été duCIMPA (Agnès Gomez, Jean-François Prothé
et le directeur duCIMPA, Claude Lobry) nous ont permis de confronter nos points
de vue et de lancer l’idée de ce livre. En plus des auteurs dont les relectures croisées
ont permis l’unité de l’ouvrage, Bernard Carré (LIFL, Lille), Isabelle Crampé (In-
ria Rhône-Alpes, Grenoble), Michel Page (Université Pierre Mendès-France, Gre-
noble), Marie-Christine Rousset (LRI, Orsay) et Stefano Spaccapietra (EPFL, Lau-
sanne) doivent être remerciés pour leur relecture de certains chapitres. L’aimable
autorisation des éditions Hermès a permis la publicationdu chapitre 6 (une version
antérieure était parue dans la revue(( Technique et science informatiques))). Enfin,
le service d’imprimerie de l’INRIA (ou UCIS) a pris en chargela couverture et la





xii Langages et mod̀elesà objets
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3 Introduction à C++ et comparaison avec Eiffel
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38–40 rue du général Leclerc, 92794 Issy-les-MoulineauxCedex 9
Mél : michel.dao@cnet.francetelecom.fr
5 Les syst̀emes de gestion de bases de données objets
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Objets, classes, h́eritage :
définitions
L E BUT DE CE PREMIER CHAPITREest de proposer un système de définitionspour la majeure partie du vocabulaire spécifique utilisé dans ce volume. Non
pour imposer une norme, mais pour fixer un système de référenc par rapport auquel
chacun des contributeurs pourra marquer sa différence : onspère ainsi réduire les
malentendus qui proviennent de l’emploi des mêmes mots, dans le même contexte,
en des sens différents.
La technique de base qu’est le modèle à classes et instanceest remarquablement
simple. Dès lors, vu la popularité persistante de l’approche objet, on ne peut esquiver
l’interrogation : (( pourquoi ça marche?)). Le principe de la réponse se trouve en
confrontant les besoins ressentis par les utilisateurs et les moyens techniques censés
les satisfaire.
Ce chapitre procède donc en trois temps. Dans un premier temps, sont présentés
les deux termes du débat, à savoir les besoins à satisfaire et les conditions techniques
de la solution. Dans un deuxième temps, sont définis la solution en question et le
vocabulaire assorti, avec les restrictions nécessaires pour simplifier et clarifier les




Pour qui cherche à décrire l’univers de l’orient́e objet(pour reprendre un bar-
barisme familier) le premier caractère observable est l’emploi d’un certain voca-
bulaire : les motsclasse, instance, héritage occupent une position centrale, alors
qu’ils sont plutôt rares dans le discours informatique ordinaire ; d’autres commen-
voi de messaget méthodesont utilisés en des sens très particuliers ; d’autres enfin
commetypeouattribut ont des acceptions qui recoupent celles de l’usage informa-
tique habituel, mais sont affectés de nuances subtiles ; lecas du motobjet lui-même
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est particulièrement délicat, car il est manifestement employé en un sens technique
précis (mais lequel ?), qui reste compatible avec le sens d’objet informatiqueen
usage courant. Malheureusement, si l’enquêteur cherche `a en savoir davantage, un
rapide coup d’œil à la littérature, depuis les origines jusqu’à aujourd’hui, le convain-
cra qu’en vingt ans les habitants de la planète des objets nese sont toujours pas mis
d’accord, ni sur le sens exact des termes qu’ils emploient, ni même sur les notions
que ces termes sont censés désigner.
Le but de ce premier chapitre est de proposer un système de d´finitions pour la
majeure partie du vocabulaire spécifique utilisé dans ce volume. Non pour imposer
une norme, mais pour fixer un système de référence par rappo t auquel chacun des
contributeurs pourra marquer sa différence : on espère ainsi réduire les malenten-
dus qui proviennent de l’emploi des mêmes mots, dans le même contexte, en des
sens différents. Naturellement, pour expliquer la signification d’un terme, il est très
utile d’indiquer aussi ce que cette signification ne recouvre pas. Nous proposerons
donc une motivation et surtout une discussion critique de cesystème de définitions.
Ceci nous conduira à mettre l’approche objet en perspective, à discerner ses fai-
blesses et ses limitations. Au-delà des mots, l’on verra apparaı̂tre de nombreuses
difficultés conceptuelles, certaines bien connues, d’autres soigneusement cachées.
Ce texte prolonge et adapte un exposé antérieur plus détaillé sur certains points
[Perrot, 1995], auquel on pourra se reporter le cas échéant.
Nous aurons plusieurs fois à invoquer Aristote et la tradition qui le suit. Pour cela
nous utiliserons comme source le petit livre de la collection Que sais-je?qui lui est
consacré[Brun, 1988]. En effet, selon nous, l’approche objet reproduit fidèlement,
dans le contexte informatique, une partie de la démarche logique et métaphysique du
Stagirite, telle qu’elle nous a été transmise à travers les générations de penseurs qui
ont forgé les outils intellectuels dont nous nous servons.Cette référence n’est pas
innocente : elle manifeste que l’approche objet met en œuvreun système de pensée
antérieur à la révolution opérée au XVIIesiècle par Galilée et Descartes. Analysant
le passage de la physique d’Aristote à la physique moderne (au sens de l’histoire des
sciences), Alexandre Koyré note quela physique d’Aristote [...] s’accorde — bien
mieux que celle de Galilée — avec le sens commun et l’exp´ rience quotidienne [...]
Elle se refusèa substituer une abstraction géoḿetrique aux faits qualitativement
détermińes de l’exṕerience et du sens commun(Galilée et la révolution scientifique
du XVIIesiècle,[Koyré, 1973, page 201]).
Mais l’approche objet ne vise pas la physique, direz-vous, et la critique de Koyré
ne s’applique pas à elle. Ce point serait à examiner avec soin. N tons que dans le
domaine de la classification des êtres vivants, la démarche d’Aristote révisée au
siècle des Lumières a été bouleversée de nos jours par la cladistique, expression
sans nuances du triomphe de l’évolutionnisme (voir la section 4 duchapitre 15).
Il est clair que la démarche des naturalistes offre de nombreux points communs
avec l’approche objet : les analystes et concepteurs par objets ont beaucoup à ap-
prendre de l’expérience historique de leurs collègues biolog stes systématiciens. La
révolution cladistique devrait donc leur donner à réfléchir.
Le fond de la question, selon nous, est que l’approche objet permet de traduire
en structures informatiques des opérations intellectuelles qui relèvent dubon sens
(qui se dit en anglais, ne l’oublions pas,common sense). C’est là sa force. C’est
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aussi peut-être la source cachée de nombreuses difficult´es qui sont aussi celles de
l’aristotélisme si, pour citer de nouveau Koyré[Koyré, 1973] le sens commun est
— et a toujours été — médiéval et aristotélicien.
Précisions
Notre analyse sera, sans aucun doute, partielle et partiale. Elle sera centrée sur
la programmation par objetsproprement dite et sur leslangages̀a objets, qui sont
historiquement à l’origine d’une partie des développements dont il est question dans
ce volume. Elle prendra en compte, au moins en partie, la problématique de deux
domaines voisins, celui desbases de donńeesà objets(traitée dans lechapitre 5)
et celui de lareprésentation de connaissances, i sue de l’intelligence artificielle
(traitée en particulier dans leschapitres 10, 11 et 12). Mais elle laissera de côté
les préoccupations du génie logiciel qui ont donné naissance à l’analyseet à la
conception par objets(traitées dans lechapitre 4), les questions de parallélisme et
de distribution liées auxobjets concurrents(traitées dans leschapitres 6 et 7), ainsi
que lessyst̀emes d’exploitatioǹa objets.
Enfin, nous nous intéresserons aux langages à objets tels qu’ils sont, tels que
l’industrie du logiciel les emploie : SMALLTALK , C++, EIFFEL, JAVA . Il nous semble
en effet que ce sont eux, à travers les succès qu’ils ont remportés, qui sont la
source de la popularité de l’ensemble de l’approche objet,et que leur architecture
commune constitue la référence primaire en la matière. Au grand regret de l’au-
teur, nous ne dirons rien duCommon Lisp Object System(CLOS) et surtout nous
laisserons de côté OBJECTIVE-CAML , qui sort de notre cadre tant par ses bases
implémentatoires que par son ampleur conceptuelle (double système de modules et
de classes). Sur CLOS, on dispose d’un excellent texte introductif[Habert, 1995] ;
sur OBJECTIVE-CAML , qui n’est pas encore complètement stabilisé, on se report ra
à l’URL http://pauillac.inria.fr/ocaml/.
Nous prendrons comme point de départ la technique d’impléentation. C’est là
procéder au rebours de tout un mouvement de pensée, assez répandu, qui cherche à
dégager des concepts et des formalismes supposés indépendants de l’implémentation.
Nous estimons que l’approche objet, telle qu’elle se pratique, ne relève pas de ce
mouvement, pour des raisons qui apparaı̂tront plus loin, etqu’à vouloir l’examiner
sans référence aux vicissitudes opérationnelles, on est conduit à prendre ses désirs
pour des réalités. Cette tentation est particulièrement forte en raison d’une ambiguı̈té
fondamentale — la classe comme extension ou comme intension— que nous ana-
lyserons longuement. En fin de compte, c’est sans doute cetteambiguı̈té qui est la
source de la fécondité et de la technique, mais il faut en être bien conscient, pour ne
pas se faire prendre aux pièges du vocabulaire et pour ne passe l isser désorienter
par les débats interminables sur le sens des mots, qui surgis ent dès qu’on pose la
question :(( qu’est-ce qu’un objet?)).
Comme on verra, la technique de base, le modèle à classes etinstances, est re-
marquablement simple — on serait même tenté de la qualifierde(( rustique)). Dès
lors, vu la popularité persistante de l’approche objet, onne peut esquiver l’interro-
gation :(( pourquoi ça marche?)). Cette question rejoint en fait le problème du sens
précis donné aux termes du vocabulaire technique, car en fait on parle peu de ce qui
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ne marche pas. Le principe de la réponse, croyons-nous, se trouve en confrontant les
besoins ressentis par les utilisateurs et les moyens techniques censés les satisfaire.
Nous procéderons en trois temps : les deux paragraphes suivants présenteront les
deux termes du débat, à savoir les besoins à satisfaire etles conditions techniques de
la solution. Dans un deuxième paragraphe, nous définironsd’un ton dogmatique la
solution en question et le vocabulaire assorti, avec les restrictions nécessaires pour
simplifier et clarifier (par exemple, supposer que tous nos objets résident en mémoire
centrale). Dans la troisième, nous discuterons cette solution, comme annoncé plus
haut.
1.1.2 Besoins ressentis par la communauté
L’émergence de l’approche objet se situe dans l’histoire de l’informatique à un
moment où les progrès de la technique ont permis de réaliser des systèmes com-
plexes, abordant des domaines d’application très variés, avec une exigence de sûreté
renouvelée. Il est devenu indispensable de modéliser explicitement le problème
traité, autrement que par un système d’équations, et de confier un rôle de plus en
plus important au spécialiste du domaine. C’est dans cettep rspective qu’il faut
apprécier l’approche objet.
Elle répond clairement à trois préoccupations majeuresque nous analysons ci-
après, et qui rapprochent les structures informatiques des formes et des intuitions de
la pensée ordinaire. Comme nous le verrons, une même technique permet d’apporter
une solution approximative, mais efficace, aux trois probl´ematiques à la fois.
Unicit é, unité, individualit é
Toute l’approche objet repose sur la conviction que les objets du monde réel
offrent une base solide à notre intuition. Elle considèrequ les objets existent, qu’ils
(( sont bien là)), n’en déplaise aux philosophes et à leur critique de la perception. Elle
fait au besoin les restrictions nécessaires quant à son domaine de validité : s’il s’agit
de manipuler un morceau de cire, on se gardera de l’approcherd’une flamme, pour
échapper aux arguments de Descartes. En outre, elle ne les envisage pas en eux-
mêmes, mais seulement dans une perspective d’utilisation, selon un certain projet :
attitude pragmatique qui permet des simplifications salutaires. Moyennant ces limi-
tations, il faut bien reconnaı̂tre que l’héritage culturel d l’homo fabernous donne
une efficacité extrême dans la manipulation des objets matériels (le plus souvent vus
comme des outils) : c’est cette efficacité qu’on souhaite transférer dans le domaine
de la programmation.
Or, l’univers du programmeur est peuplé non pas d’objets r´els, mais d’entités
informatiques, qui ne sont que des amas d’octets en machine.Les objets du domaine
d’application sont, comme on dit, représentés en machine. Dans les approches tra-
ditionnelles, dès qu’il s’agit d’objets complexes, cettereprésentation repose sur une
analyse qui va faire éclater l’objet en de multiples facettes et finalement le dissoudre
complètement pour se ramener à un système de variables àvaleurs numériques :
l’unité de l’objet, et sa signification, ne se réalisent que dans l’esprit du program-
meur. Si l’on a affaire à une collection d’objets complexes, on aboutit avec les bases
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de données relationnelles à un jeu de tables contenant desvaleurs élémentaires, d’où
tout individu complexe est banni.
Il en résulte pour le développeur de logiciels une charge int llectuelle qui de-
vient incompatible avec la conquête des nouveaux domainesd’applications rendus
accessibles par les progrès de la technique, comme nous l’avons dit plus haut : la
programmation devient trop difficile, les systèmes réalisés sont fragiles, etc. Au
contraire, le principe même de l’approche objet est d’établir une correspondance
directe, bijective, entre les objets du monde réel et leursrsatz informatiques, per-
mettant au programmeur de s’exprimer conformément à son intuition. C’est ce que
résume la deuxième règle d’or duManifeste des Bases de donnéesà objets[At-
kinsonet al., 1989] par l’injonctionThou shalt support object identity1. C’est en
apparence un retour au simple bon sens... à condition de savoir le faire !
Ce désir raisonnable de retrouver une unité perdue rencontre u autre cou-
rant d’idées, qui est issu de l’intelligence artificielle.Dans ce domaine, l’utilisa-
tion de structures complexes réalisées par des jeux de pointeurs et accessibles via
une adresse unique est monnaie courante dès l’origine (n’oublions pas que l’intel-
ligence artificielle à ses débuts parlait LISP). Ces structures sont vues comme des
réceptacles de connaissances, de compétences, propres `a prendre à leur compte cer-
tains choix et certaines opérations, et à en déchargeripso factole programmeur.
Le problème est alors l’organisation de ces connaissances. Du point de vue qui
nous intéresse, deux tendances se dégagent : l’une s’oriente v rs la représentation
des connaissances incomplètes, avec l’idée desframesde Marvin Minsky[Minsky,
1975], dont nous reparlerons ; l’autre rêve d’objets véritablement autonomes, aux-
quels on s’adresserait en leur envoyant des messages polis :les acteurs du langage
PLASMA de Carl Hewitt[Hewitt, 1977], qui, sous l’impulsion de Patrick Greussay,
fut soigneusement étudié à Paris et à Toulouse dans les années 80.
Naturellement, c’est la technique d’implémentation qui met une borne aux phan-
tasmes des utilisateurs : dès qu’on quitte l’environnement L ISP, les problèmes de
réalisation deviennent aigus. Les objets ne sont pas des act urs — mais la program-
mation par objets a conservé l’idée de l’envoi de message,et avec elle l’intuition
que l’objet est un individu respectable et compétent, auquel on s’adresse dans sa
langue.
Abstraction : classes et types
L’attention portée à l’objet individuel(( concret)) donne une nouvelle colora-
tion à la distinction fondamentale entre concept (abstrait) et instance (concrète) du
concept — alias définition/exemple, espèce/individu, etc. Il s’agit d’un très ancien
problème, celui du statut des concepts abstraits. Platon les appelait les idées, et il
pensait qu’ils existaient réellement dans le monde comme entités séparées. Aristote,
critiquant son maı̂tre, estime au contraire que les concepts généraux ne sont que des
attributs, inséparables des individus auxquels ils s’appliquent[Brun, 1988, page 29].
Ce conflit se poursuit jusqu’à nos jours dans le débat entrenominalistes (qui suivent
grosso modoAristote) et réalistes (qui seraient du côté de Platon) avec, au Moyen-
1. Ton système doit gérer l’identité des objets.
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Âge, la fameuse(( Querelle des Universaux)). Comme nous le verrons, l’approche
objet conduit à reposer la même question, dans un contexter nouvelé (voir§ 1.3.3).
L’informatique suit une pente plutôt nominaliste. C’est la notion de type qui
a occupé ce terrain, d’abord comme indications au compilateur sur l’organisation
de la mémoire, ensuite comme annotations systématiques au texte du programme,
donnant lieu au contrôle de types, enfin comme spécifications ou interfaces (types
abstraits). Il faut souligner qu’un système de types est avant tout un langage qui doit
permettre de décrire les entités manipulées par le programme d’une manière qui per-
mette une vérification de cohérencea priori, sur le texte du programme (contrôle
statique). Le malheur veut que l’exigence de contrôlabilité statique contraigne for-
tement ce langage, l’empêchant d’exprimer toutes les subtilités de la pensée du pro-
grammeur. Certains préfèrent donc ne pas s’encombrer de ces limitations, renoncer
au contrôle statique et assumer dynamiquement leur liberté : la tradition SMALL -
TALK illustre brillamment les possibilités de l’option(( non typée)). Toutefois, pour
des raisons qu’il conviendrait d’analyser avec soin, la demande de sécurité paraı̂t
aujourd’hui majoritaire et, avec elle, la demande de langages fortement typés : EIF-
FEL est le représentant par excellence de cette orientation. La question des systèmes
de types — au sens fort, pour contrôle statique — se pose doncpour les langages à
objets. Or, elle se pose dans un contexte nouveau.
La promotion de la notion d’objet va en effet donner le branleà un double
mouvement : d’une part, l’accent mis sur la présence d’indiv dus en machine rend
désirable leur catégorisation, selon un besoin irrépressible de l’esprit humain ; d’autre
part, la technique d’implémentation va engendrer des cat´egories naturelles : les clas-
ses. Du coup, la pratique va s’engouffrer dans la programmation par classes et ins-
tances, avant de s’interroger sur le rapport entre les classes et les types.
En d’autres termes, il y a une pression exercée par les objets, c s(( nouveaux
individus)), qui instaurent une nouvelle perception de la concrétude en machine et
sont donc(( demandeurs d’abstraction)). D’autre part, la(( traction)) engendrée par
la technique implémentatoire des classes vient satisfaire ce besoin d’une manière
qui diverge subtilement de la notion traditionnelle de type.
Et le problème des types ainsi renouvelé va se trouver enrichi par le besoin de
classification hiérarchique qui représente, lui, une innovation en informatique. En
effet, les classes entrent très naturellement dans une structure hiérarchique (via la
relation d’héritage, voir le paragraphe suivant), ce que les types traditionnels ont
bien du mal à faire. D’où une problématique nouvelle et f´econde : d’une part, il
faut savoir dans quelle mesure les classes peuvent entrer dans le système des types ;
d’autre part, il faut absolument que le système des types accommode d’une manière
ou d’une autre la relation d’héritage.
Hiérarchisation : héritage, sous-typage
Le besoin de classer se rencontre dans toutes les sociétéshumaines : voir par
exemple[Vogel, 1988, page 97] (au début du chapitre sur les taxinomies) Les con-
cepts étant naturellement dotés d’une relation d’ordre,celle de leur plus ou moins
grande généralité, nous ne pouvons pas nous empêcher deles comparer sous ce rap-
port. Un conceptB est plus général qu’un conceptA si toute entité qui, comme on
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dit, (( tombe sous le conceptA )) tombe aussi sousB : ce qui se réalise, par exemple,
si nous prenons pourB le concept de mammifère et pourA celui de félin. Ce qu’on
exprime en disanttout A est unB, forme brève detoute instance deA est instance
deB : ainsi, tout f́elin est un mammifère. Et en empruntant le langage ensembliste :
A est inclus dansB.
En contre-coup du(( réveil )) du problème de l’abstraction évoqué ci-dessus,
nous voulons faire de même avec les images des concepts en machine, d’abord les
classes, ensuite les types.
En ce qui concerne les classes, le mécanisme d’héritage vient opportunément sa-
tisfaire ce besoin. Il a remporté suffisamment de succès pour être retenu par de bons
auteurs comme la caractéristique majeure de la programmation par objets. Dans
un grand projet logiciel, l’organisation hiérarchisée du système des classes apparaı̂t
vite comme une structure indispensable. Mais, en vérité,le mécanisme d’héritage
s’éloigne fort de l’intuition commune — la spécialisation comme inclusion des con-
cepts — qui lui donne sa force attractive, ce qui cause de multiples difficultés.
En ce qui concerne les types, cette idée de hiérarchie n’était pas apparue aupara-
vant en informatique — en tous cas pas au premier plan : la notio de sous-type est
absente d’un langage aussi perfectionné que ML. Elle ne s’introduit pas sans mal,
sous la pression de l’héritage des classes dont il faut absolument aujourd’hui rendre
compte en termes de types. En fait, comme on le verra, la constatation majeure est
que l’héritage ne peut pas se traduire simplement par le sous-typage. L’exigence de
typage statique va donc entraı̂ner une complication du mod`ele, avec deux structures
pour l’abstraction, d’un côté les classes et leur héritage, de l’autre les types et leur
sous-typage.
Du général au particulier
Nous venons de distinguer très nettement deux mécanismes, celui d’abstraction
qui oppose un objet (concret) à son concept (abstrait), et celui de hiérarchisation des
concepts suivant leur degré de généralité. Dans nos langues(( naturelles)), ces deux
mécanismes ne se distinguent pas : nous affirmons qu’un chien est un mammifèrede
la même manière que nous disons queMédor est un chien. La distinction stricte entre
classes et instances nous impose de traduire ces deux énoncés par deux mécanismes
différents, le premier par un lien de spécialisation entrles classeschienet mam-
mifère, le second par un lien d’instanciation : l’individuMédor est instance de la
classechien. Devoir séparer dans la programmation des énoncés que lalangue natu-
relle confond est une contrainte qui peut être jugée salutaire ou insupportable suivant
les buts poursuivis ; l’approche objet l’accepte. On sait que d’autres démarches ont
cherché à conserver l’ambiguı̈té de l’expression(( X est un Y )) : notamment celle
desframes, avec le lienis-a (voir [Masini et al., 1989, section 8.3.1], mais aussi le
chapitre 8).
En fait, ces deux mécanismes peuvent être vus comme la manière dont l’ap-
proche objet aborde un des problèmes de fond des langages deprogrammation : le
passage du général au particulier. Plus précisément, il s’agit de trouver le moyen
d’exprimer des informations à caractère général et de les mettre en œuvre dans un
cas particulier sans avoir à les reformuler. De ce point de vu , une classe est un
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énoncé général, dont les instances sont autant de particul isations ; de même, le
lien d’héritage permet de passer d’une classe plus générale à une autre plus parti-
culière.
On connaı̂t un autre mécanisme qui répond au même besoin de particulariser
des énoncés généraux, lagéńericité paraḿetrique, connue également sous le nom
depolymorphismeen théorie des types : si je sais faire la théorie générale des piles
dont les éléments sont de typeX, je peux m’en servir automatiquement pour faire
fonctionner une pile d’entiers. Ce mécanisme est en fait laso ution au problème de
la particularisation que propose l’approche par types abstr it . À son égard, l’ap-
proche objet n’a rien de spécifique à dire : l’idée de gén´ericité s’applique bana-
lement à la notion de classe, donnant naissance auxcl sses ǵeńeriquesd’EIFFEL
(voir chapitre 2) et auxpatrons(aliastemplates) de C++ (voir la section 6 dechapi-
tre 3). D’autres langages préfèrent y renoncer (SMALLTALK , JAVA ). Avec un peu
d’habileté, on peut proclamer que le mécanisme d’héritage permet de se passer
de généricité (voir[Meyer, 1986]). Mais il est certain que pour les langages qui
s’offrent le luxe d’incorporer la généricité paramétrique, la présence de l’héritage et
l’exigence de sous-typage viennent sérieusement compliquer l’implémentation. On
verra plus loin un échantillon des difficultés rencontrées (§ 1.3.2).
1.1.3 Pŕesuppośes sur la technique d’impĺementation
Les choix d’implémentation que nous allons expliciter, etqui sous-tendent la
quasi-totalité des réalisations, sont fort difficiles àjustifier si l’on ne tient pas compte
des moyens informatiques supposés disponibles. Pour décrire d’une manière adé-
quate les mécanismes de base des langages à objets, nous nous itu ns dans un
univers très primitif,grosso modocelui de la programmation en assembleur, ou celui
du bytecoded’une machine abstraite — pas l’univers LISP, encore moins celui de
ML. Nous souhaitons ainsi exposer les choses comme elles sont,non comme elles
devraient être.
L’outillage de base
La première hypothèse est que les seules entités à notredisposition sont de deux
sortes, les données et les procédures. Plus précisément, nous nous plaçons dans une
architecture mono-processeur, avec une seule pile, et nousne comptons pas sur le
pseudo-parallélisme des processus, ni même des coroutines. Cela exclut notamment
des êtres qui seraient extrêmement utiles dans de très nombreuses situations comme
les contraintes, mais dont la réalisation informatique offre des difficultés supérieures
d’au moins un ordre de grandeur à celle des entités de base que sont les données et
les procédures.
Le tas
En revanche, nous supposons acquis le partage de la mémoirede travail en trois
zones, la zone code, la pile et le tas. Le tas est administré par un gérant capable
d’allouer des blocs de taille variable et, le cas échéant,de les récupérer grâce à un
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mécanisme deramasse-miettes(garbage-collecting). Nous considérons exclusive-
ment des données structurées hétérogènes, ou enregistrements (records), repérées
par leur adresse dans le tas (alias pointeur), chaque champ co osant étant connu
par un déplacement (offset) à partir de cette adresse. Le rôle de la pile se limite au
traitement de la récursion.
Les procédures ne sont pas des données
Enfin, point essentiel, nous admettons que données et proc´edures sont des êtres
de natures différentes, qui ne sont pas représentés de lamˆ me manière et qui ne
suivent pas les mêmes lois. C’est la situation commune, à laquelle n’échappent que
les langages à fermetures (COMMON L ISP, SCHEME, ML), qui sont bien au-dessus
de notre modeste atelier.
Nous voyons les procédures comme des textes compilés sousforme exécutable,
où tous les noms sont résolus en adresses et en déplacements. C s textes sont repérés
par leur adresse dans la zone code. Ceci signifie que nous renonçons à effectuer des
calculs sur les procédures (ce qui demanderait de les considérer comme des données
ordinaires), en particulier que nous n’envisageons pas desprocédures qui seraient le
résultat d’un calcul de notre programme. Nous ne nous autorisons donc à leur égard
que trois opérations : la rédaction (écriture dans un fichier), la compilation (ou mise
sous forme interne) et l’exécution.
Comme nous allons le voir, on peut proposer, dans ce cadre, une solution simple
et efficace aux besoins évoqués au paragraphe 1.1.2 ci-dessus. En revanche, il sera
fort malcommode de faire entrer la solution en question (et la pratique qui la met en
œuvre) dans une spécificationa priori.
1.2 Définitions
Comme d’ordinaire en informatique, les objets n’ont de sensqu’en raison de
leur fonctionnement. Il nous faut donc introduire d’un même coup plusieurs termes
qui se définissent l’un par rapport à l’autre.
1.2.1 Objets
Il y a trois aspects dans la définition d’un objet, qui concourent tous trois à forger
son individualité.
Adresse
Un objet est une entité individuelle, repérée par une adrsse unique. Pour simpli-
fier, nous ferons l’hypothèse que cette adresse repère unezone mémoire située dans
le tas, qui sera soumise au ramasse-miettes. Clairement, cette restriction est insup-
portable du point de vue des bases de données ! Nous estimonscependant qu’elle a
l’avantage de livrer un principe d’implémentation qui peut se décliner en de nom-
breuses variantes pour raisons d’efficacité, alors que le problème des objets perma-
nents n’admet pas de solution simple. Nous la proposons donccomme référence.
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Le besoin d’unité/unicité étant ainsi satisfait d’entrée de jeu, la question est
désormais : que trouve-t-on au juste à cette adresse et comment s’en sert-on?
État
Comme un système physique, un objet possède un état (interne) qui peut varier
au cours du temps. C’est donc une entitémutableau sens de ML. Nous discuterons
ce point plus loin (voir§ 1.3.1).
Cet état se réalise de la manière la plus simple, sous la forme d’un enregistrement
de PASCAL (record) ou d’une structure de C (struct), formé de plusieurschamps
(en nombre fixé), connus par leurs noms. Matériellement, ls champs sont repérés
par leur déplacement à partir de l’adresse de l’objet prise comme adresse de base.
Chaque champ contient une valeur (en général l’adresse d’un autre objet), qui
peut varier au cours du temps. L’ensemble des valeurs des champs constitue à cha-
que instant l’́etat courantde l’objet. Dans l’analogie avec un système physique, les
noms des champs s’identifient aux variables d’état du syst`eme : on voit (sans sur-
prise) que nous nous limitons à des systèmes à un nombre fini de degrés de liberté.
Nos champs correspondent auxslotsde la tradition desframes(voir chapitre
10). Mais nous ne les analysons pas enfacettes: nous considérons(( bêtement))
qu’ils contiennent des valeurs, sans nous demander si ces valeurs sont effectivement
valides, etc. Tout au plus attacherons-nous à chaque champl’indication du type de
sa valeur.
Dès qu’on s’éloigne de la matérialité de la réalisation en machine, on préfère
parler desattributs d’un objet plutôt que des champs d’un enregistrement. Dans
notre usage, les deux termes sont synonymes. Les différents langages classiques em-
ploient pour dire la même chose une terminologie riche et divers fiée : en SMALL -
TALK , on dit variables d’instance(et le cas échéant on précise qu’on parle de leur
nom) ; en C++, ce sont lesdonńees membres(data members, voir chapitre 3) ; en
EIFFEL, desprimitives(features, voir chapitre 2).
Rappelons qu’il faut distinguer soigneusement le nom de l’attribut (que le com-
pilateur convertit en un déplacement) de la valeur qu’il contient.À un instant donné,
donc, l’ensemble (ou plutôt le vecteur) des valeurs des attribu s constitue l’état de
l’objet.
Mais comment se manifeste cet état? Et comment s’en sert-on?
Comportement
L’objet réagit à des sollicitations extérieures. Il estdonc doué d’un comporte-
ment. Nous reviendrons plus loin sur ce point essentiel. C’est en fait cette capacité
réactive qui va donner à ses utilisateurs l’illusion d’une existence concrète ; elle
distingue les objets des(( structures de données)) traditionnelles (voir discussion
ci-après,§ 1.3.1).
La modélisation du comportement est le point délicat de notre système de défi-
nitions. C’est que le comportement est dynamique, et il ne pourra être obtenu, en
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dernière analyse, qu’en exécutant du code. Quel code, et comment l’activer?Hic
jacet lepus2 !
À titre de comparaison, rappelons que dans les années 1970,les acteurs de Carl
Hewitt avaient leur comportement modélisé comme un script unique activé par fil-
trage de messages[Hewitt, 1977]. L’approche objet revient à une réalisation plus
grossière, mais en pratique fort efficace.
Chaque objet n’a qu’un nombre fini de procédures à sa disposition, chacune por-
tant un nom. Le comportement de l’objet consiste à exécuter l’ ne de ces procédures,
en réponse à un(( message)) très simplifié, qui ne contient que le nom de la procédure
et les arguments de l’appel. Bien entendu, l’effet de cette exécution dépend de l’état
courant de l’objet et il peut modifier cet état.
Par rapport à la programmation procédurale classique, lechangement vient de ce
que le message mentionne le nom de la procédure à exécuter, mais que le choix de
la procédure elle-même (du corps de procédure) est effectué par l’objet destinataire
du message : deux objets différents peuvent associer à un même nom des procédures
différentes (on parle à ce sujet de surcharge ou de polymorphisme). C’est pourquoi
nous continuons à utiliser le mot(( message)), plutôt qu’appel indirect de procédure :
on met ainsi en valeur l’autonomie de l’objet, pivot essentiel de toute notre approche.
Soulignons que dans cette définition les procédures activées par les messages,
qui définissent le comportement de l’objet, ne sont pas traitées comme valeurs de
champs de l’enregistrement, puisque, comme nous l’avons rappelé, nous ne consi-
dérons pas que des procédures puissent être traitées comme des valeurs. Un ob-
jet apparaı̂t donc comme constitué de deux parties, d’une part l’enregistrement qui
définit son état, d’autre part la table de correspondance noms – corps de procédures
qui définit son comportement.
Du point de vue de la représentation des connaissances, l’inconvénient de cette
solution est qu’il est difficile (pour une machine) de raisonner sur des procédures :
par suite, il est difficile de raisonner sur le comportement d’un objet ; et comme, en
outre, la structure interne de l’objet (le système des champs) va être traitée comme
confidentielle (privée) la plupart du temps, il faut reconnaı̂tre que nos objets se
prêtent mal au raisonnement informatisé. C’est pourquoila représentation des con-
naissances préfère utiliser desframes, où le comportement des objets est obtenu par
des(( attachements procéduraux)) : il s’agit bien, en dernière analyse, d’exécuter
des procédures, mais dans ce cadre, elles sont appelées àtravers des mécanismes
de réflexesou démons, qui sont censés déclarer une partie de leur sémantique et
ainsi donner prise au raisonnement (voirchapitre 10et [Masini et al., 1989, section
8.3.5]).
Nous avons insisté sur la nature procédurale du comportement de nos objets,
mais dans le langage courant on préfère l’oublier. On parle alors deméthodes, dans
le vocabulaire de SMALLTALK , le nom de la méthode étant appelésélecteur(à ce
sujet, on notera que les conventions très particulières de la syntaxe de SMALLTALK
font que la forme du sélecteur dénote l’arité de la méthode, à l’opposé des possibi-
lités de surcharge qu’offrent C++ et JAVA ). EIFFEL pour sa part préfère parler de
2. Ou :c’est là que les Athéniens s’atteignirent ...!
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routines(chapitre 2), C++ defonctions membres(member functions, voir chapitre
3).
1.2.2 Classes
Il reste à expliquer comment les objets que nous avons définis ci-dessus peuvent
être créés en machine. Nous y arriverons en introduisantune nouvelle entité, la
classe, qui va aussitôt se trouver chargée de représenter l s concepts abstraits, bien
qu’elle n’ait pas été définie dans ce but.
Le problème central est celui de la genèse du comportementdes objets. C’est
ici que les hypothèses que nous avons faites plus haut sur lanature des procédures
pèsent de tout leur poids. Puisque dans notre système une proc´ dure ne peut pas
être le résultat d’un calcul, elle doit provenir directement de la compilation de son
texte. Ceci vaut en particulier pour les procédures qui définissent le comportement
d’un objet. Cette circonstance donne la primauté à la représentation textuelle et
conduit tout droit à la notion de classe. Si le comportementpouvait être obtenu par
un véritable calcul, la classe perdrait peut-être de son importance. Mais il faut se
rappeler que, même en programmation fonctionnelle, le calcul des procédures se
réduit à fixer les valeurs des variables libres qui apparaissent dans leur texte. Les
classes, même si l’on cherche à les cacher comme dans les langages à prototypes
(voir chapitre 8), ne sont donc jamais bien loin.
Texte
Uneclasseest un texte structuré qui rassemble, d’une part, une listede noms de
champs, et, d’autre part, undictionnaireoucatalogue de proćedures, appelé encore
catalogue de ḿethodes, (noms et textes). Les noms de champs apparaissent comme
variables libres dans les textes des procédures. Ce texte apparaı̂t sous deux formes,
soit comme texte source dans un fichier, soit comme texte compilé en mémoire.
Une instanced’une classe est un objet constitué des champs dont la listeest
donnée par la classe et dont le comportement est défini par l’ nte prétation des mes-
sages, comme expliqué ci-dessous.
Cet objet possède un champ supplémentaire qui contient l’adresse du code com-
pilé de sa classe.
Interpr étation des messages
Son principe est le suivant :
1. le message fournit directement le nom de la procédure à ex´ cuter et le corps
de procédure correspondante est recherché dans le catalogue de procédures
de la classe ;
2. ce corps est ensuite exécuté avec la convention que chaque nom de champ qui
y figure sera interprété comme désignant le champ correspondant de l’ins-
tance qui traite le message (par exemple, en interprétant les oms de champs
comme des déplacements à partir de l’adresse de l’objet prise comme adresse
de base).
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On peut résumer le mode d’exécution du corps de procédureen disant que
l’exécution a lieu(( dans le contexte local de l’objet)). En effet, l’état courant de l’ob-
jet, à savoir le système des couples(( (nom de champ,valeur du champ))), peut être
vu comme un contexte d’exécution fixant les valeurs des variables libres du corps
de procédure. Deux objets différents, instances de la même classe, définissent des
contextes isomorphes mais différents, dans lesquels l’exécution d’un même corps
de procédure peut donner des résultats différents : c’est ain i que l’exécution du
corps de procédure dépend de l’état de l’objet destinataire du message ; c’est ainsi
également que cette exécution peut modifier l’état en question.
Si nous revenons aux considérations du paragraphe 1.2.1 sur l’autonomie de
l’objet dans le choix de la procédure à exécuter en réponse à un message, nous
voyons que deux objets qui sont instances de la même classe feront le même choix :
pour que le même message adressé à deux objets différents provoque un comporte-
ment différent, il faudra que les catalogues des méthodesdes deux classes associent
au même nom (sélecteur) des procédures différentes.
Instanciation
La création d’une instance à partir de sa classe se décompose en deux phases :
1. l’allocation d’une zone-mémoire de taillek + 1, où k est le nombre des
champs, le premier mot recevant l’adresse de la classe, suivie de
2. l’affectation à chaque champ d’une valeur initiale.
La première phase est confiée au gestionnaire de mémoire ;elle échappe au
contrôle du programmeur. La seconde, en revanche, fait l’objet de procédures d’ini-
tialisation qui doivent être explicitement rédigées (`a moins qu’on ne dispose d’ini-
tialisations par défaut grâce à une valeur universelleni ). Le statut exact de ces
procédures d’initialisation diffère selon les langages: lles sont souvent désignées
par le nom trompeur de(( constructeurs)) (tradition de C++ malheureusement re-
prise par JAVA ).
Avec cette mécanique extrêmement simple, nous avons le princi e d’une réali-
sation complète de notre idée d’objet. Il est difficile de faire mieux, et même de
faire autrement : on finit toujours par voir réapparaı̂tre la notion de classe sous des
déguisements divers.
Deux remarques :
• on ne peut créer d’instance que si la classe est présente enm´ moire, et l’ins-
tance ne peut fonctionner que tant que la classe reste présente,
• un objet ne peut être instance que d’une seule classe, et, enprincipe, il ne
change pas de classe au cours de son existence (sauf manœuvreexorbitante
comme la primitivebecome: de SMALLTALK ; le recours à la réflexivité —
voir § 1.3.3 — permet d’aller plus loin[Rivard, 1997]).
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Les classes comme représentation des concepts
À l’intérieur de la machine, classes et instances ont la même consistance maté-
rielle, à savoir des octets en mémoire. Les unes ne sont pasplus abstraites ou
concrètes que les autres. C’est l’interprétation que nous faisons de l’implémentation
esquissée ci-dessus qui assigne aux classes un statut d’abstractions (concepts) et aux
autres un statut d’objets concrets (instances). Cette interprétation s’appuie sur une
analogie : de même que le concept abstrait est unique vis-à- i de ses réalisations
concrètes, qui sont multiples, de même la classe est une, et s s instances sont (po-
tentiellement) multiples. En outre, comme nous l’avons dit, les instances (objets
informatiques) ont pour vocation de représenter des objets concrets du monde réel,
elles occupent donc le pôle(( concret)) de l’opposition abstrait/concret, vouant les
classes au pôle(( abstrait)).
Or, comme nous l’avons observé, les programmeurs ressentent un besoin d’abs-
traction aigu. Du coup, nos classes, bien qu’elles aient été introduites comme une
technique de réalisation pour notre projet d’objets, vontdevoir jouer le rôle de
représentation des concepts. Bien évidemment, elles pr´enteront à cet égard des
insuffisances nombreuses. Mais il est honnête de prendre conscience de la difficulté
de cette nouvelle tâche ! Tout un courant de recherches en int lligence artificielle lui
est consacré, commençant par les réseaux sémantiques (dès 1968, voirchapitre 10),
passant par KL-ONE [Brachman et Schmolze, 1985] et aboutissant aujourd’hui aux
logiques de descriptions (voirchapitre 11).
Il s’ensuit un glissement sémantique de la plus haute importance : étant donné un
concept, on lui associe naturellement l’ensemble de ses instances, que l’on appelle
l’ extensiondu concept. Pris en lui-même, un concept (par exemple le concept de
chat) est certes autre chose que son extension (qui, elle, est un nsemble : l’ensemble
des chats). Mais très souvent le nom du concept sert à désigner son extension, et, en
somme, le concept est vu comme représentant son extension (qua d on dit(( le chat
est un animal domestique))).
Dans la mesure où elles représentent des concepts, nos classes se voient donc
chargées d’une valeur sémantique ensembliste en plus de leur signification littérale,
qui prescrit comment leurs instances sont faites et commentelles se comportent :
chacune représente l’ensemble de ses instances, effectivement présentes à un mo-
ment donné dans le système ou seulement potentielles.
Soulignons que ce glissement sémantique se produit de manière i consciente,
comme dans de nombreux phénomènes langagiers, car notre pens´ e passe naturelle-
ment de la description à la chose décrite. Il faut donc faire un effort de réflexion pour
s’en rendre compte. Il en résulte pour la notion de classe une ambiguı̈té essentielle,
qui est précisément la source de sa fécondité. Cette ambiguı̈té est d’ailleurs corro-
borée par la polysémie du mot classe. Dans plusieurs branches du savoir plus an-
ciennes que l’informatique, une classe désigne une espècparticulière d’ensemble :
ainsi en mathématiques (classes d’équivalence), dans les sci nces de la nature (la
classe des mammifères, voirchapitre 15), en sociologie (les classes sociales), etc.
Nos classes viennent ainsi s’ajouter à la panoplie dont disposent les informati-
ciens pour représenter des ensembles. On sait de reste qu’en informatique la notion
d’ensemble pose problème. Pour représenter un ensemble infini en termes finis ac-
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ceptables par une machine, il faut recourir à un programme descriptif, qui définit
de manière algorithmique tous les éléments de l’ensembl(sous sa forme la plus
simple, ce programme va expliciter les sous-entendus cach´es sous les points de
suspension qui apparaissent si souvent dans les notations mathé atiques). Ce pro-
gramme est appelé uneintension, mot emprunté au vocabulaire de la philosophie3.
Et les classes de la programmation par objets sont bien des programmes, descrip-
tions intensionnelles, les seules choses que nous sachionsréaliser avec nos drôles
de machines...
Réflexiona posteriori
Pour construire un nouvel objet, il faut indiquer à l’ordinateur comment il se
compose, et pour ce faire, en attendant les interfaces de programmation graphique,
il faut rédiger à l’usage de la machine un texte décrivantle procédé constructif. Dans
ce texte apparaı̂tront les noms des objets composants, avecle statut de variables
libres. Et, du coup, notre texte ne décrira plus un objet singul er, construit à partir
de composants eux-mêmes singuliers, mais toute la familledes objets qui peuvent
être produits par le même procédé en donnant aux variables li res d’autres valeurs :
il devient bel et bien une classe.
Cette incapacité d’un texte à décrire une entité singulière sans automatiquement
décrire une famille d’entités isomorphes est bien connuede la tradition philoso-
phique : Aristote notait déjà qu’il n’y a pas de définitionde l’individu [Brun, 1988,
page 36]. On peut la rapprocher de la règle de généralisation en logique du pre-
mier ordre : si l’on aP(x), où P est un prédicat etx une variable libre, alors on a
universellement∀xP(x).
Ceci explique les difficultés infinies que rencontrent les tntatives de réaliser
en informatique une approche basée sur des prototypes, quieraient des instances
concrètes à partir desquelles d’autres instances concr`etes se définiraient par(( reco-
pie différentielle)) (voir chapitre 8) : on y voit toujours reparaı̂tre des objets cons-
tructeurs qui, en fait, sont très analogues aux classes. Cephénomène ne perd de son
importance qu’en présence d’une grande quantité d’objets d´ jà existants, dont on
peut oublier l’histoire, et qui fournissent la base d’un(( concret préalable)). Mais
cette situation n’est pas encore courante.
1.2.3 Héritage
La dualité entre intension et extension apparaı̂t au grandjour avec la notion
d’héritage. Bien entendu, les langages classiques ont pour en parler chacun leur
vocabulaire et leurs mots-clés : EIFFEL et SMALLTALK parlent d’héritage, C++ de
dérivationet JAVA d’extension(avec le mot-cléextends).
Définitions : ajouter des attributs et des ḿethodes
1. On dit qu’une classeA hérite d’une classeB si tous les attributs définis par
B se retrouvent dansA, c’est-à-dire si la liste des noms de champs deB est
3. Terme sorti de l’usage courant, synonyme decompréhension, dit le dictionnaire Lalande[Lalande,
1926].
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incluse dans celle deA et si le catalogue des méthodes deB st contenu dans
celui deA.
2. LorsqueA hérite deB, on dit aussi queA est unesous-classedeB et queB est
unesuper-classedeA.
3. La relation d’héritage est une relation d’ordre, qui se représente par un graphe
sans circuit appelé legraphe d’h́eritage.
En ce qui concerne l’écriture des textes, en pratique, on d´efi ira une sous-classe
A à partir de la super-classeB supposée déjà connue, en donnant seulement les noms
de champs et les procédures supplémentaires(( propres àA )), sans reproduire le texte
deB, accessible via un pointeurad hoc. Matériellement, une sous-classe se présente
donc comme un(( fragment de classe)), incomplet du point de vue sémantique, et
qu’il faut compléter par sa super-classe.
Les termes de sous-classe et de super-classe demandent une justification. En
effet, du point de vue intensionnel, le texte de la sous-classe contient celui de la
super-classe ! En quoi est-elle doncsous-classe ? Parce que son extension est un
sous-ensemblede l’extension de sa super-classe. Mais cette inclusion ensembliste ne
va pas de soi ! Elle repose sur l’interprétation que nous donnons au fonctionnement
du système. Elle se traduit au niveau des types par l’apparition de la relation de
sous-typage. Voyons en quoi consiste cette interprétation.
A priori, un objet appartient à (l’extension d’) une classe si et seulement si il a
été créé à partir de cette classe. Les extensions de deux classes différentes sont donc
tout simplement disjointes, et toute hiérarchie est exclue. Il faut par conséquent
adopter une démarche plus raffinée que cette vision simpliste. Il serait désirable de
pouvoir définir l’extension d’une classe comme l’ensembledes objets qui possèdent
tous les champs et le comportement définis (intensionnellem nt) par cette classe.
Les instances d’une sous-classe, qui possèdent tout cela avec quelque chose de plus,
feraient ainsi de plein droit partie de cette extension, et nous aurions l’inclusion
souhaitée. On pourrait épiloguer sur le bien-fondé de cette définition par condition
nécessaire et suffisante portant sur la structure, mais nous admettrons ici qu’elle est,
dans le présent contexte,(( raisonnable)).
Malheureusement, elle est trop difficile à implémenter pour nos faibles moyens.
Chaque instance d’une classe possède évidemment tous leschamps et le compor-
tement en question. Mais pour la réciproque, rien, dans lesm´ canismes que nous
avons décrits, ne permet d’analyser la structure d’un objet. La seule information
que nous sachions exploiter est la(( marque de fabrique)) de la classe, sous la forme
de son adresse (ou de son nom) qui fait partie de l’objet. En fait, on peut très bien
écrire deux fois la(( même)) classe sous deux noms différents, et le système les
traitera comme deux classes totalement différentes, aux extensions disjointes. Ce
problème est abordé de front, avec des moyens plus puissants, par les logiques de
descriptions dans la théorie de la subsomption (voirchapitres 10, 11 et 12).
Nous revenons à une définition aisément implémentable en disant qu’un ob-
jet appartient à l’extension d’une classe si et seulement s’il a été créé à partir de
cette classeou d’une de ses sous-classes. L’inclusion cherchée est ainsi assurée par
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définition. Quant à l’implémentation, il suffit de prévoir dans la structure des clas-
ses un champ supplémentaire contenant l’adresse de la super-classe pour pouvoir
répondre à la question.
Interpr étation des messages : la recherche ascendantelook-up
Pour que toute instance d’une sous-classe puisse être considérée comme une
instance de la super-classe, le mécanisme d’interprétation des messages doit être
complété :
• en ce qui concerne les champs supplémentaires introduits dans la sous-classe,
ils sont simplement ajoutés à la fin de la liste donnée par la super-classe ;
• en ce qui concerne les messages :
− si le sélecteur — nom de la méthode — apparaı̂t dans le catalogue de la
sous-classe, le corps de procédure correspondant est exécut´ comme ex-
pliqué dans le paragraphe précédent (naturellement, seules les méthodes
définies dans la sous-classe sont habilitées à utiliser le champs supplé-
mentaires) ;
− sinon, la recherche se poursuit dans la super-classe : si le nom y figure,
le corps de procédure associé est exécuté, sinon la recherche se poursuit
dans la super-classe de la super-classe (si elle existe), etc., jusqu’à arri-
ver à une classe qui n’a pas elle-même de super-classe, ce qui d´ clenche
une erreur à l’exécution.
Ce processus de recherche en remontant dans le graphe d’héritage (en anglais
look-up) est très facile à implémenter sous l’hypothèse que l’h´ ritage est simple :
l’unicité de la super-classe se traduit par la structure dugraphe d’héritage en forêt,
ou ensemble d’arbres. En fait, on considère la plupart du temps que le graphe
d’héritage possède une racine unique, qui correspond à une s per-classe générale
exprimant les propriétés communes à tous les objets du système. Le graphe d’héritage
est alors connexe, et lorsque l’héritage est simple, il s’agit d’un arbre.
Si l’héritage est multiple, il faut définir un parcours ascendant du graphe d’héri-
tage, ce qui peut donner lieu à des algorithmes savants[Ducournau et Habib, 1989]
[Ducournauet al., 1995]. En outre, il faut recourir à un système un peu plus com-
pliqué qu’une simple numérotation pour assurer la correspondance entre les noms
des champs et les déplacements en mémoire.
Redéfinitions
L’interprétation extensionnelle de l’héritage est légitime si l’on se borne à ajou-
ter dans la sous-classe des attributs et des méthodes qui portent des noms ne figurant
pas dans la super-classe : le procédé d’interprétation ci-dessus fonctionne alors sans
ambiguı̈té, et l’on peut affirmer qu’une instance de la sous-cla se se comporte en
tout point comme une instance de la super-classe (sauf en ce qui oncerne les erreurs
à l’exécution) et que par conséquent, il est licite de la considérer comme étant elle
aussi une instance de ladite super-classe. Plus précisément, on peut dire que tout le
20 Langages et mod̀elesà objets
comportement significatif (c’est-à-dire non erroné) desinstances de la super-classe
est reproduit sans changement par celles de la sous-classe,qui ainsi(( se qualifient))
pour appartenir à la super-classe.
Les difficultés commencent si l’on veut introduire des homonymes: on parle
alors de redéfinition ou de masquage de l’attribut ou de la m´ethode déjà connu sous
le même nom. Il s’agit en fait d’une idée fort naturelle, tr` s fréquemment employée
dans la pratique. Il n’est malheureusement pas facile d’en rendre compte sur un plan
théorique.
La redéfinition d’attributs est possible dans certains langages typés. Le plus sou-
vent, le compilateur impose une certaine cohérence entre les deux définitions, à sa-
voir que le type de l’attribut redéfini (dans la sous-classe) soit compatible avec le
type déclaré dans la super-classe. Pour un langage non typé (ou(( typé dynamique-
ment))) comme SMALLTALK , la redéfinition d’attributs n’a pas de sens évident (il
faut se méfier de l’ingéniosité des programmeurs SMALLTALK , ils sont fort capables
d’en trouver un !). Aussi les différentes versions du langage ont-elles des attitudes
qui vont de la tolérance sans commentaire à l’interdiction brutale.
Mais c’est la redéfinition de méthodes qui est universellement employée et c’est
elle qui pose de graves problèmes. On peut immédiatement ´et dre le procédé de
recherche ascendante (look-up) au cas où l’on donne dans la sous-classe une nou-
velle définition à un nom de procédure déjà défini dans lsuper-classe : en général,
on souhaite associer à ce nom un comportement légèrementdifférent de celui que
spécifie la super-classe pour l’adapter au perfectionnemet introduit par la sous-
classe, par exemple pour tenir compte d’un attribut supplémentaire.
La difficulté saute aux yeux : en présence de redéfinition,le comportement si-
gnificatif des instances de la sous-classe va être différent d celui des instances de
la super-classe, et, en bonne logique, l’on ne pourra donc plus conclure comme
précédemment que l’extension de la sous-classe est incluse dans celle de la super-
classe. Pour maintenir cette conclusion, il faudrait étendr la notion de(( différence
significative de comportement)) pour pouvoir dire que les comportements des deux
classes ne diffèrent pas significativement ... Pas très commode ! On devine les dif-
ficultés qui nous attendent quand nous voudrons confier cette tâche à un contrôleur
de types (voir plus loin, en 1.3.2 les questions de covariance et de contravariance).
Sous-typage et lien dynamique
Du point de vue du compilateur, la recherche ascendante (look-up) est source
d’inefficacité : le compilateur travaille non sur les objets ux-mêmes, comme l’in-
terprète que nous avons esquissé ci-dessus, mais sur des expr sions où les objets
apparaissent comme valeurs de variables, le compilateur lui-même n’ayant connais-
sance que de la classe des variables, supposée déclarée par l programmeur. En l’ab-
sence d’héritage, la connaissance de la classe suffit au compilateur pour déterminer
(( statiquement)) la procédure à appliquer en réponse à un message.
Mais si la classe déclarée (disonsB) possède des sous-classes (disonsA), alors
une variable déclarée de classeB peut très bien contenir en fait, à un moment ou
à un autre du calcul, une instance de la sous-classeA : puisque toute instance deA
est aussi instance deB ! Attention ! C’est ici que l’interprétation extensionnelle de
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l’héritage se transforme en exigence de sous-typage : direque toute instance deA
est aussi instance deB entraı̂ne que partout où une instance deB peut légitimement
apparaı̂tre, on peut lui substituer une instance deA sans changer le comportement du
programme. Dans le langage de la théorie des types, cette possibilité de substitution
signifie que, en tant que type, la sous-classeA est sous-type deB : c’est la définition
même du sous-typage. On verra plus loin les redoutables conéquences de cette
exigence, laissons de côté pour l’instant le problème ducontrôle de types.
Dès lors, pour peu que la méthode visée par le message à compiler ait été
redéfinie dans la sous-classeA, le compilateur doit activer soit la procédure déclarée
dans la super-classeB, soit celle qui provient de la redéfinition dans la sous-classe.
Et ce n’est que dynamiquement, à l’exécution, que cette inc rtitude sera levée. Ce
problème est connu sous le nom deliaison dynamique, notamment dans la tradition
de C++ (voirchapitre 3). Il a fait l’objet de tout un travail d’implémentation, voir
par exemple[Ducournau, 1997] ou l’article [Zendraet al., 1997] sur le compilateur
SMALL EIFFEL.
Classes abstraites
On s’est aperçu très tôt que les classes jouaient au moinsdeux rôles, à la fois
créatrices d’objets utilisables (instances) et détentrices d’informations exploitables
par héritage (sous-classes). Et de plus, que certaines classes ne pouvaient jouer uti-
lement que le second rôle : conçues pour être complétées par des sous-classes, elles
ne possédaient pas assez d’informations pour engendrer des instances(( viables)).
Dans la tradition SMALLTALK , on les appelle des classesabstraites, en JAVA aussi,
alors qu’en EIFFEL elles sont ditesretardées(deferred). Les classes destinées à la
procréation directe sont au contraire ditesconcr̀etes.
C’est l’exigence de contrôle statique qui a introduit un traitement particulier
pour ces classes. En SMALLTALK , une classe abstraite est traitée par le compila-
teur comme une classe ordinaire : si le programmeur lui fait engendrer une ins-
tance, il prend le risque d’une erreur ultérieure s’il essaye de faire fonctionner
cette instance — tant pis pour lui. Le mécanisme d’héritage suffit, que l’on in-
terprète la complétion de la classe abstraite par unajout de nouvelles méthodes
ou par laredéfinition de méthodes qui étaient définies de manière non opératoire
(définitions(( bidon )), se bornant à fixer le sélecteur, comme la définition standard
self SubclassResponsibility).
Il est évident qu’un contrôle statique est possible, empˆchant le programmeur
de créer des instances qui ne jouiraient pas de toutes leursfacultés : les classes
possédant des méthodes insuffisamment définies sont marquées(( abstraites)), avec
interdiction de les instancier, et dans les sous-classes prétendues concrètes, le com-
pilateur est en mesure de vérifier que les définitions sont bien complètes. Il suffit
pour cela d’étendre la syntaxe afin de donner un statut aux d´efinitions (( bidon ))
(mot-clédeferred en EIFFEL, expression= 0 en C++ (voirchapitre 3).
Cette variation très simple par rapport à l’héritage standard se révèle être un
merveilleux outil de conception, voir par exemplechapitre 3. On notera que la dis-
tinction classe abstraite / classe concrète recoupe exactement la distinction aris-
totélicienne entre le genre et l’espèce[Brun, 1988, page 36]. Elle répond à l’obser-
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vation courante selon laquelle on ne rencontre jamais un mammifère, mais toujours
soit un chat, soit un chien, soit un homme, etc. L’espèce apparaı̂t la dernière dans
la hiérarchie des genres (en systématique, on dirait ”destaxons”, voirchapitre 15),
auquel on ne peut plus ajouter que des accidents qui définissnt des individus.
Limitations
La relation d’héritage entre classes, telle que nous l’avons décrite, est censée sa-
tisfaire le besoin de hiérarchisation des concepts. Il estmanifeste qu’elle n’y réussit
que d’une manière très partielle, puisque les seuls cas departicularisation qu’elle
traite sont ceux qui proviennent d’une complication (ou d’un perfectionnement !),
avec ajout d’attributs et/ou de méthodes. Le problème général se pose ainsi : étant
donné deux ensembles d’objetsA et B, avecA contenu dansB, peut-on trouver des
définitions intensionnelles pour ces deux ensembles, sousforme de classes telles
que nous les avons décrites ici, sur lesquelles le compilateur (ou le contrôleur de
types) pourra effectivement conclure que toute instance deA est aussi instance de
B? En général, ce problème se pose alors qu’on a déjà une classe décrivantB, et il
s’agit de trouver une description deA sous forme de sous-classe.
La réponse est en général non. Voici deux contre-exemples.
1. Prenons pourB la classe des rectangles et pourA celle des carrés. La manière
intensionnelle ordinaire de décrire un rectangle est de ledéfinir par deux
points, alors qu’un carré se définit par un point et une longueur : il faudrait
un démonstrateur de théorèmes puissant pour conclure autom tiquement sur
ces bases que tout carré est un rectangle ! La difficulté vient d ce qu’un
carré n’est pas un rectangle(( avec quelque chose en plus)), mais bien un
rectangle(( tel que deux côtés consécutifs soient égaux)), cette dernière res-
triction échappant complètement à nos possibilités descriptives.
2. À partir d’une hypothétique classeHomme, on imagine comment écrire une
sous-classeBarbu en ajoutant un attribut et les méthodes afférentes. Mais
comment décrire par des sous-classes les notions d’unijambiste ou de man-
chot? Nous savons programmer la présence, mais non l’absence. Voyez dans
un autre registre les problèmes de la négation en PROLOG; il s’agit essentiel-
lement de la même difficulté.
Pourtant, on considère depuis Aristote que toute définition est constituée du
genre, qui est commun à plusieurs espèces, et des différenc s par lesquelles se dis-
tinguent les espèces[Brun, 1988, page 36]. Dans notre vocabulaire, ceci revient à
dire qu’une classe se définit par la donnée de sa super-classe (son genre) et par ses
différences spécifiques : or, Aristote aurait sans doute acc pté comme différence va-
lable la propriété que deux côtés consécutifs soient ´egaux, ou qu’un membre soit
absent, alors que justement ces exigences sont inexprimables dans notre langage de
programmation. Le problème est donc moins la structure générale de la définition
par genre et différences que le domaine des différences exprimables dans le langage,
qui pour nous se limite à l’ajout de méthodes et d’attributs.
On voit donc que le besoin de hiérarchisation n’est que très imparfaitement sa-
tisfait par le mécanisme simple de l’héritage. Mais ce besoin est tellement fort que
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cette solution partielle a été saisie avidement, quitte `a épiloguer sur les difficultés
qu’elle engendre.
1.3 Discussion
1.3.1 Objets et valeurs
Il s’agit d’une distinction fondamentale, qui mérite d’être mise au premier plan
de nos préoccupations. Qu’elle ait été jusqu’ici largement occultée par les tenants
de la programmation par objets est en soi un intéressant sujet de réflexion.
Que les objets sont essentiellement réactifs, donc mutables
Qu’un objet soit doué de capacités réactives de par son comportement est une
propriété fondamentale, indispensable pour lui donner l’individualité, la personna-
lité, qui vont créer chez le programmeur l’illusion d’existence concrète qui est le
ressort de toute l’approche objet. Bien que notre objet informatique se réduise à une
séquence de bits en mémoire, il faut qu’il déclenche les mˆ mes processus psycho-
logiques qui fonctionnent dans notre intellect lorsque nous manipulons des objets
réels. Nous éprouvons l’existence des objets réels parce qu’ils nous résistent, parce
qu’ils réagissent, parce qu’ils répondent à nos enquêtes sensorielles en nous ren-
voyant des stimuli (visuels, tactiles, etc). Dans l’univers de la machine, l’acte de
(( toucher)) ou de(( sentir )) un objet se transpose en un envoi de message, et la
sensation correspondante se traduit par la réponse de l’obj t. C’est donc en dotant
nos entités informatiques d’une capacité de réaction que nous les faisons exister :il
fonctionne donc il existe.
Notons ici que cette réactivité entraı̂ne la plupart du temps que l’état de l’objet
puisse changer au cours du temps. On pourrait penser que certains objets rigides ne
changent jamais d’état, mais, en fait, la modélisation informatique ajoute souvent
à l’état intrinsèque des variables comme la position de l’objet : un point est un bon
exemple d’objet immuable, sauf si justement son état inclut ses coordonnées, et si
on veut le faire bouger sur l’écran ... Nos objets sont donc de manière essentielle
des entités mutables, ce qui entraı̂ne des conséquences déplaisantes pour la théorie
des types, comme on le sait (voir notamment la thèse de X. Leroy [Leroy, 1992]).
Mais il y a plus grave : vu qu’il existe de toute évidence, dans notre univers
mental, des entités non réactives et non mutables (par exemple les nombres, plus
généralement les abstractions mathématiques), l’observation précédente a comme
corollaire que, dans un système de représentation équilibré, il doit y avoir aussi des
structures qui ne sont pas des objets, ce que, dans une certaine t adition, on appelle
des valeurs — notamment en bases de données (voirchapitre 5). Cette opposition
entre les concepts d’objet et de valeur a été parfaitementanalysée dans par B. Mac
Lennan en 1982[MacLennan, 1982], donc au moment même où l’approche objet
entamait sa carrière.
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Objets et valeurs : halte au(( tout objet )) !
C’est d’abord une affaire de modélisation : l’idée que l’objet est un individu
connu par son adresse, et dont l’état peut changer, ne s’applique as également bien
à toute espèce d’entités. Par exemple, s’il est clair qu’une personne — ou une orga-
nisation — est un objet à part entière, identifié de manière unique, qu’en est-il de la
date de naissance de la personne — ou de l’adresse de l’organisatio ? En faire un
objet à part entière expose au grave danger de voir une rectification anodine modi-
fier les données relatives à d’autres personnes — ou organisations — ayant la même
date de naissance (ou la même adresse), sauf à s’astreindre à une discipline parti-
culière de recopie dans l’attribution des dates et des adresses. Or une telle menace
est intolérable dans l’éthique des bases de données. Comme on le voit, la question
de fond est : qu’entend-on au juste par(( avoir la même date de naissance)) (ou
(( avoir la même adresse)))? Est-ce bien la même chose que(( avoir la même mère))
ou (( travailler dans la même compagnie))? On trouvera danschapitre 8(section 6)
une analyse des problèmes liés à l’identité des objets qui prolonge la présente.
Il vaudra donc mieux, dans certains cas, considérer que dates et adresses ne
sont pas des objets, mais des valeurs, et construire une mécanique adéquate pour
les traiter (implémentant une sémantique de valeur, dit-on en bases de données, voir
chapitre 5et [Capponi, 1995]). Ainsi, des difficultés seront évitées, qui ne sont que
désagréables pour les uns, mais carrément intolérables pour d’autres.
Évidemment, cette distinction complique le langage, et elle va à l’encontre du
principe du(( tout objet)) revendiqué par des langages comme SMALLTALK et EIF-
FEL. Historiquement, ce principe simplificateur a pu être, il ya quelques années,
générateur de progrès. Mais aujourd’hui nous pouvons nou permettre d’observer
que, dans les faits, il ne s’applique jamais d’une manière complète : il existe toujours
des classes bizarres (les nombres, les booléens, les caractères), dont l’implémentation
échappe au modèle standard et qui n’entrent dans le cadre syntaxique uniforme que
par une pétition de principe abusive. La distinction entreobjets et valeurs se ren-
contre partout. Mais, dans certaines traditions, elle est mi e au premier plan (no-
tamment, dans celle des bases de données), et dans d’autres, on choisit de la cacher
soigneusement (SMALLTALK ), ou de la déguiser sous des considérations d’efficacité
(voir la notion d’objet expanśe en EIFFEL, chapitre 2, section 4).Caveat program-
mator4 !
1.3.2 Classes et types
Comme nous l’avons indiqué plus haut (§ 1.1.2), leur interprétation extension-
nelle donne aux classes une vocation évidente à servir de types. Et, dès lors, la
relation d’héritage induit une relation de sous-typage (définie par la règle de substi-
tution, voir paragraphe 1.2.3). EIFFEL a été le premier langage à tenter sur ces bases
l’aventure d’un typage fort (voirchapitre 2). Le résultat est, disons, plus compliqué
que prévu. Si l’on veut conserver des distinctions simples, on arrive avec[Cooket
al., 1990] à la conclusion que l’héritage n’est pas du sous-typage (Inheritance Is Not
Subtyping).
4. Que le programmeur prenne garde !
1. Objets, classes, h́eritage 25
On est ainsi conduit à séparer les notions de classe et de type (appeléinterfaceen
JAVA ) et à les relier par un lien d’implémentation : un type se r´eduisant à une signa-
ture de méthodes5, une classe qui implémente ce type (il peut y en avoir plusieur )
doit fournir un système d’attributs et les corps de procédur idoines réalisant la si-
gnature. Nous ne discuterons pas cette démarche, qui marque un retour à l’approche
par types abstraits. Nous répéterons seulement quelquesobs rvations élémentaires
attestant que, si l’on s’en tient au point de vue naı̈f que nous avons adopté ici, les
choses ne se passent pas comme on le voudrait[Cooket al., 1990].
Contr ôle statique
Rappelons l’idée du contrôle de types statique, à la compilation : les objets appa-
raissent dans le texte d’un programme sous la forme d’expressions, dont on voudrait
pouvoir prédire le type indépendamment de l’exécution du code. Il faut pour cela
édifier une théorie des types qui doit rendre possible la d´termination du type d’une
expression à la compilation. L’entreprise est remplie d’embûches si l’on veut un
typage sûr, qui garantisse qu’à l’exécution aucune erreur due à une incompatibilité
de type ne se produira. Par opposition, on parle d’untypage dynamique(par exem-
ple pour SMALLTALK ) lorsque la non conformité des classes des objets avec les
messages qui leur sont envoyés n’est détectée qu’à l’exécution.
Quoi qu’il en soit, il est clair que le typage statique imposeau programmeur de
s’expliquer beaucoup plus à fond que ne le demande le typagedynamique. Cette exi-
gence peut être ressentie comme vexatoire ou comme salutaire, suivant le contexte.
En particulier, elle rend pratiquement indispensable le recours à l’héritage multiple
et auxmixins. Rappelons qu’on appellemixin, après[Stefik et Bobrow, 1986] une
classe qui ne spécifie qu’un genre de comportement très limité (par exemple, le fait
de porter un nom), et que l’on peut à volonté insérer dans un graphe d’héritage mul-
tiple pour (( ajouter)) ce comportement à toute une hiérarchie de classes définies
par ailleurs. On s’attend à ce que le vocabulaire correspondant soit unique dans le
système, pour éviter les conflits qui sont la plaie de l’héritage multiple.
En effet, considérons un fragment de code exprimant une op´eration qui doit pou-
voir s’appliquer à des instances appartenant à des classes différentes — par exemple,
une visualisation. Dans ce fragment de code, une même variable doit pouvoir con-
tenir lesdites instances et recevoir les messages adéquats — dans notre exemple, le
messagevoir. Pour pouvoir déclarer cette variable, il faudra lui attribuer un type
qui garantisse au compilateur que les envois de messages en question sont bien li-
cites.À moins de disposer d’opérations sur les types comme la réunion ensembliste,
il faudra donc créer une classe abstraite où seront déclarés lesdits messages, avec les
attributs afférents, et dont devront hériter les classesconcrètes des instances candi-
dates à l’utilisation.
En d’autres termes, il faudra expliciter par une classemixin le point de vue parti-
culier sous lequel notre fragment de code regarde les objets— dans notre exemple,
la visualisation. C’est là une technique classique, que letypage statique rend obli-
gatoire.
5. Les interfaces de JAVA autorisent en plus la définition de constantes partagées par toutes les classes
qui implémentent l’interface ; ce supplément ne change pas le fond de la question.
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Contravariance des arguments
Cette question touche le type que l’on peut assigner à une m´ethode lorsqu’on la
redéfinit dans une sous-classe. Elle fait apparaı̂tre un conflit entre la cohérence de la
théorie, garante de l’économie de pensée du programmeur, et les intentions que l’on
souhaite exprimer à travers les déclarations de types.
Rappelons que l’interprétation extensionnelle de l’héritage, qui dit que chaque
instance d’une sous-classe est aussi instance de sa super-classe, se traduit du point
de vue des types par la règle de substitution : étant donnéu e classeB, une sous-
classeA deB, dans toute construction du langage où apparaı̂t une instanceb deB,
soitC[b] (avecC commecontexte) et qui est déclarée correcte par le contrôleur de
types, on peut substituer à l’objetb n’importe quelle instancea de la sous-classeA,
sans que le contrôleur de types trouve à redire à la nouvelle constructionC[a].
Soit alorsp(x) une procédure à un argument de typeX définie dansB et redéfinie
dansA avecX’ comme type de son argument. Considérons la construction (frag-
ment de texte de programme)C[b] = b.p(u), oùu est un argument effectif pour la
procédurep. Cette expression est supposée correcte, l’argumentu appartient donc au
typeX déclaré dansB. D’après la règle de substitution, l’expressionC[a] = a.p(u)
doit aussi être correcte. Or dans cette dernière,p désigne la procédure redéfinie (en
vertu du lien dynamique), et, par conséquent, le contrôleu d types exige queu ap-
partienne au typeX’. Ceci étant vrai pour toutu ∈ X, cette exigence se traduit par
l’inclusion deX dansX’.
On déduit de ce raisonnement fort simple que, lorsqu’on redéfinit une procédure
dans une sous-classe, les nouveaux types de ses arguments doivent c ntenir les types
stipulés dans la définition initiale. Cette règle, bien co nue en théorie des types, est
appelée(( règle decontravariancedes arguments)). Elle énonce en effet que, pour
être (( plus spéciale)), une procédure doit avoir une domaine de définition(( plus
général)).
En revanche, le même raisonnement appliqué à une fonction au lieu d’une procé-
dure montre que le domaine durésultatde la méthode redéfinie dans la sous-classe
doit être inclus dans le domaine déclaré initialement, ce qui se traduit par la règle
de(( covariancedes résultats)).
Or, l’intuition commune voudrait plutôt que la spécialistion d’une procédure
redéfinie dans une sous-classe s’exprime en restreignant son domaine de définition,
c’est-à-dire en déclarantX’ inclus dansX, selon la règle dite decovariance. La
plupart des concepteurs de langages ont décidé d’adoptercett règle, ce qui les
oblige à introduire un appareillage spécifique pour éviter les incohérences dans le
contrôle de types. Le meilleur exemple est fourni par la distinction entreclass-level
etsystem-levelen EIFFEL, avec la théorie descatcalls(voir chapitre 2, section 8.2).
Cette contradiction entre la règle théorique simple qui gouverne le sous-typage
et l’usage qu’on veut en faire explique la prudence de JAVA en ce qui concerne
le profil des méthodes redéfinies : ce langage interdit toutsimplement de changer
de profil par rapport à la déclaration initiale, ni quant aux rguments, ni quant au
résultat.
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Types récursifs
La contravariance des arguments est la cause de maux innombrables. En voici
un exemple bien connu.
L’expression(( types récursifs)) fait immédiatement penser aux arbres. Mais,
dans le contexte de l’approche objet, le type associé à uneclasse devient récursif
dès que le nom de la classe intervient dans son code, ne serait-c que comme type
d’argument ou de résultat dans une méthode. L’exemple classique de l’égalité mérite
d’être médité.
Supposons que nous souhaitions doter une de nos classesB d’une méthode des-
tinée à tester l’égalité de deux de ses instances. Elle aura tout naturellement pour
signature :egale(x:B):bool, et le type associé àB sera récursif. Si, à présent,
nous écrivons une sous-classeA de B, nous allons souhaiter redéfinir la méthode
egale, pour tenir compte d’un supplément de structure, enegale(x:A):bool —
ce qui est contraire à la contravariance !
Outre les remèdes généraux qui ont été proposés, il faut mentionner ici l’ap-
proche parsurcharge: doter la classeA de deux méthodesegale, l’une de si-
gnatureegale(x:B):bool (héritée deB), l’autre de signaturegale(x:A):bool
(redéfinie dansA), le choix entre les deux méthodes étant fait sur le type del’argu-
ment à l’appel. On est alors dans le cadre desmulti-méthodesde CLOS, où l’objet
destinataire d’un message n’a plus le privilège du choix dela procédure à employer,
et n’est plus que l’un des arguments de l’appel, le choix de laprocédure effective se
faisant sur la base des classes de tous les arguments. Cette généralisation qui semble
au premier abord purement technique modifie en fait profond´ement le style de pro-
grammation : on revient au style fonctionnel, cette fois dans u cadre élargi, où les
entités manipulées ne sont plus des données inertes, maides objets complexes, le
cas échéant réactifs, et classés de manière hiérarchique (voir[Habert, 1995]).
Mutabilit é et ǵenéricit é
Voici pour finir un exemple très simple montrant comment lesexigences de ty-
page cohérent en présence de généricité paramétriqu(voir§ 1.1.2) peuvent conduire
à des situations inattendues. L’intuition ordinaire pousse à croire que, siA[X] est une
classe générique, et siU et V sont deux classes concrètes, U héritant deV, alors le
typeA[U] est sous-type deA[V].
Supposons que la classeA[X] soit celle de la pile générique et qu’elle possède
une procédurepush(x) à un argument. Soitq une variable déclarée de typeA[V],
v une variable déclarée de typeV, et considérons l’instructionq.push(v) : elle doit
certainement être bien typée. Soitp, instance deA[U], une(( pile deU )) : puisque
A[U] est sous-type deA[V], l’objet p peut être donné comme valeur à la variableq.
Supposons à présent que la variablev ait pour valeur une instance(( propre)) de la
super-classeV (c’est-à-dire, qui n’est pas instance de la sous-classeU). L’exécution
de l’instructionq.push(v) aura pour effet de rompre l’homogénéité de la pilen
y insérant un élément qui n’est pas de typeU. C’est précisément le genre d’erreurs
que le contrôle de types est censé éviter !
La morale de l’histoire est queA[U] ne peut pas être sous-type deA[V]. La
cause en est que l’argument depush (déclaré dans la classe génériqueA[X]) est
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contraint (par l’effet que produit la procédure, qui modifie l’état de son destinataire)
à être de typeX, ce qui est incompatible avec la contravariance des arguments.
1.3.3 Classes et ḿetaclasses
Un des aspects les plus stimulants de l’approche objet est latournure que prend
la recherche en matière de réflexivité. Comme on sait, cette manière d’aborder les
langages de programmation est née en programmation fonction elle. Avec les ob-
jets, elle s’introduit d’une manière très naturelle, comme on va l’esquisser ici.
Les classes comme objets
Le vieux problème du statut des Universaux (en ce qui nous concerne, celui des
concepts abstraits) se pose en des termes renouvelés dans le cadre de l’approche
objets. Il s’agit de savoir si les concepts existent réellement dans le monde (position
dite réaliste) ou s’ils n’apparaissent que dans notre discours sur le monde (position
nominaliste), de savoir s’ils sont des choses ou seulement des mots. Dans notre
image informatique, cela revient à savoir si les classes sont des objets (manipulables
comme tels) ou seulement des textes (plus ou moins compilés). Sur ce débat qui
remonte à la critique de Platon par Aristote, on trouvera une information exhaustive
dans le livre d’Alain de Libera(( La querelle des Universaux)) [Libera, 1996]. La
question est difficile : Aristote lui-même, tout en déniant ux concepts abstraits la
qualité de sujet, leur accordait celle de substance — substances secondes, certes,
mais néanmoins substances[Brun, 1988, page 32].
Dans le cadre de l’approche objets, le contexte se précise.Partant de la position
nominaliste standard en informatique, on observe deux mouvements conjoints vers
le réalisme. D’une part, dans la pratique de la programmation, on a souvent besoin
de traiter les classes comme des objets — disons qu’il est commode d’adopter la
même syntaxe pour les classes et pour les instances (cela simplifie l’écriture), et
que dès lors il est souhaitable d’unifier aussi la sémantique. D’autre part, le fait que
les classes soient des entités informatiques ne laisse aucun doute (surtout pour des
programmeurs ayant subi l’influence de LISP, langage éminemment réaliste) sur la
possibilité matérielle de les manipuler, pour peu qu’on en prenne la décision. Il y
a donc un besoin, la possibilité technique est là, le réalisme devrait triompher ...
Pourtant, le débat n’est pas clos.
Il y a d’abord des arguments(( idéologiques)) sur la nécessité ou l’inutilité de
manipuler les classes à l’exécution. Si les classes sont vues avant tout comme des
types, donc comme des instruments destinés à un contrôles atique effectué par le
compilateur, on peut légitimement considérer qu’elles ont (( disparu)) au moment
de l’exécution, et que l’idée même de les modifier ou d’en créer de nouvelles par
programme est aussi incongrue que celle du mouvement en l’absence de moteur
pour un disciple d’Aristote. Si, au contraire, on voit en elles des outils faits pour
construire des objets, il en va tout autrement : les outils sont des objets particuliers,
que l’on répare, perfectionne, voire que l’on construit dans l’atelier même. Dès lors,
rien ne s’oppose à ce que la structure de ces outils soit décrite sous forme de classes.
Comme les instances de ces classes sont elles-mêmes des classes, on les distingue
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en les appelantmétaclasses, par un emploi du préfixemétacourant en informatique.
Sur le modèle du rapport entre physique et métaphysique, mais plus précisément en
parallèle avec la distinction que les logiciens font entrelangage et métalangage, le
(( niveau méta)) désigne un niveau de représentation où sont définis les cadres de
la représentation du niveau de référence6. Les classes sont ainsi au(( niveau méta))
par rapport aux instances, et les métaclasses par rapport aux classes.
Ces différences que nous qualifions d’idéologiques viennent en fait recouper
le partage entre interprétation et compilation, ou plus exactement (car plus aucun
langage opérationnel n’est strictement interprété) entre compilation incrémentale et
interactive, façon SMALLTALK , et compilation séparée style EIFFEL ou C++. Dans
le premier cas, où la tradition LISP est vivace, la matérialité de la représentation des
classes à l’exécution ne pose point de problème, ni par conséquent leur élévation au
rang d’objets de plein exercice. Dans le second, l’intervention du compilateur réduit
les classes à des tables delook-uppour la liaison dynamique ; il est donc beaucoup
moins facile de reconnaı̂tre leur existence comme objets v´eritables. Il est intéressant
de noter que JAVA , qui dans sa première version se rangeait du côté nominaliste,
devient nettement réaliste avec le JDK 1.1 et lepackageJava.reflect.
Il se pose aussi des problèmes d’ordre strictement logique. Notamment, celui
de la régression à l’infini : si toute classe est un objet, une métaclasse est elle aussi
un objet, instance d’une méta-métaclasse, etc. Il est intéressant de noter que cet ar-
gument a été employé par Aristote dans sa critique de Platon (argument dit(( du
troisième homme)), [Brun, 1988, page 30] [Libera, 1996, page 75]). Dans la for-
mulation informatique, ce problème devient celui dubootstrap(amorçage). Tout
système qui admet les métaclasses doit le résoudre d’unema ière ou d’une autre
(voir [Masini et al., 1989, sections 2.5 et 5.4], et en dernier lieu la thèse de Fred
Rivard[Rivard, 1997]).
Réification et réflexivité
Dans un langage à objets, il n’y a pas que les classes dont on puisse se demander
ce qu’elles sont. Les messages, notamment, ne sont en général pas des objets, et
pourtant il est souvent utile de pouvoir les(( attraper au vol)) pour les analyser
et, le cas échéant, leur appliquer un traitement adapté.À l’intérieur des classes, le
statut des méthodes n’est pas clair : peut-on demander à une méthode, par exemple,
combien elle accepte d’arguments?
Mieux qu’avec le problème des métaclasses, on voit apparaı̂tre avec ce genre de
questions la notion fondamentale de réification, clef de voûte de toute l’approche
objet. Un message par exemple est une entité qui n’a pas normalement le statut
d’objet. Pure forme syntaxique dans le texte, indiscernable de l’opération d’envoi
qui le met en œuvre, il est traduit en une séquence d’instructions exécutables et n’a
pas d’individualité repérable à l’exécution : le message n’apparaı̂t que dans un envoi
de message, donc dans un acte. Toutefois, nous concevons sonexi tence objective :
6. Rappelons quemetaest une préposition grecque (µǫτὰ) qui signifie(( avec)) ou (( après)) selon
qu’elle gouverne le génitif ou l’accusatif. Le sens qu’elle prend dans(( métaphysique)) vient de ce que,
dans l’ordre traditionnel des œuvres d’Aristote, les livres qui traitaient de la(( philosophie première))
venaient après les livres de physique —µǫτὰ τὰ φυσικά βιβλιά.
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à nos yeux, le message a une structure, un objet destinataire, des objets arguments,
un sélecteur. Dans certains cas, nous souhaitons pouvoir changer le point de vue du
système d’exécution et obtenir qu’il considère effectivement le message comme un
objet, conformément à la vue que nous en avons, afin de l’examiner et de décider
sur son sort (par exemple, pour le ranger dans la boı̂te à lettres d’un acteur avec la
priorité convenable).
L’opération qui fait passer du message(( n acte)) à l’objet analysable qui le
représente s’appelle laréification (du latin res, chose : on pourrait direchosifica-
tion). Elle est plus ou moins disponible suivant les systèmes. En SMALLTALK , le
compilateur réifie le message en cas de refus par le destinataire, et il utilise l’objet-
message ainsi synthétisé dans son traitement d’erreur : il existe toute une technique
d’implémentation fondée sur les possibilités ainsi ouvertes (par redéfinition de la
méthodedoesNotUnderstand:).
L’opération inverse, qui replonge un objet dans le flot de calcul, s’appelle
réflexion. Elle apparaı̂t dans la démarche générale connue sous lenom de réflexivité,
notamment en programmation fonctionnelle, mais dans l’approche objet elle reste
invisible. En effet, les objets du(( niveau méta)) sont activés comme les objets du
niveau de référence, sans distinguer différents niveaux d’interprétation.
Dans le monde des objetsstricto sensu, la mécanique est simple, et il n’y a pas
grand’chose à réifier. La tentative extrême dans ce domaine reste leMeta-Object
Protocol (MOP) de CLOS [Kiczaleset al., 1991]. En revanche, dans le monde des
acteurs et des objets distribués, l’envoi de message revêt d s formes variées (envoi
avec ou sans attente de réponse,broadcast, envoi différé, etc), donnant à l’approche
réflexive une vaste carrière (voir en dernier lieu la thèse de Claude Michel[Michel,
1997]).
1.4 Conclusion
Nous venons d’introduire le terme der ´ ificationdans un contexte strictement
technique, dans l’espoir de faire(( toucher du doigt)) la nature de cette transforma-
tion. Bien évidemment, cette notion est d’un emploi très g´ néral : toute l’approche
objet repose sur la possibilité de représenter les entit´es du domaine d’application
envisagé par des objets. Mais certaines entités ne prennent pas(( naturellement)) le
statut d’objet, de chose ! Un geste, un mouvement, sont-ils des objets? Un avion est
clairement un objet (compliqué), mais un vol (au sens des agnces de voyage)? une
réservation? Question de point de vue? En vérité c’est une q estion de modélisation
(voir chapitre 4). Une modélisation réussie réifie à bon escient, ce qui n’est pas tou-
jours facile.
Le progrès des techniques rend accessibles des applications de plus en plus com-
plexes, abordant des domaines de plus en plus éloignés desterritoires bien balisés du
calcul scientifique et de la gestion. Ces ambitions nouvelles conduisent souvent à des
réifications hasardeuses. Plutôt que de chercher un exemple (( réel)) qui demanderait
de longues justifications, je voudrais illustrer mon proposar une sorte d’apologue
tiré du livre [Libera, 1996, pages 51–52]. Il s’agit d’un passage du Ménon de Pla-
ton, où Socrate exerce sa maı̈eutique sur un esclave et arrive ` lui faire dire que les
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abeilles ont une propriété en commun à l’égard de laquelle elles sont indistinguables
— nous dirions, qu’elles sont instances d’une même classe.Et Socrate ajoute :Eh
bien c’est pareil pour les vertus ! M̂eme s’il y en a beaucoup et de toutes sortes,
elles poss̀edent du moins une seule forme caractéristique identique chez toutes sans
exception, qui fait d’elles des vertus. Une telle forme caratéristique est ce qu’il faut
bien avoir en vue pour répondrèa qui demande de montrer en quoi consiste la vertu
(Traduction de M. Canto, collection Garnier-Flammarion).
En d’autres termes, pour Socrate les vertus sont elles ausside objets, instances
de la classe(( Vertu )) ! Il me semble que notre expérience collective nous suggère
qu’écrire une classe(( Abeille )) en vue d’un projet informatique bien défini est
chosea priori faisable, mais qu’il en va autrement pour les vertus, plus précisément
que réifier la vertu est un procédé si épouvantablement réducteur qu’on ne peut
l’envisager hors d’un projet informatique lui-même tellem nt réducteur qu’il vaut
mieux ne plus parler de vertu ...
Plus profondément, il nous faut réfléchir sur les limitations intrinsèques de la
démarche aristotélicienne induisant les concepts gén´eraux à partir de l’expérience
sensible que nous avons des individus, et dont la modélisation par objets est l’ex-
pression informatique directe. Les révolutions qui ont marqué l’histoire de la pensée
scientifique et qui dans certains domaines ont disqualifié l’aristotélisme (notamment
en physique) nous informent que le sens commun n’a pas toujours raison, et qu’il
faut parfois passer par des cheminements cachés.
Première partie
Génie logiciel et objets
2
Eiffel : une approche globale
pour programmer et r éutiliser
des composants logiciels
CE CHAPITRE PŔESENTE QUELQUES TRAITS SAILLANTSdes systèmes EIFFEL,ce qui comprend le langage, sa méthode de programmation implicite, ses
bibliothèques de composants et des ateliers deGLAO pour développer et
réutiliser des composants logiciels de qualité. Après une discussion rapide de la si-
tuation d’EIFFEL face à ses concurrents, nous donnerons un aperçu de mécanismes
EIFFEL parmi les plus caractéristiques, en insistant plus particulièrement sur l’héri-
tage, la généricité paramétrique, le typage et les assertions. Nous soulignerons aussi
les aptitudes des environnements EIFFEL pour réconcilier es bénéfices des approches
statiques et dynamiques.
2.1 Introduction
EIFFEL existe depuis une dizaine d’années. De nombreuses discussions ont eu
lieu à son sujet sur les forums d’Internet ; il a été utilisé pour écrire des milliers de
composants et des applications de centaines de milliers de lignes de code. Cela per-
met aujourd’hui d’apprécier de manière réaliste son aptitude à atteindre ses objectifs
et de mesurer la qualité de ses implémentations. Nous aurions aimé développer des
perspectives d’évolution de ce langage dans les domaines de la persistance[Lahire,
1992], de la gestion de l’évolution[Brissi et Rousseau, 1995], des assertions et des
requêtes[Collet, 1997], voire de la métaprogrammation: mais cela supposerait que
le lecteur connaisse déjà bien EIFFEL. Il faut donc nous résoudre à présenter ici des
aspects plus classiques, car bien qu’il ait marqué incontestablement les domaines de
la programmation par objets et du génie logiciel, il reste assez mal connu et beau-
coup d’idées fausses circulent encore à son sujet.
Cependant, vu le nombre de mécanismes en jeu, il n’est pas possible de les
présenter tous en un seul chapitre, ni même d’en expliquerlques uns en pro-
fondeur. Notre présentation se limitera donc à quelques apports marquants au génie
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logiciel, et en privilégiant naturellement ceux dont la problématique a été introduite
dans lechapitre 1. Le lecteur pourra consulter avec profit le dernier ouvrage du con-
cepteur d’EIFFEL [Meyer, 1997] qui présente de manière approfondie son point de
vue sur la plupart des aspects discutés ici. Par ailleurs, une comparaison avec C++
(chapitre 3) et une extension pour le parallélisme (chapitre 7) sont donnés dans cet
ouvrage-ci.
La section 2.2 précise les objectifs du langage et les compare à ceux de ses
concurrents. La section 2.3 donne une vue d’ensemble sur la structure des classes,
le langage de configuration LACE et les aspects syntaxiques. La section 2.4 explique
l’instanciation dynamique et les deux mécanismes d’accès aux composants d’objets,
par référence ou par expansion. Nous présentons les deuxprincipales relations entre
les classes EIFFEL, la clientèle (§ 2.5) et l’héritage (§ 2.6), puis la généricité pa-
ramétrique (§ 2.7). Les contrôles de type et les assertions jouent un rôle primordial
pour contrôler la fiabilité des programmes : ils seront exposés dans la section 2.8.
Enfin, nous avons préféré présenter le rapprochement des aptitudes statiques et dy-
namiques des environnements EIFFEL (§ 2.9), plutôt que les mécanismes d’excep-
tions et d’interfaçage, plus classiques.
2.2 Eiffel : un langage pour le ǵenie logiciel
Le domaine des langages de programmation est souvent un lieude débats pas-
sionnés qui oublient toute objectivité scientifique. Si les qualités d’un langage ont
une influence, certes importante, sur celles des programmeset des coûts de mise
en œuvre, elles ne sont pas suffisantes pour mesurer tout l’intérêt qu’il présente.
Des outils peuvent compenser des insuffisances apparentes,si on leur donne l’in-
formation nécessaire ; les bibliothèques et la méthode de programmation associée
jouent un rôle majeur pour la productivité et les qualités finales des logiciels. Un
langage doit donc offrir unesolution globalèa un cahier des charges de program-
mation. Et il est plus utile de mesurer la pertinence de celui-ci et la cohérence des
solutions proposées, que de polémiquer sur des détails ou des traits de style dont
un utilisateur ne peut mesurer toutes les implications avecles autres constructions,
qu’après plusieurs années de pratique. Ainsi, si C++, ADA, EIFFEL et JAVA , tous
dédiés aux composants logiciels, aboutissent à des solutions de qualité différente,
cela vient avant tout des différences d’objectifs et de l’´etat de l’art à l’époque de
leur conception.
L’objectif général d’EIFFEL est de permettre la construction de grandes biblio-
thèques de milliers de composants et leur réutilisation pour rogrammer rapidement
toutes sortes d’applications, avec un haut niveau de qualité : correction, robustesse,
efficacité, réutilisabilité, extensibilité, transportabilité, composabilité, documenta-
tion à jour, facilité d’utilisation... C’est un objectifambitieux qui nécessite une
approche réaliste et pragmatique pour trouver les meilleurs compromis permettant
d’atteindre au mieux toutes ces qualités, tout en ayant la ferme volonté d’offrir une
solution simple, élégante et cohérente. Si l’idée de production massive de compo-
sants logiciels est ancienne[McIlroy, 1968], sa mise en œuvre n’est toujours pas
effective aujourd’hui. Bien que des progrès significatifsaient été réalisés depuis
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une vingtaine d’années, certains doutent même de sa faisabilité, échaudés par des
expériences malheureuses avec des langages ou des environneme ts inadaptés.
Le problème est difficile. Il nécessite non seulement un langage et un environ-
nement de développement adaptés pour manipuler le logiciel, ce matériau subtil
chargé d’une sémantique évolutive, mais aussi des techniques et des plates-formes
pour résoudre les problèmes contingents de propriété industrielle, d’interopérabilité
dans un cadre hétérogène et distribué, de persistance,de parallélisme et d’évolution.
D’autre part, l’usage de composants n’est pas la seule solution au problème de la
réutilisation.
Les autres alternatives sont l’écriture de progiciels génériques ou de canevas
d’application (frameworks) [Revault, 1996] pour des domaines spécialisés : la per-
sistance, le dialogue homme/machine, la gestion distribu´ee d’objets multimédias...
En remarquant que le pourcentage des instructions binairesd’une application qui
sont consacrées à ces sous-systèmes dépasse souvent les 80%, on constate déjà un
excellent taux de réutilisation. Mais ce taux ne fait que d´eplacer provisoirement la
frontière du volume à programmer. Dès que les programmeurs sont libérés de la
programmation fastidieuse de ces sous-systèmes, ils peuvent se concentrer sur les
20% restant, qui grossissent alors rapidement pour reposerle mêmes problèmes
qu’auparavant de productivité, de fiabilité... Aussi, laréutilisation par composants,
comparée auxframeworkset aux techniques de composition hétérogène de logiciels
[Nierstrasz et Tsichritzis, 1995], offre une solution plus générale, mais moins pro-
ductive. Ces différentes techniques ne sont donc pas rivales, seulement complémen-
taires.
Pour les composants, les solutions données par les langages sont variées. Cer-
tains langages de l’ancienne génération (FORTRAN, C, MODULA-2, ADA...) font
reposer la réutilisabilité sur la déterminationa priori des variantes des composants
qui pourraient être réutilisées. Les techniques de basereposent sur la modularité
et sur le paramétrage, avec des formes parfois évoluées comme la généricité pa-
ramétrique (cf.chapitre 1). Ces techniques sont encore d’actualité, car elles restent
utilisables chaque fois que la prévision est sûre, soit que le domaine visé est bien
formalisé, soit que l’évolution est lente : calcul scientfique, logiciels pilotant du
matériel lourd, etc.
Au contraire, les langages à objets offrent plus de souplesse n permettant des
réutilisationsa posteriori, soit imprévues grâce au polymorphisme, soit par adap-
tation manuelle grâce à l’héritage et aux techniques de métaprogrammation. Mais
cette souplesse est très souvent contrebalancée par un maintien perpétuel de l’ouver-
turechangements (des paramétrages ou des choix d’implémentation non arrêtés), ce
qui se traduit par l’impossibilité d’effectuer lesfermetures, c’est-à-dire de figer, au
moins pour un certain temps, les valeurs effectives nécessair aux contrôles sta-
tiques et aux optimisations.
D’autres problèmes se posent, dès que la taille des bibliothèques augmente. Il
faut des outils deGLAO 1 pour trouver les composants et réaliser rapidement les
adaptations, en évitant lecopíe-colĺe, (( péché mortel)) dans un monde en perpétuelle
1. Génie Logiciel Assisté par Ordinateur(CASE, “Computer Aided Software Engineering”).
38 Langages et mod̀elesà objets
évolution2. Au contraire, il faut pour chaque composant réconcilier dux points
de vue, celui des clients et des héritiers3 : c’est le principed’ouverture-fermeture
[Meyer, 1997]. Le point de vue des clients doit être fermé, c’est-à-dire stable, abs-
trait, nécessaire et suffisant, alors que celui de héritiers doit être plus ouvert aux
adaptations, donc moins limité, mais plus(( complice)). Dans les deux casil faut un
cadre śemantique fort, qui soit capable de contrôler que la réutilisation d’un com-
posant respecte bien les contraintes du point de vue choisi,mais avec la souplesse
requise par l’évolution.
Pourtant, la plupart des langages à objets n’accordent qu’une importance
médiocre aux contrôles de fiabilité, qui reposent encoresu les tests et le débogage,
parfois aidés par le typage statique, comme en C++, JAVA , EIFFEL, OBJECTIVE-
CAML [Rémy et Vouillon, 1997], mais, sauf pour EIFFEL, jamais sur les assertions.
Les contrôles de fiabilité sont pourtant indispensables `a toute forme de program-
mation,ex nihilo ou par réutilisation, adaptation ou extension. Ainsi, à défaut de
moyens de contrôles efficaces et souples, l’héritage serasous-utilisé, en limitant sa
largeur comme dans le cas de l’héritage simple (SMALLTALK , JAVA , ADA95...),
l’usage de l’héritage multiple (CLOS, C++ [Booch et Vilot, 1996]) ou les possibi-
lités d’adaptations (contravariance des arguments (cf.chapitre 1) comme dans SA-
THER [Omohundro et Stoutamire, 1995], absence de renommage...). De même,
la plupart des langages à objets ne disposent pas de la gén´ericité paramétrique
(SMALLTALK , JAVA ), se contentent d’une forme réduite (C++) ou offrent un méca-
nisme mal intégré à l’héritage (ADA95 [Rousseau, 1994]).
Au contraire, EIFFEL est un langage de classes bien équipé en moyens de contrô-
les de fiabilité, par typage fort et assertions pour la correction, et par un mécanisme
d’exceptions pour la robustesse. Cela permet au programmeur de contrôler la séman-
tique des adaptations de composants, soita priori par généricité éventuellement con-
trainte, soita posteriorien plaçant le composant dans un graphe d’héritage multiple
et profond, en osant même les redéfinitions covariantes (cf. chapitre 1) peu prisées
dans les théories des types[Abadi et Cardelli, 1996 ; Castagna, 1997]. De plus, les
contraintes spécifiques de la réutilisation par un clientou un héritier reposent sur des
contratsbien établis, contrôlés par les assertions. Enfin, l’objectif d’efficacité n’est
pas oublié et des optimiseurs éliminent les ouvertures inutilisées dans les program-
mes d’applications, ce qui permet de générer un code portable en C ANSI d’une
efficacité voisine, voire meilleure[Colletet al., 1997] que celle qu’on obtiendrait en
programmant directement l’application en C.
Les aptitudes statiques d’EIFFEL (typage fort, optimisations) ne l’empêchent
pas pour autant de disposer d’environnements interactifs comme EIFFELBENCH
[Meyer, 1995a], qui reposent sur une compilation incrémentale proche de l’int rpré-
tation, avec un confort d’utilisation comparable à celui de SMALLTALK , pourtant
interprété et non typé. Comme ce langage, EIFF L dispose d’un ramasse miettes et
2. Rappelons le danger, s’il en est besoin : si des programmeurs (pl s généralement des auteurs quel-
conques) construisent des textesB1, B2 ... Bn à partir d’un copié-collé d’un texteA, avec ou sans
modifications, toute évolution du texte originalA ne se répercutera pas automatiquement dans les em-
pruntsB1 ... Bn. Cela peut être souhaitable ou non, en tout cas délicat à contrôler s’il n’y a pas de lien
explicite entre les emprunts et la version originale.
3. Par abus de langage, les motsclient ou héritier d’un composantC désignent le programmeur d’un
composant qui réutiliseC par un lien de clientèle ou d’héritage.
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implémente à sa façon un modèle(( tout objet)). Cela lui permet de décrire avec des
classes, non seulement les concepts d’une application, mais aussi des métaconcepts
utilisés par des outils de génie logiciel, par réification4. L’existence de la classe
ANY, super-classe de toutes les autres, facilite l’accès à des services d’introspec-
tion ou à des extensions au langage, par exemple pour la gestion de l’évolution,
de la persistance ou des manipulations de types, comme dans les systèmes IREC
[Brissi et Rousseau, 1995], FLOO [Lahire, 1992 ; Chignoliet al., 1995 ; Chignoli
et al., 1996] ou OQUAL [Collet et Rousseau, 1996a ; Collet et Rousseau, 1996b ;
Collet, 1997]. Cependant, ces aptitudes à la réification d’EIFFEL donnent beaucoup
moins de possibilités que les langages ou les systèmes ouverts réflexifs (cf.chapi-
tre 6) comme SMALLTALK , CLOS ou CODA [McAffer, 1995]. Cela s’explique par
la difficulté à laisser n’importe quel programmeur — mêmeun métaprogrammeur
expérimenté — libre de redéfinir les mécanismes les plusvitaux du langage, patiem-
ment élaborés par des compromis subtils au cours de six années de conception par
Bertrand Meyer.
Les trois versions d’EIFFEL ont été conçues de 1985 à 1991. La version 2[Bous-
sardet al., 1990] fut distribuée à partir de 1988 et la version 3 actuelle[Meyer,
1992a] a apporté des améliorations sensibles, notamment pour l’héritage ; de nou-
velles extensions mineures sont proposées dans[Meyer, 1997]. Le langage est du
domaine public, mais son évolution est contrôlée par le consortiumNICE 5. Le ca-
hier des charges d’EIFFEL et sa méthode ont été donnés en partie dans les livres
de son concepteur[Meyer, 1992a ; Meyer, 1994b ; Meyer, 1995b ; Meyer, 1997].
D’autres présentations ou de systèmes liés à EIFF L peuvent être trouvées dans
[Switzer, 1993 ; Thomas et Weedon, 1995 ; Wiener, 1995 ; Rist etTerwilliger, 1995 ;
Waldén et Nerson, 1995 ; Gore, 1996 ; Jézéquel, 1996 ; Wiener, 1996 ; Gautieret al.,
1996].
2.3 Organisation ǵenérale d’un programme Eiffel
2.3.1 Structure d’une classe
Une classe (Fig. 2.1)6 est organisée en sections, toutes facultatives, sauf celle
d’identification, dans l’ordre suivant : indexation, identification, héritage, création,
déclarations deprimitives (attributs (variable d’instance), constantes ou routines)
et invariant de classe. La section d’indexation (indexing) contient des informations
ignorées des compilateurs, mais utilisées par des outilsd’exploration (browsing)),
d’indexation, de gestion de projet... Celle d’identification (class) donne le nom de
la classe, ses paramètres éventuels de généricité et son statut particulier :abstraite
4. Du latinres, (( la chose)) et facere, (( faire )). En approche objet, réifier, c’est décrire explicitement
par un objet (donc présent s’il le faut en mémoire) un concept d’habitude implicite, dispersé ou inaces-
sible durant l’exécution : un type, une classe, une routine, l’extension d’un type, une instruction... Au
sens large, toute représentation par objets est une réification [Ferber, 1990].
5. Nonprofit International Consortium forEIFFEL .
6. Les premiers exemples d’EIFFEL que nous donnons illustrent de manière groupée plusieurs
mécanismes expliqués dans ce chapitre. Il ne faudra pas chercher à les comprendre en entier dès leur
apparition, car des explications seront données plus loindans le texte.
40 Langages et mod̀elesà objets
indexing
description: "Dates de l’ère chrétienne,%
% julienne (<= 04/10/1582) ou grégorienne (>= 15/10/1582)"
key words: date, calendar, christian, julian, gregorian...











ORIGIN str : STRING is "01/01/0001" -- origine de l’ère chrétienne.
feature -- Initialiseurs
make0 is -- Création initialisée à l’origin de l’ère chrétienne...
make (d, m, y : INTEGER) is -- Création d’une date au jour d, mois m, année y
feature -- Changement des attributs
update from string (s: STRING) is -- mise à jour avec la représentation s.
feature -- Accesseurs secondaires
abscissa : INTEGER is -- Nombre de jours depuis origin ...
feature -- Opérations algébriques
infix "-" (other: like Current) : INTEGER is -- Nb de jours dans Current - other
feature {NONE} -- Accès à des fonctions externes C
time (t: INTEGER) : INTEGER is -- Accès à time(3) de la bibliothèque C Standard
invariant
date is valid : is valid(Current)
date is christian : Current >= date("01/01/0001")
date is credible : Current <= date("31/12/2200")
end -- classe DATE
FIG. 2.1:Structure d’une classeEIFFEL : extrait de la classeDATE.
(deferred, § 2.6.3) ouexpanśee (expanded, § 2.4). Par défaut, une classe normale
n’est ni abstraite, ni expansée. La section consacrée à l’héritage (inherit ) cite les
super-classes avec des clauses éventuelles d’adaptations. La liste desinitialiseurs
(creation) donne le nom des procédures à utiliser pour initialiser les instanciations.
Les sections de déclarations des primitives (f ature) sont regroupées par catégories
fonctionnelles (à la manière des protocoles de SMALLTALK ) et précisent leur ex-
portation (§ 2.5). L’invariant de la classe(invariant ) est l’une des trois catégories
d’assertions externes (§ 2.8.3).
Comme nous l’avons vu dans lechapitre 1, le concept de classe peut s’appréhen-
der de deux points de vue, intensionnel ou extensionnel. Pour le génie logiciel, ces
points de vues correspondent respectivement aux aspectsmodulairesetsémantiques.
Du point de vue modulaire, les classes jouent le rôle d’unités de structuration
(seule unité pour décrire un composant), de programmation (s us la responsabilité
d’un seul programmeur) et de stockage (une et une seule classe p r fichier). Les
primitives d’une classe se composent de constantes (simples ou structurées), d’attri-
buts et de routines (méthodes), procédures ou fonctions.U e routine peut déclarer
des variables locales de n’importe quel type, mais ne peut contenir d’autres routines
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ou d’autres classes. Le langage ne dispose pas de la notion debloc, pour inciter
le programmeur à localiser tous les traitements dans des routines réutilisables. La
taille des corps de routines est donc le plus souvent réduit(en moyenne, cinq ou
six lignes), mais le surcoût à l’exécution de cette atomisation est le plus souvent
éliminé par les optimiseurs (§ 2.9).
Du point de vue śemantique, les classes implémentent destypes abstraits. Cha-
que classe décrit un type (par exemple la classeDATE), ou plusieurs si elle est
générique (par exempleLIST[DATE], LIST[WINDOW]...). Inversement, tous les types,
même ceux qui sont de base (INTEGER, BOLLEAN, STRING, ARRAY...) sont décrits en
EIFFEL dans des classes de bibliothèque, donc adaptables par hérit ge. Les implé-
mentations traitent cependant les types de base de manièreparticulière pour l’op-
timisation, tant qu’ils ne sont pas redéfinis. Les procédur s jouent le rôle demodi-
fieursou d’initialiseurs de l’état des instances et les fonctions celui d’accesseurs,
pour consulter leur état, sans effet de bord apparent.
2.3.2 Classe par oppositioǹa syst̀eme
La modélisation des procédés de développement logiciel (software processes)
qui sous-tendent les différentes activités d’un projet logiciel (conception, spécifica-
tion, implémentation, réutilisation...) nécessite d’autres concepts que les construc-
tions syntaxiques d’un programme, en particulier dans un cadre réparti ou persistant.
L’approche EIFFEL fait le minimum, mais distingue quelques entités comme lesno-
tions d’univers, declasse, desyst̀eme, derépertoire de classe, etc., grâce à l’emploi
de deux langages bien distincts, EIFFEL et LACE, ayant chacun sa propre syntaxe,
quoique de style identique. EIFFEL est utilisé pour décrire les classes, indépendam-
ment de tout usage, alors que LACE sert à préciser l’usage des classes pour cons-
truire un programme exécutable, appelésyst̀emedans la terminologie EIFFEL. Cette
séparation est fondamentale pour ne pas polluer le texte des classes d’informations
liées aux conditions d’exécutions, donc instables et nonréutilisables, puisque clas-
ses et systèmes ont des cycles de vie très différents. Cela évite l’erreur des langages
qui placent, dans le texte même des classes, des indications destinées au compilateur
pour l’aider pour les optimisations :pragma (ADA), register (C), virtual (C++),
native (JAVA )...
Un texte en LACE (appeléAce, Assemblage de Composants EIFFEL) décrit donc
un(( métasystème)) qui contrôle la construction et l’évolution d’un systèm. UnAce
indique la classeracine— dont une routine d’initialisation joue le rôle de routine
principale — l’univers du système, l’armement des assertions, les options d’opti-
misation et de traduction dans des paquetages portables en CANSI ou enbyte-
codeJAVA , équipés d’unMakefile. L’ universd’un système précise l’organisation
hiérarchique desrépertoires de classes (clusters)qui participent à sa construction,
avec d’éventuels renommages en cas de conflits. Les fichiersAc jouent aussi le rôle
de fichiers de configuration et dispensent de l’usage deMakefilesqui, de toute façon,
seraient inaptes à décrire les dépendances circulairesqui peuvent exister entre les
classes EIFFEL.
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feature -- Accesseurs secondaires
origin : DATE is
-- Origine de l’ère chrétienne définie dans Origin str.
once Result := date("01/01/0001")
ensure
christian(Result.year) ; Result.out.is equal(Origin str)
end
year day : INTEGER is
-- Numéro du jour dans l’année, en commençant à 1 pour le 1er janvier.
local m : INTEGER
do
if (year = 1582) and (month = 10) then
if day <= 4 then
Result := day
else checkday >= 15 end





from m := 1 until m = month loop
Result := Result + days in month(m, year) ; m := m+1
end
ensure
greater than min: Result >= 1
less than year max: not is leap year(year) implies Result <= 365
less than leap year max: is leap year(year) implies Result <= 366
end -- year day
feature -- Opérations algébriques
infix "-" (other: like Current) : INTEGER is
-- Nombre de jours dans Current - other
do Result := abscissa - other.abscissa
ensure Result = abscissa - other.abscissa
end -- infix ”-”
infix "-y", difference in years (other: like Current) : REAL is
-- Nombre d’années grégoriennes dans Current - other
do Result := (Current - other) / 365.2425
ensure Result = (Current - other) / 365.2425
end -- infix ”-y”, difference in years
FIG. 2.2:Exemples de routines de la classeDATE.
2.3.3 Aspects syntaxiques
La syntaxe EIFFEL ressemble à celle du langage AD , avec une soixantaine de
mots réservés. Elle autorise les références en avant etles ‘;’ sont facultatifs en fin
de ligne. Les commentaires débutent par des “--” jusqu’à la fin de ligne ; certains
commentaires ont une position citée dans la syntaxe et jouent un rôle précis qui
est exploité par des outils de documentation automatique :catégorie fonctionnelle
d’une sectionfeature, résumé de spécification d’une primitive en langage naturel.
Des marqueurs de commentaires peuvent préciser leur intention, ou les supprimer
de la vue des clients s’ils commencent par “--|”.
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La structure d’une routine se compose (cf.year day, Fig. 2.2 oucreer, Fig. 2.3,
p. 46) d’un nom, d’une signature, d’une spécification résumée en commentaires,
d’une précondition (require), d’une section de déclarations de variables locales (lo-
cal), d’un corps de routine, d’une postcondition (ensure) et enfin d’une clause de
rescousse (rescue) pour traiter les exceptions. La signature indique les paramètres de
la routine et, s’il s’agit d’une fonction, le type de l’objetretourné. Le corps de rou-
tine peut être concret avec des instructions d’implémentation (do ouonce), retardées
(deferred) ou défini dans un autre langage (external), typiquement en C. Les routines
oncene sont exécutées qu’une seule fois, grâce à un(( drapeau secret)) produit par
le compilateur. Les routines retardées sont définies plustard, dans des sous-classes.
De toutes les sections d’une routine, seuls le nom, la signature et le corps sont obli-
gatoires. Le langage ne dispose que d’un jeu minimal d’instructions pour décrire les
comportements : instanciation (!!), appel de routine, affectation directe (:=) ou une
tentative d’affectation (?=), choix logique (if ... then ... elseif ...then ... else... end),
choix discret (inspect ... when ... then ... when ... then ... else... end), itération (from
... invariant ... variant ... until ... loop ... end). Le transfert de contrôle se fait toujours
à la fin de chaque construction et EIFFEL ne dispose d’aucune construction comme
return, break, continue, exit...
Pour atteindre les composantes d’un objet, EIFFEL utilise une seulenotation
qualifiée(accès navigationnel) avec l’opérateur de traversée‘.’. Comme en pro-
grammation fonctionnelle ou par l’utilisation de tubes dans le système UNIX , une
expression peut se composer avec d’autres expressions, sans limitation, cartoute ex-
pressionEIFFEL renvoie un objet. Celui-ci peut servir pour une affectation, comme
argument d’une routine ou d’un opérateur ; mais on peut lui appliquer aussi n’im-
porte quelle primitive exportée, de consultation ou de modification. Ce processus de
composition peut se poursuivre, tant que les primitives traversées sont des consulta-
tions (variable, constante ou appel de fonction). Ainsi, avec les notations :
(x - 1).out.count
dupont.enfants(3).marier(jean)
la première expression calcule le nombre de caractères n´cessaires à la représentation
sous forme d’une chaı̂ne de caractères, du nombre qui repr´es nte la valeurx − 1 ;
la seconde notation est une instruction qui marie l’objetjean au troisième enfant de
l’objet dupont (normalement une fille, ce qui sera contrôlé par les assertions).
En EIFFEL, les variables7 qui peuvent désigner un objet sont les attributs (va-
riable d’instance), les paramètres et les variables locales de routines. Implicitement,
toute qualification d’une expression commence par le contexte courant. Celui-ci est
composé des variables de la routine et de celles de sa classe, mai sans le mécanisme
habituel de masquage des autres langages à structure de bloc. Ainsi,x etdupont sont
des variables directement visibles dans le contexte des expressions précédentes. Les
mots réservésCurrent et Result (cf. year day, Fig. 2.2, p. 42) désignent des va-
riables prédéfinies qui font référence respectivementà l’instance elle-même et à
l’objet retourné à la sortie d’une fonction.
La définition d’une constante d’un type de base (INTEGER, CHARACTER, REAL,
DOUBLE, BOOLEAN, STRING, ARRAY) peut utiliser uneconstante litt́erale, comme
pour la chaı̂neORIGIN str (cf. Fig. 2.1, p. 40). Les tableaux littéraux sont indiqués
7. Appeléesentitésen EIFFEL; pour faciliter la lecture, nous garderons la terminologieusuelle.
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par une liste d’expressions entre guillemets ((( expr1, expr2... exprn ))). Ils ser-
vent aussi à la transmission de listes de paramètres effectifs pour les routines qui
admettent un nombre variable d’arguments. Une routine peutainsi avoir une ou plu-
sieurs listes d’arguments dont le type peut être quelconque commeARRAY[ANY] ou
beaucoup plus restreint commeARRAY[OPTION] ouARRAY[INTEGER]. Ainsi l’exemple
suivant :
-- définition d’une fonction avec deux listes à nombre variable d’arguments :
list dir (options : ARRAY [ OPTION ] ; files : ARRAY [ STRING ]) is...
-- utilisation de cette fonction :
list dir ((( long, recursive, block )), (( "fichier1", "fichier2" )) )
montre l’utilisation d’une commande de listage de fichiers avec une liste d’options
et une liste de noms de fichiers. Ce mécanisme que nous avons suggéré à Bertrand
Meyer, combine la souplesse des langages dynamiques pour lenombre des argu-
ments avec un contrôle statique des types des arguments de chaque liste.
Pour définir une constante d’une classe quelconque, ou lorsque la définition doit
être retardée jusqu’à la phase d’initialisation du programme, on utilise le mécanisme
d’évaluation unique des routinesonce(cf. Origin, Fig. 2.2, p. 42). EIFFEL compense
en partie l’absence devariables de classepar le mécanisme des fonctionsoncepour
construire des objets instanciés une seule fois, donc uniques et partagés entre toutes
les instances de la classe. Cela ne permet pas de changer d’objet partagé, mais on
peut le modifier. Dans le cas d’un système persistant, la sémantique de(( une seule
fois )) manque cependant de précision.
EIFFEL autorise la redéfinition de la plupart des opérateurs prédéfinis, préfixes
(-, not...) ou infixes (<=, *, and...), mais pas celle des opérateurs d’égalité (=, 6=) et
d’affectation (:=,?=) dont la sémantique générale est stable. L’absence de surcharge
des opérateurs8 est compensée par la possibilité d’en définir un nombre illimité,
préfixes ou infixes, avec un symbole formé de n’importe quelle suite de caractères
qui commence par+, -, *, /, <, >, =, \, ^, |, @, # ou & [Meyer, 1997]. Ainsi, dans la
classeDATE (cf. Fig. 2.2, p. 42), l’opérateur ‘-’ exprime une différence en jours et
l’opérateur ‘-y’ une différence en années.
2.4 Instanciation, référence et expansion d’objets
2.4.1 Retour sur le(( halte au tout objet ))
Comme annoncé dans lechapitre 1, les objets peuvent servir, soit à modéliser
des comportements dont l’effet est perçu par des changements d’´ tats, soit des con-
naissances plus stables et moins individualisées, les valurs. Pour percevoir le chan-
gement d’état d’un objet, il faut distinguer sonidentit́e de savaleur. Ainsi, on peut
dire d’un objet qui représente une horloge qu’il affichait(( midi moins cinq)) avant
d’afficher (( midi )), mais on ne peut parler d’évolution de la valeur(( midi )). Et
8. Ne pas confondre la surcharge des opérateurs avec leur redéfinition. En EIFFEL, toute classe peut
définir ou redéfinir des opérateurs comme+, mais une seule fois. Ainsi, le type d’un objet et le nom d’une
méthode ou d’un opérateur suffisent à déterminer le codeà utiliser. S’il y avait surcharge comme en C++
ou ADA95, ou multisélection comme en CLOS, il faudrait en plus considérer la liste des paramètres pour
effectuer cette détermination.
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dès qu’on dispose d’un moyen pour distinguer(( c’est le même objet)) de(( c’est la
même valeur)), on débouche aussitôt sur la possibilité de partage et decopi des ob-
jets :(( deux employés ont le même chef)). Ainsi, si l’on examine les attributs d’un
objet, certains seront propres à l’objet (l’âge, le nom d’une personne), sans véritable
identité, proches des valeurs ; d’autres attributs au contraire seront des références
à des objets externes (des enfants, un chef de service), rep´ rables et partageables
par d’autres objets. Enfin pour compliquer le tout, il se peuttrès bien qu’un attribut
privé évolue (par exemple pour corriger un nom), ce qui permet de le considérer, à
la fois comme une valeur et comme un objet évolutif, mais avec des points de vue
différents.
Cette problématique est bien connue du monde des bases de donn´ es (chapi-
tre 5), mais elle a été singulièrement négligée par tous lesconcepteurs de langages
généralistes qui se sont d’abord focalisés sur des problèmes de représentation en
mémoire, avant de s’intéresser à la sémantique des lienentre objets. Cela ex-
plique l’absence de constructions et de mécanismes pour exprimer et contrôler les
diverses sémantiques des liens de composition[Oussalah, 1997] ou d’association
[Cattellet al., 1997] et l’absence de tuples de valeurs... comme le proposent en par-
tie les langages de description des bases de données (chapitre 5) ou d’analyse et de
conception (chapitre 4). EIFFEL n’échappe pas à cette règle : il ne fournit que deux
mécanismes de représentation des attributs, lesréf́ renceset lesobjets expanśees,
dont la sémantique colle à la représentation en machine.
2.4.2 Ŕeférences et objets expansés
Par défaut, une variable contient uneréf́erenceà une instance de classe. Une
référence diffère d’un pointeur, car elle peut être implémentée de diverses façons
sans que cela intéresse le plus souvent le programmeur : parune adresse d’instance
en mémoire volatile (comme suggéré dans lechapitre 1), une entrée dans une table
d’indexation de base de données, uneURL sur le réseau... Il n’y a pas de pointeurs
en EIFFEL 9, sauf pour les interfaçages avec C ANSI. D’un point de vue sémantique,
les références permettent d’implémenter des partages d’instances.
Une variable peut contenir aussi directement la valeur d’une instance, si la va-
riable est déclarée avec le motexpanded. Sur l’exemple de la figure 2.3, la va-
riable expanséedate naissance est stockée directement dans la représentation des
instances dePERSONNE pour la rendre spécifique et solidaire des déplacements de
ces instances. EIFFEL permet aussi de rendre automatiquement expansée toutes les
instances d’une(( classe expansée)) dont la signature indiquexpanded. Ainsi, les
types de base commeINTEGER, BOOLEAN, DOUBLE... sont décrits dans des classes ex-
pansées, car leurs valeurs n’ont presque jamais de signification propre. Les objets
expansés sont de plusanonymes, c’est-à-dire sans référence pour les partager entre
plusieurs instances. Mais ce sont de vrais objets, mutables(chapitre 1), instances
de leur classe. Ils ont donc nécessairement une identité,qui peut être obtenue en
associant celle de l’objet qui les contient au nom de la variable expansée, mais sans
utiliser de référence.
9. C’est-à-dire pas de possibilité d’adresser une primitive.
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class PERSONNE inherit
ETAT CIVIL -- accès à des primitives globales comme masculin, feminin, today...
creation creer
feature -- attributs
nom : expanded NAME
prenom : expanded NAME
sexe : INTEGER -- masculin ou feminin
date naissance : expanded DATE
feature -- créations
creer (n, p : STRING ; s: INTEGER ; d : STRING) is
-- Créer une personne de nom n, prénom p, sexe s et date de naissance d.
require
nom valide : n /= void and then n.count >=2 and n.count <= 25
prenom valide : p /= void and then p.count >=2 and p.count <= 20
sexe valide : s = masculin or s = feminin
date naissance valide : d /= void and then today.is date valid(d)
pas trop jeune : (today -y date(d)) >=0 -- nouveau né
pas trop vieux : (today -y date(d)) <= 122 -- Jeanne Calment
do
nom := n ; prenom := p ; sexe := s
date naissance.update from string(d)
ensure
nom = n ; prenom = p ; sexe = s
date naissance.is equal(date(d))
celibataire : mariages = Void
end -- creer
feature -- accesseurs secondaires
etat matrimonial : INTEGER is
do
if mariages = void then Result := celibataire
elseif mariages.max.date fin = void then Result := marie
else Result := divorce
end
ensure
Result = celibataire or Result = marie or Result = divorce
definition: (Result = celibataire) = (mariages = void)
end -- etat matrimonial
feature {NONE}
mariages : ORDERED SET [ MARIAGE ]
-- Ensemble des mariages, par ordre chronologique, Void si célibataire
feature {MARIAGE} -- Seule la classe MARIAGE a accès aux primitives de cette section
noter nouveau mariage (m: MARIAGE) is ...
...
FIG. 2.3:Extrait de la classePERSONNE (vue concr̀ete).
2.4.3 Instanciation
L’utilisation d’une variable exige la présence d’un objetobtenu par une instan-
ciation ou une affectation préalable, sinon cela déclench une exception. En EIF-
FEL, l’ instanciationest uniquement dynamique, soit explicite pour les variables de
référence, soit implicite pour les variables expansées, n même temps que l’instance
qui les contient. La notation!T!v crée une instance du typeT et l’affecte à la variable
de référencev ; par défaut!!v crée une instance du type indiqué dans la déclaration
dev.
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L’instanciation initialise les champs de l’objet à la valeur neutre de leur type,
mais peut être combinée à une initialisation explicite,en choisissant l’une des rou-
tines de la sectioncreation. Ainsi, pour créer une date (cf. Fig. 2.1, p. 40), on peut
écrire!!d.make0 ou!!d.make(14, 7, 1996). La notation!!d est syntaxiquement
correcte, mais violerait ici l’invariant de l’instance cr´eée, en donnant par défaut la
valeur0 (neutre pour le typeINTEGER) aux champsday, month, year, soit la date
"0/0/0000" qui est invalide.
L’instanciation automatique des variables expansées nécessite que le compila-
teur puisse choisir seul, et sans ambiguı̈té, le mécanisme d’initialisation à effectuer.
C’est le cas si la classe est initialisée par défaut ou s’iln’y a qu’une routine d’initia-
lisation sans argument, comme dans l’exemple de la classeDATE (cf. Fig. 2.1, p. 40),
grâce à son unique initialiseurdate0.
2.4.4 Propriétés essentielles et contigentes d’un objet
Tout objet EIFFEL a deux sortes de propriétés, untype, et unstatutqui sont
repérés par des champs distincts dans son en-tête. Leypeconcerne des propriétés
essentielles, d’ordre sémantique10. Lestatutcaractérise des propriétéscontingentes,
instables, comme le fait d’être expansé, persistant, mobile sur le réseau, marqué par
un ramasse miettes, verrouillé par une transaction...
Ainsi, l’instruction d’affectation (:=) est contrôlée statiquement par des critères
de compatibilité sémantiques et contingente, en consid´erant la faisabilité technique
comme la taille des objets, la disponibilité... Dans le casde variables référencées,
il s’agit de l’attachement d’un objet̀a la variable ; le polymorphisme ne pose ici
aucune difficulté de taille des variables réceptrices, puisque toutes les références
ont la même taille. Pour les variables expansées, il s’agit d’une recopie de valeur,
champ par champ, qui n’est techniquement possible que si la taille des variables est
compatible : le polymorphisme est interdit dans ce cas11. Dans le cas de l’affectation
d’un objet expansé à une variable référencée, il y aclonage(création d’une instance
avec recopie de la valeur) et attachement de l’instance créé. Dans le cas inverse, il y
a recopie de la valeur de l’objet référencé dans la variable expansée.
2.4.5 Discussion sur le ḿecanisme d’expansion
Le mécanisme d’expansion est donc de bas niveau et a été conçu au départ pour
introduire des champs de taille quelconque dans les objets,par exemple pour les
nombres réels en double précision. Il ne faut pas l’utiliser ur des critères d’effica-
cité qui sont très hypothétiques. En effet, sauf pour lestypes de base, l’usage des
variables expansées ne fait gagner souvent, ni temps d’accès, ni place en mémoire.À
notre avis, la vraie justification de l’expansion devrait être beaucoup plus sémantique,
sur des critères de partage ou non de valeurs. Cela laisserait l’implémentation libre
10. Dans les implémentations actuelles, la référence autype d’une instance est un simple pointeur à
la réification de sa classe, comme indiqué dans le modèle simplifié présenté auchapitre 1. Dans le cas
d’EIFFEL, c’est une erreur, car cela ne permet pas de manipuler correctem nt les types génériques.
11. C’est une règle trop pessimiste. On pourrait déterminer statiquement si la taille des instances des
sous-types d’une variable expansée permet l’affectation.
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de choisir, entre expanser ou référencer, pour implémenter de manière efficace le
partage ou la solidarité et supprimerait l’actuelle restriction sur l’affectation poly-
morphe entre variables expansées.
2.5 Relation de client̀ele
La relation declient̀eleexprime une relationexterneentre une classefournisseur
de primitives, les services, et les classes qui les utilisent, s sclients. Bien qu’elle ne
soit pas explicitée par un mot-clef, cette relation est facilement reconnue comme
telle par les programmeurs ou par les outils. Elle apparaı̂tdès qu’une classe cite une
autre classe en dehors de la clause d’héritage, pour déclarer le type d’une variable
ou dériver un type effectif d’une classe générique. D’unpoint de vue plus abstrait,
la relation de clientèle est souvent utilisée pour exprime un lien d’agrégation entre
instances, explicité dans les méthodes de conception (cf. chapitre 4). Le graphe de
la relation de clientèle est quelconque,avec circuits. Une classe peut être cliente de
n’importe quelle classe, y compris d’elle-même, de ses super-classes ou de ses sous-
classes. L’aspect externe de la relation de clientèle implique unesélectionet une
abstractiondes services offerts, uncontrat de responsabilitéentre les programmeurs
et un contrôle desdroits d’acc̀es.
Lasélectiondes services se fait par un mécanisme d’exportation qui regroupe les
primitives en trois catégories qui sont précisées par des accolades après le motfea-
ture : visibles à tous les clients (par défaut ou en précisant{ ll}), cachées à tous les
clients (en indiquant{NONE}) et enfin visibles, par une exportation sélective qui cite
les clients(( amis)) sélectionnés. Ainsi, sur la figure 2.3, les attributsnom, prenom...
sont publics, la listemariages est privée et la primitivenoter nouveau mariage
n’est visible qu’au clientMARIAGE. Une instance a accès sans restriction à ses propres
primitives, qu’elles soient définies dans sa classe ou héritées de super-classes. Mais
pour l’accès aux primitives d’une autre instance, même sicelle-ci est de la même
classe, les règles de clientèle s’appliquent : une classepeut ainsi être amenée à s’ex-
porter à elle-même certaines primitives. Par défaut, une classeH qui hérite d’une
classeP exporte les primitives deP de la même manière queP . Cette exportation
peut être adaptée de manière plus restreinte ou plus large dans la clause d’héritage
deH (§ 2.6.5), selon lepoint de vuede ses propres clients.
L’ abstractiondes services affinela vueproduite par la sélection en la simpli-
fiant. Il ne s’agit pas seulement de voir ou non une primitive,il faut n’en voir que
la partienécessaire et suffisanteà son utilisation externe. Cela est bénéfique pour
la maı̂trise de l’évolution (les parties cachées peuventévoluer dans les fournisseurs
sans qu’il soit nécessaire de réactualiser les clients),pour faciliter la réutilisation
(les clients n’ont pas besoin d’étudier les détails d’implémentation de leurs fournis-
seurs) et pour la fiabilité (les changements d’état effectu´ s par des clients ne peuvent
se faire que par des routines exportées). En EIFF L, les vues abstraites des classes
produites pour les clients ne sont pas construites à la maindans un texte d’interface
explicite, redondant et séparé du code, comme en ADA, C++, JAVA . Ces vues sont
construites automatiquement par des outils d’abstraction(par exemple la commande
short) à partir du code autodocumenté. Pour chaque primitive exportée, la vue abs-
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traite ne mentionne que le nom, la signature, le commentairede spécification et la
partie des assertionsrequire etensurequi est strictement nécessaire aux clients. Nous
verrons à la section 2.8.3, le principe de sélection des assertions et leur application
sur l’exemple de la classePERSONNE.
En ce qui concerne lesdroits d’acc̀es, les routines qui appartiennent à la vue
d’un client sont utilisables par celui-ci, sans restriction. Au contraire, les attributs
exportés ou les paramètres de routine ne peuvent qu’êtrelus, non écrits directement
par des affectations de leurs clients. Cela ne les empêche pas de modifier l’état de
ces variables, mais en passant par des modifieurs exportés de l ur classe, comme le
montre l’exemple suivant d’utilisation de la classePERSONNE (cf. Fig. 2.3, p. 46) :
p: PERSONNE ...
p.nom := "Durand" -- illegal
p.nom.put(6,’t’) -- modifie le 6e caractère du nom : légal
Dans le cas où un contrôle plus strict est exigé, cela peutêtre obtenu en rendant
privé les attributs sensibles, et en exportant des routines qui réalisent le contrôle
recherché :
class PERSONNE ...
feature {NONE} -- attributs privés
i nom: NAME ...
feature -- fonctions d’accès aux attributs privés
nom : NAME is do Result := i nom end ...
Cette solution générale permet d’exprimer le contrôle exact qui est souhaité, sans
entraı̂ner de perte d’efficacité, grâce aux optimiseurs12. Elle nécessite cependant
une écriture laborieuse qui peut être éliminée par une génération automatique d’un
atelier deGLAO , d’après une sélection interactive des accès nécessair .
2.6 Relation d’héritage
En EIFFEL, l’ héritagepeut être simple, multiple ou répété. L’héritage exprime
une relation d’usageinterne, de (( complicité)) entre les super-classes et les sous-
classes. La clause d’héritage cite la liste de toutes lesparentes13, avec d’éventuelles
clauses d’adaptations, parfois complexes en EIFF L, et toujours sous le contrôle
du programmeur. La cohérence des choix de celui-ci est en grande partie contrôlée
par le compilateur et les assertions. L’héritage est rép´eté de manière explicite si la
clause d’héritage cite plusieurs fois la même parente ou implicite si, par transitivité,
plusieurs parentes ont la même super-classe (héritage dit en(( losange))).
Contrairement au graphe de clientèle, celui d’héritage est sans circuit. Chaque
classe hérite implicitement deANY et aNONE comme sous-classe. La classeANY dis-
pose des caractéristiques utiles à toutes les classes, cequi p rmet d’étendre facile-
ment les possibilités du langage EIFFEL en y introduisant de nouveaux services. La
classeNONE a une sémantique absurde14, mais ses instances sont spéciales, et tout
12. Ce type d’optimisation n’est évidemment pas spécifique à EIFFEL et peut être réalisé dans toute
implémentation de langage, y compris dans des langages dynamiques comme SMALLTALK .
13. Dans la terminologie EIFFEL, on appelleparentesles super-classes directes qui sont indiquées dans
une clause d’héritage.
14. Puisqu’elle hérite de toutes les classes, par exempleRECTANGLE etTRIANGLE ; les contradictions
seraient révélées par l’invariant deNONE comme nous le verrons plus loin (§ 2.8.3).
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appel de l’une de ses primitives déclenche une exception. La valeurVoid, qui sert
à initialiser par défaut toute variable de référence, désigne en fait une référence à
une instance deNONE. Ainsi, toute utilisation d’une telle variable non attach´ee à un
objet normal, par affectation ou instanciation explicite,d´ clenche une exception. De
même l’exportation d’une primitive à la classeNONE (§ 2.5) n’est pas utilisable par
celle-ci, ce qui indique une primitive privée.
L’aspect interne et(( complice)) de l’héritage est reflété par les règles d’accès
aux primitives héritées. Une instance a accès à toutes les primitives héritées dans
sa classe, avec les mêmes droits que ses super-classes, carl’expo tation ne joue
que pour les clients. Ces primitives peuvent cependant être r nommées, redéfinies,
voire fusionnées (§ 2.6.5) avec d’autres primitives héritées ou propres à laclasse.
L’abstraction des primitives héritées est moins forte qudans la vue des clients et
montre tout ce qui n’est pas interne aux corps des routines. Ainsi, la totalité des
assertions externes sont visibles aux héritiers et participent auxcontrats d’h́eritage
(§ 2.8.3).
Les deux points de vue, modulaire et sémantique d’une classe (§ 2.3.1), se re-
trouvent dans l’utilisation de l’héritage pour des objectifs variés. L’héritage pour
la factorisation (§ 2.6.1) est aussi appelé héritaged’implémentationou d’inclu-
sion; l’héritage pour lacompatibilit́e de substitution(§ 2.6.2) est également appelé
héritaged’interface, desous-typageou desṕecialisation. On trouve aussi des com-
binaisons de ces objectifs avec une compatibilité partielle dans des(( mariages de
raison)) (§ 2.6.4).
2.6.1 Point de vue modulaire de l’h́eritage : inclusion
La factorisationutilise l’héritage comme un moyen de récupération automa-
tique des primitives des super-classes. Cela est proche du mécanisme d’inclusion
dans nombre de langages (C,makefile, LATEX...). C’est une technique utile pour
éviter la duplication, non seulement pour gagner de la place, mais surtout pour éviter
la réactualisation des copies en cas d’évolution des versions originales (problème
du copíe-colĺe). L’héritage d’inclusion ignore les contraintes sémantiques, ce qui
l’empêche d’être exploité pour le polymorphisme. On peut donc se débarrasser des
primitives inutiles en supprimant leur exportation ou en redéfinir sans se soucier
de contraintes de compatibilité. Cela correspond à la technique utilisée dans les
définitions différentielles de fichiers de description (termcap, printcap, termio...)
du système UNIX , mais aussi à un usage abusif de certains programmeurs15. Ainsi,
la classeETAT CIVIL qui regroupe des constantes commeasculin... et donne
accès à la date du jour peut être utilisée par un héritage d’inclusion dans diverses
classes commePERSONNE (cf. Fig. 2.3, p. 46).
Le programmeur n’a pas à se soucier de l’encombrement des primitives héritées
non utilisées, car celles-ci peuvent être éliminées par les optimiseurs, en phase de
finalisation (§ 2.9). Il doit en revanche résoudre d’éventuels conflits denoms par des
clauses de renommage, mais peut être aidé par un environnement interactif.
15. Comme de faire hériter deux fois la classeELLIPSE de la classeCERCLE, pour récupérer deux
diamètres pour la largeur et la hauteur, et deux centres pour les foyers...
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2.6.2 Point de vue śemantique de l’héritage : sous-typage
La compatibilit́e de substitutiongarantit la cohérence desaffectations polymor-
phes. Une sous-classe doit ici êtreconformeà toutes ses super-classes: tout ce que
celles-ci savent faire, la sous-classe doit savoir le faireussi ! Mais peut-être en
s’y prenant autrement, voire avec des aptitudes supplémentair s. C’est l’idée de
sṕecialisationou d’établissement d’un lien(( is a )) entre les classes (dans le sens
où un rectangle(( est un)) polygone). Une sous-classe définit donc unsous-type16
(ou plusieurs, si elle est générique,§ 2.3.1, p. 39) de tous les types définis par ses
super-classes, éventuellement paramétrés en cas de généricité. Ainsi, en héritant de
la classePERSONNE, la classeMANAGER définit le typemanagerqui est un sous-type
de personne, défini par la classePERSONNE ; si LINKED LIST[E] hérite deLIST[E],
le typelinked list[integer]est un sous-type delist[integer], lui-même un sous-type
list[numeric]... list[any], puisque la classeINTEGER hérite deNUMERIC... ANY.
Une variable acquiert son type de manière statique, dans sadécl ration ; une
instance obtient le sien de manière dynamique, lors de sa création. C’est le fait
qu’une même variable puisse attacher successivement des objet de types différents
qui justifie le termed’affectation polymorphe. Mais contrairement aux langages non
typés, cette souplesse est acquise ici avec beaucoup plus de sécurité, car tous les
objets susceptibles d’être attachés à une variable sontconformes à son type (§ 2.8.2).
Ainsi, une variable déclarée avec le typePOLYGONE pourra attacher des instances de
TRAPEZE, TRIANGLE, RECTANGLE..., car ces classes héritent toutes dePOLYGONE. De
même, une instance de la classeCARRE pourra être attachée à une variable de type
RECTANGLE, LOSANGE, ouPARALLELOGRAMME, si l’on suppose que la classeCARRE hérite
des classesRECTANGLE et LOSANGE (héritage multiple) et que celles-ci héritent de la
classePARALLELOGRAMME.
Il faut aussi noter lepoint de vuequ’exprime le type d’une variable et le contrat
implicite qu’il induit entre le programmeur et le compilateur. Le programmeur s’en-
gage à n’utiliser les variables qu’avec le point de vue déclar ; le compilateur, après
avoir vérifié que le programmeur respectait ce point de vue, s’engage alors à fournir
les primitives demandées durant l’exécution. En cas d’h´eritage multiple et d’affec-
tations polymorphes, cela permet d’utiliser le même objetselon les points de vue de
ses super-classes : un carré pourra être manipulé comme un rectangle, un losange,
un trapèze...
Supposons maintenant que la variablep : POLYGONE référence une instance de la
classeCARRE et queperimetre : REAL soit une primitive dePOLYGONE. Si les contrô-
les de conformité du typage statique fonctionnent bien, il’y a aucun risque que
l’exécution de la notationp.perimetre, qui est légale puisquep estvu comme un
polygone, ne trouve pas une implémentation conforme deperimetre pour l’objet
qui est attaché àp et qui représente un carré. Cette primitive sera même sûrement
redéfinie pour le carré, pour des raisons d’efficacité en multipliant par quatre la
longueur d’un côté. Ainsi, le polymorphisme empêche le compilateur de déterminer
statiquement l’adresse des routines utilisées, mais pas de contrôler que leur usage
est conforme aux intentions déclarées dans les types des variables. C’est ce qu’on
16. Comme nous l’avons vu dans lechapitre 1, l’idée de sous-typage repose sur le point de vue exten-
sionnel des classes.
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appelle laliaison dynamique(ou tardive) et cela correspond aussi à la métaphore de
l’envoi de message(cf. chapitre 1). Ainsi, le typage statique garantit l’existence des
primitives souhaitées, alors que la liaison dynamique se charge de les trouver durant
l’exécution.
Contrairement à une idée répandue, la liaison dynamiqueralentit très peu l’exé-
cution des programmes[Ducournau, 1997 ; Colletet al., 1997]. Dans un langage
typé statiquement comme EIFFEL, il est possible de construire des tables d’in-
dexation optimisées qui réduisent le temps d’accès à untemps constant réduit,
indépendant de la largeur et de la profondeur de l’héritage. D’autres accélérations
peuvent aussi s’ajouter, comme l’utilisation de caches matériels, l’élimination des
liaisons dynamiques inutiles, l’expansion de code... Enfin, et c’est sans doute le plus
important, les liaisons dynamiques qui demeurent expriment en fait des discrimina-
tions qui appartiennent à la logique même du problème.
Programmées dans un langage sans héritage, elles le seraint p r des énoncés à
choix multiple. Ainsi, plutôt qu’écrirep.perimetre, un programmeur en langage C
écrirait probablement une sélection explicite des diff´erents cas avec une instruction
switch, ce qui aurait une efficacité comparable à l’emploi des tables d’indexa-
tion. Mais le risque d’erreurs serait manifeste, car cette discrimination devrait être
adaptée pour les dizaines de primitives de figures (centre,diagonale, aire, affichage,
translation, rotation...). De plus, il faudrait connaı̂tre par avance tous les types de
figures. Enfin, il faudrait réviser toutes les primitives des figures, en cas d’ajout ou
de retrait de l’une d’entre elles. Au contraire, la programmation par objets permet
d’écrire des notations stables commep.perimetre, sans avoir à connaı̂tre par avance
toutes les figures, car la discrimination est automatiquement réalisée à l’exécution.
2.6.3 Classes abstraites
Comme les autres langages à objets, EIFF L permet de définir desclasses abs-
traitesdont certaines primitives seront implémentées dans des sou -classes par un
héritage de sous-typage. Une classe abstraite n’est pas n´ecessairement totalement
abstraite, car elle peut déclarer des primitives abstraites (deferred) et concrètes.
De plus, lorsqu’une classe implémente une primitive abstrite, elle n’est pas tenue
d’implémenter toutes les autres. Ce mécanisme souple permet de définir les primi-
tives, à l’endroit exact qui convient dans le graphe d’héritage : ni trop tôt, ni trop
tard. Ainsi, la classeCOMPARABLE (Fig. 2.4) qui définit un ordre total n’a pas besoin
de laisser abstraits tous ses opérateurs, puisque l’un d’eux p ut servir à définir les
autres. On factorise ainsi mieux les implémentations qui pe vent l’être et l’on donne
moins de travail aux implémenteurs des sous-classes. Si l’on souhaite améliorer l’ef-
ficacité algorithmique de ces primitives dans les sous-clases, il suffit de les redéfinir
lors des héritages ultérieurs.
Pour empêcher statiquement les clients d’activer des primitives non implémen-
tées, EIFFEL choisit comme les autres langages la solution de facilité,en interdi-
sant la création d’instances de classes abstraites17. Une variable de classe abstraite
17. C’est un peu pessimiste. On pourrait, mais en compliquant le contrôle statique, — pour un bénéfice
il est vrai assez rare — interdire l’activation des primitives qui ne sont pas implémentées ou qui utilisent
des primitives non implémentées.





infix "<", infix "<=", infix ">", infix ">=", is equal
end
feature -- Comparison
infix "<" (other: like Current): BOOLEAN is
-- Is current object less than other?
deferred
ensure then
asymmetric: Result implies not (other < Current)
end
infix ">" (other: like Current): BOOLEAN is
-- Is current object greater than other?
do
Result := other < Current
ensure then
definition: Result = (other < Current)
end
is equal (other: like Current): BOOLEAN is
-- Is other attached to an object of the same type
-- as current object and identical to it?
do
Result := (not (Current < other) and not (other < Current))
ensure then
trichotomy: Result = (not (Current < other) and not (other < Current))
end
... -- idem pour infix "<=", infix ">=", is equal
invariant
irreflexive comparison: not (Current < Current)
end -- class COMPARABLE
FIG. 2.4:Exemple de classe abstraite :COMPARABLE.
ne peut donc attacher des instances concrètes qu’en utilisan des affectations po-
lymorphes. Pour faciliter le repérage des classes abstraites, on doit utiliser le mot
deferred dans leur signature. Les classes abstraites servent donc àrganiser des
hiérarchies d’héritage en regroupant des propriétés générales selon des critères de
factorisation (par exempleLIST, COLLECTION, SET...) ou pour exprimer des con-
traintes de généricité (par exempleCOMPARABLE, NUMERIC, INDEXABLE...), comme
nous le verrons à la section 2.7.
L’exemple de la classeCOMPARABLE montre aussi le rôle majeur des assertions
pour aider à la compréhension d’une abstraction et contrˆoler que l’implémentation
ultérieure satisfait l’intention de l’auteur d’une classe abstraite (contrat d’héritage).
C’est par exemple le cas de la seule primitive abstraite"<", qui est utilisée pour
implémenter et définir les autres primitives, et dont la propriété d’antisymétrie est
propagée aux autres primitives, par définition. La classeDATE (cf. Fig. 2.1, p. 40)
hérite ainsi deCOMPARABLE pour exprimer qu’elle satisfait cette propriété d’ordre
total.
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a : ARRAY [ INTEGER ]
as : ARRAYED STACK [ INTEGER ]
s : STACK [ INTEGER ]
...
!!as -- création d’un objet d’adresse #7ba de type arrayedstack[integer]
as.push(5) -- empile la valeur 5 comme premier élément de l’objet #7ba
as.put(3,1) -- erreur détectée statiquement : put n’est pas exportée
a := as -- affectation polymorphe : a référence l’objet #7ba
a.put(3,1) -- tentative de modification du 1er élément du tableau,
-- ici le sommet de pile => erreur détectée statiquement
s := as -- affectation polymorphe
s.push(7) -- utilisation polymorphe normale => pas d’erreur
FIG. 2.5:Utilisation errońee, par polymorphisme, d’une primitive non exportée.
2.6.4 Héritage à compatibilit é partielle
EIFFEL permet aussi d’utiliser l’héritage avec un objectif de compatibilité par-
tielle. Dans ce cas, les primitives héritées qui perturbent la sémantique de la sous-
classe sont(( mises en sommeil)), en ne les montrant pas aux clients, par modifica-
tion de leur exportation.
C’est le cas par exemple d’une classeARRAYED STACK qui implémente une pile
avec un tableau, en héritant à la fois d’une classeSTACK (point de vue sémantique)
et ARRAY pour s’implémenter (point de vue modulaire). Dans ce cas que Bertrand
Meyer appelle un(( mariage de raison)), certaines des primitives deARRAY, comme
put(element, index) qui permettrait de modifier n’importe quel élément de la pie,
sont contradictoires avec la sémantique d’une pile. Le programmeur peut choisir
la sémantique dominante (ici celle de pile) en n’exportantpas cette primitive aux
clients. Toute utilisation comme client d’une instance deARRAYED STACK avec le
point de vue, soit de deARRAYED STACK, soit deSTACK (suite à une affectation poly-
morphe) fonctionne ainsi correctement.
Mais que se passerait-il (Fig. 2.5), si le programmeur voulait tiliser l’instance
as deARRAYED STACK avec le point de vue de la classeARRAY (variablea)? La pri-
mitive put, bien que non exportée dans la classeARRAYED STACK, existe cependant
et est exportée dansARRAY. Elle fonctionne par ailleurs parfaitement avec le point
de vue d’un tableau, si l’on se limite à cet usage. Ce qui poseroblème, c’est que
le même objet ne puisse évidemment pas fonctionner selon différents points de vue
contradictoires,dans la m̂eme application. En effet, l’usage deput avec le point
de vuea d’un tableau permeta priori de modifier un élément quelconque de l’ob-
jet ARRAYED STACK. Cela n’est erroné que si on l’utilise ensuite comme une pil.
Diverses techniques sont possibles pour détecter ce genred’err urs, soit par des
assertions, soit par des contrôles de types statiques, comme nous le verrons à la
section 2.8.2. D’autres langages comme JAVA optent pour la solution d’interdire
l’héritage multiple d’implémentation. C’est plus facile à contrôler, mais cela réduit
la souplesse des réutilisations.




ancien nom1 as nom1, ancien nom2 as nom2...
export
{ all } prim publique1, prim publique2...
{ NONE } prim privée1, prim privée2...
{ F1, F2 } prim exportée sélective1, prim exportée sélective2...
undefine
prim deferred1, prim deferred2...
redefine
prim redef1, prim redef2...
select







FIG. 2.6:Structure ǵeńerale d’une section d’h́eritage enEIFFEL.
2.6.5 Mécanismes d’adaptation par h́eritage
L’héritage multiple est un mécanisme puissant qui permetde factoriser les pri-
mitives et de les réutiliser selon une multitude de points de vue, ce qui facilite la
réutilisation des composants et les possibilités de paramétrages génériques. Pour-
tant, des adversaires de l’héritage multiple pensent qu’il serait(( problématique)).
Pour le programmeur, il n’y a pas de difficulté intellectuelle particulière à com-
prendre qu’une chose puisse être constituée de plusieursaspects, qu’on peut souhai-
ter considérer globalement ou séparément. Ainsi, un carré est à la fois un rectangle
et un losange ; une fenêtre d’un système graphique est une figur rectangulaire, un
objet graphique et un arbre de fenêtres... Des études comme [Ouaggag et Godin,
1997] montrent aussi que l’héritage multiple apporte moins de d´esordre (entropie)
conceptuel que l’héritage simple.
Cependant, le programmeur est sollicité pour exprimer explicitement dans les
clauses d’héritage ce qu’il souhaite exactement. Celles-ci ont la structure générale
indiquée sur la figure 2.6. Dans les héritages sans adaptation, seul le nom de la classe
parente est indiqué. Dans le cas contraire, différentes clauses, toutes facultatives,
permettent d’exprimer les choix du programmeur, classe parnte par classe parente.
La clauserenamesert à adapter dans la sous-classe les noms des primitives pa-
rentes, soit pour résoudre un conflit de nom[Ducournauet al., 1995], soit pour
adapter une terminologie au point de vue local. Ainsi, dans le cas de la classeDATE
(Fig. 2.7), les opérateurs"<" et ">", hérités de la classeCOMPARABLE pour exprimer
une relation d’ordre, sont renommés ici pour mettre en évidence leur sémantique
particulière d’antériorité :"<before" ">after" sont plus parlants pour des dates que
"<" et">".













FIG. 2.7:Clause d’adaptation par h́eritage de la classeDATE.
La clauseexport a une syntaxe voisine de celle utilisée dans les sectionsfeature.
Elle permet d’ajuster l’exportation des primitives hérites au point de vue de la
sous-classe, comme dans l’exemple de la primitiveput de la classeARRAYED STACK.
La clauseredefinecite les primitives concrètes déjà définies dans les clases pa-
rentes qui sont redéfinies dans la sous-classe. C’est le casde l primitiveperimetre
de la classeCARRE ou des opérateurs de comparaison de la classeCOMPARABLE
(cf. Fig. 2.4, p. 53).
Aucune construction syntaxique n’est utilisée pour indiquer qu’une primitive
abstraite héritée estdéfiniedans une sous-classe : il suffit que celle-ci dispose d’une
implémentation de la primitive. Et pour l’obtenir, comme cla est nécessaire aussi
aux redéfinitions, on dispose de deux moyens : soit on définit une nouvelle primitive
dans la sous-classe, soit on utilise une primitive concrète h´ ritée de l’une des super-
classes.
Cela permet aussi d’implémenter(( d’un seul coup)) plusieurs primitives issues
de super-classes différentes, en réalisant une véritable fusion śemantiquede primi-
tives. Dans certains cas, cette fusion est obtenue en utilisant une clauseundefine
qui permet de rendre temporairement abstraite les primitives concrètes héritées que
l’on souhaite fusionner. La fusion s’opère chaque fois quedans un ensemble de
primitives héritées ou définies localement, de même nom, de même signature et de
même sémantique, une et une seule primitive est concrète. C te règle est contrôlée
d’abord statiquement, puis de manière plus fine par les assertions pour la compati-
bilité sémantique.
2.6.6 Héritage répété
L’héritage répété est un cas particulier d’héritage multiple où l’on hérite plu-
sieurs fois, explicitement ou implicitement, de la même classe. Par exemple, la
classeCARRE hérite deux fois de la classePARALLELOGRAMME, par ses parentesLOSANGE
etRECTANGLE. Toutes les sous-classes héritent ainsi au moins deux fois, et souvent un
grand nombre de fois, de la classeANY. Les règles d’EIFFEL pour l’héritage répété
sont particulièrement simples et naturelles. Si l’on souhaite dupliquer une primi-
tive héritée, avec la même implémentation ou une impléentation différente, il est
nécessaire de lui donner deux noms distincts. De même, il est interdit (contrôle
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statique) de disposer du même nom pour deux implémentatios distinctes. Le re-
nommage, contraint ou voulu, suffit à déterminer les partages ou les duplications.
Ainsi la classeCARRE n’hérite qu’une seule fois des deux diagonales de la classe
PARALLELOGRAMME, puisqu’elles gardent le même nom dediagonale1 etdiagonale2
et la même implémentation dans ses parentes. Les propriétés d ces diagonales, qui
sont exprimées par des invariants dans les classesPARALLELOGRAMME (même milieu),
RECTANGLE (égales) etLOSANGE (médiatrices l’une de l’autre) se cumulent dans le
carré, mais sans contradiction.
En cas d’héritage répété, direct ou indirect, la clauseselectpermet de sélectionner
les variantes de primitives qui seront utilisées en cas d’utilisation polymorphique,
avec le point de vue des super-classes communes.
2.6.7 Exemples d’adaptations et de fusions par h́eritage
Illustrons l’emploi de quelques possibilités d’adaptation avec l’exemple de la
classeDATE (cf. Fig. 2.7). La primitiveout qui est définie dans la classeANY rend
une chaı̂ne qui représente la valeur d’un objet d’un type quelconque, en listant les
noms et les valeurs de ses différents attributs. Dans le casd’une date, il est logique
d’adapter cette représentation selon un format plus concis comme"17/08/1997".
Pour redéfinir cette primitive, on utilise un héritage deANY (d’habitude implicite)
avec une clause de redéfinition. Mais la primitiveout existe aussi dans la classe
COMPARABLE, puisque celle-ci hérite deANY. Il y a donc conflit, car nous avons main-
tenant deux implémentations différentes deout, celle d’origine à travers la classe
COMPARABLE (outo) et celle que nous voulons redéfinir dans la classeDATE (outn).
Pour résoudre ce conflit on pourrait renommer la varianteouto en COMPARA-
BLE out. Mais cela encombrerait la classeDATE d’une primitive inutile, même si les
optimiseurs nous en débarrasseraient en phase de finalisation. De même, nous avons
écarté la solution qui redéfinitouto paroutn, car lors d’une affectation polymorphe,
outn ne serait utilisée qu’avec le point de vue des sous-classesde COMPARABLE et
non avec celui plus général de ses super-classe, comme la classeANY. Nous avons
donc préféré réaliser la fusion deouto etoutn, en rendantouto abstraite par la clause
undefine.
D’autre part, la classeANY dispose d’un prédicatis equal qui teste l’égalité
de valeur de deux objets quelconques, en comparant leurs différents champs. Cet
prédicat d’égalité doit évidemment être cohérent avec les opérateurs de comparaison
de la classeCOMPARABLE, ce qui a été effectué en redéfinissantis equal dans cette
classe (cf. Fig. 2.4, p. 53). Dans le cas de la classeDATE, l’héritage explicite de
ANY nécessité pour traiter la fusion des variantes deout a réintroduit la variante
d’origine deis equal dans la classeDATE. Celle-ci dispose donc maintenant de deux
implémentations différentes de ce prédicat, bien qu’elles aient même nom, même
signature et des sémantiques parfaitement équivalentes: comparaison de la totalité
des champs d’une date. Il faut donc opérer à nouveau une fusion ; cette fois, nous
avons gardé la version d’origine deANY, non pour des raisons sémantiques, mais
d’efficacité.
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2.6.8 Discussion sur l’utilisation de l’h́eritage en Eiffel
Comme on le voit sur cet exemple simple, une adaptation d’héritage sémanti-
quement cohérente requiert toute l’attention du programmeur. Celui-ci est heureu-
sement aidé par les contrôles statiques du compilateur etpar les assertions qui peu-
vent révéler d’autres erreurs moins évidentes. Certaines clauses d’adaptation peu-
vent également être complexes et occuper plus d’une page de listing. Cette com-
plexité, qui peut surprendre à première vue, nous paraı̂t cependant incontournable.
Elle permet en effet de faire jouer à la clause d’héritage le rô e d’un véritable lan-
gage decomposition de logiciel par fusion, qui complète les autres techniques d’as-
semblage de composants comme les(( langages de glu)) [Nierstrasz et Tsichritzis,
1995]. Enfin, pour des arbitrages fastidieux comme des renommagesen série, un
bon environnement interactif peut faire le travail de mani`ere semi-automatique.
Le fait qu’on utilise en EIFFEL l’héritage pour toutes sortes d’utilisations po-
tentiellement contradictoires se démarque aussi nettement de l’approche suivie dans
les autres langages. CLOS et SMALLTALK laissent le programmeur totalement libre,
sans contrôle de cohérence ; JAVA , ADA95 et C++ séparent syntaxiquement les in-
terfaces et les implémentations des classes et proposent des mécanismes différents
pour l’héritage d’implémentation et d’interface. Cela facilite les contrôles, mais
réduit les possibilités de réutilisation.
Le point de vue de Bertrand Meyer[Meyer, 1997] est qu’il existe une grande
variété de cas d’emploi défendables de l’héritage, et qu’il faut laisser le program-
meur libre de choisir, à condition de lui donner les moyens de contrôler qu’il fait
bien ce qu’il veut. C’est parce qu’EIFFEL dispose de mécanismes de contrôle, par ty-
page statique et par assertions, qu’on peut utiliser la même construction pour ces ob-
jectifs contradictoires. Mais comme aucun langage ne saurait empêcher d’écrire des
constructions insensées, un programmeur EIFF L peut bien sûr utiliser l’héritage de
manière abusive : par exemple pour l’agrégation, en faisant hériter la classeAVION
une fois de la classeFUSELAGE, deux fois de la classeAILE... Normalement, le bon
sens devrait suffire pour éviter ce genre de confusion évidente...
2.7 Généricit é paramétrique
Comme nous l’avons dit dans la section 2.2, les techniques fondées sur le pa-
ramétrage et la généricité ont été développées danles années 70 pour program-
mer les évolutions possibles d’un composant. Comparées aux techniques à base
d’héritage, cette programmationa priori présente l’avantage d’une automatisation
de l’adaptation, mais a l’inconvénient de nécessiter de prévoir par avance les as-
pects qui peuvent varier, avec le risque d’en faire trop ou pas assez. Cependant,
chaque fois que la prévision est sûre, notamment dans les paramétrages évidents
ou pour des structures bien étudiées ou stables, les techniques génériques gardent
tout leur intérêt. Bertrand Meyer a montré la dualité deces deux techniques[Meyer,
1986], qui ne sont pas rivales mais complémentaires. Cependant,EIFFEL est para-
doxalement encore le seul langage à objets à offrir une solution quasi complète à la
généricité, qui s’intègre bien avec l’héritage. Lorsqu’une classe est paramétrée par
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class ARRAY [ ELEMENT ]
e1, e2: ELEMENT
...




FIG. 2.8:Exemple de classe géńerique sans contrainte :ARRAY.
un ou plusieurs types, elle indique ses paramètres formels(le plus souvent un seul)
entre crochets.
Dans le cas de lagéńericité simple, aucune hypothèse particulière n’est émise
sur ces paramètres. C’est le cas de nombreuses classes qui décrivent des structures
de données comme les tableaux, listes, ensembles, arbres... Ain i, sur l’exemple
de la classeARRAY (Fig. 2.8),ELEMENT indique un paramètre formel qui peut être
remplacé par un type quelconque lors d’une utilisation :ARRAY [INTEGER], ARRAY
[PERSONNE], ARRAY [LIST[PERSONNE]]... À l’intérieur de la classeARRAY, seules
les primitives qui sont disponibles dans la classeANY, super-classe de toutes les
classes, sont autorisées. On pourra donc comparer l’égalit´ de deux élémentse1 et
e2, attacher l’objet référencé pare2 dans la variablee1, imprimer l’objete1, sans
même savoir le type exact de ces objets.
Si d’autres propriétés que celles de la classeANY sont requises sur un type for-
mel T , on exprime cette contrainte en précisant dans la clause degén´ ricité un
super-typeP deT qui dispose au minimum de ces propriétés. Ainsi, sur l’exempl
d’un ensemble ordonné (Fig. 2.9), on peut maintenant, en plus des cas d’utilisation
cités sur la figure 2.8, comparer deux éléments avec l’op´erateur"<" de la classe
COMPARABLE déjà étudiée. Pour choisir la contrainte de généricit´ nécessaire et suf-
fisante, il faut parcourir le graphe d’héritage de haut en bas ; dèsqu’on a assez de
fonctionnalités, il faut s’arrêter pour ne pas exiger despropriétés inutiles. Si l’on
ne trouve pas la classe cherchée, le plus souvent abstraite, il faut en écrire une et
la placer dans le graphe d’héritage. Ce travail n’est cependant pas inutile, puisqu’il
pourra être réutilisé dans d’autres paramétrages génériques et les classes abstraites
ainsi produites ont souvent des fonctionnalités fondamental s réutilisables.
L’utilisation d’une classe générique, avec ou sans contrai te, est très simple : il
suffit de substituer aux paramètres formels des expressions de types effectifs com-
patibles. Ces expressions peuvent s’utiliser partout où l’on utilise des types, dans les
déclarations de primitives, de variables locales, de paramètres de signatures ou dans
les clauses d’héritage.
class ORDERED SET [ ELEMENT -> COMPARABLE ]
e1, e2: ELEMENT
...
if e1 < e2 then ...
end -- classORDERED SET
FIG. 2.9:Exemple de classe géńerique avec contrainte :ORDERED SET.
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Dans la classePERSONNE (cf. Fig. 2.3, p. 46), l’utilisation d’un ensemble or-
donné de mariages est possible pour décrire les différents mariages d’une personne,
en ordre croissant de dates (attributmariages), car l’hypothèse d’un ordre total est
assurée par l’héritage de la classeCOMPARABLE (cf. Fig. 2.4, p. 53) dans la classe
MARIAGE (non donnée dans ce texte). En revanche, un ensemble ordonné e per-
sonnes serait illégal (détection statique), car la classe PERSONNE n’hérite pas de
COMPARABLE. Un programmeur qui voudrait absolument réaliser des ensembles or-
donnés de personnes, ne pourrait pas se contenter de faire hériter la classePERSONNE
de la classeCOMPARABLE. Il lui faudrait aussi implémenter l’opérateur"<" de com-
paraison de personnes (différé dans la classeCOMPARABLE) et respecter la contrainte
d’intégrité exprimée dans l’invariant de la classeORDERED SET. Cette contrainte re-
pose inévitablement sur les propriétés de l’opérateur"<" qui confèrent à la classe
COMPARABLE et à ses sous-classes les propriétés algébriques d’un ordre t tal. Celles-
ci devraient normalement être explicitées dans cette classe par des assertions véri-
fiables18. De plus, ce programmeur devrait aussi redéfinir le prédicat is equal,
comme nous l’avons fait précédemment (§ 2.6.5).
Sans la généricité simple ou contrainte, il faudrait redéfinir d’innombrables clas-
ses commeINTEGER ARRAY, REAL ARRAY, MARRIAGE ORDERED SET... ou renoncer
aux bénéfices du typage statique. L’apport de la généricit´ à la lisibilité est également
manifeste. Comme les compilateurs disposent de toute l’information voulue, ils peu-
vent effectuer des contrôles statiques pour la compatibilité des paramètres effectifs
et pour l’utilisation des paramètres formels par la classegénérique. Pour substi-
tuer les paramètres effectifs aux paramètres formels, les implémentations actuelles
d’EIFFEL utilisent la liaison dynamique. Cela a l’avantage de la simplicité, mais
manque de précision : les types ne sont pas réifiés avec leurs paramètres et il n’est
pas possible d’instancier une variable dont le type est formel. Ainsi, si l’on veut
construire l’élément neutre de l’anneau des matrices (matrice remplie d’éléments
neutres), on ne peut le faire en EIFFEL [Boussardet al., 1990], comme cela se-
rait possible en ADA83 avec le mécanisme d’instanciation générique[Ada, 1983 ;
Le Verrand, 1982].
2.8 Aidesà la fiabilit é
2.8.1 Ńecessit́e de techniques compĺementaires
La fiabilité exprime la conformité du fonctionnement d’unprogramme à ce qui
est souhaité par un utilisateur, ou par un programmeur en cas de réutilisation de
composants. On distingue traditionnellement deux composante de la fiabilité, la
correction et la robustesse. Lacorrection(ouvalidité) suppose que l’environnement
du programme soit lui-même fiable ; dans ce cas, un programmeest correct s’il satis-
fait sa spécification. La définition de larobustessest moins précise et peut atteindre
des niveaux variables : un programme est robuste, s’il fait(( tout son possible))
18. Le langage actuel d’assertions d’EIFFELest insuffisant pour exprimer de tels axiomes ; en revanche,
le langage OQUAL, qui étend les assertions d’EIFFEL avec des quantifications[Collet, 1997], peut les
exprimer et les tester.
2. Eiffel : une approche globale pour programmer et ŕeutiliser 61
lorsqu’une défaillance est constatée dans son environneme t... Ces brefs rappels de
génie logiciel montrent combien l’idée de contrat est naturelle pour aborder la fia-
bilité. D’une part, on voit qu’un programmeur ne peut êtretenu pour responsable
d’une erreur, que s’il dispose d’une définition précise dece qui lui est demandé.
D’autre part, la correction ne peut être atteinte que si deshypothèses de fiabilité de
l’environnement du programme sont satisfaites ; lorsqu’elles ne le sont pas, il faut
détecter les défaillances ou les attaques et agir comme ilconvient pour satisfaire la
robustesse.
Depuis trente ans, de nombreux travaux ont porté sur la fiabilité. Lesapproches
théoriquesvisent à la correction démontrée par des preuves, à partir d’une sṕecifi-
cation formelleet totale du fonctionnement du logiciel. Cela est indispensable pour
les logiciels critiques et utile pour les composants stables, souvent réutilisés, comme
ceux situés en haut d’une hiérarchie d’héritage. Bien que la preuve puisse parfois
être automatisée, les spécifications formelles sont coˆuteuses à élaborer, même avec
l’assistance d’environnements interactifs. Elles sont deplus dérisoires pour les lo-
giciels en perpétuelle évolution, et pour certains programmes visuels.
Le typage statiqueet de manière générale tous les contrôles statiques révèlent
avant toute exécution de nombreuses erreurs, avec un effort de spécification très li-
mité : dans le cas de la programmation par objets, la définition statique d’un type se
réduit le plus souvent à placer une classe dans un graphe d’héritage. En s’appuyant
sur ce graphe, un compilateur peut alors déterminer les compatibilités d’assemblage
de primitives, de variables ou de valeurs littérales et vérifier l’existencea priori
des primitives appelées à partir du type statique des(( objets receveurs des mes-
sages)). Mais l’insuffisance de la spécification d’un type ne permetévidemment
pas de révéler toutes les erreurs. Rien n’empêche, du point de vue du typage, de
faire hériter la classeMACHINE-À-LAVER de la classeCAMION, même s’il faut être bien
fatigué pour en arriver là. Et avoir la certitude qu’une routine existe, même avec
la contrainte d’une signature conforme, ne garantit évidemm nt pas que l’effet ob-
tenu sera celui souhaité : la mise en marche d’une machine àlaver pourrait très bien
défoncer le mur de la buanderie...
D’autre part, la correction théorique acquise par une preuve ou un contrôle de
typene dispense jamais des tests, car toute preuve repose sur des hypothèses que
la réalité peut contredire ; inversement, les tests, même très complets, ne garan-
tissent jamais l’absence d’erreurs, car ils ne peuvent atteindr l’exhaustivité pour
d’évidentes raisons de combinatoire. Enfin, même si l’on parvient péniblement à
obtenir un programme correct, en supposant que son environneme t respecte cer-
taines hypothèses, on n’a fait que la moitié du chemin. La vraie fiabilité doit en effet
toujours être pessimiste et admettre la possibilité de violation des hypothèses : er-
reurs des logiciels utilisés, erreurs humaines plus ou moins volontaires, défaillance
des machines, des supports de stockage et des lignes de transmission...
Aucune technique n’est donc suffisante pour approcher la fiabilité avec un haut
niveau de confiance ;le bon sens pratique recommande de les utiliser toutes, d
manière complémentaire. C’est ce que propose le langage EIFFEL avec son système
de typage (pourtant covariant), d’assertions et d’exceptions. Par manque de place,
nous ne présenterons pas les exceptions d’EIFF L, qui s’intègrent très bien avec les
autres constructions du langage, en particulier les assertions.
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2.8.2 Typage statique et(( catcall ))
Le typage statique consiste à déterminer avant toute exécution si une primitive
appliquée à une variable existe pour le type de cette variable, même en cas de po-
lymorphisme. Il faut aussi s’assurer, dans le cas où cette primitive est une routine,
que ses arguments sont acceptables pour cette routine. Avecl’ex mple canonique





x:= p.perimetre -- point de vue des polygones : sommation de tous les côtés
x:= r.perimetre -- point de vue des rectangles : algorithme simplifié
le compilateur peut vérifier qu’il existe bien une primitive perimetre pour l’objet
attaché à la variablep, même si celui-ci est un trapèze ou un rectangle (comme
c’est le cas ici), puisque toutes ces figures héritent directement ou non de la classe
FIGURE FERMÉE qui dispose deperimetre. Comme le fonctionnement de l’héritage
garantit la propagation des primitives des super-classes dan leurs sous-classes, le
contrôle semble simple à réaliser.
Dans le cas d’EIFFEL cependant, celui-ci est délicat à faire dans deux cas qui
sont appelés par Bertrand Meyercatcall19 :
• si, une classe modifie le statut d’exportation des primitives h´ ritées et si l’on
utilise l’une de ses instances de manière polymorphe, celapeut conduire à une
incohérence, comme nous l’avons vu avec la primitiveput dans l’exemple de
la pile implémentée par héritage de la classeARRAY (cf. Fig. 2.5, p. 54).
• à cause du choix des redéfinitions covariantes (chapitre 1), on risque d’avoir
des variables polymorphes incohérentes.
Illustrons ce dernier cas avec la classeORDERED SET[E→ COMPARABLE]. Celle-ci
suppose que ses éléments sont d’un typeE, équipé des opérations de comparaison.
Dans la classeORDERED SET, une routine d’ajout d’un élément aura par exemple
la signatureput (e: E). Cette signature peut être redéfinie de manière covariante
en put (e: INTEGER) pour un ensemble ordonné d’entiers, puisque les entiers, les
chaı̂nes, les dates... héritent de la classeCOMPARABLE. Ainsi un ensemble ordonné
d’entiers est normalement assuré de ne contenir que des enti rs ou des sous-types
des entiers, ce qui permet de comparer ses éléments de mani` re cohérente. Mais que
se passerait-il si l’on utilisait une affectation polymorphe du genre :
osc: ORDERED SET [ COMPARABLE ]
osi: ORDERED SET [ INTEGER ]
osi.put(5) -- l
osc:= osi -- l
osc.put("toto") -- catcall erroné : on ajoute une châıne à osi
on pourrait à première vue insérer une chaı̂ne (ou une date) ns un ensemble or-
donné d’entiers, ce qui poserait évidemment un problèmepour l’addition ou la com-
paraison de ses éléments...
19. CAT est l’acronyme deChanging Avaibility or Type.
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Pendant longtemps, les implémentations d’EIFFEL étaient incapables de détecter
statiquement les deux types d’erreurs decatcall. Plusieurs tentatives ont été ef-
fectuées avant d’arriver à la solution qui suit, proposée par Meyer en 1996. Le
lecteur trouvera au chapitre 17 de[Meyer, 1997] une discussion complète sur les
aspects du typage en EIFFEL et sur les différents travaux liés. De manière simplifiée,
la règle ducatcalls’articule en trois points :
• elle définit uncatcall comme un appel à une primitive dont le statut d’ex-
portation (hérité de ses parentes) a changé, ou si l’un deses arguments a été
redéfini de manière covariante.
• elle définit un appel polymorphe comme l’appel d’une primitve du type d’une
variable qui, potentiellement (cela est déterminé statiquement), attache un ob-
jet de l’un de ses sous-types par une affectation polymorphe.
• elle interdit lescatcallspolymorphes.
Sur l’exemple précédent des ensembles ordonnés d’entiers, tout appel à la rou-
tine put (redéfinition covariante) est uncatcall. La variableosc est polymorphe
(osc := osi), mais pasosi. Ainsi, l’appelosi.put(5) est légal (catcall non poly-
morphe), alors queosc.put("toto") est illégal (catcallpolymorphe). Sur l’exemple
des pilesARRAYED STACK (cf. Fig. 2.5, p. 54), tout appel à la routineput est uncat-
call (changement d’exportation). Les variabless (s := as) et a (a := as) sont po-
lymorphes, donc les appelsa.put(3,1), s.push(7) le sont aussi. Le premier est
illégal (catcall polymorphe), mais pas le second (appel polymorphe, mais noncat-
call).
Ce mécanisme de contrôle est simple et a le mérite de pouvoir fonctionner de
manière incrémentale, ce qui est utile pour des environnements interactifs comme
EIFFELBENCH. Il est cependant un peu pessimiste et asymétrique : il interdit d’uti-
liser des objets de typeARRAYED STACK dans une application qui ne les utiliserait que
commeARRAY, alors que cela n’aurait aucun inconvénient (quoique de peu d’intérêt
pour cet exemple). De plus, le contrôle descatcallsdevrait se faire sur tous les pro-
grammes d’une même application, notamment en cas de persistance. Tant qu’à en
arriver là, une solution qui exhiberait lepoint de vuesouhaité pour utiliser des com-
posants de bibliothèque, par une construction syntaxiqueexplicite (par exemple par
desmodulescomme dans OBJECTIVE-CAML ), nous semblerait préférable.
2.8.3 Assertions
Présentation du ḿecanisme
Les assertions du langage EIFFEL sont des expressions booléennes qui portent
sur les variables d’un programme, avec la possibilité d’appeler n’importe quelle
fonction ou attribut, mais sans quantification. Elles expriment qu’une propriété (qui
ne porte que sur une petite partie de l’état d’un programme)doit être vraie à un
moment précis de son exécution. L’évaluation des assertions serait trop coûteuse en
phase opérationnelle ; elles ne sont doncarmées normalement qu’en phase de mise
au point, par des indications données dans le fichierAce. Celui-ci sélectionne des
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ensembles de classes de même niveau de vérification, ce quipermet de faire des
évaluations plus ou moins complètes, selon ce niveau.
On distingue actuellement cinq sortes de clauses d’assertions20, selon l’endroit
où elles sont situées dans la classe. L’invariant de classe (invariant ), les préconditions
(require) ou les postconditions (ensure) de routines correspondent auxassertions ex-
ternes, visibles en partie par les clients ou totalement par les héritiers. Lesassertions
internesaux routines sont les clausescheck(cf. routineyear day, Fig. 2.2, p. 42) qui
vérifient qu’une étape importante d’un algorithme est bien atteinte, et les invariants
d’itération qui testent si une propriété reste vraie, pour t us les pas d’une itération.
Chaque clause d’assertions se présente comme une suite de propositions évaluées
dans leur ordre d’apparition dans le texte. Elles peuvent être étiquetées pour faciliter
leur repérage dans le texte de la classe et pour comprendre l’i tention de la propo-
sition (par exemple la précondition de la routinecreer, Fig. 2.3, p. 46). Par défaut,
elles sont numérotées dans chaque clause.
Pour exprimer les changements d’états dans les postconditions, EIFFEL offre
deux opérateurs prédéfinis.old placé devant une expression demande son évaluation
à l’entrée de la routine. Ainsi, l’assertioncount = old count +1 indique un effet
d’incrémentation. L’expressionstrip(a,b...) donne accès à la liste des champs
d’un objet (sous la forme d’unARRAY[ANY]), sauf ceux mentionnés. Ainsi,strip()
donne tous les champs d’un objet etstrip(a) = old strip(a) indique que la routine
qui contient cette assertion ne change au plus que la valeur de la variablea.
Lorsqu’une assertion armée échoue, cela déclenche une exception qui peut être
traitée dans une clause de rescousse (rescue). Si une classe hérite de la classeEXCEP-
TION de la bibliothèque, on dispose de toute l’information voulue pour connaı̂tre le
lieu exact du problème, sa signification et le programmeur rsponsable. Si les ex-
ceptions levées par les assertions ne sont pas récupérées, elles sont propagées en
parcourant les routines actives de la pile d’exécution, jusqu’à trouver une routine
équipée d’une section de rescousse. Cela se produit au plus tard dans la routine
de lancement de l’exécutif EIFFEL dont le traitement par défaut consiste à afficher
un message précis et complet sur la voie standard d’erreur,avec l’identité des ob-
jets et des routines impliquées. On peut aussi activer directement un débogueur in-
teractif et explorer l’état des objets fautifs. Bien que cem´ canisme permette une
forme de programmation défensive, il faut absolument éviter toute confusion dans
l’emploi des assertions et des exceptions. Les assertions sont faitespour d́eceler
des erreurs de programmationet doivent disparaı̂tre lorsque le logiciel est dans sa
phase opérationnelle. Au contraire, les traitements d’exceptions demeurent en phase
opérationnelle et permettentd’améliorer la robustesse, en particulier pour détecter
les erreurs des utilisateurs.
Utilisation des assertions
Les assertions ont trois utilisations principales :
• l’obtention automatique d’une documentationtestable, en accord avec la réalité
du code etavec diff́erents points de vue;
20. Le langage OQUAL [Collet, 1997] propose une classification plus fine avec dix sortes d’assertions.
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• l’amélioration de la fiabilité des programmes,
• l’écriture explicite des droits et des devoirs de chaque programmeur : lescon-
trats de client̀ele et d’h́eritage.
Pour la documentation automatique, le choix délibéré deBertrand Meyer est
malheureusement de ne fournir qu’un langage d’assertions smpli te (sans quantifi-
cation) pour garder des temps d’évaluation acceptables. Cmanque d’expressivité
est certainement à l’origine du scepticisme de ceux qui doutent de l’utilité de ce
mécanisme. Mais si l’on développe en EIFFEL, on est surpris par l’aptitude des as-
sertions à déceler un grand nombre d’erreurs. En effet, laréutilisation intense des
classes, qui sont en général assez bien équipées en assertions21, explique qu’une
erreur de programmation a toutes les chances de trahir une propriété qui porte sur
l’état des classes réutilisées, en particulier celles de tructures de données. Ainsi, les
assertions permettent d’équiper les composants de moyensde défense et de contrôle
qui favorisent leur autonomie pour les différentes réutilisations. Elles jouent aussi
un rôle important dans les programmes de tests, puisqu’elles réalisent des diagnos-
tics précis des échecs éventuels. L’utilisation des outils de débogage est ainsi rare,
réservée aux cas pathologiques inexpliqués par les assertions.
Les assertions peuvent aussi être utilisées par différents outils pour comprendre
la sémantique d’une classe de manière beaucoup plus fine que ne le permettent les
types, mais sans pouvoir rivaliser avec des spécificationsf rmelles. Ainsi, dans le
projet IREC [Brissi et Rousseau, 1995], il est souvent possible de comprendre le
sens d’une modification de classe et de réactualiser automatiquement les classes qui
en dépendent. La possibilité de placer des assertions dès les premières étapes de
construction d’un programme est exploitée par certaines m´ thodes de conception
(( sans couture)), avec des possibilités de traces ou de rétroconception, comme dans
la méthode BON [Waldén et Nerson, 1995] qui est utilisée dans le système d’aide à
la conception EIFFELCASE. Mais l’utilisation sans doute la mieux connue des asser-
tions est l’énoncé des responsabilités des programmeurs par des contrats explicites
[Meyer, 1991].
Contrats de client̀ele
Un contratétablit de manière explicite les droits et les devoirs de chaque partie.
Dans le cas d’un développement de logiciel, ce contrat peutêtre juridique et expli-
cité dans un cahier des charges, ou moral entre les programmeurs. Les assertions
permettent d’établir des contrats pour les deux types de relations entre classes, de
clientèle et d’héritage.
Pour la relation de clientèle, le contrat est fixé par les pr´ et les postconditions de
chaque routine exportée. Le client doit respecter la précondition et peut compter sur
la postcondition. Inversement, le fournisseur n’est tenu de respecter la postcondition
que si la précondition est vraie. Ainsi précisés les droits et les devoirs de chacun, on
peut déterminer qui est responsable d’une erreur, et éviter des tests redondants de
21. Des statistiques faites sur la bibliothèque ISE (622 classes) et sur le projet K2 (800 classes)[Lahire
et Jugant, 1995] donnent respectivement 41% et 23% de routines équipées d’une précondition, 24% et
20% de routines avec une postcondition.
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l’appelant et de l’appelé, qui aboutissent aussi souvent `a l’absence de test, chacun
pensant que c’est à l’autre de le faire. Pour que le contrat ne soit pasléonin, il faut
que le client ait les moyens de le satisfaire. Il est donc ill´egal en EIFFEL de faire
apparaı̂tre un attribut ou une fonction non exportés dans une précondition. Pour
la postcondition en revanche, il est permis d’exprimer des propriétés contingentes,
qui ne servent qu’à tester un comportement connu seulementde l’implémentation.
Pour ne pas obscurcir la vue abstraite des clients, les constructeurs d’abstraction
comme l’outilshortretirent automatiquement toutes les assertions qui mentionnent
une primitive cachée aux clients.
En reprenant l’exemple de la classePERSONNE (cf. Fig. 2.3, p. 46), l’outilshort
fournit la vue abstraite dont un extrait est donné sur la figure 2.10. Seules les pri-
mitives exportées à tous les clients commenom, creer, etat-matrimonial... sont
montrées, avec leur signature, leur commentaire, leur pr´econdition intégrale et la
partie utile de leur postcondition. Ainsi, la deuxième assertion (definition) de la
fonctionetat matrimonial est omise, puisqu’elle mentionne l’attributmariage qui
est privé. Il en va de même pour la dernière assertion (celibataire:) de la rou-
tine creer, pour la même raison. Dans ce cas cependant, il s’agit d’uneerreur de
formulation du programmeur qui aurait dû utiliser l’assertion etat matrimonial =
celibataire qui serait alors apparue dans la vue abstraite, puisque cette fonction
et les valeurs possibles sont exportées aux clients. On voit donc qu’en EIFFEL, il
faut non seulement tester le comportement des routines, maiaussi lacoh́erence
des vuesproduites automatiquement : c’est typiquement le rôle d’un chef de projet.
On voit aussi sur cet exemple que les clients de la classePERSONNE doivent s’as-
surer que les arguments fournis pour créer une personne doiv nt satisfaire toutes
sortes de conditions de validité. Même si le programme client obtient ces données
de l’utilisateur, ildoit les v́erifier avant de les transmettre à la routine de création.
La postcondition joue un rôle moins essentiel pour les tests, mais est utile pour la
documentation. Ainsi, en supposant corrigée l’erreur signalée ci-dessus, le client de
la classePERSONNE est informé que la personne créée est au départ célibataire. Cela
lui indique donc qu’il devra ultérieurement ajouter les différents mariages de cette
personne s’ils existent. Les assertions exhibent donc les règles d’emploi des classes,
et fournissent des ébauches de scénarios d’utilisation.
Si l’on considère maintenant les primitives de la classeDATE (cf. Fig. 2.2, p. 42),
l’on observe que les postconditions des opérateurs"-" et "-y" sont des définitions
complètes, alors que celle de la fonction"year day" ne fait qu’encadrer le résultat
dans le but d’un test. Dans le premier cas, la spécification est totalement équivalente
au code. Elle est nécessaire cependant pour la documentation et les contrôles qui
doivent par nature être redondants. Souvent, la spécification est plus synthétique
et moins efficace que le code, ce qui justifie mieux la différence. Mais même si les
deux descriptions sont au même niveau d’abstraction, la duplication reste nécessaire
pour vérifier que les redéfinitions éventuelles du code respectent bien l’intention de
l’auteur initial. C’est ce qu’on appelle les contrats d’héritage.




nom : expanded NAME
feature -- créations
creer (n, p : STRING ; s: INTEGER ; d : STRING)
-- Créer une personne de nom n, prénom p, sexe s et date de naissance d.
require
nom valide : n /= void and then n.count >=2 and n.count <= 25
prenom valide : p /= void and then p.count >=2 and p.count <= 20
sexe valide : s = masculin or s = feminin
date naissance valide : d /= void and then today.is date valid(d)
pas trop jeune : (today -y date(d)) >=0 -- nouveau né






feature -- accesseurs secondaires
etat matrimonial : INTEGER
ensure
Result = celibataire or Result = marie or Result = divorce
end -- class PERSONNE
FIG. 2.10:Extrait de la classePERSONNE (vue abstraite des clients).
Contrats d’héritage
Les contrats d’héritage s’assurent, d’une part que la sémantique générale d’une
classe ne sera pas dénaturée lors des héritages ultériers (droit des auteurs), et
d’autre part que le fonctionnement général est correct(droit des emprunteurs). Ce
fonctionnement est d’abord contrôlé par les postconditions qui expriment de manière
plus ou moins précise les effets des primitives de modificatons (les modifieurs)et
les définitions des fonctions de consultation(les accesseurs). Pour contrôler que
l’enchaı̂nement des primitives respecte bien un scénariominimal, les techniques
de spécifications algébriques utilisent des axiomes qui combinent les accesseurs et
les modifieurs. L’équivalent simplifié est obtenu en EIFFEL avec lesinvariants de
classesqui expriment de manière synthétique l’effet des différentesprimitives ex-
portées, puisqu’ils doivent être maintenus vrais après chacune de l urs exécutions.
Les invariants de classe jouent aussi un rôle important pour contrôlerles coh́erences
d’ensemble, aussi bien temporelles (cohérence de l’évolution) que spatiales (con-
traintes d’intégrité de bases de données).
Ainsi, en reprenant la classeDATE (cf. Fig. 2.1, p. 40), on voit que l’invariant
exprime que toute date doit être valide, quelle que soit sonév lution. Dans le calen-
drier chrétien, toutes les combinaisons de jours, mois et années ne sont pas valides et
il faut tenir compte du rattrapage opéré lors de l’adoption du calendrier grégorien.
Ainsi, l’auteur de la routinemake de création d’une date doit satisfaire à la sortie
l’invariant de validité, ce qui suppose qu’on lui fournisse des arguments compa-
tibles avec une date valide, ce qui sera exprimé dans la précondition. Des outils
d’aide statiques pourraient aider les programmeurs en faisant ce genre de déduction
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et établir ainsi, semi-automatiquement, certaines préconditions. De même, on pour-
rait envisager d’évaluer statiquement certaines assertions, comme cela commence à
se faire pour les contraintes d’intégrité de bases de données[Benzaken et Schaefer,
1997].
L’invariant de classe joue aussi un rôle important pour lescontrats d’héritage,
puisque toutes les classes héritent des invariants de leurs super-classes.Dans le
cas d’héritage d’inclusion, les super-classes n’ont généralement pas d’invariant (la
classeETAT CIVIL par exemple) ou des invariants indépendants, qui ne peuvent
donc être contradictoires. Dans le cas d’héritage de sous-typage au contraire, les
propriétés exprimées par les invariants peuvent capturer des propriétés fondamen-
tales, presque taxonomiques, quelquechose qui s’apparente à u (( code génétique)).
Ainsi, les erreurs d’héritages, comme faire hériter la classeARAIGNEE (huit pattes)
de la classeINSECTE (six pattes), est détectée par la conjonction contradictoire sur
le nombre de pattes. Des exemples plus réalistes et beaucoup plus complexes ne
manquent pas et, sans ce mécanisme de contrôle, il serait extrêmement périlleux
de construire des hiérarchies d’héritages larges et profondes comme celles qui sont
usuelles en EIFFEL. Ainsi, en reprenant les échantillons des classes de la bibliothèque
ISE et du projet K2 on obtient, pour le nombre moyen de classesparentes explicite-
ment héritées, les valeurs respectives de 1.38 et de 2.46,avec des maximums de 7 et
13. La profondeur maximum des classes (nombre maximum de parentes jusqu’à la
classeANY) est en moyenne de 4.0 (ISE) et de 4.9 (K2), avec des maximums de 11.
En cas de redéfinition d’une primitive, la règle généralest de garantir la substi-
tution polymorphe du nouveau comportement avec le point de vue des super-classes.
Il y a donc un lien logique entre les assertions de la version d’ rigine et celles de
la version redéfinie. Depuis la version 3 d’EIFFEL, le mécanisme de contrôle est
réalisé automatiquement, en élargissant les préconditi s des routines redéfinies par
l’emploi imposé du mot réservérequire else. De même les postconditions de ces
routines sont resserrées par l’usage deensure then(cf. Fig. 2.4, p. 53).
Le lecteur trouvera dans[Collet, 1997] une discussion plus complète sur les em-
plois des assertions et quelques possibilités d’extensions, notamment en introduisant
des quantifications et en amorçant un rapprochement avec les requêtes de bases de
données.
2.9 Les environnements Eiffel
Depuis la première implémentation d’EIFFEL2 par la société ISE en 1988, les
environnements se sont considérablement améliorés et diversifiés. Il existe actuel-
lement quatre implémentations principales d’EIFFEL3 qui sont développées par
les sociétés ISE (Interactive Software Engineering, http://www.eiffel.com),
OT (Object Tools, ex SIG Computer, http://www.sigco.com), Tower (Tower
Technology Co, http://www.twr.com) et l’implémentation SMALL EIFFEL (LO-
RIA, Dominique Colnet, ftp.loria.fr/pub/loria/genielog/SmallEiffel)
qui est distribuée gratuitement selon la convention des produitsGNU de la Free
Software Foundation(F.S.F.).
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2.9.1 Objectifs ǵenéraux
Ces environnements visent tous plus ou moins les mêmes objectifs d’interac-
tivité, mais avec la possibilité de finaliser la fin d’un projet en générant un code
optimisé dans les standards actuels (C ANSI, C++ oubytecodeJAVA ). La documen-
tation de toutes les classes est testée selon le point de vuedes clients ou des héritiers,
grâce à des outils commeshort(§ 2.8.3),flat ou flat-short. L’outil flat donne la vue
concrète et complète de toutes les primitives d’une classe, en rapatriant toutes celles
héritées ; l’outilflat-shortapplique à cette vue un filtrage qui donne la vue abstraite
de toutes les primitives disponible dans une classe donnée.
L’efficacité du code généré peut être voisine, voire mˆme dépasser celle d’un
programme écrit à la main en langage C[Collet et al., 1997]. En effet, les optimi-
sations de la phase de finalisation suppriment les primitives héritées non utilisées,
les liaisons dynamiques inutiles et expansent le code des petites routines lorsqu’il
n’y a, ni récursivité, ni liaison dynamique. Il est donc inutile, comme le font en-
core certains langages, de demander l’aide du programmeur pour ces optimisations.
Si cet avis est encore utile, comme de choisir entre une optimisation de la vitesse
d’exécution ou de l’espace mémoire, sa place n’est pas danle texte des classes.
Celui-ci doit en effet être le plus possible indépendant du contexte d’utilisation, pour
faciliter sa réutilisation. Dans le cas d’EIFFEL, toutes les informations nécessaires à
la génération d’une application sont placées dans un fichier Ace(§ 2.3.2). De plus,
la pertinence des choix du programmeur ne peut rivaliser avec celle d’un outil au-
tomatique qui, seul, peut avoir toute la connaissance nécessair , fiable et à jour au
moment utile pour l’exploiter.
La transportabilité est également un soucis marqué des environnements EIF-
FEL qui permettent de produire des logiciels qui peuvent être compilés et exécutés
sur différentes plates-formes, Unix, Windows, OS2, VMS..., et qui disposent de bi-
bliothèques de composants graphiques pour les présentations favorites de ces diffé-
rents systèmes. Pour les applications interactives qui font un usage important des
mécanismes graphiques, il y a cependant quelques limitations qui sont dues à cer-
taines incompatibilité des environnements, notamment entre X11/Motif et Win-
dows 95.
2.9.2 Compilation incrémentale
D’autre part, la puissance actuelle des ordinateurs rend possible la réconciliation
des approchestatiqueset dynamiquespour analyser et exécuter le code. Il n’est
plus nécessaire d’utiliser un langage dont la syntaxe est limitée aux parenthèses,
ou absconse comme les langages postfixés, pour avoir un délai acceptable entre
l’instant de la dernière modification et celui de l’affichage des premiers résultats.
À partir du moment où ce délai est inférieur à dix, voire souvent à deux ou trois
secondes, il devient inutile de gagner quelques dixièmes de seconde. Ce court répit
suffit maintenant largement pour faire l’analyse syntaxique complète de quelques
classes, les vérifications de sémantique statique les plus urgentes et traduire le code
dans une représentation interne (réification,bytecode, langage intermédiaire...) qui
se prête bien à l’interprétation. Ce principe n’exige pas que tout le système en
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développement soit interprét́e, mais seulement les parties en cours d’évolution, nor-
malement réduites à quelques classes. C’est ce que faisait un interprète d’EIFFEL
2 en EIFFEL 2 [Brissi et Gautero, 1991] et maintenant l’environnement EIFFEL-
BENCH d’ISE avec saMelting Ice Technology(métaphore de laglace fondante).
Ainsi, le handicap des langages compilés peut-être quasiment éliminé, mais avec
le gros avantage de pouvoir bénéficier dutypage statiquequi est utile non seulement
pour la fiabilité (§ 2.8), mais aussi pour l’efficacité. S’il est vrai que les lang ges
interprétés peuvent aussi améliorer nettement leur efficacité d’exécution, grâce à des
techniques de caches ou de traduction en C, cela est beaucoupplus difficile à faire,
à cause des nombreux choix qui restent encore ouverts pendant l’exécution. Pour la
fiabilité en revanche, les langages interprétés ne peuvent pas inventer l’information
de typage qui leur manque le plus souvent.
De plus, tous les contrôles statiques, en particulier les plu fins, n’ont pas besoin
d’être systématiquement réalisés à chaque compilation : ils peuvent souvent être ef-
fectués plus tard, avec d’autres vérifications statiquesou dynamiques, comme des
analyses globales plus fines que la règle descatcallsou des évaluations d’assertions
coûteuses (tests d’intégrité de bases de données, vérifications de quantifications...).
Cette perspective de désynchronisation des différentesactions sur un programme en
construction, déjà initiée avec les premières implémentations du langage C22, offre
de nombreuses possibilités qui ne sont pas encore toutes exploit´ es, y compris pour
EIFFEL. Ainsi, le langage OQUAL [Collet, 1997] n’est réaliste qu’avec la possibi-
lité d’évaluer ses quantifications de manière incrémental , au fur et à mesure de la
construction des classes, ou de manière différée pour les tests d’intégrité, la nuit ou
les week-ends par exemple.
En prenant l’exemple de l’environnement EIFFELBENCH (Fig. 2.11), un texte
EIFFEL est traduit selon différents niveaux de finition, dans l’une des trois formes
suivantes :
• interprétable pour les parties en cours de mise au point, que Bertrand Meyer
appelle(( chaudes)),
• compilée, mais sans optimisation pour le reste d’une application en cours de
développement (les parties(( froides))),
• ou finalisée, c’est-à-dire traduite dans un langage standard (C/C++, JVM de
JAVA ), et sous la forme optimisée d’un kit portable avec ses procédures d’ins-
tallation, sa documentation, ses tests...
Les changements de formes peuvent se faire de manière interactiv , en utilisant
des boutons comme ceux de la figure 2.11, et en adaptant le fichirAcepour choisir
le niveau de contrôle statique, l’armement des assertions, la gestion de l’évolution.
L’interaction est également indispensable pour tout ce qui concerne l’information
du programmeur (browsing) sur les classes qu’il réutilise et pour le débogage, d’uti-
lisation assez rare en EIFFEL grâce aux assertions. Ainsi, l’environnement EIFFEL-
BENCH permet de naviguer dans l’univers de classes défini par un fichierAce, d’ex-
plorer ces classes selon différents points de vue (concrèts ou abstraits, primitives
22. Comme par exemple d’utiliser une séquence “c -O0; lint; cc -O3” pour compiler rapide-
ment, plus tard faire une vérification statique et enfin produire un code optimisé.
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FIG. 2.11:Un exemple de session avec l’environnementEIFFELBENCH
propres à la classe ou héritées...), de connaı̂tre les super-classes ou les sous-classes
d’une classe, ses clients ou ses fournisseurs. Les fonctions de débogage sont clas-
siques et permettent des exécutions en pas à pas et des analy es de l’état des objets
(cf. Fig. 2.11).
S’il est vrai qu’il existe de bons environnements interactifs pour d’autres lan-
gages (notamment pour SMALLTALK ), même si nombre d’idées utilisées dans les
environnements EIFFEL sont connues et sous-exploitées, nous ne connaissons pas
d’autres environnements actuels qui les appliquenttou es ensemblesaussi bien.
Cela explique les excellents taux de productivité que nousavons constaté lorsqu’on
développe en EIFFEL [Rousseauet al., 1994b]. Ainsi, un modèle récent d’estima-
tion des coûts de développement avec une approche par objets[Giliberti et al., 1997]
a été étalonné avec un bon coefficient de corrélation23 sur des projets développés
en SMALLTALK et C++ [Lorenz et Kidd, 1994]. En appliquant ce modèle au projet
K2 [Lahire et Jugant, 1995], nous obtenons un effort d’environ 90 hommes×mois
au lieu de 30 en réalité. Même si l’on peut contester la fiabilité de ce modèle d’esti-
mation des coûts, cela indique clairement une productivité très élevée pour ce pro-
jet qui a été développé avec l’environnement EIFFELBENCH. De plus, l’effort réel
comprend la fourniture d’une documentation interne de 2 500pages et de tests assez
complets, grâce aux assertions.
23. En comptant les routines exportées.
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2.10 Conclusion
L’approche objet apporte des solutions potentielles àtousles problèmes que se
pose le génie logiciel, pour obtenir à moindre coût des logiciels évolutifs, réutili-
sables, fiables, efficaces, bien documentés, portables et interfaçables. Bien que cette
approche manque encore sérieusement de maturité, elle int´ grera probablement tous
les paradigmes actuels. C’est d’ailleurs une erreur de considérer l’approche objet
sur le même plan que la programmation impérative, fonctionelle ou logique. Elle
se situe en effet sur une autre dimension, celle de la structuration des programmes,
ce qui permet de la comparer aux principes de la(( programmation structurée)) des
années soixante-dix ou de la(( modularité classique)) des années quatre-vingt. Dans
les deux cas, elle dépasse de loin, et sans doute de manièredéfinitive, les mérites
des approches classiques.
Dans la famille des langages à objets dédiés au génie logiciel, le langage EIFFEL
tient une place paradoxale. C’est à notre avis le langage actu l qui offre la solution la
plus complète et la plus cohérente, ce qui en fait déjà unexcellent support pour l’en-
seignement[Boussard et Rousseau, 1995]. Les environnements actuels pour EIFFEL
sont interactifs, performants et conviviaux, avec des bibliothèques conséquentes de
milliers des primitives réutilisables ; ils sont certainem nt à l’origine des taux élevés
de productivité que nous avons constatés. Pourtant, le nombre des utilisateurs d’EIF-
FEL reste très inférieur à ce que l’on pourrait imaginer, cardepuis FORTRAN et CO-
BOL, la plupart des utilisateurs suivent les standards du moment aujourd’hui C++ et
JAVA . Il est pourtant possible de développer en EIFFEL du logiciel évolutif et bien
documenté et de le traduire dans ces derniers standards.
Toutes les constructions d’EIFFEL nous paraissent utiles, sans redondance. Les
bases du langage sont solides, ce qui lui permet d’évoluer ou de servir de support à
des extensions[Rousseauet al., 1994a] pour acquérir de nouvelles aptitudes[Rous-
seau, 1995], pour les applications persistantes[Lahire, 1992], parallèles[Caromel,
1993] ou réparties[Jézéquel, 1993a] ou pour la spécification des programmes[Col-
let, 1997]. En revanche, les possibilités de métaprogrammation n’ot pas encore été
suffisamment explorées.
3
Introduction à C++ et
comparaison avec Eiffel
CONÇU PAR BJARNE STROUSTRUP, le langage C++ est devenu un standard defait en matière de programmation par objets, que ce soit dans le monde indus-
triel ou dans le monde académique. Ce chapitre n’a pas la pr´etention de faire
le tour complet de ce langage. Il en présente simplement lesprincipaux mécanismes
permettant la définition et l’utilisation d’objets, dans le but de mettre l’accent sur
leurs avantages et leurs inconvénients comparativement au langage EIFFEL, avec
lequel C++ est souvent mis en compétition.
Pour bien comprendre ce qui suit ou approfondir ses connaissance sur C++, le
lecteur peut consulter[Stroustrup, 1992], qui constitue de fait le manuel de référence
du langage, et[Stroustrup, 1994], dans lequel Bjarne Stroustrup explique les prin-
cipes qui ont guidé la définition du langage et qui permet d’apprécier son évolution
durant ces dix dernières années. Ces deux ouvrages ne sontcependant pas conçus
pour apprendre à programmer en C++. Parmi les nombreux livres qui sont préci-
sément consacrés à cette question,[Lippman, 1991] est considéré comme l’un des
meilleurs ;[Musser et Saini, 1996] est un complément indispensable pour apprendre
à utiliser la bibliothèque standard du langage, appeléeSTL 1.
Le langage EIFFEL, quant à lui, est présenté dans lechapitre 2. Les principes
dont s’est inspiré son créateur, Bertrand Meyer, sont décrits et discutés dans[Meyer,
1990]. Bien qu’assez ancien maintenant, cet ouvrage sert encore de référence. EIF-
FEL a évolué depuis, et sa dernière version, qui porte le num´ero 3, est décrite en
détail dans[Meyer, 1994a]. Un certain nombre d’ouvrages sont consacrés à la pro-
grammation en EIFFEL, comme[Switzer, 1995] [Jézéquel, 1996] et [Gautieret al.,
1996], sans oublier[Wiener, 1995], qui présente aussi une comparaison entre EIF-
FEL et C++.
1. Standard Template Library.
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3.1 Un peu d’histoire
Le langage C a été imaginé au début des années 1970, dansles laboratoires
Bell de la compagnie AT&T. Selon l’avis même de ses concepteurs, B.W. Kerni-
ghan et D.M. Ritchie, c’est un langage de bas niveau, censé permettre au program-
meur d’utiliser au mieux les ressources de son installation[Kernighan et Ritchie,
1988]. Conçu pour le système Unix, le langage s’est rapidement répandu sur tous
les systèmes d’exploitation usuels. Ce succès s’est accompagné d’une prolifération
de dialectes, qui a rendu nécessaire un travail de normalisation effectué de 1983 à
1988 par un comité de l’Ansi[Kernighan et Ritchie, 1990].
L’histoire de C++ commence, elle aussi, au centre de recherche des laboratoires
Bell. En 1979, Bjarne Stroustrup développe le langage Cwith classes, une exten-
sion de C, incluant, entre autres, la définition de classes (§ 3.2) et l’héritage simple
(§ 3.5.1). La liaison dynamique (§ 3.5.2) n’est introduite qu’en 1983, pratiquement
en même temps que le langage change de nom pour devenir C++. Lorsque la version
1.0 du compilateur est commercialisée, en 1985, le langagecorr spond à la descrip-
tion donnée dans[Stroustrup, 1986], qui inclut notamment la surcharge des fonc-
tions et des opérateurs (§ 3.4), les notions de constante et de référence (§ 3.3.1), ainsi
que les opérateurs de gestion dynamique de la mémoire,new et delete (§ 3.3.2).
Durant la période 1986–1989, l’utilisation de C++ se développe et différents com-
pilateurs, dont certains pour PC, sont commercialisés parles éditeurs de logiciels.
Le compilateur GNU C++ est même disponible dans le domaine public à la fin de
1987. La version 2.0 du compilateur AT&T, autorisant l’héritage multiple (§ 3.5.3),
apparaı̂t en 1989. Le comité X3J16 de l’Ansi est chargé d’´etablir une norme et re-
tient le manuel de référence rédigé par Margaret A. Ellis et Bjarne Stroustrup[Ellis
et Stroustrup, 1990] comme base de travail. Les extensions proposées dans ce ma-
nuel, la généricité (§ 3.6) et la gestion d’exceptions, sont acceptées. Depuis 1991,
les travaux de normalisation sont menés conjointement avec le groupe de travail
WG-21 de l’Iso.
Dès l’introduction de son ouvrage relatant la genèse et l’évo ution de C++
[Stroustrup, 1994], Bjarne Stroustrup affirme clairement sa volonté d’intégrer les
moyens de structuration des programmes offerts par SIMULA (classes et héritage)
[Kirkerud, 1989] au langage C. L’auteur est conscient des défauts de C, mais consi-
dère qu’il offre néanmoins de multiples avantages : souplesse, efficacité, portabilité,
disponibilité sur un grand nombre de plates-formes, etc. Dans l’esprit de l’auteur,
C++ doit rester compatible avec C tant que cette compatibilité n’empêche pas d’at-
teindre les objectifs fixés[Koenig et Stroustrup, 1989] : simplifier le travail des pro-
grammeurs en enrichissant C de facilités permettant l’abstr ction de données et la
programmation par objets. C++ est un langage et ne doit pas devenir un système
intégrant un environnement de programmation, tel que, parexemple, SMALLTALK
[Goldberg, 1984]. Il ne doit pas non plus obliger les programmeurs habitués `a C à
changer radicalement leurs habitudes. Les constructions de C ont donc été intégrées
à C++ sans chercher une compatibilité totale et en procédant, quand il le fallait, à des
modifications syntaxiques et des extensions. Certaines d’entre lles ont d’ailleurs été
retenues dans la norme C ANSI.
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3.2 Les classes
3.2.1 La d́efinition d’une classe
C++ est un langage fortement typé : les variables, les paramèt es et les (résultats
de) fonctions doivent faire l’objet d’une déclaration quiprécise leur type, autrement
dit le domaine auquel appartient leur valeur pendant l’exécution. Des règles de ty-
page définissent la validité des instructions du code source en fonction des types des
entités qu’elles manipulent. Le compilateur peut ainsi contrôler statiquement, avant
l’exécution, le respect de ces règles, afin de garantir uneexécution exempte d’erreur
de type[Aho et al., 1989, chapitre 6].
Une classe définit un nouveau type, qui s’ajoute aux types fondamentaux prédé-
finis (entiers, réels, booléens, caractères). La déclaration de la classe mentionne
toutes les informations nécessaires pour que le compilateur puisse traiter les décla-
rations des variables de ce type, tant en ce qui concerne l’allocation mémoire que
les contrôles de types : structure physique des objets, souforme d’attributs appelés
donńees membres(Fig. 3.1, lignes 2–4), et signatures2 des opérations applicables
aux objets, appeléesfonctions membres(lignes 9–14). La filiation avec C apparaı̂t
clairement, l’analogie entre la déclaration d’une classeC++ et celle d’une structure
C étant flagrante.
Le texte constituant la définition complète d’une classe n’est pas nécessairement
regroupé dans un seul fichier source : les corps des fonctions membres peuvent être
donnés à part, dans différents fichiers, pour être compilés séparément. Cependant,
comme la déclaration de classe doit figurer dans tous les fichiers où le nom de la
classe est utilisé, il est habituel de la conserver dans un fichier d’inclusion3. La
directive#include, reprise de C, permet ensuite d’inclure cette déclarationpar-
tout où elle est nécessaire (ligne 17). Les mêmes noms pouvant servir à désigner
des membres de classes différentes ou des fonctions ordinaires, chaque fonction est
rattachée à sa classe grâce à l’opérateur derésolution de port́ee:: (lignes 18 à 22).
Les membres d’une classe peuvent être privés (ligne 1) ou publics (ligne 5),
les membres publics constituant l’interface de la classe. Les données membres pu-
bliques peuvent non seulement être consultées mais aussimodifiées par tout client
de la classe. Afin de préserver le masquage d’information, il est donc préférable
de garder privés les champs de la représentation et de définir des fonctions d’accès
pour les consulter (lignes 9–11). Pour satisfaire les objectifs apparemment contra-
dictoires d’efficacité et de sécurité, ces fonctions peuvent être indiquées comme
devant êtreexpanśees en ligne, c’est-à-dire traitées par le compilateur à la manière
d’une macro : les appels de la fonction sont remplacés par les instructions du corps
de la fonction, dans lesquelles les paramètres formels ontété remplacés par les pa-
ramètres effectifs de l’appel.
Une fonction expansée en ligne peut être définie de deux façons différentes, en
plaçant la définition complète de la fonction, corps y compris, dans la déclaration
de la classe (lignes 14–16) ou en faisant précéder la définition de la fonction du
2. Selon une syntaxe conforme à la norme C ANSI.
3. Header file.

















// Ceci est un commentaire : fichier Article.h
class Article {
private: // Partie privee
char* designation; // Nom de l’article
int quantite; // Quantite en stock
float prixHT; // Prix de vente hors taxes




char* designation(); // Consulter la designation
int quantite(); // Consulter la quantite en stock
float prixHT() const; // Consulter le prix de vente HT
float prixTTC(); // Calculer le prix de vente TTC
void retirer(int q); // Retirer ‘q’ articles du stock










// Implantation des fonctions membres de la classe Article
#include "Article.h"
inline char* Article::designation() {
return designation;
}
inline int Article::quantite() {
return quantite;
}
inline float Article::prixHT() const {
return prixHT;
}
inline float Article::prixTTC() {
return (1.206 * prixHT);
}
inline void Article::retirer(int q) {
quantite -= q;
}
FIG. 3.1:Déclaration et implantation de la classeArticle décrivant un article du
stock d’un magasin.
mot cléinline (lignes 18 à 22). Ainsi, la consultation des valeurs des membr s
privés designation, quantite et prixHT ne provoque pas de surcoût de temps
d’exécution. Il est tout à fait normal de procéder pareillement pour les fonctions
ajouter (ligne 14),prixTTC (ligne 21), etretirer (ligne 22), étant donné leur
simplicité.
Ce mécanisme d’expansion en ligne est plus simple et plus fiable que le méca-
nisme de définition de macro-fonctions de C par la directive#d fine, car, contrai-
rement à ce dernier, il n’opère pas par substitution de texte. Le compilateur fait en
sorte que l’effet d’un appel soit rigoureusement identiqueà c lui du texte expansé.
3. Introduction à C++ et comparaison avec Eiffel 77
3.2.2 Comparaison avec Eiffel
Si, tout comme EIFFEL, C++ est un langage fortement typé, il s’en distingue
cependant sur deux points importants. D’une part, EIFF L impose un style de pro-
grammation par objets : une application est unsyst̀emede classes[Meyer, 1990] et
toute routine (c’est-à-dire procédure ou fonction) appartient à l’une de ces classes. Il
n’en est rien en C++, conformément aux intentions de son auteur : une application
peut inclure des fonctions (en particulier le programme principal main()) et des
variables qui ne sont pas attachées à des classes. D’autrep r , le texte d’une classe
EIFFEL constitue une unité syntaxique indépendante. Au contraire, comme nous ve-
nons de le montrer, la définition d’une classe C++ ne constitue pas obligatoirement
une seule unité syntaxique et peut être réparties dans plusieurs fichiers sources. La
notion de classe est le concept central en EIFF L, alors qu’elle n’est qu’un outil
parmi d’autres en C++.
Le masquage d’information est plus rigoureux en EIFFEL qu’en C++, car l’unité
de protection est l’objet : seules les primitives4 privées de l’objet courantsont ac-
cessibles dans le corps d’une routine. En C++, l’unité de protection est la classe : les
membres privés detout objetd’une classe sont accessibles dans le corps des fonc-
tions membres de cette classe. En outre, une donnée membre publique d’une classe
C++ peut être directement modifiée par n’importe quel client de la classe. Ceci est
impossible en EIFFEL : un attribut public ne peut être consulté qu’en lecture etil
faut impérativement définir une routine spécifique pour ˆetre en mesure de modifier
sa valeur.
En revanche, les mécanismes d’exportation d’EIFFEL et C++ sont complémen-
taires. EIFFEL autorise l’exportation de chaque primitive d’une classe defaçon diffé-
renciée vers une ou plusieurs classes explicitement nomm´ees (dans une clausefea-
ture). C++ ne permet d’exporter que l’ensemblede la partie privée d’une classe
vers lesamiesde la classe, qui peuvent être d’autres classes (cf. Fig. 3.1, ligne 6),
mais aussi des fonctions membres d’autres classes (ligne 7), voire des fonctions
ordinaires (ligne 8).
3.3 Les objets
3.3.1 La représentation des objets
La déclaration d’une variable d’un type défini par une classe, par exempleArti-
cle (Fig. 3.2, ligne 1), a pour effet d’allouer l’espace nécessaire à la représentation
des trois données membres de l’objet (une chaı̂ne de caractères, designation, un
nombre entier,quantite, et un nombre réel,prixHT, cf. Fig. 3.1). La déclaration
d’un pointeur sur un objet de typeArticle (ligne 2) n’alloue que l’espace nécessaire
à la représentation d’une adresse, sans qu’un objet de type Article ne soit créé.
C’est la représentation standard en EIFFEL. La déclaration d’uneréf́erenceà un
objet de typeArticle (ligne 3), notion inconnue en C, définit unalias, c’est-à-
dire une nouvelle désignation pour un objet existant : une tell déclaration doit donc
4. Une primitive (feature) est l’équivalent d’un membre C++, donnée ou fonction.








Article art1, art2, art3, art4;
Article *p1, *p2;
Article &ref1 = art1;
...
p1 = p2; // Affectation d’adresses (pointeurs)
art1 = art2; // Affectations d’objets
ref1 = art3; // Equivalent a : art1 = art3
art4 = ref1 // Equivalent a : art4 = art1
}
FIG. 3.2:Exemples de d́eclarations et d’utilisations de pointeurs et de réf́erences.
impérativement être accompagnée d’une initialisation. Ici, la référenceref1 est en
quelque sorte un synonyme deart1. La représentation d’une référence est identique
à celle d’un pointeur, mais l’accès à la valeur désignée par une référence s’effectue
sans utiliser l’opérateur de déréférence* (lignes 4–5).
Lorsque des paramètres formels sont déclarés de type référence (Fig. 3.3, li-
gne 1), le passage des paramètres s’effectue par adresses.L’écriture du corps de
la fonction s’en trouve notablement simplifiée, puisqu’iln y a plus besoin d’utili-
ser l’opérateur de déréférence pour accéder aux objets désignés par les paramètres
(lignes 2–4). Il en est de même pour les appels de la fonction(ligne 6) : il devient in-
utile de donner explicitement des adresses en paramètres,comme en C, en utilisant
l’opérateuradresse-de& (ligne 5). La lisibilité du texte source est accrue.
L’adjectif const peut être appliqué à un type, y compris un type défini par l’uti-
lisateur, pour déclarer des constantes. Le type garde ses propriétés initiales, mais
les valeurs des variables de ce type ne peuvent pas être modifiées. A l’instar des







void swapC (int *i, int *j) {
/* Style C : echanger les valeurs de ‘i’ et ‘j’. */




void swapCC (int &i, int &j) {
// Style C++ : echanger les valeurs de ‘i’ et ‘j’.









FIG. 3.3: L’utilisation de param̀etres formels de type réf́erence (ligne 1) simplifie
l’ écriture du code source.
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1
2
int estDans(const int el, const int tab[]) {
// ‘el’ appartient-il au tableau ‘tab’?
// Les parametres ‘el’ et ‘tab’ ne peuvent etre modifies
// dans le corps de la fonction.
...
tab[i] = 0; // Instruction illicite
...
}
FIG. 3.4:Exemple de param̀etres formels constants.
directive#define. Elle est notamment utile pour les tableaux, qui sont représentés
par des pointeurs, comme en C. Passer un tableau en paramètre eff ctif revenant à
passer un pointeur, il est toujours possible de modifier intempestivement les valeurs
du tableau dans le corps de la fonction appelée, sauf si le paramètre formel corres-
pondant est déclaré constant (Fig. 3.4, ligne 1). Le compilateur peut alors vérifier
que le paramètre ne figure pas dans une instruction susceptible de changer la valeur
d’un des éléments du tableau (ligne 2). Si cette précaution est superflue pour le pa-
ramètre formelel, de type entier, elle reste cependant utile pour se prémunir co tre
des erreurs pendant la mise au point et pour documenter la fonction.
Le pointeurthis désigne l’objet courant, comme l’identificateurCurrent d’EIF-
FEL. Dans le texte d’une fonction membre d’une classe,Articlepar exemple,this
est, par défaut, un pointeur constant sur un objet du type d´efini par la classe :
Article *const this;
Ceci interdit bien de modifier la valeur dethis en tant que pointeur, mais autorise la
modification de l’objet (courant) qu’il désigne, sans passer par une fonction prévue
à cet effet. Pour y remédier,this doit être un pointeur constant sur une constante
de typeArticle :
const Article *const this;
De cette façon, ni la valeur pointée, ni la valeur même du pointeur, ne peuvent
être modifiées. Cette protection est effectivement garantie dans une fonction dite
constante, c’est-à-dire déclarée avec la spécification const. En toute rigueur, les
fonctions de consultation des membres privés, par exempleprixHT (cf. Fig. 3.1,
lignes 11 et 20), doivent être déclarées constantes, d’une part à titre de garde-fou
pendant les phases de mise au point et de maintenance, et, d’autre p rt, à titre de
documentation.
3.3.2 La cŕeation des objets
Contrairement à EIFFEL, C++ autorise la manipulation explicite de pointeurs
sur des objets. La déclaration d’un pointeur (A ticle*) n’allouant que l’espace
mémoire nécessaire à la représentation d’une adresse,il faut fournir les moyens
d’allouer et de libérer dynamiquement des zones d’espace mémoire. En C, ce sont
les fonctionsmalloc(), pour l’allocation, etfree(), pour la libération, qui rem-
plissent ce rôle. En C++, ce sont les opérateursnew etdelete. Ainsi, l’expression






// Fichier Article.h : declaration de la classe Article
class Article {
private:
char * designation; // Nom de l’article
int quantite; // Quantite en stock
float prixHT; // Prix de vente hors taxes
public:
















Article *tab = new Article[100];
Article *savon;
Article soude("Soude caustique", 20, 39.95);
...






FIG. 3.5:Exemples de créations et de destructions d’objets.
new Article (Fig. 3.5, ligne 8) alloue l’espace nécessaire à la représentation d’un
objet de typeArticle et retourne l’adresse de la zone allouée. Cette zone peut
être explicitement libérée grâce à l’opérateurdelete (ligne 11). Dans l’instruction
de libération de la ligne 12, les crochets indiquent que l’espacecompletalloué au
tableautab (ligne 6), et non pas seulement son premier élément, doit ˆetre restitué.
Lors de sa création, un objet est initialisé par unco structeur, qui est une fonc-
tion membre qui porte le même nom que sa classe d’appartenanc et n’a pas de
type résultat (cf. Fig. 3.5, lignes 1–5). Si une classe n’est pa explicitement dotée
d’un constructeur, et seulement dans ce cas, un constructeusans paramètre, baptisé
constructeur par d́efaut5, est automatiquement généré pour la classe. Dès qu’un
constructeur différent du constructeur par défaut est d´fini, il doit impérativement
être utilisé, tant pour déclarer une variable du type correspondant (ligne 7), que pour
allouer dynamiquement un objet avec l’opérateurnew (ligne 8).
Pour une classe donnée, il n’y a pas lieu d’utiliser de constructeur pour déclarer
une donnée membre, car l’exécution d’un constructeur de la classe débuteimplici-
tementpar l’appel des constructeurs par défaut de chacune des données membres.
Si la classe définissant le type d’une donnée membre n’a pasde constructeur par
défaut ou si ce dernier ne convient pas, il faut remplacer l’appel implicite au cons-
tructeur par défaut par un appel explicite (et paramétré) à un constructeur existant.
5. Cette dénomination désigne également tout constructeur sans paramètre défini explicitement par
l’utilisateur.









Rayon(int num, char *nom, int qte, float prix)
: articleExpose(nom, qte, prix), numero(num) { }
...
};
FIG. 3.6:Exemple de constructeur avec une liste d’initialisations.
Ces appels figurent dans une liste d’initialisations (Fig. 3.6, ligne 3), qui suit suit la
liste des arguments du constructeur de la classe contenant la donnée membre (ligne
2). Cette liste indique ici que le membrearticleExpose (ligne 1) est initialisé par
le constructeur de la classeArticle, qui reçoitnom, qte etprix en paramètres, et
que le membrenumero, de type entier, est initialisé avec la valeur du paramètre
num. Comme il n’y a pas d’autre action à effectuer, le corps proprement dit du cons-
tructeur est vide.
Une fois qu’un objet est créé, l’utilisation d’un de ses membres se note de la
même façon que l’accès à un champ d’une structure C, grâce à une notation pointée
(cf. Fig. 3.5, ligne 9). Lorsque la cible est un pointeur, l’opérateur-> remplace le
point (ligne 10).
3.3.3 La destruction des objets
Comme en C, l’espace mémoire nécessaire à la représentation d’une variable
locale (dans une fonction ou un bloc d’instructions entre accolades) déclarée avec
le spécificateur de classe d’allocationauto 6 est alloué à chaque activation du bloc
où figure la déclaration. L’espace est implicitement lib´eré à la sortie du bloc. Si
la variable est un pointeur, l’espace peut être explicitement libéré à tout moment
avec l’opérateurdelete. Si la classe de l’objet désigné par la variable comporte
une fonction membre appeléed structeur, celle-ci est implicitement exécutée avant
la libération de l’espace mémoire occupé par l’objet, que cette libération soit pro-
voquée par la sortie du bloc ou l’usage de l’opérateurdelete.
Un destructeur ne peut en aucun cas être invoqué explicitement. Il n’a ni pa-
ramètre ni résultat. Son nom est formé par la concaténation du caractère~ et du
nom de sa classe (Fig. 3.7, lignes 5–8). L’exemple présenteun extrait de la définition
d’une classe décrivant une pile d’entiers. Le constructeur (ligne 4) alloue l’espace
nécessaire au stockage demax entiers. La destruction d’unobjetde typePileInt,
c’est-à-dire d’une zone mémoire formée d’un pointeur (pile, ligne 1) et de deux
entiers (max et sommet, lignes 2 et 3), est automatique. En revanche, la libération
de la zone désignée par le pointeurpile (le tableau des éléments proprement dit)
n’est pas automatique. C’est donc bien le destructeur qui doit s’en charger (ligne 7)
et il est appelé chaque fois qu’un objet de typePileInt est détruit (lignes 9 et 10).
6. Ou sans spécificateur,auto étant le défaut.









// Fichier PileInt.h : declaration de la classe PileInt
#include <iostream.h> // Pour les entrees-sorties
class PileInt {
private:
int * pile; // Tableau implantant la pile
int max; // Capacite maximale de la pile
int sommet; // Indice du sommet de la pile
public:
PileInt(int max) : sommet(-1), max(max), pile(new int[max]) { }
~PileInt() {








... { // Debut de bloc
PileInt pint(500); // Creation d’une pile de 500 elements
PileInt *pp = new PileInt(5); // Pointeur sur une pile de 5 elements
...
delete pp; // Destruction explicite de la pile designee par ‘pp’
} // Fin du bloc : destruction de la pile ‘pint’
// et des autres objets locaux (le pointeur pp)
FIG. 3.7:Constructeur et destructeur de la classePileInt.
3.3.4 Comparaison avec Eiffel
Les points de vue adoptés en C++ et en EIFFEL sur la représentation et la
création des objets sont radicalement différents.
C++ autorise la manipulation explicite de pointeurs sur desobjets, alors que
cette notion n’existe pasexplicitementen EIFFEL. En effet, une variable EIFFEL est
par défaut uneréf́erence, c’est-à-dire un pointeur : l’affectationx := y a pour effet
d’affecter àx la référence (l’adresse) contenue dansy, les deux variables désignant
ensuite le même objet. Toutefois, il n’existe ni opérateur de déréférence ni opérateur
adresse-de : le fait de manipuler des pointeurs reste totalement transparent au pro-
grammeur. En cas de besoin, il est toujours possible de déclarer une variable d’un
type expansé (avec le mot cléexpanded), pour indiquer que la variable n’est pas une
référence mais qu’elle représente directement un objetdu type nommé, comme dans
une déclaration de variable d’un type défini par une classeen C++.
A l’inverse, en C++, les pointeurs sont explicitement déclarés et manipulés com-
me tels : l’affectation à un pointeur modifie l’adresse qu’il contient et l’accès à l’ob-
jet désigné nécessite dans tous les cas l’usage de l’opérateur de déréférence*. Quant
aux références, elles doivent impérativement être initialisées à leur déclaration,sans
qu’il soit possible de modifier ultérieurement l’adresse qu’elles contiennent. Il n’y a
donc aucune équivalence entre un pointeur C++ et une référenc au sens d’EIFFEL,
pas plus qu’entre une référence C++ et une référence EIFFEL.
En C++, un objet est initialisé à sa création par unco structeur: cette conven-
tion rend superflue l’utilisation d’une syntaxe et d’un mot clé spécifiques pour la
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définition des constructeurs, comme c’est le cas en EIFF L, où un objet doit être
explicitement créé par une instruction d’instanciation(notée!!). En revanche, un
objet EIFFEL n’a pas à être explicitement détruit : la mémoire allou´ee dynamique-
ment aux objets est récupéréeautomatiquementpar un ramasse-miettes lorsqu’elle
n’est plus accessible, comme dans un interpréteur LISP, sans que le programmeur
ait à s’en soucier. La notion de destructeur demeure inconnue. En C++ , ce travail
est laissé à la charge du programmeur, qui doit explicitement prévoir les instructions
adéquates.
C++ ne respecte pas le principe de référence uniforme appliqué en EIFFEL, où
l’accès à un attribut (une donnée membre) et l’appel d’une routine (une fonction
membre) sans paramètre se notent pareillement. En C++, l’appel d’une fonction
sans paramètre se note, comme en C, en faisant suivre le nom de la fonction d’un
couple de parenthèses (cf. Fig. 3.5, ligne 9). Pour être enm sure d’utiliser correc-
tement un service, le client d’une classe doit donc nécessair ment savoir si ce ser-
vice est implanté par une donnée ou par une fonction sans paramètre. Afin d’éviter
qu’un changement dans l’implantation d’une classe ne provoque des modifications
chez ses clients, il est une fois de plus souhaitable de définir systématiquement des
fonctions d’accès aux données membres, si possible expansées en ligne.
3.4 La surcharge et les conversions
La plupart des opérateurs7, peuvent être surchargés, mais sans en modifier l’arité
et la priorité telles qu’elles sont fixées par le langage. Dla même façon, plusieurs
fonctions, qu’elles soient non membres, membres d’une même classe ou membres
de classes différentes, peuvent porter le même nom, à condition que chaque signa-
ture soit unique, par le nombre ou le type des paramètres, san que cela soit exclusif.
La surcharge est particulièrement attractive pour les constructeurs (Fig. 3.8, li-
gnes 1–3), car elle permet d’enrichir les possibilités de déclarations et d’initialisa-
tions (lignes 5–7), sans avoir à utiliser plusieurs constructeurs aux noms différents,
comme ce serait le cas en EIFFEL. En effet, ce dernier interdit de définir plusieurs
routines de même nom dans une même classe.
Comme en C, il existe des opérations de conversion implicites entre valeurs des
types fondamentaux (int, float, etc.), mais il est également possible de définir des
opérations de conversion entre deux valeurs de types quelconques : un constructeur
à paramètre unique définit en fait une opération de conversion du type du paramètre
vers le type défini par la classe du constructeur.À ce titre, le constructeur de la ligne
2 permet non seulement d’initialiser une instance de la classeTemps, mais encore
de convertir implicitement un entier en une telle instance (ligne 8).
Une classe peut également être explicitement pourvue d’opérateurs de conver-
sion sous forme de fonctions membres. Ici, l’opérateurint (ligne 4) convertit un
temps en une valeur entière (ligne 9). Cet opérateur est implicitement appelé pour
convertir un opérande ou un paramètre dont le type est inadéquat (ligne 10).
7. A l’exception de::, .*, ., ?: et des opérateurs s’appliquant aux types fondamentaux, l’addition
des entiers par exemple.





// Fichier Temps.h : declaration de la classe Temps
class Temps {
private:
int cts; // Un temps est exprime en centiemes de secondes
public:
Temps(int mn, int sec, int cts) { cts = (mn * 6000) + (sec * 100) + cts; }
Temps(int cts) { cts = cts; }
Temps() { cts = 0; } // Constructeur par defaut
















t2 = 100; // Equivalent a : t2 = Temps(100)
i = int(t1); // Equivalent a la notation C : i = (int)t1
i = t0; // Equivalent a : i = int(t0)
}
FIG. 3.8:Exemple de surcharge avec le constructeur de la classeTemps.
L’existence d’opérations de conversion pouvant être invoquées implicitement
complique notablement le mécanisme de sélection de l’op´eration à exécuter en
cas de surcharge. En effet, s’il n’existe pas de définition dt la signature corres-
ponde exactement aux types des paramètres effectifs d’un appel d’une fonction
surchargée, l’opération sélectionnée est l’intersection des ensembles des opérations
(( qui conviennent le mieux)) pour chacun des paramètres pris séparément,tout en
prenant en compte les possibilités de conversions de types. Si plusieurs opérations
(( conviennent aussi bien)), l’appel est considéré comme ambigü et rejeté8.
Il est donc fortement recommandé de ne pas abuser de la surcharge des opérateurs
et des conversions. Les programmes deviennent rapidement illisibles et leur main-
tenance se transforme en véritable casse-tête, quand on sait qu’il est possible de




Dans la terminologie C++, une sous-classe,V tement, dérive d’une classe
de base,Article (Fig. 3.9, ligne 2). Une dérivation est qualifiée par un motclé
précédant le nom de la classe de base. Avec la qualificationprivate, tous les
membres publics hérités de la classe de base deviendraient pr vés dans la classe
8. Pour l’énoncé exact et commenté de cette règle, voir[Stroustrup, 1992,§ r.13.2].
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// Fichier Article.h : declaration de la classe Article
class Article {
protected:
char * designation; // Nom de l’article
int quantite; // Quantite en stock








class Vetement : public Article {
protected:
int taille; // Taille du vetement
char * coloris; // Coloris du vetement
public:
Vetement(char *des, int qte, float prix, int taille, char *color)
: Article(des, qte, prix), taille(taille), coloris(color) { }
int taille() const { return taille; }
char *coloris() const { return coloris; }
void solder(float remise) { prixHT *= (1. - remise); }
};
FIG. 3.9:La classeVetement dérive de la classeArticle.
dérivée. Dans l’exemple, le mot clépublic (ligne 2) indique que les membres
hérités conservent leur statut d’origine, public ou privé. En particulier, le membre
prixHT reste une donnée privée de la classeArticle. La fonctionsolder, membre
de la classeVetement (ligne 4), ne peut donc pas y accéder directement, car ce
droit est réservé aux seules fonctions membres ou amies dela classeArticle,
à l’exclusion des classes dérivées. Le problème est résolu en déclarantprotéǵees
(protected) les données membres de la classeArticle (ligne 1) : un membre
protégé est accessible aux fonctions membres de la classe, ux amies de la classe,
ainsi qu’aux classes dérivées et aux amies de ces classes dérivées. Lorsqu’une déri-
vation est qualifiée avec le mot cléprotected, les membres publics et protégés de
la classe de base deviennent des membres protégés de la classe dérivée.
Un objet d’une classe dérivée est construit en exécutantd’ bord le construc-
teur de sa classe de base, puis les constructeurs des données membres, dans l’ordre
de leur déclaration, et enfin le corps du constructeur proprement dit de la classe
dérivée. Pour la classe de base et les données membres, cesont l s constructeurs par
défaut qui sont invoqués, à moins que la liste d’initialis t ons du constructeur de la
classe dérivée ne mentionne des appels à d’autres constructeu s, comme à la ligne 3
de la figure 3.9 : le constructeur de la classeArticle qui est invoqué est celui qui
est défini avec trois paramètres à la figure 3.5 (lignes 1–5) et les données membres
taille et coloris sont explicitement initialisées.
C++ est un langage à structure de bloc et obéit aux règles d’identification clas-
siques dans les langages à structure de bloc inspirés d’Algol [Woodward et Bond,
1974]. Ces règles sont néanmoins compliquées par le fait que les r` gles qui régissent
les conversions implicites et la surcharge des noms de fonctions (autorisant la co-
existence de plusieurs définitions d’une même fonction dans un même bloc) se com-

















int j = d.f(3.14159); // Equivalent a :
} // int j = d.Derivee::f(3)
FIG. 3.10:Exemple de red́efinition de fonction.
binent aux règles de portée des identificateurs. A moins d’utilisation explicite de
l’opérateur de résolution de portée::, la recherche de la déclaration d’un identifica-
teur est fondée sur les règles de portée : le bloc courant,puis, si nécessaire, les blocs
englobants successifs, sont examinés dans l’ordre. S’il s’agit d’un identificateur de
fonction, il faut considérer les éventuelles surchargesfi urant dansle même blocque
la déclaration trouvée, sans oublier les conversions implicites pouvant s’appliquer
aux paramètres.
Dès qu’une fonction est redéfinie dans une classe dérivée, la nouvelle définition
masquetoutesles définitions héritées de la classe de base. Donc, si cette nouvelle
définition est elle-même surchargée, seules les définitions de la classe dérivée sont
prises en compte pour sélectionner la définition qui convie t le mieux lorsque la
fonction est appliquée à un objet de la classe dérivée. Par exemple, la redéfinition
de la fonctionf() à la ligne 3 de la figure 3.10 masque les deux définitions de la
classe de base (lignes 1 et 2). C’est la seule version candidate pour résoudre l’appel
de la ligne 4, puisque la variabled est de typeDerivee. Bien qu’elle ne semble pas
convenir, car elle admet un paramètre de type entier, elle est quand même utilisée,
une conversion implicite transformant le paramètre effecti , de type réel, en valeur
entière !
3.5.2 La liaison dynamique
L’héritage va de pair avec la liaison dynamique et le polymorphisme de va-
riable. Dans l’exemple de la figure 3.11, le tableaucommandes, déclaré contenir
des pointeurs de typeArticle (ligne 3), peut bien entendu contenir des pointeurs
de ce type (ligne 4), mais aussi des pointeurs d’un sous-type, défini par une classe
dérivée commeAlimentation (ligne 5). En fait, le polymorphisme n’est effectif
qu’à condition que la variable soit déclarée comme un poiteur ou une référence de
classe. Dans ce cas, elle peut désigner des objets appartenant à la classe elle-même
ou à une de ses classes dérivées. Dans le cas contraire, une conversion implicite est
effectuée. Par exemple, lors de l’affectation d’un objet de ypeAlimentation à une
variable de typeArticle, seules les données membres de la(( partieArticle ))










virtual float prixTTC() { return ( prixHT * 1.206); }
...
};
class Alimentation : public Article {
public:







commandes[13] = new Article("Lessive aux enzymes", 19.95, 50);
commandes[14] = new Alimentation("Caviar", 499.95, 1000, ...);
...
for (int i = 0; i < 500; i++)
totalTTC += commandes[i]->prixTTC();
}
FIG. 3.11:Exemple de liaison dynamique : les objets du tableaucommandes sont
des instances de la classeArticle ou de la classeAlimentation.
de l’objet de typeAlimentation sont recopiées dans l’objet de typeArticle.
Cela suppose toutefois que l’opérateur d’affectation n’est pas surchargé et qu’aucun
opérateur de conversion deAlimentation versArticle n’est défini !...
Le calcul du prix TTC d’un article, qui figure à la ligne 7 de l’xemple, n’est
bien sûr correct qu’à condition que la liaison soit dynamique, puisque la fonction
prixTTC est redéfinie dans la classeAlimentation (ligne 2). Il y a deux conditions
à cela : la fonctionprixTTC doit être déclaréevirtuelledans la classe de baseArti-
cle (ligne 1) et l’objet auquel est appliquée la fonction doit ˆetre désigné par un
pointeur ou une référence (ligne 3). Si l’une de ces conditions n’est pas vérifiée, la
liaison est statique.
Que le mot clévirtual soit spécifié ou non, la redéfinition d’une fonction vir-
tuelle est elle-même gérée comme une fonction virtuelle. Le mot clé doit seulement
être spécifié pour la première définition de la fonction, dans la classe de base,Arti-
cle dans l’exemple.
Comme en EIFFEL, une classe abstraite C++ contient une ou plusieurs fonctions
dont les implantations ne peuvent pas être décrites dans la classe parce qu’elles
varient selon les classes dérivées. Une classe abstraitene p ut évidemment pas être
instanciée et ne peut pas servir de spécificateur de type, sauf en tant que pointeur ou
référence, liaison dynamique oblige.
L’exemple de la figure 3.12 reprend la classeTemps de la figure 3.8. Deux clas-
ses en dérivent désormais,TempsC etTempsMSC, qui correspondent à deux implan-
tations différentes d’un temps, en minutes, secondes et centièmes, d’une part, en
centièmes seulement, d’autre part. La définition de la foncti print(), qui im-
prime la valeur d’un temps, ne peut pas être donnée dans la classeTemps, puis-
qu’elle dépend justement de l’implantation. La signaturede la fonction est suivie




















virtual void print() const = 0;
virtual Temps* plusCst(const int c) = 0;
virtual Temps* plus(const Temps* const tps) = 0; // Erreur
...
};





TempsC(int cts) : cts(cts) { }
void print() const;
Temps* plusCst(const int c);
Temps* plus(const Temps* const tps);
...
};
class TempsMSC : public Temps {
private:
int mn, sec, cts;
public:
TempsMSC() { };
TempsMSC(int mn, int sec, int cts)




void TempsC::print() const {
cout << "Centiemes = " << cts << endl;
}
void TempsMSC::print() const {
cout << "Minutes = " << mn << " secondes = " << sec
<< " centiemes = " << cts << endl;
}
Temps* TempsC::plusCst(const int c) {
return new TempsC( cts + c);
}
Temps* TempsC::plus(const Temps* const tps) {
return new TempsC( cts + tps-> cts);




FIG. 3.12:La classe abstraiteTemps et deux de ses classes dérivées,TempsC et
TempsMSC, correspondant̀a deux implantations différentes d’un temps.
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d’une initialisation à zéro (ligne 1) et la fonction est die virtuelle pure. La classe
Temps devient, de ce fait, abstraite : les implantations de la foncti doivent être
données dans les classes dérivées (lignes 4–6 et 7–10).
La définition effective d’une fonction virtuelle pure doitréaliser une adéquation
parfaiteavec la signature donnée dans la classe de base. Si l’adéqution n’est pas
parfaite, la définition effective ne fait que surcharger lenom de la fonction. Il n’y a
pas de problème avec la fonctionprint() (ligne 1), qui ne retourne pas de résultat
et n’admet aucun paramètre. Il n’y en a pas non plus avec la fonctionplusCst, qui
réalise l’addition d’un temps et d’un entier (ligne 2) : elle peut être définie avec le
même profil (ligne 11), par exemple pour la classeTempsC, puisque le type effectif
du résultat, un pointeur de typeT mpsC (ligne 12), est un sous-type du type déclaré,
un pointeur de typeTemps 9.
En revanche, la fonctionplus, qui effectue l’addition de deux temps, ne peut
être déclarée virtuelle pure (ligne 3). En effet, la réalisation de l’addition dans la
définition effective de la classeTempsC (lignes 13–15) nécessite l’accès à la donnée
membre cts du temps passé en paramètre,ps. Comme ce dernier est déclaré
de typeTemps, l’instruction d’accès est rejetée par le compilateur (ligne 14). Le
problème est le même avec les données membresmn, sec et cts pour la fonction
de la classeTempsMSC.
3.5.3 L’héritage multiple
En C++ comme en EIFFEL, l’héritage est en fait multiple. Une classe peut
donc dériver de plusieurs classes de base, l’ordre d’énumration des classes de base
déterminant l’ordre d’appel des constructeurs des classes de base lors de l’exécution
d’un constructeur de la classe dérivée (l’ordre est inversé pour les destructeurs).
Les conflits d’héritage sont réglés grâce à l’opérateur de résolution de portée. Si
plusieurs classes de base possèdent un membre de même nom,la classe dérivée les
hérite tous. Cependant, chaque fois que ce nom est utilisédans la classe dérivée, il
faut indiquer explicitement, en utilisant l’opérateur derésolution de portée, la classe
d’origine du membre concerné.
Même s’il n’existe pas de classe jouant le rôle de racine implicite du graphe
d’héritage10, une classe peut parfois hériter plusieurs fois, directement ou indirec-
tement, d’une même classe, comme le montre la figure 3.13 (enEIFFEL, l’héritage
est alors dit répété). Par défaut, la structure d’un objet de typeVin est obtenue en
assemblant la structure d’un objet de typeAlimentationet celle d’un objet de type
Liquide avec la structure propre à un objet de typeVin. Les données membres de
la classeArticle existent donc en deux exemplaires dans la structure résultante :
celles qui proviennent de la structure de l’objet de typeAlimentation et celles qui
proviennent de la structure de l’objet de typeLiquide.
En revanche, si la classeArticle est déclarée classe de basevirtuelle dans les
définitions des deux classes dérivéesAlimentation et Liquide (Fig. 3.14, lignes
9. L’usage d’un pointeur est impératif : déclarer le résultat de typeTemps provoquerait une erreur de
compilation puisque, étant abstraite, la classeTemps ne peut être instanciée.
10. Comme la classeANY, en EIFFEL.




FIG. 3.13:Exemple d’h́eritage ŕeṕet́e : la classeVin hérite deux fois de la classe
Article, par la classeAlimentation et par la classeLiquide.
4 et 8), la structure des objets de la classeVin ne contient alors plus qu’un seul
exemplaire des données membres héritées de la classe de base virtuelle,Article.
Les constructeurs des classes de base virtuelles sont invoquésavant les cons-
tructeurs des classes de base non virtuelles, tout en respectant l’ordre de la liste de
dérivation. Si l’une des classes ne possède pas de constructeu , c’est son construc-
teur par défaut qui est invoqué. La classeVin de notre exemple n’a qu’une seule
classe de base virtuelle,Article. Puisque cette classe possède un constructeur ex-
plicite (lignes 1–2), les données membres correspondantes doivent être initialisées
dans la liste d’initialisations (ligne 13). La classeVin possède aussi deux classes de
base non virtuelles,Alimentation etLiquide (ligne 12). La liste d’initialisations
devrait par conséquent invoquer leurs constructeurs (lignes 5–6 et 9–10) et s’écrire :
Vin(char *des, int q, float prix, char *date, char *cru) :
Article(des, q, prix),
Alimentation(des, q, prix, date),
Liquide(des, q, prix, 0.75),
cru(cru) { }
Cependant, ces constructeurs font double emploi avec celuid la classeArticle.
Pour éviter la redondance, il est préférable de recourira x constructeurs par défaut
(ligne 13) et, donc, doter les classesAlimentation et Liquide de constructeurs
par défautvides(lignes 7 et 11). Il faut faire de même pour la classeArticle (ligne
3), car un constructeur par défaut invoque implicitement ls constructeurs par défaut
de ses classes de base. Les données membres héritées des class Alimentation et
Liquide sont alors explicitement initialisées dans le corps du constructeur (lignes
14–15).
3.5.4 Comparaison avec Eiffel
L’h éritage
Le mécanisme d’héritage de C++ se distingue principalement d celui d’EIFFEL
par la façon dont est géré le statut des membres (primitives en EIFFEL) héritées. En






















Article(char *des, int q, float prix)




class Alimentation : virtual public Article {
protected:
char * date; // Date limite de consommation
public:
Alimentation(char *des, int q, float prix, char *date)




class Liquide : virtual public Article {
protected:
float volume; // Volume d’une bouteille (en litres)
public:
Liquide(char *des, int q, float prix, float vol)








Vin(char *des, int q, float prix, char *date, char *cru)






FIG. 3.14:La classeVin dérive des classesAlimentation etLiquide.
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C++, qu’une dérivation soit déclarée privée, publiqueo protégée, elle ne permet,
de toute façon, que de conserver ou de renforcer la protectin des membres protégés
et publics hérités de la classe de base. Les membres publics de la classe de base peu-
vent devenir protégés dans la classe dérivée, mais il n’existe aucun moyen de rendre
public ou protégé un membre initialement privé, ni de rendr public un membre ini-
tialement protégé. EIFFEL, en revanche, n’impose aucune restriction de cette sorte,
puisque l’optionexport de la clause d’héritage permet de modifier à volonté le statut
d’une primitive héritée. En outre, toutes les primitivesprivées d’une classe EIFFEL
sont accessibles aux objets des classes dérivées (sous-classes) de cette classe, alors
que les membres privés de la classe de base restent inaccessibles aux objets des
classes dérivées. Le statut privé des primitives EIFF L n’est donc pas équivalent à
celui conféré par le mot cléprivate en C++.
D’une manière générale, les mécanismes d’héritage d’EIFFEL sont plus sim-
ples dans leur conception et, surtout, dans leur utilisation. Il n’y a nul besoin de
déclarer de classes virtuelles en cas d’héritage répété, car les attributs (c’est-à-dire
les données membres) des classes responsables d’héritage répété ne sont pas im-
plicitement dupliqués. Quant aux problèmes de collisionde noms, ils sont réglés
grâce à des options de la clause d’héritage (renameetselect), qui portent sur le texte
global de la classe dérivée. Elles s’appliquent, par conséquent, aux corps de toutes
les routines de la classe.
La liaison dynamique
La différence majeure entre C++ et EIFFEL tient à la liaison, qui est statique
par défaut en C++. Elle n’est dynamique qu’à deux conditions : la fonction doit être
déclarée virtuelle dans la classe de base et la variable d´esignant l’objet auquel est
appliquée la fonction doit être un pointeur ou une référnce. Rien de tel en EIFFEL :
la liaison est toujours dynamique.
Incidemment, si une variable de typeexpandedArticle en EIFFEL correspond
à une variable de typeArticle en C++, elle ne peut toutefois recevoir qu’une
valeur de même type : il est interdit d’affecter le contenu d’une variable de typex-
pandedAlimentation à une variable de typeexpandedArticle. En C++, comme
nous l’avons mentionné, l’affectation est autorisée et donne lieu à une conversion
implicite, qui consiste à ne recopier que la(( partieArticle )) de l’objet de type
Alimentation.
La redéfinition de fonctions
En C++, la signature de la redéfinition d’une fonction doit réaliser une adéqua-
tion parfaite avec celle de la fonction redéfinie. Dans le cas contraire, ce n’est pas
une redéfinition mais une surcharge. Il n’en est rien en EIFF L, où la redéfinition
correspond à l’idée qu’une classe peut fournir une version plus spécialisée d’un ser-
vice décrit dans un de ses ascendants. La redéfinition d’une routine doit effective-
ment posséder le même nombre d’arguments que la routine redéfinie et ne peut être
qu’une fonction si la routine redéfinie est une fonction ou une procédure si la routine
redéfinie est une procédure. En revanche, le type de chacundes arguments, ainsi que
le type du résultat dans le cas d’une fonction, peut être changé selon la règle dite de




intersection(p: POLYGONE): POLYGONE is ...















intersection(r: RECTANGLE): POLYGONE is ...





end -- class RECTANGLE
FIG. 3.15:Un exemple de réd́efinition de fonction avec covariance en Eiffel : le type
du param̀etre de la fonctionintersection de la classeRECTANGLE est conforme
au type du param̀etre de la d́efinition initiale de la classePOLYGONE.
covariance: le nouveau type doit êtreconformeau type d’origine, c’est-à-dire, dans
le cas simple de types non génériques, doit être un sous-type du type d’origine11.
Considérons, par exemple, la classePOLYGONE, dont l’interface offre une fonc-
tion calculant l’intersection du polygône courant avec unpolygône quelconque (Fig.
3.15, ligne 1). Comme l’algorithme calculant l’intersection de deux rectangles est
plus efficace que celui calculant l’intersection de deux polygˆ nes quelconques, la
fonction est redéfinie dans la classeRECTANGLE, sous-classe dePOLYGONE (ligne 2).
La redéfinition respecte le principe de covariance : le typedu paramètre formel,
RECTANGLE (ligne 3), est conforme au type du paramètre de la définition nitiale,
POLYGONE.
En C++, il n’y aurait pas de liaison dynamique dans ce cas. Ainsi, dans l’ins-
truction :
p->intersection(q);
oùp serait déclaré de typePolygone*, ce serait toujours la fonction de la classe
Polygone qui serait appelée, quels que soient les types (Polygone ouRectangle)
du pointeur contenu effectivement dansp et du paramètre effectifq.
11. Pour l’énoncé complet et détaillé des règles de conformité de types, voir le chapitre 13 de[Meyer,
1994a].
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Les classes abstraites
En termes de conception, une classe abstraite permet de proc´ der incrémenta-
lement à la description des objets, tout en garantissant unmaximum de modularité.
Un concept est d’abord décrit en tant qu’abstraction gén´erale, par une classe abs-
traite, sans décider d’une implantation particulière. L’héritage permet ensuite de
réutiliser cette description abstraite pour décrire lesimplantations appropriées aux
diverses spécialisations du concept. Idéalement, la définition d’une classe abstraite
doit se rapprocher de la spécification abstraite et complète du concept correspon-
dant. Incidemment, une telle classe abstraite sert alors dedocumentation au pro-
grammeur pour définir les différentes implantations du concept.
Tout est fait en ce sens en EIFFEL. En C++, malheureusement, pour les raisons
évoquées dans les trois sous-paragraphes précédents,les règles de l’héritage et de
la surcharge limitent fortement l’intérêt des fonctionsvirtuelles pures et des classes
abstraites.
3.6 La généricit é
3.6.1 Les patrons de classes et de fonctions
La généricité peut être définie comme la possibilité de paramétrer un module par
un ou plusieurs types, le terme de module étant pris dans sonens le plus général.
C++ autorise une certaine forme de généricité, grâce aux p trons12 de classes. La
figure 3.16 montre un extrait de la déclaration d’un patron de classe qui décrit une
liste triée et qui n’admet qu’un seul paramètre,Type (ligne 1). Celui-ci peut ap-
paraı̂tre dans le texte de la classe, partout où l’usage d’un nom de type est licite, par
exemple dans la déclaration d’une donnée membre (ligne 2).
Le nom de la classe (incluant la liste des paramètres formels) s rt ensuite de
spécificateur de type, comme un nom de classe ordinaire, notamment pour définir
les fonctions membres (ligne 4). Ces dernières sont, de ce fait même, paramétrées
par le typeType et doivent donc être déclarées comme patrons de fonctions (ligne
3).
Un type spécifique est obtenu à partir d’un patron de classeen donnant des
valeurs effectives aux paramètres formels : une nouvelle classe est instanciée, en
substituant dans le patron chaque occurrence de chaque paramètre formel par le
type effectif correspondant. Par exemple, la déclarationde la ligne 6 génère une
classe décrivant une liste d’entiers, dont est créée uneinstance, d’une capacité de
500 éléments. De même, la déclaration de la ligne 7 gén`ere une classe décrivant une
liste d’objets de typeArticle, dont est créée une instance, d’une capacité de 100
éléments cette fois. Les instructions des lignes 8 et 9 invoquent la fonction membre
inserer, pour stocker un élément de type approprié dans chacune des deux piles.
12. Traduction du terme anglo-saxontemplate.














Type * liste; // Tableau implantant la liste
int max; // Capacite maximale de la liste









void ListeTriee<Type>::inserer(Type el) {
if ( dernier == max)
cout << "*** Erreur : liste pleine\n";
else {
// Algorithme rudimentaire d’insertion dans une liste triee
int i = 0, j;
while ((i <= dernier) && ( liste[i] <= el))
i++;
















FIG. 3.16: Extraits de la d́eclaration du patron de classeListeTriee et des
définitions des patrons de ses fonctions membres.
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3.6.2 Comparaison avec Eiffel
Comme en EIFFEL, un patron de classe peut dériver d’autres classes, génériques
ou non, et il est possible de composer des types. Ainsi, le patron de classeListe-
Triee peut être instancié en :
ListeTriee< Pile<Article> >13
en supposant quePile est aussi une classe générique.
Toutefois, à la différence d’EIFFEL, deux classes instanciées à partir d’un même
patron ne sont pas liées par la relation d’héritage lorsque le rs types paramètres
effectifs le sont. Par exemple, bien que la classeVetement dérive de la classe
Article, ListeTriee<Vetement> n’est pas un sous-type deListeTriee
<Article>. Le polymorphisme de variable ne s’applique donc nullementaux objets
de ces deux types.
Il n’existe pas de facilité syntaxique permettant d’exprimer des contraintes sur
les paramètres d’un patron de classe, pour réaliser l’équivalent de la généricité con-
trainte telle qu’elle existe en EIFFEL. Rien n’empêche pour autant d’appliquer une
fonction ou un opérateur à des objets des types paramètres, comme le montre la
figure 3.16 : l’opérateur<= est utilisé à la ligne 5 de la définition de la fonction
membreinserer pour comparer deux objets du type paramètreType. L’appel de
la fonctioninserer à la ligne 8 est correct, puisque l’opérateur<= est bien défini
pour deux opérandes de type entier. En revanche, l’appel dela ligne 9 est incorrect
si l’opérateur<= n’est pas défini pour des opérandes de typeArticle. Le manuel
de référence de C++[Stroustrup, 1992] ne précise malheureusement pas quand ce
genre d’erreur doit être détectée. Il envisage même queles rreurs relatives à l’utili-
sation des patrons ne soient signalées qu’à l’édition deliens.
L’absence de consignes précises pour la mise en œuvre de la généricité, lors-
qu’elle a été introduite dans le langage, et la relative complexité qu’elle a pro-
gressivement atteinte ont retardé son intégration à beaucoup de compilateurs. La
généricité n’est encore que partiellement implantée dans un bon nombre d’entre
eux, la façon de procéder pour l’utiliser variant même souvent d’un compilateur à
l’autre. Comme le reconnaı̂t Bjarne Stroustrup lui-même[Stroustrup, 1994], la pos-
sibilité de définir et d’utiliser des patrons pour éviterla duplication de code, sans
que le programmeur doive explicitement générer les classes et les fonctions qui lui
sont nécessaires, est incompatible avec la notion de compilation indépendante des
diverses parties d’une application. Au contraire, le compilateur doit connaı̂tre les pa-
trons de classes et de fonctions instanciés lors des compilations de parties séparées.
3.7 Les exceptions
3.7.1 Les gestionnaires d’exceptions
Comme beaucoup d’autres langages, notamment EIFFEL, mais aussi COMMON
L ISP [Steele Jr., 1990], CLU [Liskov et Guttag, 1990] et ADA [Barnes, 1995], C++
13. Attention à la syntaxe : les deux symboles> doivent impérativement être séparés par une espace
pour ne pas être confondus avec l’opérateur de décalage `droite !
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fournit un mécanisme de gestion d’exceptions, permettantde déclencher puis traiter
des événements correspondant à des anomalies d’exécution, telles qu’une division
par zéro, un dépassement des bornes d’un tableau, etc.
Les exceptions de C++ sont largement inspirés par celles deCOMMON L ISP. Un
bloc try regroupe des instructions susceptibles de produire des exceptions de cer-
tains types. Il est suivi d’un ensemble de clausescatch, qui définissent les gestion-
naires des types d’exceptions qui doivent êtreattrapées— c’est-à-dire interceptées
— au cours de l’exécution des instructions du bloctry. Une exception de type
donné estlancée, — c’est-à-dire déclenchée — par une expressionthrow. Elle est
attrapée par le gestionnaire de type approprié, s’il exist , qui prend alors le contrôle
de l’exécution du programme. La recherche du gestionnaireà exécuter est effectuée
en parcourant séquentiellement les gestionnaires associé au bloctry. Elle s’arrête
avec le premier gestionnaire réalisant une adéquation avec l’expressionthrow, que
cette adéquation soit parfaite ou qu’elle requière une conversion standard.
Ces principes sont illustrés par un exemple simple reprenant la classe qui décrit
une pile d’entiers,PileInt (cf. Fig. 3.7). Le paramètremax du constructeur de
la classe (Fig. 3.17, ligne 7) doit être strictement positif, puisqu’il représente la
capacité maximale de la pile initialisée. La violation decette contrainte est signalée
en lançant une exception de typeTailleNegative (ligne 8). Les objets de ce type
(ligne 1) ont une donnée membre privée,taille (ligne 2), qui sert à stocker la
valeur responsable de l’erreur et qui est initialisée grâce u constructeur (ligne 3),
au moment du lancement de l’exception (ligne 8). Cette donn´ee peut être consultée
avec la fonction membretaille() (ligne 4).
De la même façon, la fonctionsommet() de la classePileInt lance une excep-
tion de typePileVide lorsque la pile courante est vide (ligne 9). Cette fois, il n’y
a besoin de mémoriser aucune information et la classePil Vide ne possède donc
aucun membre (lignes 5–6).
Si une exception de typeTailleNegative est lancée au cours de l’exécution
des instructions d’un bloctry (Fig. 3.18, lignes 1–8), les instructions du gestion-
naire correspondant (lignes 9–11) sont exécutées. L’objet de typeTailleNegative
construit au moment du lancement de l’exception est transmis au gestionnaire14, qui
consulte le membretaille grâce à la fonctiontaille(), afin d’afficher la valeur
ayant provoqué l’exception (ligne 10). La fonctionexit() 15 est ensuite invoquée
pour arrêter l’exécution du programme (ligne 11).
Lorsque l’exception est de typePileVide, le corps du gestionnaire correspon-
dant (lignes 12–14) est exécuté. Comme l’objet construitlors du lancement de l’ex-
ception n’est porteur d’autre information que son type, il n’est pas nécessaire d’y
accéder lors de l’exécution du gestionnaire. L’argumentdu gestionnaire n’est donc
pas nommé et seul son type (PileVide) est spécifié. Puisque le corps du gestion-
naire ne contient aucune instruction d’arrêt, l’exécution du programme se poursuit
en séquence,derrière le bloctry (ligne 15), et non pas derrière le point d’où a été
lancée l’exception.
14. Comme l’argument du gestionnaire est une référence, seule l’adresse de l’objet est transmise. En
l’absence du symbole&, c’est une copie qui serait transmise.
15. Cette fonction appartient à la bibliothèque standard.












int * tab; // Tableau implantant la pile
int max; // Capacite maximale de la pile











TailleNegative(int t) : taille(t) { }




// Les fonctions membres de la classe PileInt
PileInt::PileInt(int max) {















FIG. 3.17:Le constructeur lance une exception de typeTailleNegative si son
param̀etre est ńegatif ou nul (ligne 8), tandis que la fonction membresommet()
lance une exception de typePileVide si la pile courante est vide (ligne 9).


















int s, taille = 1000;
PileInt *pile;
...





cout << "*** Taille negative : " << anomalie.taille();
exit(-1); // Termine l’execution.
}
catch(PileVide&) {
cout << "*** Consultation d’une pile vide";
}
...
FIG. 3.18:Un exemple de bloctry, avec des gestionnaires d’exceptions de types
TailleNegative etPileVide.
Un gestionnaire d’exception ressemble donc à un sous-programme. L’argument
du gestionnaire joue le rôle de paramètre formel et permetde spécifier le type des
exceptions attrapées par le gestionnaire. Une expressionthrow joue le rôle d’un
appel de sous-programme, avec transmission d’un paramètre effectif.
3.7.2 Comparaison avec Eiffel
En EIFFEL, les contraintes sur les paramètres d’une routine et sur l’état d’un
objet auquel est appliquée une routine sont exprimées de manière formelle, par des
expressions logiques, dans les assertions de la routine (laprécondition et la post-
condition) et de la classe de la routine (l’invariant de classe). Pendant l’exécution,
le viol d’une assertion déclenche automatiquement une excption, sans que le pro-
grammeur ait à écrire de tests explicites pour cela. Une anom lie d’origine logicielle
(par exemple, une division par zéro) ou matérielle (par exemple, une insuffisance en
ressource mémoire) déclenche également une exception.Toute exception peut être
attrapée en spécifiant une clauserescueet l’exécution de la routine responsable de
l’exception peut être reprise grâce à l’instructionretry .
En C++, le mécanisme de gestion des exceptions est plus limité. Il ne permet
notamment pas la prise en compte des signaux externes émis par le matériel ou le
système d’exploitation (interruption clavier, signal d’horloge, etc.). Les événements
de ce type doivent être traités à l’aide des primitives fournies par le système d’ex-
ploitation. Les gestionnaires d’exceptions sont exclusivement conçus pour le traite-
ment des erreurs détectées au cours de l’exécution par des tests explicitement prévus
par le programmeur. Ils ne fournissent pas non plus de mécanisme simple permet-
tant de reprendre l’exécution d’un bloctry responsable d’une exception à l’endroit
où l’exception a été lancée.
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3.8 Conclusion
Même si C++ et EIFFEL sont tous deux des langages de classes fortement typés,
ils diffèrent par de nombreux aspects, car les principes etles objectifs qui ont motivé
leurs concepteurs sont radicalement différents.
EIFFEL apparaı̂t comme un langage neuf. Inspiré par les travaux sur le types
abstraits de données et les techniques de spécification etde preuve de programmes,
il est spécialement conçu pour le développement de gros logiciels en équipe. C’est
un langage homogène, qui s’inscrit directement et pleinement dans la technologie
objet. La classe, en tant qu’implantation d’un type abstrait de données, est le con-
cept central et le seul moyen de structuration des données :une application forme un
système de classes, sans fonctions ni variables globales,comme il en existe en C++.
EIFFEL encourage ainsi une approche rigoureuse de la programmation, reposant sur
l’abstraction de données. Des assertions (préconditions et postconditions des rou-
tines, invariant de classe) permettent d’établir la spécification d’une classe, qui est
comparable à celle d’un type abstrait de données et qui sert ensuite de guide pour
définir l’implantation physique de la classe. D’autres assertions (invariants et va-
riants d’itérations, instructionscheck), insérées dans le code des routines, indiquent
les principales étapes de la preuve de la correction des routines[Gautieret al., 1996,
§§ 3.4 et 8.5]. Même si elles ne permettent pas toujours de faire une démonstration
formelle complète, la présence d’assertions constituent n gage de qualité. Comme
elles sont(( exécutables)), elles servent au concepteur pour la mise au point et la
maintenance du logiciel. Comme elles permettent d’exprimer la sémantique des
opérations d’une classe, elles définissent, en quelque sort , un manuel d’utilisation
pour le client de la classe.
D’un point de vue moins conceptuel, EIFFEL ne sacrifie jamais le confort de
programmation à l’efficacité :
• La syntaxe est claire et lisible.
• Un objet est implicitement représenté par une référence, ce qui dispense le
programmeur de manipuler explicitement des pointeurs.
• Un ramasse-miettes récupère automatiquement l’espace libér´ par les objets
obsolètes. La notion de destructeur est donc inutile.
• La liaison est toujours dynamique16. Le programmeur n’a pas le souci de
prévoir la déclaration de fonctions virtuelles.
• Le programmeur n’a pas non plus le souci de prévoir la déclaration de classes
virtuelles car, par défaut, l’héritage répété ne provoque pas la duplication des
données héritées.
C++, au contraire, reste prisonnier de sa filiation avec C. Ila été conçu dès
l’origine comme une extension de C afin d’y inclure, entre autres, la définition de
classes, mais sans réel souci d’uniformité. A la différence d’EIFFEL, C++ est cons-
truit en deux couches, le langage C d’une part, et les classesd’autre part. L’utilisa-
tion de C++ n’implique donc pas l’utilisation d’une technologie objet et ne propose
16. Seul l’appel d’une routine déclarée(( gelée)) (frozen), qui ne peut être redéfinie dans une sous-
classe, est résolu statiquement.
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d’ailleurs aucune démarche de programmation particulière. Les choix de conception
ont été principalement dictés par des critères d’efficacité et s’avèrent radicalement
opposés à ceux qui ont été effectués pour EIFF L :
• Par souci de compatibilité, la syntaxe des constructions de C a été conservée,
même lorsque leur lisibilité est douteuse. L’esprit de cette syntaxe a même été
retenu pour certaines constructions nouvelles : l’utilisaion de symboles, dont
certains sont déjà employés dans les constructions syntaxiques de C avec une
sémantique différente, a été préférée à celle de mots clés. Le code source perd
en lisibilité ce qu’il gagne en concision.
• Un objet n’est pas implicitement représenté par son adresse, ce qui astreint
les programmeurs à manipuler explicitement des pointeurs.
• La liaison est statique par défaut, le programmeurdevant explicitement prévoir
la résolution des appels par liaison dynamiquea moment de la d́efinition
d’une fonction, en déclarant la fonction virtuelle. Ce choix semble d’autant
plus contestable que l’opérateur de résolution de portée permet d’imposer la
liaison statique quand elle est jugée nécessaire,u moment de chaque appel
de fonction.
• Comme il n’existe pas de ramasse-miettes, il faut définir explicitement des
destructeurs pour récupèrer l’espace libéré par les objets obsolètes. Ce point
est une source importante d’erreurs, souvent pernicieuses, car il arrive fré-
quemment que, par le jeu des pointeurs, différents objets par agent des struc-
tures de données. Libérer l’espace occupé par une structure présente alors le
risque de détruire des parties d’objets qui sont encore utilisés par ailleurs. En
outre, les destructeurs de la hiérarchie d’héritage d’unobjet étant invoqués en
cascade en remontant la hiérarchie, l’écriture des destructeurs peut de ce fait
devenir très délicate, particulièrement en cas d’héritage multiple. Il ne faut pas
non plus oublier de déclarer les destructeurs avec la spécification virtual,
afin qu’ils soient bien tous invoqués lorsque la liaison estdynamique...
• Le programmeur doit prévoir la déclaration de classes virtuelles, pour désacti-
ver la duplication des données membres en cas d’héritage répété, qui est le
défaut.
C++ est donc plutôt une boı̂te à outils dans laquelle le programmeur choisit
l’instrument qui lui convient le mieux. Cette boı̂te à outils a l’avantage d’être assez
complète : elle autorise la déclaration de constantes et de références, la surcharge des
opérateurs et des fonctions, la définition de classes, l’héritage multiple, la généricité
et la gestion d’exceptions. La liste n’est pas close, puisque le comité de normalisa-
tion Ansi/Iso se réunit chaque année pour faire évoluer la norme.
Cependant, cet avantage est également un inconvénient : la multiplicité des ou-
tils disponibles encourage les programmeurs à ignorer lesprincipes fondamentaux
de la programmation (par objets) pour écrire au plus vite uncode voulu compact et
efficace. En outre, les outils disponibles ne sont ni facilesà comprendre ni faciles à
utiliser, surtout lorsqu’ils sont combinés entre eux, comme l’ont montré, en particu-
lier, les exemples des paragraphes 3.5.2 et 3.5.3. Comprendre u e instruction aussi
élémentaire que :
x = f(a,b);
102 Langages et mod̀elesà objets
peut même devenir un véritable casse-tête, puisque l’op´ rateur= et l’identificateurf
peuvent tous deux être surchargés, sans compter l’existence possible d’opérations de
conversions applicables àa etb. L’algorithme déterminant quelle fonction (ou quel
opérateur) est effectivement invoquée est relativementsimple à mettre en œuvre...
par une machine. Le nombre de cas à examiner est déjà en lui-même une source
d’erreurs pour le programmeur. Par conséquent, acquérirne maı̂trise parfaite du
langage apparaı̂t bien difficile, si ce n’est impossible.
Il n’existe pas, en C++, de constructions syntaxiques permettant d’exprimer
des assertions à la manière d’EIFFEL. Il est quand même possible de définir une
fonction évaluant une expression et lançant une exception si cette expression est
fausse17, les directives de compilation conditionnelles permettant d’ignorer les ap-
pels de cette fonction, une fois le débogage terminé. Cette t chnique n’est toutefois
qu’un pis-aller. Elle alourdit l’écriture du code et en diminue la lisibilité. Les appels
nécessaires à la définition d’un équivalent aux préconditions, postconditions et in-
variants de classe d’EIFFEL doivent être explicitement prévus par le programmeur.
Ils ne sont d’aucun secours à titre de documentation, car ils sont dispersés dans le
texte des corps des diverses fonctions membres et ne peuventdonc pas apparaı̂tre
dans l’interface des classes.
Le fait que C++ soit compatible avec C, lui ouvrant ainsi un marché floris-
sant, est sans doute le principal facteur de son succès. L’opportunité de réutiliser
facilement des programmes C existants et l’espoir de convertir rapidement à la pro-
grammation par objets les développeurs habitués à la programmation en C sont des
arguments séduisants. Ils s’avèrent cependant bien souvent illusoires : la parenté
avec C n’encourage pas les programmeurs formés avec C (ou avec un langage ap-
parenté) à utiliser au mieux les outils de programmation par objets. Il est plus facile
et plus rapide pour eux, coûts et délais de réalisation obligent, de continuer à pro-
grammer en C avec une vague(( sauce)) objet. Ceci est particulièrement flagrant
dans les petites et moyennes entreprises, où la formation des programmeurs se fait
la plupart du temps sur le tas. En outre, la complexité des m´canismes disponibles
et leur caractère bas niveau rend C++ mal adapté au développement de logiciels en
équipe, à moins d’adopter des normes draconiennes. L’usage intensif de l’héritage
multiple, de la surcharge et des effets de bord de toutes natures font perdre rapide-
ment au code produit tout caractère d’extensibilité et deréutilisabilité, mais aussi de
portabilité.
Pour ces raisons mêmes, C++ n’apparaı̂t pas non plus adapt´e à l’enseignement
de la programmation par objets. Il encourage un style d’écriture cryptique hérité de
C et le recours à des astuces de programmation sous prétexte d’ fficacité, toutes
choses qui n’incitent guère les étudiants à faire preuvede rigueur.
Malgré tout, compte tenu des contraintes et des objectifs fixé à l’origine, C++
peut être considéré comme une réussite de l’ingénierie des langages. Il fait cohabiter
sans (trop) d’incohérences apparentes des notions empruntées à divers langages et
choisies pour avoir fait leurs preuves. Sa compatibilité av c C et son efficacité en
font certainement un langage idéal pour générer du code pur un langage de plus
haut niveau... comme EIFFEL, par exemple !
17. Le patron d’une fonction nomméeassert() est généralement défini à cet effet en bibliothèque.
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Méthodes d’analyse et de
conception par objets
L E GÉNIE LOGICIEL ÉTUDIE les méthodes de développement de systèmes in-formatiques complexes. L’apparition des langages de programmation par ob-
jets dans les années 80 a motivé le développement des méthodes d’analyse et de
conception par objets pour prendre en compte ces langages dans les travaux du
génie logiciel. L’objectif de ce chapitre est de présenter les méthodes d’analyse
et de conception par objets en articulant notre présentatio utour de la méthode
OMT. Des points de comparaison avec d’autres méthodes (OOD, FUSION, BON,
OBJECTORY) seront également donnés. Nous nous attacherons à montrer comment
les méthodes d’analyse et de conception par objets tententde concilier les besoins
de représentation de haut niveau et les capacités des langages de programmation
par objets. La réutilisation fera l’objet d’une brève pr´esentation autour desdesign
patterns, desframeworkset des composants logiciels. L’état des évolutions en cours
et de la normalisation dans le domaine des méthodes d’analyse et de conception par
objets sera également abordé.
4.1 Introduction
Les différentes techniques objet n’ont pas été crééesex nihilo: les langages
de programmation par objets sont pour certains dérivés delangages de program-
mation existants (C++ de C – voirchapitre 3–, CLOS de COMMON L ISP, etc.)
et bénéficient également de l’évolution de ceux-ci ; lesba es de données à objets
offrent des fonctionnalités (concurrence d’accès, transactions, etc.) héritées de leurs
devancières relationnelles ou hiérarchiques et utilisent d s traits d’implémentation
(cache, architecture client/serveur, etc.) classiques (voir chapitre 5) ; enfin, les repré-
sentations par objets trouvent une partie de leurs racines dan les techniques de
représentation des connaissances du domaine de l’intelligence artificielle (voircha-
pitre 10). Il en va de même pour les méthodes d’analyse et de conception par objets :
elles sont en partie issues des méthodes de génie logicielexistant depuis plus de
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deux décennies dans ce domaine, auxquelles elles ont ajouté des traits spécifiques
aux techniques objet.
C’est durant les années 1970 qu’ont été réalisés les prmie s travaux dans le
domaine du génie logiciel, dont un des objectifs principaux était de proposer des
techniques pour maı̂triser la réalisation de logiciels. En effet, l’évolution rapide du
matériel informatique rendait possible le développement d logiciels de plus en plus
importants, dont la complexité croissante a été une motivation pour l’élaboration
de méthodes de développement[Sommerville, 1985]. Une proposition importante a
été le découpage du développement et de l’utilisation d’u logiciel en étapes succes-
sives : lecycle de vie[Boehm, 1976]. Aujourd’hui, une des manières couramment
acceptée de découper le cycle de vie d’un logiciel est la suivante : définition des
besoins, analyse, conception, codage, tests, utilisation et maintenance. Dans ce cha-
pitre, nous ne nous intéresserons qu’aux quatre premières phases du cycle de vie :
• La définition des besoins a pour objectif de répondre aux questions suivantes :
quel est le domaine précis de l’application ? Quelles sont les fonctionnalités
qui doivent être rendues disponibles ? Quel est le contextedans lequel l’ap-
plication sera utilisée ? etc. ;
• La phase d’analyse doit organiser et décomposer les informations issues de
la phase précédente. Il s’agit de comprendre et de modéliser le système à
réaliser ; les contraintes informatiques ne doivent en pricipe pas être prises
en compte ;
• La phase de conception sert à déterminer précisément quls seront les éléments
à implémenter pour réaliser l’application en prenant encompte des contrain-
tes de réalisation (par exemple, utilisation d’une base dedonnées, répartition
des traitements sur plusieurs processeurs, etc.) ;
• La phase de codage1 constitue la réalisation de l’application dans un langage
de programmation.
Les différentes phases de ce cycle de vie ont été l’objet de recherches pour pro-
poser des techniques permettant, sinon de les automatiser,du moins de les rendre
plus rigoureuses et plus facilement contrôlables. En particulier, pour toutes les étapes
qui précèdent le codage, des méthodes ditess ructuŕeesont été proposées à la fin
des années 70[Schoman et Ross, 1977 ; Yourdon, 1975].
Les méthodes d’analyse et de conception par objets sont apparues à la fin des
années 80 pour deux raisons principales. D’une part, les langages à objets commen-
çaient à être relativement répandus2, et les méthodes qui existaient à cette époque
n’étaient pas adaptées aux concepts, tels que la spécialisation, mis en œuvre dans
les langages à objets ; la conception notamment était très proche des langages struc-
turés. Il s’agissait donc d’une motivation de génie logiciel issue d’un souci de mieux
intégrer les phases de conception et de codage. D’autre part, le concept même d’ob-
jet a été perçu comme pouvant permettre d’améliorer la phase d’analyse, dans la me-
sure où il offrait une représentation plus naturelle des entités du monde réel[Carré
et al., 1995].
1. Nous emploierons indifféremment codage, implémentation et programmation.
2. Certains de ces langages avaient quelques années d’existence : SMALLTALK (1980), C++ et
OBJECTIVE-C (1983), FLAVORS (1981) et LOOPS(1981/1983), par exemple.
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Dans les méthodes d’analyse et de conception par objets, laphase de définition
des besoins n’est pas toujours identifiée et on doit souvents’appuyer sur d’autres
méthodologies3. Du fait de l’utilisation des mêmes concepts pour les phases d’ana-
lyse et de conception, la continuité entre ces phases esta priori mieux assurée
qu’avec les méthodes structurées par exemple. Si cela peut constituer un avantage
(meilleur suivi des entités, retour de la conception à l’analyse plus aisé, etc.), cette
relative confusion entre l’analyse et la conception peut aussi amener à faire interve-
nir durant l’analyse des éléments qui relèvent uniquement d la conception, voire du
codage (par exemple, savoir si telle fonctionnalité sera r´ alisée grâce à une méthode
ou à une association).
De façon très schématique, une méthode d’analyse et de conception par ob-
jets doit produire un ensemble demod̀elesselon unprocessusdéfini. Les modèles
représentent les différentes vues que l’on peut avoir dusyst̀emeen cours de réalisa-
tion, avec une ou plusieursnotationsadaptées (principalement desdiagrammeset
desformulaires). Ces modèles constituent le résultat de l’activité d’analyse et de
conception. Suivant les cas, un modèle de même type peut êtr utilisé pour toutes
les phases (le modèle à objets de la méthode OMT, par exemple), ou des modèles ou
notations spécifiques peuvent apparaı̂tre pour certainesphases (diagrammes d’inter-
action des objets de la phase de conception de la méthode FUSION, par exemple).
Le processus décrit la démarche à adopter pour produire les différents modèles. Par
ailleurs, un outil est la plupart du temps indispensable pour réaliser ces opérations,
et nombre de méthodes n’ont pas survécu à cause de l’absence d’outils évolués et
fiables.
Certains auteurs[Pronk et Tercero, 1994] ont répertorié plusieurs dizaines de
méthodes d’analyse et de conception par objets, mais la plupart ont été éphémères
et n’ont eu aucun outil développé pour les mettre en œuvre.Si l’on s’en tient aux
méthodes ayant atteint une certaine maturité et stabilité, et ayant été mises en œuvre
dans des outils à diffusion non confidentielle, les méthodes suivantes peuvent être
retenues :
• OOA de S. Shlaer et S.J. Mellor[Shlaer et Mellor, 1988 ; Shlaer et Mellor,
1992] ;
• OOAD de P. Coad et E. Yourdon[Coad et Yourdon, 1991a ; Coad et Yourdon,
1991b] ;
• OMT de J. Rumbaugh[Rumbaughet al., 1991] ;
• OBJECTORYet OOSEde I. Jacobson et al.[Jacobsonet al., 1992] ;
• FUSION de D. Coleman et al.[Colemanet al., 1996] ;
• OOD de G. Booch[Booch, 1994a] ;
• BON de K. Waldén et J.-M. Nerson[Waldén et Nerson, 1995] ;
• CLASSE-RELATION de P. Desfray[Desfray, 1996].
3. Il existe des propositions pour définir les besoins de fac¸on structurée, par exemple avec[ODP,
1995], ou dans certaines méthodes d’analyse et de conception parobjets, comme la méthode BON. Voir
également 4.3.2.
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La littérature sur les méthodes d’analyse et de conception ar objets est impor-
tante.[Henderson-Sellers et Edwards, 1990] propose une discussion sur la notion de
cycle de vie dans les méthodes d’analyse et de conception par objets.[Champeaux et
Faure, 1992] font un comparatif de plusieurs méthodes dont OOA et OMT. [Monar-
chi et Puhr, 1992] fait une étude critique des méthodes d’analyse et de conception
par objets et propose des axes de recherche.[Graham, 1994] et [Morris et al., 1996]
sont des ouvrages généraux sur le développement de logiciels avec les techniques
objet. De nombreux articles sont parus dans le JOOP (Journal of Object-Oriented
Programming) notamment sous la plume des auteurs des principales méthodes.
D’autres articles sont également cités tout au long de ce chapitre.
Nous utiliserons la méthode OMT pour notre description car c’est la méthode la
plus employée4, elle a été à l’origine de beaucoup de discussions sur lesméthodes
d’analyse et de conception par objets, elle a été mise en œuvre dans une grande
quantité d’outils et. . . c’est celle que nous utilisons. Nous nous appuierons sur
[Rumbaughet al., 1991] pour les caractéristiques de la méthode OMT. Les exten-
sions à cette méthode apporté par J. Rumbaugh dans des articles du JOOP entre
1993 et 1995, appelées(( OMT2 )), ne sont pas prises en compte dans ce chapitre. La
plupart de ces extensions sont présentes dans UML ( nified Modelling Languagen
cours d’élaboration (voir 4.5.1). Nous ferons cependant appel à d’autres méthodes
(en particulier aux méthodes BON, FUSION et OOD) lorsque qu’il nous semble que
certaines de leurs fonctionnalités sont intéressantes `a présenter, qu’elles soient ab-
sentes ou traitées de façon différente dans OMT. Une grande partie des différences
entre les méthodes d’analyse et de conception par objets sont en fait superficielles et
le travail sur UML (voir 4.5.1) a pour objectif de proposer un méta-modèle commun.
Ce chapitre est organisé de la manière suivante. La section 4.2 décrit les modèles
produits lors de l’utilisation de la méthode OMT en comparant certains aspects de
ces modèles avec ceux d’autres méthodes. La section 4.3 présente le processus de la
méthode OMT, et, plus rapidement, celui de quelques autres méthodes. La ection
4.4 propose une discussion sur la réutilisation, qui est ànotre sens un des problèmes
importants pour lequel les méthodes d’analyse et de conception par objets devraient
proposer des solutions. Enfin, nous évoquerons les perspectives dans le cadre de
l’émergence d’UML et de la normalisation.
4.2 Les mod̀eles et leurs notations
L’objectif de chacune des phases d’analyse et de conceptionest de produire
un ensemble demod̀eles. Chaque modèle permet de représenter tout ou partie des
différentes vues que l’on peut avoir sur le système à réaliser :
• la vue structurellequi décrit l’ensemble des entités utilisées dans le système ;
• la vue comportementalequi décrit les modifications du système à la réception
d’événements externes ou internes ;
4. Fin 1995, près de la moitié des utilisateurs d’une méthode d’analyse et de conception par objets
utilisaient OMT (source : IDC, marché nord-américain).
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• la vue architecturalequi décompose le système en sous-systèmes afin d’en
faciliter la compréhension.
Chacun des modèles est élaboré en utilisant une ou plusieurs notations constituées
de formulaires et de diagrammes. Ces notations favorisent la communication entre
les différents intervenants, soit au sein d’un outil, soitpar l’intermédiaire de co-
pie sur papier. Si ces notations sont mises en œuvre dans un outil i f rmatique, les
modèles obtenus peuvent être l’objet de vérifications automatiques et servir de base
à la production du code de l’application et de la documentation. Nous décrivons
ci-dessous les notations des modèles proposés par la méthode OMT.
Dans la méthode OMT, chacune des vues est représentée par un modèle différent :
le mod̀eleà objets pour la vue structurelle, lemod̀ele dynamiquepour la vue com-
portementale et lemod̀ele fonctionnelpour la vue architecturale.
Dans la suite, nous utiliserons le terméta-mod̀elepour désigner l’ensemble
des concepts permettant de produire un certain type de modèles. En particulier, nous
appelleronsmod̀ele objet l’ensemble des concepts communs aux différentes tech-
niques objet : lesobjetsregroupés enclassespossédant despropriét́es(attributsou
méthodes), les classes étant hiérarchisées par une relation de spécialisation permet-
tant unhéritagedes propriétés[Carréet al., 1995] (voir chapitres 1 et 12).
4.2.1 Le mod̀eleà objets en OMT
Pour construire des modèles à objets, OMT propose le modèle objet enrichi du
concept d’association, issu du méta-modèle entité-association (ER :Entity-Relation-
ship [Chen, 1976]). Ce dernier concept n’existe pas dans les méta-modèles ds
langages à objets(( purs)), comme SMALLTALK ou EIFFEL (voir chapitre 2). En
revanche, le concept d’association est présent dans des langages hybrides comme
YAFOOL (voir chapitre 14, section 4), ainsi que dans les systèmes de représentation
des connaissances par objets comme TROEPS(voir chapitre 10, section 2).
La notation des modèles à objets propose deux diagrammes :le diagramme de
classeset lediagramme d’instances.
Le diagramme de classes décrit les classes, c’est-à-direleu s attributs et leurs
opérations(les méthodes), ainsi que leurs relations (spécialisation, agrégation, as-
sociation). Le diagramme d’instances montre comment des objets sont reliés afin
de décrire une utilisation typique ou des cas particuliers. Ces diagrammes sont uti-
lisés pour montrer l’existence de classes, d’objets et de relations dans un système.À
chaque classe peuvent être associés des diagrammes d’état (dynamique interne) et
des diagrammes de trace d’événements (dynamique externe) (voir 4.2.2). Les deux
composants essentiels de la notation sont les classes et leurs relations. La figure 4.1
montre quelques exemples de notations qui sont commentés ci-dessous ; les nota-
tions complètes peuvent être consultées dans[Rumbaughet al., 1991].
Les classes et les instances
Une classe est représentée par un rectangle composé de trois pa ties : le nom de
la classe, ses attributs, ses opérations (voir par exempleles classesFaisceau ou
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Reseau de la figure 4.1). Une instance est représentée par un rectangle ux coins















calculer-blocage(traf : real,capa : integer) : real
calculer-capacite() : integer














FIG. 4.1:Un exemple de diagramme de classesOMT
Une classe porte un nom et possède éventuellement des attributs et opérations :
• les attributs de classe ont un nom et un type, voir par exemplel’attribut capa-
cite de la classeFaisceau) ;
• les opérations de classe ont un nom et une signature (des paramètres typés en
entrée, et un type de résultat en sortie), voir par exemplela méthodecalcu-
ler-blocage de la classeFaisceau).
On voit donc que les opérations et les attributs sont trait´es pratiquement uni-
formément comme despropriét́esdans le modèle à objets.
La figure 4.2 est un exemple de diagramme d’instances. Il montre comment sont
liées les instances constituant un réseau. L’instance dela classeFlux est liée à deux
instances de la classeNoeud-simple qui ont les rôlesorigine et destination.
L’instance de la classeReseau est liée aux deux instances précédentes de la classe
Noeud-simple, et à une instance de la classeNoeud-transit ; ces trois instances
ont le rôlemes-noeuds et dans chacune de ces instances, l’instance de la classe
Reseau a pour rôlemon-reseau. Ainsi, les diagrammes d’instances ne peuvent
guère servir qu’à représenter de petits exemples d’utilisa ion du modèle à objets.
Les relations
Les relations entre les classes peuvent être de type assocition, agrégation (ou
composition) ou spécialisation. L’association traduit un lien sémantique entre deux
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FIG. 4.2:Un exemple de diagramme d’instancesOMT
classes, alors que l’agrégation traduit en plus une relation partie/tout ou de compo-
sition [Magnan, 1994]. Ce type de relation peut comporter desrôles joués par les
classes dans la relation. Lac rdinalité des rôles peut être exactement un (1), illi-
mitée (n), zéro ou un (0,1), zéro ou plus [0..n], un au moins [1..n], rang spécifique
[3..7] et rang spécifique et nombres exacts ([1..3], 7). Lesrelations sont représentées
par des traits entre les classes et portent optionnellementun om ; une notation gra-
phique permet, dans certains cas, de spécifier la cardinalité pour chaque rôle de la
relation (voir ci-dessous). La relation d’agrégation estnotée par un losange du côté
de la classe composite et la relation de spécialisation parun triangle dont la base est
orientée vers les sous-classes.
En plus de la cardinalité, une relation de type associationou agrégation peut être
enrichie des notions dequalificatif ouclé prise par un attribut dans la relation et de
contrainteconditionnant la relation (ou la classe). Une association peut également
avoir des propriétés et peut être modélisée comme une classe, c’est-à-dire posséder
des attributs, des opérations ainsi que des relations avecd’autres classes. OMT per-
met de déclarer une classeabstraite, c’est-à-dire une classe qui ne pourra pas être
instanciée, et dont l’utilité est de déclarer des attributs ou opérations communes à ses
sous-classes (voirchapitre 3, section 5,chapitre 2, chapitre 1) ; dans notre exemple
la classeNoeud est abstraite (préfixée par{} dans l’outil utilisé ici). De plus, OMT
permet de déclarerdérivéeune classe, une relation, ou un attribut d’une classe. Cette
notion de dérivation exprime une idée de(( calcul)) ou de(( contrainte)) sur l’exis-
tence des objets, liens ou valeur d’attribut. Cette notion est différente de la notion
de dérivation en C++ où elle correspond au concept de spécialisation (voirchapitre
3, section 5).
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Dans notre exemple de la figure 4.1, on indique qu’une instance de la classe
Flux est reliée à deux instances de la classeNoeud par l’intermédiaire de deux asso-
ciations, et qu’une instance joue le rôle d’origineet l’autre le rôle dedestination.
Le rond noir à l’extrémité droite de ces associations indique qu’une instance de la
classeNoeud peut être l’origine ou la destination de 0 ou plus instancesde la classe
Flux. Les relations entre la classeR seau et les classesFaisceau et Noeud sont
des relations d’agrégation (ou de composition). Comme pour les asociations, une
cardinalité et un rôle peuvent être indiqués au moyen des mˆ mes notations. Enfin,
les dernières relations du diagramme montrent que les clasesNoeud-transit et
Noeud-simple spécialisent la classeNoeud.
Il faut noter que si les cardinalités des associations peuvent être pertinentes
en phase d’analyse, il n’est pas toujours facile d’utiliserc s définitions durant les
phases de conception et de codage pour effectuer des contrôles de cardinalités. Par
exemple, pour une association dont la cardinalité est 1 (voir les associations de
rôlesorigine et destination entre les classesFlux et Noeud), il est clair que
immédiatement après la création d’un instance de la classeFlux les cardinalités des
deux associations avec la classeNoeud seront nulles. Dans ce cas, il serait unique-
ment possible de contraindre l’association à ne pas dépass r une cardinalité maxi-
male égale à 1.
Une solution possible dans les langages possédant desconstructeurs5 serait de
forcer la création des instances par un constructeur ayantau moins comme pa-
ramètres les instances à associer à l’instance à créer, le constructeur assurant la mise
en relation. Par exemple, la classeFlux devrait avoir un constructeur ayant au moins
comme paramètres les deux instances de la classeNoeud origine et destination de
l’instance de la classeFlux à créer. Pour forcer l’utilisation du bon constructeur, on
peut, au niveau de la programmation, interdire l’utilisation d’autres constructeurs
(en levant une exception, par exemple – voirchapitre 3, section 7), ou, dans un outil
de génération de code, générer toujours l’appel au bon constructeur.
Les modules
À un niveau d’abstraction plus élevé, OMT propose le concept demodule, afin
de regrouper les classes. Un module matérialise une perspective ou un point de vue
sur une situation. Un modèle à objets peut être découpéen plusieurs modules.̀A
l’intérieur d’un module, les noms de classes et d’associations doivent être uniques,
mais une classe peut être référencée dans plusieurs modules (ce qui permet de lier les
modules entre eux). Cette notion de module est équivalenteà la notion decat́egorie
dans OOD de Booch[Booch, 1994a], mais en OMT il n’y a pas de déclaration
spécifique des relations entre modules, bien qu’il soit pr´ecisé dans[Rumbaughet
al., 1991] qu’il doit y avoir moins de liens entre des modules qu’à l’intérieur des
modules. La notion de module n’a pas de représentation graphique officielle.
La méthode BON propose un concept équivalent aux modules OMT : lesclusters.
Ces entités, comme les classes, peuvent être décrites par des formulaires textuels
et par une notation graphique spécifique. La notation textuelle permet de décrire
5. Il s’agit de fonctions de création d’instances associées aux classes et ayant des paramètres permet-
tant d’initialiser les attributs, comme en JAVA ou C++ (voirchapitre 3).
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ces entités en termes de définition des besoins ou d’analyse, alors que la notation
graphique, plus précise, est plus adaptée à la conception.
Le concept de module est similaire, du point de vue structurel, auxperspectives
des systèmes de représentations de connaissance par objets c mme TROEPS; mais il
n’offre pas de sémantique ni de mécanisme d’utilisation de ces perpectives, comme
les passerelles ou la multi-instanciation de TROEPS(voir chapitre 10, section 4).
Les contraintes
La méthode OMT permet de déclarer descontraintes(relations fonctionnelles)
entre des entités du modèle à objets : les objets, les clases, les attributs et les rela-
tions. Une contrainte sert à restreindre les valeurs qu’une entité peut prendre. La
syntaxe de ces contraintes n’est pas définie par la méthodequi spécifie unique-
ment que celles-ci doivent apparaı̂tre entre accolades(( près)) de l’entité contrainte.
Nous donnons dans la figure 4.1 deux exemples de contraintes :le premier, sur la
classeReseau, indique que la capacité totale d’un réseau doit être égale à la somme
des capacités de ses faisceaux ; le second, sur la classeF i ceau, lie les attributs
blocage, capacite et trafic-offert de cette classe (la fonction d’Erlang per-
met de calculer la probabilité de perte sur un faisceau en foncti n de sa capacité et
du trafic qu’il doit écouler).
Si l’intérêt de ces contraintes est évident pour la documentation d’une appli-
cation, il l’est moins pour la production de code. En effet, dans la méthode OMT,
il n’existe pas de syntaxe pour ces contraintes, et il n’est donc pas envisageable
de générer automatiquement le code permettant de les définir et maintenir. La no-
tion d’assertion6 de la méthode BON permet de déclarer des propriétés que doivent
vérifier les objets d’une classe à certains moments : par exemple des préconditions
et des postconditions de routines, ou des invariants de classes. Les assertions sont
définies avec un langage à la fois textuel et graphique comprenant des opérateurs
arithmétiques et logiques. Une extension d’OMT, la méthode SYNTROPY [Cook et
Daniels, 1994], offre des fonctionnalités équivalentes. Le problème de ces exten-
sions est l’impossibilité de produire automatiquement lecode correspondant sauf
dans des cas relativement limités ; une possibilité est l’utilisation de systèmes de
propagation de contraintes fonctionnelles sur des attribus d’objets pour implémenter
certains types de contraintes. Nous utilisons un tel système pour maintenir les deux
contraintes (et d’autres) de la figure 4.1[Myers et al., 1990 ; Myerset al., 1992 ;
Pelenc, 1994]. Malheureusement, il n’y a pas de traduction automatique entre les
contraintes décrites dans le modèle à objets OMT et l’application.
Ces possibilités sont à rapprocher du domaine destechniquesou méthodes for-
melles[Monin, 1996]. Celles-ci cherchent à offrir un cadre formel rigoureux pour la
spécification de systèmes informatiques pour pouvoir produire automatiquement le
code correspondant ainsi que les programmes de tests. Ces techniques restent assez
difficiles à utiliser car elles demandent de maı̂triser desformalismes très complexes.
Il existe des tentatives pour intégrer les formalismes de ces méthodes et les objets
6. Les assertions proviennent du langage EIFFEL (voir chapitre 2), qui est le langage cible privilégié
de la méthode BON.
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[Ruiz-Delgadoet al., 1995 ; Moreira et Clark, 1994], mais elles sont plutôt des ap-
ports pour la structuration des informations dans les méthodes formelles que des
enrichissements de méthodes d’analyse et de conception par bjets.
4.2.2 Le mod̀ele dynamique en OMT
Un mod̀ele dynamiquest constitué dediagrammes d’́etatset dediagrammes de
trace d’́ev́enements. Il exprime tous les aspects de contrôle décrits par des s´equences
d’opérations qui se réalisent sur les objets du système en r´ action à des événements
internes ou externes.
Les diagrammes d’́etats
Les diagrammes d’états sont utilisés pour montrer les changements d’états oc-
casionnés par des événements pour les objets d’une certaine cl sse. La réunion des
diagrammes d’états des classes traduit l’activité du système vu dans son ensemble.
Le diagramme d’états décrit le cycle de vie des instances d’une classe (dynamique
interne), c’est-à-dire comment les instances d’une classe sont créées, détruites et
modifiées au cours de l’activité du système. Il montre comment des événements
déclenchent des transitions d’un état vers un autre. Chaque état peut se décomposer
en sous-états ; les transitions sont déclenchées par desévénements sous certaines
conditions ; des actions peuvent être attachées aux transitions comme aux états, et
des messages peuvent être envoyés à des objets.
Un étatcorrespond aux valeurs d’attributs et de relations d’un objet à un instant
donné. Unetransition est un changement d’état occasionné par unév́enement. Un
événement se passe à un instant donné et n’a pas de durée; il p ut être interne au
système (le début ou la fin d’une méthode, par exemple), ouexterne (une action à la
souris, ou un choix d’item de menu). Unmessage st l’invocation d’une opération
d’un objet.
Nous reprenons notre exemple de réseau pour illustrer ce type de diagramme
dans la figure 4.3. Ce diagramme décrit les différents états d ns lesquels peut être
une instance de la classeR seau, et les événements qui déclenchent les change-
ments d’états, durant les opérations de maillage (détermination des faisceaux exis-
tants du réseau), et de dimensionnement (calcul de la capacité des faisceaux exis-
tants).
Certains états (initial, maillé, dimensionné) du diagramme correspondent
effectivement à des états des instances au sens où, par exemple, on peut sauvegarder
l’ensemble des instances constituant le réseau (instances des classesReseau, Flux,
Noeud et Faisceau), avec toutes les valeurs d’attributs et de relations cohérent s.
Cela étant, il est difficile de caractériser un tel état : par exemple pour l’étatmaillé,
on peut définir cet état par le fait que le réseau possède au moins un faisceau, mais
en cours de maillage le réseau sera également dans cet état. Un rtifice consiste
à déclarer un attribut booléen dans la classeReseau (maillé?, par exemple), qui
prendra la valeurvrai à la fin de la méthodemailler.
Les transitions d’états peuvent également déclencher des actions (voirafficher
pour l’événementcreer), ou être(( gardées)), c’est-à-dire n’avoir lieu que si une























FIG. 4.3:Un exemple de diagramme d’étatsOMT
condition est satisfaite ; par exemple, le passage de l’état initial à l’étatmaillage
ne peut être réalisé que si le réseau est non vide. Il est ´egalement possible d’indi-
quer des créations d’instances de classe (voir la classeRe au liée à l’événement
creer). La notation complète peut être consultée dans[Rumbaughet al., 1991].
D’autres états du diagramme correspondent au fait qu’une opération est en cours
d’exécution (maillage, dimensionnement) ou au fait qu’il n’est ni maillé, ni di-
mensionné (initial). Les événements du diagramme correspondent soit à des ac-
tivations, soit à des fins d’opérations. Si les activations d’opérations peuvent ef-
fectivement être des événements extérieurs (choix dans un menu, par exemple), en
revanche, les fins d’opérations n’en sont jamais. Il n’est pas toujours immédiat de
représenter par ce type de diagramme les changements d’états des instances du-
rant le déroulement d’algorithmes. En effet, il n’est par exemple pas envisageable
d’avoir autant d’états que de valeurs possibles pour un attribu d’objet durant le
déroulement d’un algorithme. Ces diagrammes permettent do c e représenter un
modèle global du comportement des classes du système à r´ealiser ; ils sont mieux
adaptés à la description du fonctionnement de systèmes `a ba e d’automates.
Les diagrammes de trace d’́evénements
Les diagrammes de trace d’événements traduisent les échanges entre objets,
mais ils s’intéressent surtout au séquencement des échanges et non à leur contenu.
On peut considérer que les diagrammes de trace d’événements sont aux diagrammes
d’états du modèle dynamique, ce que les diagrammes d’instances sont aux diagram-
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mes de classes du modèle à objets. Ils sont utilisés pour tracer l’exécution d’un
scénario (dynamique externe), c’est-à-dire comment lesinstances des classes inter-
agissent, notamment par l’intermédiaire des activationsde méthodes. Unsćenario






















FIG. 4.4:Un exemple de diagramme de trace d’´ v́eńementsOMT
La figure 4.4 décrit les échanges qui doivent avoir lieu entre certains objets
constituant un réseau pour les opérations de maillage et dimensionnement (il s’agit
d’une version très simplifiée). Pour le maillage par exemple, l’utilisateur doit ac-
tiver7 l’opérationmailler sur une instance de la classeR seau, et cette instance
doit activer l’opérationdecider-faisceaux sur toutes les instances de la classe
Flux auxquelles elle est reliée par l’associationmes-flux. La notation indiquant le
parcours de la liste (sur la flèche de retour) ne fait pas partie de la méthode OMT :
il n’existe pas de moyen dans les notations de la méthode pour indiquer ce type de
parcours. Cette possibilité est offerte par la méthode FUSION dans les diagrammes
d’interaction des objets où il est possible d’indiquer l’envoi d’un même message à
une collection d’objets.
D’autres modèles pour la vue comportementale
Pour la phase d’analyse, la méthode FUSION propose des modèles similaires à
ceux de la méthode OMT pour la modélisation des comportements. Deux modèles
sont regroupés sous l’appellationmod̀ele d’interface: le modèle des opérations (ou
opératoire), et le modèle de cycle de vie. Le premier correspond aux diagrammes
d’états, et le second aux diagrammes de trace d’événements, et ils ont tous les deux
une notation non graphique avec des formulaires. Pour la phase de conception, deux
7. En fait, il sélectionne l’article de menumailler dont l’activation va appeler la méthodemailler.
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notations permettent de représenter des diagrammes d’interaction des objets et des
graphes de visibilité. Les premiers offrent la possibilité de représenter graphique-
ment les envois de messages entre objets, et les seconds la visibilité des différents
objets entre eux. Les diagrammes d’interaction des objets sont comparables aux
diagrammes d’instances de la méthode OMT avec une notation plus riche.
La méthode BON offre un grand nombre de formulaires pour décrire la vue com-
portementale d’un système : formulaires d’événements,qui décrivent les événements
générés et reçus par les classes ; formulaires de scénarios, qui montrent des scénarios
de fonctionnement du système, et qui sont associés à des diagrammes d’objets ; for-
mulaires de création d’objets qui indiquent quelles classes génèrent des instances de
quelles autres. La figure 4.5 donne un exemple de formulaire de création d’objets
où il est indiqué que les instances des classesFlux et Noeud sont créées dans une
méthode de la classeReseau et que les instances de la classeFaisceau sont créées
dans une méthode de la classeFlux ; les méthodes dans lesquelles les instances
sont créées (méthode d’initialisation de la classeReseau, méthode de maillage de
la classeFlux) ne sont pas indiquées dans le formulaire. Les diagrammes d’objets
(diagrammes dynamiques) de la méthode BON regroupe les diagrammes d’instances
et les diagrammes de trace d’événements de la méthode OMT. Des scénarios sont
explicitement associés à ces diagrammes.
CREATION DIMENSIONNEMENT Partie : 1/1
COMMENTAIRE INDEXATION
Liste des classes créant des objets créé le17-06-1997 MD
RESEAU FLUX, NOEUD
FLUX FAISCEAU
FIG. 4.5:Un exemple de formulaire de la méthodeBON
La méthode OOD comporte également des diagrammes d’états et des diagram-
mes d’objets qui peuvent indiquer des envois de messages entre objets.
La méthode OOSEpropose un type de diagramme particulier, lesuse cases(cas
d’utilisation) qui sont des diagrammes d’objets où des acteurs extérieurs au système
peuvent également être représentés. Ce type de diagramme est utile en phase d’ana-
lyse pour appréhender des comportements des objets du système ; il peut également
être utilisé lors de la définition des besoins en faisant intervenir des utilisateurs com-
me des acteurs. Le méta-modèle desuse casesfait partie de UML (voir 4.5.1).
4.2.3 Le mod̀ele fonctionnel en OMT
Un mod̀ele fonctionnelse compose de diagrammes de flux de données (DFD,
[Yourdon, 1975]). Il décrit l’activité à l’intérieur d’un système. Ilmontre les dépen-
dances qui existent entre les données et les fonctions, sans se préoccuper du séquen-
cement temporel de ces fonctions. Le diagramme de flux de données peut être utilisé
à différents niveaux de la modélisation. En analyse, le diagramme de flux réalise la
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décomposition fonctionnelle du système étudié pour montrer les fonctions de haut
niveau, alors qu’en conception il traduit les opérations de classes du modèle à ob-
jets et les actions des états du modèle dynamique qui sont complexes et peuvent être
décomposées en sous-actions. Comme dans une modélisation de type SA (Struc-
tured Analysis, [Schoman et Ross, 1977]), les diagrammes de flux utilisent quatre
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FIG. 4.6:Un exemple de diagramme fonctionnelOMT
La notation utilisée pour représenter les diagrammes de flux est directement ins-
pirée desDFD de la méthode SA. Un traitement (noté par une ellipse) transforme des
données. Un flux de données (noté par un trait plein muni d’une flèche, creuse si des
données sont créées) est la connexion entre la sortie d’un objet ou d’un traitement, et
l’entrée d’un autre. Un flux de contrôle (noté par un traitpointillé muni d’une flèche)
est une valeur booléenne qui indique sous quelles conditios un traitement est ac-
tivé. Un acteur (noté par un rectangle) est un objet actif qui dirige un diagramme
de flux de données en produisant ou consommant les données.Un enregistrement
ou réservoir de données (noté entre deux barres horizontales) est un objet passif qui
enregistre des données pour un accès ultérieur. Un traitement peut être décomposé
en sous-traitements, et les traitements feuilles peuvent correspondre à une méthode
d’une classe du modèle à objets. La notation permet également la représentation de
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flux simples et composites, ainsi que la duplication et la décomposition de flux de
données.
La figure 4.6 est un diagramme fonctionnel décrivant, de fac¸on simplifiée, les
opérations de maillage et de dimensionnement déjà mentionnées. Les réservoirs de
données correspondent ici soit à des fichiers (parametres,regles), soit à des clas-
ses (Reseau). Il y a deux flux de contrôle ; par exemple, celui entreReseau etmail-
ler-reseau indique que le traitementmailler-reseau ne peut être activé que si
l’instance de la classeReseau est dans l’étatReseau-initial. La flèche creuse de
mailler-reseau versReseau avec l’indicationFaisceaux indique que des ins-
tances de la classeFaisceau sont créées par le traitementmailler-reseau.Enfin,
on trouve l’acteurUtilisateur (comme sur le diagramme de trace d’événements
de la figure 4.4).
Un modèle fonctionnel peut être utile lorsque l’on désiravoir une vision juste-
ment fonctionnelle d’un système : quelles sont les fonctios principales du système,
et comment elles se décomposent. Dans une activité de rétro-conception8 d’un
système réalisé avec des techniques non objet, un modèle fonctionnel permet de
comprendre le système plus facilement, et de lier les classes candidates à des traite-
ments détectés lors de la définition du modèle fonctionnel.
Il peut être souvent nécessaire de représenter, sur un mˆeme modèle à objets,
plusieurs ensembles de traitements qui agissent chacun de façon indépendante sur
les objets. Cela peut être considéré comme l’existence de plusieurs modèles fonc-
tionnels pour un même modèle à objets. Ce besoin de mettreen évidence plusieurs
(( ensemble de fonctions)) sur un même ensemble d’objets a été le sujet de quelques
travaux.[Harito Shteto, 1997] propose un modèle pour l’implémentation d’un en-
semble d’algorithmes sur un même ensemble de classes ; les algorithmes sont réifiés
et décomposés en plusieurs niveaux jusqu’à un dernier niv au qui correspond à des
méthodes des classes du modèle à objets.[Vanwormhoudtet al., 1997] propose
de regrouper les propriétés des objets suivant les différents aspects fonctionnels du
système.
4.2.4 Liens entre les mod̀eles
Comme on l’a vu dans les trois sections ci-dessus, de nombreux liens peuvent
exister entre le modèle à objets, le modèle dynamique et lmodèle fonctionnel.
En fait, on peut considérer que l’utilité des modèles dynamique et fonctionnel est
de permettre de détecter de nouvelles classes et de nouvelles associations à inclure
dans le modèle à objets. Par exemple, le diagramme de traced’év´ nements de la
figure 4.4 met en évidence les associationsme -flux etmes-faisceaux. Comme
on le verra par la suite (voir 4.3.1), le diagramme de classesdu modèle à objets
est le seul qui soit actuellement exploité pour générer le code de l’application. La
démarche est donc différente de celle utilisée en représentation des connaissances
par objets : la détermination des classes et des relations entre celles-ci est en grande
partie guidée par les besoins fonctionnels et dynamiques dsystème à réaliser.
8. La rétro-conception consiste à définir un dossier de conception d’un système à partir du système
déjà existant.
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4.3 Le processus d’une ḿethode d’analyse et de
conception par objets
Le processus d’une méthode d’analyse et de conception par objets décrit les ac-
tivités nécessaires à l’obtention des différentes modèles sous forme de diagrammes,
formulaires et textes, ainsi que l’enchaı̂nement de ces activités. Autant les outils
peuvent être utiles (et même nécessaires) pour l’obtention des modèles, autant, pour
le processus, il est difficile d’aider l’utilisateur et d’automatiser certaines tâches.
Cela réduit bien souvent la mise en œuvre du processus à l’applic tion de quelques
règles de bon sens, car sans support informatique il est tr`difficile de respecter
tous les détails. Dans le travail sur UML , le processus n’est d’ailleurs pas pris en
compte pour l’instant (voir 4.5.1)9. Comme pour les modèles et leurs notations,
nous décrivons ci-dessous le processus de la méthode OMT.
4.3.1 Le processus de la ḿethode OMT
La méthode OMT s’intéresse aux phases d’analyse, de conception et de codage













FIG. 4.7:Le processus de la ḿethodeOMT
La phase d’analyse
La phase d’analyse consiste à décrire le système (à partir d’une définition des be-
soins obtenue précédemment) en produisant des modèles décrits dans la section 4.2 :
le modèle à objets, le modèle dynamique et le modèle foncti nel. La flèche de re-
tour dans la casANALYSE indique que cette description peut (et doit) être améliore
jusqu’à l’obtention d’un ensemble de diagrammes satisfaisants. Pour produire cha-
que modèle, la méthode OMT donne une liste de tâches à réaliser et des conseils
9. Il faut d’ailleurs noter le changement d’appellation : audébut des travaux sur l’unification des
méthodes, UML s’appelaitméthode unifiée.
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pratiques pour y parvenir. Nous donnons ci-dessous à titred’exemple les tâches
proposées par OMT pour construire le modèle à objets :
• identifier les objets et les classes ;
• établir un dictionnaires de données ;
• identifier les relations (dont les agrégations) entre les objets ;
• identifier les attributs des objets et des relations ;
• organiser et simplifier les classes en utilisant l’héritage ;
• vérifier que toutes les données pourront être accédéescorrectement ;
• améliorer le modèle par itérations successives ;
• regrouper les classes dans des modules.
Il s’agit simplement de la liste de ce qui est réalisé naturellement quand on
cherche à produire un modèle à objets d’une situation réelle. Pour quelqu’un qui
aborde ce type d’activité, les conseils qui sont associésà ces tâches peuvent permet-
tre de gagner un peu de temps. Par exemple, pour la première tâch il est préconisé
d’éliminer les classes vagues (pour lesquelles on n’est pas capable de donner une
définition claire et non ambigüe), redondantes (qui ont par exemple des attributs en
commun) ou hors domaine.
La phase de conception
Dans la méthode OMT, la phase de conception se décompose en deux étapes : la
conception du système et la conception des objets, qui doivent constituer des affine-
ments successifs des modèles issus de la phase d’analyse, en pr nant en compte des
contraintes d’implémentation.
La conception du système
La conception du système traite de la modularité de l’application résultante : elle
doit organiser les vues du système issues de la phase d’analyse, en les décomposant
en sous-systèmes selon des critères fonctionnels ou physiques. Cette décomposition
a également pour objectif d’obtenir une bonne modularitédu système. Si cela est
pertinent pour le système, c’est durant cette étape que les problèmes de concurrence
et d’allocation de processeurs sont traités. Le stockage des données doit également
être abordé. Il s’agit de problèmes d’architecture informatique du système, assez
indépendants des modèles à objets.
La conception des objets
L’objectif de la conception des objets est de définir précis ment les classes d’ob-
jets avec leurs attributs et méthodes. Cette définition sefait principalement à partir
du modèle à objets obtenu durant la phase d’analyse, mais les modèles dynamiques
et fonctionnels doivent aussi être utilisés. Elle doit prendre en compte les possi-
bilités et les limites du langage qui sera utilisé pour l’implémentation. Par exem-
ple, si le langage ne gère pas l’héritage multiple, et que celui-ci est utilisé dans le
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modèle à objets de la phase d’analyse, il faut modifier le diagramme de classes en
conséquence. Le modèle à objets obtenu doit être le plusproche possible de celui
qui sera implémenté dans le langage. C’est également durant cette étape que sont
réalisés les optimisations de la hiérarchie des classes(par exemple, la création de
classes abstraites regroupant des attributs et des méthodes abstraites communes à
plusieurs classes), la conception des algorithmes implémentés dans les méthodes,
les choix d’implémentation des associations (attributs,classes, etc.). La description
des activités de cette étape dans la méthode OMT est du type(( conseils généraux)).
Par exemple, pour le choix et la mise en œuvre d’un algorithmela méthode OMT
préconise de :
• choisir des algorithmes qui minimisent le coût d’implémentation des opé-
rations ;
• utiliser des structures de données adaptées aux algorithmes ;
• définir de nouvelles classes et de nouvelles opérations sinécessaire ;
• mettre les opérations dans les bonnes classes.
C’est à partir des modèles obtenus durant cette phase, et principalement du
modèle à objets, que le code sera généré par les outils proposant cette fonction-
nalité.
La phase d’implémentation
La phase d’implémentation des méthodes d’analyse et de conception par objets
consiste à produire le code à partir des modèles issues dela phase de conception.
Deux aspects sont à considérer pour cette phase : les conseils donnés par les auteurs
des méthodes, et l’utilisation d’outils pour produire du code automatiquement.
En ce qui concerne OMT et le premier aspect,[Rumbaughet al., 1991] donne no-
tamment des exemples pour trois langages à objets, C++ (voir chapitre 3), SMALL -
TALK et EIFFEL (voir chapitre 2). Il explique comment sont réalisées les fonction-
nalités suivantes dans ces trois langages : la définition des classes, la création des
objets, l’appel de méthodes, l’utilisation de l’héritage, l’implémentation des associa-
tions. Les auteurs donnent également des conseils pour réaliser une implémentation
dans un langage sans objets comme C, ADA, ou FORTRAN, par exemple.
Le modèle à objets peut également être utilisé pour générer un schéma de base
de données. Pour les bases de données à objets (BDO), la génération peut être
délicate sur des points comme la gestion des associations ou l’héritage multiple
si ces fonctionnalités n’existent pas dans la base. Pour les bases de données re-
lationnelles, il existe des manières de faire correspondre des définitions de clas-
ses et de tables relationnelles[Waldén et Nerson, 1995 ; Rumbaughet al., 1991 ;
Demphlous et Lebastard, 1996].
La production automatique de code au sein d’outils10 se réduit à la génération
de squelettes de définition de classes ; dans le meilleur descas (suivant le langage
10. appelés AGL – Atelier de Génie Logiciel, en français ;CASE tool– Computer Aided Software
Engineering, en anglais.
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cible), la traduction des associations est également réalisé . Cela s’explique par le
fait que les éléments du modèle à objets (les classes, les attributs, les opérations, et,
avec certains langages, les associations) sont les seuls qui existent dans les langages
à objets. Par exemple, l’état d’un objet n’est pas manipulable en tant que tel dans les
langages à objets. D’où la difficulté des concepteurs d’AGL pour réaliser des outils
permettant de produire du code à partir d’une description issue d’une méthode.
La notion d’association n’existe pas dans les langages C++ (voir chapitre 3) ou
EIFFEL (voir chapitre 2) : l’implémentation doit être faite au moyen de pointeurs,
dont la gestion doit être assurée soit de façonad hocpar le programmeur, soit grâce
à des bibliothèques de classes spécifiques. Les AGL tentent de pallier ce manque en
intégrant par exemple des bibliothèques de classes C++ offrant les fonctionnalités
nécessaires. Cette approche pose deux problèmes ; d’une part, toutes les fonction-
nalités ne peuvent pas être implémentées sous forme de bibliothèques externes : il
faudrait parfois intervenir sur le langage lui-même (par exemple en ajoutant des
mots-clés pour la définition des classes) ; d’autre part, cet e approche lie le concep-
teur à un outil, voire à un type de machine. Certains langages offrent des fonctionna-
lités équivalentes aux associations (YAFOOL [Ducournau, 1991], voir chapitre 14),
ou peuvent les offrir grâce à des extensions du langage (CLOS) [Masiniet al., 1989].
Les traits de représentation des méthodes d’analyse et deconc ption par objets sont
donc plus proches de ceux des langages dits hybrides (voir[Masiniet al., 1989]) uti-
lisés pour représenter des connaissances de façon plus nat relle. De plus, bien des
traits de représentation sont absents des méthodes actuelles : l s modalités (ou fa-
cettes) des langages deframes, les points de vue ou perspectives, etc. (voirchapitre
10, section 3).
Il y a donc une différence importante entre la représentation définie dans le cadre
de la méthode, et sa traduction dans un langage de programmation. Le code produit
doit être très enrichi pour obtenir un système complet, car le modèle dynamique
n’est pas pris en compte lors de la génération automatiquede code. L’utilisation
de techniques formelles (voir 4.2.1), bien que très lourde, peut être une solution,
mais la production de code directement à partir des diagrammes d’états serait cer-
tainement préférable[André, 1996]. Il est donc extrêmement difficile de mainte-
nir une cohérence complète entre les modèles issus de la m´ thode, d’une part, et
le code du système, d’autre part. Certains outils insèrent d s commentaires par-
ticuliers dans le code produit pour retrouver les parties qu’ils ont générés, mais
ces commentaires peuvent être détruits ou déplacés lors de l’édition des fichiers
source. D’autres, commeOBJECTEERINGqui met en œuvre la méthode CLASSE-
RELATION, intègrent des fonctions d’édition de code, ce qui leur permet de mieux
contrôler les modifications apportées par le programmeur.
4.3.2 Les processus d’autres ḿethodes
Le processus de la méthode FUSION est constitué des trois phases classiques :
analyse, conception et implémentation. La phase d’analyse doit élaborer le modèle
à objets11 et le modèle d’interface (modèles des opérations et du cycle de vie). La
11. La traduction française de l’ouvrage de référence sur la méthode FUSION utilise en fait(( modèles
des objets)).
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phase de conception réalise les diagrammes d’interactiondes objets, et les graphes
de visibilité ; elle complète également le modèle à objets par des descriptions de
classe (en utilisant les informations des diagrammes d’interaction des objets et de
visibilité), et des graphes d’héritage. Les auteurs donnent aussi un ensemble de
conseils pour les trois phases.
La méthode BON propose un processus très détaillé en neuf tâches regroupées
en trois phases :
• collecte: déterminer les limites du système, faire la liste des clases candi-
dates, sélectionner des classes et les regrouper enclusters;
• description: définir les classes, ébaucher les comportements du syst`eme,
définir les interfaces ;
• conception: affiner les entités existantes, généraliser, compléter t réviser le
système.
Des modèles (sous forme de diagrammes et de formulaires) sont créés ou mo-
difiés par chaque tâche ; par exemple, la troisième tâchede la première phase (sélec-
tion et regroupement des classes) doit créer l’architectur statique (vue graphique
desclusterset des classes) et le dictionnaire des classes, et doit modifier le for-
mulaire du système (description générale du système) et l s formulaires desclus-
ters. Comme la méthode OMT, la méthode BON donne par ailleurs un ensemble de
conseils pour trouver les(( bonnes classes)).
Comme on l’a vu, les méthodes d’analyse et de conception parobjets s’intéres-
sent peu à la phase de définition des besoins. Dans le meilleur des cas (voir la
méthode BON ci-dessus), elles identifient des actions dans leur processus. Pour
pallier cela, des utilisations conjointes de la méthodologie d’acquisition des con-
naissances KADS [Schreiberet al., 1993] et de la méthode OMT ont été réalisées.
Dans un cas[Ayacheet al., 1995], la méthode KADS a été utilisée préalablement
à la méthode OMT afin de définir les besoins du système ; dans l’autre cas[Si-
boni, 1994], les deux méthodes ont été utilisées simultanément pour des aspects
différents du système. Une utilisation séquentielle est une démarche assez naturelle :
acquisition des connaissances avec KADS, puis analyse et conception avec OMT ;
cette démarche a de plus l’intérêt de limiter l’interface entre les deux méthodes.
La deuxième approche est plus discutable car l’intégration de KADS et de OMT
doit être beaucoup plus étroite : il faut établir des correspondances entre les entités
internes des deux méthodes, ce qui n’est pas toujours possible elon[Siboni, 1994].
4.4 La réutilisation
C’est durant la phase de conception que doivent être détermin´ s les moyens
informatiques nécessaires à la réalisation du systèmevisé. C’est donc lors de cette
phase que se pose la question de la réutilisation éventuelle d’´ éments existants. Les
concepts du modèle objet doiventa priori favoriser la réutilisation :
• la sṕecialisationest essentiellement un concept qui permet le partage d’infor-
mation et de comportements ;
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• la modularit́epermet de répartir les informations et les traitements daniffé-
rentes entités ;
• l’ encapsulationdonne une interface unique et bien définie aux objets.
Malgré ses qualités intrinsèques, l’utilisation du modèle objet n’implique pas
de pouvoir réutiliser immédiatement et facilement. Ces drnières années plusieurs
propositions tendant à faciliter la réutilisation lors de la réalisation d’applications
avec les techniques objet ont été proposées. Nous décrivons brièvement ci-dessous
trois types de réutilisation : lesdesign patterns, les frameworkset lescomposants
logiciels, ainsi que les travaux autour de CORBA.
4.4.1 Lesdesign patterns
L’idée desdesign patterns[Gammaet al., 1994] est de capitaliser et de do-
cumenter des solutions à des problèmes de conception qui appar issent de façon
récurrente dans les applications. Undesign patternest constitué d’une part d’un
diagramme représentant les classes génériques qui le constitue, ainsi que les asso-
ciations et les envois de messages nécessaires, et d’autrep r d’un texte décrivant
le design patternavec un exemple et des conseils d’utilisation. UML (voir 4.5.1)




















FIG. 4.8:Un exemple de design patterns
La figure 4.8 montre un exemple de sign pattern. Il s’agit du problème de
contrôle d’un appareil au moyen de mémorisation d’événments. Deux classes sont
définies : la classeAppareil et la classeEvénementMémorisé (voir partie supé-
rieure de la figure 4.8). Il existe une association entre ces deux classes : une instance
de la classeAppareil peut être associée à un nombre quelconque d’instances de
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la classeEvénementMémorisé. Ce design patternpeut être appliqué au contrôle
d’une sonde de température avec des dépassements de seuils de température. Les
propriétéśetat, contrôle etvaleur sont transposées dans ce cas respectivement
enétatOpérationnel,contrôleDépasseSeuiletvaleurMesurée (voir partie
inférieure de la figure 4.8).
L’utilisation de ces techniques peut être utile pour la conception si on est capable
de retrouver dans un catalogue la description dudesign patternqui correspond au
problème posé. Mais il peut être très difficile de retrouver le bondesign pattern,
même s’il existe, si la formulation du problème est éloignée de la définition du
design pattern. Ensuite, si undesign patterna été considéré comme pertinent, il faut
transposer la solution proposée dans le contexte particulier, ce qui doit être réalisé
par le programmeur. Concernant la recherche d’unesign patternrépondant à un
problème particulier, l’indexation par mots-clés est une solution possible mais bien
limitée. Pour la transposition d’undesign patterndonné, une proposition consiste
à enrichir le méta-modèle d’un langage à objets par des con tructions permettant
d’exprimer desdesign patterns. Par exemple,[Ducasse, 1997] propose d’intégrer
un méta-modèle d’interaction dans un langage à objets.
4.4.2 Lesframeworks
Un frameworkest constitué d’un ensemble de classes offrant des fonctionnalités
pour un domaine particulier. L’intérêt desframeworksest de proposer des points
de personnalisation (hot spots), tout en faisant bénéficier de fonctionnalités com-
munes (frozen spots). Cette partie commune peut être réutilisée sans adaptation
par le système construit dans leframework. Le mécanisme d’héritage peut être un
moyen de spécialiser les points de personnalisation et de bén´ ficier des fonctionna-
lités communes.
CASSIS [Dao et Richard, 1990] est un exemple de tel environnement. Il définit
un ensemble de classes représentant une structure générale d réseau (des graphes
contenant des sommets et des arêtes, qui peuvent eux-mêmes cont nir des graphes,
et peuvent être partagés par plusieurs graphes), sur laquel e sont implémentées des
fonctionnalités d’édition et de manipulation graphiques. Réaliser une application
avecCASSIS, c’est définir ses propres classes de graphes, de sommets etd’arêtes,
en personnalisant certains aspects ; il est par exemple possible de préciser quels
sommets et quelles arêtes peuvent appartenir à certains gr phes, de particulariser la
visualisation graphique des sommets et des arêtes, etc. Les classes de la figure 4.1
(Reseau, Faisceau et Noeud) qui font partie d’une application qui a été réalisée
avecCASSIS héritent directement des classes correspondantes de l’environ ement
(Graphe-k6, Arete-k6 etNoeud-k6).
L’avantage d’unframeworkest que, si celui-ci est bien adapté à l’application à
réaliser, le développement peut être très rapide. En revanche, l’utilisateur est très
contraint dans la réalisation de son application avec unframework. De plus, la
réalisation d’unframeworkest une opération coûteuse.
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4.4.3 Les composants logiciels
Les composants logiciels sont des éléments logiciels réutilisables offrant un ser-
vice particulier. Ils peuvent être des bibliothèques de classes spécialisées dans une
technique particulière (graphique, structures de données, tc.) ou de classesmétier,
c’est-à-dire spécifiques d’un domaine d’activité (télécommunications, gestion ban-
caire, etc.). Ces composants peuvent être réutilisés dir ctement (par héritage ou par
association) en intégrant les classes nécessaires au système à réaliser, ou en créant
et utilisant des instances de ces classes sur un réseau, parexemple. Dans le premier
cas, il peut s’agir d’une utilisation conjointe avec les techniques dedesign patternou
de framework: par exemple, CASSIS intègre un ensemble de classes implémentant
son modèle de réseau. Le deuxième type d’utilisation peut être mis en œuvre en
utilisant les techniques de distribution d’objets telles que CORBA.
4.4.4 CORBA
L’ Object Management Group12 est un consortium de plus de 600 compagnies
informatiques et utilisatrices, dont l’objectif est de prom uvoir les techniques ob-
jet pour le développement de systèmes informatiques distribués. Cette promotion se
fait par la production de spécifications dont la plus importante est CORBA (Com-
mon Object Request Broker Architecture) [Object Management Group, 1996 ; Otte
et al., 1996]. Il s’agit d’une spécification permettant à des applications réparties
sur un réseau informatique de communiquer selon une(( syntaxe objet)) : c’est-à-
dire que les échanges entre ces applications se font au moyen d’envois de messages
et d’accès à des attributs. Chaque application doit publier son interface (les clas-
ses, les opérations et les attributs qu’elle rend visibles) dans un langage unique
(IDL : Interface Definition Language). L’objectif est de permettre une meilleure
réutilisation des objets, puisque chaque application pr´esente sur le réseau publie
son interface, et donc les services qu’elle peut offrir, et peut utiliser les services of-
ferts par les autres applications. Des correspondances entre des langages et l’IDL
ont déjà été spécifiées et adoptées (ADA, C++, SMALLTALK ), et d’autres sont en
cours (COBOL, JAVA ). Des services généraux au-dessus de CORBA ont également
été spécifiés : service de concurrence, service de notification, service de cycle de
vie (création et destruction d’objets), service de nommage, service de persistance,
etc. Construits à partir de ces services des ensembles de fonctionnalités (facilities)
sont en cours de spécification. Il s’agit soit de fonctionnalités générales (impres-
sion, méta-objets, analyse et conception – voir 4.5.2 –, etc.), soit dans des domaines
applicatifs (télécommunications, finances, etc.).
CORBA est plus l’aboutissement d’un travail de normalisation qu’un réel ap-
port technologique. Son impact peut néanmoins être important dans le domaine
des télécommunications où il peut favoriser une normalisation et une meilleure in-
teropérabilité des logiciels de gestion de réseaux.
12. L’ensemble des travaux de l’OMG peut être consulté à l’adresse :http://www.omg.org.
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4.5 Évolution des méthodes d’analyse et de conception
par objets
Les méthodes d’analyse et de conception par objets ont connu u e phase de
développement relativement courte, à peu près cinq ans,au cours de laquelle un
grand nombre de propositions issues soit du domaine du génie logiciel, soit de celui
de techniques objet ont vu le jour. Nous avons rapidement décrit dans les sections
précédentes une grande partie de ces propositions. La tend nce actuelle est la re-
cherche d’une homogénéı̈sation de toutes ces propositions. Deux activités étaient
en cours dans cette direction jusqu’à l’automne 1997 : le travail sur UML autour de
G. Booch, I. Jacobson et J. Rumbaugh au sein de la société Rational, et la norma-
lisation en cours à l’OMG. Ces deux activités ont fusionné en novembre 1997 avec
l’acceptation de UML comme norme au sein de l’OMG.
4.5.1 Vers un ḿeta-mod̀ele unique pour la conception ?
Les travaux sur UML ont commencé à partir du constat que les méthodes les
plus utilisées (OMT et OOD notamment) convergeaient sur les points principaux, et
que les différences étaient souvent superficielles (sur la notation ou la terminologie
entre autres). Par exemple, OOD avait repris des idées de OMT (les associations, les
diagrammes de trace d’événements, etc.) et vice-versa (le sous-systèmes sont par
exemple définis dans OMT2 par J. Rumbaugh). Le travail proprement dit sur UML
a commencé quand en 1994 J. Rumbaugh a rejoint G. Booch au sein de la société
Rational (en 1995, I. Jacobson, auteur de la méthode OOSE, s’est joint à eux). Une
version préliminaire est parue à l’automne 1995, augmentée d’un addendum à la
mi-96. En janvier 1997, la version 1.0 d’UML a été publiée13 et soumise à l’OMG
(voir 4.5.2).
L’objectif du travail sur UML est de proposer un standard de fait unifiant les
méthodes OOD et OMT et incluant des propositions jugées intéressantes d’autres
méthodes, notamment lesu e casesde la méthode OSE et les diagrammes d’in-
teraction d’objets de la méthode FUSION. Deux idées principales président à la
spécification de cette méthode : ne spécifier que ce qui peut être implémenté dans
des outils, c’est-à-dire ne pas spécifier le processus pour l’instant ; spécifier un méta-
modèle permettant de définir différents modèles qui seront effectivement utiles pour
un outil ou une méthode donnés. Ces modèles (éléments dbase, éléments logiques,
types, classes, relations entre classes, etc.) sont décris n utilisant le modèle objet
muni d’une notation sous forme de diagramme de classes. D’autres diagrammes
existent : diagramme desuse cases, diagrammes de comportements (diagramme
d’états, diagramme d’activité, diagramme de séquence,diagramme de collabora-
tion), diagrammes d’implémentation (diagramme de composants, diagramme de
déploiement). Le diagramme de classes doit bien sûr servir aussi à exprimer les
modèles à objets des utilisateurs de UML . Il s’agit de la mise côte à côte d’un en-
semble de modèles et de diagrammes, unifiés par un méta-modèle commun. Mais les
relations entre ces modèles sont encore moins claires que dans le cas de la méthode
13. Les documents sur UML peuvent être consultés à l’adresse :http://www.rational.com
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OMT. Il est donc peu probable que des outils UML performants et complets puissent
être disponibles rapidement.
4.5.2 Normalisation des ḿethodes
Au sein de l’OMG, l’ (( Object Analysis and Design Task Force)) st chargée de
spécifier un méta-modèle qui représente la sémantiquedes méthodes d’analyse et
de conception par objets. Les modèles statiques (par exemple, odèles de classes),
dynamiques (par exemple, modèle à transition d’états),rchitecturaux (modèles de
sous-systèmes) doivent entre autres être pris en compte par c méta-modèle. Comme
les autres activités de l’OMG, cette spécification doit être réalisée grâce aux proposi-
tions reçues après l’émission d’une RFP (Request For Proposal), dont la date limite
était fixée au début de l’année 1997. UML a constitué la réponse principale à cette
RFP, et, après discussion interne, a été accepté au troisième trimestre 1997.
4.5.3 Les ḿeta-mod̀eles objet
UML n’est pas la seule proposition de modèle objet en cours d’élaboration ou de
normalisation. L’OMG a défini un méta-modèle abstrait qui est concrétisé dans celui
utilisé dans CORBA. Ce méta-modèle définit les concepts d’objet, de type d’objet,
de non-objet (valeur atomique), d’opération, de sous-typage et d’héritage. On voit
donc que le modèle objet de l’OMG, c’est-à-dire celui concrétisé par IDL, est plus
simple que celui de UML Cette différence a deux raisons : il s’agit essentiellement
du dénominateur commun minimum des modèles des langages `a objets (C++ et
SMALLTALK à l’origine) et les contraintes de performances de distribu ion sur un
réseau imposent que le méta-modèle soit le plus simple possible. On a donc d’une
part UML qui est un méta-modèle issu des travaux sur l’analyse et laconception,
et qui est très riche et très complexe, et d’autre part le m´eta-modèle abstrait de
l’ OMG, donc la conception a été guidée par des contraintes d’implé entation, qui
est beaucoup plus simple. Ces deux méta-modèles sont pourtant normalisés au sein
de la même organisation !
Par ailleurs, le méta-modèle de l’ODMG14 reprend celui de l’OMG en y ajoutant
en particulier le concept d’association (voirchapitre 5, section 4).
Bien sûr, nous ne mentionnons ici que les méta-modèles faisant l’objet d’une
normalisation, ou étant au moins définis indépendammentd tout outil ou langage
informatique. D’autres méta-modèles sont présentés ou év qués dans plusieurs cha-
pitres de cet ouvrage : ceux des langages C++ (chapitre 3), EIFFEL (chapitre 2)
et YAFOOL (chapitre 14), ceux des langages à prototypes (chapitre 8), ceux de la
représentation des connaissances par objets, en particulier elui de TROEPS(chapi-
tre 10), celui des logiques de descriptions (chapitre 11), et enfin celui des systèmes
classificatoires (chapitre 12).
14.Object Database Management Groupest le consortium homologue à l’OMG pour les bases de
données à objets. Les travaux de l’ODMG peuvent être consultés à l’adresse :http://www.odmg.org.
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4.6 Conclusion
Dans ce chapitre, nous avons présenté tout d’abord les méthod s d’analyse et
de conception par objets. Ces méthodes ont une double origine : les méthodes dites
(( structurées)) issues du génie logiciel et le modèle objet. L’introduction du modèle
objet a permis d’améliorer la continuité dans la vision d’une application pour les
phases de définition des besoins, d’analyse, de conception, et, dans une certaine
mesure, d’implémentation.
À l’heure actuelle, les méthodes d’analyse et de conception ar objets et les AGL
associés sont considérés à juste titre comme des aides utiles pour le développement
d’applications importantes. Les différents modèles de représentation d’un système,
et notamment le modèle à objets, et les diagrammes qui leursont associés, offrent
un support appréciable de spécification et de communication. Mais la richesse et
la complexité des concepts et des notations a deux inconvénients : d’une part, les
utilisateurs ont beaucoup de difficultés à les appréhender en totalité, ce qui conduit
bien souvent à quelques désillusions ; d’autre part, les AGL deviennent rapidement
très difficiles à maı̂triser, mais, paradoxalement, restent assez limités sur la qualité
et la quantité de code généré automatiquement. La complexité du nouveau méta-
modèle UML ne devrait pas améliorer ce défaut.
En fait, les méthodes d’analyse et de conception par objetssouffrent d’un déca-
lage important entre leur puissance d’expression et cellesdes langages de program-
mation utilisés pour l’implémentation. La générationdes définitions de classes à
partir des modèles à objets est assez bien réalisée, sauf pour la gestion des associa-
tions dans les langages n’offrant pas cette fonctionnalit´e. En revanche, la production
automatique du corps des méthodes est un problème très difficile pour lequel au-
cune solution satisfaisante n’existe aujourd’hui. La vision fonctionnelle du système
à réaliser, qui a été pratiquement complétement abandonnée dans UML , est pourtant
bien utile dans certains cas. Le processus reste aujourd’hui un ensemble de conseils
certes censés, mais qui ne trouvent pas de traduction dans les AGL.
Concernant la réutilisation, unframeworkoffre un cadre permettant une per-
sonnalisation et une réutilisation importantes si l’application à réaliser peut accep-
ter les contraintes imposées par leframework(modèle de données, fonctionnalités,
etc.). Lesdesign patternsn’offrent pour l’instant qu’une aide à la conception et à
la documentation, leur mise en œuvre dans un langage étant r´ lisée au coup par
coup. La normalisation entreprise par l’OMG doit tenter de concilier des contraintes
d’implémentation en réseau, qui tendent à imposer des modèles simples, avec les
besoins de représentation de systèmes complexes qui deman nt des modèles très
riches.
L’évolution des méthodes d’analyse et de conception par objets est mainte-
nant dans une phase de stabilisation. Les concepteurs de plusi urs des principales
méthodes travaillent ensemble (G. Booch pour OOD, I. Jacobson pour OBJECTORY
et OOSE, et J. Rumbaugh pour OMT) afin de concevoir un méta-modèle(( unifié)),
dont une première version a été retenu comme norme au seinde l’OMG. Ce travail
a l’ambition de rassembler dans un méta-modèle la plupartdes modèles proposés
dans les méthodes actuelles, mais ne résoudra en rien le problème de la distance
avec la programmation évoqué ci-dessus.
5
Les syst̀emes de gestion de
bases de donńees objet
L A COMMUNAUT É DES BASES DE DONŃEEStend à améliorer l’expressivité desmodèles utilisés ainsi que la puissance de calcul des Système de Gestion de
Bases de Données (SGBD) en s’appuyant sur les travaux menés dans les domaines
des langages de programmation, du génie logiciel et de la représ ntation de connais-
sances. Actuellement les Systèmes de Gestion de Bases de Donn´ es Orientées Objet
(ou plus simplement les Systèmes de Gestion de Bases de Données Objet,SGBDO),
constituent un axe important de réflexion tant par la variété des prototypes et outils
commerciaux proposés que par les travaux menés (du point de vue théorique ou
expérimental). Ce chapitre présente, sans être totalement exhaustif, les principales
fonctionnalités de ces systèmes au travers de leur dualité (programmation par objets
et bases de données).
5.1 Introduction
Les systèmes de gestion de bases de données (SGBD) existent depuis trois décen-
nies. Ils subissent des évolutions notables sous la doubleinfluence des avancées
technologiques et théoriques.À l’heure actuelle, il serait hasardeux de prédire sur
quelle voie définitive vont s’engager ces systèmes (relationnels étendus, déductifs,
objets, etc.). Cependant l’approche objet est assez significative pour retenir l’atten-
tion.
Depuis leur naissance, lesSGBD ont toujours intégré une composante de pro-
grammation. Dans la première génération, les types de données manipulés sont les
mêmes dans les applications (écrites pour la plupart en COBOL) et dans la base. L’ar-
rivée desSGBD relationnels a nécessité des conversions entre les typesde données
des applications (écrites en C, PL/1, etc.) et la base, ce qui, no s le relaterons, en-
traı̂ne des dysfonctionnements aussi bien en phase de développement qu’en phase
d’exécution.
Les SGBDO suivent leurs ancêtres et bénéficient des avancées de divers do-
maines : langages de programmation, représentation de connaissances, logique et
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bases de données. La volonté affirmée est de présenter des outils permettant le
développement d’applications intégrant de manière transp rente pour l’utilisateur
leurs divers avantages. Le double héritage des langages deprogrammation et des
bases de données pose cependant des problèmes divers que nous pouvons relater
simplement. Pour les langages de programmation, données et programmes sont en
général intégrés, le modèle de calcul est impératif (ou procédural), les contrain-
tes sont exprimées sous forme de pré et post-conditions, la persistance n’est pas
toujours assurée et dans le cas où elle est offerte, l’acc`es à la mémoire secon-
daire est explicite1, l’expressivité se traduit par des notions de modularité, de pa-
ramétrisation, de généricité, etc. Pour les bases de données, notamment pour les
bases de données relationnelles, programmes et données sont séparés, le modèle de
calcul est déclaratif2, les contraintes d’intégrité sont générales et déclaratives, la
persistance est systématique et l’accès à la mémoire secondaire implicite, l’expres-
sivité du langage est celle d’un langage de requête riche mais incomplet3.
L’objectif majeur desSGBD du futur est d’intégrer les outils de programmation
et de gestion de données au sein d’un même système. Cette int´ gration est à l’heure
actuelle très diversement réalisée. Dans l’approche objet, on rencontre des systèmes
qui assurent simplement la gestion d’objets persistants (relevant des langages de
programmation par objets persistants) ; puis ceux qui intègrent la gestion des ob-
jets et la programmation d’applications (relevant de l’approcheSGBD) et que nous
qualifierons deSGBDO. Autrement dit, l’architecture de systèmes alliant persistance
et programmation par objets peut être plus ou moins sophistiquée. Nous pouvons
distinguer trois niveaux de complexité croissante :
• si l’on dispose du niveau(( gestionnaire d’objets)), le système est assimilable
à un langage de programmation persistant couplé avec un système de gestion
de fichiers (SGF),
• si l’on dispose, au-dessus du niveau précédent, de fonctionnalités de bases de
données (concurrence notamment), le système supporte lamulti-utilisation de
données communes,
• enfin, si l’on dispose d’un édifice complet, avec langage de programmation,
langage de requête et fonctionnalités de bases de données, on atteint pleine-
ment la notion deSGBD.
Avant d’aller plus avant, il semble nécessaire d’effectuer quelques rappels qui
permettront de préciser le domaine d’étude ainsi que les facteurs qui ont entraı̂né
l’évolution desSGBDvers lesSGBDO: c’est le sujet de la section 5.2. Dans la section
5.3, en nous appuyant sur le manifeste desSGBDO [Atkinson et al., 1989], nous
définirons les fonctionnalités qu’un système de gestionde bases de données objet
doit présenter. Un panorama rapide desSGBDOet des standards actuels sera ensuite
développé en section 5.4. La section 5.5 présentera les ext nsions nécessaires que
doivent incorporer lesSGBDOpour résoudre divers problèmes encore ouverts.
1. Le développeur doit explicitement signifier ce qui persiste.
2. Les langages de manipulation et d’interrogation décrivnt ce que l’on veut obtenir et non comment
l’obtenir.
3. Au sens de la calculabilité.














FIG. 5.1:Étapes de la construction d’une base de données.
5.2 Rappels
5.2.1 Base de donńees et syst̀eme de gestion de bases de données
Une base de données (BD) est un ensemblecoh́ rentde donnéespermanentes
qui est en général partagé par plusieurs utilisateurs pouvant y accéder simultanément
(on parle alors deconcurrenced’accès). Les systèmes de gestion de bases de données
(SGBD) se distinguent des autres systèmes de programmation par deux qualités prin-
cipales : leur capacité à gérer de grands volumes de donn´ees cohérentes et persis-
tantes et leur capacité à accéder à ces données de mani`re efficace.
Tout SGBD doit assurer la cohérence, la persistance, le partage, la fiabilité et la
sécurité des données[Ullman, 1989 ; Gardarin, 1993]. Une base de données est dite
coh́erentesi l’ensemble des données persistantes en mémoire secondaire vérifient
les diversesrègles d’int́egrité décrites au niveau de sa structure (désignée sous le
nom desch́ema). La persistance des données demande des méthodes de gestion
de la mémoire secondaire ainsi que des méthodes d’accès particulières (indexation,
regroupement, etc.). L’ensemble des données est partagépar plusieurs utilisateurs :
le système doit garantir, par l’intermédiaire d’un mécanisme detransactions, des
accès corrects et concurrents à chaque utilisateur. Enfinle système doit êtrefiable
et sûr : il doit assurer la conservation des données en cas de pannelogicielle ou
matérielle et la sécurité des données en termes de contrôle des accès et de limitation
de droits.
5.2.2 Étapes de la construction d’une base de donńees
La construction d’une base de données (FIG. 5.1) comporte une phase de dévelop-
pement qui consiste à analyser, concevoir et implémenterun schéma conceptuel
unique et diverses applications adaptées aux besoins des utilisateurs qui s’appuient
sur des schémas externes ou dérivés du schéma conceptuel global. Au cours de cette
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FIG. 5.2:Évolution de la gestion des données.
phase, le concepteur fait appel à une méthode d’analyse etde conception (cf.chapi-
tre 4) qui lui permet de coordonner les divers aspects du systèmed´ siré (comme pour
la représentation de connaissances le but est de rendre compte d’un(( domaine)) :
cf. chapitre 10). La réalisation effective s’effectue ensuite (le plus fréquemment)
après le choix d’un desSGBD existants. La phase ultérieure de la(( vie )) d’une base
de données est celle de l’exploitation durant laquelle on effectue(( l’instanciation))
du schéma, les données sont stockées sur mémoire secondaire en cohérence avec le
schéma et sont manipulables par les diverses applicationsdéveloppées entre temps.
La conception d’une base de données s’appuie sur les trois niveaux de descrip-
tion des données définis par le groupe ANSI/X3/SPARC[Tsichritzis et Klug, 1978] :
niveau conceptuel(représentant la sémantique des données indépendamment de
toute implémentation),niveau interne(description des supports physiques des don-
nées) etexterne(vision des utilisateurs selon leur centre d’intérêt).
L’objectif majeur desSGBDest d’assurer l’indépendance des programmes et des
données[Date et Hopewell, 1971] : plus précisément ils doivent assurer l’indépen-
dance logique(toute modification du niveau conceptuel ne doit pas altérer l niveau
externe) et l’indépendance physique(les modifications du niveau interne ne doivent
pas altérer les niveaux conceptuel et externe).
5.2.3 Histoire
Avant les années 60, la gestion des données relève surtout de la gestion de fi-
chiers et les efforts portent sur le développement de syst`emes de gestion de fichiers
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(SGF) partagés. L’histoire desSGBD débute ensuite par des systèmes(( dédiés))
conçus pour des applications particulières, puis la première génération de systèmes
(( génériques)) voit le jour. Elle s’appuie sur des modèles ditnavigationnels(réseau
et hiérarchique). Ces modèles manipulent les concepts d’enregistrements logiques
(ou entités) et de liens. Le langage de manipulation des données (LMD ) offre des
primitives qui permettent de parcourir des ensembles d’entités à travers les liens
(( orientés)) existant entre eux. Le principal reproche formulé à l’encontre de ces
modèles est leur manque d’indépendance physique. Cependant, de nombreuxSGBD
conçus alors (IMS4, IDS5, CODASYL, SYSTEM 2000) restent encore fort utilisés
pour les applications traditionnelles de gestion. La parution de l’article de Codd
[Codd, 1970] ouvre l’ère desSGBD relationnels(INGRES, DB2, ORACLE). Ceux-
ci ont largement prouvé leurs avantages. L’organisation des données repose sur un
modèle de données simple et formellement bien défini. Leslangages de définition
des données (LDD) et de manipulation de données (LMD ) ont été standardisés (SQL
[ANSI X3.135-1986, 1986]). Ces langagesdéclaratifs permettent la formulation
de contraintes d’intégrité au niveau des schémas relationnels impliqués dans un
schéma conceptuel et l’expression de requêtes plus ou moins c mplexes, tout en res-
pectant l’indépendance des données. L’indépendance logique est, elle, assurée par
la définition devues relationnelles, c’est-à-dire des structures dérivées du schéma
conceptuel et définies par une requête sur celui-ci. Le contrôle de la concurrence
et de l’accessibilité aux données est fiabilisé : lesSGBD relationnels proposent des
mécanismes de transaction et de sécurité d’accès.
5.2.4 Les facteurs d’́evolution vers les SGBDO
Nouveaux besoins en terme d’applications
L’émergence des(( réseaux)) informatiques (locaux, régionaux, mondiaux) ainsi
que l’intérêt croissant que portent de nouveaux domainesde recherche à la ges-
tion de leurs données contribuent à l’essor de nouveaux types d’applications pour
lesquels lesSGBD constituent un support incontournable. Biologie, médecin , chi-
mie, etc. doivent représenter et manipuler des données complexes. L’information
géographique et les sciences de l’environnement doivent faire ace à des demandes
croissantes en terme de rendus cartographiques et d’aide auiagnostic. Les appli-
cations de gestion souhaitent gérer des données multi-media. La conception et la
fabrication assistées par ordinateur, les ateliers de génie logiciel (AGL), la bureau-
tique et, au-delà, le(( suivi des charges de travail)) (Workflow) au sein des entre-
prises demandent d’assurer la gestion de versions de configurations (logicielles et
matérielles) et se tournent vers lesSGBD.
4. Information Management System(IBM) dont l’étude commença en 1966 en vue de l’opération
spatiale Apollo pour ensuite devenir un desSGBD les plus répandus dans les années 70.
5. Développé par CII Honeywell-Bull.
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Les limites du relationnel
Si les avantages desSGBD relationnels sont indéniables, leurs faiblesses sont
maintenant bien déterminées :
• le modèle de données est trop simple et la contrainte de premiè forme
normale (1FN) demande aux concepteurs des contorsions troppénalisantes.
En effet on ne manipule qu’un seul type de données (table) qui correspond
à un ensemble de n-uplets. Le n-uplet est lui-même construit comme une
concaténation de types primitifs : entier, réel, chaı̂nes d caractères, booléen,
etc.
• l’incompatibilité entre les langages de définition et de manipulation de données
(LDD et LMD ) et les langages de programmation(( hôte )) (impedance mis-
match) nécessitent l’utilisation d’artifices de programmation(curseurs). Les
types manipulés par les langages de requête (Structured Qu ry Language
(SQL), Query By Example (QBE), etc.) et les langages de programmation
impératifs (COBOL, PL/1, PASCAL, C, etc.) sont incompatibles ; le modèle
d’exécution de SQL est orienté(( ensemble))6 alors que celui des langages
de programmation traditionnels est orienté(( lément)) ; enfin le modèle de
calcul de SQL est incomplet[Date, 1984].
Pour ces multiples raisons, les applications conçues autour desSGBD relation-
nels sont souvent complexes à mettre en œuvre et à maintenir.
Pour pallier ces faiblesses, sont nés, dans un premier temps :
• des modèles de données complexes (NF2on First Normal Form) qui ne
contraignent plus à la première forme normale[Pistor et Andersen, 1986 ;
Abiteboul et Bidoit, 1986 ; Abiteboulet al., 1987],
• des modèles(( sémantiques)) dérivés de modèles de représentation de con-
naissances qui enrichissent la variété des liens entre enités [Chen, 1979 ;
Abiteboul et Hull, 1987 ; Parentet al., 1989 ; Hammer et McLeod, 1981],
et dont certains ont fortement influencé les méthodologies (cf.chapitre 4),
puis, progressivement, les modèles liés à l’approche obj t nt fait leur apparition.
5.3 Fonctionnalités desSGBDO
5.3.1 Ǵenéralit és
L’article (( The Object Oriented Database System Manifesto)) [Atkinson et
al., 1989] définit, ce que l’on est en mesure d’espérer d’unSGBDO. Nous allons
nous appuyer sur cette définition pour préciser les différentes caractéristiques de
ces systèmes. Les auteurs distinguent les caractéristique nécessaires (règles d’or)
que doivent posséder lesSGBDO, puis les caractéristiques optionnelles qui feront en
partie le sujet de la section 5.5.
6. La seule notion manipulée par SQL est la relation.
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LesSGBDOdoivent satisfaire aux deux critères essentiels :
• être dessyst̀emesà objetset, à ce titre, permettre la gestion d’objets com-
plexes (en fait le terme objet complexe est apparu dès que les attributs ou
champs d’un objet n’étaient plus contraints à être de typatomique), l’iden-
tité d’objet, l’encapsulation, les notions de types et/oude classes, d’héritage,
de surcharge ;
• être dessyst̀emes de gestion de bases de donnéeset, à ce titre, assurer la
persistance des données, leur gestion en mémoire secondaire, la concurrence
et l’accès aux données via un langage de requêtes.
Les concepts spécifiques aux bases de données ne seront pasdétaillés ici. Il
existe une multitude d’ouvrages les décrivant[Ullman, 1989 ; Date, 1990 ; Gardarin
et Valduriez, 1990 ; Kim, 1990 ; Bancilhonet al., 1991 ; Delobelet al., 1991 ; Garda-
rin, 1993 ; Benzaken et Doucet, 1993 ; Collet et Adiba, 1993 ; Kemper et Moerkotte,
1994 ; Abiteboulet al., 1995 ; Cattell, 1997]. Les concepts objet sont développés
dans les chapitres relatifs aux langages de programmation et aux méthodes d’ana-
lyse et de conception (cf.chapitres 1, 2, 3, 4 et 8). Nous nous attacherons simplement
à montrer les diverses facettes d’unSGBDO, en précisant les spécificités issues de la
combinaison des langages à objets et des bases de données.
Plusieurs modèles d’objets (plus ou moins formalisés) ont été proposés pour les
SGBDO [Cardelli et Wegner, 1985 ; Maieret al., 1986 ; Abiteboul et Hull, 1987 ;
Banerjeeet al., 1987 ; Hull et King, 1987 ; Beeri, 1989 ; Hammer et McLeod, 198]
issus des réseaux sémantiques ou des langages de classes[Ma iniet al., 1989].
Avant d’aborder, plus en détail, les fonctionnalités desSGBDO, nous allons
présenter un exemple succinct relatif à la gestion simplifiée d’un institut de for-
mation universitaire, que nous utiliserons dans la suite dupropos.
Au sein de l’institut, les personnes regroupent la population étudiante et ensei-
gnante. Chaque personne a un nom, une liste de prénoms et une adresse comportant
une rue, un numéro et une ville. Les étudiants possèdent de plus un numéro de carte
d’étudiant, les enseignants ont un grade et un salaire. L’institut propose des cours.
Chaque cours a un intitulé et un numéro, ainsi qu’un volume horaire et un ensemble de
cours qui sont prérequis. Un cours est enseigné par un et un seul enseignant et un en-
seignant peut assurer plusieurs cours. Un étudiant peut suivre plusieurs cours existants,
et évidemment un cours doit être suivi par plusieurs étudiants. Enfin certains étudiants
peuvent accéder au statut particulier d’Attaché Temporaire de Recherche (Ater) et, à
ce titre, ils peuvent enseigner.
En utilisant le formalisme de la méthode OMT[Rumbaughet al., 1991] (cf.
chapitre 4), le concepteur propose le diagramme d’objets de la figure 5.3. Ce dia-
gramme constitue la représentation du schéma conceptuelde la base de données.
Les classesPersonne, Etudiant, Enseignant, Ater etCours sont décrites avec
leurs attributs et leurs opérations. Les classesEtudiant et Enseignant sont des
spécialisations de la classeP rsonne ; la classeAter est une spécialisation des clas-
sesEtudiant etEnseignant. La classeCours est associée à la classeEtudiant, à
la classeEnseignant et à elle-même. Chaque association est décrite par les verbes
qui précisent comment les classes associées sont liées entre elles et par une arité
conforme au contraintes données dans le texte initial.

















































































FIG. 5.3:Modèle objet d’une gestion simplifiée d’institut universitaire.
La (( traduction)) de ce modèle dans une syntaxe proche de celle duSGBD O2
[Bancilhonet al., 1991] va servir de base pour étayer les divers points énumérésen
introduction (FIG. 5.4).
5.3.2 Être un syst̀emeà objets
Nous allons rapidement présenter en quoi lesSGBDOsuivent le paradigmeobjet.
Les concepts sont hérités des langages de programmation pr bjets (LPO) (cf.cha-
pitres 1, 2, 3 et 8), mais la spécificité des bases de données transparaı̂t.
Objets et identification
Le concept essentiel partagé par tous lesSGBDO est bien sûr celui d’objet. Un
objet est une collection de données structurées identifi´par une référence unique et
pouvant réagir à divers stimuli. En d’autres termes, un objet possède uneidentit́e,
un état (valuation de ses propriétés statiques ou attributs) et un comportement: il
peut répondre à des messages provenant d’autres objets.
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Schema Gestion Universitaire
Class Personne
tuple (nom : string,
prénoms : list(string),
adresse : tuple(rue : string, num : integer, ville : string))
Method Créer (n : string) : Personne,
Lire nom : string
End Personne
Class Etudiant inherit Personne
tuple (numéro carte : integer,
cours suivis : set(Cours))
Method Inscrire (c : Cours),
Abandonner (c : Cours)
End Etudiant
Class Enseignant inherit Personne
tuple (grade : string,
salaire : real,
cours enseignés : set(Cours))
Method Embaucher()
End Enseignant
Class Ater inherit Enseignant,Etudiant
tuple (domaine recherche : string)
End Ater
Class Cours
tuple (numéro : string,









FIG. 5.4:Sch́ema de la base de données gestion universitaire.
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Nom :  "Lucie"   
Objet 2
Oid 2
Nom : "Pierre"   Cours_suivis : { Oid3 , Oid4, Oid5}
Cours_suivis : { Oid3 , Oid6, Oid7}
Oid 3 
Objet 3
Nom : "base de données", Volume : 50
Objet 1
Oid 1
FIG. 5.5:Pierre et Lucie suivent le m̂eme cours.
L’identité unique (object identifierou oid) traduit simplement le fait que l’ob-
jet existe : elle est indépendante de l’état de l’objet. Tout bjet peut, au sein du
système, être associé à un doublet (oid, état). Il conserve cette identification im-
muable au cours du temps tout en admettant que son état puisse être altéré aussi
souvent que nécessaire. Ce principe d’identité unique ind´ pendant de l’état, consti-
tue, en soi, une nouveauté par rapport aux principes desSGBD relationnels. Ceux-ci,
dénotésorient́es valeurmanipulent, quant à eux, des propriétésidentifiantesouclés
dépendantes de la valeur. La présence d’une clé dans un schéma relationnel assure
l’unicité des valeurs associées aux attributs qui la constituent, d’où l’unicité des
n-uplets concernés.
Les objets ayant une identité unique, la notion de partage d’objets devient chose
naturelle.
À titre d’illustration, supposons que Pierre et Lucie soient des étudiants inscrits
au même cours. Dans un système à objets, les deux objetsPi rre et Lucie ont
un cours en commun lecours (oid3, Nom : "base de données", Volume
: 50) (FIG. 5.5). Une mise à jour sur l’état de cet objetcours sera(( effective))
pour tous les étudiants partageant cet objet.
Dans un système relationnel, la représentation du fait que Pierre et Lucie soient
des étudiants inscrits dans un même cours peut se traduirepar l s n-uplets suivants :
("Pierre", "bases de données", 50),("Lucie", "bases de données",
50). Le partage du cours n’est traduit, implicitement, que par l’égalité de la valeur
des attributsnom et volume. Les mises à jour peuvent être faites pour les deux
n-uplets séparément ou non. Pour pallier cette ambiguı̈té nous aurions pu dans le
modèle relationnel instaurer une(( indirection)) pour assurer la mise à jour simul-
tanée pour tous les étudiants qui suivent le même cours, ce qui aurait alourdi la
représentation. Les systèmes relationnels les plus récents proposent la notion de
contrainted’intégrité réf́erentielleexprimée entre deux schémas relationnels. Cette
contrainte lie l’existence et par suite toutes les mises à jour d’un n-uplet d’une re-
lation à celles d’un autre n-uplet(( référent)) dans une autre relation. En fait, grâce
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Objet 1 : (oid1, [Nom: "Pierre", Cours suivis: {Oid3, Oid4, Oid5}])
Objet 2 : (oid2, [Nom: "Lucie", Cours suivis: {Oid3, Oid6, Oid7}])
Objet 3 : (oid3, [Nom: "BD", Volume: 50])
Objet 4 : (oid4, [Nom: "LPO", Volume: 50])
Objet 5 : (oid5, [Nom: "Syst eme", Volume: 70])
Objet 6 : (oid6, [Nom: "BD", Volume: 50])
Objet 7 : (oid6, [Nom: "Algo", Volume: 30])
Objet 8 : (oid8, [Nom: "Pierre", Cours suivis: {Oid6, Oid4, Oid5}])
Objet 9 : (oid9, [Nom: "Lucie", Cours suivis: {Oid3, Oid6, Oid7}])
Les neuf objets sont distincts c’est-à-dire qu’ils ont desidentités différentes.
Objets 2 et 9 sont égaux en surface et en profondeur.
Objets 1 et 8 sont égaux en profondeur mais différents en surface.
Objets 1 et 2 sont différents en surface et en profondeur.
FIG. 5.6:Égalité et copie.
au concept d’objet (et d’identité unique), lesSGBD objets permettent de mettre en
œuvre un mécanisme de mises à jour cohérent qui prévientde toute anomalie et qui
est proche de l’intégrité référentielle des systèmesrelationnels.
L’identification d’objets permet de définir, pour des objets instances d’une même
classe, des opérateurs de comparaison et de copie :
• identit́e: deux objets identiques correspondent au même objet. L’objet cours
suivi parPierre est identique à l’objetcours suivi parLucie.
• égalit́e (de surface et en profondeur) : deux objets sont égaux en surface s’ils
ont les mêmes valuations pour leurs attributs ; ils sont égaux en profondeur
s’ils ont des(( graphes de composition)) isomorphes au niveau de chacun de
leurs attributs et ont les mêmes valuations pour leurs attribu s terminaux.
• copie (superficielle et profonde) en accord avec les opérateurs d’égalité
précédents.
Les systèmes relationnels peuvent simuler l’identité ausens objet en rajou-
tant des identificateurs de n-uplets (notion desurrogateintroduite par Codd[Codd,
1979]). Le concept d’identit́e indépendante de la valeur avait déjà été introduit dans
lesSGBDnavigationnels qui gèrent pour toutenregistrementourecordun identifiant
système appeléclé d’enregistrement.
De leur côté, les systèmes à objets peuvent rajouter la notion declé d’objet
analogue à celle des systèmes relationnels traduisant l’obligation d’unicité de la
valeur pour les attributs définissant cette clé pour touteinstance créée (cf.chapitre
10).
Classes et types
Sans entrer dans une discussion qui dépasse le cadre de ce chapitre, notons que
deux approches différentes existent parmi lesSGBDO selon qu’ils dérivent de lan-









FIG. 5.7:Classes et types dans lesSGBDO.
gages comme SMALLTALK , L ISP, CLOS ou de langages comme C++. Certains
relèvent du tout objet : les classes sont des objets et décrivent un type ; les autres
différencient classes et types, objets et valeurs7 (cf. chapitre 1).
Comme la terminologie est souvent sujette à controverses,on peut en quelques
lignes définir les termes types et classes tels qu’ils sont admis par la communauté
bases de données.
La notion de type correspond à la notion de type utilisée dans les langages de
programmation tels que PASCAL, C, etc. Un type est(( instancié)) par des valeurs
qui n’ont pas une identité au sens de celle des objets.
La notion de classe, elle, recouvre en fait deux versants :
• Une classe est accompagnée d’une description eni t sion(cf. chapitre 12).
La spécification de cette description est analogue à celled’un type construit
auquel on adjoint des opérations spécifiques. En phase d’ex´ cution, la classe
sert à créer les objets qui sont ses instances.
• Une classe a une composanteextensionnelle. Tous les objets instances de la
classe constituent son extension. On peut distinguer la notion d’extension
(( propre)) correspondant uniquement aux instance propres de la classeet
la notion d’extension(( globale)) correspondant aux instances de la classe et
de celles de toutes ses sous-classes. Pour lesSGBDO, ce rôle d’(( entrepôt))
assigné à la classe est essentiel en phase d’exploitation(les instances devant
pour la plupart être sauvegardées sur support physique).
CertainsSGBD ont unLDD qui définit des types indépendamment des classes et un
LMD qui manipule par suite des valeurs indépendamment des objets.
7. Au sens où l’on trouve dans cesSGBDOcomme dans certains langages de programmation par objets
des types qui ne sont pas des classes et des valeurs qui ne sontpa des objets. Cependant toute classe a
un type associé.




FIG. 5.8: Classe collection
Method body Lire nom : string
in Class Personne
{return self.nom;}
FIG. 5.9: Code pour Lirenom
La description intensionnelle d’une classe comporte :
• Une partie structurelle.Tout SGBDO offre aux concepteurs des modèles de
données des constructeurs de structures et collections complexes :n-uplet,
ensemble, multi-ensemble, liste. Le constructeur de n-uplet (tuple) crée une
structure composée d’une suite d’attributs.À chaque attribut est associé un
domaine de définition qui peut être (si la distinction classe/type existe) un
type ou une classe prédéfinis (entier, réel, booléen, etc.), un type construit
ou une classe. Les constructeurs ensemble (set), multi-ensemble (bag), liste
(list), tableau (array) créent des structures résultant de leur application sur
un domaine (même sens que précédemment) (cf. les déclarations de classes de
la figure 5.1). Ils permettent la définition naturelle de classes(( collections))
polymorphes.
La classeEquipe enseignante (FIG. 5.8) est polymorphique au sens où
son extension pourra regrouper des instances de la classeEn eignant et de
la classeAter.
Tout constructeur peut être appliqué à tout domaine y compris ceux qui sont
définis par d’autres constructeurs (cf. la classeEquipe enseignante) où
set est appliqué au type de la classeEnseignant). Ceci n’était pas possible
dans le modèle relationnel ou le constructeurrelation ne s’applique qu’à la
structure créée par le constructeurn-uplet.
• Une partie comportementale.Les opérations ou méthodes auxquelles les ob-
jets pourront être soumis lors de l’invocation de messagessont définies au
niveau des classes comme dans un langage de classes ordinaire. Leur spécifi-
cation est donnée sous forme d’une signature précisant lenom de l’opération
(méthode) et la liste des divers arguments ( FIG. 5.4). Le code d’implémenta-
tion des méthodes peut être directement attaché à la description de la classe
ou défini indépendamment de la partie spécification.
L’opérationLire nom de la figure 5.9 est une opérationaccesseurpermettant
à une instance de la classeP rsonne d’accéder à son attributnom.
Enfin pour conclure, dans le cadre desSGBDO, l’ensemble des classes (complété
éventuellement d’un ensemble de types) relatif au domainedu monde réel représenté
constitue la notion desch́ema conceptuel de base de données. Ce schéma est conservé
dans la base : selon les systèmes, la partie comportementale (méthodes des classes)
est sauvegardée avec le schéma, donc persiste dans la base, ou bi n est(( attachée))
uniquement aux applications qui l’utilisent.
Comme dans les LPO, l’approche objet dans le contexte des basde données
supprime la dichotomie programmes/données puisque l’objet les regroupe dans une
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même entité. L’utilisateur final ne doit plus connaı̂tre la structure de données puis-
qu’il ne manipule l’objet que par l’intermédiaire des méthodes qui constituent son
interface (encapsulation).
Ce principe d’encapsulation répond à des objectifs précis n phase de dévelop-
pement (simplification, réutilisation) (cf.chapitres 1, 3 et 8). Les SGBDO, comme
les systèmes de représentation de connaissances, n’appliquent pas tous strictement
l’encapsulation (cf.chapitre 10) ; la problématique des bases de données reste tout
de même de(( donner accès aux données le plus aisément possible)). L’encapsulation
stricte semble alors être contraire aux nécessités desLMD déclaratifs de type SQL.
On trouve donc, selon les systèmes, la définition de diversniveaux d’encapsulation :
• soit l’encapsulation est stricte et tout accès (lecture/´ecriture) aux données d’un
objet se fait par appel d’une méthode de la classe de l’objetconcerné (c’est
un des garants de la réutilisation),
• soit l’encapsulation est réservée aux écritures, les accès en lecture peuvent
être faits directement,
• soit l’encapsulation est partielle : la structure des classes comporte deux par-
ties, l’une visible (publique) et l’autre privée (accessible uniquement par l’ap-
pel de méthodes)(cf.chapitres 2 et 3).
La notion d’encapsulation, dans lesSGBDO, peut être étendue au niveau du
schéma. Certains systèmes offrent la possibilité aux concepteurs d’encapsuler les
schémas qu’ils définissent. L’objectif est toujours la r´eutilisation. La spécification
d’un schéma comporte donc la définition de classes exportables vers d’autres schémas
[Collet et Adiba, 1993]. En fait nous retrouvons ici l’idée de bibliothèque de classes
partageables déjà présente dans les LPO (cf.chapitre 2).
Composition et agŕegation
Au sein d’un schéma de base de données, les classes sont impliquées dans
plusieurs types d’associations qui peuvent se spécialiser conceptuellement et sont
désignées sous les termes de relation decompositionet de relation degéńeralisa-
tion/sṕecialisation.
La terminologie dans le domaine des objets (objets complexes, objets compo-
sites, référence, composition, agrégation) est assez variée, non unifiée et nécessite
quelques explications complémentaires. La conception d’u objet du monde réel
consiste à décrire les diverses propriétés (attributso champs) de l’objet. Nous
avions déjà noté, que le terme objet complexe est apparu dès que les attributs ou
champs d’un objet n’étaient plus contraints à être de typatomique. Dans le schéma
de la figure 5.4, la classePersonne définit la structure générale d’objets complexes
que seront ses instances.
Les attributs d’un objet peuvent référencer d’autres objets indépendants : on peut
parler alors de relations de dépendance(( faible )) entre objets s’il n’y a pas de con-
traintes spécifiques définies entre eux. Dans la figure 5.4,la classeEtudiant définit
la structure d’objets complexes référençant un ensembld’instances de la classe
Cours.
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Class Voiture
tuple (num im : string,
moteur : Moteur,
roues : set (Roue))
End Voiture






FIG. 5.11: Autre classe composite
On peut aussi explicitement introduire la notion d’agrégationgroupant des ob-
jets composants pour en faire unobjet composite. L’objet composite est alors perçu
comme une entité de niveau supérieur construite avec des entités composantes
(hiérarchie construite avec la relationpartie-de).
La classeVoiture de la figure 5.10 illustre la structure générale d’objets com-
posites. Les classesMoteur et Roue sont des classes composantes de la classe
Voiture. Le concepteur, par l’agrégation, veut que les objets instances de la classe
Voiture soient perçus différemment de tas de pièces détachéescorrespondant à
leurs composantes, instances des classesMoteur etRoue.
Précédemment, la classeEquipe enseignantede la figure 5.8 définissait aussi
une structure particulière d’objets composites :Enseignantest la classe composant
de la classeEquipe enseignante.
Autour de la notion d’objets composites, les modèles proposent différentes va-
riantes de sémantiques liées à des règles de gestion ou `a des contraintes d’intégrité :
• Un objet composantpeut être ou non partaǵe entre plusieurs objets de la
même classe.
La classeVoiture de la figure 5.11 est une classe d’objets composants pour
la classePersonne. Le concepteur peut choisir si cette classe constitue ou non
un composant partageable, c’est-à-dire si l’applicationv sée utilise la règle de
gestion(( toute personne peut utiliser une voiture qui peut aussi être utilisée
par d’autres personnes)) ou si, au contraire(( toute personne dispose d’une
voiture qui lui est propre)).
• Un objet composant peut êtreexistentiellement d́ependant ou non de l’objet
composite. Nous retrouvons ici la notion d’intégrité référentielle des bases
de données relationnelles (cf.§ 5.3.2). Ceci demande la mise en œuvre de
stratégies particulières lors des phases de création etde destruction de ces
divers objets. Certains optent pour la vision(( un objet composite ne peut
être créé (ou détruit) sans que sa création (ou sa destruction) entraı̂ne la
création (ou la destruction) de ses composants)), d’autres optent pour une
vision plus(( libérale )) où l’on admet que les composants peuvent exister
indépendamment de leur(( tout )).
Une bonne définition et discussion de ces divers aspects se trouve dans[Kim, 1990 ;
Puig et Oussalah, 1996].
Généralisation/sṕecialisation
La généralisation/spécialisation relève d’un mécanisme d’abstraction qui per-
met de percevoir certains ensembles d’objets du monde réelcomme l’union de plu-
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sieurs sous-ensembles, chaque sous-ensemble ayant des propriétés particulières. Par
exemple, les étudiants ont un nom, une liste de prénoms, une adresse, suivent des
cours, peuvent se marier, mourir, etc. ; les enseignants ontaussi un nom, un en-
semble de prénoms, une adresse, ils donnent des cours, peuvent se marier, mou-
rir, etc. ; le concept de généralisation/spécialisation permet de décrire les personnes
qui regroupent les caractéristiques communes aux étudiants et aux enseignants et
de conserver les caractéristiques spécifiques pour spécialis r les étudiants et ensei-
gnants. Dans la figure 5.1 : la classePersonne généralise les classesEtudiant et
Enseignant, les classesEtudiantetEnseignantspécialisent la classePersonne.
Le concept de généralisation/spécialisation est le même que celui des LPO et de
RCO (cf.chapitres 1, 3, 10 et 12) : il est réalisé par le mécanisme d’héritage.
DéclarerC1 sous-classe directe deC2 signifie que :
• la population (l’extension) deC1 est incluse dans la population deC2,
• C1 héritedes attributs et des méthodes deC2,
• le type associé à la classeC1 est un sous-type de celui associé à la classeC2
(respect des règles de sous-typage),
• tout objet instance deC1 peut jouer le rôle d’un objet instance deC2 (c’est-à-
dire qu’il peut se substituer au niveau du comportement à celui d l’instance
deC2).
Surcharge et liaison dynamique
Les SGBDO permettent la surcharge et le masquage des opérations (méthodes)
comme les LPO dont ils dérivent. Les conflits éventuels résultant de généralisations
multiples sont gérés comme dans les langages de programmation.Le schéma concep-
tuel doit êtreconsistant[Waller, 1991 ; Zicari, 1991]. Cette notion recouvre deux
aspects :
• La consistancestructurelle. En phase de développement, le schéma est un
graphe orienté sans circuit (appellé hiérarchie d’héritage en LPO) ; les défi-
nitions des attributs et des méthodes sont conformes aux r`egles définies par
l’héritage. Le domaine des attributs et la signature des m´thodes sont confor-
mes aux règles de sous-typage (cf.chapitre 1).
• La consistancecomportementale. Ici il s’agit d’une notion liée à la phase
d’exploitation. Si aucune erreur ou aucun résultat aberrant ne se produisent,
la consistance comportementale du schéma est vérifiée (cf. chapitres 1 et 2).
L’intérêt de cette propriété, est de pouvoir disposer d’outils capables de la
contrôler : lorsque les méthodes subissent des mises à jour, toute exécution
ultérieure utilisant des appels à ces méthodes, reste asurée de terminaison
normale[Castagna, 1995].
5.3.3 Être un SGBD
Les SGBDO doivent assurer la gestion et les accès concurrents à de larges vo-
lumes de données. Nous allons détailler ici en quoi l’approche objet influe sur les
fonctionnalités classiques desSGBD.
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Persistance
Toute donnée même complexe doit pouvoir être manipuléepar le système mais
aussi doit pouvoir être stockée dans la base c’est-à-dire doit pouvoir devenirpersis-
tante. Cette fonctionnalité évidente du point de vue des bases de données constitue
une fonctionnalité qui, le plus souvent, est ignorée des LPO. En effet, pour ceux-
ci, les objets créés ont une durée de vie limitée à la durée de l’exécution du pro-
gramme qui les fait naı̂tre. Quelques langages permettent de conserver en mémoire
secondaire, par l’intermédiaire de fichiers, les donnéesr latives aux objets créés en
mémoire principale (PS-ALGOL [Atkinsonet al., 1983], les versions persistantes de
JAVA [Atkinsonet al., 1996], SMALLTALK [Strawet al., 1989] et C++[Channon,
1996], YAFOOL [Ducournau, 1991], etc.).
Pour lesSGBDO, d’une part le schéma de la base de données, c’est-à-direl’en-
semble des classes (et types), doit perdurer, puisque c’estsur l’ensemble des défini-
tions qu’il comporte que vont s’appuyer les diverses applications, d’autre part, pour
toute application les objets ou valeurs créés et manipul´es doivent pouvoir être conser-
vés eux-mêmes, puisqu’ils contribuent à enrichir la base de données proprement
dite.
Pour ces objets ou valeurs, lemod̀ele id́eal de persistance doit présenter les
propriétés suivantes :
• Transparence: les applications ou programmes doivent manipuler de mani`ere
uniforme objets ou valeurs(( temporaires)) (éphémères ou volatiles) et objets
ou valeurs persistants ;
• Orthogonalit́e avec type/classe: la persistance est applicable à tout objet ou
toute valeur indépendamment de sa classe ou de son type ;
• Intégrité: toutes les références des objets ou valeurs complexes oucomposites
restent(( valides)) après toute opération sur la base.
Différentes approches pratiques sont proposées dans lesSGBDOpour permettre
au concepteur de manipuler la persistance :
• La persistance est associée aux classes lors de leur déclaration au niveau
schéma et par suite toute instance d’une classe déclaréepe sistante est per-
sistante. La solution généralement adoptée consiste àdéfinir une classe racine
du graphe des classes persistantes. Le développeur doit manipuler en fait une
double hiérarchie, celle des classes permettant la création d’instances per-
sistantes et celle permettant la création d’instances temporaires (FIG. 5.12).
Remarquons que cette approche ne respecte pas l’orthogonalité dont nous
parlions précédemment. De plus le maintien de deux sous-hiérarchies ne de-
vrait pas exister : les objets persistants n’étant qu’un sous ensemble, choisi
par l’utilisateur, des objets temporaires qu’il crée.
• La persistance est réalisée, de manière explicite, à ladéclaration ou à la
création des instances. C’est le programmeur qui donne le statut persistant ou
non, soit lors de la déclaration de lav riableréférençant une future instance,
soit lors de la création de l’instance (FIG. 5.13).
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Class Objet
Class Personne inherit Objet
// classes à instances temporaires ou volatiles
Class Persistant Pobjet
Class Ppersonne inherit Pobjet
// classes à instances persistantes
FIG. 5.12: Classes persistantes et non persistantes.
• La persistance peut être(( dynamique)), un même objet pouvant changer de
statut au cours de sa vie. La persistance est obtenue lors de l’attachement di-
rect ou indirect d’une instance à unpoint d’entŕeedans la base (racine de
persistance). L’objet peut aussi être attaché explicitement à un support de sto-
ckage (fichier), c’est cette démarche qui est le plus souvent adoptée dans les
langages de programmation persistants.
Dans l’exemple de la figure 5.14, l’application dispose des cla sesEtudiant
et Cours et déclare (ici par la primitivename) deux points d’entrée dans
la base :Les Etudiants référençant une valeur collection etResponsable
référençant un objet. Des instances temporaires de la classeEtudiantet de la
classeCours sont créées (p, q, r etc), on prend ensuite en compte le fait que
p et q suivent le même coursc. L’instancer est promue responsable et per-
sistante après avoir été liée àResponsable. Les instancesp, q, r sont aussi
persistantes car liées directement àLes Etudiants (l’opérateur+=met à jour
l’ensembleLes Etudiants en réalisant l’union de celui-ci avec l’ensemble
construit par le constructeurset appliqué aux instancesp, q, r) ; l’instance
c persistera aussi car liée indirectement, puisque référencée dans le champ
cours suivis d’instances persistantes.
Pour le gestionnaire d’objetsdu SGBDOqui doit assurer la persistance des ob-
jets/valeurs le problème essentiel à résoudre est celuid l’identification. Ensuite se
posent des problèmes liés aux accés à ces valeurs/objetpersistants et à leur optimi-
sation : leregroupement(clustering) et l’acc̀es associatif.
• L’identificationconsiste à passer d’une(( poignée de pointeurs)) en mémoire
principale à des adresses en mémoire secondaire. Pour cela, il faut implémenter
desOid : ils peuvent êtrephysiquesou logiques(pas d’information directe sur
la localisation). Ensuite il faut utiliser des mécanismesd localisationpour les
Personne persistant p; // déclaration de p persistant
Personne q; // déclaration de q temporaire ou volatile
p = new Personne; q = new Personne;
ou
Personne p,q; // déclaration
p = new persistant Personne // p devient persistant
q = new Personne // q est volatile
FIG. 5.13: Instances temporaires et persistantes.
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name Les Etudiants : set(Etudiant);
name Responsable : Etudiant;
Etudiant p,q,r;
p = new Etudiant; q = new Etudiant; r = new Etudiant;
Cours c = new Cours;
p.cours suivis += set(c); q.cours suivis += set(c);
Responsable = r;
Les Etudiants += set(p,q,r);
FIG. 5.14: Racines de persistance.
objets temporaires ou persistants. L’accès aux objets estle plus fréquemment
réalisé par un mécanisme d’indirection qui consiste à aller chercher dans une
table la référence à l’objet soit en mémoire principale, soit en mémoire se-
condaire. De nouvelles techniques sont mises en œuvre pour otimiser les
accès : il s’agit de techniques deconversion(pointer swizzling) qui permettent
d’éviter la recherche dans la table d’indirection. Ces techniques consistent à
associer à un objet un format externe contenant sonOid et un format interne
obtenu en remplaçant l’Oid par l’adresse en mémoire principale ou secondaire
[Kemper et Kossmann, 1993]. En d’autres termes, l’objet présente une inter-
face qui permet d’accéder à son format externe (Oid) et son implémentation
est en fait une adresse physique en mémoire secondaire ou principale.
• Le regroupementconsiste, si l’on veut le traduire simplement, à forcer la
présence contigüe sur un même support physique des objets qui doivent être
accédés simultanément.À partir du schéma (hiérarchie de généralisation-
spécialisation et graphes de composition des classes), l’administrateur de la
base peut définir desarbres de placement(il effectue, en quelque sorte, une
classification prédéfinie des objets)[Bancilhonet al., 1991 ; Delobelet al.,
1991 ; Kemper et Moerkotte, 1994 ; Cattell, 1997]. La stratégie d’accès aux
objets regroupés s’appuie ensuite sur des algorithmes de parcours de ces di-
verses structures.
• L’accès associatifest naturel pour lesSGBD relationnels : on peut atteindre
la (( valeur)) des n-uplets par des techniques d’indexation (index parfonction
de hachage, pararbre-B, arbre-B+, etc.) qui optimisentles plans d’exécution
des requêtes et, par suite, la durée d’exécution de celles-ci orsqu’elles sont ef-
fectuées sur la base[Ullman, 1989]. Ces techniques d’indexation doivent être
adaptées au contexte des objets et relèvent encore du domaine de la recherche
[Cattell, 1997].
Toute cette variété de mécanismes, destinés à optimiser le accès à la mémoire
secondaire, doit rester invisible pour le programmeur d’applications, afin de respec-
ter le critère d’indépendance physique.
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Etudiant p = new Etudiant;.....




for (cc in p.cours suivis) cc.Afficher;
name Les Etudiants : set (Etudiant);
Les Etudiants += set(p);
for (e in Les etudiants where e.adresse.ville = "Arles")
e.Lire nom;
FIG. 5.15: Exemple d’application.
Langages de programmation et langages de requêtes
Langage de programmation
En phase d’exploitation, l’interface naturelle desSGBDOestprocéduraleetnavi-
gationnelle. Les utilisateurs accèdent à la base par l’intermédiaire d’applications que
l’on peut considérer comme des procédures ou des modules ind´ pendants et qui leur
permettent le plus souvent de naviguer dans divers ensembles d’objets éphémères
ou persistants. Les applications sont développées par des programmeurs qui utilisent
un langage similaire aux LPO ; les accès et mises à jour des obj ts de la base sont
réalisés par l’envoi de messages. Pour que ce langage de programmation devienne
unLMD , il faut cependant lui adjoindre des opérations de manipulation relatives aux
constructeurs des collections (set, multi-set, list).
À partir du schéma de la figure 5.4 on peut donner un aperçu dece style d’ap-
plication.
Dans la figure 5.15 l’application crée des instancesp tc de la classeEtudiant
et de la classeCours, celles-ci tout d’abord temporaires sont rendues persistantes
par attachement au point d’entréeL s Etudiants. On notera ici que l’accès aux
attributs comme aux méthodes se fait de manière unifiée par la syntaxe :
p.cours suivis (accès à l’attribut dep) et e.Lire nom (envoi du message
Lire nom). Afin de visualiser les cours suivis parp on utilise l’itérateurfor (..
in..) pour parcourir la collectionp.cours suivis. Pour connaı̂tre le nom des
étudiants montpelliérains, on utilise l’itérateur-s´electeurfor (.. in .. where
..). L’usage de ces opérateurs se distingue de l’activation deméthodes par envoi
de messages, qui relève de la pure programmation objet.
Le langage de reqûetes
Pour rester conforme à l’esprit desSGBD relationnels, lesSGBDOdoivent aussi
offrir, aux utilisateurs éventuels, la possibilité d’interroger la base de la manière la
plus déclarative possible (il s’agit alors de déclarer cequ l’on veut obtenir et non de
décrire comment y parvenir). Unnavigateur8 graphique permet d’accéder à la base,
mais il ne satisfait pas aux critères de déclarativité etde haut niveau que revendiquait
le calcul relationnel(LMD de la théorie relationnelle basé sur un langage prédicatif),
8. Désigné aussi sous le terme debrowser.





FIG. 5.16: Reqûetes de base.
voire SQL. Certains systèmes proposent donc un langage de requêtesà part entière.
Ce langage spécifique est utilisable soit dans un environneme t particulier (le mode
(( interrogation)) interactif), soit(( immergé)) dans le langage de programmation.
Diverses sortes de requêtes sont alors réalisables parmilesquelles on peut dis-
tinguer :
• Les requêtesde basequi donnent accès à l’état d’un objet. Dans l’esprit(( base
de données)), cet accès est libre pour tout utilisateur autorisé, ce qui a pour
conséquence dans le contexte objet soit de lever l’encapsulation (cf.§ 5.3.2),
soit de demander au concepteur d’écrire autant d’opérations d’accès en lec-
ture/écriture qu’il y a de champs pour l’objet.
Les requêtes 1 et 2 de la figure 5.16 sont des requêtes de basecorrespondant
aux interrogations :(( qui est leResponsable? )) et (( quel est le nom du
Responsable? ))
• Les requêtes ditesd’accès associatifqui réalisent des sélections d’objets ap-
partenant à des collections, à partir de conditions relativ s aux valeurs de
leurs attributs. Les langages proposent alors une variantede la formeSelect
From Where de SQL. La clauseSelect définit la structure du résultat désiré,
la clauseFrom introduit les collections auxquelles on doit accéder, la clause
Where spécifie le filtre utilisé. Remarquons que les requêtes correspondent,
en autorisant plus d’expressivité, au mécanisme de filtrage des langages de
représentation des connaissances (cf.chapitres 10 et 12).
Les requêtes 1, 2 et 3 de la figure 5.17, correspondent aux interrogations sui-
vantes :(( ensemble deśEtudiantsde nomPierre résidant àArles )) ; (( en-
//Requête 1
Select e
From e in Les Etudiants
Where e.nom = "Pierre" or e.adresse.ville = "Arles"
//Requête 2
Select e
From e in Les Enseignants
Where e.nom like "A*" and Count(e.cours enseignés) > 2
//Requête 3
Select e
From e in Les Etudiants, c in e.cours suivis
Where e.numéro carte > 125 and c.numéro = 45
FIG. 5.17: Reqûetes associatives.
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//Requête 1
Select tuple (nom : e.nom, ville : e.adresse.ville)
From e in Les Etudiants
//Requête 2
Group e in Les Enseignants
by (débutant : e.salaire < 10000,
moyen : e.salaire >= 10000 and e.salaire < 20000,
ancien : e.salaire >= 20000)
FIG. 5.18: Reqûetes constructives.
semble desEnseignants dont le nom commence parA et qui enseignent
plus de2 cours)) ; (( ensemble deśEtudiants dont le numéro de carte est
supérieur à125 et qui sont inscrits dans le cours de numéro45 )). Les clauses
From et Where peuvent utiliser desexpressions de chemins, c’est-à-dire des
séquences de chemins suivis au travers du graphe de composition des classes
ou de la hiérarchie de généralisation/spécialisationdu schéma
(e.adresse.ville est une expression de chemins), et desopérateurs
agrégatsprédéfinis (Count, Average, Sum).
• Les requêtesconstructivesdont le résultat est une nouvelle structure cons-
truite.
Dans la figure 5.18, la requête 1 correspond à la demande(( afficher l’en-
semble des renseignements,nom et ville, pour tous leśEtudiants de la
base)) ; la requête 2 correspond à la demande(( partitionner l’ensemble des
Enseignants de la base selon la valeur de leur salaire en trois catégories
désignées pardébutant, moyen, ancien )) ; elle utilise l’opérateurGroup.
Le résultat de toute requête constructive est une collection qui peut, à la
manière des requêtes dans les logiques de description, constituer un nouveau
(( concept)) (cf. chapitre 11).
Le type du résultat de toute requête est inférable (par lep ogrammeur) de l’ex-
pression de celle-ci et correspond à un des types construits potentiels du langage
de programmation. Par suite, le problème de dysfonctionneme t (impedance mis-
match) (cf. paragraphe§ 5.2.4) est supprimé. Toute requête peut être plongée dans
le langage de programmation, le résultat pouvant être affecté à une variable collec-
tion de même type. L’optimisation des requêtes devient, de ce fait, non seulement
un problème lié à l’optimisation du langage de requête,mais plus globalement un
problème d’optimisation du langage de programmation.
Transactions et ŕepartition
Pour toutSGBD, la ou les bases doivent être mises à la disposition de plusieurs
utilisateurs. De plus l’évolution des systèmes tend à prend e en compte la répartition
des données et des traitements.
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Transactions
En phase d’exploitation, les utilisateurs accèdent aux objets via des applications.
Une application est composée d’une ou de plusieurstransactions. Une transaction
est donc définie comme une unité logique de traitement qui,appliquée sur un état
coh́erent de la base, doit restituer un nouvel état cohérent (a priori différent du
premier). Toute transaction ne peut être qu’exécutée complètement (elle est alors
dite validée) ou bien elle estannuĺee. Pour lesSGBD relationnels, lestransac-
tionssont définies selon unmod̀ele plat: une transaction ne peut contenir une autre
transaction. Le modèle de transaction plat garantit les propriétés d’atomicité, de
cohérence, d’isolation et de durabilité (ACID) pour chaque transaction effectuée sur
la base[Bernsteinet al., 1987]. L’ atomicit́e signifie que toute transaction consti-
tue un tout et ne peut qu’être validée ou annulée ; lacoh́erenceest relative à la
définition d’état cohérent de la base sur lequel la transaction agit et qui doit être
restitué cohérent ; l’isolation signifie que toute transaction doit avoir l’impression
d’être seule à accéder aux données (pour cela on utilisede mécanismes dever-
rouillage) ; enfin ladurabilitéexprime le fait que les effets d’une transaction validée
perdurent sur la base (un mécanisme de reprise sur faute9 doit être mis en œuvre).
Le niveau du schéma et le niveau de la base peuvent être soumis à laconcurrence
des utilisateurs :
• plusieurs utilisateurs peuvent accéder au même schéma et la concurrence
porte alors sur l’accès aux classes,
• plusieurs utilisateurs peuvent accéder à une même base et la concurrence porte
alors sur l’accès aux objets.
Dans le contexte objet, la notion de transaction élargit lanotion classique de tran-
saction définie pour lesSGBD relationnels. Le modèle de transaction plat s’avère
mal adapté. Les objets complexes et composites ont des structures hiérarchiques et
peuvent correspondre à de grands volumes de données. Les nouveaux besoins, en
terme d’applications, nécessitent des transactions longues (pouvant durer plusieurs
heures voire plusieurs jours) :
• annuler toutes les mises à jour, lors d’une panne ou d’une erreur, devient trop
contraignant : il faut alors relâcher l’atomicité ;
• bloquer une transaction concurrente sur une ressource verrouillée par une
transaction longue devient, de même, trop pénalisant : ilfaut relâcher l’iso-
lation.
Les transactions portant sur des structures hiérarchiques (graphe des classes,
graphe d’objets) demandent des modèles plus adaptés (modèle de transactions hiérar-
chiques ou emboı̂tées[Moss, 1985 ; Beeriet al., 1989], modèles de transactions
multi-niveaux). Diverses adaptations des protocoles de concurrence sont alors néces-
saires[Cart et Ferrié, 1989 ; Delobelt al., 1991 ; Gray et Reuter, 1993 ; Cattell,
1997].
9. Sous le terme générique de(( faute)) on englobe panne et défaillance de programme.
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Répartition
Une base de donńees ŕepartie est une(( collection de données logiquement
corrélées et physiquement réparties sur plusieurs machines interconnectées par un
réseau de télécommunication)). C’est un ensemble de bases de données gérées par
un ou plusieursSGBD, chacune résidant sur un site différent, vu et manipulé par
l’utilisateur comme une base centralisée[Gardarin et Valduriez, 1990].
Pour réaliser cet objectif une base de données répartie doi fournir divers niveaux
d’indépendance:
• Indépendance vis-à-vis de la localisation.L’utilisateur de la base ignore où se
trouvent les données et les requêtes qu’il peut effectuerne comportent aucune
indication de localisation10.
• Indépendance vis-à-vis de la fragmentation.Pour des raisons d’efficacité, il
est parfois souhaitable de diviser les objets persistants en plusieurs collections
stockées sur des sites différents. L’indépendance vis-à-vis de la fragmentation
des données cache à l’utilisateur le fait que les objets sont fragmentés.
• Indépendance vis-à-vis de la duplication.La duplication des fragments stockés
sert à augmenter la fiabilité et la disponibilité des données ainsi que les per-
formances d’accès. L’indépendance vis-à-vis de la duplication des données
rend la duplication invisible à l’utilisateur.
• Indépendance vis-à-vis desSGBD. L’indépendance vis-à-vis desSGBD doit
masquer le fait que lesSGBD locaux peuvent être différents.
• Autonomie des sites.L’autonomie des sites permet à chacun de contrôler et de
manipuler ses données locales indépendamment des autressites.
Les problèmes divers soulevés par la répartition (cf.chapitres 6 et 7) ne sont pas
encore totalement résolus dans le contexte relationnel etla complexité est accrue
dans le contexte objet[Kemper et Moerkotte, 1994 ; Cattell, 1997].
5.4 SGBDO et normes
5.4.1 SGBDO
Nous citons ci-dessous, sans cependant vouloir être exhaustifs, divers systèmes
existants à l’heure actuelle et qui ont contribué au développement de l’approche
objet pour les bases de données. Nous donnons pour chacun quelques unes des ca-
ractéristiques illustratives des divers points abordésdans la section précédente.
• GEMSTONE de GemStone Systems[Bretl et al., 1989]. Historiquement, les
concepteurs de Gemstone ont commencé par définir un modèle de données
muni d’une algèbre opératoire (Set Theoric Data Model) puis ont tenté de
plonger ce modèle dans un langage de programmation général PASCAL. Les
difficultés rencontrées et l’analogie entre le modèle d´ecrit et les langages de
10. Ce n’est qu’une extension à l’indépendance physique.
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programmation par objets, ont conduit au choix du langage àobjets SMALL -
TALK qui a dû, dans le cadre de ce projet, être enrichi de fonctionalités
propres auxSGBD. Gemstone peut gérer de grandes quantités de données et la
manipulation de ces données est effectuée par l’intermédiair du langage de
requêtes OPAL, fruit de la confrontation de l’algèbre de STDM avec SMALL -
TALK .
• ITASCA version commerciale dérivée d’Orion Itasca Systems Inc[Itasca Sys-
tems, 1993]. Le prototype duSGBD ORION initial a été conçu à partir du lan-
gage LISP [Kim et al., 1989]. Le langage de manipulation est basé sur l’uti-
lisation de prédicats utilisés à l’intérieur de requêtes correspondant à l’envoi
de messages de typeS lect vers un objet de typeEnsemble correspondant
à une classe du système. L’interfaçage avec C, C++, CLOS, ADA et LISP est
actuellement disponible.
• O2, initialement développé par le consortium de recherche GIP ALTAIR [Ban-
cilhon et al., 1988], est depuis 1991 développé et maintenu par O2 Techno-
logy puis récemment par Unidata Inc. CeSGBDO offre un ensemble d’outils
d’environnement et de développement (O2Tools, O2Graph, O2Kit, O2Look),
un noyauSGBD (O2Engine), un langage de programmation spécifique O2C
(langage ditlangage de 4̀eme ǵeńeration, L4G), un langage de requête O2SQL
et divers traducteurs permettant l’intégration avec C++,L ISP, SMALLTALK
et JAVA . Le modèle de données formel est basé sur la distinction entre types
et classes. La conception d’un schéma de base de données sefait incrémenta-
lement ; l’encapsulation est réalisable au niveau des clases et du schéma (ex-
port/import) et la persistance est assurée par nommage de racines de persis-
tance.
• ONTOS, système développé par Ontologic (Billerica, Massachussets) sous le
nom de Vbase, est un système multi-utilisateur gérant desobj ts écrit en C++
[Andrew et Harris, 1987]. Le modèle des objets est à typage fort, mais l’en-
capsulation n’est pas respectée. Les méthodes ne sont pass ockées dans la
base. La persistance est assurée par héritage de la classeracineEntity. Les
accès aux objets sont réalisés par l’intermédiaire d’un langage de type SQL
(OBJS).
Bien d’autres systèmes sont disponibles (OBJECTSTORE, VERSANT, MATISSE, OB-
JECTIVITY/DB, etc.) la plupart sous Unix et en environnement client/serveur. Dans
le domaine de la micro-informatique, lesSGBDactuels (ACCESS, DBASE, FOXPRO,
etc.) intégrent des caractéristiques objets mais le plusso vent au niveau du langage
de programmation des applications, le modèle sous-jacentreste relationnel.
5.4.2 Les standards
La standardisation a toujours été importante pour lesSGBD, car il semble na-
turel d’assurer à tout concepteur son indépendance par rapo t aux systèmes pro-
154 Langages et mod̀elesà objets
priétaires. SQL et ODBC offrent portabilité et interopérabilité pour les SGBD rela-
tionnels11.
OMG et ODMG
L’ Object Management Group(OMG) est un consortium qui a pour objectif la
définition d’une infrastructure à objets ouverte (cf.hapitre 4). Les composants
CORBA (Common Object Request Broker Architecture) d cette infrastructure ont
une interface décrite par IDL (Interface Definition Language), langage déclaratif
permettant de spécifier l’interface des objets.
L’ Object Database Management Group(ODMG) créé en 1991 par R. Cattell, re-
groupe divers participants représentant des grandes sociétés développant desSGBDO
(Object Design, Ontos, O2 Technology, Versant, Objectivity, Poet Software, Itasca,
Servio logic, ADB), des constructeurs informatiques (Digital Equipement, Hewlett-
Packard, Texas Instrument, Sunsoft, etc.). Ce groupe, affilié à l’Object Management
Group, s’est fixé comme objectif la publication du standard ODS (Object Database
Standard) pour lesSGBDO.
Le standard[Cattellet al., 1994] comporte un modèle objet (OM) basé sur ce-
lui proposé par l’OMG, un langage de définition des données (ODL) sur-ensemble
d’I DL, un langage de requêtes (OQL), la liaison avec divers langages de program-
mation par objets (SMALLTALK , C++, JAVA , etc.).
• Modèle Objet
Le modèle d’ODMG présente de nombreux points communs avec ceux décrits
dans la section précédente. La principale originalité est la vision proposée
qui s’appuie sur les types abstraits de données (TAD). Les types définis dans
le modèle sont scindés enLiteral type (correspondant à desvaleurs) et
Object type (correspondant auxobjetsproprement dits).
Les propriétés d’un TAD sont séparées en deux catégoris :
− les propríet́es de typepartagées par tous les objets du type concerné.
Parmi celles-ci,extent, qui permet de gérer l’extension du type, etk y,
qui permet de rajouter la notion de clé d’objet correspondant à l’unicité
de valeurs pour les propriétés d’instance associées,
− les propríet́es d’instance, qui peuvent être des attributs ou des opérations.
Les attributs ont un domaine associé qui peut être unlitteral (valeur)
ou unerelation (référence vers un type objet ou un type collection
d’objets). Les opérations sont définies par une signatureet p uvent être
complétées par des exceptions.
Les classes sont ensuite définies par la spécification correspondant au TAD
(interface) et une implémentation12.
11. DesSGBD interopérables sont des systèmes hétérogènes mais qui peuvent communiquer entre eux
pour échanger des données : exemple ORACLE avec ACCESS.
12. On peut donner plusieurs implémentations à une même interface. Un type abstrait n’a pas
d’implémentation.
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attribute integer volume horaire;
relationship Set<Etudiant> est suivi par
inverse Etudiant :: cours suivis;
relationship Enseignant est enseigné par
inverse Enseignant :: cours enseignés;
.......
// instance operations
Creer (in string nc) raises (existant);
Supprimer (in string nc) raises (non existant);
...........}
FIG. 5.19: Définition d’un exemple d’interface enODL.
• Le langage de description des donńees ODL
La syntaxe ODL est basée sur IDL (Interface Definition Language). ODL n’est
pas un langage de programmation mais un langage de spécification qui per-
met de décrire l’ensemble du schéma des TAD de la base. Dansl’exemple
ci-dessous, on décrit l’interface de la classeCours de la figure 5.4 selon la
syntaxe ODL.
L’implantation d’un schéma spécifié en ODL dans unSGBDO se fait ensuite
par précompilation du source ODL vers le langage de définition cible du
SGBDOconcerné.
• Le langage de manipulation OQL
Le langage OQL est très proche du langage de requête O2SQL proposé par O2.
La dernière version duSGBD O2 présente OQL comme langage de requête. Il
permet de définir les divers types de requêtes, que nous avon présentées dans
le § 5.3.3 et qui peuvent être, si besoin,(( encapsulées)) dans un langage de
programmation par objets.
SQL3
SQL3 intègre des aspects objets (après la norme SQL éditée en 1986, puis SQL2
éditée en 1989 et 1992) dans le modèle relationnel classique. Pour cela SQL3, sup-
porte les types abstraits de données, l’identité d’objet, l’héritage mais incorpore
aussi divers aspects de programmation (structures itérativ s et opérations récursives
commeWhile et For par exemple). Un TAD pour SQL3 spécifie des attributs
(plus ou moins encapsulés selon le choix de leur déclaration public, private,
protected) et des routines (constructeurs, destructeurs et acteurs). Les valeurs sont
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déclarées par desTAD without oid. Nous retrouvons ici, la notion de valeur sans
identité du§ 5.3.2.
Comme dans tous les autres SQL, on retrouve la notion detablecorrespondant à
la description de la structure d’un schéma relationnel. TAD et tables devraient être
totalement intégrés, mais la norme n’est pas encore définitive à l’heure actuelle. Les
deux standards proposés (ODMG et SQL3) reflètent une volonté de donner aux utili-
sateurs deSGBDOdes langages intégrant les aspects langage de programmation p r
objets etLDD, LMD desSGBD. On peut cependant s’interroger sur la convergence
hypothétique de ces deux standards.
5.5 Problèmes et perspectives
Dans la section 5.3.1, nous avons montré que la phase de développement d’une
base de données débouche sur la production d’un schéma conceptuel, de schémas
dérivés et d’applications. En phase d’exploitation, unebase de données objet est
perçue et, par suite, manipulée de diverses manières parplusieurs personnes dont
les rôles peuvent être catégorisés :
• l’administrateur de la basemaintient la cohérence des divers schémas (schéma
conceptuel et schémas dérivés) ainsi que l’organisation physique sous-jacente,
• les concepteurs d’applicationsdéveloppent et maintiennent les diverses ap-
plications dédiées aux besoins des utilisateurs finaux,
• les utilisateurs finauxaccèdent à la base par l’intermédiaire d’applications
existantes, ou formulent directement, grâce au langage der quête, des recher-
ches spécifiques.
En termes de fonctionnalités, chaque catégorie d’utilisa eurs a des exigences di-
verses et spécifiques, mais tous espèrent bénéficier de services les moins contrai-
gnants possibles. Les auteurs du manifeste des bases de données objet (cf.§ 5.3.1),
suggéraient, au delà desrègles d’or, desrègles optionnelles(extensibilité du modèle,
versions, etc.) qui donneraient aux systèmes de nouvellespos ibilités en terme
d’adaptabilit́e. Un système adaptatif (évolutif) est un système qui(( absorbe)) au
cours du temps les divers événements de la réalité. Sousle vocable d’évolution,
les travaux en bases de données objet traitent de divers problèmes rencontrés par
le fait que le monde réel représenté et les entités de ce monde changent au cours
du temps. Cette problématique, qui reste omniprésente pour lesSGBD relationnels
et déductifs, constitue un axe de recherche fécond dans l’pproche objet pour les
bases de données. Pour simplifier le propos, on distingue g´en´ ralement :
• Les probl̀emes d’́evolution de sch́ema: la phase de conception d’un schéma
conceptuel passe par des affinements successifs ; le concepteur doit pouvoir
manipuler et modifier le schéma.
• Les probl̀emes d’́evolution de donńees: ceux-ci, plus classiques, correspondent
à desmisesà jour plus ou moins complexes sur les données stockées dans la
base.
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• Les probl̀emes d’́evolution globale sch́ema - donńees: en phase d’exploita-
tion, la notion d’évolution recouvre les changements concer ant le niveau du
schéma et les conséquences qui en découlent au niveau desdonnées corrélées.
Il faut choisir la ou les stratégies de propagation des mises à jour depuis le ni-
veau schéma jusqu’aux instances.
• Les probl̀emes de multi-expertise: un même ensemble de données est acces-
sible, mais il est raisonnable de présenter ces données sous des points de vue
variés. La base de données est alors filtrée ce qui permet d’exprimer de mul-
tiples expertises d’une part (cf.chapitre 10) et plus prosaı̈quement de régler
des problèmes de sécurité.
La dimension temporelle joue un rôle prépondérant dans le processus général.
Elle est intimement liée à la sémantique des évolutionssouhaitées (oubli du passé,
maintien du passé, voire réversibilité)[Libourel, 1993]. Traditionnellement, la tem-
poralité est prise en compte de deux manières différentes :
• Le temps est implicite: soit la base ne donne alors accès qu’à la dernière
vision instantanée et cohérente des informations tant auiveau des instances
qu’au niveau du schéma, soit on conserve la trace des évolutions, en admettant
que les divers états observés sont chronologiques[C llary et Jomier, 1990 ;
Gançarski et Jomier, 1994].
• Le temps est explicité: il faut alors le modéliser et, de plus, il faut préciser
quelle sorte de temps on veut prendre en compte. Les bases de donn´ estem-
porelles[Tanselet al., 1993 ; Snodgrass et Ahn, 1986] distinguent les notions
de tempsvalide(temps de la réalité du phénomène) et de tempstransactionnel
(temps auquel le phénomène est enregistré dans la base).
5.5.1 L’évolution de sch́ema en phase de conception
Les systèmes relationnels définissent la notion deméta-base(ou dictionnaire des
données). La méta-base contient la description de tous les chémas relationnels du
schéma conceptuel y compris sa propre description. L’administrateur de la base dis-
pose d’opérations de modification (ajout, suppression, modification) qui, effectuées
sur la méta-base, permettent d’effectuer les évolutions(certes restreintes) souhaitées
du schéma conceptuel.
Dans l’approche objet, de très nombreux travaux traitent dl’évolution de sch́ema
[Skarra et Zdonik, 1986 ; Penney et Stein, 1987 ; Nguyen et Rieu, 1989 ; Kim, 1990].
Les principauxSGBDO (GEMSTONE [Penney et Stein, 1987], ORION [Banerjeeet
al., 1987], ENCORE[Skarra et Zdonik, 1986], etc.) proposent, sur les traces de leurs
ancêtres relationnels, un ensemble d’opérations primitives souhaitables pour tra-
duire la sémantique de l’évolution :
• Les modifications relatives à ladéfinition d’une classe, qui comprennent des
modificationsstructurelles(ajout, suppression, modification et renommage
d’attributs) et des modificationscomportementales(ajout, suppression, modi-
fication et renommage de méthodes).
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• Les modifications relatives à ladéfinition du graphe d’h́eritage, qui compren-
nent des opérations sur le graphe : opérations sur les nœuds (ajout, suppres-
sion, renommage d’une classe) et opérations sur les arcs (ajout, suppression
de lien d’héritage).
Les opérations d’évolution sont contrôlées par un ensembl de règles et d’inva-
riants relatifs à la sémantique du schéma et qui devront ˆetre préservés lors de toute
évolution afin d’assurer la consistance du schéma (cf.§ 5.3.2).
Les principaux invariants définis explicitement sont :
• L’invariant du schéma : le schéma est un graphe orienté sans circuit.
• L’invariant d’unicité des noms : toutes les classes ont un nom distinct, les
attributs ou les méthodes définies ou héritées dans une classe ont des noms
distincts (hypothèse du nom unique).
• L’invariant d’origine distincte : tous les attributs ou lesméthodes d’une classe
doivent avoir des origines distinctes (tout attribut ou toute méthode hérité doit
dériver de façon déterministe d’une seule classe).
• L’invariant d’héritage complet : chaque classe hérite detous les attributs et
méthodes de ses super-classes, sauf s’ils sont redéfinis.
Toute évolution doit prendre un schéma en entrée et restiu r un schéma en sor-
tie, et doit respecter la totalité des invariants définis ci-dessus. Le système contrôle
l’évolution en appliquant des règles heuristiques qui r´esolvent automatiquement
toute atteinte aux invariants ou bien annulent l’évolution s urce d’inconhérence.
D’autres approches automatisables existent notamment dans le domaine des
langages de programmation par objets, où la restructuration de hiérarchies obéit
à des règles de qualité (factorisation maximale et réutilisabilité). L’évolution des
hiérarchies est alors réalisée par des algorithmes qui relèvent de laclassification
[Bergstein et Lieberherr, 1991 ; Godinet al., 1995 ; Moore et Clement, 1996 ; Dicky
et al., 1996 ; Moore, 1996] (cf. chapitres 10 et 12).
Dans certains de ces travaux[Lieberherr et Holland, 1989], au-delà des opérations
de base répertoriées ci-dessus, certaines opérations plus complexes sont définies sur
les classes (fusion, éclatement, agrégation, etc.) ou sur le graphe lui-même (inser-
tion, suppression de sous-hiérarchie, etc.).
La souplesse des solutions proposées est liée à la variété des opérations de mo-
dification disponibles et à l’aide éventuelle fournie quant ` la pertinence de ces
opérations (c’est-à-dire à l’interaction avec le concepteur).
5.5.2 L’évolution des donńees
Les mises à jour (effectuées à schéma conceptuel constant) peuvent corres-
pondre à de simples modifications de l’état des objets, mais peuvent aussi s’étendre à
d’éventuellesmigrationsd’objets[Mendelzonet al., 1994]. Le problème des migra-
tions d’objets est particulièrement difficile à prendre en compte, pour des systèmes
où la flexibilité des algorithmes de classification des objets offerts par les systèmes
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classificatoires sont absents (cf.hapitres 10 et 12). Faire migrer un objet (qui de
plus est persistant) nécessite la mise à jour de tous les obj ts le référençant, ainsi
que celles de tous les objets référencés.
Dans certaines applications spécifiques comme le génie log ciel ou la CAO, la
trace de l’évolution d’un objet est une source précieuse de renseignements. Divers
travaux proposent pour conserver cette trace de recourir àn mécanisme deversions.
Les approches ditesmacroscopiquesdéfinissent le contexte ou l’environnement de
travail (instances et classes) comme uneversion de la base de données[Cellary
et Jomier, 1990 ; Gançarski et Jomier, 1994]. L’utilisateur peut ensuite décider de
dériver ce contexte en une nouvelle version dans laquelle il pourra ajouter, suppri-
mer, modifier les éléments à sa guise. Chaque version de cont xte, de manière in-
terne, estestampilĺee(numérotée et datée par le système) ; pour chacune on conserve
les nouveaux objets apparus, les variations de valeurs des obj ts modifiés ou les
références vers les objets stables (c’est-à-dire ceux qui existaient dans la version
précédente et n’ont subi aucun changement).
5.5.3 Lesévolutions globales sch́ema - donńees
Les problèmes soulevés ici sont plus complexes car l’évolution d’un schéma
instancíe (c’est-à-dire ayant des instances stockées dans la base)doit respecter la
cohérence du schéma (cf.§ 5.5.1) mais aussi la consistance des instances vis-à-vis
de leur schéma. Les solutions proposées sont nombreuses et diverses. La plupart
[Skarra et Zdonik, 1986 ; Penney et Stein, 1987 ; Kim et Chou, 1988] sont basées
sur les principes définis au§ 5.5.1:
• une taxonomie d’opérations de base réalisables au niveaudu schéma,
• un ensemble d’invariants relatifs aux entités du schéma,
• un ensemble de règles qui permettrons le contrôle du respect des invariants
lors de toute évolution.
Les évolutions effectuées au niveau du schéma doivent serépercuter sur les ob-
jets de la base. En phase de conception, la signification des opérations d’évolution
du schéma est bien perçue par le concepteur ; en phase d’ex´cution, par contre, il
est souhaitable de la compléter, en précisant quelles conéquences aura l’opération
choisie, au niveau des instances du schéma. Par exemple, lasuppression d’une
classe dans le schéma entraı̂ne-t-elle la suppression de tous les objets instances en
dépendant ou bien doit-on migrer ces objets vers des super-classes ou des sous-
classes de la classe concernée? Ces conséquences peuventavoir un coût prohibi-
tif car les modifications effectuées ont nécessairement un impact non négligeable
sur les performances du système (pour réaliser la propagation sur les instances des
modifications effectuées sur le schéma des phases de(( verrouillage)) ou d’arrêt
de la base de données seront nécessaires). Un autre aspectim ortant du problème,
concerne le délai de la modification effective sur les instaces : la répercussion de
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toute opération de mise à jour du schéma vers les instances entraı̂ne un choix de
stratégie. La propagation peut être :
• automatique(ORION [Kim et al., 1990], GEMSTONE[Penney et Stein, 1987])
grâce à des transformations (par défaut) qui s’appuientsur les règles et inva-
riants définis par le système. Plus précisément, elle peut être, soitretardée, la
modification n’est effective que lorsque l’objet concernéest utilisé (ORION),
soit immédiate(GEMSTONE). La propagation immédiate contribue au main-
tien de la cohérence au dépens des performances, car la base devient moins
disponible pendant l’opération de modification des instances.
• manuelle, réalisée par l’utilisateur avec des fonctions de conversion appro-
priées, c’est le cas dans les systèmes ENCOREou O2 [Ferrandinaet al., 1995].
Quelle que soit la stratégie choisie, rares sont les applications qui peuvent in-
différemment s’appliquer sur le schéma et les instances initiaux, puis sur le schéma
et les instances modifiés. Toute évolution entraı̂ne doncune mise à jour quasi obli-
gatoire de tous les applicatifs.
Certaines solutions proposent alors d’avoir recours aux m´ecanismes de versions.
Les approchesmicroscopiquesdéfinissent les notions de versions de classe et de
versions de schéma. Parmi ces approches nous pouvons citercelles réalisées dans
le cadre du développement des systèmes ORION [Kim et Chou, 1988], ENCORE
[Skarra et Zdonik, 1986], AVANCE [Bionnerstedt et Brigitts, 1988], OTGEN [Lerner
et Habermann, 1990], CLOSQL [Monk et Sommerville, 1993]. Le mécanisme de
versions permet de maintenir anciennes et nouvelles versions et de tendre vers une
meilleuretransparencede l’évolution globale : les applications accèdent aux objets
au travers des diverses versions existantes.
D’autres solutionsmixtesou par compromiscombinent les mécanismes de mo-
dification et de versions[Benatallah, 1996] au niveau schéma et suggèrent pour la
propagation au niveau instance des combinaisons de stratégies consistant àdapter
les instances.
5.5.4 Vues et relativisme śemantique
Le mécanisme devues relationnellesqui assurait l’indépendance logique (cf.
§ 5.2.2) est introduit dans le contexte objet par différentsauteurs comme un moyen
de traduire différentes perceptions du même schéma conceptuel[Abiteboul et Bon-
ner, 1991 ; Tanakaet al., 1988 ; Tan et Katayama, 1989].
Les concepteurs d’applications connaissent le schéma conceptuel de base, mais
il est préférable (pour des raisons de points de vue, de confidentialité et de sécurité)
de ne fournir aux utilisateurs finaux que des applications s’appuyant sur des schémas
externes présentant les données de différentes manières. Le schémavirtuel (externe
ou dérivé) est défini, dans l’approche objet comme dans l’approche relationnelle, à
partir de requêtes13 formulées dans le langage d’interrogationet définissantdes clas-
sesvirtuelles14. Comme dans l’approche relationnelle, un schéma virtuel décrit uni-
13. Dans le contexte objet, ces requêtes exploitent les possibilités d’héritage et de surcharge du modèle.
14. Cette notion est totalement différente de celle de classe virtuelle de C++.
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virtual schema Origine Cursus from schema Gestion Universitaire
import class Personne, Etudiant, Cours
virtual Class Etudiant Parisiens as
(select e from e in Les Etudiants
where e.adresse.ville="Paris")
End Etudiant Parisiens
virtual Class Etudiant Provinciaux as
(select e from e in Les Etudiants
where e.adresse.ville<>"Paris")
End Etudiant Provinciaux
FIG. 5.20: Sch́ema virtuel OrigineCursus.
quement l’intension des classes virtuelles exprimée dansl’expression des requêtes ;
l’extension de ces classes est obtenue après exécution des requêtes et peut corres-
pondre à une sélection d’objets préexistants ou à la cr´e tion de nouveaux objets. Par
exemple, un schéma virtuelOrigine Cursus, construit sur le schéma conceptuel
de la figure 5.4, pourrait restructurer le schéma de base en ne s’intéressant qu’à la
situation locale des Etudiants.
La richesse d’un modèle de vues est étroitement lié à la puissance du langage de
définition des vues[Rundensteiner, 1992 ; Souza dos Santos, 1995 ; Lacroixet al.,
1997]. Le mécanisme de vues a aussi été proposé, comme alternativ d ns le trai-
tement des évolutions globales schéma-données évoqu´es dans le§ 5.5.3. Il permet
d’émulerles évolutions, en évitant les inconvénients causés par les modifications
directes du schéma[Laaschet al., 1991 ; Bertino, 1992 ; Tresch et Scholl, 1993 ;
Bellahseneet al., 1996 ; Ra et Rundensteiner, 1997]. De nombreuses questions res-
tent encoreouvertes: les mises à jour au travers des vues sont-elles toutes envi-
sageables sans matérialiser les vues ? Dispose-t-on de possibilités pourinférer le
positionnement des classes virtuelles par rapport aux classes du schéma initial[Run-
densteiner, 1994] (cf. chapitre 12)?
5.6 Conclusion
À l’heure actuelle, lesSGBDO ont atteint une large partie des objectifs qui leur
avaient été fixés :
• ils assurent une meilleure représentation de la réalitéen offrant des modèles
de données complexes,
• ils permettent une plus grande facilité pour l’écriture et la maintenance d’ap-
plications grâce à la modularité et à la réutilisabilité héritées de la program-
mation par objets,
• ils s’avèrent efficaces pour de nombreux domaines d’applications (Biologie,
Médecine, Multimedia, etc.),
La variété des directions dans lesquelles les travaux de reche che autour desSGBDO
sont menés actuellement peut être synthétisée dans la figure 5.21. Chaque direction

































FIG. 5.21:Les divers axes de recherche relatifs auxSGBDO.
constitue un aspect différent, qui contribue aux réflexions théoriques et pratiques
menées autour desSGBDO, et évolue en intégrant les divers concepts relatés en
légende.
Cependant de nombreux points restent dans l’ombre et soulèvent ncore un cer-
tain nombre de critiques ou de réticences :
• Le manque de théorie, de formalisation des modèles proposés.À quand une
théorie de la normalisation pour les schémas objets?
• Le concept derelation du modèle relationnel est enfoui dans le modèle objet
(ou du moins ne constitue plus l’unité de base). La simplicité de la relation et
l’efficacité de ses traitements dans le monde desSGBDsemble faire défaut, ce
qui donne, à l’heure actuelle, un regain d’intérêt (du moins dans la pratique)
pour les couplages OO-Relationnel[Stonebraker, 1987 ; Gardarin, 1994], qui
pourtant étaient fort décriés auparavant.
• Le manque de déclarativité. Les langages de requêtes ontgag é en complétude
mais ont perdu une partie du côté déclaratif des calculs relationnels. Enfin la
possibilité d’introduire des contraintes d’intégritéou des règles de déduction
au sein desSGBDO reste confidentielle.
Un des défis primordiaux reste le problème de la distribution, de l’interopérabilité,
de la visibilité des grands réservoirs de données accessibl au travers des divers
réseaux de communication.
Deuxième partie
Développements avanćes de la
notion d’objet
6
Objets pour la programmation
parall èle et ŕepartie : int érêts,
évolutions et tendances∗
CE CHAPITRE ÉTUDIE COMMENT LES NOTIONSet les acquis des objets ont étéutilisés dans le contexte du parallélisme et de la répartition. Nous distin-
guons l’approche applicative, l’approche intégrée, et l’approche réflexive.
L’approche applicative utilise les concepts de la programmtion par objets, en tant
que tels, pour la structuration de systèmes informatiquesparallèles et répartis sous
la forme de bibliothèques. L’approche intégrée vise à la fusion plus ou moins abou-
tie de concepts tels que : objet et activité, transmission de message et transaction.
L’approche réflexive a pour objectif d’intégrer des bibliothèques de protocoles avec
un langage de programmation.
6.1 Introduction
Bien que la majorité des ordinateurs et des programmes restent éminemment
séquentiels, la prise en compte du parallélisme et de la r´p rtition s’impose peu
à peu et de manière inéluctable. Des domaines d’application représentatifs sont
par exemple : le travail coopératif assisté par ordinateur [Ellis et al., 1991] et les
jeux électroniques multi-utilisateurs. La popularité du réseau Internet et des ap-
plications associées (telles que le(( World Wide Web)) (WWW) [Berners-Leeet
al., 1992]) laisse prévoir un engouement vers le développement de divers services
répartis. Les concepts de la programmation par objets offrent de bonnes bases pour
aborder ces nouveaux enjeux. Les concepts sont en effet à lafois ssez forts pour
assurer structuration, modularité et encapsulation, et assez souples pour recouvrir
également granularités variées, hétérogénéité ´eventuelle et enfin de nombreux pro-
tocoles spécialisés. Ce n’est ainsi pas un hasard si la quasi-tot lité des architectures
∗Article original publié dans :c©Technique et Science Informatiques, vol. 15, no 6, Juin 1996. Re-
publié avec l’accord gracieux d’AFCET – HERMES.
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de systèmes d’exploitation répartis développées actuellement se fondent sur la no-
tion d’objet.
Il est intéressant de noter que lors de la genèse des concepts objets à la fin des
années 60, ces concepts n’étaient pas spécifiquement restreints à la programma-
tion séquentielle. Cependant les contraintes technologiques, et sans doute également
culturelles, de l’époque, ont alors concentré les développements de la technologie
objet dans le monde de la programmation séquentielle. Un premier enjeu est donc
tout d’abord la redécouverte des concepts plus généraux, prenant en compte des acti-
vités et interactions potentiellement simultanées. Un deuxième enjeu, plus important
encore, est l’intégration plus ou moins complète de protoc les et mécanismes pour
gérer les différents aspects liés à cette simultanéité, t plus encore à la répartition
des objets et leurs activités.
Ce chapitre a pour ambition de récapituler en quoi le concept d’objet est une
bonne fondation pour la programmation parallèle et répartie, et de distinguer les
tendances actuelles pour intégrer les nouveaux enjeux quien découlent. Il est im-
portant de noter que, bien que certains exemples seront utilisés pour illustrer les
différentes tendances, l’objectif de ce chapitre n’est pas de présenter exhaustive-
ment les langages et systèmes à objets parallèles et répar is. En particulier, un article
récent et complémentaire se concentre lui sur les différents modèles de programma-
tion concurrente par objets[Guerraoui, 1995a]. De plus, deux ouvrages récents,
[Guerraouiet al., 1994] et [Briot et al., 1996], regroupent un certain nombre de
contributions dans le domaine de la programmation parallèle et répartie par objets.
Enfin, il faut noter aussi que des aspects complémentaires,tels que : formalismes et
preuves de programmes, visualisation et mise au point, méthodologies d’analyse et
de conception, techniques de mise en œuvre et d’optimisation, ne seront pas abordés
dans ce chapitre, malgré leur importance.
6.2 Enjeux et besoins
Du fait de l’extension continuelle de la portée des applications informatiques,
les problèmes à traiter sont de plus en plus variés et complexes. De pair avec cette
tendance, les utilisateurs deviennent de plus en plus exigeants sur la qualité, la sûreté
et enfin l’efficacité des services offerts.
6.2.1 Enjeux
Un premier enjeu est leparallélisme. Une des motivations est le gain d’efficacité
visé en exploitant les architectures de machines à plusieurs processeurs. Ce n’est
cependant pas la seule motivation. Pour de nombreux problèmes, la formulation
se fait de manière beaucoup plus naturelle sous la forme d’activités simultanées et
coordonnées, que sous la forme d’un algorithme séquentiel. Il faut donc tout d’abord
faciliter une expressionlogique(concurrence) du parallélisme potentiel au niveau
du programme, puis une utilisation optimale des ressourcesmatérielles disponibles
pour mettre en œuvre cette concurrence sous forme deparallélisme(physique) et
donc de gain de performance.
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Un deuxième enjeu est larépartition. Certaines applications sont intrinsèquement
réparties (par exemple le travail coopératif). D’autres, pour des raisons de par-
tage des ressources (par exemple une imprimante), de tolérance aux fautes, ou de
répartition de charges, requièrent des architectures r´eparties. Comme pour la ges-
tion du parallélisme, il est nécessaire, d’une part de faciliter l’expression des pro-
grammes sur de telles architectures, et d’autre part d’offrir les mécanismes sous-
jacents adéquats de contrôle. Parmi ces mécanismes, on peut trouver par exemple le
contrôle de concurrencentre transactions[Bernsteinet al., 1987], et la tolérance
aux fautes[Simons et Spector, 1987].
Enfin il est de plus en plus désirable de pouvoir changer les modèles et méca-
nismes d’un système informatique pour pouvoir intégrer de nouveaux services, par-
tenaires, et besoins,au coursde son fonctionnement. Ceci est lié au concept de
systèmeouvert. Internet est un exemple représentatif et à large échelle d système
ouvert.
6.2.2 Besoins
Nous pouvons maintenant résumer brièvement les principaux besoins qu’il faut
pouvoir exprimer et satisfaire au mieux, dans le cadre des systèmes informatiques
parallèles et répartis2 :
- (Dé)composition : fondations conceptuelles et structurelles pour une bonne
décomposition logique et physique de l’application en comp sants logiciels
autonomes et susceptibles d’activités indépendantes ; et à l’inverse, fonda-
tions pour la composition de modules logiciels développés indépendamment.
- Coordination : protocoles évolués de synchronisation et de coordinatio des
différentes activités pour assurer leur consistance et lur conjugaison.
- Modularit é : indépendance des différents composants pour assurer leur int r-
changeabilité et leur protection.
- Réutilisation : généricité et réutilisation des composants logiciels.
- Extensibilit é et adaptabilité : possibilité d’ajout dynamique de nouveaux servi-
ces, composants et protocoles, en cours de fonctionnement.
- Hétérogénéité : diversité éventuelle de composants logiciels et matériels, de même
que des protocoles et mécanismes qui peuvent être offerts.
- Répartition : mécanismes abstraits de gestion de la répartition et la duplication,
statique et éventuellement dynamique (migration), des entités et services.
- Sûreté : protections et preuves de propriétés au niveau logiciel, et tolérance aux
fautes au niveau matériel.
- Efficacité : utilisation optimale des ressources offertes par les architectures maté-
rielles parallèles et réparties.
2. Parsystèmes informatiques, nous considérons ici : matériel (ordinateurs), logiciels (systèmes d’ex-
ploitation, langages et environnements de programmation), et applications. Notez que la plupart des
besoins énumérés ici correspondent aux besoins classiques de génie logiciel. Les trois derniers besoins
sont eux plus spécifiques.
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6.2.3 Classes de systèmes
Cet énoncé de besoins est relativement générique. Certains systèmes et appli-
cations pourront se concentrer sur certains d’entre eux au détriment d’autres. Nous



































6.3 Objets comme fondation
La méthodologie de programmation par objets offre d’excellentes fondations
pour aborder les besoins exprimés ci-dessus comme nous allns le voir dans cette
section.
6.3.1 Concepts et avantages
La programmation par objets repose sur quelques concepts simple et unifica-
teurs. Un programme se décompose en un ensemble de modules autonomes, ap-
pelésobjets, qui interagissent au travers d’un protocole de communication unifié,
la transmission de message. Les objets correspondent à différentes entités des do-
maine et problème considérés. Un objet se présente comme unecapsulecontenant à
la fois des données et des opérations opérant sur celles-ci. Le principe de transmis-
sion de message introduit une séparation entre la signature des opérations qui pour-
ront être invoquées de l’extérieur (appeléeinterface) et la représentation interne
de l’objet. Ceci est appelé le principe d’encapsulationet il favorise la séparation
entre spécification et mise en œuvre. Il permet également abstraction etgéńericité.
Ainsi, par exemple, l’opérateur addition (+) des objets numériques est naturelle-
ment générique, étant interprété différemment (addition entière, flottante, ration-
nelle, etc.) suivant le type de l’objet numérique qui reçoit une telle invocation.
Ces principes fondateurs de la programmation par objets permettent à la fois
décomposition, modularité et protection. De manière àfavoriser l’abstraction et
la factorisation d’objets semblables, la plupart des langages et systèmes à objets
reposent sur la notion declasse, comme abstraction et factorisation d’objets. De
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plus3, des mécanismes de spécialisation, et en premier lieu l’h´ ritage, permettent de
réutiliser des propriétés déjà définies par certaines classes d’objets pour les étendre
et/ou les modifier partiellement. Ces mécanismes augmentent encore la généricité et
la réutilisation des programmes et ont permis de valider les intérêts de la program-
mation par objets au niveau du génie logiciel[Meyer, 1988]. Enfin, la programma-
tion par objets intègre de manière naturelle une gestion dynamique des ressources,
puisque l’on peut créer de nouveaux objets au fur et à mesure des besoins.
Comme nous l’avons souligné dans l’introduction, les concepts fondateurs de la
programmation par objets sont à la fois suffisamment forts pour structurer et rendre
modulaire les programmes, et en même temps suffisamment souple pour permettre
une grande généricité des programmes. Ceci provient de la istinction entre inter-
face (services offerts) et intérieur (représentation/mise en œuvre) d’un objet. Notez
également que la granularité même de l’objet n’est pas fixée. Ce dernier point est
particulièrement intéressant pour réaliser des archite tures logicielles hétérogènes.
6.3.2 Concurrence potentielle
Les concepts fondateurs des objets, tels qu’ils ont été exprimés à la fin des
années 60, contenaient déjà implicitement les promesses de la programmation
concurrente. D’ailleurs, le premier langage de programmation à parler d’objets,
SIMULA -67 [Birtwistle et al., 1973], offrait déjà les germes d’une activité auto-
nome et simultanée associée à chaque objet. Une classe SIMULA -67 peut définir un
corps de programme (une séquence d’instructions appelée(( body)) qui sera exécutée
par chaque objet lors de sa création). Ce corps de programmeest plus qu’un sim-
ple texte d’initialisation puisque l’objet peut alors explicitement se suspendre et
relancer un autre objet sous la forme de coroutines, permettant ainsi une exécution
quasi-simultanée. Les objets se montraient ainsi dès l’origine proches de la notion
d’activité simultanée (processus). Objets et processus partagent d’ailleurs de nom-
breuses caractéristiques communes (variables, donnéespersi tantes, encapsulation,
moyens de communication) comme le souligne Bertrand Meyer[M yer, 1993b].
Cependant, pour des raisons technologiques (les ordinateurs d l’époque étaient
rarement parallèles) et culturelles (la programmation était construite sur la notion
de séquence d’instructions, et elle le reste d’ailleurs encore majoritairement), cette
dimension d’activité concurrente a plutôt régressé parmi les successeurs de SI-
MULA . Ces potentialités n’ont commencé à être réellement d´ veloppées que plus
tard, au cours du milieu des années 80, les langages d’acteurs [Lieberman, 1987 ;
Agha, 1986] faisant figure de nouveaux pionniers.
6.3.3 Ŕepartition potentielle
Un objet apparaı̂t de manière naturelle comme une unité potentielle de répartition.
La transmission de message assure en effet non seulement l’indépendance entre les
3. Peter Wegner[Wegner, 1987] a d’ailleurs proposé une approche terminologique par couches suc-
cessives :object-basedpour les langages et systèmes fondés sur la notion d’bjet, class-basedsi l’on
ajoute le concept declasse, et enfinobject-orienteden présence du mécanisme d’héritage.
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services offerts par un objet et sa représentation interne, mais également l’indépen-
dance vis-à-vis de sonemplacementsur tel ou tel site (processeur, mémoire, ou ma-
chine). Si l’objet appelant et l’objet appelé se trouvent sur deux sites différents, la
métaphore de l’envoi de message prend alors tout son sens, un réel(( message)) étant
transmis à travers le réseau. Enfin l’autonomie et relative (( complétude)) des objets
(comme capsule de données et d’opérations associées) facilite l prise en compte de
migration ou de duplication éventuelles.
Il est intéressant de noter que l’architecturecli nt/serveur, à la base de la plu-
part des systèmes répartis ou d’interfaces homme-machine actuels, possède déjà
une partie des caractéristiques(( objet)) [Nicol et al., 1993]. Cependant la dicho-
tomie client/serveur n’est pas statique en programmation par objets, puisque tout
objet peut être considéré comme un client ou un serveur suivant qu’il envoie ou
reçoit un message. De fait, la grande majorité des projetsd’architectures réparties
actuelles est fondée sur le concept d’objet. Le standardODP((( Open Distributed Pro-
cessing))) [Nicol et al., 1993], censé définir un modèle général de programmation
répartie, est d’ailleurs conçu selon le modèle objet. Enfin remarquons qu’il existe
une double tendance : d’une part les chercheurs issus de la communauté(( langages
de programmation par objets)) étendent les environnements de programmation vers
des architectures réparties, et d’autre part les chercheus issus de la communauté
(( systèmes d’exploitation)) adoptent le modèle objet pour structurer les architec-
tures de systèmes.
6.3.4 Limitations
Malgré les potentialités de ses concepts fondateurs, la technologie objet, déve-
loppée quasi-exclusivement dans un contexte séquentiel, e se transpose pas tou-
jours parfaitement telle quelle à la programmation parallèle et répartie. Par exem-
ple, le mécanisme d’héritage induit un certain nombre de limitations à l’égard du
parallélisme comme de la répartition comme nous le verrons au§ 6.6.6. Plus encore,
le concept d’objet, en tant que tel, n’apporte pas des réponses complètes aux besoins
énoncés (au§6.2.2).
Il se trouve qu’en parallèle au développement de la technologie objet, diverses
communautés, et en particulier : programmation parallèle, systèmes d’exploitation,
et bases de données, ont abordé ces enjeux de parallélisme et de répartition. Ainsi
différents types d’abstractions et de mécanismes, tels que synchronisation,(( capabil-
ities)), et transactions, ont été proposés, pour aborder différents besoins et enjeux
tels que contrôle de la concurrence, gestion des ressources, et tolérance aux fautes.
Un enjeu d’importance est donc l’adaptation de tels acquis dans la technologie et
la méthodologie objet. Il est également important de pouvoir réutiliser au mieux la
technologie objet déjà validée, voire jusqu’à des modules/programmes déjà déve-
loppés.
Toute la question est ainsi en conséquence :(( De quelle manière doit-on lier les
concepts objets aux enjeux et acquis de la programmation parallèle et répartie?)).
Autrement dit, doit-on procéder par application, identification, extension, évolution,
etc. La suite de ce chapitre a justement pour ambition d’éclairer cette question et les
tentatives actuelles pour y répondre.
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6.4 Objets pour le parallélisme et la ŕepartition :
diff érentes approches
Pour utiliser les concepts objets dans le contexte de la programmation parallèle
et répartie, plusieurs voies sont possibles, comme en témoigne la diversité des sys-
tèmes et projets proposés. Nous les regroupons ici en trois approches générales.
6.4.1 Approches
La première approche est une approcheapplicative(§ 6.5). Il s’agit d’appliquer,
tels quels, les concepts objets à la conception de programmes et syst`me parallèles
et répartis. Les différents composants de ces systèmes (processus, fichiers, serveurs
de nom, etc.) seront alors représentés par différentes clas es spécifiques d’objets.
Ceci assurera la généricité des architectures logicielles. La programmation reste
ainsi essentiellement de la programmation par objets séquentielle traditionnelle. On
procède donc avec une approche d’extension parbibliothèquesplutôt que par exten-
sion des concepts et des langages de programmation les incarna t.
La deuxième approche est une approcheint´ gŕee(§6.6). Il s’agit alors d’étendre
les concepts fondateurs des objets pour y intégrer les enjeux d la programmation
parallèle et répartie. Les systèmes qui suivent cette approche intègrent (unifient)
souvent objet avec activité (la notion d’objet actif, voir au § 6.6.3), et la trans-
mission de message avec différents protocoles de synchronisation (synchronisation
client / serveur, transactions, etc., voir au§ 6.6.4). Les intégrations ne se font ce-
pendant pas toujours sans mal, et certains aspects créent des conflits, par exemple :
héritage et synchronisation, duplication et communication (voir au§ 6.6.6).
La troisième approche est une approcheréflexive(§ 6.7). Il s’agit de séparer le
programme proprement dit, des différents aspects de sa mise en œuvre (modèle de
calcul, de communication, de répartition, etc.), eux-mêmes décrits dans unméta-
programme. La programmation s’applique ainsi au contrôlede sa propre mise en
œuvre, d’où le nom donné de(( réflexion)). La réflexion permet également d’abs-
traire la gestion des ressources (équilibre de charges, d´ependance du temps, etc.) et
de la décrire avec toute la puissance d’un langage de programmation.
6.4.2 Compĺementarité
Il est important de souligner dès à présent que ces trois approches ne sont en
concurrence qu’en apparence. Pour être plus précis, leurdéveloppements respectifs
ont des objectifs complémentaires. L’approcheapplicativeest destinée aux concep-
teurs de systèmes et vise à identifier les abstractions fondamentales des systèmes in-
formatiques parallèles et répartis. L’approcheint´ gŕeeest destinée aux concepteurs
d’applications, et vise à la définition d’un langage de programmation de haut ni-
veau comportant un nombre minimal de concepts. L’approcheréfl xiveest destinée
aux concepteurs d’application qui souhaitent spécialiser le système pour les besoins
propres à leur type d’application, et de manière duale auxconcepteurs de système
qui souhaitent ainsi concevoir leur système selon une tellarchitecture(( ouverte))
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et adaptable. L’approche réflexive vise donc à la définitio d’une architecture per-
mettant la spécialisation dynamique du système avec un impact minimal sur le pro-
gramme de l’application.
6.5 Approche applicative
6.5.1 Besoins de modularit́e et de structure
L’idée sous-jacente à l’approcheapplicativeest d’appliquer les concepts d’en-
capsulation et d’abstraction, voire de classe et d’héritage, ` la conception et la mise
en œuvre des systèmes parallèles et répartis. Il s’agit de programmer un système
parallèle ou réparti avec une méthodologie à objets et dans un langage à objets.
Le résultat est un ensemble de bibliothèques de classes représentant le système en
question. Ces bibliothèques sont organisées en(( framework(s)), et font rapidement
apparaı̂tre des invariants d’architecture, appelés(( patterns)) ou (( design patterns))
[Gammaet al., 1994] (chapitre 4).
La première motivation de l’approche applicative est d’accroı̂tre la modularité
de ces systèmes. En effet, en décomposant un système en unensemble de modules
dotés d’interfaces bien définies, on peut espérer pouvoir m difier la mise en œuvre
de certains composants avec un minimum d’impact sur les autres. D’une certaine
manière, une telle modularité permettrait d’assurer la portabilité de ces systèmes.
La deuxième motivation est de mieux structurer les systèmes parallèles et répartis,
en évitant des conceptions(( à la Unix)), dans lesquelles les niveaux d’abstractions
sont difficilement discernables. Il est bien évidemment plus facile de comprendre
un système lorsque ce dernier est constitué d’un ensemblede composants dont les
interfaces (les services) sont bien définis. Ceci a d’ailleurs donné lieu à la concep-
tion actuelle des systèmes d’exploitation récents, telsque CHORUS [Rozier, 1992],
MACH [Accettaet al., 1986], et CHOICES [Campbellet al., 1993], fondés sur un
noyau minimal ( micro-kernel))) et dont les différents services sont assurés par
différents serveurs spécialisés. Le bénéfice escompté est, d’une part de rendre les
systèmes parallèles et répartis plus facilement utilisab es et extensibles, et d’autre
part d’améliorer les performances en n’utilisant dans chaque exécution que les mo-
dules qui sont strictement nécessaires.
Nous présentons maintenant trois exemples de l’approche applic tive : tout
d’abord les cas de SMALLTALK et EIFFEL, qui introduisent divers aspects de pro-
grammation concurrente et répartie sous la forme de bibliothèques de classes, puis le
cas du système d’exploitation CHOICESqui illustre l’application de la méthodologie
objet à la structuration et la généricité de systèmes d’ xploitation répartis.
6.5.2 L’exemple de Smalltalk
L’une des principales originalités de l’environnementdeprogrammation SMALL -
TALK -80[Goldberg et Robson, 1983] est d’offrir, d’une part un langage à objets mi-
nimal, et d’autre part des bibliothèques de classes représ ntant divers mécanismes et
outils de programmation, qui font ainsi la richesse de l’environnement. Il s’agit donc
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bien d’un(( tout objet)) uniformément appliqué à l’ensemble des concepts de pro-
grammation. Par exemple, les structures de contrôle (tests, boucles, itérations) sont
représentées par des méthodes utilisant la seule généricité de l’envoi de message,
et non pas par des tests booléens primitifs comme dans la plup rt des autres lan-
gages de programmation. Leurs arguments sont des(( blocs)), qui sont des portions
de programme, délimitées par des crochets ([ et]), et dont l’évaluation est différée.
Ils sont représentés comme instances de la classeBlockContext. Le fait que les
structures de contrôle sont en SMALLTALK -80 des méthodes standard comme les
autres, permet au programmeur d’en définir si besoin de nouvelles à son goût.
Programmation concurrente
La notion de bloc est également la base du multi-tâche en SMALLTALK -80. En
réponse au messagefork, un bloc crée un objetprocessus4 qui exécute le bloc de
programme en question, de manière concurrente à la séquence d’appel. Un proces-
sus est représenté par une instance de la classeProcess. Les méthodes associées à
cette classe permettent de gérer les processus (suspendre, relancer, changer sa prio-
rité, etc.). Le séquenceur est lui-même représenté par un objet, instance de la classe
ProcessorScheduler. Enfin, la primitive de synchronisation de base est le (clas-
sique) sémaphore, représenté par la classeSemaphore. Des abstractions de plus
haut niveau existent également en standard : la classeSharedQueue pour commu-
nication et synchronisation entre processus, et la classePromise pour représenter
l’évaluation anticipée d’une expression par un processus concurrent.
Grâce à cette approche par bibliothèques, les mécanismes nécessaires à la pro-
grammation concurrente sont encapsulés dans des conceptsbien définis. De par leur
structuration en une hiérarchie de classes, ces concepts sont plus compréhensibles
que s’ils étaient fournis en vrac comme des primitives d’unlangage. Ils sont égale-
ment très génériques et bien entendu extensibles. Ainsiun programmeur avisé peut
étendre les classes existantes et définir de nouvelles abstractions pour la program-
mation concurrente, tels divers mécanismes de synchronisation (moniteurs, gardes,
compteurs de synchronisation, etc.), comme par exemple dans les plates-formes
SIMTALK [Bézivin, 1987] et ACTALK [Briot, 1994 ; Briot, 1996]. De plus, dans
le cadre du projet ACTALK , le séquenceur standard a été étendu en un séquenceur
générique, pour paramétrer et classifier différentes stratégies de séquencement
[Lescaudron, 1992].
Programmation r épartie
Bien qu’étant un environnement de programmation fondamental ment mono-
utilisateur et mono-processeur, SMALLTALK -80 offre également un certain nombre
de bibliothèques de base permettant la construction de mécanismes de répartition
[Briot et Guerraoui, 1996]. Il existe des bibliothèques quasi-standard pour les com-
munications distantes (socketsUNIX , remote procedure call). De plus, une biblio-
thèque standard de stockage de structures d’objets : le(( Binary Object Streaming
4. Smalltalk utilise le terme(( processus)). Cependant si l’on utilise la terminologie générale actuelle,
on devrait plutôt employer le terme(( tâches)) (ou encore(( processus de poids léger))), qui partagent
toutes le même espace de noms à la différence des processus de(( poids lourd)), tels en Unix.
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Service (BOSS), offre un mécanisme de base d’encodage/représentationdes objets
pour construire divers mécanismes de programmation réparti , tels que : persistance,
encodage des communications réparties, et transactions.
Ainsi, dans le cadre du projet GARF [Garbinatoet al., 1995], une bibliothèque
de classes a été mise en œuvre pour la programmation répartie, comportant di-
vers modèles de gestion d’objets (persistant, dupliqué,etc.) et de communication
((( multicast )), atomique, etc.). Le produit HP DISTRIBUTED SMALLTALK offre
également un ensemble de services répartis selon le standardOMG (CORBA, voir au
§ 6.6.5), eux-mêmes mis en œuvre en SMALLTALK -80.
6.5.3 L’exemple d’Eiffel
EIFFEL est un langage à objets qui a été conçu pour appliquer la méthodologie et
les techniques à objets au génie logiciel[Meyer, 1988] (chapitre 2). Bien que destiné
à la programmation séquentielle, de nombreux travaux ontpar la suite été menés
pour étendre EIFFEL vers la prise en compte de la concurrence, du parallélisme
et de la répartition (certaines de ces approches ont été regroupées dans le dossier
spécial[Meyer, 1993a]).
L’approche défendue par le concepteur d’EIFFEL lui-même[Meyer, 1993b] est
applicative, mais surtoutminimaliste. Il s’agit d’élargir la portée des concepts et
mécanismes déjà existants (et donc d’augmenter leur généricité) sans en introduire
de nouveaux, du moins le strict minimum. Ainsi, la sémantique des assertions d’EIF-
FEL, sous forme de pré- et post-conditions à satisfaire, se trouve redéfinie dans un
contexte concurrent comme une attente tant que les conditios ne sont pas réunies5.
Cette approche est très séduisante par son économie de moyens, et de ce fait sa
simplicité, mais elle ne peut à elle seule couvrir tout le champ des besoins.
Des constructions et mécanismes supplémentaires, pouvant être nécessaires, sont
décrits et mis en œuvre à l’aide de bibliothèques, en appliquant la méthodologie ob-
jet pour les organiser. Ainsi par exemple, la classeConcurrency [Karaorman et
Bruno, 1993] encapsule une activité associée à l’objet et la transmission de message
sans attente et distante.
Il nous faut enfin signaler l’approche relativement originale de l’environnement
ÉPÉE de programmation répartie[Jézéquel, 1993b]. ÉPÉE introduit le parallélisme
(et la répartition) au niveau des données pour des structures de données complexes
(par exemple des matrices), suivant en cela le modèle(( Single Program Multiple
Data (SPMD) )) 6. La mise en œuvre se fait par bibliothèques de structures abstraites
réparties sur plusieurs processeurs, et ce sans aucun ajout au langage EIFFEL.
5. Selon les principes de la synchronisation comportementale, détaillée au§ 6.6.4.
6. Le parallélisme déEPÉE est ainsi très différent de celui des langages àobjets actifs[Yonezawa
et Tokoro, 1987]) qui introduit le parallélisme au niveau de l’activation (encore appeléparallélisme de
contrôle), selon le modèle(( Multiple Instructions Multiple Data (MIMD ) )). Il est vrai que les objets
représentent la dualité (et l’unification) entre données d’une part, et procédures (activation potentielle)
d’autre part.ÉPÉE révèle donc d’une certaine manière la dimension(( données)) des objets pour le pa-
rallélisme.
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6.5.4 L’exemple de Choices
CHOICES [Campbellet al., 1993] est un système d’exploitation développé à
l’Université de l’Illinois depuis 1987. La principale caractéristique de ce système
d’exploitation est qu’il a été conçu pour êtreg´ ńerique. L’objectif de cette généricité
est, non seulement de pouvoir être porté facilement sur diverses machines, mais
également de pouvoir faire varier différentes caractéristiques telles que : formats de
fichiers, réseaux de communication, et modèles de mémoir(partagée ou répartie).
Une méthodologie à objets est proposée pour la conception e la programmation, à
la fois d’applications réparties, et d’extensions du noyau CHOICES.
CHOICES est mis en œuvre en C++, et pour être plus précis, CHOI ES a été
développé à partir d’une bibliothèque de classes C++, définie pour la programma-
tion répartie. Aussi bien le matériel que l’interface d’application et les ressources
du système sont modélisés par des classes. Parmi les classes définies, on peut citer
la classeObjectProxy qui réalise les communications distantes entre objets, ain i
que les classesMemoryObject et FileStream qui gèrent la mémoire, et la classe
ObjectStarqui étend en quelque sorte le concept de pointeur. Cette dernièr classe
permet de rendre transparentes les invocations distantes sans nécessiter d’étape de
pré-compilation. De plus, la classeObjectStarpermet la récupération automatique
de mémoire (un objet est détruit lorsqu’il n’y a plus de réfé nce sur lui).
Même si un système comme CHOICES reste un prototype universitaire, l’un de
ses grands mérites est d’avoir montré qu’un système d’exploitation réparti pouvait
être développé en suivant une méthodologie à objets dan un langage à objets. Ce-
pendant, le champ d’applications qui reposent sur le système CHOICES est encore
plutôt restreint et ne permet pas de juger de sa facilité d’utilisation. Les nombreux
développements autour du système (par exemple, le récupérateur automatique de
mémoire adaptable) permettent néanmoins d’apprécier dès maintenant, dans une
certaine mesure, son extensibilité.
6.5.5 À la recherche d’abstractions standard
De manière plus générale, l’idée derrière l’approcheapplicative est la définition
et la mise en œuvre d’abstractions standard permettant, d’une part de simplifier la
programmation parallèle et répartie, et d’autre part de tirer parti de la flexibilité des
systèmes d’exploitation sous-jacents.
L’exemple le plus significatif dans la programmation concurrente est l’abstrac-
tion de synchronisation nommées´ maphorequi, grâce à une interface bien définie
(opérationswait etsignal), et un comportement connu (métaphore des sémaphores
ferroviaires), constitue désormais un standard de la programmation concurrente. Un
tel type d’abstraction sert ensuite de fondation pour construire divers mécanismes de
synchronisation plus élaborés. Les possibilités de classification et de spécialisation
de la programmationpar objets sont particulièrement appropriées pour rendre compte
d’une telle bibliothèque/hiérarchied’abstractions, par exemple dans les plates-formes
SIMTALK et ACTALK déjà citées au§ 6.5.2.
Dans un contexte réparti, Andrew Black[Black, 1991] a proposé une approche
similaire en suggérant, comme premier exercice, de décomposer le concept de tran-
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saction en un ensemble d’abstractions. L’idée de cet exercice est de représenter des
concepts tels que le(( verrouillage)), l’ (( atomicité)) et la (( persistance)), par un en-
semble d’objets que doit fournir un système pour supporterdes transactions. La
modularité d’une telle approche permettrait de définir divers modèles de transac-
tions, adaptés à des applications particulières. Par exemple, une application de tra-
vail coopératif ne nécessite pas les mêmes contraintes de contrôle de concurrence
entre transactions qu’une application de gestion bancaire7. Les concepts présentés
dans les projets VENARI [Wing, 1994] et PHOENIX [Guerraoui et Schiper, 1995]
vont dans cette direction, en permettant de définir différents modèles transaction-
nels à partir d’abstractions minimales.
6.5.6 Bilan de l’approche applicative
En résumé, l’approche applicative tente de réduire la complexité des systèmes
parallèles et répartis, en les décomposant en une bibliothèque de classes. Chaque
service du système est alors représenté par un objet. Cetobjectif de modularité est
très important car les systèmes parallèles et répartissont des systèmes complexes,
faisant intervenir des mécanismes de très bas niveau (parexemple la communication
à travers le réseau pour un système réparti). De plus, ceont des systèmes souvent
développés par des équipes de programmeurs pour lesquelles la modularité est fon-
damentale. Enfin, la difficulté de la maintenance et de l’extension des systèmes(( à
la UNIX )) est principalement due à un manque de modularité.
Bien que des tentatives soient entreprises dans ce sens, il est encore trop tôt pour
considérer qu’il existe une bibliothèque de classes susceptible de devenir un stan-
dard pour la programmation parallèle ou répartie. Les difficultés d’un tel exercice
(trouver les abstractions adéquates) résident, d’une part dans une bonne compré-
hension des mécanismes minimaux nécessaires pour ces types de programmation,
et d’autre part dans un consensus sur ces mécanismes. Un telconsensus devrait
mettre en jeu différentes communautés de chercheurs : langages de programmation,
systèmes d’exploitation, et de certains types d’applications réparties (en particulier
les bases de données pour des mécanismes transactionnels). Le fait qu’une abstrac-
tion comme le sémaphore soit devenue un standard pour la synchronisation permet
néanmoins de considérer que ces difficultés sont surmontables à terme.
6.6 Approche intégrée
6.6.1 Besoins d’unification
La multitude de concepts manipulés constitue l’une des difficultés majeures de
la programmation parallèle et répartie. En plus des concepts classiques de manipu-
lation de données d’un langage traditionnel, la programmation parallèle et répartie
introduit des concepts tels que :processus, sémaphore, moniteur, transaction, etc.
L’approche applicative permet de bien structurer les mécanismes de parallélisme et
7. La seconde exige des garanties plus fortes (sérialisation stricte des transactions), à travers un
mécanisme de verrouillage, alors que la première peut se pa ser d’un tel mécanisme.
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de répartition, mais a tendance à laisser le programmeur en charge de deux tâches
distinctes : d’une part la programmation en terme d’objets,et d’autre part la gestion
du parallélisme et de la répartition (également exprim´ee à l’aide d’objets, maispas
les m̂emes !).
De plus, la programmation à l’aide de bibliothèques peut dvenir un peu lourde,
comme la programmation du parallélisme et de la répartition s’ajoutent au style
standard de programmation. Ainsi par exemple, la classeConcurrency, décrite au
§ 6.5.3, oblige à une certaine dose de manipulation explicite de messages (voir en
particulier[Karaorman et Bruno, 1993, p. 109–11]), par opposition au modèle stan-
dard et implicite de transmission de message.
De manière à simplifier la programmation, il est alors possible d’intégrer de
tels concepts et mécanismes directement dans un langage ainsi ´ tendu (par exemple
EIFFEL//, cf. chapitre 7), ou bien encore de créer un nouveau langage (par exemple
ABCL/1 [Yonezawa, 1990]).
En résumé, au lieu de laisser la programmation d’une application et la program-
mation du parallélisme et de la répartition relativementorthogonales, l’approche
intégŕeevise à les fusionner en intégrant/unifiant les concepts autant que possible,
pour offrir au programmeur un cadre conceptuel (objet) uniqe et simplifié.
6.6.2 Niveaux d’int́egration
Il existe plusieurs niveaux d’identification et d’intégration entre les concepts
objets et les concepts du parallélisme et de la répartition. N us en considérons trois
principaux qui sont indépendants. De ce fait, comme on va levoir par la suite, tel
ou tel langage ou système pourra suivre un niveau d’intégra ion, mais pas un autre.
Une première intégration des concepts d’objet et d’activité (processus ou tâche)
conduit au concept d’objet actif. En effet, un objet et un processus peuvent tous deux
être considérés comme des entités contenant des données et des traitements (voir au
§ 6.3.2).
Une deuxième intégration conduit à associer la synchronisation à l’activation
des objets, on parlera alors d’objet synchroniśe. La transmission de message est
alors considérée comme une synchronisation implicite enre émetteur et récepteur.
En général, on associe en plus des mécanismes de contrôle de la concurrence des
invocations au niveau d’un objet, par exemple en associant unegardeau niveau de
chaque méthode.
Remarquons qu’un objet actif implique déjà une forme simple d’objet synchro-
nisé, puisque l’existence d’une activité privée à l’objet séquentialise de fait les in-
vocations. Par contre, certains langages ou systèmes, comme GUIDE [Balteret al.,
1994] ou ARJUNA [Parrington et Shrivastava, 1988], associent la synchronisation
aux objets tout en laissant objets et activités séparés.
Un troisième niveau d’intégration conduit à considérer l’objet comme unité de
répartition, on parlera d’objet ŕeparti. Les objets sont alors vus comme des entités
pouvant être réparties et dupliquées sur différents sites. Ceci conduit également à
étendre la métaphore de transmission de message à la communication à travers un
réseau quelconque.
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6.6.3 Objets actifs
L’idée sous-jacente au concept d’objet actif consiste à considérer l’objet comme
doté d’une ressource de calcul, c’est-à-dire doué d’activité propre. Cette approche,
naturelle, a eu une grande influence. L’ouvrage(( Object-Oriented Concurrent Pro-
gramming)) [Yonezawa et Tokoro, 1987] regroupe un certain nombre de langages
de programmation de cette famille, les langages d’acteurs[Lieberman, 1987 ; Agha,
1986] faisant en la matière figure de pionniers. Le concept d’objet actif a eu beau-
coup de succès dans le domaine de l’intelligence artificielle, car il constitue une
fondation naturelle pour construire des(( agents)) de plus haut niveau, pour des
problèmes de gestion répartie de la connaissance (appel´es(( systèmes multi-agents)))
[Gasser et Briot, 1992].
Au niveau du traitement des messages par un objet actif donn´e, le modèle par
défaut est celui d’un objet traitant les requêtes de mani`ere séquentielle ((( acteur
sérialisé))). La concurrence provient donc uniquement des activités indépendantes
des divers objets (à ce titre on parle de concurrencei ter-objets). Si on permet à
un objet de traiter non pas une, mais plusieurs requêtes simultanément, on parle
alors de concurrenceintra-objet, et il faut en général un contrôle supplémentaire
pour assurer la consistance de l’état de l’objet, comme nous allons le voir dans le
paragraphe suivant.
6.6.4 Objets synchroniśes
La présence d’activités simultanées impose la présence d’un certain degré de
synchronisation, autrement dit de restriction de la concurrence entre activités, de
manière à assurer un déroulement correct du programme. La synchronisation s’as-
socie naturellement aux objets et à leur communication, comme nous allons le voir,
à travers plusieurs (sous)-niveaux d’identification.
Synchronisation au niveau de la transmission de message
La transposition immédiate du principe de transmission demessage d’un uni-
vers séquentiel à un univers concurrent entraı̂ne une synchro isation implicite de
l’émetteur du message (appelant) sur le récepteur (appelé). On parle de transmis-
sionsynchrone: l’objet appelant attend la fin de l’exécution de la méthode invoquée
et le retour de la réponse pour poursuivre son exécution.
Dans le cas des objets actifs, l’appelant et l’appelé poss`edent des activités indé-
pendantes. Il s’avère alors intéressant d’introduire untype de transmissionasyn-
chrone, où l’appelant poursuit son activité aussitôt le message envoyé, c’est-à-dire
qu’il n’attend pas la fin de l’exécution de la méthode invoquée. Cette forme de
transmission introduit ainsi une concurrence à travers lacommunication. Elle est
bien adaptée à une architecture répartie car l’objet appelé/serveur peut être situé sur
une machine distante et le temps de communication, ajouté au temps d’exécution de
la méthode invoquée, peut être considérable. Enfin, la transmission avec réponse(s)
anticipée(s)(par exemple en ABCL/1 [Yonezawa, 1990]) est une forme(( mixte))
de transmission asynchrone. Elle permet à l’appelant d’obtenir une promesse de
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réponse (appelée un(( objet futur))), immédiatement sans attendre la fin du traite-
ment effectif.
Synchronisation des invocations au niveau de l’objet
L’association (naturelle) de la synchronisation à la transmission de messages,
c’est-à-dire à l’invocation des requêtes, offre ainsi l’avantage de traiter de manière
transparente une partie de la synchronisation. Ceci a en efft l’intérêt de rendre
transparente aux clients de l’objet la synchronisation de leurs requêtes, celles-ci
étant traitées au niveau de l’objet acceptant les requêts.
Dans le cas général d’objet sans concurrence interne, lesinvocations sont, par
défaut, traitées l’une après l’autre, suivant leur ordre ’arrivée. Cependant un contrôle
supplémentaire plus fin ou/et au contraire plus global peutêtre nécessaire, comme
nous allons le voir.
Niveaux de synchronisation
Nous distinguerons trois niveaux de synchronisation supplémentaires éventuels.
Ce sont trois niveaux successifs de contrôle correspondant respectivement à l’inté-
rieur d’un objet, à son interface (les services qu’il offre), t enfin à la coordination
entre plusieurs objets :
- Synchronisation intra-objet : Dans le cas de concurrenceintra-objet(traitement
simultané de plusieurs requêtes), il est nécessaire d’assurer un certain contrôle
de cette concurrence pour préserver la consistance de l’état d l’objet. On ex-
prime alors, en général, les restrictions en terme d’exclusions entre opérations.
Ainsi, par exemple, plusieurs lecteurs peuvent accéder enlecture simulta-
nément à un même livre. Par contre, l’accès en écriturepa un écrivain exclut
tous les autres (écrivains comme lecteurs)8.
- Synchronisation comportementale: Il se peut qu’un objet ne puisse temporaire-
ment traiter certains types de requêtes qui font pourtant prtie de son interface.
Ainsi, par exemple, un tampon de taille bornée ((( bounded buffer))) ne pourra
accepter une requête d’insertion (put:) si/tant qu’il est plein. Plutôt que de
signaler une erreur, il est en général plus judicieux de laisser en attente une
telle requête en attendant que la condition d’accès soit satisfaite. Ceci permet
une transparence des invocations de services entre objets.
- Synchronisation inter-objets : On peut enfin désirer assurer une cohérence, non
plus seulement individuelle, mais globale entre de multiples objets. Prenons
l’exemple d’un transfert de fonds entre deux comptes bancaires. En l’occur-
rence, on veut assurer l’indivisibilité, au sens transactionnel[Bernsteinet al.,
1987], du transfert. Cela consiste à rendre invisible un état transitoire et in-
consistant où le premier compte a été débité mais le second n’a pas encore
été crédité du montant équivalent. La synchronisation c mportementale n’est
alors plus suffisante. Il faut introduire une synchronisation qui met en œuvre
les deux objets représentant les comptes bancaires.
8. Dans le cas d’une exclusion mutuelle systématique, on ret mbe sur le cas d’un objet séquentiel au
niveau de son traitement des requêtes (§ 6.6.3).
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Formalismes de synchronisation
De nombreux formalismes de synchronisation ont été proposés pour assurer ces
différents niveaux de contrôle, aucun formalisme ne couvrant encore l’ensemble des
niveaux. La plupart sont issus de travaux antérieurs ou, dumoins, non spécifiques à
la méthodologie par objets. En particulier, divers protocles de synchronisation sont
issus du domaine des systèmes d’exploitation et le modèledes transactions est issu
des besoins des bases de données. Ces protocoles représentent en conséquence un
effort, plus ou moins poussé, d’intégration de ces formalismes de synchronisation
dans le modèle des objets.
Cette intégration est en général aisée. Les formalismes centraliśes, tels que
les chemins de synchronisation ((( path expressions))), qui spécifient de manière
abstraite les possibles entrelacements ou séquences d’invocations, s’associent de
manière naturelle au niveau de la classe (par exemple dans le langage PROCOL
[van den Bos et Laffra, 1991]). Un autre exemple est le concept de(( body)) : une
procédure centrale qui décrit explicitement les types derequêtes que l’objet va ac-
cepter au cours de son activité9. On le trouve en particulier dans les langages POOL
[America, 1986] et EIFFEL// [Caromel, 1993] (où il est nommé(( live routine))).
Les formalismesdécentraliśes, en particulier lesgardesou conditions booléennes
d’activation, s’associent eux de manière naturelle au niveau de chaque méthode
(par exemple dans le langage/système GUIDE [Balteret al., 1994]). Lescompteurs
de synchronisation(compteurs mémorisant le statut des invocations pour chaque
méthode, c’est-à-dire le nombre d’invocations reçues,d´ butées et terminées), as-
sociés aux gardes, permettent d’exprimer un contrôle fin de synchronisation intra-
objet, par exemple dans l’exemple des lecteurs et écrivains.
Enfin, le formalisme deśetats abstraitsest très approprié à la synchronisation
comportementale (voir au§ 6.6.4). Le principe est le suivant : un objet se conforme
à un certain état abstrait auquel correspond un ensemble de méthodes autorisées.
Dans le cas du tampon borné (évoqué au§ 6.6.4), trois états abstraits sont suffisants :
vide, plein, et intermédiaire. L’état abstraitintermédiaire peut d’ailleurs
s’exprimer comme union devide etplein, et est ainsi le seul à autoriser les deux
méthodesget et put:. Après traitement d’une invocation, l’état abstrait estrecal-
culé, et peut ainsi changer suivant l’état ou/et la disponibilité des services de l’objet.
Notons, dès maintenant, que bien que ces intégrations soient en général relati-
vement aisées, le problème de la réutilisation des spécifications de synchronisation
se pose néanmoins (il sera abordé au§ 6.6.6).
6.6.5 Objets ŕepartis
Un objet représente une unité indépendante d’exécution, c ntenant données,
traitements, voire des ressources propres de mise en œuvre (activité). Il est donc
naturel d’identifier l’objet comme unité de répartition,et de duplication éventuelle.
Cela permet de considérer une application répartie commeun nsemble d’objets,
éventuellement situés sur des processeurs distincts. Laransmission de message re-
9. Ce concept est issu du concept de(( body)) de SIMULA -67 décrit au§6.3.2.
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couvre ainsi la notion d’invocation locale ou distante suivant les cas, et également
l’inaccessibilité éventuelle d’un objet/service.
Invocation distante
Le mécanisme fondamental d’un système à objets répartis es l’invocation dis-
tante. Il est en général admis que, pour faciliter la programmation d’applications
réparties, le mécanisme d’invocation distante doit, pardéfaut, être transparent. Au-
trement dit, un objet client qui invoque un autre objet serveu ne doit pas distinguer
le cas où ce dernier est situé sur un autre processeur du casoù le deux objets sont
situés sur le même processeur.
Accessibilit́e et toĺerance aux fautes
Pour prendre en compte l’inaccessibilité des objets, le système ARGUS [Liskov
et Scheifler, 1983] permet d’associer des exceptions à chaque invocation. Si un ob-
jet est situé sur un processeur qui est inaccessible, à cause d’ ne faute du réseau de
communication ou du processeur lui-même, l’exception estd´ clenchée. Cela per-
met par exemple d’invoquer un autre objet à la place. De manière complémentaire,
pour assurer qu’une invocation qui n’a pu être exécutée ne conduit pas à des in-
cohérences, on peut associer la notion de transaction à l’i vocation synchrone. Au-
trement dit, si l’invocation échoue (par exemple si l’objet s rveurinvoqué devient
inaccessible), les effets de l’invocation sont annulés.Étendant cette approche, le
système KAROS [Guerraouiet al., 1992] permet d’associer les transactions également
aux invocations asynchrones.
Migration
Afin d’assurer une plus grande accessibilité des objets, certains systèmes offrent
des mécanismes de migration. Dans le langage EMERALD [Jul, 1994], et la couche
d’exécution générique COOL [Leaet al., 1993], le programmeur d’une application
répartie peut décider qu’à un certain moment un objet doit migrer d’un processeur à
un autre processeur. Le programmeur peut aussi contrôler (sous forme d’(( attache-
ments)) en EMERALD) quels autres objets liés doivent également migrer avec lui.
L’objectif est en définitive de placer sur un même processeur les objets qui com-
muniquent très souvent entre eux. Cela permet d’alléger les goulots d’étranglement
et de minimiser les communications distantes. Certains systèmes réalisent la migra-
tion de manière automatique (sans l’intervention du programmeur), pour assurer un
rééquilibrage de la charge du système.
Duplication
La duplication est un autre mécanisme de gestion de la répartition des objets.
Une première motivation, comme pour la migration, est d’offrir une plus grande
accessibilité. Ainsi un objet, sujet de beaucoup d’invocati ns à partir de différents
clients distants, gagnera à être dupliqué sur les différents processeurs clients (ce
premier mécanisme est analogue à un(( cache)) local). Une deuxième motivation
de la duplication est la tolérance aux fautes. Lorsqu’un objet existe en plusieurs
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copies sur des processeurs différents, il peut tolérer les fautes de certains de ces
processeurs. Dans les deux cas, se pose le problème de la cohérence des différentes
copies d’un même objet (c’est-à-dire la garantie qu’elles possèdent toutes les mêmes
valeurs). Afin d’assurer une telle cohérence, dans le syst`eme ELECTRA [Maffeis,
1995] par exemple, la notion d’invocation distante a été étendu . Dans ce cas, une
invocation de l’objet entraı̂ne l’invocation de toutes lescopies, et des invocations
concurrentes sont exécutées dans le même ordre total partoutes les copies. Andrew
Black a également présenté, dans[Black et Immel, 1993], un mécanisme général
d’invocation de groupe qui s’applique très bien au cas où un objet est dupliqué.
Tendances et standardisation
Devant la multitude de systèmes à objets répartis, deux groupes de standar-
disation sont apparus: le groupe autour deODP (Open Distributed Processing) et
le groupeOMG (Object Management Group) (tous deux décrits dans[Nicol et al.,
1993]). Alors que le premier, principalement un groupe de réflexion, est constitué de
membres d’instituts de recherches qui définissent un modèle abstrait d’objet réparti,
le second, composé d’industriels, a défini un modèle de mise en œuvre de système
à objets répartis intitulé CORBA (Common Architecture for an Object Request Bro-
ker). Le standard CORBA a pour objectif de faire communiquer des objets situés sur
des plates-formes différentes, grâce à l’utilisation d’un même langage de définition
d’interfaces nommé IDL (Interface Definition Language).
6.6.6 Limites de l’approche int́egrée
L’approche intégrée procède par unification des mécanismes objet avec les méca-
nismes du parallélisme et de la répartition. Cependant, certains conflits et limitations
peuvent survenir entre ces différents mécanismes. Particulièrement significatif est
le cas du mécanisme d’héritage que nous allons décrire ici. Un premier conflit se
manifeste entre l’utilisation traditionnelle de l’héritage (pour réutiliser variables et
méthodes) et son application à la spécialisation de la synchronisation. Un deuxième
conflit est relatif à la notion de duplication qui, si elle est appliquée telle quelle
aux objets, peut provoquer des duplications non désiréesd certaines invocations.
Un troisième conflit concerne l’intégration de protocoles transactionnels incompa-
tibles. Enfin, un quatrième conflit provient cette fois des hypothèses fortes (mémoire
centralisée) des techniques traditionnelles de mise en œuvre des mécanismes de fac-
torisation (classes et héritage), ce qui limite de fait leur transposition immédiate à
un univers réparti.
Spécialisation de la synchronisation
Le mécanisme d’héritage est un des grands atouts de la programmation par ob-
jets pour la réutilisation et la spécialisation des programmes. Il est en conséquence
naturel de vouloir utiliser l’héritage pour spécialiserl s spécifications de synchro-
nisation exprimées dans une classe d’objets. Cependant, l’expérience montre tout
d’abord que la synchronisation est une dimension plus complexe à exprimer que
la structure (variables d’instance), ou que les fonctionnalités (méthodes), d’une
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classe. Elle est ainsi beaucoup plus difficile à spécialiser/hériter, du fait de l’in-
terdépendance des conditions de synchronisation. De plusles différentes utilisa-
tions de l’héritage (pour hériter des variables, des méthodes, et des synchronisa-
tions), peuvent entrer en conflit, comme le remarque[McHale, 1994]. Il se peut ainsi
que dans certains cas, la définition d’une sous-classe, rajoutant une seule méthode,
impose la redéfinition de l’ensemble des spécifications deynchronisation (voir le
paragraphe immédiatement suivant). Cette limitation de la r´ utilisabilité des spécifi-
cations de synchronisation par l’héritage a été nomméepar Satoshi Matsuoka(( the
inheritance anomaly phenomenon)) (voir [Matsuoka et Yonezawa, 1993] et[McHale,
1994] pour deux études complètes comprenant des exemples détaillés).
Les spécifications selon les formalismes centralisés explicites (voir au§ 6.6.4)
s’avèrent très difficiles à réutiliser. En pratique il faut trop souvent les redéfinir
entièrement. Les formalismes décentralisés, intrins`equement plus modulaires, sont
eux beaucoup plus adaptés à une spécialisation sélectiv . Cependant, cette décompo-
sition extrême au niveau de chaque méthode est aussi une arme à double tranchant.
L’essence du problème réside dans le fait que les spécifications de synchronisa-
tion, même décomposées au niveau de chaque méthode, restent plus ou moins in-
terdépendantes. Ainsi, par exemple, dans le cas d’une synchro isation intra-objet
avec des gardes, le rajout dans une sous-classe d’une nouvelle méthode d’écriture
va imposer la spécialisation de toutes les autres gardes pour que chacune prenne en
compte cette nouvelle exclusion mutuelle.
Les derniers développements des travaux dans le domaine motrent : l’intérêt
de spécifier et spécialiser indépendamment les synchronisations comportementale
et intra-objet[Thomas, 1992], la possibilité d’offrir le choix entre plusieurs for-
malismes de synchronisation[Matsuoka et Yonezawa, 1993], voire d’offrir au con-
cepteur la possibilité de spécialiser et combiner diversfo malismes[Briot, 1996],
et enfin les promesses de la généricité (en instanciant des sp´ cifications suffisam-
ment abstraites et génériques), plutôt que l’héritage, comme outil de réutilisation
[McHale, 1994].
Duplication d’invocations
Les protocoles de communication définis pour gérer la duplication des services
dans un système réparti tolérant aux fautes (voir au§ 6.6.5) considèrent un modèle
client/serveur simple. L’application des mêmes protocoles aux objets pose le pro-
blème de la duplication des invocations. En effet, un objetagi généralement, à
la fois comme un client, et comme un serveur. Autrement dit, un objet dupliqué
en tant que serveur, peut cependant à son tour invoquer d’autres objets (cette fois
en tant que client). Toutes les copies de l’objet se retrouveront en conséquence à
invoquer ces autres objets plusieurs fois. Le résultat estla duplication inutile des
invocations. Cette duplication peut conduire, au meilleurdes cas à l’inefficacité du
système, et au pire des cas à des incohérences. Une même op´ rati n (par exemple
d’incrémentation) peut ainsi être exécutée plusieursfois plutôt qu’une. Ce problème
est discuté dans[Mazouniet al., 1995] et des solutions alternatives (appelées(( pre-
filtering )) et (( post-filtering))) sont proposées. Le(( pre-filtering)) consiste à coor-
donner les traitements effectués par les copies d’un objetclient, afin de ne générer
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qu’une invocation. Le(( post-filtering)) est l’opération duale, qui assure la coordina-
tion au niveau des copies du serveur, pour ne pas traiter des invocations redondantes.
Compatibilit é entre protocoles transactionnels
Il est tentant d’intégrer le protocole de contrôle de la concurrence transaction-
nelle au niveau des objets. Ainsi on peut définir localement, pour un objet donné,
le contrôle de concurrence adéquat qui permet un contrôle optimal. Par exemple, la
prise en compte de la commutativité des opérations permetd’en relacer (sans blo-
quer) des transactions pour un objet donné. Malheureusement, le gain apporté en
matière de modularité et de spécialisation peut amener `a des problèmes d’incom-
patibilité [Weihl, 1989]. Si les objets utilisent différents protocoles de sérialisation
des transactions (c’est-à-dire, ordonnancent les transactions suivant des ordres diffé-
rents), les exécutions globales des transactions peuventêtre incohérentes (c’est-à-
dire non sérialisables). Une approche proposée pour résoudre le problème est basée
sur des conditions locales à garantir par les objets, afin d’assurer la compatibilité
des différents protocoles[Guerraoui, 1995b].
Mise en œuvre des factorisations (h́eritage et variables globales)
Ce dernier exemple de limitation est plus général (c’est-à-dire moins spécifique
à l’approche intégrée). Il provient du fait que les stratégies de mise en œuvre des
mécanismes de factorisation (classes et héritage) ont souvent été fondées sur des hy-
pothèses fortes d’informatique traditionnelle, c’est-`a-dire séquentialité de l’exécution
des programmes et mémoire centralisée. Elles peuvent ainsi atteindre leurs limites
une fois transposées directement dans l’univers de la programmation parallèle et
répartie.
L’utilisation des variables de classes, c’est-à-dire de variables partagées par tous
les objets d’une même classe, pose un problème dans un système réparti. Il semble
difficile, à moins d’introduire des mécanismes transactionnels complexes, de garan-
tir que la mise à jour d’une variable de classe soit immédiat ment reflétée sur toutes
les instances d’une classe, lorsque celles-ci sont situéesur plusieurs processeurs.
Ce problème est en fait lié aux variables partagées en général.
De manière plus générale encore, la mise en œuvre de l’héritag dans un système
réparti, pose le problème de l’accès distant au code des super-classes, à moins que
celles ci ne soient dupliquées sur tous les processeurs avec le coût conséquent. Une
méthode de répartition des bibliothèques de classes en modules autonomes est pro-
posée dans[Gransart, 1995]. Elle permet de gérer de manière abstraite la répartition,
non pas seulement des instances, mais aussi des classes (c’est-à-dire du code) et
donc de minimiser sa duplication.
Une approche extrême, pour remplacer le mécanisme d’héritag entre classes,
est le concept dedélégation(historiquement introduit dans le langage d’acteurs
ACT 1 [Lieberman, 1987]). Intuitivement, un objet qui ne peut lui-même interpréte
un message, le délèguera à un mandataire10. Ce dernier le traitera donc à sa place
10. On peut noter que, de manière à traiter correctement larécursion, ceci impose d’inclure le receveur
initial dans le message ainsi délégué.
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ou bien le délèguera lui-même à nouveau. Cette alternative ` l’héritage est très
séduisante11, car elle ne repose que sur la transmission de messages, et donc est
apte à être répartie. Cependant, elle nécessite un mécanisme non trivial de synchro-
nisation pour assurer un ordonnancement correct des messages récursifs (avant les
autres messages). De ce fait la délégation ne peut offrir une solution générale et
complète comme alternative à l’héritage[Briot et Yonezawa, 1987].
6.6.7 Bilan de l’approche int́egrée
En résumé, l’approche intégrée est extrêmement sédui ante par la fusion qu’elle
propose des concepts et mécanismes, d’une part de la programmation par objets, et
d’autre part de la programmation parallèle et répartie. Ell offre ainsi au program-
meur un nombre minimal de concepts et un cadre unique de vision de ces différents
aspects. Cependant, comme nous l’avons vu (§ 6.6.6), elle souffre de limitations
dans certains secteurs d’intégration.
Un autre danger potentiel est qu’une unification/intégration rop systématique
peut aboutir à un modèle trop réducteur (trop d’uniformit́e nuit à la variét́e !) et
posant des problèmes d’efficacité. Ainsi par exemple, dans les langages d’acteurs,
tout objet est un objet actif. Or, les technologies actuelles n permettent pas tou-
jours de gérer efficacement la prolifération des processus qui peuvent résulter d’un
tel modèle[Capobianchiet al., 1992]. On peut également citer les systèmes AR-
GUS [Liskov et Scheifler, 1983] et KAROS [Guerraouiet al., 1992] qui, en asso-
ciant systématiquement des transactions aux invocations(transmissions de mes-
sage), peuvent pénaliser les performances d’une application répartie dans laquelle
cette association ne se justifie pas (par exemple une application de travail coopératif).
Une dernière limitation, et non la moindre, tient aux capacités parfois insuffi-
santes de réutiliser les programmes séquentiels déjà existants, hormis en les encap-
sulant dans des objets actifs. Une approche pragmatique consiste aussi à considérer
une cohabitation raisonnable (différentes classes) entre les objets actifs et les autres,
appelés alorsobjets passifs. Cette approche, alors moins homogène, impose des
règles méthodologiques pour la distinction entre objetsac ifs et objets passifs[Ca-
romel, 1993].
6.7 Approche réflexive
6.7.1 Vers une approche par combinaison
Comme nous l’avons vu précédemment, l’approche applicative (par bibliothè-
ques) aide à la structuration des abstractions et mécanismes nécessaires à la pro-
grammation parallèle et répartie, grâce aux concepts d’encapsulation, de généricité,
de classe, et d’héritage. L’approche intégrée, quant àelle, apporte une minimisa-
tion du nombre de concepts à disposition du programmeur et une meilleure trans-
11. Les avantages comparés de l’héritage et de la délégation, dans un contexte de programmation
séquentielle, ont d’ailleurs fait l’objet d’un grand débat au cours de la deuxième moitié des années 80
[Steinet al., 1989] (chapitre 8).
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parence des mécanismes. Cependant, elle a tendance à restreindre la flexibilité et
l’efficacité des mécanismes offerts. En effet, les langages et systèmes bâtis à partir
de bibliothèques, se retrouvent en général plus extensibles que nombre de langages
conçus selon l’approche intégrée. Ceci, parce que les bibliothèques peuvent cons-
truire et simuler, et donc assurent une plus grande flexibilité, alors que les nouveaux
langages peuvent fixer trop tôt leurs modèles de calcul et de communication. L’idéal
serait donc d’arriver à conjuguer les avantages des deux approches, autrement dit :
la simplification de l’approche intégrée et la flexibilit´e de l’approche applicative.
Il faut signaler que l’approche applicative et l’approche int´ grée sont en fait des-
tinées àdifférentsniveaux d’utilisation. L’approche intégrée est plus particulièrement
destinée au programmeur d’applications et lui offre un cadre conceptuel unique et
simplifié. L’approche applicative est plus particulièrem nt destinée au concepteur
de systèmes, ou encore à l’utilisateur averti qui souhaite les spécialiser, et leur offre
une méthodologie de structuration, sous forme de bibliothèques de composants et
de protocoles.
En conséquence de quoi, et contrairement à ce qui aurait pusembler au premier
abord, l’approcheapplicativeet l’approcheintégŕeene sontpasen concurrence,
mais sont bien au contrairecompĺementaires. La question qui se pose alors est la sui-
vante :(( Comment peut-on combiner au mieux ces deux approches?)), et pour être
plus précis :(( Comment les interfacer?)). Il se trouve qu’une méthodologie générale
d’adaptation du comportement de systèmes informatiques,appeléeréflexion, offre
un tel type d’articulation.
6.7.2 Ŕeflexion
La réflexionest une méthodologie générale pour décrire, contrôler, et adapter
le comportement d’un système informatique quelconque. L’idée de base est de do-
ter le système d’une représentation d’un certain nombre de caractéristiques de son
propre comportement, d’où le nom donné de(( r ´ flexion)) ((( reflection)) en anglais).
Ainsi diverses caractéristiques de représentation (statique) et d’exécution (dyna-
mique) des programmes sont rendues concrètes, égalementsous la forme d’un (ou
plusieurs) programme(s), appelésméta-programmes. Ils représentent donc le com-
portement par défaut (interprète, compilateur, moniteur d’exécution) du système
ou langage. La spécialisation de méta-programmes permettra ainsi de particulariser
l’exécution d’un programme utilisateur, en changeant leschoix de représentation
mémoire, le contexte de calcul, la nature des mécanismes et des protocoles, etc. No-
tez que lemêmelangage est employé, pour l’écriture des programmes, comme pour
leur contrôle. Par contre, laséparationentre programme utilisateur (appeléniveau
objet) et description/contrôle (niveau ḿeta) est, elle, clairement et complètement
établie.
La réflexion permet de décorréler les bibliothèques de méta-programmes, spéci-
fiant les caractéristiques d’exécution (gestion de la concurrence, de la répartition,
des ressources), du programme de l’application. Ceci augmente en conséquence
modularité, réutilisabilité et lisibilité des programmes. Enfin, la réflexion offre une
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méthodologie pour(( ouvrir)) et rendre adaptable, via unem´ ta-interface12, les choix
de mise en œuvre et de gestion des ressources. Ces derniers sot en effet trop sou-
vent, sinon pré-cablés et fixés, du moins non modifiables au niveau du langage de
programmation lui-même, car délégués au système d’exploitation sous-jacent.
En résumé, la réflexion permet d’intégrer intimement des bibliothèques de pro-
tocoles avec un langage ou un système, offrant ainsi un cadre d’interface entre les
approches et niveaux applicatifs et intégrés.
6.7.3 Ŕeflexion et objets
La réflexion s’exprime particulièrement bien dans les modèles à objets qui as-
surent une bonne encapsulation des niveaux ainsi que la modularité des effets. Il est
alors naturel d’organiser (décomposer) le contrôle du comp rtement d’un système
informatique à objets, en un ensemble d’objets. Une telle organisation est appelée
un (( Meta-Object Protocol (MOP)) [Kiczaleset al., 1991]. Ses composants sont
appelésméta-objets[Maes, 1987], puisque les différents méta-programmes sont
représentés par des objets. Ils peuvent représenter ceraines caractéristiques du con-
texte d’exécution d’un objet, telles que : représentation, mise en œuvre, exécution,
communication, et emplacement. La spécialisation de méta-objets permet ainsi
d’étendre, et de modifier, localement, le contexte d’exécution d’un ou de plusieurs
objets du programme.
La réflexion aide également à exprimer et adapter la gestion des ressources,
non seulement au niveau d’un objet individuel, mais également à un niveau plus
large, tel que : séquenceur, processeur, espace de noms, groupe d’objets, etc. Ces
ressources physiques ou logicielles sont alors représent´ es par des méta-objets au
niveau du langage ou système. Ceci permet ainsi l’expression de politiques fines (en
particulier pour l’équilibre de charges et le séquencement) avec toute la puissance
algorithmique d’un langage de programmation, par opposition à des algorithmes
globaux et câblés, habituellement optimisés pour un type d’application.
6.7.4 Degŕes de ŕeflexivité
L’architecture CODA [McAffer, 1995] est un exemple représentatif d’architec-
ture réflexive générale (autrement dit un(( MOP))) à méta-composants13. CODA
considère par défaut sept méta-composants associés àhaque objet, et correspon-
dant à : l’envoi de message, leur réception, le stockage des messages reçus, leur
sélection, la recherche de ḿethode, l’ ex́ecution, et enfin l’acc̀esà l’ état de l’objet.
Un objet doté des méta-composants par défaut se comportecomme un objet standard
12. Cetteméta-interfacepermet au programmeur client d’adapter et d’optimiser lecomportementd’un
module logiciel, indépendamment de sesfonctionnalités, qui restent accessibles via l’interfacestandard
((( base-interface))). Ceci a été nommé par Gregor Kiczales le concept d’(( open implementation)) [Kic-
zales, 1994], qui peut être traduit par(( mise en œuvre ouverte)).
13. Par la suite, nous emploierons le terme ou encoremposant, plutôt que le termeméta-objet, de
manière à souligner les principes d’interchangeabilit´e entre composants d’une architecture réflexive telle
que CODA.
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(c’est-à-dire séquentiel et passif)14. L’utilisation de méta-composants particuliers,
permet de particulariser sélectivement tel ou tel aspect du modèle de représentation
ou d’exécution de l’objet. L’interface entre les méta-composants est clairement ex-
primée de façon à composer, de manière relativement libre, des méta-composants
de diverses origines.
Notez que d’autres architectures réflexives peuvent êtreplus spécialisées, et pro-
posent, quant à elles, un nombre plus réduit de composants(également plus abs-
traits). Ainsi, la plate-forme ACTALK [Briot, 1994] est spécialisée pour la program-
mation concurrente par objets selon l’approche intégrée. Ell classifie différents
modèles (méta-composants) : (1) d’activité (acceptation implicite ou explicite des
requêtes, concurrence intra-objet, etc.) et desynchronisation(états abstraits, gardes,
compteurs de synchronisation, etc.)[Briot, 1996], (2) decommunication(synchrone,
asynchrone, avec réponse anticipée, etc.), et (3) d’invocation(avec estampillage
temporel, avec priorités, etc.). ACTALK permet d’associer, relativement librement,
ces différents modèles à des classes d’objets/programmes et ainsi de faire varier
leurs paramètres de concurrence et de communication.
La plate-forme GARF [Garbinatoet al., 1994 ; Garbinatoet al., 1995] est, quant
à elle, spécialisée pour la programmation répartie et tol´ rante aux fautes. Elle clas-
sifie différents modèles : (1) de gestion d’objet (persistant, dupliqué, etc.) et (2) de
communication (un seul destinataire,(( multicast)), atomique, etc.). Ces deux di-
mensions semblent s’avérer en pratique suffisantes pour traiter une large gamme de
problèmes d’applications réparties et tolérantes aux ftes.
De manière plus générale, selon les objectifs visés, ainsi que l’équilibre re-
cherché entre flexibilité, généralité, simplicité et efficacité, un langage, ou système,
sera plus ou moinsréflexif. Tout dépend en effet de la quantité et la portée des
mécanismes qui seront ainsi(( remontés)) au méta-niveau. Ainsi, certains mécanismes
peuvent s’exprimer sous forme dem´ thodes ŕeflexives, sans faire intervenir un méta-
objet explicite et complet.
Le langage SMALLTALK -80 est un exemple très représentatif de cette dernière
catégorie. En plus de la méta-représentation desstructuresdu programme et de son
exécution (les classes, méthodes, messages, contextes,processus, etc., sont des ob-
jets à part entière, voir au§ 6.5.2), quelques mécanismes réflexifs très puissants per-
mettent également, un certain contrôle de l’ex́ecution(redéfinition de la transmission
de messages en cas d’erreur, référence au contexte courant, échange de références,
etc.). Ces facilités permettent la construction aisée, et l’excellente intégration[Briot
et Guerraoui, 1996], de nombreuses plates-formes de programmation concurrente,
parallèle et répartie, telles que SIMTALK , ACTALK , GARF et CODA.
6.7.5 Exemples d’applications
Nous allons maintenant rapidement illustrer, pour une archite ture réflexive
donnée : CODA 15, l’introduction transparente de divers modèles de parallélisme et
14. Pour être plus précis, comme un objet standard SMALLTALK , car CODA est actuellement mis en
œuvre en SMALLTALK .
15. Voir [McAffer, 1995] pour une description plus détaillée de son architecture et d ses bibliothèques
de composants.
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de répartition. Notez que, dans le cas de CODA, ainsi que pour la plupart des autres
architectures réflexives décrites dans ce chapitre, le modèle de programmation de
base estintégŕe, tandis que la réflexion permet une spécialisation via différentes
bibliothèquesde méta-composants.
Modèle d’ex́ecution concurrente
De manière à introduire la concurrence au niveau d’un objet donné (en le ren-
dantactif, selon les principes de l’approche intégrée), deux méta-composants sont
spécialisés. Un composant spécialisé destockage des messages reçus16 est une file
d’attente (( queue)) de type FIFO) qui stockera les messages selon leur ordre d’ar-
rivée. Un composant spécialisé d’ex́ecutionassocie une activité indépendante (mise
en œuvre par un processus SMALLTALK ) à l’objet. Ce processus exécute une boucle
infinie de sélection et de traitement du premier message retiré du composant de
stockage des messages reçus.
Modèle d’ex́ecution répartie
De manière à introduire la répartition, un nouveau méta-composant estrajouté,
pourencoder((( marshal)) ou encore(( serialize))) les messages destinés à des objets
distants. De plus, deux nouveaux objets spécifiques sont aju és, qui représentent
les notions deréf́erence distante(vers un objet distant) et d’espace ḿemoire et de
nom. L’objet référence distante possède un composant spécialisé deréception de
message, qui a la responsabilité d’encoder le contenu (arguments)du message en
une suite d’octets, et de l’envoyer à travers le réseau jusqu’à l’objet distant. Ce der-
nier possède un composant spécialisé deréception de message, qui reconstruit et
réceptionne le message. Les choix d’encodage, tels que : quel argument doit être
passé par référence, par valeur (c’est-à-dire copié), jusqu’à quel niveau de profon-
deur, etc., peuvent être spécialisés par undescripteur d’encodage, détenu par le
composant d’encodage.
Protocoles de migration et de duplication
La migration est introduite à travers un nouveau méta-composant qui décrit les
protocoles (comment) et les politiques (quand, voir au 6.7.6) de migration. La dupli-
cation, mécanisme dual, est gérée par deux nouveaux méta-composants supplémen-
taires. Le premier contrôle l’accès à l’état de l’objetoriginal. Le second contrôle
l’accès à l’état d’une copie.̀A nouveau, les choix d’encodage, tels que : quel argu-
ment doit être passé par référence, par valeur, par(( déplacement)) ((( call-by-move)),
c’est-à-dire migré, comme dans le langage EMERALD [Jul, 1994]), avec attache-
ments, etc., peuvent être spécialisés par undescripteur d’encodage, détenu par le
composant deduplicationde l’objet original. Le descripteur permet également de
spécialiser les caractéristiques suivantes : quelles parties de l’objet doivent être du-
pliquées (permettant ainsi une duplication sélective des seules parties critiques d’un
objet donné) et diverses politiques de maintien de la consistance entre l’original et
ses copies.
16. Le composant de stockage par défaut se contente de passer imm´ diatement chaque nouveau mes-
sage reçu, directement au composant d’exécution.
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6.7.6 (Quelques) autres exemples d’architectures réflexives
Installation dynamique et composition de protocoles
L’architecture réflexive MAUD [Aghaet al., 1993] se concentre sur la tolérance
aux fautes. Elle offre un cadre pour uneinstallation dynamiqueet la composi-
tion de méta-composants spécialisés pour des protocoles, tes qu duplication et
transactions. Trois méta-composants (envoi des messages, réc ption, et état) sont
considérés dans MAUD. La possibilité d’associer les méta-composants (méta-objets),
non seulement à des objets, mais aussi à des méta-composants (qui sont des objets
de plein droit), ouvre la voie de la composition de protocoles. Le principe est le
suivant : on associe un couple de méta-composants d’envoi,et de réception de mes-
sages, respectivement à un autre couple de méta-composants. On assure ainsi une
composition des protocoles par couches successives. De plus, l’association dyna-
mique de méta-composants permet une installation uniquement au cours des besoins
et pendant l’exécution du programme.
Contr ôle de la migration
L’avantage des objets, et plus encore des objets actifs, estqu’ils sont auto-
nomes, donc plus aisés à faire migrer d’(( une seule pièce)). Néanmoins, la décision
éventuelle de migrer un objet est un point d’importance et qui reste souvent la res-
ponsabilité du programmeur (par exemple en EMERALD [Jul, 1994]). Il peut être
ainsi intéressant de semi-automatiser cette décision, en suivant diverses considé-
rations, telles que les charges des différents processeurs. La éflexion permet d’inté-
grer de telles informations statistiques (résidentes pour les ressources physiques
et partagées, telles que les charges des processeurs, ou d´eductibles au niveau des
méta-composants pour les informations locales à l’objet, tel que le pourcentage de
communications distantes), et de s’en servir pour développer divers algorithmes de
migration décrits au méta-niveau dans le langage. Des exemples de tels contrôles
avec toute la puissance algorithmique du langage, et indépendants du programme
de l’application, sont décrits dans[Okamura et Ishikawa, 1994].
Spécialisation de politiques syst̀eme
Le système d’exploitation réparti APERTOS[Yokote, 1992] représente un exem-
ple significatif de système d’exploitation complètementconçu selon une architec-
ture réflexive (à objets). En plus de la modularité et de lagénéricité apportées
par l’utilisation d’une approche applicative objet (commepour le système d’ex-
ploitation CHOICES, déjà décrit au§6.5.4), la réflexion permet lasṕecialisation
(éventuellementdynamique) du système pour les besoins d’un type donné d’ap-
plication. Ainsi en APERTOS, il est relativement aisé de spécialiser la politique de
séquencement, par exemple pour introduire des contraintes de type temps-réel. Un
gain supplémentaire est dans la taille du noyau du système, qui st particulièrement
minimal, étant réduit à la mise en œuvre des opérations réflexives de base et les
abstractions de ressources de base. Ce dernier point aide donc à la compréhension
et au portage du système.
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Extension réflexive d’un syst̀eme commercial existant
Une méthodologie réflexive a récemment été utilisée pour incorporer des pro-
tocoles transactionnels étendus17 dans un système transactionnel commercialdéjà
existant[Barga et Pu, 1995]. L’idée est d’étendre le moniteur transactionnel standard
pour rendre visibles un certain nombre de caractéristiques, telles que : délégation de
verrou, identification de dépendances entre transactions, définition de conflits, et de
les représenter par des opérations réflexives. La mise enœuvre, minimale et modu-
laire, repose sur l’utilisation d’(( appels montants)) ((( upcalls))). Il est alors possible
de mettre en œuvre divers protocoles transactionnels étendus, tels que :(( split/join )),
(( cooperative groups)) [Barga et Pu, 1995], à partir des opérations réflexives.
Le (( run-time )) générique comme approche duale
Notons également que, de manière plus générale, nous assistons à un rapproche-
ment mutuel entre langages de programmation et systèmes d’exploitation. Les lan-
gages de programmation tendent à avoir une représentation de plus en plus étendue,
et de haut niveau (réflexion), du modèle d’exécution sous-jacent. De manière duale,
plusieurs systèmes d’exploitation répartis offrent maintenant des couches logicielles
d’exécution générique ((( generic run time))), par exemple COOL [Leaet al., 1993].
Ces couches génériques sont conçues pour être utilisées par divers langages, à l’aide
d’un ensemble d’appels montants (upcalls), déléguant les représentations ou fonc-
tions spécifiques au langage de programmation.
Enfin, dans un même ordre d’idée d’interfaces entre niveaux, la réflexion a
également été proposée pour lier les différents niveaux (d’objet à agent) d’un système
multi-agent[Ferber et Carle, 1991].
6.7.7 Bilan de l’approche ŕeflexive
La réflexion offre un cadre méthodologique pour la spécialisation de modèles
d’exécution parallèle et répartie, par spécialisation et intégrationde (méta)-biblio-
thèquesintimement avec le langage ou le système, tout en les décorrélant des pro-
grammes d’applications.
De nombreuses architectures réflexives sont actuellementproposées et évaluées.
Nous en avons évoqué ici plusieurs, à travers diverses gammes d’applications. Il est
encore trop tôt pour dégager, et valider, une architecturréflexive générale et opti-
male pour la programmation parallèle et répartie (bien que CODA [McAffer, 1995]
nous semble un pas intéressant dans cette direction). Il nous faut pouvoir compléter
notre expérience dans différents domaines d’applications, pour être mieux à même
d’identifier les équilibres à trouver entre la flexibilit´e requise, la complexité de l’ar-
chitecture, et l’efficacité résultante.
Une première critique de la réflexion porte sur la relativecomplexité des archi-
tectures réflexives. Mais, et indépendamment du temps d’apprentissage nécessaire
pour une nouvelle culture, cela est en partie lié aux gains qu’elles offrent en matière
17. C’est-à-dire, relâchant certaines des propriétéss andard (( ACID )) : atomicité, consistance, isola-
tion, durabilité) des transactions.
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de flexibilité. Un problème fondamental18 tient à la capacité de composition arbi-
traire de méta-composants venant d’origines diverses, mais qui peuvent contrôler
des aspects ou ressources qui se recoupent. Enfin, un problème concret tient à l’ef-
ficacité, du fait des indirections et interprétations supplémentaires que la réflexion
peut entraı̂ner. Deux approches opposées pour réduire ces surcoûts tiennent en : (1)
la réduction de la portée de la réflexion au niveau de la compilation, par exemple
pour l’architecture OPENC++ [Chiba, 1995], ou bien (2) l’utilisation de techniques
de transformation de programmes, et en particulier l’évaluation partielle[Masuhara
et al., 1995], pour réduire au maximum l’interprétation.
6.8 Conclusion
La programmation par objets est, très certainement, un desmeilleurs vecteurs
actuels pour le développement de systèmes et applications informatiques parallèles
et réparties. Nous avons identifié et étudié trois approches qui se révèlent complé-
mentaires.
L’approcheapplicative(parbibliothèques) aide à la structuration des systèmes
parallèles et répartis, à l’aide des concepts objets. L’approcheintégŕeeoffre au pro-
grammeur un cadre conceptuel simplifié, de par l’unification qu’elle réalise entre
concepts objets et concepts de la programmation parallèleet r´ partie. Enfin, l’ap-
procheréflexiveoffre un cadre conceptuel pour intégrer intimement des bibliothèques
de protocoles avec un langage ou un système. La réflexion permet de spécialiser et
d’adapter le modèle d’exécution (parallèle, réparti,tolérant aux fautes, temps-réel,
etc.) d’une application, avec un minimum de modifications pour le programme de
l’application.
Les développements respectifs de ces trois approches ont des objectifs complé-
mentaires. L’approcheapplicativeest destinée aux concepteurs de systèmes et vise
à identifier les abstractions fondamentales des systèmesinformatiques parallèles et
répartis. Elle est plus particulièrement destinée aux concepteurs de systèmes. Sa
principale limitation est que la programmation d’une application et de l’architecture
parallèle et répartie sous-jacente sont représentéespar des concepts et objets dis-
tincts. L’approcheintégŕeeest destinée aux concepteurs d’applications, et vise à la
définition d’un langage de programmation de haut niveau comportant un nombre mi-
nimal de concepts. Sa principale limitation tient en la possible réduction de flexibi-
lité et d’efficacité qu’elle entraı̂ne. L’approcher ´ flexiveest destinée aux concepteurs
d’application qui souhaitent spécialiser le système pour les besoins propres à leur
type d’application, et de manière duale aux concepteurs desyst` me qui souhaitent
ainsi concevoir leur système selon une telle architecture(( ouverte)) et adaptable.
Elle apporte ainsi une articulation entre (et doncne remplace pas) les approches
applicative et intégrée, ainsi que leurs niveaux respectifs d’intervention.
18. Ce problème général, de composition arbitraire de modules logiciels, dépasse d’ailleurs de loin le
seul cadre de la réflexion. La réflexion offre cependant un cadre intéressant, pour aborder en particulier la
notion de modules logiciels évolutifs, qui adaptent eux-mêmes leur interface à un nouvel environnement
logiciel [Kishimotoet al., 1995].
7
Programmation parall èle et
r éactiveà objets
DANS LE CADRE DE LA PROGRAMMATION PARALLÈLE, répartie, ou concur-rente, nous présentons un modèle et un langage mettant en œuvre le para-
digmeobjet. EIFFEL//, extension du langage EIFFEL (cf. chapitres 2 et 3), se situe
dans la catégorie deslangages de classes, et le parallélisme qui en résulte est de
typeMIMD .
L’objectif et l’originalité principale du modèle proposé est laréutilisation: ap-
porter à la programmation parallèle le potentiel de réutilisa ion des langages à ob-
jets.
La section 7.1 présente les concepts du langage EIFFEL// ; nous les illustrons
par un exemple à la section 7.2. La section 7.3 démontre comment il est pos-
sible de réaliser dans le cadre impératif proposé une programmation abstraite et
déclarative du contrôle des processus. La réutilisation n us permet de proposer une
démarche de programmation (section 7.4). Utilisant les possibilités d’extension par
bibliothèques, la section 7.5 étend le modèle d’objet actif en introduisant un modèle
d’objet réactif.
7.1 Modèle de programmation parall̀ele
Cette première section présente et discute le modèle de programmation parallèle
asynchrone que nous proposons, son illustration et sa mise en œuvre par le langage
EIFFEL//, une extension du langage EIFFEL [Meyer, 1992a] (voir chapitre 2).
7.1.1 Ex́ecutions concurrentes
L’expression des exécutions concurrentes est une dimension e sentielle des sys-
tèmes parallèles. Nous situant dans le cadre restreint duparallélisme asynchrone,
la conception d’un modèle soulève une première question: c mment exprimer les
activités concurrentes?





FIG. 7.1:Syst̀eme śequentiel̀a l’exécution.
Une des caractéristiques de la programmation à objets estl’unification des con-
cepts detypeet modulesous une seule et unique notion : la classe. Elle est à la fois
un type abstrait de donnée et un module (voirchapitre 6).
Lorsqu’il s’agit d’ajouter le concept de processus, une unification fondamentale
intervient : aucune construction spécifique n’est ajoutée au langage pour permettre
l’expression de l’exécution concurrente ; la notion de processus est exprimée grâce à
cette même notion de classe. Syntaxiquement, cette structure du langage va permet-
tre d’exprimer les tâches d’un système. D’un point de vue sémantique, on obtient la
conséquence suivante :
Un processus est l’instance d’une classe ; il est typé.
En résumé, une des contributions principales du paradigme objet à la program-
mation parallèle se traduit au niveau des déclarations par l’équation :module = type
= tâche. Dynamiquement, au niveau des instances, l’équation devient :objet = pro-
cessus. On parle alors aussi d’objet actif. Certains modèles de langages à objets pa-
rallèles ne présentent pas cette unification mais conservent une notion de processus
orthogonale à la notion de module ; il nous semble que ces propositions n’exploitent
pas un des intérêts principaux de la programmation à objets parallèle.
7.1.2 Structuration de l’activit é
Nous venons de décider que les processus de notre modèle sont des objets. La
question qui se pose maintenant est la suivante : tous les objts sont-ils des proces-
sus?
Certains langages répondent par l’affirmative à cette question. C’est le cas du
modèle acteur originel developpé en particulier par les langages PLASMA [Hewitt,
1977], ACT 1 [Lieberman, 1987] et ACT 3 [Agha, 1986], mais d’autres langages tels
que ABCL/1 [Yonezawaet al., 1987], ORIENT84/K [Ishikawa et Tokoro, 1987],
CONCURRENT SMALLTALK [Yokote et Tokoro, 1987] et POOL [America, 1986]
présentent également cette caractéristique.
Mais pour notre part, nous répondons à cette question par la négative. Sans pou-
voir entrer ici dans les détails (voir[Caromel, 1991] pages 17 à 22), les raisons de
ce choix sont les suivantes :
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• Le premier argument est d’ordre pratique, les ressources devenant insuffi-
santes si tout objet, même le plus simple, doit être trait´e comme un processus.
• La principale raison est plutôt conceptuelle. Dans une application, les pro-
cessus expriment les différentes activités parallèles. Si l’on décide que tous
les objets sont des processus, la structuration et le contrˆole du degré de pa-
rallélisme d’une application doivent être réalisés àun niveau d’abstraction
trop faible, celui des routines par exemple.
En conséquence, la réponse à la question soulevée est lasuivante :
Les processus sont des objets, mais tous les objets ne sont pades processus.
Lors de la conception d’une application parallèle, décidr que tel objet est un
processus équivaut à préciser qu’il fonctionne de façon asynchrone par rapport au
reste du système. Nous reviendrons sur les conséquences de choix, en particulier
lors de l’étude des aspects méthodologiques (section 7.4).
7.1.3 Objets et processus
Un système parallèle se compose donc de deux types d’entités : desobjetset
desprocessus. Les objets restent des structures de données classiques :pas ifs, ils
exécutent leurs routines uniquement lorsque celles-ci sont appelées par une autre
entité du système. En revanche, la caractéristique d’unprocessus est de disposer
d’une activité propre ; un système est constitué d’autant d’activités parallèles que de
processus. De façon schématique, nous pouvons résumer la notion de processus par
l’équation suivante :processus = objet + activité propre.
Dans un système séquentiel (figure 7.1), un programme est un ensemble d’ob-
jets munis d’un seul processus : l’objet racine du système.L’activité commence par
l’exécution de la routine de création de cet objet (par exempl Create en EIFFEL).
Le contrôle d’exécution se propage ensuite dans l’ensemble du système par le biais
des appels de routines.
Avec l’introduction du parallélisme, un système parall`ele comprend objets et
processus (figure 7.2). Il n’y a plus un processus mais un ensemble de processus,





FIG. 7.2:Syst̀eme parall̀eleà l’exécution.
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7.1.4 La classePROCESS
Rappelons, sous une autre forme, l’orientation qui a été prise : certaines classes
s’instancient en processus. Un mécanisme doit permettre de définir les classes dont
les instances sont des processus.
Nous utilisons l’héritage ; la notion de processus est représentée par une classe
particulière :PROCESS. Un processus est :
l’instance d’une classe qui hérite directement ou indirectement de la classe
PROCESS.
La figure 7.3 présente cette classe. Lors de la conception d’une classe, s’il ap-
paraı̂t que ses instances doivent être des processus, il suffit alors que cette classe
hérite dePROCESS. Lorsque le langage permet l’héritage multiple (c’est le cas pour
EIFFEL), ce mécanisme n’entre pas en conflit avec d’autres utilisations de l’héritage
(spécialisation, généralisation, implémentation).
Après son initialisation, un objet processus exécute sa routineLive : elle repré-
sente le corps du processus. Lorsque cette routine prend fin,le processus se termine
également. Notons que la routineLive définit un comportement par défaut : un ser-
vice FIFO des points d’entrés du processus. Nous verrons ultérieurement comment
définir un comportement spécifique (section 1.6).
Enfin, remarquons une dernière simplification due à l’unification objet/processus :
la notion de terminaison des processus peut être réaliséselon le principe du ramasse-
miettes. Un attribut particulier (I am alone) reflète le fait qu’un processus n’est
plus référencé par aucun autre processus actif. Dans ce cas, le processus peut, si tel
est le comportement recherché, se terminer. Ceci représente également la politique
par défaut.
class PROCESS
-- Toute instance d’un heritier de cette classe est un processus
feature
Live is -- Corps par defaut des processus:









FIG. 7.3:PROCESS : la classe processus.
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7.1.5 Communication : la syntaxe
Un processus est un objet. En ce sens, il présente des routines exportées, les
services que ce processus offre à ses clients. Ce mécanisme d’appel de routine,
fondement de la programmation séquentielle, va également être utilisé pour la com-
munication entre processus. Une syntaxe classique va permettre d noter l’appel des
routines d’un processus : lanotation point́ee.
Plus précisément, soitP une classe héritière dePROCESS etp une entité declarée
de typeP. Si f est une routine déclarée et exportée deP, alors la notation
p.f ( ... );
dénote une communication entre le processus courant et le proc ssusp.
L’unification est donc la suivante :
Communication entre processus = Appel de routine
Une banalisation des communications entre les processus constitue un des ap-
ports spécifiques de la programmation à objets. L’originede l’unification peut être
vue dans le modèle acteur développé par Carl Hewitt[Hewitt, 1977]. Depuis ces tra-
vaux, de nombreux langages présentent l’unificationappel de routine/communication
entre processus. Citons par exemple les langages ABCL/1, ORIENT84/K, CONCUR-
RENT SMALLTALK , POOL et HYBRID [Nierstrasz, 1987].
Cependant, notre modèle apporte une dimension supplémentaire : l’utilisation de
l’héritage (classePROCESS) pour structurer le parallélisme. Il est possible de réalis r
uneaffectation polymorphentre objet et processus : une entité qui n’est pas un pro-
cessus, va pouvoir dynamiquement référencer un processus. La liaison dynamique
va donc se produire entre un objet et un processus : ce qui, statiquement, n’est qu’un
simple appel de routine va, à l’exécution, donner lieu à une communication entre
deux processus. Un tel mécanisme contribue très fortement à la souplesse du modèle
proposé : il autorise la réutilisation de codes pré-existants lors de la construction des
systèmes parallèles. Il permet également la transformation d’un système séquentiel
en un système parallèle ; nous détaillerons cette derni`ere possibilité ultérieurement.
7.1.6 Śemantique de la communication
Le principe de la sémantique d’une communication entre processus consiste à
décomposer celle-ci en 3 phases1 :
1. une interruption de l’appelé par l’appelant,
2. un rendez-vous pour la transmission de la requête à l’appelé,
3. ultérieurement un service asynchrone de la requête.
Notons tout d’abord que cette communication est globalement asynchrone; l’ap-
pelant n’est pas bloqué en attendant le service de la requêt par l’appelé. Ce premier
choix se justifie par un souci der ´ utilisationet destructuration du paralĺelisme:
décider de l’asynchronisme au niveau de la classe permet der´ aliser une paralléli-
sation globale, et facilite ainsi la réutilisation.
1. Pour plus de détails sur ces choix, voir[Caromel, 1991], pages 30 à 36.
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D’autre part, les deux premières phases nous permettent d’obtenir les avantages
de deux mondes apparemment incompatibles, celui de la communication à base de
rendez-vouset celui de l’envoi asynchrone de messages. Les langages quiutilisent le
rendez-vous (CSP[Hoare, 1978 ; Hoare, 1987], ADA [Ichbiahet al., 1979], OCCAM
2 [INMOS Limited, 1988] ...) présentent toujours une communication synchrone,
alors que les langages à base d’envoi de messages asynchrones (ACT 3, ABCL/1,
CONCURRENT SMALLTALK ...) n’incorporent pas le concept de rendez-vous. No-
tons que la notion deséquencedu langage LC3 [Banatre, 1990] permet également
une certaine synthèse entre communications synchrone et asynchrone.
Transmission synchrone
Ce paragraphe présente la mise en œuvre des deux premièresétap de la com-
munication. Lorsqu’un processus envoie une requête à un autre processus, il doit
interrompre ce dernier afin d’entrer en rendez-vous avec lui: rendez-vous pendant
lequel la requête est transmise.
Plus précisement, un objeto qui exécute l’instructionp.f ( ...), oùp réfé-
rence dynamiquement un processus, déclenche les opérations suivantes :
1. Le processusp est interrompu.
2. Un rendez-vous s’établit entreo etp.
3. Un objet de typeREQUEST représentant l’appel def est transmis deo versp
(figure 7.4).
4. Le rendez-vous se termine :o exécute l’instruction suivante,p reprend son
activité précédente.
Le mécanisme d’exception utilisé ne présente aucune sp´ecificité et nous ne
le détaillerons pas ici. Notons simplement que lorsqu’uneexception correspon-
dant à une communication est déclenchée chez l’appelé,un récupérateur d’excep-
tion (handler) spécifique,receive request est exécuté. Pendant l’exécution de
ce récupérateur, l’objet de typeREQUEST est transmis de l’appelant vers le contexte
du processus appelé. Celui-ci, à la fin du récupérateur,p t reprendre son cours où
l’exception l’avait interrompu.
La classeREQUEST permet quant à elle de modéliser un appel de routine ainsi
que son service. L’attributfeat représente la routine à exécuter,parameters la
liste des paramètres effectifs. La routineserve permet le service de la requête : la
routine cible est exécutée avec les paramètres effectifs. Un opérateur particulier (& )
appliqué à une routine retourne un objet du typeROUTINE ; celui-ci représente une
modélisation de la routine qui peut ainsi être manipulée(passée en paramètre, etc.).
Ce type de technique s’apparente à laréflexivit́e. Plus précisement, la modélisation
des requêtes et des routines correspond à uneco cŕetisation de messages(message
reification [Ferber, 1989a ; Foote et Johnson, 1989]) : les appels de routines ainsi
que les routines sont modélisés par des classes particulières, et peuvent ainsi être
manipulés par le programmeur en tant qu’objets instances de ces classes.
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class REQUEST -- Modelisation d’une requete envoyee a un processus
export
feat, parameters, time, serve
feature
feat: ROUTINE; -- Routine destinatrice de la requete
parameters: LIST [ANY]; -- Parametres effectifs
time: REAL; -- Moment d’arrivee de la requete (temps local)
serve is -- Sert la requete:
-- Execute la routine avec les parametres effectifs
do ... end;
end -- REQUEST
FIG. 7.4:REQUEST : la mod́elisation des reqûetes.
Service asynchrone
Considérant que la requête est dans le contexte du processus appelé, il s’agit
maintenant de définir comment laservir, à savoir :
1. Sélection de la requête à servir.
2. Exécution de la routine correspondante avec les paramèt es ffectifs contenus
dans la requête.
Les requêtes en attente de service sont mémorisées dans une str cture de données
classique, une liste chaı̂née par exemple. Afin de sélectionner une requête, il suffit
donc de parcourir cette liste. Toutefois, la sémantique dela communication ajoute
une contrainte : les accès à cette liste doivent être protégés.
En effet, l’envoi d’une requête est réalisé par une exception (cf. la phase syn-
chrone de la communication). Au cours de celle-ci, la principale action est l’ajout
d’un élément à la liste (une nouvelle requête en attentede service). Si une excep-
tion se produit lorsque le processus parcourt la liste pour sélectionner une requête à
servir, alors il y a un risque d’incohérence. La solution àce problème consiste à se
protéger de l’exception utilisée pour la communication entr les processus chaque
fois que l’on doit parcourir ou modifier la liste des requêtes.
Une routine permettant à un processus de servir une requêta ra donc la struc-
ture générale suivante :
1. Protection contre l’arrivée éventuelle de nouvelles requêtes.
2. Sélection d’une requête à servir.
3. Sortie du mode protégé.
4. Service de la requête sélectionnée.
Une routine réalisant la sélection et le service de la plusancienne requête en-
voyée à une routine donnée, aura donc la structure suivante :
serve_oldest_of (feat: ROUTINE) is
-- Sert la plus ancienne requete sur feat




<Se proteger contre l’arrivee de nouvelles requetes>
<Selectionner "w_request": la plus ancienne requete sur "feat">
<La retirer de la liste>
<Sortir du mode protege>




La phase de service (4) est réalisée grâce à la routineserve de la classeREQUEST
(figure 7.4). Si la variablew request contient la requête à servir, le service se tra-
duit simplement par l’instructionw request.serve.
Lors de la programmation d’un processus, ce type de routine est directement
accessible ; on les utilisera afin de programmer le corps du processus. Par exemple,
dans une classeBUFFER, le service de la plus ancienne requête reçue sur la routine
put sera exprimé par :serve oldest of (& put); .
Notons que ce service est non-bloquant. Si aucune requête adressée à la rou-
tine feat n’a été trouvée, alors aucun service n’est réalisé et l’exécution continue.
Cependant, des services bloquants sont tout aussi nécessaires. Ils sont également
programmables : lorsqu’aucune requête à servir n’est disponible, il suffit d’attendre
qu’il y en ait une. Une instruction particulière est utilisée : elle permet d’attendre
l’arrivée d’une nouvelle requête.
Ces deux types de services (bloquant et non-bloquant) ne sont pas les seuls. No-
tons par exemple des services avec attente limitée, ou encore des services où l’on
sélectionne la requête à servir en fonction de la valeur ds paramètres effectifs. Il
est également possible de programmer des routines qui ne sont pas des routines de
service, mais qui sont néanmoins très utiles à la programm tion du contrôle des pro-
cessus : extraction d’informations, mise en attente, etc. Nous présentons ici quelques
exemples de services rencontrés fréquemment :
Services non-bloquants :
serve oldest : sert la requête la plus ancienne de toutes.
serve oldest of (f) : sert la plus ancienne requête portant surf.
serve oldest ofn (l) : la plus ancienne sur une routine de la listel.
...
Services bloquants :
bl serve oldest : sert la requête la plus ancienne de toutes.
bl serve oldest of (f) : sert la plus ancienne requête portant surf.
...
Services bloquants avec attente limit́ee :
timed serve oldest (t) : sert la requête la plus ancienne de toutes.
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request nb : nombre de requêtes en attente.
request nb of (f) : nombre de requêtes en attente portant surf.
...
Mise en attente :
wait a request : attente d’une nouvelle requête à servir.
wait a request of : attente d’une requête à servir portant surf.
...
Tous ces services sont donc disponibles pour la programmation des processus. Mais
beaucoup d’autres encore sont envisageables. Un des pointsforts d’un tel mécanisme
de bibliothèque est qu’il s’enrichit au fur et à mesure de son utilisation : si l’utilisa-
teur ne trouve pas la spécification qu’il cherche, il a la possibilité d’écrire lui-même
la routine dont il a besoin en utilisant le modèle de la routineserve oldest of
présentée plus haut.
La figure 5 présente une classebuffer non borńe. Elle hérite de la classePROCESS ;
ses instances seront des processus. Elle hérite également de la classeLINKED LIST,
structure de donnée non bornée, qui permet de réaliser lebuff r. Les routinesput et
get sont héritées deLINKED LIST et leur utilisation ne nécessite aucune redéfinition ;
la classeBUFFER se contente de les exporter. La synchronisation par défautFIFO ne
convenant pas ici, la routineLive est redéfinie.
Le corps du processus est constitué d’une boucle. Les services sont réalisés par
la routine non-bloquanteserve oldest of. La politique est définie de telle sorte





















FIG. 7.5:Exemple d’une classeBUFFER non borńe .
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que dans le cas où le buffer n’est ni plein, ni vide, des requˆetes surput et surget
sont en attente de service ; alors, on testealt rnativementsi des requêtes surput et
get sont présentes et à servir. Par contre, si l’on souhaite servir l s requêtes selon
l’ordre chronologique d’arriv́ee, alors la synchronisation pourra s’exprimer ainsi :
if not empty then
serve oldest ofn (& put, & get);
else
serve oldest of (& put);
end;
Cette variation constitue un exemple de la finesse offerte paune programmation
explicite du contrôle.
Pour conclure cette section, notons que le langage ne comporte as d’instruc-
tion non-déterministe du typeselect d’A DA, également présente dans d’autres
langages (CSP: [... ], OCCAM 2 : ALT, CONCURRENTC [Gehani et Roome, 1989] :
select, etc. ). Un des problèmes d’une telle instruction r´eside dans son caractère li-
mitatif : ce n’est qu’une solution — ouabstraction— parmi d’autres pour program-
mer le contrôle des processus. La proposer comme mécanisme élé entaire nous
prive d’autres solutions et nous impose ses limitations ; ontr uvera une liste des
problèmes rencontrés dans[Le Verrand, 1982 ; Gehani, 1984 ; Burns, 1985]. Par op-
position, nous utilisons les structures de contrôle classiques (boucles, tests, routines)
pour programmer le corps des processus, ce qui apporte toutela lib rté et la puis-
sance d’expression nécessaires. D’autre part, nous verrons à la section 2 comment
programmerde telles abstractions, intégrantnon-d́eterminismeet programmation
déclarativedu contrôle.
7.1.7 Synchronisation : attente par ńecessit́e
Nous avons déterminé à la section précédente que la communication entre pro-
cessus est toujours asynchrone : lorsqu’un objet envoie unerequête à un proces-
sus, il poursuit son chemin sans attendre l’exécution du service demandé. Une telle
sémantique, systématiquement asynchrone, a été trèspeu utilisée. Le seul exemple
semble être le modèle d’acteurs ; mais uniquement le modèle originel pur[Hewitt,
1977 ; Agha et Hewitt, 1987], car les langages dérivés (ABCL/1, ORIENT84/K,
CONCURRENTSMALLTALK , etc.) comportent également une communication syn-
chrone. La raison en est simple : avec un tel modèle, la maitrise du parallélisme est
difficile, voire impossible. De par la nature asynchrone descommunications, celles-
ci ne peuvent servir à coordonner les activités des différents processus. Un modèle
systématiquement asynchrone manque de synchronisation !
En effet, les appels de fonctions sont, eux aussi, réalisés selon un mode asyn-
chrone. Prenons l’exemple suivant oùb référence un processus buffer (figure 7.5) :
v := b.get ( ... );
...
v.print;
Lorsque le contrôle atteint l’instructionv.print, il n’est pas sûr que la valeurv
soit déjà disponible. Le processusb n’a peut-être pas encore réalisé le service de-
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mandé : exécuterget et renvoyer le résultat dansv. Dans la situation actuelle, il
serait donc nécessaire d’ajouter entre ces deux instructions un élément de synchro-
nisation permettant d’attendre que la valeurv soit disponible. Cette solution n’est
pas acceptable. On perdrait alors tout l’avantage de l’asynchronisme (augmenter
le parallélisme sans changer le code), puisqu’il faudraitmodifier les programmes
existants.
La solution à ce problème est aussi simple que puissante :
Un processus attend automatiquement lorsqu’il tente d’utiliser
une valeur qui n’est pas encore disponible.
Nous appelons ce principe l’attente par ńecessit́e: un processus n’attend que s’il
ne peut pas faire autrement. Lors de l’exécution d’une instruction
v := p.f ( ... );
(p référence un processus), le traitement se poursuit sans que la valeur dev soit
déjà disponible ;v est alors appelé unobjet attendu. C’est uniquement si l’on tente
d’utiliser un objet attendu que l’on est mis en attente. Dèsl’in tant où la valeur est
rendue disponible, renvoyée parp, l’exécution reprend. Si l’on ne tente pas d’utiliser
la valeurv avant le retour de celle-ci, il n’y a pas d’attente.
Cette notion d’utilisation d’un objet est très importante. Elle signifie(( utiliser
l’objet lui-même)), par opposition à l’utilisation de sa référence. Aussi,lorsqu’un
objet attendu est affecté à une autre entité ou qu’il est pa sé en paramètre d’une
routine, seule sa référence est utilisée : cela ne provoque pas d’attente. Un accès
à l’objet lui-même se produit dans deux cas : (1) l’appel de’une de ses routines,
(2) l’accès à l’un de ses attributs. Syntaxiquement, celas traduit par une notation
pointée de cet objet(v.r).
Il est possible d’inclure des appels à des processus dans les expressions. Dans ce
cas, l’attente par nécessité joue également son rôle desynchronisation. Par exemple :
r := obj.rout or p.f;
p.f.print;
Dans ces deux cas, le résultat de l’appel asynchrone est utili é immédiatement afin
de poursuivre l’évaluation de l’expression. En conséquence, une attente immédiate
du résultat se produit.
La notion defutur (ABCL/1, [Halstead, 1985], etc.) recouvre aussi l’idée d’une
variable résultat d’un calcul pas encore terminé. Elle est proche de celle d’attente par
nécessité mais demande cependant une programmation explicit : un programmeur
souhaitant employer une variable comme futur est obligé dele préciser. Syntaxi-
quement, cela se traduit toujours par une construction spécifique qu’il est nécessaire
d’ajouter dans le texte du programme. En revanche, l’attente par nécessité ne re-
quiert aucune notation particulière. Cette différence,au demeurant très faible et qui
pourrait sembler uniquement syntaxique, a de très importantes répercussions sur un
objectif important : la réutilisation dans le cadre de la programmation parallèle. En-
fin, remarquons que l’attente par nécessité facilite également l’écriture directe de
programmes parallèles ; le programmeur est déchargé de l’ ffort supplémentaire de
codage imposé par l’utilisation de variables ou de notations spécifiques.
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Autre cas d’attente par nécessit́e
Lors de l’appel de la routine d’un processus, la transmission des paramètres
n’est plus effectuée par référence, maispar copie:
Entre processus, les objets passifs sont transmis par copie.
Ce choix (voir[Caromel, 1991] pages 50 à 54 pour sa justification) permet d’ob-
tenir par défaut et automatiquement des systèmes sans objet partagés: chaque objet
passif est accessible par un seul objet actif. La section(( Démarche de conception))
(section 7.4) détaille les implications de cette stratégie. Les processus, quant à eux,
sont bien sûr toujours transmis par référence.
Cette règle peut provoquer une nouvelle situation d’attente automatique. Celle-
ci se produit dans la situation suivante : un objet attendu est en paramètre d’un appel
à un processus. Lors de l’exécution d’une instructionp.g(obj), si
1. obj est un objet attendu ou
2. obj référence directement ou indirectement un objet attendu,
alors une attente par nécessité se produit : l’exécutionest retardée jusqu’à ce que
l’objet attendu ne le soit plus. En effet, contrairement à une transmission habituelle
de paramètres où seule la référence des objets est utiliée, a transmission par copie
nécessite un accès à la valeur même des objets.
Attente explicite
Il est parfois nécessaire de programmer une synchronisation qui ne découle pas
de l’utilisation d’une donnée. Deux routines universelles, définies par exemple dans
la classeANY et donc applicables à tout objet, permettent de telles opérations :Wait
etAwaited.
Dans le programme suivant :
v := p.f ( ... );
...
v.Wait;
l’instructionv.Wait est une attente explicite de la valeurv. Remarquons que l’ins-
tructionp.f( ... ).Wait; permet de réaliser l’équivalent d’une communication
synchrone.
La routine universelleAwaited permet de tester l’état (attendu ou non) d’un
objet. Un exemple d’utilisation est le suivant :




... -- Actions à réaliser pendant l’attente de v
end;
< utilisation de v>
Après l’appel asynchronev := p.f ( ... ), la boucle permet de programmer des
opérations à réaliser en attendant l’objetv ; le temps d’attente est mis à profit afin
de réaliser d’autres actions.
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7.1.8 Ŕesuḿe
La présentation du modèle de programmation parallèle est maintenant complète ;
pour plus de détails, voir[Caromel, 1991]. Cette section en résume les principales
caractéristiques :
• Un processus est l’instance d’une classe qui hérite directement ou indirecte-
ment de la classePROCESS.
• Le polymorphisme joue entre objets et processus.
• La sémantique de la communication comporte trois phases :
Interruption — Rendez-vous — Asynchronisme.
• Une bibliothèque de services types permet de programmer lecorps des pro-
cessus.
• L’attente par nécessité synchronise les processus entreux.
7.2 Arbre binaire de recherche
À titre d’exemple, cette section présente comment programmer de manière pa-
rallèle l’accès à une structure de données récursive,en l’occurrence unarbre binaire
de recherche.
7.2.1 Version śequentielle
L’organisation de ce type de structure consiste à associerà chaque information
conservée une clé utilisée par des opérations d’insertionet derecherche, l’ensemble
de ces clés pouvant être trié selon un ordre total.
Les informations sont organisées sous une forme arborescente. Chaque nœud de
l’arbre contient : une information, sa clé associée, une réf´ rence sur un fils gauche,
une référence sur un fils droit.
De plus, l’invariant suivant existe : toutes les clés du sous-arbregauche(res-
pectivementdroit) sont inférieures(resp.suṕerieures) à la clé courante. La classe
BTREE (figure 7.6) répond à cette spécification. Elle est baséesur deux paramètres
génériques :
• KEY, le type de la clé : il est contraint à la conformité avec lalasseCOMPA-
RABLE afin d’assurer qu’il dispose d’une relation d’ordre total (nous emploie-
rons les opérations inférieur à,lt, et égal à,equal) ;
• INFO, le type des informations conservées dans chaque nœud.
Deux routines exportéesinsert et search permettent d’utiliser la table. Les
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class BTREE [KEY->COMPARABLE, INFO]
export
insert, search, left {BTREE}, right {BTREE}
feature
local_key: KEY; local_info: INFO;
left, right: like current;
insert(k: KEY; i: INFO) is
do
if local_key.Void then





left.insert(k, i); -- (1)
else
right.insert(k, i); -- (2)
end;
end; -- insert
search(k: KEY): INFO is
do
if local_key.Void then




result := left.search(k); -- (3)
else
result := right.search(k); -- (4)
end;
end; -- search
end; -- class BTREE
FIG. 7.6:BTREE : arbre binaire de recherche séquentiel.
Une telle requête est :
• soit satisfaite sur le nœud courant,
• soit récursivement répercutée sur l’un des deux fils, parexemple le gauche,
par une instruction du type :left.insert(k,v);
Une table vide est constituée d’un nœud unique avec une cléàvoid. À chaque
feuille correspond un nœud sans aucune information, comportant lui aussi une clé à
void.










FIG. 7.7:Arbre binaire parall̀eleà l’exécution.
7.2.2 Paralĺelisation
Le principe de parallélisation est simple (figure 7.7) : chaque nœud de l’arbre
devient un processus. Ainsi, plusieurs requêtes vont pouvoir progresser en parallèle
à l’intérieur de l’arbre.
Programmation parall èle
La classeP BTREE qui correspond à un nœud actif est définie uniquement par
héritage des classesBTREE et PROCESS (figure 7.8). Aucune autre programmation
n’est nécessaire, comme nous allons le montrer.







end; -- class P_BTREE
FIG. 7.8:P BTREE : arbre binaire de recherche parallè e.
En effet, chaque nœud étant un processus, les appels de routines surinsert et
search deviennent automatiquement et systématiquementasynchrones. Lorsqu’un
utilisateur qui référence le nœud racine de l’arbre exécute les instructions :





il ne reste pas bloqué pendant l’exécution complète de chaque requête. L’utilisateur
peut poursuivre l’exécution dès que la requête est transmise au processus racine de
l’arbre et avant que toutes les opérations soient effectivment terminées. Même si
elles ne peuvent être traitées immédiatement, les requˆet s sont mémorisées dans le
processus racine de l’arbre.




value1.print; -- attente par nécessité possible
et dans ce cas, la synchronisation sera réalisée automatiquement et seulement si le
besoin s’en fait sentir grâce au mécanisme d’attente par nécessité.
L’arbre de recherche se comporte de manière asynchrone vis-à-vis de ses clients,
mais possède également un comportement interne parallèle. Dans le cas d’une in-
sertion, lorsqu’un nœud exécute l’instruction
left.insert(k1, v1);
il transmet la requête à son fils gauche. Celui-ci étant lui-même un processus, l’ap-
pel est aussi asynchrone. Ainsi le nœud se retrouve-t-il à nouveau libre de traiter
une nouvelle requête, pouvant par exemple déclencher un appel sur son fils droit.
À un instant donné, plusieurs requêtes peuvent donc êtretrait´ es en parallèle dans
l’arbre ; leur nombre (et donc le parallélisme maximum obtenu) est d’ailleurs au
plus égal au nombre de nœuds de l’arbre.
Dans le cas d’une recherche, le traitement en parallèle desrequêtes repose sur un
mécanisme que nous n’avons pas encore présenté : lescontinuations automatiques.
Après qu’un nœud ait envoyé une requêtesearch à l’un de ses nœuds fils, il doit
renvoyer un résultat de sa recherche ; or son fils n’a pas instantanément achevé sa
propre recherche récursive.
Le mécanisme mis en œuvre afin d’éviter toute attente inutile est le suivant :
Une continuation automatique se déclenche lorsque le résultat que doit renvoyer un
processus est encore attendu : le processus qui sert la requˆete n’est cependant pas
bloqué et peut servir de nouvelles requêtes. L’arrivée ultérieure du résultat de la
requête renverra automatiquement le résultat attendu auniveau du client.
Avec ce mécanisme, il est donc également possible d’effectuer autant de recher-
ches simultanées qu’il existe de nœuds dans l’arbre et cecisans modification du
code de la routinesearch.
La définition de la classeP BTREE ne comporte pas de synchronisation (routine
Live), c’est-à-dire que les requêtes y sont simplement trait´ees selon la synchroni-
sation FIFO héritée par défaut de la classePROCESS. Cette politique de service est
très importante, car elle permet d’assurer qu’aucune requêt ne sera dépassée par
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une autre, émise plus tard : l’arbre de recherche parallèle conserve ainsi la même
sémantique que l’arbre séquentiel.
Bien que cet exemple soit simple, il montre que les mécanismes introduits se
révèlent très puissants pour exprimer des comportements parallèles. Il montre aussi
comment la bonne intégration de ces mécanismes aux concepts objet rend l’ex-
pression du comportement plus simple et plus transparente.Les schémas de pa-
rallélisation présentés dans cet exemple se retrouventdans de nombreux problèmes
et peuvent souvent être obtenus d’une façon tout aussi automatique.
7.3 Abstractions pour la programmation du contrôle
L’utilisation des structures de contrôle classiques nouspermet d’exprimer de
façon très fine le comportement des processus (figure 7.5).Ceci est très utile lorsque
des optimisations sont nécessaires ou encore dans le cadrede systèmes à caractère
temps-réel. Cependant, on peut quelquefois vouloir s’abstr ire de telles considé-
rations et travailler dans un cadre de plus haut niveau. Cette s ction démontre com-
ment le cadre présenté autorise ce type de programmation parallèle. Nous présentons
la technique permettant la programmation du contrôle des processus selon un style
implicite, voiredéclaratif.
7.3.1 D́efinition et exemples
Nous définirons une abstraction commeun cadre particulier permettant de pro-
grammer le contr̂ole des processus. Une abstraction offre au programmeur qui l’uti-
lise une certaine vision de la programmation du contrôle.
Quelques langages proposent de telles abstractions. Citons en particulier les
compteurs de synchronisation[Robert et Verjus, 1977], le concept demédiateur
[Grass et Campbell, 1986], lesconditions d’activationdu système GUIDE [Decou-
chantet al., 1989], lesensembles d’activationdu prototype ROSETTE [Tomlinson
et Singh, 1989], la notion decomportement abstraitdu langage ACT++ [Kafura et
Lee, 1989a ; Kafura et Lee, 1989b], lesfonctions de planification(scheduling func-
tions) et lespré/post ambules(pre-post ambles) [McHale, 1994]. Notons également
la spécification de synchronisation parexpression de chemins[Campbell et Haber-
man, 1974].





put: (completed (put) - completed (get)<size) and current (put) = 0;
get: (completed (put) < completed (get)) and current (get) = 0;
END buffer
La partieCONTROL permet d’exprimer les conditions d’activation des routines
put et get. Les compteurs utilisés,completed et current, ont pour valeurs res-
210 Langages et mod̀elesà objets
pectives le nombre d’exécutions(( terminées)) et(( en cours)) pour une routine. Dans
le langage ACT++, le même buffer s’écrit :
class buffer: Actor {
behavior:
empty_buffer = {put ()};
full_buffer = {get ()};




Ici, c’est la sectionBEHAVIOR qui définit la synchronisation. Pour chacun des
trois états définis (emptybuffer, full bufferetpartial buffer), les routines pouvant y
être activées sont précisées.
De par la naturedéclarativedes conditions de synchronisation, de telles pro-
grammations sont en effet plus abstraites qu’une définition mpérative de l’activité
d’un processus.́Etant plus proches d’une spécification formelle, elles facilitent en
particulier la construction de preuves[Dijkstra, 1975 ; Hoare, 1985 ; Hoare, 1987].
Le problème de telles abstractions provient du fait que chacune d’elles est pro-
posée comme cadre élémentaire et surtout unique permettant la programmation du
contrôle des processus. Outre le fait, comme nous l’avons vu précédemment, qu’il
est parfois nécessaire d’avoir un contrôle plus fin sur l’exécution, il existe toujours
des cas pratiques qui ne rentrent pas, ou mal, dans le cadre duformalisme pro-
posé. Le programmeur est alors limité ou contraint à une expression maladroite. Le
simple fait qu’il existe autant d’abstractions différents démontre qu’aucune n’est
universelle.
7.3.2 Programmer une abstraction
Notre cadre de programmation parallèle nous permet de programmer de telles
abstractions. Par exemple, définissons une abstraction qui va permettre d’associer
unecondition de blocagèa une routine : lorsque cette condition est vraie, on ne
sert pas les requêtes portant sur cette routine. Pour ce faire, on définit un processus
particulier (ABSTRACT PROCESS, figure 7.9). Quand on souhaitera programmer des
applications parallèles selon cette abstraction, on héritera de cette classe au lieu de
PROCESS.
La programmation de la classeABSTRACT PROCESS est relativement simple :
• une h-table (addressage associatif) mémorise les couples(routine à synchro-
niser, condition) ;
• une routine (associate) permet de définir de tels couples ;
• une routine (synchronization), définie par les utilisateurs de l’abstraction,
permet de spécifier la synchronisation (par le biais de la routineassociate) ;
• la routineLive sert une requête si, après évaluation, sa condition de blocage
est à faux. Dans le cas contraire, la requête est remise dans la file d’attente ;
on tentera ultérieurement de la servir à nouveau.
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class ABSTRACT_PROCESS-- Exemple de processus dote d’une abstraction





l_sync: HTABLE [ROUTINE, STRING];
-- Une h-table memorise les synchronisations
Live is -- Synchronisation du processus: on sert une requete
-- si sa condition bloquante n’est pas vraie.





from <debut de la liste des requetes>
until <fin de la liste>
loop req := <requete courante>;
r := l_sync.item (req.name);
-- routine de bloquage
if not r.execute then -- Test
<servir requete courante>;





associate (rout: ROUTINE, sync: ROUTINE) is




synchronization is -- Synchronisation par defaut:
-- aucune condition, service FIFO.
do end;
end -- ABSTRACT_PROCESS
FIG. 7.9:ABSTRACT PROCESS : un exemple d’abstraction .
Ce mécanisme permet, par exemple, de définir un buffer borné (classeABST
BUFFER, figure 7.10). Cette classe hérite de l’abstraction définifigure 7.9
(ABSTRACT PROCESS). Elle hérite également de la classeFIXED LIST d’où pro-
viennent les routines exportées (put, get), et celles utilisées pour la synchronisa-
tion (full, empty). La synchronisation est réalisée par l’association desroutines
put etget à leur routine de synchronisation, respectivementfull etempty.
Une abstraction aussi simple est, bien sûr, d’utilisationlimitée. Mais il est pos-
sible de sophistiquer le mécanisme à volonté. On remarquera qu’une instruction de
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synchronization is -- La synchronisation du buffer
do
associate (& put, & full);
associate (& get, & empty);
end;
end -- ABST_BUFFER
FIG. 7.10:ABST BUFFER : une d́efinition d́eclarative d’un buffer .
communication sélective avec non-déterminisme, comme le s lect d’A DA, n’ap-
paraı̂t que comme une abstraction parmi beaucoup d’autres.Ell peut, elle aussi,
être programmée.
7.3.3 Les abstractions et la ŕeutilisation
Le modèle développé dans le cadre de ce travail favorise la réutilisation de
routines. Mais en plus de ce type de réutilisation présenté section 7.2, il est
également intéressant de réutiliser le contrôle lui-même (le corps des processus). Ce-
pendant, une programmation explicite du contrôle (figure 7.5) ne favorise pas cette
réutilisation ; ce problème a été identifié et discutédans différents travaux[Briot
et Yonezawa, 1987 ; America, 1987 ; Decouchantet al., 1989 ; Papathomas, 1989 ;
Tomlinson et Singh, 1989 ; Kafura et Lee, 1989a ; Kafura et Lee, 1989b ; Frolund,
1992 ; Matsuoka et Yonezawa, 1993 ; Meseguer, 1993 ; Bergmans, 1994]. En effet,
la nature impérative du contrôle explicite oblige souvent à réécrire complètement le
corps d’un processus lorsque la spécification change, même l´ gèrement. L’abstrac-
tion présentée à la section précédente autorise une telle réutilisation du contrôle, au
moins dans un grand nombre de cas. Nous illustrons ce mécanisme en définissant
une variante du buffer programmé selon cette abstraction.
On souhaite définir un buffer qui, en plus deput et deget, exporte deux nou-
velles routines :
- get last : retourne le dernier élément ajouté dans le buffer ;
- nb element : fonction qui retourne le nombre d’éléments du buffer.
La classeABST BUFFER2 (figure 7.11) programme cette spécification. Afin de définir
cette classe processus, on hérite du bufferABST BUFFER (figure 7.10). L’ancienne
routine de synchronisation est renommée enold synchronization. Ainsi, elle
pourra être réemployée lors de la redéfinition de la routine de synchronisation ; on
réalise de cette manière une définition incrémentale ducontrôle. La nouvelle routine
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class ABST_BUFFER2 [T] -- Nouveau buffer, definition incrementale
-- de la synchronisation
export
put, get, get_last, nb_element
inherit
ABST_BUFFER
rename synchronization as old_synchronisation;
redefine synchronization
feature
synchronization is -- La nouvelle synchronisation du buffer
do
old_synchronisation;
associate (& get_last, & empty);
end;
end -- ABST_BUFFER2
FIG. 7.11:ABST BUFFER2 : r éutilisation de la synchronisation.
exportéeget last se voit attacher la condition de blocageempty. En revanche, au-
cune contrainte de synchronisation n’est spécifiée pour la routinenb element : elle
peut être appelée dans toutes les configurations du buffer— sa condition de blocage
a toujours la valeurfaux.
7.3.4 Ŕesuḿe – perspectives
En conclusion de cette section, notons que le mécanisme d’abstraction présenté
va permettre le développement de bibliothèques d’abstractions pour la synchroni-
sation des processus ; la figure 7.12 illustre ces possibilités. Le programmeur d’ap-
plications parallèles pourra sélectionner celle qui convie t le mieux au problème à
programmer — comme on peut déjà le faire pour les structures de données. Dans
le cas où l’abstraction dont il a besoin ne s’y trouverait pas, il pourra en définir
une nouvelle. Si cela s’avère impossible, il lui restera laressource de revenir à une
programmation explicite du contrôle en héritant directement de la classePROCESS.
7.4 Démarche de conception
Cette section propose une démarche de conception : nous définissons une métho-
de pragmatique constituée de quatre phases successives (figure 7.13). D’ambition
limitée, son but est de guider le programmeur lors de la structu ation et de la pro-
grammation d’une application parallèle.
La méthode est principalement fondée sur la réutilisation de programmes. La
structuration d’un système en différentes activités parallèles se fonde sur la struc-
turation objet préexistant dans l’application séquentielle ; on décide de transfor-
mer un certain nombre d’objets en processus. Contrairementà d’autres méthodes







































FIG. 7.12:Exemple de biblioth̀eque d’abstractions.
[Ward, 1986 ; Gommaa, 1989 ; Heitz et Labreuille, 1988] qui décidenta priori des
différents processus, le principe est ici de retarder cette identification.
La méthode propose tout d’abord de structurer et de programmer le système
de façon totalement séquentielle, sans se soucier du parallélisme. La deuxième
phase structure l’application en processus à partir du système séquentiel obtenu
précédemment. La programmation des processus est réalisé pendant la troisième
phase. Enfin, une dernière phase permet de modifier le système afin de l’adapter
aux spécifications.
Phase 1 : Structuration et programmation śequentielle
Cette phase structure l’application en un ensemble d’objets. La programmation
est ensuite réalisée ; on obtient donc un ensemble de classes. On réalise ici une
programmation séquentielle classique : le domaine de l’application est modélisé par
un ensemble de classes tout à fait classiques.
Différentes méthodes (voirchapitre 4) proposent des guides pour réaliser cette
conception[Booch, 1986 ; Booch, 1987 ; Booch, 1990 ; Booch, 1994a ; Booch,1994b ;
Booch et Rumbaugh, 1995 ; Boochet al., 1996 ; Halbert et O’Brien, 1987 ; Meyer,
1988 ; Meyer, 1990 ; Gindre et Sada, 1989]. Nous ne détaillons pas cette phase qui
ne correspond pas à notre propos. L’important est que l’on dispose, au terme de cette
étape, d’un système séquentiel complet et exécutable.Il est donc possible de tester
les algorithmes et leur implémentation. En séparant ces test de la programmation
parallèle, la complexité de la mise au point est considérabl ment réduite.
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1. Structuration et programmation séquentielle
2. Identification des processus :
(1) Activités initiales
(2) Objets partagés
3. Programmation des processus :
(1) Définition des classes actives
(2) Définition des interfaces
(3) Programmation du corps des processus
(4) Utilisation des processus
4. Adaptations et modifications :
(1) Raffinement de la synchronisation
(2) Redéfinition de routines
(3) Raffinement de la topologie
(4) Ajout de nouveaux processus
FIG. 7.13:Résuḿe de la ḿethode.
Phase 2 : Identification des processus
À partir du système séquentiel programmé en phase 1, on identifie les processus
qui constitueront donc un sous-ensemble des objets déjà modélisés. Ceci s’avère
réalisable dans la mesure où la structuration en objets est d’un grain plus fin que
la structuration en processus. Cette identification correspond à la structuration du
système initial en un ensemble de sous-systèmes, chacun ´etant le siège d’une des
activités parallèles du futur système. Elle est réalis´ e en plusieurs étapes :
(1) Activit́es initiales
Nous identifions ici les sources d’activité initiale, c’est-à-dire : tous les objets du
système où une activité doit ou peut apparaı̂tre.
Les critères varient selon le domaine d’application. Dansde systèmes temps-
réel, on recherchera par exemple les objets de contrôle qui ass rent continuellement
leur activité, les objets périodiques qui assurent leur fonction d’une façon régulière,
les objets réagissant à des entrées/sorties asynchrones, etc. Dans la parallélisation
d’algorithmes, on recherchera les objets dont les fonctions peuvent être réalisées en
parallèle.
(2) Objets partaǵes
L’étape 1 fait apparaı̂tre les objets partagés, réferencés au minimum par deux
processus. Le modèle de programmation (section 7.4) interdit de tels objets. Nous
devons considérer le cas de chacun d’eux. Une première solution :
1. ne rien faire. Les paramètres des routines des processussont automatiquement
transmis par copie, ce qui ne crée jamais d’objet partagé.Cependant, cette
solution ne s’avère pas toujours réalisable, pour deux raisons :
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class P_A -- Une classe processus
export ... -- Nouvelle interface
inherit








... -- Nouvelles routines
end -- P_A
FIG. 7.14:Programmation des processus.
− Le passage par copie peut entraı̂ner une modification de la s´em ntique
globale du système. Il est donc toujours nécessaire de vérifier ce point.
− La copie de l’objet peut survenir de facon répétée. En foncti de la
taille de l’objet, cela pourra être très coûteux en tempset en espace.
Pour chaque objet dont la copie ne constitue pas une solutionsatisfaisante, la
seconde possibilité consiste à :
2. le transformer en processus. Devenant un processus, l’objet est à nouveau
transmis par référence ; les problèmes énoncés ci-dessus disparaissent.
Cette étape, qui peut donc nous amener à identifier de nouveaux processus, est
appliquée jusqu’à ce qu’elle n’introduise plus de nouveaux objets partagés.
Phase 3 : Programmation des processus
Cette phase s’attache à la programmation des processus identifiés à l’étape précé-
dente. Pour les objets demeurant passifs, aucune programmation n’est nécessaire. La
programmation des processus correspond à une transformati n des classes séquen-
tielles en classes parallèles. Plusieurs étapes distinctes se détachent :
(1) Définition des classes actives
Pour chaque classeA identifiée comme une source d’activité, définir une nou-
velle classe (P A) qui hérite deA et de la classePROCESS ou, dans le cas où l’on
choisit une programmation moins explicite, d’une abstraction particulière. Dans ce
dernier cas, le choix de l’abstraction dépend des propriétés qu’elle met en valeur et
de leur adéquation pour la description de l’application. La figure 7.14 illustre cette
définition, ainsi que les étapes (2) et (3) présentées ci-dessous.
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(2) Définition des interfaces
Les routines exportées des processus ne sont pas forcément l s mêmes que celles
de leur classe d’origine. Les classes définies dans la phase1 se veulent générales
et réutilisables ; elles comporteront normalement toutesles routines caractéristiques
des entités qu’elles modélisent. En général, l’interface des processus sera plus réduite.
Ce n’est que très rarement qu’il faut définir de nouvelles routines.
(3) Programmation du corps des processus
L’activité du processus reste à définir. La routineLive doit être programmée.
Celle héritée de la classePROCESS définit une synchronisation FIFO. Dans le cas
où l’activité du processus consiste à servir les requêtes dans l’ordre où elles ar-
rivent, sans réaliser aucune autre action, cette synchronisation convient. Dans les
autres cas, il faudra redéfinir cette routine pour programmer explicitement le corps
du processus. En général, les deux éléments suivants doivent être exprimés lors de
la programmation du processus :
• le service des routines exportées, ainsi que la synchronisation de ces services ;
• l’activité propre du processus : les actions qu’il réalise de façon indépendante.
Le cas extrême est celui où l’un de ces deux éléments est in xistant. Cependant,
dans la grande majorité des cas, l’activité d’un processus est une combinaison de
ces deux types d’actions.
(4) Utilisation des processus
Les processus ayant été définis, il faut maintenant les utili er. Tout d’abord, il
est nécessaire de créer des instances de ces processus. Pour ce faire, des entités
des classes processus sont déclarées et une création estréalisée sur ces entités. Il
faut ensuite que notre système utilise ces processus à la pl ce des anciens objets.
Le polymorphisme est utilisé : nous affectons les processus aux variables du type
des classes d’origine (dans notre exemple, un processus de type P A est affecté à
une variable de typeA). Ainsi, la liaison dynamique va jouer son rôle : chaque fois
qu’une variable de typeA apparaı̂t, le processus est maintenant utilisé. La figure 7.15
présente ces deux types d’opérations.
Cette programmation peut être nécessaire dans différents endroits du système.
Une localisation systématique peut être obtenue en rechechant toutes les instruc-
tions où l’on crée des instances des classes transformées en processus. Cependant,
ces actions sont souvent localisées dans la classe racine d’u application. C’est en
effet à cet endroit que la topologie principale du systèmest mise en place.
La phase de programmation des processus est maintenant terminé .À ce stade,
une première version du système parallèle est entièremnt programmée ; son com-
portement parallèle peut donc être testé.
Phase 4 : Adaptations et modifications
Si le système fonctionne, cela n’implique pas qu’il réalise ses spécifications en
matière de parallélisme et de distribution. Cette derni`ere phase propose quelques
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a: A; -- Variables identifiees comme
b: B; -- devant etre des processus
...
set_processes is -- Mise en place des processus
local -- Declarations des processus
p_a: P_A; p_b: P_B;
do
p_a.Create; -- Creation des processus
p_b.Create;
a := p_a; -- Affectations polymorphes
b := p_b;
... appels des routines sequentieles avec
... les objets actifs p_a et p_b
end;
FIG. 7.15:Utilisation des processus.
transformations permettant de modifier son fonctionnement, so comportement pa-
rallèle et son efficacité.
(1) Raffinement de la synchronisation
L’étape 3.3 nous a permis de définir la synchronisation desprocessus. Celle-ci
représente un élément très critique d’un système parallèle — tout particulièrement
pour ceux présentant un caractère temps-réel. Il sera souvent nécessaire de la modi-
fier afin d’obtenir le comportement souhaité. Parmi ces transformations, nous pou-
vons noter :
• changement dans la précédence des services : les requêtes por ant sur une
routine donnée deviennent plus ou moins prioritaires ;
• changement dans la répartitionservice/ activité propre: par exemple, des
requêtes pourront être laissées en attente au profit de lafonction de contrôle
du processus.
Ces modifications pourront être réalisées par la définition d’une nouvelle classe : (i)
héritant du processus défini précédemment, (ii) redéfinissant la routineLive.
(2) Red́efinition de routines
Si le modèle de programmation parallèle rend possible la r´ utilisation de rou-
tines séquentielles dans un cadre parallèle, il sera cependant quelquefois nécessaire
d’en redéfinir certaines. Ce seront celles qui reflètent uncomportement parallèle du
système. Un exemple d’une telle transformation est présent dans[Caromel, 1993].
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(3) Raffinement de la topologie
Dans un système parallèle, l’information transite d’un processus à l’autre par le
biais des communications. Si un processusp1 a besoin d’une informationi détenue
par un processusp2, il existe deux cas de figure :
1. p1 envoie une requête àp2 pour lui demanderi,
2. p1 reçoit de façon asynchrone l’informationi, grâce à une routine exportée
sur laquellep2 envoie une requête.
Cela correspond à deux topologies différentes : dans le cas 1,p1 référencep2 ; dans
le cas 2,p2 référencep1.
Une modification très fréquente des systèmes parallèles consiste à passer d’une
situation à l’autre. Dans le cadre d’une optimisation, on ira fréquemment d’une si-
tuation 1 vers une situation 2. En effet, l’idée consiste àminimiser les commu-
nications inter-processus (IPC) en ne transféranti que si sa valeur a changé. Le
processus qui détienti envoie la nouvelle valeur par une requête.
De telles transformations impliquent les modifications suivantes :
• Etablissement de la nouvelle topologie.
• Modification de la programmation dep1 etp2. L’un ne sert plus une routine,
mais envoie une requête ; l’autre n’envoie plus une requête, mais sert une
routine.
• Définition d’une routine permettant le transfert dei (si elle n’existe pas déjà).
(4) Ajout de nouveaux processus
Une dernière transformation consiste à ajouter de nouveaux processus au sys-
tème. La raison pourra être le gain d’efficacité obtenu par le placement de ce nou-
veau processus sur une autre machine, ou encore la recherched’une meilleure struc-
turation des différentes activités.
Dès que l’on identifie un nouveau processus, il est nécessair de reprendre la
phase 2 à partir de l’étape 2.2 (objets partagés). Dans unsecond temps, la phase de
programmation (3) est appliquée.
La présentation de la méthode est terminée ; la figure 7.13résume ses différentes
phases et étapes. Cette méthode, d’ambition limitée, n’est qu’une première étape
vers une construction plus systématique des applicationsparallèles.
7.5 Réactivité
Nous illustrons dans cette section les possibilités d’évolution du modèle d’objet
actif par l’introduction d’une bibliothèque EIFFEL// spécialisée définissant ici un
modèle d’objets ŕeactifs. Comme pour le modèle de base, les idées développées ici
sont indépendantes du langage EIFFEL et peuvent être appliquées à d’autres lan-
gages à objets.
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La programmation réactive vise à la mise en œuvre de système justement dits
(( réactifs)) dont le comportement ne peut pas être vu comme une fonction de ses
entrées à un moment donné. En effet, contrairement à ce dernier type de programme,
appelé(( transformationnel)), un programme réactif définit les réactions à des stimuli
du système modélisé. Ces derniers surviennent à des instants non prévisibles et tout
au long de l’exécution du programme. Un système réactif doit enfin répondre à
ces stimuli au rythme que lui impose l’environnement. La programmation dirigée
par les événements, par exemple dans le cadre de la programmation d’interfaces
graphiques, constitue un bon domaine d’application pour laprogrammation réactive.
Nous allons introduire dans le modèle à objets actifs la possibilité d’interrompre
provisoirement ou définitivement l’exécution d’un traitement en cours (une méthode)
afin de permettre à l’objet de réagir sans délai et d’évoluer au rythme des sti-
muli reçus. Cette interruption sera produite par un clientdu processus ; ce der-
nier peut émettre trois commandes :suspend pour interrompre l’exécution de l’ob-
jet, resume pour le faire redémarrer ouabort pour abandonner définitivement le
traitement précédemment entrepris. Le processus, object actif, devient doncréactif
dans le cas de ces sollicitations. Dans le cadre d’un tel processus, l’utilisation peut









Cette proposition ainsi que d’autres cadres réactifs ont ´eté plus largement présen-
tés dans[Caromelet al., 1993 ; Caromel et Roudier, 1996 ; Roudier, 1996].
7.5.1 Programmation
La programmation d’un processus réactif (classeREACTIVE PROCESS, figure
7.17) illustre une nouvelle possibilité de modification ducomportement standard
d’un processus dans le cadre d’une abstraction. Cette modification n’y est pas in-
troduite au niveau duLive : c’est la sémantique de la communication d’EIFFEL// et
plus particulièrement sa phase d’interruption (voir section 7.1.6) qui est exploitée et
permet d’introduire la notion de réactivité. Les actionseffectuées pendant la phase
de rendez-vous de la communication sont décrites dans la routine receive re-
quest : cette méthode correspond normalement à la réception d’u e requête et à
son stockage dans l’objet. Cette routine fait partie du méta-niveau du processus :
elle est partie intégrante du langage et n’est pas figée mais peut au contraire être
modifiée par l’utilisateur du langage.
La sémantique de la communication est ainsi modifiée (figure 7.16) : la phase
de rendez-vous qui permet normalement d’ajouter des requêt s à la file d’attente est




















FIG. 7.16:Principe de la suspension réactive .
reprogrammée pour permettre, par exemple à l’arrivée d’une requêtesuspend, de
se mettre en attente jusqu’à l’arrivée d’une requêter sume ouabort.
Comme précédemment, la classeREACTIVE PROCESS est définie comme un
processus particulier. Quand on souhaitera programmer uneapplication parallèle
suivant ce modèle de réactivité, on héritera de cette classe ou d’un de ses descen-
dants au lieu dePROCESS.
Il est ainsi possible de transformer un objet quelconque en objet réactif. Ceci
permet par exemple d’interrompre l’exécution d’une méthode d’un objet que l’on ne
veut plus poursuivre. Une telle exécution, une fois démarrée, est d’habitude menée
à son terme quoi qu’il puisse se passer dans l’environnement du processus ; pour des
raisons diverses (performances, sûreté), certaines modifications du système peuvent
nécessiter l’arrêt du traitement en cours.
7.5.2 Exemple : un magńetophone ŕeactif
Prenons l’exemple d’un magnétophone simple2. Ce magnétophone comporte
plusieurs boutons (start pour écouter la bande,stop pour arrêter toute opération,
backward pour revenir en arrière,forward pour aller en avant), un compteur, et un
2. Cet exemple a été utilisé comme cas d’étude commun parle groupe de travail sur les objets réactifs
de Nice-Sophia Antipolis.
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rename receive_request as old_receive_request
feature
suspend is do end; -- nouvelles commandes reactives
...





until new_request.feat=&abort or ...=&resume
loop




... traitement abort et suspend ...
end; -- receive_request
end; -- class REACTIVE_PROCESS
FIG. 7.17:REACTIVE PROCESS : processus ŕeactif simple.
boutonreset pour remettre le compteur à zéro. Il permet d’écouter unecassette (la
bande est simulée par un fichier audio) sur le haut-parleur d’une station de travail.
Nous montrons comment une programmation réactive de ce syst` me permet de
le décrire de manière incrémentale et structurée.
Conception śequentielle
Notre première approche de la programmation de ce magnétophone estséquen-
tielle. Ceci ne signifie pas que la conception en soit contrainte et rstreinte par op-
position à une conception(( parallèle)), mais simplement que nous programmons
l’application suivant le paradigme normal du langage de base (langageà objets
impératif), sans nous préoccuper de tout problème de parallélisme, concurrence
ou réactivité. Au contraire, nous nous concentrons sur l’encapsulation de fonction-
nalités transformationnelles du magnétophone. Celles-ci correspondent d’ailleurs
plutôt à une représentation modulaire des spécifications les plus physiques du sys-
tème, sans prise en compte d’une interaction forte avec l’utilisateur.
Nous structurons cette version comme suit (figure 7.18): l’interface avec l’uti-
lisateur s’appuie sur les classesSPEAKER et TAPE DISPLAY pour les sorties, et la
classeTAPE COMMAND pour les entrées. Cette dernière classe traduit les événem nts
en provenance de l’interface graphique en appels de routines pour le magnétophone.







FIG. 7.18:Magńetophone śequentiel̀a l’exécution.
Le cœur du magnétophone est défini dans la classeTAPE ENGINE ; celle-ci décrit
et modélise les contraintes physiques, comme le comportement de la commande
play. La programmation de cette routineplay est la suivante : elle lit la bande et la













Notons que nous n’essayons pas d’interrompre le fonctionneme t de la routine
en attendant des événements de nature réactive : notre app oche est ici purement
séquentielle et non réactive.
Finalement, la classeTAPE CONTROL représente le contrôle logique du magné-
tophone : il décrit les commandes disponibles avec leurs contraintes spécifiques
d’utilisation, l’ordonnancement logique des opérations, etc. On ne peut pas, par
exemple, appuyer sur le boutonplay et déclencher la lecture d’une cassette avant
d’en avoir effectivement inséré une dans le magnétophone. Dans cet exemple, les
routines de la classeTAPE CONTROL correspondent aux boutons (start, stop, etc.)
qui peuvent être actionnés par le biais de l’interface graphique.
Cette version est un système complet et opérationnel qui pe t être testé ; la
seule restriction est que, n’étant pas réactif (seulement interactif, il interagit avec
les actions sur les boutons), il n’est pas conforme à la spécification complète du
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magnétophone: les opérations (lecture, avance rapide, etc.) n sont pas sensibles à
une éventuelle demande d’arrêt ou à toute autre commanderéactive. Cependant les
spécifications fonctionnelles de chacune de ces opérations s nt réalisées. Il serait
tout à fait possible d’écrire une version séquentielle suivant la spécification exacte,
mais au prix d’une grande complication du flot de contrôle (entrelacement d’ac-
tions fonctionnelles et de tests d’événements) et de la perte de l’encapsulation de
ces opérations ; c’est ce que permet d’éviter la techniquede programmation réactive
que nous proposons.
Version réactive
La version réactive (figure 7.19) est obtenue tout d’abord en transformant la
classe séquentielleTAPE ENGINEen un processus réactif (R TAPE ENGINE) qui hérite
simplement deTAPE ENGINE et deREACTIVE PROCESS :
class R_TAPE_ENGINE
export repeat TAPE_ENGINE, repeat REACTIVE_PROCESS
inherit TAPE_ENGINE, REACTIVE_PROCESS
feature
-- Aucune redefinition n’est necessaire
end; -- class R_TAPE_ENGINE
Cette classe fonctionne maintenant suivant les spécifications d’un magnétophone
réactif. Par exemple, la lecture de la bande peut être stoppée à tout moment grâce à








FIG. 7.19:Magńetophone ŕeactifà l’exécution.
Sur la figure 7.18 représentant la version séquentielle, on peut voir que l’affi-
cheur (objetTape display) est accessible par les objetsTape command et Tape
engine. Ayant identifié l’objetTape engine comme un processus de typeR TAPE
ENGINE, l’objet Tape display est donc potentiellement accessible par deux pro-
cessus : il est devenu partagé. Selon la méthode présent´ee à la section 4, nous devons
donc le transformer lui aussi en objet actif. Sa programmation est immédiate :







end; -- class P_TAPE_DISPLAY
Il nous faut maintenant dériver un nouveau contrôleur à partir deTAPE CONTROL :
la classeTAPE CONTROL2. Les contrôles séquentiels que nous avons définis préc´e-
demment constituent un sous-ensemble de la spécification globale du fonctionne-
ment du magnétophone. En plus de ces contrôles qui sont réutilis s tels quels, le
nouveau contrôleur va définir le comportement réactif dumoteur. La nouvelle classe
R TAPE ENGINE qui le décrit hérite du moteur séquentiel et de la classeREACTIVE
PROCESS, ce qui permet à ses méthodes de devenir interruptibles. Par exemple, la
méthodestop de la classeTAPE CONTROL était utilisée dans la version séquentielle,
mais à l’exclusion de toute possibilité réactive. Elle yassurait la mise à jour de l’affi-
chage lors de l’appui sur le bouton stop, mais n’avait pas de contrôle sur l’exécution
des autres méthodes. On peut maintenant la redéfinir commesuit pour obtenir un
arrêt du magnétophone (pendant la lecture d’une bande, par xemple) :
class TAPE_CONTROL2
export repeat TAPE_CONTROL









Quelques adaptations sont nécessaires pour assurer un fonctionnement cohérent
du système : les routines de bas niveau doivent notamment êtr rendues ininterrup-
tibles. L’application remplit maintenant le cahier des charges fixé quant à son com-
portement et pour un nombre de transformations très limit´e. La figure 7.19 présente
le système à l’exécution.
Cet exemple peut être étendu. Supposons qu’un boutonpause doive être pris en
compte, arrêtant le défilement de la bande (par exemple pendant l’exécution d’une















L’application simple que nous venons de présenter illustre l’intérêt de la pro-
grammation réactive à objets : elle permet d’employer lesm´ canismes objets clas-
siques pour définir le comportement d’un système de manière incrémentale, à plu-
sieurs niveaux de description. Ce mode de description ouvredes perspectives de
réutilisation et de redéfinition de composants séquentiels ou parallèles existants.
D’autres modèles d’objets actifs peuvent être définis enét dent le modèle pro-
posé. Ce type d’extension tire parti du polymorphisme et des points offrant un
accès réflexif aux mécanimes du langage comme le point de réception des requêtes
(receive request).
7.6 Conclusion
Nous avons présenté dans cet article les mécanismes de base du langage EIF-
FEL// ainsi que des constructions de plus haut niveau pour l’expression de synchro-
nisations ou d’interactions, notamment réactives, plus proches des problèmes et des
préoccupations du programmeur. Ce langage a été expérimenté sur des stations Sun
connectées par un réseau Ethernet ; l’implantation utilise les processus Unix pour
générer les processus du niveau langage.
Nous travaillons actuellement sur le langage C++//[Caromelet al., 1996]. Il
s’agit d’une extension du langage C++ que nous construisonsuivant les mêmes
idées : son modèle de programmation étend et généraliscelui d’EIFFEL//. C++//
introduit des possibilités supplémentaires de placement d’autant plus importantes
que la nouvelle implantation va employer des processus légers (threads). Nous déve-
loppons en plus des capacités réflexives dans C++//. Nous yavons notamment
défini quatre points réflexifs symétriques liés à la communication au lieu d’un seul
(receive request). Du point de vue de son implantation, également, C++// s’ap-
puie maintenant sur le modèle réflexif Europa C++ ; ce dernier vise à offrir un cadre
commun pour l’implantation de modèles variés de programmtion parallèle et dis-
tribuée. La définition et l’implantation de C++// s’inscrit dans les objectifs du projet
SLOOP[Furmento et Baude, 1995 ; Baudeet al., 1996b ; Baude t al., 1996a] : l’im-
plantation s’appuie notamment sur une couche de communication objet développée
dans le projet, la bibliothèqueSCHOONER[Furmento et Baude, 1995], qui offre une
base portable sur de nombreuses machines parallèles ; des modèles de communi-
cation spécialisés devraient pouvoir être intégrés et être accessibles aux program-
meurs. La première cible que nous visons avec ces outils, lasimulation distribuée,
devrait d’ailleurs leur servir de banc d’essai.
Nous poursuivons également un effort de définition de la s´emantique formelle
d’EIFFEL// [Attali et al., 1993 ; Attaliet al., 1995 ; Attaliet al., 1996], ceci dans le
but de formaliser, de prouver et d’automatiser les transformations de programmes
réalisées jusqu’à présent de façon manuelle.
8
Les langages̀a prototypes
L ES LANGAGESÀ PROTOTYPESproposent une forme de programmation par ob-jets s’appuyant sur la représentation d’objets concrets plu ôt que sur celle de
concepts, ou de façon plus pragmatique, une forme de programmation par objets
sans classes. Ce chapitre décrit ces langages, les raisonsqui ont conduit à leur
émergence, les possibilités nouvelles qu’ils apportent, mais aussi les problèmes
qu’ils posent. Nous répondons en premier lieu aux questionsuivantes. Qu’est-ce
qu’un prototype? Qu’est-ce qu’un objet concret? Pourquoi cher her à se passer des
classes? Quelle est l’architecture primitive d’un langage` prototypes et quelle est la
genèse de ces langages? Nous caractérisons plus précis´em nt les deux mécanismes
de création d’objets : le clonage, et la description différentielle. Cette caractérisation
nous permet de différencier l’héritage dans les hiérarchies d’objets (la délégation)
de l’héritage via des hiérarchies de classes (qui est l’h´eritage classique des langages
à objets).
Elle nous permet également de présenter les spécificités ainsi que les problèmes
que pose la programmation par prototypes. Au travers de cettprésentation critique,
nous posons finalement la question de l’intérêt et de l’avenir de cette forme de pro-
grammation par objets.
8.1 Introduction
Les langages à objets les plus utilisés aujourd’hui (en particulier dans le monde
industriel) sont issus de SIMULA (1967) et de SMALLTALK (1972). Ce sont des
langages au sein desquels la classe, modélisation intensionnelle d’un concept, est
l’unité fondamentale autour de laquelle s’organise la représentation de connaissan-
ces et se structurent les programmes (chapitres 1, 3 et 2).
Parmi les autres familles de langages de programmation par objets effectivement
utilisées ou largement étudiées dans des travaux de rechrche figure la famille des
langages dits à prototypes dont nous traitons dans ce chapitre. Un prototype est un
représentant typiqued’une famille ou d’une catégorie d’objets[Cohen et Murphy,
1984]. Les langages à prototypes, apparus au milieu des années 80, proposent une
approche de la programmation par objets reposant sur la notion de prototype plutôt
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que sur celle de classe. Ils ont été inspirés par les premiers langages deframesuti-
lisés en représentation de connaissances (hapitre 10) et par certains langages d’ac-
teurs, issus des travaux de C. Hewitt, utilisés en programmtion distribuée (chapitre
6). Ils ont été étudiés et développés, en réaction à ucertain nombre de limitations
propres au modèle à classes, avec les objectifs suivants:
– permettre une description simple des objets ne nécessitant pas la description
préalable de modèles abstrait,
– offrir un modèle de programmation plus simple que celui des classes, qui
jouent de trop nombreux rôles,
– enfin, offrir de nouvelles possibilités de représentation de connaissances.
Les langages à prototypes sont issus de ces objectifs ainsique du constat d’un
certain nombre de limitations du modèle à classes1 [Borning, 1986], avec l’espoir
d’obtenir une plus grande puissance d’expression dans des langages par ailleurs plus
simples. Depuis le milieu des années 1980, de nombreux langages ont vu le jour :
SELF [Ungar et Smith, 1987 ; Agesenet al., 1993 ; Agesenet al., 1995 ; Chambers
et al., 1991 ; Smith et Ungar, 1995], KEVO [Taivalsaari, 1991 ; Taivalsaari, 1993],
NAS [Codani, 1988], EXEMPLARS [LaLondeet al., 1986 ; Lalonde, 1989], AGORA
[Steyaert, 1994], GARNET [Myers et al., 1990 ; Myerset al., 1992], MOOSTRAP
[Mulet et Cointe, 1993 ; Mulet, 1995], CECIL [Chambers, 1993], OMEGA [Bla-
schek, 1994], NEWTON-SCRIPT [Smith, 1994] . D’autres langages, tels OBJECT-
L ISP [Apple, 1989] ou YAFOOL [Ducournau, 1991] ne se réclamant pas de l’ap-
proche par prototypes offrent néanmoins des mécanismes proches.
La caractérisation très générale et informelle des langages à prototypes est re-
lativement aisée : ce sont des langages dans lesquels on trouve en principe une
seule sorte d’objets dotés d’attributs2 et de méthodes, trois primitives de création
d’objets : créationex nihilo, clonageet extension(ou description diff́erentielle), un
mécanisme de calcul, l’envoi de message, intégrant un mécanisme dedélégation.
Ceci étant posé, leur caractérisation, leur utilisation et leur compréhension précise
posent en fait un certain nombre de problèmes.
• Il existe diverses interprétations de ce qu’est un prototype, objet concret ou
représentant moyen d’un concept, qui peuvent conduire à des langages assez
différents[Malenfant, 1995].
• La sémantique des mécanismes de base (clonage, copie différentielle, déléga-
tion) n’est pas unifiée et autorise différentes interprétations[Donyet al., 1992 ;
Malenfant, 1995 ; Bardou et Dony, 1996 ; Bardouet al., 1996 ; Malenfant,
1996].
• La description différentielle rend les objets interdépendants, ce qui pose de
nouveaux problèmes et autorise diverses interprétations quant au statut des
objets[Dony et al., 1992 ; Malenfant, 1996 ; Bardou et Dony, 1996 ; Bardou
et al., 1996 ; Bardou, 1998].
1. Nous serons fréquemment amenés à comparer le monde desprototypes et celui des classes, nous
supposons ce dernier connu du lecteur, qui pourra consulterleschapitres 1, 3 et 2̀a ce sujet.
2. Nous utilisons ce terme pour désigner une caractéristique non comportementale d’un objet ou d’un
frame, nous aurions pu utiliser les équivalents que sont(( champ)) ou (( slot )).
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• En même temps que les classes, a été supprimée par exempl, la ossibi-
lité d’exprimer que deux concepts partagent certaines caractéristiques. Cette
seconde possibilité est si importante en terme d’organisation des program-
mes que de nombreux langages à prototypes ont cherché à lar introduire, ce
qui a été fait de façon plus ou moins appropriée. Cette r´einsertion de formes
d’abstraction dans le modèle a remis en cause certains postulats initiaux et a
brouillé les frontières entre langages à prototypes et langages à classes[Mal-
enfant, 1996].
Nous nous proposons de décrire ces langages, de juger des possibilités qu’ils
offrent, d’étudier dans quelle mesure ils satisfont les objectifs que leurs concepteurs
s’étaient fixés et à quel prix. Nous nous demandons si ces langages sont viables
(peut-on se passer de la représentation des concepts), danl’affirmative lesquels uti-
liser et, dans la négative, si certaines des idées qu’ils ont introduites peuvent être
appliquées dans d’autres contextes? Le paragraphe 8.2 rappelle ce qu’est la notion
de prototype en science cognitive. Le paragraphe 8.3 présent les premières utilisa-
tions de cette notion en représentation de connaissances par objets ainsi qu’en pro-
grammation distribuée. Nous y décrivons les primitives dclonage et de description
différentielle. Le paragraphe 8.4 expose les motivationsqui ont conduit les cher-
cheurs à concevoir des langages à objets sans classes ; il montre l’intérêt potentiel
de la programmation par prototypes. Le paragraphe 8.5 décrit l s premières pro-
positions de langages sans classes. Le paragraphe 8.6 fait le point sur les concepts
et les mécanismes de base de la programmation par prototypes. Le paragraphe 8.7
propose une caractérisation plus fine de ces concepts et de cs mécanismes. Cette ca-
ractérisation permet de différencier les hiérarchies d’objets des hiérarchies de clas-
ses et de mieux comprendre les différentes évolutions deslangages à prototypes. Le
paragraphe 8.8 décrit les problèmes liés à l’identitédes objets et le paragraphe 8.9
les problèmes liés à l’organisation des programmes. En conclusion nous présentons
un bilan de l’expérience ainsi les axes de recherche que notr analyse fait apparaı̂tre.
8.2 Notion de prototype
On trouve en sciences cognitives l’idée de représenter unconcept, ou une famille
d’entités, par un représentant distingué ainsi que l’id´ e e copie différentielle. Dans
ce contexte, différents modèles de la notion de concept ont été proposés[Smith et
Medin, 1981 ; Cohen et Murphy, 1984 ; Kleiber, 1991].
Un de ces modèles est fondé sur la théorie des ensembles : `a chaque concept cor-
respond une collection d’entités (extension), et chaque concept admet une définition
qui caractérise son(( essence)) et définit les conditions nécessaires et suffisantes
à l’appartenance d’une instance à ce concept (intension), cf. chapitre 12. La rela-
tion qui lie une instance à un concept et celle qui lie un concept plus spécifique à
un concept plus général s’y apparentent respectivement aux relations ensemblistes
d’appartenance et d’inclusion. Ce modèle de concepts conduit à une mise en œuvre
basée sur les classes.
Un autre modèle (développé en linguistique) permet de nepas valuer systémati-
quement toutes les caractéristiques d’une instance. Il y atoujours des conditions
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nécessaires et suffisantes pour l’appartenance à un concept, mais on s’accorde la
possibilité de ne pas savoir : on sait qu’une instance appartient à un concept, qu’elle
n’y appartient pas, ou bien on n’en sait rien (chapitre 10). La (( théorie des proto-
types)) est une extension de cette approche dans laquelle la relation d’appartenance
est une certaine relation de ressemblance plus ambiguë. Dans cette théorie, les con-
cepts ne sont décrits ni en intension ni en extension mais ind rectement au travers
de prototypes du concept, c’est-à-dire d’exemples. Cettethéorie découle du principe
selon lequel l’humain se représente mentalement un concept, id ntifie une famille
d’objets et mène des raisonnements sur ses membres en faisant référence, au moins
dans un premier temps, à un objet précis, typique de la famille. Ma (( 2CV )) est, par
exemple, un prototype du concept de(( voiture)), comme(( netscape)) l’est pour le
concept de(( navigateur internet)). On trouve aussi dans la théorie des prototypes
la notion de description différentielle qui désigne la possibilité de décrire ’un nou-
veau représentant du concept via l’expression de ses diff´erences par rapport à un
représentant existant.
Afin de mieux expliquer comment ces notions ont été utilis´ees, il nous apparaı̂t
nécessaire de distinguer deux sortes de prototypes que nous rencontrerons dans
nos langages : le représentant concret et le représentantmoyen d’un concept. Il est
préalablement nécessaire d’établir une distinction terminologique entre les objets du
monde dont nous souhaitons réaliser une description informatique (que nous appel-
lerons le(( domaine)), cf. chapitre 10) et les objets de nos langages. Nous utiliserons
le terme(( entité)) pour désigner les premiers.
– Représentant concret et instance prototypique. Le représentant concret,
dont ma(( 2CV )) est un exemple pour le concept(( voiture)), correspond à une en-
tité concrète. Nous reprenons le terme d’(( instance prototypique)) pour désigner
un représentant concret utilisé comme référence pour décrire ou créer d’autres ob-
jets. L’instance prototypique d’un concept est ainsi souvent l premier objet d’une
famille.
– Représentant moyen.Un représentant moyen représente une entité qui peut
être abstraite ou incomplète. Le représentant moyen ne repr´ sente aucune entité con-
crète. Il peut ne posséder que les attributs les plus courants avec les valeurs les plus
courantes pour la catégorie d’entités qu’il représente. La (( ménagère de moins de 50
ans)) est un exemple célèbre de représentant moyen du concept(( t´ léspectateur)) ;
un objet possédant quatre roues et un moteur est un représentant moyen du concept
(( voiture )). Ses attributs peuvent contenir des valeurs moyennes, par exemple, la
femme française typique a 1,8 enfants.
8.3 Utilisations informatiques de la notion de
prototype antérieures aux langages̀a prototypes
8.3.1 Les prototypes en repŕesentation des connaissances
Les langages à prototypes existaient avant que l’appellation n’apparaisse. On
trouve ainsi les notions de prototype et de copie différentielle dans la théorie des














FIG. 8.2: Description diff́erentielle
framesde Minsky[Minsky, 1975] et dans certains systèmes inspirés de cette théorie
comme les langages deframestels KRL [Bobrow et Winograd, 1977] ou FRL[Ro-
berts et Goldstein, 1977] (voir chapitre 10).
(( Les framessont un formalisme de représentation cŕeé pour prendre
en compte des connaissances qui se décrivent mal ... [dans d’autres
formalismes] ... comme la typicalité, les valeurs par d́efauts, les excep-
tions, les informations incomplètes ou redondantes. La structure d’un
frame... doit pouvoirévoluerà tout moment, par modification, adjonc-
tion ou modification de propriét́es.)) [Masini et al., 1989]
Nous allons donner ici une vision simplifiée à l’extrême de ce que sont lesframes,
sans illustrer leur richesse et leur diversité ; notre but est de montrer en quoi ils
utilisent la théorie des prototypes et comment ils ont influencés certains des langages
à prototypes utilisés aujourd’hui. Le lecteur se reportera aux articles précédemment
cités, au chapitre proposé dans[Masini et al., 1989] et auchapitre 10pour plus de
précisions.
• Structure d’un frame. Un frameest un ensemble d’attributs; chaque attri-
but permet de représenter une des caractéristiques duframeet se présente sous la
forme d’un couple(( nom d’attribut – ensemble de facettes)). La facette la plus
courante étant la valeur de l’attribut, nous ne considérerons que celle-ci dans nos
exemples. La figure 8.1 propose un exemple de définition d’unframedotée de 4
attributs représentant de façon minimale une baleine.
• Description diff érentielle.La description (ou création) différentielle permet
de décrire un nouveauframeen exprimant ses différences par rapport à unframe
existant3. Elle met en relation le nouveauframeavec celui sur lequel sa description
différentielle s’appuie et qui est appelé son prototype ou s nparent. Cette relation
est matérialisée par un lien généralement appeléest-un. Nous avons représenté ce
lien dans nos exemples par l’intermédiaire d’un attribut supplémentaire4 également
nomméest-un. La figure 8.2 montre la définition d’unframereprésentantMoby-Dick
3. (( The object being used as a basis for comparison (which we callthe prototype) provides a pers-
pective from which to view the object being described. (...)It is quite possible (and we believe natural)
for an object to be represented in a knowledge system only throug a set of such comparisons.)) [Bobrow
et Winograd, 1977]
4. Ce lien est en premier lieu utilisé par le système et n’est pa nécessairement accessible au program-
meur via un attribut. Nous avons donc, pour des raisons de simplic té dans notre exposé, introduit, une
forme de réflexivité qui pose le problème de la modification éventuelle de l’attributest-un.































FIG. 8.3: Exemple de hiérarchie deframes.
qui est comme la baleine précédente à ceci près qu’elle est blanche et que son en-
nemi est défini plus précisément.
•Héritage et Hiérarchies deframes. La relationest-unest une relation d’ordre
définissant des hiérarchie deframes[Brachman, 1983]. Un framehérite de son pa-
rent un ensemble d’attributs et on trouve dans les systèmesdeframesdes hiérarchies
d’héritage, comme celle de la figure 8.3, très similaires aux hiérarchies de classes5,
à ceci près que les nœuds de cette hiérarchie représentent des exemples plutôt que
des description de concepts. Au sommet de la hiérarchie se trouvent généralement
des représentants moyens de concepts (par exempleAnimal) et dans le bas de
la hiérarchie des représentants concrets (par exempleMoby-Dick). On trouve des
hiérarchies similaires dans les programmes réalisés avc les langages à prototypes.
8.3.2 Langages d’acteurs
L’idée de représenter des entités du monde par des objetssans classes a également
été appliquée dans le langage ACT 16 [Lieberman, 1981], bien qu’il ne soit fait men-
tion, dans les articles relatifs à ce langage, ni de la notiode prototype ni de l’utilisa-
tion qui a pu en être faite dans les langages deframesqui lui sont antérieurs7, tel que
KRL. On trouve cependant dans ACT 1 des idées et des mécanismes assez similaires
à ceux évoqués précédemment ainsi qu’une part des caractéristiques essentielles des
langages à prototypes actuels.
• Structure d’un acteur. Les objets dans ACT 1 sont appelés(( acteurs)), ils
possèdent des attributs (appelésaccointances) référencés par un nom et possédant
une valeur. ACT 1 est un langage de programmation, les acteurs sont donc également
dotés de comportements (nous utilisons les termes classiques de(( méthode)) pour
désigner un comportement et celui de(( propriété)) pour désigner indiff’eremment
5. Notons que la définition d’une sous-classe est également une description différentielle.
6. Voir leschapitres 6 et 7pour tout ce qui concerne la programmation parallèle
7. Ceci peut être dû en partie au fait qu’il n’est pas évident d’isoler clairement l’utilisation faite des
prototypes dans KRL. D’autre part, l’objectif de ACT 1, mettre en œuvre un outil de programmation
parallèle à base d’objets, est notablement éloigné de celui de KRL.

























’((x 3) (y 30))
’((move (lambda (newX
newY)
(setq x newX y
newY))))
(point2 ’extend ’tortue
’((heading 0) (y 4))
’((forward (lambda (...)
...))))
FIG. 8.4: Clonage et extension enACT 1.
un attribut ou une méthode). Les méthodes peuvent être invoquées en envoyant des
messages aux acteurs8.
Un acteur, objet sans classe ne pouvant être créé par instncia ion, est créé par
copie ou extension d’un acteur existant. La figure 8.4 montreun acteur9 appelé
point possédant deux attributsx et y et une méthodenorm calculant la distance
de ce point a l’origine. Trois primitivescreate, extend et c-extend permettent
de créer de nouveaux acteurs[Briot, 1984]. Ce sont ces trois primitives et la mise
en œuvre de la copie différentielle qui nous intéressent ici. Nous en discutons au
travers des exemples proposés dans[Briot, 1984].
• Clonage. Bien que des primitives de copie d’objets aient existé dansles lan-
gages à classes (par exemple en SMALLTALK ) antérieurement à ACT 1, ce langage
a introduit la copie superficielle10 (primitive create), ou clonage, comme moyen
primitif de création d’objets. La primitivecreate permet ainsi de créerpoint2
par copie depoint (Fig. 8.4), de spécifier de nouvelles valeurs de propriét´es, par
exemplex ety, et d’en définir de nouvelles, par exemple la méthodemove.
• Extensions. La création par description différentielle en ACT 1 est concep-
tuellement similaire à celle desframes. Elle s’effectue en envoyant à un acteur exis-
tant le messagextend, qui crée un nouvel acteur, que nous appellerons donc(( ex-
tension)) du premier, lui même appelé en ACT 1 le mandataire(proxyen anglais)
du nouvel acteur ; c’est l’équivalent du prototype ou du parent desframes. La fi-
gure 8.4 montre la définition de l’acteur nommétortue représentant une tortue
Logo11 comme une extension de l’acteur précédentpoint2 qui devient sonmanda-
8. Cette vision est simplificatrice mais nous suffit ici ; en fait, les comportements d’un acteur sont
regroupés au sein d’unscriptet l’invocation peut faire intervenir un mécanisme de filtrage.
9. Créé par extension d’un acteur pré-défini.
10. A l’inverse de la copie profonde, la copie superficielle ne copie pas les objets composant l’objet
copié.
11. C’est à dire représentant un robot se déplaçant dansle plan tout en traçant un trait sur son passage.
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taire. Une tortue est comme un point mais possède en plus uncap et une méthode
forward lui permettant d’avancer dans la direction définie par soncap.
•Héritage et premìere forme de d́elégation. Le lien reliant une extension à son
mandataire est tout à fait similaire au lienst-undesframes. L’extension peut hériter
des propriétés de son parent. L’héritage est mis en œuvrelorsqu’un acteur ne sait
pas répondre à un message parce qu’il ne possède pas la propriété demandée, auquel
cas le système demande à son mandataire de répondre à sa place. Le mandataire
est ainsi habilité à répondre à un message en lieu et place de ses extensions. Ce
passage du contrôle au mandataire est appelé(( délégation))12. Les articles décrivant
ACT 1 laissent dans l’ombre un point important de la problématique des langages
à prototypes (cf. paragraphe 8.5.1) en ne précisant pas lecont xte d’exécution une
méthode après qu’il y ait eu une délégation. On trouve quoi ’il en soit dans ACT 1
une première forme de ce qui deviendra la délégation dansles langages à prototype.
•Copie-extension.Une des caractéristiques des hiérarchies d’objet est la dépen-
dance qu’établit le lien de délégation entre un parent etun de ses extensions :
(( Les accointances (les attributs) et lescript(l’ensemble des ḿethodes)
de mon mandataire (mon parent) sont aussi les miens.)) [Briot, 1984]
Les propriétés du parent sont partagées par ses extensions. P ur permettre la création
différentielle d’un nouvel acteur indépendant, une troisième primitive de ACT 1,
nomméec-extend, compose un clonage13 et une extension du clone.
8.4 Motivations et intérêts de la programmation par
prototypes
On trouve dans les systèmes que nous venons de décrire l’ess nce de ce qui a
été appelé programmation par prototypes. Les études relatives à l’introduction d’ob-
jets sans classes dans les langages de programmation par objets ont été réalisées au
milieu des années 80. Elles visaient à proposer des alterntives au style usuel de
programmation par classes utilisé avec SIMULA , SMALLTALK , C++ ou les FLA -
VORS. Ces études portaient en premier lieu sur la complexité dumonde des classes
[Borning, 1986] et les limitations que celles-ci imposent en terme de représentation.
Expérimenter un modèle de programmation par objets s’appuyant sur la théorie
des prototypes est apparu comme une possibilité de réduire cette complexité (lan-
gages plus simples) et de relâcher les contraintes portantsur les objets. Ce para-
graphe illustre les problèmes que posent les classes et montre en quoi les prototypes
sont une solution potentielle à ces problèmes.
12. (( Whenever an actor receives a message he cannot answer immediately on the basis of his own
local knowledge (...), he delegates the message to another actor, called his proxy)). [Lieberman, 1981]
13. Notons que ce clonage peut être complexe : si l’on souhaite p r exemple créer une tortue colorée
(traçant des traits colorés) comme une(( c-extension)) de l’acteur tortue, il faut d’abord clonerpoint2
puis clonertortue, lier clone-tortue à clone-point2 par un lienest-unet enfin créer le nouvel
objet par extension declone-tortue. Cet exemple introduit le problème du clonage d’un objet placé
dans une hiérarchie d’objets (cf. paragraphe 8.8.3).
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8.4.1 Description simplifíee des objets
Le processus de raisonnement humain fait souvent passer l’ex mple avant l’abs-
traction[Lieberman, 1986], l’accumulation d’exemples menant à terme à une généra-
lisation. Or le modèle à classes oblige le programmeur à fo maliser un concept, une
abstraction, avant de permettre la manipulation de représntants (d’exemples, d’ins-
tances) de ce concept. Les langages à prototypes proposentun modèle de program-
mation plus proche de la démarche cognitive, s’appuyant sur le exemples, attribuée
à l’humain face à un problème complexe. Un langage à prototypes permet la des-
cription et la manipulation d’objets sans l’obligation pr´ealable d’avoir à décrire leur
modèle abstrait.
8.4.2 Mod̀ele de programmation plus simple
Le modèle à classes est complexe[Borning, 1986 ; LaLonde t al., 1986 ; La-
londe, 1989 ; Steinet al., 1989], parce que les classes y jouent différents rôles
qu’il est parfois difficile de dissocier et qui peuvent rendre leur conception, leur
mise en œuvre et leur maintenance difficile. Notons parmi cesrôl : descripteur de
la structure des instances, bibliothèque de comportements pour les instances, sup-
port de l’encapsulation et support à l’implantation de types abstraits, à l’organisa-
tion des programmes, à la modularité, au partage entre descriptions de concepts,
à la réutilisation. De plus, le même lien entre classes est utilisé pour modéliser
différentes relations, entre concepts ou entre types abstraits (suivant la vision que
l’on a d’une classe à un instant donné), subtilement diff´erentes les unes des autres
[Lalonde, 1989] : héritage de spécifications, héritage d’implantations, sous-typage
ou ressemblance14. Enfin, dans un système intégrant des méta-classes (comme
SMALLTALK ou CLOS), la classe se voit de plus dotée du rôle d’instance, pouvant
recevoir des messages et mener, si l’on peut dire, sa propre vie. La(( sur-utilisation))
du même support (la classe) tend à rendre complexe la programmation par objets, et
plus encore la réutilisation de programmes existants.
De ce constat est issue l’idée de rechercher d’autres formes d’organisation pour
les programmes et d’autres manières de représenter les obj ts. L’idée initiale de
la programmation par prototypes est de réaliser des programmes en ne manipulant
qu’une seule sorte d’objets privés du rôle de descripteur. Cette idée suppose que
parmi les différents rôles joués par les classes, certains sont soit non indispensables
soit modélisables autrement.
8.4.3 Expressivit́e
Les prototypes ont été utilisés dans de nombreux langages de représentation de
connaissances, par exemple dans KRL, pour la souplesse de représentation qu’ils
autorisent. L’absence de classes permet de relâcher certaines des contraintes qui
pèsent sur leurs instances. Les prototypes autorisent notamment la définition de
14. Par exemple en SMALLTALK , la classe des ensembles (Set) est une sous-classe de la classe des col-
lections non ordonnées quelconques (Bag) : (( A set is like a bag except that duplicates are not allowed))
[Lalonde, 1989].
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caractéristiques distinctes pour différents objets d’une même famille conceptuelle,
l’expression du partage de valeurs d’attributs entre objets, l’évolution aisée de leur
structure ainsi que l’expression de connaissances par défut, incomplètes ou ex-
ceptionnelles. La description de certaines connaissancespose, dans un langage à
classes, des problèmes que la programmation par prototypes permet de résoudre.
En voici une liste non exhaustive.
• Instances diff́erencíees ou exceptionnelles.
Considérons en premier lieu le cas des instances exceptionnelles[Etherington
et Reiter, 1983 ; Borgida, 1986 ; Dony, 1989] ayant des caractéristiques propres que
les autres objets de la même famille n’ont pas. La manière standard de représenter
une instance exceptionnelle, par exempleJumbo l’éléphant qui sait voler, ou la liste
vide dont les méthodescar etcdr s’implantent différemment de celles des listes non
vides, est de créer une nouvelle classe pour les représenter. On trouve, en SMALL -
TALK par exemple, des classes n’ayant qu’une seule instance :True, False ou
UndefinedObject. Même si des alternatives existent pour définir des propriétés
au niveau d’un objet, elles sont restées marginales15.
La représentation d’objets exceptionnels pose évidemment oins de problèmes
dans un langage basé sur la description d’individus. On peut ar exemple y définir
l’éléphant sachant voler par clonage d’un autre éléphant et ajout de la propriété.
La représentation de booléens évoquée ci-dessus est tout à fait naturelle dans un
langage à prototypes. La possibilité de ne pas créer une classe pour chaque instance
exceptionnelle est particulièrement intéressante lorsque celles-ci sont nombreuses
(on peut penser par exemple à la modélisation des règles de la grammaire de la
langue française[Habert et Fleury, 1993]).
• Représentation de points de vues d’une m̂eme entit́e.
Le modèle à classes ne permet pas à des instances de partager des attributs ou
des valeurs d’attributs. Posons le problème de la représentation d’une personne et
de divers points de vues sur cette personne, par exemple le point de vue(( em-
ployé )) ou le point de vue(( sportif )). Il n’existe pas de solution standard dans un
langage à classes pour résoudre ce problème. Le schéma classique de spécialisation
de la classePersonne définissant un attribut̂age, par deux sous-classesEmployé
et Sportif (Fig. 8.5), ne répond pas à la question car deux instances respectives
de ces deux sous-classes représentent des entités différentes indépendantes en terme
d’état ; si l’âge de l’une change, l’autre n’est pas affecté. D’autres solutions standard
à ce problème (utilisant des constructions présentes dan la majorité des langages à
classes) sont insatisfaisantes ; décrivons-en quelques-un .
• On peut imaginer utiliser la composition : redéfinir les classesSportif etEm-
ployé non plus comme des sous-classes dePersonne, mais comme possédant
15. L’expression(( poser problème)) que nous avons employée ne dénote en effet pas nécessairement
une impossibilité de représentation : il est souvent possible d’adapter, dans une implantation donnée, le
modèle à classes pour lui faire faire ce que l’on souhaite.Certaines de ces adaptations ne dénaturent
pas le modèle mais affectent l’efficacité de la recherche de méthode comme par exemple le qualifieur
(( eql )) de CLOS; d’autres nécessitent des constructions spéciales et ler ndent plus complexe comme
les patternsd’objets du langage BETA [Kristensenet al., 1987] ; d’autres enfin sont intrinsèquement
contradictoires avec le modèle (de vraies instances diff´erenciées[Steinet al., 1989] par exemple) et font
que le résultat de l’adaptation engendre d’autres problèmes sémantiques.











































(lambda()age := age + 1)
pierreEmployé pierreSportif
pierrePersonne
FIG. 8.6:Partage de propríet́e.
une variable d’instance de typeP rsonne. Le problème est alors reporté sur
l’accès aux attributs et aux méthodes de la personne : comment demander à
un sportif son âge? D’une part, il y a un problème d’encapsulation si l’attribut
âge est privé, d’autre part, il est nécessaire de redéfinir toutes les méthodes
dePersonne surEmployé et Sportif afin d’y mettre une ré-expédition de
message16.
• Une seconde solution consiste à créer une nouvelle classeEmployéSportif,
sous-classe deEmployé et deSportif. Le défaut ici est que la hiérarchie
résultante peut devenir rapidement inexploitable si l’ons uhaite créer de mul-
tiple extensions de la classeP rsonne et les combiner.
• Les variables de classes à la SMALLTALK ou leurs équivalents permettent à
des instances de partager des valeurs mais la portée de ces variables est trop
large, définir une telle variable au niveau de la classePersonne confère le
même âge à toutes les instances dePersonne, Sportif etEmployé.
C’est parce qu’il n’y a pas de bonne solution standard à ce problème que des
mécanismes spécifiques de représentations de facettes d’une même entité (on parle
de points de vues) ont été développés ; qu’il s’agisse dela (( multi-instanciation)) de
ROME [Carré, 1989], ou du mécanisme de multi-hiérarchies (une par point de vue)
avec passerelles de communication développé dans TROEPS[Mariño et al., 1990]
ou encore de la notion du maintien par par des démons de contraintes entre objets
co-référents[Ferber et Volle, 1988]. Dans un monde de prototypes, l’héritage entre
objets permet de répondre simplement à la question posée(Fig. 8.6). Deux objets
représentant la partie(( employé)) et la partie(( sportif )) de la personne peuvent être
définis comme des extensions de l’objet représentant la(( personne primitive)) et
détenant l’attribut̂age; cet attribut et donc sa valeur étant alors partagés par les t ois
objets.
16. Le corps de la méthodêage deSportif est un envoi du messageâge à une instance dePersonne.
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• Objets incomplets.
La possibilité pour un objet d’hériter les valeurs des attribu s d’un autre objet
est utilisée intensivement dans les langages deframespour représenter des objets
incompletsi.e.des objets dont certaines valeurs d’attributs ne sont pas connues mais
dont des valeurs par défaut peuvent être trouvées dans les obj ts dont ils héritent.
Par exemple si on cherche ce que mangeMoby-Dick, on trouvera une valeur dans le
framebaleine dontMobby-dick hérite (cf. Fig. 8.3). Les valeurs héritées peuvent
changer au gré de l’évolution des parents d’un objet.
Cette possibilité de manipulation d’objets incomplets nepeut être comparée à
la possibilité de spécifier, dans la définition d’une classe, des valeurs initiales pour
les différents attributs de ses futures instances. Ces valurs sont utilisées à l’instan-
ciation, il n’existe ensuite plus aucune relation entre un objet et sa classe pour ce
qui concerne les valeurs des attributs. Ne pas avoir d’indirections dans l’accès aux
attributs est le gage d’une compilation efficace; il ne cachepas une impossibilité de
représentation liée au modèle à classes17.
8.5 Premìeres propositions de langages̀a prototypes
8.5.1 Langages fond́es sur les instances prototypiques et la
délégation
Henry Lieberman a repris dans[Lieberman, 1986 ; Lieberman, 1990] certaines
idées de ACT 1 pour les appliquer à la programmation par objets. Il a proposé
un modèle de programmation basé sur les instances prototypiques et l’a mis en
œuvre ultérieurement dans le langage OBJECT-L ISP [Apple, 1989]. La figure 8.7
propose une version OBJECT-L ISP de l’exemple(( point-tortue)) présenté au para-
graphe 8.3.2. Le premier exemple concret d’un concept (point) sert de modèle
pour définir les suivants. Les nouveaux objets sont crééspar extension avec un
équivalent de la primitivextend de ACT 1. Une extension possède un lienst-un
vers son prototype. Les objets possèdent des attributs et des méthodes; ils commu-
niquent en s’envoyant des messages (primitiveask). Il n’existe pas de mécanisme
d’encapsulation : les variables sont accessibles par envoide message ((ask tortue
x)) ou directement dans le corps des méthodes. Le mécanisme de délégation est mis
en œuvre aussi bien lors de l’accès à la valeur d’une variable que pour l’activation
d’une méthode : si la propriété n’est pas trouvée chez lerec veur alors la demande
est déléguée à son parent.
Le point véritablement nouveau par rapport à ACT 1 est l’explicitation du méca-
nisme de liaison dynamique. Le mécanisme est conceptuellem nt parfaitement si-
milaire à celui des langages à classes18 (chapitres 1, 3 et 2). Dans notre exemple,
l’envoi du messagenorm à tortue rend ainsi la valeur5, la méthodenorm est
17. Il est évidemment possible d’implanter une telle relation, ce qui a été fait par exemple dans certains
langages de représentation[Rechenmann, 1988]
18. Il permet au code d’une méthode d’être interprété dans le contexte des attributs et des méthodes du
receveur initial du message, et ce, quel que soit l’endroit où la méthode a été trouvée. Nous supposons
ce mécanisme, ainsi que ses applications à l’écriture deméthodes polymorphes, connu du lecteur.
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(setq point (kindof)) ;Création d’un objet ex nihilo.
(ask point (have ’x 3)) ;Création d’un attribut pour point.
(ask point (have ’y 10))
(defobfun (norm point) () ;Une méthode norm pour l’objet point.
(sqrt (+ (* x x) (* y y)))) ;Les variables sont celles du receveur.
(defobfun (move point) (newx newy) ;Une méthode avec paramètres,
(ask self (have ’x (+ x newx)) ;pour additionner deux points.
(ask self (have ’y (+ y newy))) ;Modification des valeurs des attributs
(defobfun (plus apoint) (p) ;Une méthode d’addition de deux points.
(let ((newx (+ x (ask p x)))
(newy (+ y (ask p y)))
(newp (kindof apoint))) ;création d’une extension de l’objet
(ask newp (have ’x newx)) ;passé en argument.
(ask newp (have ’y newy))
newp))
(setq point2 (kindof point)) ;point2 est une extension de point,
(ask point2 (have ’y 4) ;avec un nouvel attribut y.
(setq tortue (kindof point2)) ;Une extension de point2,
(ask tortue (have ’cap 90)) ;avec un nouvel attribut cap,
(defobfun (forward tortue) (dist) ;et une méthode forward.
(ask self
(move (* dist (cos cap))
(* dist (sin cap))))
OBJECT-L ISPest une extension de Lisp vers les objets autorisant l’envoide messages ainsi
que l’appel fonctionnel classique. L’envoi de message est réalisé par la fonctionask ; son
premier argument est le receveur et le second un appel fonctionnel ou le nom de fonction
fait figure de sélecteur du message (il doit exister une méthode correspondant à ce nom) ;
les arguments de l’appel fonctionnel sont les arguments du message. Les primitives suivantes
sont utilisées dans l’exemple :
– création d’objets(( ex nihilo)) : fonctionkindof sans arguments,
– création d’extensions : fonctionskindof (avec un argument qui est l’objet étendu),
– définition de méthodes : fonctiondefobfun,
– définition d’attributs : méthodehave.
FIG. 8.7:Un exemple de langagèa prototypes –OBJECT-L ISP.
trouvée dans le parent du receveur (point2) mais l’accès aux variablesx et y est
interprété dans le contexte du receveur initial (ortue), ce qui donne, via deux nou-
velles délégations,3 pourx et4 poury.
Un certain nombre de langages sont issus de ce modèle et ont,à la base, les
mêmes caractéristiques : citons par exemple SELF, GARNET, NEWTON-SCRIPT ou
MOOSTRAP. SELF est certainement le plus connu ; il a donné lieu au plus grand
nombre de publications, a bénéficié d’un gros effort de d´eveloppement et d’une
large diffusion.
8.5.2 Langages fond́es sur les instances prototypiques et le clonage
A la même époque,[Borning, 1986] a proposé une description informelle d’un
monde d’objets sans classes organisé autour du clonage. Unprototype y représente
un exemple standard d’instance et les nouveaux objets sont pr duits par copies et
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modifications de prototypes. Une fois la copie effectuée, aucune relation n’est main-
tenue entre le prototype copié et son clone. Conscient toutef is de la pauvreté du
modèle ainsi obtenu, Borning proposait de l’étendre en instaurant une certaine forme
d’héritage à base de contraintes[Borning, 1981]. Ce modèle n’a pas été développé
par son auteur mais a inspiré les langages à prototypes bas´ sur le clonage comme
KEVO [Taivalsaari, 1993], OMEGA [Blaschek, 1994] ou OBLIQ [Cardelli, 1995].
8.5.3 Langages int́egrant hiérarchies de classes et hiérarchies
d’objets.
Le problème a également été abordé plus directement sous l’angle de l’organi-
sation des programmes: pour contourner les limitations queno s avons évoquées,
a été imaginé[LaLondeet al., 1986 ; Lalonde, 1989], à la même époque et pa-
rallèlement à celui de Lieberman, un modèle de programmation intégrant des clas-
ses et des instances (appelés cette foisexemplars, ce que l’on peut traduire par
(( exemplaires))) dotées d’une certaine autonomie. La principale raison d’être de
cette proposition était d’expérimenter un découplage entre une hiérarchie de sous-
typage, composée de classes et une hiérarchie de réutilisation d’implantations, com-
posée d’instances. Les classes détiennent l’interface des types abstraits qu’elles im-
plantent. Les instances détiennent les méthodes et sont organisées en une hiérarchie
de délégation. L’héritage des méthodes se fait entre instances, celui des spécifications
entre classes. Une classe peut donc avoir deux instances possédant des méthodes im-
plantées différemment. Par exemple la classeListe a une instancelisteVide et
une autrelisteNonVidepossédant des versions différentes de la méthodeapp nd,
mais les deux instances ont la même interface définie par laclasse. Par ailleurs, une
instance peut hériter de n’importe quelle autre instance certaines méthodes privées
nécessaires à l’implantation des méthodes composant son interface. Par exemple la
classeDictionnaire n’est logiquement pas définie comme une sous-classe de la
classeEnsemble, mais une instance dedictionnaire peut hériter d’une instance
de la classeEnsemble lorsque qu’un dictionnaire est implanté comme un ensemble
de couples(( clés – valeurs)). La hiérarchie de délégation entre instances n’est pas
nécessairement isomorphe à celle d’héritage entre classes.
Cette proposition pose un certain nombre de problèmes qu’il serait trop long
de décrire ici ; les auteurs l’ont d’ailleurs abandonnée,n’ayant pas réussi à faire la
synthèse entre le rôle des classes et l’héritage entre instances. Cette étude reste ce-
pendant intéressante. D’une part, l’héritage entre instances est tout à fait similaire à
celui proposé par Lieberman et a donc inspiré au même titre les langages à proto-
types ultérieurs. D’autre part, elle proposait une premi`ere tentative d’utilisation de
la délégation dans un monde de classes, idée qui revient aujourd’hui à l’ordre du
jour.
8.5.4 Langages de frames pour la programmation
Certains langages, dits hybrides[Masiniet al., 1989], autorisent la définition de
méthodes dans un monde dédié à la représentation et fondé sur lesframescomme
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YAFOOL [Ducournau, 1991]. On peut donc les assimiler aux langages à prototypes.
L’originalité de ces langages par rapport à ceux qui se voulaient uniquement basés
sur les instances prototypiques (comme SELF ou OBJECT-L ISP) est qu’ils permet-
tent de définir des hiérarchies intégrant des représentants moyens (commeAnimal)
comme celle de la figure 8.3. Nous verrons que les concepteursd la plupart des
langages à prototypes ont dû réintroduire cette possibilité.
8.6 Récapitulatif des concepts et ḿecanismes primitifs
Voici une synthèse des propositions précédentes qui permet d’isoler les concepts
fondamentaux des langages à prototypes.
• Objets sans classes. La caractéristique commune à tous les objets des lan-
gages à prototypes est de ne pas être liés à une classe, dene pas avoir de descripteur.
L’objectif de ne manipuler que des objets concrets, affichépar SELF par exem-
ple, n’est pas généralisé, nous avons vu qu’il existait des langages permettant de
manipuler des représentants moyens. Certains auteurs parlent également d’objets
autonomes mais cette caractéristique n’est pas généraln programmation par pro-
totypes; les objets ne sont pas non plus véritablement autonomes dès lors qu’ils sont
créés comme des extensions d’autres objets.
• État et comportements. Les objets sont définis par un ensemble de propriétés.
Une propriété est à la base un couple(( nom19– valeur20 )). Les propriétés sont soit
des attributs, auquel cas la valeur est un objet quelconque,soit des méthodes, la
valeur est alors une fonction.
• Envoi de messages. Les objets communiquent par envoi de messages ; ils sont
capables de répondre aux messages en appliquant un de leurscomportements (ou
éventuellement en rendant la valeur d’un de leurs attributs). Ils peuvent être vus
comme desframessans facettes dotés de procédures et répondant à des messages
comme les acteurs ACT 1.
• Trois formes primitives de création d’objets. Les objets peuvent être créés
soit ex nihilo, soit en copiant un objet existant (clonage), et dans certains l ngages
en étendant un objet existant (extension ou création différentielle).
• Héritage. Dans le cas de la création différentielle, un nouvel objet est créé
comme une extension d’un objet existant, qui devient son parent. La relation(( est-
extension-de)) lie le nouvel objet et son parent. Il s’agit d’une relation d’ordre qui
définit des hiérarchies d’objets. Dans une hiérarchie, un extension hérite les pro-
priétés de son parent qui n’ont pas été redéfinies à sonniveau. Si une propriété
héritée est un attribut alors l’extension possède cet attribu , si c’est une méthode
alors elle lui est applicable. La relation est matérialis´ee par un lien appelé lien(( pa-
rent )) ou (( lien de délégation)). Ce lien est parfois accessible au programmeur ;
19. Une propriété est unique dans le système mais plusieurs propriétés peuvent avoir le même nom
(c’est ce que nous appelons(( surcharge))).
20. Une propriété peut également posséder un type, un domaine, une signature, des facettes, etc.
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en SELF par exemple, chaque objet possède au moins un attribut nommé parent
contenant l’adresse de son parent.
• Délégation. La délégation est le nom donné au mécanisme qui met en œuvre
l’héritage, c’est-à-dire qui cherche et active une propriété héritée. La délégation est
généralement implicite21 [Stein et al., 1989 ; Donyet al., 1992]. Dans ce cas, le
terme(( déléguer)) est une image ; dans la pratique, le système, lorsqu’il ne trouve
pas de propriété dans le receveur du message, la recherchedans ses parents succes-
sifs et s’il la trouve, l’active22
• Liaison dynamique. Les langages à prototypes sont des langages où les
schémas usuels de réutilisation des langages à objets s’appliquent. Ainsi, l’acti-
vation d’une propriété s’effectue toujours dans le contexte du receveur initial du
message. Dans toute méthode, la variablese f (ou un équivalent) désigne l’objet
qui a effectivement reçu le message et non celui à qui on l’adélégué (i.e. celui où
la méthode à été trouvée). L’accès à un attribut ou l’envoi d’un message àself
nécessitent donc un mécanisme de liaison dynamique.
Nous avons à ce point de l’exposé une idée générale de ceque sont les lan-
gages à prototypes et les possibilités nouvelles qu’ils offrent. Les langages existants
proposent néanmoins un ensemble de variations subtiles autour des concepts que
nous avons présenté. Ces variations résultent d’une part d’interprétations différentes
données aux concepts précédents (par exemple à celui d’xtension) et d’autre part à
la nécessité, pour les concepteurs, de résoudre des problèmes non envisagés initiale-
ment (comme celui de la gestion de propriétés communes à densembles d’objets).
8.7 Caract́erisation des ḿecanismes et interpŕetation
des concepts
Les points, sources de confusions, qui réclament plus particulièrement des préci-
sions sont : la caractérisation de la différence entre clonage et création différentielle,
la caractérisation de la différence entre l’héritage dans les langages à classes et dans
les langages à prototypes, et enfin la compréhension des div rses utilisations pos-
sibles du concept d’(( extension)). Nos caractérisations sont fondées sur l’héritage
et le partage, ce qui est partagé ou hérité est relatif auxpropriétés. On distingue trois
formes de partage23.
• Il y a partage de noms lorsque deux objets ont chacun une propriété de même
nom.
21. Dans l’autre alternative, la délégation explicite, l’objet dispose d’un module de réception des mes-
sages et choisit lui-même la propriété à activer ou délègue lui-même le message à un autre objet. La
délégation explicite est citée dans certains articles[Steinet al., 1989] et est utilisée dans ACT 1 mais
nous ne connaissons pas de langages à prototypes qui l’utilisen .
22. Le lecteur trouvera dans[Malenfant, 1995] une description formelle de la sémantique du
mécanisme de délégation pour un langage à la Lieberman et dans la plate-forme PROTOTALK [Dony
et al., 1992] une mise en œuvre d’évaluateurs correspondants qu’il pourra étudier, étendre et modifier à
sa guise. PROTOTALK est une plate-forme SMALLTALK permettant de simuler simplement la plupart des
langages à prototypes ; elle est disponible à l’adresse :http://www.lirmm.fr/̃dony/research.html.
23. Une description plus détaillée et plus formelle en estdonnée dans[Bardou et Dony, 1996].











































(c): Après ajout de la
propriété couleur dans
point2
FIG. 8.8:Clonage : partage ponctuel
• Il y a partage de valeurs lorsque deux objetso1 eto2 ont chacun une propriété
de nomx et que la valeur de la propriétéx deo1 et deo2 est la même (égalité
physique).
• Il y a partage de propriétés24 lorsque deux objets possèdent la même propriété
(même adresse et donc même nom et même valeur). Il peut y avoir partage de
valeurs sans qu’il y ait partage de propriétés.
8.7.1 Distinction entre clonage et extension
La distinction entre clonage et extension, montrant que cesdeux mécanismes
ne sont pas redondants, provient de ce que le clonage et la cr´eation différentielle
induisent deux formes de partage distinctes[Donyet al., 1992].
• Une caract́erisation du clonage. Tout objet cloné, partage avec son clone,
au moment où celui-ci est créé, les noms et les valeurs de ses propriétés. Le clone
et son original évoluent indépendamment, la modificationd’un attribut du premier
n’est pas répercutée sur le second : le partage est ponctuel. En ffet, tout nom de
propriété, par exemplex, y, déplacer ou dessiner (Fig. 8.8.a) de l’objet cloné,
point1 dans notre exemple, est aussi un nom de propriété du clone (p int2) et, les
deux propriétés désignées par chaque nom ont la même valeur. Mais il y a bien deux
propriétés ; par exemple, si l’on modifie la valeur de la propriétéx pourpoint2, la
valeur de la propriété de même nom depoint1 n’est pas modifiée (Fig. 8.8.b) ;
idem en cas d’ajout ou de retrait de propriété. (Fig. 8.8.c)
• Caractérisation du mécanisme d’extension. Un objet dans une hiérarchie
d’objets hérite de ses parents un ensemble d’attributs et de méthodes. Tout parent
partage avec ses extensions les propriétés25 qu’il définit et que ces derniers n’ont
pas redéfinies. Les propriétés du parent non redéfinies dan une extension sont aussi
24. L’idée de différencier le partage de noms du partage depropriétés est inspirée de la distinction entre
héritage de noms et de valeurs introduite dans[Ducournauet al., 1995]. Les deux distinctions n’ont en
fait pas grand chose en commun car elle sont fondées sur des interprétations différentes de la notion de
propriété.
25. Ce qui est hérité étant identique pour les attributs et les méthodes, il est possible d’unifier les deux
sortes de propriétés ; c’est ce qu’ont fait les concepteurd SELF. On ne trouve en SELF que desslots
dont les valeurs peuvent éventuellement être des fonctions exécutables, on y accède dans tous les cas par
envoi de message ; lorsque la valeur d’un slot est une fonction alors elle est exécutée.
244 Langages et mod̀elesà objets
des propriétés de l’extension. L’extension est dépendante de son parent26. Cette
dépendance et ce partage sont persistants, ils durent aussi longtemps qu’existe le
lien entre les deux objets. Reconsidérons l’exemple de la figure 8.4 dans lequel
l’objet tortue a pour parent l’objetpoint2. Tortue ne détient pas la propriété
x mais hérite celle détenue parpoint2. Cette propriété définit tout autanttortue
quepoint2, elle est partagée par les deux objets. Toute modification de la valeur de
cette propriété pourpoint2 affecte également l’objettortue.
Les deux mécanismes induisent donc des partages distinctsavec des durées de
vie différentes (ponctuel pour le clonage, persistant pour l’extension). Leurs appli-
cations sont distinctes.
8.7.2 Caract́erisation de la différence entre híerarchies d’objets
et hiérarchies de classes
L’étude comparative de l’héritage dans les hiérarchiesd classes et dans les
hiérarchies d’objets (hiérarchies de délégation) a fait l’objet de plusieurs travaux.
D’après Lieberman, la délégation est un mécanisme plusgénéral que l’héritage de
classes, elle permet de le simuler. Dans[Stein, 1987], il est montré que la simulation
inverse est possible à condition d’utiliser les classes comme des objets et de se servir
des variables de classe à la SMALLTALK pour représenter les propriétés, ce qui est
un cas très particulier. Cet article ne montre par ailleurspa du tout ce que son
titre laisse supposer, à savoir que la délégation est équivalente à l’héritage dans les
hiérarchies de classes.
En fait les deux formes d’héritages sont distinctes car l’héritage dans les lan-
gages à classes n’induit aucun partage d’attributs entre istances27. Un objet, ins-
tance d’une classeC possède, via sa classe : d’une part un ensemble de méthodes
(déclarées et définies dans les super-classes deC) et d’autre part un ensemble de
noms d’attribut (déclarés dans les super-classes deC) dont il détient en propre la
valeur. Deux objets dont les classes sont liés par un lien(( sous-classe-de)) par-
tagent donc des méthodes mais uniquement des noms d’attribut. Ces objets sont
indépendants en terme d’états.
Les deux formes d’héritage ne sont donc pas équivalentes.L’héritage d’attri-
buts entre objets est caractéristique des hiérarchies d’objets ; il est à l’origine des
possibilités nouvelles de représentation offertes par les langages à prototypes (cf.
paragraphe 8.4), mais aussi de problèmes nouveaux.
8.7.3 Variations sur la d́ependance entre parent(s) et extensions
L’héritage d’attributs induit un partage qui rend une extension dépendante de
son parent, mais qu’en est-il de la réciproque? Un parent est-il dépendant de ses
extensions ou en d’autres termes, une extension peut-elle,en se modifiant, modifier
aussi son parent? Le problème se pose lorsque l’on demande `a un objet (par envoi
26. La réciproque, à savoir l’indépendance du parent vis-à-vis de ses extensions sera discutée au para-
graphe 8.7.3.
27. Sauf pour le cas très particulier des variables de classe.
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de message ou par un autre moyen) de modifier la valeur d’un attribut qu’il hérite.
Déléguer ou ne pas déléguer les accès en écriture aux attributs, telle est la question.
Considérons par exemple l’envoi àtortue du messagemove, qui provoque l’activa-
tion de la méthodemove détenue parpoint2, laquelle accède en écriture aux attri-
butsx ety du receveur initial (liaison dynamique); ce dernier (tortue) ne détenant
en propre que l’attributy. Comment interpréter l’affectation(( x := newX ))? La
réponse à cette question dépend de l’interprétation que l’on a de la notion d’exten-
sion et des possibilités que l’on veut offrir. Les langagesà prototypes divergent sur
ce point.
• Interpr étation No 1. Des langages tels que YAFOOL ou GARNET ne délèguent
pas l’accès en écriture aux attributs. L’affectation estalors réalisée dans le contexte
strict du receveur initial : lorsque celui-ci ne possède pas l’attribut considéré, cet at-
tribut doit être créé avant la réalisation de l’affectation proprement dite. Dans notre
exemple, l’affectation de la variablex sera précédée par une redéfinition automa-
tique de la propriétéx surtortue.
Cette solution limite le partage d’attributs entre objets `a du partage de valeurs : le
parent partage avec ses extensions uniquement le nom et la valeur de ses propriétés
non redéfinies. Elle rend le parent complètement indépendant de ses extensions28.
Dans ce contexte, une extension représente systématiquement une entité diffé-
rente de celle représentée par le parent, duquel elle hérit n´ anmoins certaines carac-
téristiques. Cette interprétation est ainsi adaptée àla mise en œuvre de l’exemple
(( point-tortue)) dans lequel deux entités différentes, représentées par les objets
point2 et tortue ont la même abscisse. Mais en restreignant le partage d’attri-
buts, cette solution interdit également certaines utilisa ons de la délégation telle
que celle utilisée dans l’exemple(( personne, employé, sportif)) 29 (cf. Fig. 8.6).
• Interpr étation No 2. Des langages tels que SELF ou OBJECT-L ISP délèguent
l’accès en écriture aux attributs. L’affectation est alors toujours réalisée, quel que
soit le receveur initial, au niveau de l’objet détenant l’atribut, dans notre exemple
il s’agit de l’objetpoint2. Dans ce contexte, un parent est dépendant de ses ex-
tensions. Une extension représente la même entité que son parent, elle en décrit
une partie spécifique. Cette interprétation permet ainside représenter l’exemple
(( personne-employé-sportif)), dans lequel les extensions représentent des parties
d’un tout, ce tout étant la représentation d’une personne.
On pourrait croire en première analyse qu’il est néanmoins possible de se rame-
ner à la première interprétation à condition de redéfinir sur une extension tous les
attributs définis par ses parents. En fait, utiliser cette seconde interprétation pose, si
l’on souhaite par exemple représenter le point et la tortue, un nsemble de problèmes
que nous nous proposons d’aborder maintenant.
28. On n’obtient pas pour autant un équivalent du clonage car l’état de l’extension est toujours
dépendant du parent.
29. En effet, l’envoi d’un message àSportif pour modifier son adresse, résulterait alors en une
redéfinition deadresse dansEmployé et non en une modification deadresse au niveau dePersonne.
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8.8 Discussion des problèmes relatifsà l’identit é des
objets.
Les premiers problèmes que pose la programmation par prototypes sont relatifs
à l’identité des objets. Nous utiliserons le terme(( identité)) pour désigner l’entité
(ou les entités) du domaine qu’un objet représente. Avec le modèle classe-instance,
un objet a une identité unique, il représente une et une seule entité du domaine
chapitre 1. L’objet y est par ailleurs une unité d’encapsulation autonome détenant
l’ensemble des valeurs des attributs ; toute modification dela valeur d’un de ces
attributs est sous son contrôle. Avec l’héritage entre objets, cette bijection entre
entités décrites et objets peut ne plus exister. En effet,dans une hiérarchie, un même
objet peut représenter à la fois une entité, plusieurs entités ou des parties de plusieurs
autres entités. Par exemple, l’objetpoint2 de la figure 8.4 représente un point, mais
également une partie d’une tortue puisqu’il détient son abscisse. Les représentations
des entités point et tortue partagent les propriétés définies dans l’objetpoint2. Dans
l’autre exemple, l’entité personne est représentée parles trois objetspersonne,
employé etsportif.
Dès lors qu’un objet définit des propriétés représentant plusieurs entités, se pose
le problème de la modification accidentelle d’une entité suite à la modification d’une
propriété partagée.
8.8.1 Probl̀emes potentiels d’int́egrité
Le premier problème potentiel est la modification d’une extension par l’in-
termédiaire de son parent. Il se pose avec les deux interpr´etations de la notion
d’extension. Par exemple, l’envoi à l’objetpoint2 du messagemove provoque la
modifications d’attributs depoint2 et subséquemment des entités point et tortue,
car l’attributx est partagé30. Ce résultat peut néanmoins être considéré comme une
conséquence naturelle de l’utilisation de la descriptiondifférentielle. Si le program-
meur detortue ne souhaite pas que cet objet dépende depoint2, il peut utiliser
le clonage. Il y a bien modification indirecte d’une entité mais elle correspond à
l’intention du programmeur.
Le second problème potentiel est la modification accidentell (non prévue par
le programmeur) d’un parent via une de ses extensions. Ce problème ne se pose
qu’avec la seconde interprétation de la notion d’extension utilisée pour représenter
des entités différentes. L’exemple en est l’envoi du messagemove à tortue que
nous avons décrit et qui modifie l’objetpoint2, ce qui évidemment ne correspond
pas nécessairement à l’intention du programmeur. Dans cette onfiguration, le lien
de délégation octroie, àtortue un accès en lecture et en écriture aux propriétés
définies danspoint2. Demander à la tortue de se déplacer entraı̂ne égalementle
déplacement du point.
Il est ainsi possible de modifier plusieurs entités en pensant n’en modifier qu’une.
Plus généralement, il est impossible de placer une frontière nette entre des entités
30. La distinction entre objet et entité apparaı̂t clairement ici, la tortue a bien été modifiée alors que
l’objet tortue ne l’a pas été.
8. Les langages̀a prototypes 247
représentées par des objets appartenant à une même composante connexe d’une
hiérarchie. Ces composantes devenant en pratique les réelles unités d’encapsulation
des langages à prototypes ([Chamberset al., 1991] emploie le terme d’encapsulation
de modules). Une affectation peut entraı̂ner la modification d’un très grand nombre
d’entités sans qu’il soit aisé de prédire lesquelles ou même leur nombre. Briser l’en-
capsulation dans un tel contexte devient extrêmement simple. Il suffit, pour accéder
en lecture et en écriture aux attributs d’un objetO, d’en créer une extensionE, d’y
définir une méthode réalisant un accès en écriture aux attributs définis surO et d’en-
voyer le messages correspondant àE. Les variables d’un objet deviennent de fait des
variables semi-globales, modifiables par n’importe lequelde ses descendants.
8.8.2 Solutions aux probl̀emes d’int́egrité
Toutes les solutions proposées au problème précédent passent par de la limita-
tion du partage d’attributs.
• Responsabilit́e du programmeur. Des langages comme SELF ne proposent
aucune solution à ce problème. La solution standard pour le p ogrammeur est de
créer des extensions en redéfinissant systématiquementtous les attributs de ses pa-
rents et en n’héritant que les méthodes. Même avec cette précaution, il est impos-
sible, comme nous l’avons montré, d’assurer l’encapsulation.
•Restriction du partage d’attributs. En restreignant le partage d’attributs à du
partage de valeurs (cf. paragraphe 8.7.3), les langages comme YAFOOL ou GARNET
solutionnent le problème au détriment du pouvoir d’expression du langage.
• Distinction entre liens de d́elégation.Offrir en standard les deux possibilités
est tentant, une solution mixte a ainsi été implantée dans le langageNewtonScript
[Smith, 1995] où le programmeur a le choix entre deux sortes de liens de délégation.
A l’un de ces liens (lienproto) est associé du partage de valeurs et une sémantique
de valeurs par défaut, tandis que du partage d’attributs est associé à l’autre (lien
parent). L’existence de deux types de liens de délégation complique cependant
considérablement le modèle de programmation, la lisibilté des programmes et la
recherche de sélecteurs. En effet, bien que le lienproto soit prioritaire au lien
parent, il est difficile de prévoir ce qui peut se passer lorsque le s´ cteur recherché
est accessible en suivant deux chemins différents (incluat éventuellement des liens
des deux types).
• Contr ôle des extensions.Le langage AGORA [Steyaert, 1994] permet à cha-
que objet de contrôler la création de ses futures extensions. Il est impossible d’étendre
un objet, s’il ne possède pas de méthodes particulières,appelées(( mixin-methods))
permettant de spécifier de façon précise les droits d’accès en lecture et en écriture
aux propriétés qui seront octroyés à ses descendants. Cette solution rend au pro-
grammeur le contrôle total des accès aux propriétés d’un parent, son principal in-
convénient réside dans le fait que celui-ci doit systématiquement prévoir toutes les
possibilités d’extension, ce qui exclut toute réutilisation non anticipée; le problème
est similaire à celui du choix de la(( virtualité )) des méthodes en C++ (chapitre 3).
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• Cas des langages excluant la création d’extensions.Tous les langages à
prototypes n’incluent pas le mécanisme de délégation. Les problèmes évoqués étant
directement liés au partage de propriétés qu’il induit,il va de soi que ces problèmes
ne se posent pas dans ces langages (comme KEVO), qui ont en contrepartie un pou-
voir d’expression plus limité.
8.8.3 Probl̀eme de la gestion des entités morceĺees
Le partage d’attributs crée un autre problème, connexe auprécédents. Lors-
qu’une entité est représentée par plusieurs objets, nous parlons alors d’(( entité
morcelée)) [Donyet al., 1992 ; Malenfant, 1996 ; Bardou et Dony, 1996] ; c’est par
exemple le cas de l’entité tortue, dont la représentationutilise les objetspoint2 et
tortue. Le problème est qu’il n’existe aucun objet du langage représentant l’en-
tité tortue dans sa globalité. On pourrait considérer que l’objet tortue joue ce
rôle mais ceci lui confère un double statut, celui de repr´esentant de tortue et en
même temps celui de représentant d’une de ses parties. Ce double statut se ma-
nifeste si l’on demande à l’objettortue de se cloner, demande-t-on un clonage
de l’objet ou un clonage de l’entité ? Dans le premier cas, seul l’objet doit être
copié. Dans le second cas, il est nécessaire de réaliser une copie de toutes les parties
de la tortue, c’est-à-dire une copie des objetstortue et point2, similaire à celle
réalisée par la primitivec-extent de ACT 1. Le double statut se manifeste dans cet
exemple par l’existence de deux primitives de clonage, ayant des noms différents,
entre lesquelles le programmeur doit choisir et qui sont sources de confusion. Le
problème se révèle encore mieux sur un exemple plus complexe, par exemple celui
de la personne(( pierre)) (cf. Fig. 8.6) représentée par les objetspierrePersonne,
pierreEmployé et pierreSportif. Il n’existe plus dans ce cas aucun objet sus-
ceptible de représenter l’entité(( pierre)) dans sa globalité. Si on souhaite la cloner,
aucune primitive du langage n’est capable de réaliser cette opération puisque cette
entité n’est pas réifiée ; un tel clonage doit être réalisé de façonad hocpar le pro-
grammeur. On ne trouve aucune solution à ce problème dans les langages existants.
8.8.4 Utilisation śemantiquement fond́ee de la d́elégation
Nous pouvons à cet instant faire un point sur les utilisations sémantiquement
fondées du mécanisme de délégation. Tous les problèmes que nous venons d’évoquer
viennent du fait qu’une même entité du domaine puisse êtrr présentée par plu-
sieurs objets partageant des attributs. Les utilisations chérentes de la délégation
sont celles ou une bijection est rétablie entre objets du langages et entités repré-
sentées.
Une première solution à ce problème a été décrite, ells consiste à restreindre
le partage de propriétés à du partage de valeur et correspnd à notre premie‘re in-
terprétation de la délégation (cf. section 8.7.3).
Une seconde solution consiste à utiliser la délégation pour réaliser un partage de
propriétés, non plus entre objets mais entre morceaux formant les différentes par-
ties d’un objet, l’objet lui-même représentant une entit´ du domaine. On peut ainsi
























FIG. 8.9: Objets morceĺes.
imaginer l’objetPierre représentant une personne, formé de 3((morceaux)) comme
dans la figure 8.9, ces morceaux ayant alors perdu leur statutd’objet. Une applica-
tion évidente des objets morcelés est la représentationde points de vue[Carré, 1989 ;
Ferber, 1989b] de l’entité correspondante ; mais il peut y en avoir d’autres. Des
études sont en cours pour intégrer une représentation explicite d’objets morcelés
dans des langages, à prototypes ou à classes[Bardou et Dony, 1995 ; Bardou et
Dony, 1996 ; Bardouet al., 1996] ou dans les bases de données à objets[Naja et
Mouaddib, 1995]. Dans cette optique, la délégation a aussi été utilisée comme tech-
nique d’implantation du système de points de vue deRomeen SMALLTALK [Van-
wormhoudt, 1998].
val 4 val 0
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increment (lambda() val := val +1)
(lambda () val := 0)
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FIG. 8.11: Solution destraits.
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8.9 Discussion des problèmes líesà l’organisation des
programmes
La seconde série de problèmes de la programmation par prototypes est liée à la
disparition de la représentation en intension des concepts. Confrontés à la réalisation
de programmes complexes, les utilisateurs de langages à prototypes ont vite été li-
mités par l’absence d’équivalents aux possibilités de partage offertes par les classes.
8.9.1 Probl̀eme du partage entre membres d’une famille de clones
Nous employons le terme de(( famille de clones)) pour désigner l’ensemble des
objets mis en relation par la fermeture transitive de la relation (( est-un-clone-de))
qui lie conceptuellement un clone et son modèle. On peut assimiler une famille de
clones à l’ensemble de tous les objets appartenant conceptuellement à un même type
de données ou à l’ensemble des instances d’une classe.
Le premier problème est celui du partage des méthodes communes à tous les
objets d’une famille de clones. Considérons par exemple unnsemble de clones de
l’objet point de la figure 8.4, ces objets sont tous indépendants et il n’existe aucun
objet représentant la famille. Considérons maintenant le problème suivant : com-
ment doter tous les membres de la famille d’une nouvelle méthode (par exemple
moveToOrigin). Diverses solutions ont été proposées pour introduirecette possibi-
lité dans les langages à prototypes. Les premières sont de la responsabilité du pro-
grammeur et utilisent les constructions primitives existantes ; il s’agit des approches
par instances prototypiques, représentants moyens outraits. Les secondes déplacent
le problème au niveau de l’implantation et proposent une gestion automatique du
partage entre objets d’une même famille.
Gestion des familles de clones utilisant des prototypes
La méthode dite des(( instances prototypiques)), initialement proposée dans
[Lieberman, 1986], consiste à élever un des membres au statut de représentant de l
famille. Dans la pratique l’instance prototypique devientl parent de tous les autres
membres. La figure 8.10 montre un exemple d’instance prototypique (compteur0)
pour une famille de(( compteurs)). Doter tous les membres de la famille d’une
nouvelle propriété s’effectue alors simplement en la définissant sur cet objet. Cette
solution, bien qu’utilisable dans la pratique, est peu satisfaisante car l’instance pro-
totypique peut être condidérée tantôt comme un individu, tantôt comme l’ensemble
des individus qu’elle représente. Le statut particulier dreprésentant de la famille
n’est en rien matérialisé ; rien ne distingue l’instance prototypique des autres ob-
jets. Pourtant les autres membres de la famille hériterontde toutes ses évolutions.
L’évolution personnelle de l’instance prototypique peutdevenir contradictoire avec
son statut de représentant si cette évolution fait qu’il n’est plus représentatif. Ima-
ginons par exemple un ministre représentant de ses congénères ayant des démélés
avec la justice, caractéristique nouvelle que les autres ne souhaiterons pas hériter.
Pour la plupart des langages, on a abandonné l’idée de ne maipuler que des ob-
jets représentant des entités concrètes. La méthode des (( représentants moyens)) re-
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pose sur le même principe que celle des instances prototypiques mais un représentant
moyen (cf. paragraphe 8.2) est choisi comme représentant de la famille, il est éven-
tuellement doté d’attributs et éventuellement incomplet.
La méthode destraits, proposée par SELF [Ungaret al., 1991], proche de
la précédente consiste à créer des objets, appeléstraits, ne contenant que les
méthodes partagées par les objets de la famille (la figure 8.11 en montre un exem-
ple). La méthodologie destraits suggère de diviser la représentation d’une nou-
velle sorte d’entités en deux parties : un objettrait qui contient les méthodes facto-
risées et un prototype contenant les attributs et ayant letrait pour parent. Obtenir
un nouvel objet de la famille de clones consiste alors à cloner le prototype mais pas
le trait.
Les représentants moyens et lestraits ont le même double statut que les ins-
tances prototypiques. Letrait est une bibliothèque de propriétés, mais il a aussi
le statut d’objet standard, car rien dans le langage ne le distingue des autres objets.
En particulier, il est possible d’envoyer des messages directement autrait afin
d’invoquer les propriétés qu’il détient, et cela pose problème lorsque celles-ci con-
tiennent des références à des variables. Par exemple, sion envoie le messageincr
à compteur-trait, l’accès à la variableval lèvera une exception puisquecom-
pteur-trait ne possède pas cette propriété. Untrait détient des propriétés qui
lui sont applicables (on peut les activer par envoi de message puiqu’il les détient)
mais pratiquement inapplicables (elles sont prévues pourêtre appliquées à ses ex-
tensions). Avec les représentants moyens, dans une moindre mesure, il peut se poser
le même problème qu’avec lestraits : un représentant moyen peut très bien être
incomplet, c’est-à-dire détenir des méthodes faisant référence à des variables qu’ils
ne possèdent pas, ou dont la valeur n’est pas définie (parcequ’il n’y a pas de valeur
moyenne pour cette variable, par exemple).
Le clonage met bien en lumière les problèmes que pose le double statut des
instances prototypiques, des traits ou des représentantsmoyens. Il est impossible
d’écrire une primitive de clonage capable de cloner automaiquement et correc-
tement un objet ayant pour parent (direct ou indirect) un telobjet. Par exemple,
pour cloner le compteur représenté par les objetscompteur1 et compteur-trait
(Fig. 8.11), il faut clonercompteur1mais pascompteur-trait.Plus généralement,
le problème est de savoir, à partir d’un objet donné, jusqu’où la copie doit remonter
afin d’obtenir une nouvelle entité sans dupliquer la bibliothèque de comportements,
ce qui est impossible puisque rien ne distingue généralement la bibliothèque des
autres objets31.
Si l’on cumule les différents problèmes, cloner automatiquement une entité mor-
celée membre d’une famille de clones représentée par untrait supposerait de
31. Profitons de cette occasion pour discuter d’un cas particulier. YAFOOL solutionne ce dernier
problème par certaines adaptations et restrictions. Les représentants moyens sont créés à l’aide d’une
primitive spécifique (defmodele) et les objets sont dotés d’un attribut booléen indiquants’ils ont ou non
le statut de bibliothèque (ou d’abstraction). Par ailleurs il est impossible de créer des extensions d’objets
non définis pardefmodele. Ce booléen, tout en permettant de différencier les objets, met en lumière
le problème du double statut. L’impossibilité de créer ds extensions d’objets quelconques limite par
ailleurs sérieusement les possibilités de représentatio s d’objets exceptionnels. YAFOOL est à la base un
langage à prototypes et(( au sommet)), autre chose, assez proche d’un langage à classes sans en être
vraiment un.
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pouvoir déterminer d’une part quel est l’ensemble des objets r présentant l’entité
et d’autre part, parmi ceux-ci, lesquels sont concrets ou abstr its.
Gestion automatique des familles de clones.
Une seconde approche est l’automatisation. Dans le langageKEVO, tout objet
appartient à une famille de clones automatiquement gérée par le système. Si une
méthode est ajoutée ou retirée à un objet, celui-ci change de famille. SELF propose
une construction appeléemap, elle aussi gérée automatiquement et invisible au pro-
grammeur. Unmap détient les méthodes d’un objet ainsi que pour chaque attribut,
son nom et l’indice auquel la valeur est rangée dans l’objet. L smaps permettent
d’obtenir une implantation mémoire des objets identique `a c lle des instances d’une
classe ; ils réduisent l’espace mémoire occupé par chaque objet dans lesquels seules
les valeurs des attributs sont stockées (Fig. 8.12, partiedroite). Un nouveaumap est
créé à chaque créationex nihilod’un nouvel objet et tous les membres d’une famille
de clone dont la structure n’a pas été modifiée partagent le mêmemap.
Ni les familles de clones automatisées de KEVO, ni lesmapsde SELF ne présen-
tent l’inconvénient de conférer un double statut à des objets ; des constructions
spécifiques sont utilisées pour assurer la factorisation. T utefois, le programmeur
n’a aucun contrôle sur ces constructions. Il ne peut spécifier quels objets doivent ap-
partenir à la même famille, ni déterminer quels objets sont effectivement considérés
par le système comme lui appartenant. Avec KEVO, lorsque l’on désire ajouter une
propriété à toute une famille de clones, il suffit de choisir un objet membre de cette
famille et d’invoquer une primitive d’ajout collectif, sans savoir avec précision quels
objets vont être modifiés. En SELF, aucune primitive ne permet d’ajouter une pro-
priété à tous les objets rattachés au mêmemap.
Conclusion
La gestion des familles par des prototypes pose des problèmes conceptuels. Les
trois solutions ont à la base le même défaut qui est d’utiliser des prototypes pour
représenter des abstractions (les familles de clones), donc e réintroduire des formes
d’abstraction sans support adéquat. La gestion automatique des familles de clones
est insatisfaisante, elle ne fait que masquer le problème fondamental de l’absence
d’objets du langage capables de représenter sans ambiguı̈tés des collections d’objets
ou d’autres abstractions.
8.9.2 Probl̀eme du partage entre familles de clones
Une dernière forme de partage essentielle pour l’organisation des programmes a
dû être introduite dans les langages à prototypes : il s’agit du partage entre différentes
familles de clones. Si on prend l’exemple d’un programme représentant des(( gau-
lois )) et des(( romains)), le problème est de savoir sur quel objet définir les pro-
priétés communes à ces deux familles d’entités comme par exemple la méthode
voyager. Dans le monde des classes, ce type de partage est réalisé par d s super-
classes, souvent abstraites, communes à plusieurs classes. Dans notre exemple la
méthodevoyager serait définie sur une classeP rsonnagesuper-classe deRomain






















































FIG. 8.12:Hiérarchies ŕealiśees avec des représentants moyens d’une part et des
traits et desmaps à la SELF d’autre part (d’apr̀es un exemple enYAFOOL de J.
Quinqueton[Ducournau et Quinqueton, 1986]).
et Gaulois. Dans les langages à prototypes, il a été mis en œuvre à l’aide des
constructions que nous venons de décrire, instances prototypiques, représentants
moyens,traits oumaps.
Utiliser la solution des instances prototypiques est à nouvea peu satisfaisant.
En effet, il n’existe en principe aucun représentant typique de concepts abstraits
(les concepts représentés par des classes abstraites dans les langages à classes), on
ne peut alors en élever un au rang d’instance prototypique.Il est bien sûr possible
de choisir un représentant d’un sous-concept comme représ ntant du concept abs-
trait, par exemple choisir ungaulois, que l’on doterait de la méthodevoyager,
comme instance prototypique de personnage, ce qui impliquede définir tous les
romains comme ses descendants. Ceci implique finalement unem ltiplication des
masquages et des redéfinitions dans les descendants et rendles hiérarchies assez
obscures.
La partie gauche de la figure 8.12 montre une hiérarchie de repr´ s ntants moyens
permettant de répondre au problème posé. Dans cet exemple, un représentant moyen
du concept personnage détient les propriétéslieu-actuel et voyager. Cette uti-
lisation des représentants moyens ne pose a priori pas de problèmes nouveaux.
La partie droite de la figure 8.12 montre un équivalent en SELF, les représentants
moyens sont remplacés par destraits ne contenant que des méthodes. De plus
chaque objet possède unmap. Le lien parent d’un objet est stocké dans sonmap.
La gestion automatique du partage entre familles pose de nouveaux problèmes. Dans
KEVO, non seulement le système gère automatiquement les familles de clones,
mais il doit les organiser en une hiérarchie. La maintenance automatique de cette
hiérarchie est basée sur un ensemble de pré- et post-conditions à la modification
d’un objet, ou de toute une famille. Lorsqu’un objet est modifié, il doit changer
de famille : le système doit déterminer quelle est cette famille et éventuellement
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la créer. Dans le cas d’une modification collective, le problème ne consiste plus à
faire migrer un seul objet, mais une famille entière : le système vérifie donc si la
famille modifiée doit ou non fusionner avec l’une de ses voisine dans la hiérarchie.
En ce qui concerne lesmaps de SELF, le même problème de migration se pose,
mais aucune solution spécifique n’a été mise en œuvre pourle résoudre. Plusieurs
maps redondants peuvent donc cohabiter à la suite de modifications équivalentes
appliquées à des objets différents. Deux objets ayant mˆeme structure et même com-
portement ne sont donc pas systématiquement considéréscomme appartenant à la
même famille de clones.
Les méthodes des instances prototypiques et la gestion autm tisée des familles
supportent donc mal la réalisation de véritables hiérarchies d’héritage, incluant des
niveaux abstraits capables de factoriser des propriétéscommunes à diverses familles
d’objets.
8.10 Conclusion
Ce chapitre présente la genèse, les caractéristiques, les potentialités et les pro-
blèmes posés par les langages à prototypes. Nous y avons présenté la notion de
prototype, telle qu’elle a été définie en sciences cognitives, montré comment cette
notion a d’abord été utilisée en représentation de connaissances et en programma-
tion distribuée. Nous avons enfin montré comment ces utilisa ons ont été intégrées
au monde de la programmation par objets, pour former la famille des langages à
prototypes. Les caractéristiques primitives de ces langages ont ainsi été décrites en
en respectant la diversité.
Nous avons ensuite proposé des caractérisations du clonage, du mécanisme d’ex-
tension et de la différence entre l’héritage dans les hiérarchies d’objet et celui dans
les hiérarchies de classes. Ces caractérisation nous a permis d’expliquer les diffé-
rentes évolutions proposées par les langages, les différentes utilisations possibles de
la délégation ainsi que de mieux appréhender les avantages et les problèmes que
pose la programmation basée sur la délégation et les objets sans classes.
Quels constats peut-on tirer de cette étude?
Les langages à prototypes ont permis de découvrir ou de redécouvrir des méca-
nismes peu utilisés comme le clonage ou l’héritage entre obj ts (la délégation). Les
objets sans classes, moins contraints, permettent ou simplifient la représentation
d’un nombre important de situations. La délégation doit ˆetre considérée indépen-
damment des langages dans lesquels elle est utilisée. C’est un mécanisme utilisant
un héritage entre objets ayant ses spécificités et ses applic tions propres, différentes
des applications de l’héritage entre classes.
Une première grande série de problèmes de la programmation par prototypes est
liée à la disparition de la possibilité de description encompréhension des concepts.
Cette disparition se manifeste dès que l’on souhaite partager des propriétés com-
munes à des familles d’objets. Tous les langages à prototypes ont réintroduits des
objets ayant en plus du statut de membre d’une famille, celuid représentant d’une
famille d’objets (les instances prototypique des OBJECT-L ISP, les représentants
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moyens de YAFOOL ou lestraits de SELF), ou celui de descripteur d’objets (les
maps de SELF ou les familles de clone de KEVO), ou encore celui de bibliothèque
de comportements (lestraits ou les représentants moyens) ou plusieurs de ces
statuts à la fois.
Une seconde série de problèmes est relative à des utilisation non fondées du
mécanisme de délégation. La relation support au mécanisme est une relation entre
objets, que l’on peut nommer((est-une-extension-de)) ; un objet est en relation avec
un autre, son modèle, lorsqu’il est créé par une copie diff´ rentielle, c’est-à-dire en
exprimant ses différences par rapport au modèle. La dél´egation est un mécanisme
d’héritage qui induit un partage des attributs ou des valeurs de ces attributs entre ob-
jets. Ces formes de partage, absentes en programmation par classes, sont à la base
de possibilités originales de représentation. Elles sont aussi la cause de problèmes
d’inter-dépendance entre objets, ou de gestion d’entités représentés par des en-
sembles d’objets.
Ces derniers surviennent lorsque la relation((est-une-extension-de)) est utilisé
pour partager des attributs entre objets représentant desentités différentes, ce qui
fait voler en éclat la notion d’encapsulation. Il existe aux moins deux interprétations
fondées de cette relation. La première interprétation consiste à dire qu’une extension
o2 d’un objeto1 représentant une entitéE1, représente une entitéE2 distincte deE1
mais ayant par défaut des caractéristique communes. Au niveau de la représentation,
ces caractéristiques sont rangées danso1 et héritées donc partagées paro2. Nous
parlons de sémantique de partage de valeur. Cette interpr´e ation est utilisée dans
divers langages comme YAFOOL ou GARNET. La seconde interprétation consiste à
utiliser la description différentielle pour exprimer un partage de propriétés entre les
différentes parties d’une entité. Une application en estest la représentation, par des
((objets morcelés)), de divers points de vue d’une même entité avec partage possible
entre morceaux représentant ces points de vues (Jean le sportif et le mêmeJean,
professeur, ont le même age) (cf. section 8.4.3).
L’héritage entre objets (fondé sur la description différentielle des objets) et l’héri-
tage entre classes (fondé sur la description différentielle d concepts) sont complé-
mentaires. La délégation n’est pas un mécanisme spécifique de la programmation
par prototypes. Elle doit donc être considérée indépendamment des langages dans
lesquels elle est utilisée. C’est un mécanisme ayant ses spécificités et ses applica-
tions propres ; il peut être mis en œuvre dans un monde ou il y ades classes. Nous
avons ainsi évoqué le problème de la représentation d’entités avec points de vues.
Pour tirer un constat plus général de cette étude, reconsidérons les motiva-
tions initiales ayant amené le développement des langages ` prototypes. En ce qui
concerne la description simplifiée des objets et les possibilités de représentation, le
constat est favorable. Si un certain nombre de langages ont ´eté et continuent à être
développés, c’est parce qu’ils répondent à des besoins. Le constat est moins favo-
rable en ce qui concerne la simplicité du modèle de programm tion. Sur ce point,
l’argumentation en faveur des langages à prototypes était fondée sur le fait que le
modèle des prototypes est un modèle de programmation minimaliste dans lequel
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tout concept jugé inutilement complexe a été supprimé32. La réduction du nom-
bre et la simplicité des concepts de base ne s’est pas avér´ee être un facteur de plus
grande simplicité de programmation. (les modèles les pluminimalistes que l’on aie
pu concevoir, la machine de Turing par exemple, ne sont d’ailleurs pas ceux dans
lesquels il est le plus aisé de programmer). Le monde des clas es est plus rigide,
celui des prototypes offre plus de liberté mais ne demande pas moins d’efforts de
compréhension. Le développement d’applications importantes requiert manifeste-
ment la possibilité de décrire des abstractions. A l’heure actuelle aucun des langages
à prototypes existants ne le permet de façon réellement satisfaisante.
Les problèmes relatifs à l’organisation des programmes condamnent-ils la pro-
grammation par prototypes? Si l’on réduit ce courant à deslangages manipulant
uniquement des(( objets concrets)) la réponse est certainement positive. Mais cette
réduction serait une erreur. Les langages à prototypes existants, avec ou sans les
solutions apportées aux problèmes d’intégrité et de partage, ont permis l’implanta-
tion de logiciels importants, on peut penser à l’environnement SELF [Agesenet al.,
1995], à la construction d’interfaces graphiques[Myers et al., 1992] en GARNET
ou AMULET, à l’architecture logicielle duNewtond’Apple). Ils ont également été
utilisés comme couche basse (ou assembleurs de haut niveau) d’autres langages à
objets: les langages YAFOOL ou OBJECT-L ISP sont à la base des langages à proto-
types mais disposent d’une couche logicielle permettant auprogrammeur de penser
jusqu’à une certaine limite en termes de classes et d’instances33. Des applications
importantes ont été réalisées en YAFOOL (par exemple RESYN, chapitre 14).
En résumé, si les langages à prototypes présentent encore des défauts, les mo-
tivations qui ont conduit à leur développement sont toujours d’actualité, les re-
cherches les concernant restent assez peu nombreuses. Il nous semble maintenant
intéressant de travailler à une réconciliation entre prototypes et abstractions, entre
la souplesse de représentation qu’offrent les objets sanscl s es et les possibilités de
structuration offertes par des objets abstraits assumant plei ement leur statut. Une
des pistes à suivre pour parvenir à ce résultat est d’arriver à définir des descripteurs
d’objets et des bibliothèques de comportements qui soienteux-mêmes des objets
capables de recevoir des messages, sans pour autant contraindre les objets autant
que ne le font les classes.
32. En parlant de la conception du langage SELF : (( We employed a minimalist strategy, striving to
distill an essence of object and message)) [Smith et Ungar, 1995].
33. Dans les deux cas, ces couches logicielles ne transforment pas ces langages en véritables langages
à classes, le partage de valeur d’attributs et ses conséquences étant toujours présent.
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Objets et contraintes
OBJETS ET CONTRAINTESsont deux notions informatiques qui connaissent cha-cune depuis vingt ans un essor considérable. La notion d’bjetest centrale
aux Langages de Programmation par Objets (LPO, voir chapitres 1, 2 et 3),
aux Systèmes de Représentation de Connaissances par Objets (SRCO, voir chapitres
10, 11 et 12) et aux bases de données orientées objet (voirchapitre 5) 1. Bien que
cette notion ait dans ces langages et ces systèmes des interprétations, utilisations et
prérogatives distinctes, le consensus se fait autour de l’int´ rêt de disposer de struc-
tures de données — les objets (ou, plus exactement, les classes) —, organisées de
manière hiérarchique afin de factoriser des connaissanceet de pouvoir en hériter.
La notion decontrainteest centrale à lasatisfaction de contraintes, domaine de
l’intelligence artificielle dont les bases théoriques ontvu le jour au milieu des années
soixante-dix[Mackworth, 1977 ; Montanari, 1974]. S’appuyant sur des techniques
élaborées par cette théorie, mais également par d’autres domaines comme l’ana-
lyse numérique ou la recherche opérationnelle, lesLangages de Programmation
Par Contraintes(LPC) sont des outils informatiques de description et de résolution
de problèmes qui ont aujourd’hui un grand succès industriel. Ils sont notamment
utilisés par les entreprises confrontées à des problèmes d’allocations de ressources,
de gestion de production ou d’emplois du temps pour lesquelsils offrent une (idée
de) réponse[Fron, 1994].
Plusieurs réalisations témoignent que les développements r spectifs des deux
paradigmesobjetet contraintene se sont pas faits sans tentatives d’apporter à l’un
les avantages de l’autre. Du côté des objets, il est tentant de munir unLPO ou un
SRCOde capacités de description et de résolution de problèmes en y intégrant des
contraintes. Du côté des contraintes, il est tentant de chercher à représenter, or-
ganiser, factoriser et contrôler à l’aide d’objets, la description et la résolution d’un
problème de satisfaction de contraintes dans un langage ouun module dePPC. Pous-
sant la combinaison à l’extrême, il est tentant de faire cohabiter dans unLPO ou dans
unSRCOdes objets qui représentent des contraintes et des objets sur le quels portent
des contraintes décrites en termes d’objets.
1. Nous n’aborderons pas ici le domaine des bases de donnéesori ntées objet.
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Ce chapitre a deux objectifs. Premièrement, nous dressonsun panorama des
principaux langages et modèles qui proposent une association objets/contraintes en
rappelant leurs motivations, leurs particularités et leurs différences. Deuxièmement,
nous nous intéressons plus particulièrement à l’associati n objets/contraintes en
représentation de connaissances.
Nous débutons par une présentation des principaux objectifs, définitions et tech-
niques de ce domaine de recherche (§ 9.1). Les choix que nous faisons dans cette
présentation visent à ne retenir, parmi les nombreux aspect d la programmation par
contraintes, que ceux qui sont les plus fréquemment rencontrés dans les systèmes
présentant une association objets/contraintes. Nous abordons alors le premier point
de cette étude en proposant une classification des associations objets/contraintes.
Nous choisissons de distinguer d’un côté lesLPO étendus par des contraintes et, de
l’autre, les langages dePPC intégrant la notion d’objet (§ 9.2). Le second point de
l’étude s’inscrit dans le domaine de la représentation deconnaissances (§ 9.3). Nous
nous intéressons tout d’abord aux tentatives d’introduction de contraintes dans les
logiques de descriptions (voirchapitre 11) qui reposent sur une approche formelle
de la représentation hiérarchique des connaissances d’un domaine (§ 9.3.1). Puis,
nous proposons une étude des tenants et des aboutissants del’intégration de con-
traintes dans une représentation à objets (§ 9.3.2). Nous tentons de répondre alors
aux questions : contraindre quoi? contraindre comment? contraindre et ensuite? Ce
faisant, nous essayons de cerner les apports et les limites d’une association entre
objets et contraintes au sein d’une représentation par objets.
9.1 Contraintes
Du point de vue de l’utilisateur, lesLPC sont devenus populaires pour leur
déclarativité et leur généricité. D’une part, ils permettent à un utilisateur de décrire
de manière assez intuitive (et proche du formalisme mathématique) un problème en
termes d’expressions de contraintes construites à partirde la combinaison d’opéra-
teurs de comparaison et d’opérateurs algébriques mis à sa disposition ou, parfois,
créés par lui-même. D’autre part, ils offrent un ensemble de techniques de recher-
che de solutions que l’utilisateur peut éventuellement cotrôler ou, parfois, définir
(programmer). En quête de généricité, mais aussi d’efficacité dans des classes de
problèmes bien déterminées, lesLPC tendent de plus en plus à intégrer des tech-
niques de résolution éprouvées de divers domaines : analyse numérique, théorie des
graphes, Recherche Opérationnelle (RO) . . . Par exemple, des algorithmes ou heu-
ristiques sophistiqués, issus de laRO, vont permettre à un langage dePPC d’être
adapté à la résolution de problèmes d’ordonnancement de tâches. En ce sens, laPPC
peut être vue comme une vitrine informatique et non pas comme une concurrente de
la RO : les deux visent à proposer des méthodes de résolution deproblèmes. LaPPC
est plus générique, plus flexible et donc moins performante : elle ne peut s’attaquer
qu’à des problèmes de taille raisonnable. LaRO, quant à elle, s’attaque, souvent
par des heuristiques, à des problèmes plus spécifiques etsurtout, de plus grosse
taille, mais les bibliothèques de programmes qu’elle propose apparaissent comme
peu flexibles et hermétiques (boı̂tes noires), au contraire des outils dePPC.
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À la base, lesLPC intègrent de nombreux résultats propres à la théorie des
Problèmes de Satisfaction de Contraintes (ouCSP2). Cette théorie s’attache tout
d’abord à identifier et à définir divers types deCSP qui sont alors autant de sujets
d’études. Pour chaque type deCSP, l’objectif est de caractériser et de formaliser ses
propriétés à partir d’un choix de représentation, de l’étude des graphes associés aux
réseaux de contraintes ou de la nature même des contraintes, afin de proposer des
techniques de filtrage de l’espace de recherche de solutionsou/et des algorithmes
de résolution performants[Tsang, 1993].
9.1.1 CSP : d́efinitions
Définition 1 (d’apr ès[Montanari, 1974 ; Mackworth, 1977]) Un Probl̀eme de
Satisfaction de Contraintes, ouCSP, est d́efini par la donńee d’un triplet (X , D,
C) où :
X = {x1, . . . , xn} est un ensemble fini de variables,
D = {d1, . . . , dn} est l’ensemble fini des domaines de valeurs des variables deX
(à chaque variablexi deX est assocíe un domainedi deD),
C = {c1, . . . , cm} est un ensemble fini de contraintes. Chaque contrainteci de
C porte sur un sous ensemble{xi1, . . . , xik} deX et d́efinit un sous-ensemble du
produit cart́esiendi1 × di2 × . . .× dik.
Chaque contrainteci de C peut être décrite enextensioncomme l’ensemble des
k-uplets(vi1, . . . , vik) — une valeurvij pour chaque variablexij de ci — qui
satisfont la contrainteci, ou enintensionsous la forme d’une relation décrite à l’aide
d’opérateurs (en général un opérateur de comparaison et des opérateurs algébriques)
définis sur le type des variables deci.
Par exemple,ci peut être donnée en extension par l’ensemble{(2, 3, 5), (2, 1, 3),
(2, 2, 4)} ou bien en intension par la relationxi1 + xi2 = xi3.
Le but de la satisfaction d’unCSPest de déterminer les solutions de ce problème,
si elles existent. On peut se contenter d’une seule solutionou les rechercher toutes,
ou encore chercher la meilleure si l’on dispose d’une fonctid’évaluation du coût
d’une solution. La notion de base liée à la recherche de solution est l’instanciation
(partielle ou totale) qui correspond à l’affectation à unensemble de variablesY
(avecY ⊆ X) de valeurs de leurs domaines respectifs. Dans la recherched’un
solution, on cherche à produire desin tanciations localement consistantes.
Définition 2 (d’apr ès[Dechter, 1992]) Par rapport à un CSP(X, D, C), une ins-
tanciation partielle d’un ensemble de variablesY est dite localement consistante si
elle satisfait toute contrainteci(xi1, . . . , xik) avec{xi1, . . . , xik} ⊆ Y ⊆ X .
Dès lors, unesolutionest définie par :
Définition 3 (d’apr ès[Dechter, 1992]) Une solution duCSP(X , D, C) est une ins-
tanciation deX localement consistante. Cette instanciation est alors dite globale-
ment consistante.
2. Le terme anglais deConstraint Satisfaction Problemsest conservé.
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9.1.2 Techniques de ŕesolution
Le problème duk-coloriage d’un graphe, connu comme NP-complet, pouvant
s’exprimer comme unCSP, la détermination des solutions d’unCSPest un problème
par nature NP-complet. La résolution d’unCSP demande donca priori un temps
exponentiel en la taille des données du problème. Mais, enfonction des spécificités
du CSP(nombre de solutions recherchées, structure du graphe pour lesCSPbinaires
. . . ), il est possible de réduire sensiblement la complexité de sa résolution.
Parmi les méthodes de résolution, il faut distinguer les techniques d’énumération
systématiques des domaines et les méthodes stochastiques. Les premières cherchent
à étendre progressivement (en choisissant une valeur dans le domaine de la variable
en cours d’examen) des instanciations partielles localement consistantes vers des
instanciations globalement consistantes. Les secondes partent d’une instanciation
totale déterminée au hasard et non forcément globalement consistante et cherchent
à atteindre une solution (qu’elles n’atteindront peut être pas)[Freuderet al., 1995].
Les techniques d’énumération systématiques comprennent :
• les méthodes à base de retour-arrière (Backtracking, Backjumping, Backmar-
king . . . ) [Gaschnig, 1979] qui, en cas d’échec, remettent en cause une va-
riable précédemment instanciée. Elles se distinguent par leur pertinence dans
le choix de la variable à remettre en cause, c’est-à-dire pa leur capacité à
éviter que des affectations ayant déjà mené à un échecne se reproduisent, en
stockant des informations relatives aux échecs.
• les méthodes à base de recherche en avant (Forward-Checking, (Full-)Look-
Ahead. . . ) [Haralick et Elliot, 1980] qui cherchent à propager les conséquen-
ces de l’instanciation courante en éliminant des domainesdes variables non
encore instanciées, les valeurs d’ores et déjà incompatibles avec la valeur
choisie pour la variable courante. Elles se distinguent parla puissance du fil-
trage qu’elles opèrent sur les domaines des variables non ecor instanciées.
Il est possible d’accompagner ces méthodes d’énumération des domaines par un
choix statique ou dynamique de la prochaine variable et/ou valeur à considérer.
En général, une combinaison de toutes ces approches donneles meilleurs résultats
[Ginsberg, 1993 ; Frost et Dechter, 1994]. Ces méthodes permettent de décider si un
CSPpeut être résolu ou non.
Les méthodes stochastiques, elles, connaissent un succès grandissant depuis
1990. Elles regroupent diverses techniques ou heuristiques issues en majorité de
la recherche opérationnelle, telles que leHill-Climbing, les méthodes connection-
nistes, les algorithmes génétiques, le recuit simulé oula méthode tabou. Si ces
méthodes ne peuvent décider de lasatisfiabilit́e ou de lanon satisfiabilit́ed’un CSP
(existe-t-il ou non une solution), elles résolvent desCSP dans des applications de
taille réelle ou peuvent s’approcher d’une solution, ce qune savent pas faire les
méthodes exhaustives d’énumération[Haoet al., 1997].
La tendance actuelle des recherches enCSP est d’instiller des techniques sto-
chastiques dans les méthodes systématiques pour parvenir plus rapidement à une
solution.
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9.1.3 Maintien de solution
Le maintien de solution consiste, lors de la modification de la valeur d’un en-
semble de variables et/ou de l’ajout d’un ensemble de contraintes, à déterminer une
façon de parvenir à une nouvelle solution en modifiant les valeurs d’autres variables.
Cette technique est notamment employée dans les systèmesayant à répondre à une
perturbation d’un état stable, comme ceux gérant des interfac s graphiques contrain-
tes. Le choix des variables à modifier peut être fixé dès ladéfinition de la contrainte,
comme c’est le cas dans le système THINGLAB (§ 9.2.1), ou bien laissé à l’uti-
lisateur, en exhibant toutefois les graphes de dépendances et l s différents flots de
propagation des modifications possibles, comme c’est le casdan le système PROSE
(§ 9.2.3).
9.1.4 Maintien de consistance
Les techniques systématiques d’énumération sont applicables sur leCSPà l’état
brut (directement à partir de sa définition) mais il est souvent plus judicieux de
chercher à réduire la taille de l’espace de recherche de solutions. Cette phase de
réduction des domaines, appeléemaintien de consistance locale, consiste à éliminer
des domaines, les valeurs qui ne peuvent apparaı̂tre dans une solution. Il s’agit donc
d’un filtrage de domaines. Le niveau de consistance atteint dépend de la procédure
de maintien de consistance employée. La plus populaire de cs procédures en raison
de son coût polynômial en la taille des domaines et en le nombre de contraintes du
CSPest l’arc-consistance:
Définition 4 Un CSPestarc-consistantssi :
∀xi ∈ X , ∀vi ∈ di
∀ck(xk1, . . . , xkp) ∈ C, telle quexi ∈ {xk1, . . . , xkp}
∃vk1 ∈ dk1, . . . , ∃vkp ∈ dkp, telles que(vk1, . . . , vi, . . . , vkp) ∈ ck
En général, l’arc-consistance d’unCSP est établie par unephase de propagation
incrémentale qui consiste, lors de la pose d’une contrainte duCSP, à éliminer des
domaines les valeurs non viables (celles qui, pour au moins une contrainte, ne fi-
gurent dans aucune des instanciations localement consistante ), et à tester pour toute
contrainte déjà posée qui porte sur une variable dont le domaine vient d’être réduit,
la viabilité des valeurs de ses autres variables. Ceci parce que la suppression d’une
valeur dans un domaine peut entraı̂ner la suppression d’unea tr valeur qu’elle
accompagnait — on dit alors qu’elle en est lesupport— jusque là dans une ins-
tanciation localement consistante. La propagation s’arrˆete lorsqu’aucune contrainte
n’est plus à propager, les domaines ont alors un contenu stable et arc-consistant.
9.1.5 Restriction et relaxation incŕementales
Les CSPpeuvent être définis d’emblée par la donnée du triplet(X, D, C) mais
également de manière incrémentale en ajoutant et en retirant au fur et à mesure des
contraintes. On parle alors deCSPdynamiques. L’ajout d’une contrainte correspond
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à unerestrictionpotentielle de l’ensemble des solutions ou/et des domainesdu CSP,
s’il y en a. Le retrait d’une contrainte, quant à lui, correspond à unerelaxation, c’est-
à-dire un éventuel élargissement de l’ensemble des solutions ou/et des domaines du
CSP. L’ajout d’une contrainte déclenche unepropagationqui correspond à une ver-
sion incrémentale du maintien de la consistance3. On propage auCSP tout entier
les possibles réductions de domaine occasionnées par la contrainte ajoutée. Si cette
propagation vide un domaine alors leCSPest inconsistant : la contrainte ajoutée est
trop forte et ne peut être acceptée. La relaxation, au contraire, ne peut mener à une
impasse. Il s’agit de faire passer leCSPdiminué d’une contrainte dans un autre état
stable. Ce retrait peut être abordé de deux manières : soit en s’appuyant sur les do-
maines initiaux des variables, on pose à nouveau toutes lescontraintes sauf celle que
l’on désire supprimer, soit on cherche à atteindre cet état sans avoir pour autant à
tout reconstruire. La première solution, radicale, peut s’avérer coûteuse en terme de
propagation de contraintes selon le nombre de contraintes.La econde solution est
la moins coûteuse en terme de propagation (cela dépend de l’âge de la contrainte).
Mais elle est la plus coûteuse en terme de mémorisation, puisqu’elle impose de sau-
vegarder pour chaque contrainte son contexte de pose, c’est-à-dire une photographie
des domaines contraints du réseau au moment de la pose de la contr inte, ou bien de
gérer une pile des différents états duCSP. Il s’agit ici de supprimer la contrainte du
réseau, de restaurer son contexte de pose et de ne propager que l s contraintes plus
jeunes du même réseau, c’est-à-dire posées après.
9.1.6 Divers types de CSP
Les définitions et techniques précédentes s’appliquentà desCSPà domaines fi-
nis, qui sont les cas d’étude privilégiés de la théorie desCSPet auxquels se limitaient
les premiersLPC. Avec l’ambition de s’attaquer à des problèmes réels, onobserve
depuis les années 1990, l’émergence deLPC capables de gérer et résoudre desCSP
numériques à domaines continus ou infinis, desCSPbooléens, desCSPsymboliques,
ou desCSPà objets.
ICSP
Les CSP nuḿeriques, à domaines finis ou non, continus ou non, peuvent être
décrits en termes deCSPà intervalles(ou ICSP)[Hyvönen, 1992]). Un ICSP est un
CSPdans lequel les domaines sont donnés sous la forme d’un intervalle unique ou
bien d’une union d’intervalles, les variables étant numériques (entières ou réelles).
Cette représentation a l’avantage de la compacité et permet également de raison-
ner sur des intervalles de variation ou sur des ensembles infinis de valeurs, conti-
nus ou discrets, ce qui la rend bien adaptée à la modélisation de problèmes réels.
La gestion de cesCSPs’appuie sur une décomposition des contraintes (dites com-
plexes) du problème en contraintes primitives gérées par le système et auxquelles
sont associées des règles de consistance particulières. Dan l’exemple qui suit, les
3. La résolution d’unCSPdynamique n’est pas abordée ici, on pourra consulter[V faillie et Schiex,
1994].
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contraintes complexes de gauche sont transformées en les contraintes primitives de
droite :
(
cc1 : Z = X ∗ Y
cc2 : e













cp1 : X1 = X ∗ Y
cp2 : X1 = Z
cp3 : e
X = X2
cp4 : X2 + Z = X3
cp5 : X3 > 12.2
Les règles de consistance qui calculent les domaines résultant de l’application
d’une contrainte s’appuient sur l’arithmétique des intervalles[Moore, 1966]. Les
plus simples de ces règles sont :
[a, b] + [c, d] = [a + c, b + d]
[a, b]− [c, d] = [a− d, b− c]
[a, b] ∗ [c, d] = [min(a ∗ c, a ∗ d, b ∗ c, b ∗ d), max(a ∗ c, a ∗ d, b ∗ c, b ∗ d)]
[a, b] / [c, d] = [a, b] ∗ [1/d, 1/c], si 0 6∈ [c, d]
Elles sont appliquées aux arguments des contraintes primitives qui forment l’ICSP
afin de déterminer leur nouveau domaine. Soit la contrainteprimitive,Z = X + Y
où dom(X) = [a, b], dom(Y ) = [c, d] et dom(Z) = [e, f ]. Après application
des règles de maintien de consistance associées aux opérateurs, les domaines de-
viennent :
dom(Z) = [e′, f ′] = [a + c, b + d] ∩ [e, f ]
dom(X) = [a′, b′] = ([e′, f ′]− [c, d]) ∩ [a, b]
dom(Y ) = [c′, d′] = ([e′, f ′]− [a′, b′]) ∩ [c, d]
En raison de la manipulation d’intervalles de réels (plus exactement de flot-
tants), le niveau de consistance dans les ICSP ne peut pas atteindre dans le cas
général l’arc-consistance mais s’en rapproche plus ou moins à travers les notions
debôıte-consistancet d’enveloppe-consistancepour lesCSPà intervalles uniques,
d’intervalle-consistancepour lesCSPà union d’intervalles[Benhamouet al., 1994].
Les recherches sur les ICSP s’orientent à la fois vers la détection de cycles (lorsque
2 contraintes partagent au moins 2 variables) qui occasionnent des problèmes de
terminaison lors de la propagation, vers l’application de techniques algébriques de
réécriture qui visent à réduire la taille des domaines[Alander, 1985], et vers la
résolution par l’étude des propriétés du graphe associé à l’ICSP[Hyvönen, 1992]
ou bien par des techniques numériques telles que la méthodde Newton[Benhamou
et al., 1994] qui a l’intéressante propriété de converger sur les intervalles.
CSP booĺeens
Les CSPbooĺeenstrouvent un écho surtout dans les applications relevant dela
conception de circuits électroniques ou du domaine du calcul propositionnel. Les
contraintes sont ici construites à partir d’opérateurs booléens. CesCSP sont gérés
par des algorithmes d’unification booléenne[Buttner et Simonis, 1987] ou bien par
des méthodes numériques (bases de Gröbner).
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CSP symboliques
LesCSPsymboliquesont desCSPpour lesquels des contraintes génériques sont
disponibles (par exemple, la contrainte “plus foncé” entrdeux variables dont le
domaine est un ensemble de couleurs désignées par leur nom). Par extension, on
y classe également lesCSP ensemblistesqui portent sur des variables dont les va-
leurs sont des ensembles ou des listes de valeurs. Ces contraintes sont construites
à partir d’opérateurs définis sur les listes et les ensembl s. Elles permettent d’im-
poser que des éléments d’une liste ou d’un ensemble soientt us différents, qu’un
élément appartienne à un ensemble ou à une liste, etc. L’fficacité des techniques de
consistance et de résolution sur ce type deCSPdépend de la représentation choisie
pour les ensembles et les listes. Souvent, on conserve pour une variable ensem-
bliste, l’intersection et l’union des ensembles qui forment l s valeurs du domaine.
CesCSPont leur utilité dans les problèmes d’optimisation combinatoire, d’affecta-
tion de ressources et, plus généralement, dès que des sym´ tries ou des permutations
sont décelables dans les solutions[Gervet, 1997 ; Legeardet al., 1993].
CSPà objets
L’idée desCSP à objetsest de faire porter des contraintes sur des structures de
données complexes, appelées objets, auxquels sont associés une sémantique et un
comportement particulier. Le reste du chapitre est entièrem nt consacré à l’étude
des diverses associations entre contraintes et objets, aussi bien dans le domaine de
la programmation par objets que dans celui de la représentatio de connaissances
par objets.
9.2 Contraintes et objets pour la programmation
Nous faisons ici une revue des principaux systèmes alliantobjets et contraintes
dans le domaine de la programmation. On peut mettre en évidence trois approches
en étudiant les divers exemples d’association d’objets etde contraintes en program-
mation :
1. les extensions de langages de programmation par objets exis ants avec des
contraintes : THINGLAB (§ 9.2.1), SOLVER (§ 9.2.2). . .
2. les langages de programmation intégrant à la fois les princi es de la program-
mation par objets et ceux de la programmation par contraintes : KALEIDO-
SCOPE(§ 9.2.1). . .
3. les boı̂tes à outils de programmation par contraintes exploitant les principes
de la programmation par objets : CSPOO(§ 9.2.3), PROSE(§ 9.2.3). . .
Les deux premières approches ont clairement l’objectif decontraindre des ob-
jets alors que la troisième s’attache davantage à tirer parti d’une définition et d’une
exploitation des mécanismes associés à la programmation par contraintes à tra-
vers les standards de la programmation par objets (représentation classe/instance,
hiérarchies, abstraction, méthodes. . . ).
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Dans le premier cas, ce sont les atouts de la programmation par contraintes —
déclarativité et puissance de raisonnement — qu’il s’agit d’exploiter dans un envi-
ronnement d’objets. L’idée est d’établir des relations (contraintes) entre les objets et
d’assurer le maintien de la consistance et/ou la résolution de ces liens par un moteur
de contraintes, c’est-à-dire un ensemble d’algorithmes empruntés à la programma-
tion par contraintes.
Dans le second cas, ce sont les atouts de la programmation parbjets — orga-
nisation hiérarchique des objets, abstraction de données — qui sont sollicités pour
la définition de langages ou de boı̂tes à outils de la programm tion par contraintes.
L’idée est de définir les contraintes en termes de classes et d’instances et de leur
associer, en tant qu’objets de programmation, des méthodes (de consistance ou de
résolution). Autrement dit, les langages (ou bibliothèqu s) de contraintes se dotent
avec les objets d’un outil de représentation, d’organisation et de factorisation de
connaissances.
À travers ces deux visions de l’alliance objets/contraintes, il apparaı̂t que chacun
des deux paradigmes peut tirer profit de l’autre. Loin d’être opposées, ces deux
visions deviennent complémentaires dans certains système où, non seulement les
objets peuvent être contraints, mais les contraintes sontégalement des objets. C’est
le cas dans THINGLAB mais ça peut l’être aussi pour tout langage (ou bibliothèque)
de contraintes (voir la troisième approche) couplé avec un langage à objets.
9.2.1 Les langages̀a objets avec contraintes
Thinglab I et II
THINGLAB [Borning, 1981] est une extension du langage SMALLTALK [Ingalls,
1978] dans lequel contraintes, hiérarchies d’objets composites et héritage sont com-
binés afin d’offrir un atelier de simulation de modèles dynamiques, notamment en
géométrie ou en physique. L’attrait de THINGLAB est une interface graphique in-
teractive qui permet à l’utilisateur de construire des objets, de les visualiser sous
plusieurs formes, de les modifier ou de les déplacer à l’aide d’une souris. Sous cet
angle, il s’inspire principalement des systèmes SKETCHPAD [Sutherland, 1963] et
CONSTRAINTS [Sussman et Jr., 1980], ancêtres desLPC.
Un objet THINGLAB (classe, instance ou prototype) est composé d’autres objets
— eux mêmes composés ou primitifs — qui forment sesparties(voir tableau 9.1).
Chaque partie est décrite par un nom, sa classe d’appartenanc , un ensemble de
contraintes et un ensemble defusionsqui visent à associer des objets de même
classe. Une contrainte est décrite par unerègle(traduite en un prédicat qui indique si
la contrainte est satisfaite ou non) et une liste de méthodes rdonnées par préférence.
Une contrainte définie pour une classe est appliquée à toutes les instances de cette
classe. Le long des liens de spécialisation, une sous-clase hérite des contraintes de
ses super-classes. La règle exprime une relation entre desparties ou sous-parties
atteignables à partir de l’objet par uncheminle long du graphe de composition. Dès
qu’une contrainte est définie en THINGLAB , elle doit être satisfaite. Le maintien de
la consistance se fait à l’aide d’une propagation locale qui consiste à choisir pour
la contrainte à satisfaire, une de ces méthodes (la premi`e ou celle qui peut être
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Class MidPointLine Class Quadrilateral
Superclasses Superclasses
Geometric Object Geometric Object
Part Descriptions Part Descriptions
line: a Line part1: a Line
midpoint: a Point part2: a Line
Constraints part3: a Line
midpoint = (line point1 + line point2) / 2 part4: a Line
midpoint← (line point1 + line point2) / 2 Merges
line point1← (midpoint * 2 - line point2) part2 point2≡ part3 point1
line point2← (midpoint * 2 - line point1) part1 point1≡ part4 point2
part3 point2≡ part4 point1
part1 point2≡ part2 point1
TAB . 9.1: Description de deux classesTHINGLAB . À gauche, la classe décrit le
milieu d’une ligne ; la partieConstraints donne la r̀egle et les ḿethodes assurant
que le point est toujours au milieu de la ligne.À droite, la partieMerges décrit la
fusion entre les sommets d’un quadrilatère.
activée). La satisfaction des contraintes en THINGLAB est lancée à la modification
d’un objet de l’interface. Une phase de planification regroupe toutes les contraintes
concernées par la modification. Un plan de méthodes pour l’aj stement des valeurs
des objets contraints est élaboré, chaque méthode de ce plan ´ tant compilée. Puis,
chaque méthode compilée est exécutée avant d’être rang´ e dans un dictionnaire afin
d’être réutilisable.
THINGLAB a été principalement utilisé dans des animations graphiques (ANI-
MUS [Borning et Duisberg, 1986]) à base de contraintes temporelles. On peut lui
reprocher de ne traiter que des contraintes fonctionnelles4 (à base d’égalité ou de
fusions) et de s’appuyer seulement sur la propagation pour le maintien de solu-
tion , ce qui le rend fragile en cas de réseaux de contraintescirculaires malgré les
méthodes de relaxation ou d’introduction de points de vue redondants que Borning
propose pour pallier cet inconvénient. Dans ce cas, un simple retour-arrièrepourrait
résoudre le problème et réajuster les valeurs des objetscon raints. De plus, les con-
traintes sont définies à l’intérieur des classes : la même contrainte employée dans
deux classes différentes (non liées par spécialisationdirecte ou indirecte) doit être
décrite (règle+ méthodes) deux fois.
Dans THINGLAB -II [Maloneyet al., 1989], les objets sont des entités appelées
Thingsdont les parties sont inter-connectées par des contraintes. Une bibliothèque
d’objets primitifs est fournie, à partir desquels l’utilisateur élabore ses objets. Parmi
les objets primitifs, les variables à historique sont capables de conserver leurs états
(valeurs) précédents permettant ainsi la déclaration de contraintes temporelles utiles,
notamment pour les animations (ANIMUS). L’une des différences essentielles entre
THINGLAB -II et THINGLAB est qu’il intègre un algorithme incrémental de satis-
faction de contraintes conçu pour prendre en compte unehiérarchie de contraintes
4. Une contraintec(x1, . . . , xn) est fonctionnelle s’il existe au moins une variablexi ∈
{x1, . . . , xn} telle quexi = Fi(x1, . . . , xi−1, xi+1, xn) oùFi est une fonction.
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[Borninget al., 1987]. Dans une hiérarchie de contraintes, les contraintes sontre-
groupées dans des ensembles par niveaux de préférence (obligat ire, forte, faible
. . . ). Ainsi, dans unCSP(X, D, C), on aC = {C0, C1, . . . , Cn} où C0 est l’en-
semble des contraintes obligatoires,C1, . . . , Cn sont les ensembles de contraintes
ordonnées par ordre décroissant de préférence (fortes, faibles. . . ). Les contraintes
obligatoires doivent être satisfaites alors que les autres (fortes, faibles. . . ) peu-
vent ne pas l’être. Le but de l’algorithme, appeléD ltaBlue, [Freeman-Bensonet
al., 1990] est de fournir, lors de l’ajout ou du retrait d’une contrainte, la meilleure
solution possible. Le critère de comparaison retenu ici est local et consiste à dire
qu’une solutionx du CSP à hiérarchie de contraintes est meilleure qu’une solution
y si ∀c ∈ C1, . . . , Ck−1, x satisfaitc si y satisfaitc et, au niveau de préférencek, x
satisfait au moins une contrainte de plus quey. Comme THINGLAB , THINGLAB -II
n’est capable que de propagation locale, il n’est adapté qu’aux CSPsans cycle et ne
gère que des contraintes fonctionnelles.
Kaleidoscope
KALEIDOSCOPE [Freeman-Benson, 1990] est un langage à objets qui réalise
la fusion de la programmation par objets impérative et de laprogrammation par
contraintes. L’idée est de permettre à l’utilisateur de définir des relations durables
entre des objets et de décrire des séquences de relations entre les états successifs du
programme. Ainsi, chaque variable garde un historique de ses val urs. KALEIDO-
SCOPEest à rapprocher de THINGLAB -II par sa gestion d’une hiérarchie de con-
traintes (voir tableau 9.2) à l’aide de l’algorithmeD ltaBlue, mais ne comporte pas
d’algorithme deretour-arrière. Les contraintes consistent en des égalités construites
à partir d’opérateurs arithmétiques et booléens classique . Un aspect intéressant du
langage sont lesvues(voir tableau 9.3) — d’où KALEIDOSCOPEtire son nom — qui
sont des objets du langage qui permettent à l’utilisateur non seulement de considérer
un objet sous plusieurs points de vue (par exemple, une temp´erature en Celsius, Fah-
renheit ou Kelvin), mais aussi de lier chacun des objets rassemblés sous une vue (ici,
Celsius, Fahrenheit et Kelvin) par des contraintes. KALEIDOSCOPEest plus parti-
culièrement adapté aux applications graphiques interactives où les objets évoluent
au cours du temps. Malgré sa limitation aux contraintes foncti nelles et l’absence
de techniques de résolution, la définition de contraintescomplexeset la prise en
compte de vues constituent les originalités marquantes deKALEIDOSCOPE. Il a été
sensiblement modifié en KALEIDOSCOPE93 [Lopezet al., 1993] qui intègre des
contraintes d’identité et s’ouvre à la programmation concurrente par contraintes.
Surtout, il est basé sur unmod̀ele de perturbationplutôt quede raffinement: une
affectation de valeur à une variable est cette fois traitée comme un changement de
valeur et non plus comme une contrainte supplémentaire quipeut ou non être en-
core satisfaite ; le système la prend en compte et cherche lam i leure solution. Son
résolveur est basé sur l’algorithme incrémental de propagation localeSkyBluequi
prend en charge des contraintes à sorties multiples, maintenues par des méthodes qui
permettent d’obtenir simultanément la valeur de plusieurvariables à partir d’une
ou plusieurs variables d’entrée.
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class Dash subclass of Object class Point
public var left, length, color; constructor +(q, r)
public virtvar right; always: self.x + q.x = r.x;
initially always: self.y + q.y = r.y;
always: rigth - left = length; end +;
always: length >= 1; end Point;
always: length <= 127;
weak color ← Black;
end initially;
end Dash ;
TAB . 9.2:Exemples de classes enKALEIDOSCOPE. À gauche, d́eclaration de trois
contraintes obligatoiresalways et d’une contrainte faibleweak ; à droite, d́efinition
d’une contraintecomplexe à l’aide d’un constructeur : ici, l’ajout de points.
9.2.2 Solver : un langage de contraintes avec des objets
SOLVER [ ILOG, 1991c] est une bibliothèque de programmation par contrain-
tes commercialisée par la société ILOG et destinée au langage C++, alors que son
prédécesseur PECOS [ ILOG, 1991a] était destiné au langage LE ISP [Chaillouxet
al., 1986].
Inspiré de la programmation logique par contraintes, et plus articulièrement
des techniques implantées dans le langage CHIP [Van Hentenryck, 1989], SOL-
VER permet de définir dans une syntaxe à la C++ desCSP, applique sur eux et
de manière incrémentale un algorithme d’arc-consistance, et fournit un algorithme
indéterministe de recherche de solution basé sur unetour-arrière qui peut être
contrôlé par la pose de points de choix. L’ordre d’énumération des variables et des
valeurs peut être établi par des critères pré-existantou définis par l’utilisateur.
En SOLVER, un CSPest construit à partir de la définition devariables contrain-
tesà chacune desquelles est associé un domaine. Ces variables contraintes peuvent
être de type quelconque. En particulier, le domaine d’une variable contrainte peut
être un ensemble d’objets. Les variables contraintes entières ont un domaine associé
qui s’exprime sous la forme d’un intervalle ou d’un ensemble. Les variables con-
traintes flottantes ont un domaine défini sous la forme d’un intervalle délimité par
deux flottants. Uneprécisionpermet de fixer l’amplitude minimum de l’intervalle.
Les variables contraintes ensemblistes ont un domaine défini par la donnée d’une
borne inférieure (intersection de toutes les valeurs — ce sont des ensembles —
du domaine) qui correspond à l’ensemble des éléments obligatoires et d’une borne
supérieure (union de toutes les valeurs — ce sont des ensembles — du domaine)
view Celsius <--> Fahrenheit <--> Kelvin
always: Celsius * 1.8 = Fahrenheit - 32;
always: Celsius = Kelvin + 273;
end view;
TAB . 9.3:Définition d’une vue enKALEIDOSCOPE
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(defctconstraint myeq (defctclass tache
((x ct-var) (y ct-var)) nom
((when (x = a) assert (y = a)) duree
(when (y = a) assert (x = a))) (debut (ct-fix-range-var 0 1000)
)) constrained))
TAB . 9.4:Dans la syntaxe lispienne dePECOS, à gauche, d́efinition d’une nouvelle
contrainte d’́egalit́e qui n’est activ́ee que lorsqu’une des deux variables a une va-
leur. À droite, d́efinition d’une classe contrainte. Le champdébut est assocíe à une
variable contrainte.
qui fournit les éléments possibles. Les variables contraintes booléennes ont pour
domaine{0, 1} par défaut. Des fonctions de manipulation des domaines de tout s
ces variables contraintes sont disponibles.
Pour chacun des types prédéfinis de variables, SOLVER offre un ensemble de
contraintes qui correspondent chacune à un opérateur(+, −, ∗, /, log, exp, ∪, ∩,
∈, . . . ). Ces contraintes sont en fait des fonctions dont le résultat est une variable
contrainte cachée et gérée par le système. Pour les entiers, comme pour les flottants,
le calcul de l’intervalle de cette variable contrainte résultat se base sur les règles
de l’arithmétique des intervalles (voir§ 9.1.6). Par exemple, si le domaine dex st
[1, 3], celui dey est[0, 6], le domaine dex + y est[1, 9]. D’autres contraintes cor-
respondent aux comparateurs (égalité, inégalité, différence. . . ) et permettent de
construire des expressions contraintes (par exemple, pourles entiers,x = y + z
oux + y <= z ). Contrairement aux opérateurs, ces comparateurs n’ont pas pour
résultat une variable contrainte. Ils constituent des contraintes entre deux intervalles
et agissent sur l’un ou/et l’autre de ces intervalles d’apr`es la sémantique du compa-
rateur.
Un des atouts majeurs de SOLVER est la définition de nouvelles contraintes
(voir tableau 9.4) qui permet à l’utilisateur d’étendre l’ nsemble des contraintes
prédéfinies. Les contraintes étant des objets du langagehôte, il est possible de définir
une nouvelle classe de contrainte en indiquant son nom, la liste de ses paramètres
(on donnera le type des variables contraintes sur lesquelles porte la contrainte)
et une liste desch́emasde contrainte. Les schémas de contraintes définissent les
règles de la propagation. Celle-ci est basée sur un mécanisme de démons qui, dès
qu’un événement de propagation survient (en général, la modification du domaine
d’une variable contrainte), déclenche le traitement appro rié qui vise à rétablir l’arc-
consistance du réseau.
En SOLVER, les classes d’objets peuvent être contraintes par la donnée de con-
traintes impliquant leschampsou attributs de ces classes. Ainsi, on peut préserver la
représentation intuitive et structurée d’un problème grâce aux objets et contraindre
ces objets en disposant du même arsenal que pour des variables contraintes. De fait,
les algorithmes de résolution s’appliquent également sur les CSPdont les variables
sont des champs d’objets. Les contraintes de classe portentsur tous les objets d’une
classe ; elles n’ont besoin d’être exprimées qu’une seulefois et sont héritées par les
sous-classes.
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Le processus de base de la résolution de contraintes desCSP à domaines finis
consiste en une énumération du domaine des variables bas´e sur un retour-arrière
classique. Des critères standards de choix des variables et des valeurs sont dispo-
nibles, mais d’autres peuvent être décrits par l’utilisateur. Une primitive d’optimi-
sation permet de déterminer la meilleure solution vis-à-vis d’un critère donné. Des
contraintes non déterministes permettent de dicter au résolv ur un ensemble d’alter-
natives (construites à base deou et deet logiques, de branchements conditionnels)
à explorer. Pour ce faire, SOLVER permet à l’utilisateur de guider le retour-arrière
en fixant lui-même les points de choix vers lesquels l’algorithme retournera en cas
d’échec.
Les succès industriels de PECOSet de SOLVER, notamment dans les problèmes
d’allocations de ressources, d’optimisation de découpe,de planification, attestent
de leur puissance de modélisation — à laquelle n’est pas étr ngère le recours aux
objets — et de résolution. Ces bibliothèques très compl`etes se montrent en effet faci-
lement paramétrables et extensibles (choix dans la résolution, ajouts de contraintes,
spécifications d’algorithmes particuliers de recherche. . . ).
9.2.3 Les langages de programmation par contraintes d́ecrits par
des objets
Prose
PROSE[Berlandier, 1992] est une “boı̂te à outils” pour l’interprétation des con-
traintes qui propose un ensemble de fonctions pour la satisfac ion d’unCSP à do-
maines finis et discrets et pour le maintien de solution. Un g´enérateur de problèmes-
tests permet à l’utilisateur de juger des performances desheuristiques ou méthodes
de résolution qu’il propose. Tout le processus de satisfacon de contraintes, de l’arc-
consistance à l’énumération, peut être contrôlé et paramétré par l’utilisateur.
PROSEprône une approche globale dans le maintien de solution quirepose sur
un parcours du graphe des contraintes afin de découvrir les chemins dans lesquels
chaque variable n’est calculée qu’une seule fois. Cette phase de planification des
graphes de propagation est alors suivie par une phase d’évaluation. L’avantage de
cet algorithme est qu’il prend en compte des modifications simultanées (change-
ments de valeurs ou ajouts de contraintes). L’idée est de r´etablir la consistance en
ne modifiant au plus qu’une variable pour chaque contrainte sans former de cycle.
Pour les réseaux contenant des cycles, des adaptations ontété proposées[Trombet-
toni, 1992].
En PROSE, les composants d’unCSPsont représentés par des objets du langage
objet hôte à l’aide de trois classes :Variable, Constraint, Relation(voir figure 9.1).
Un objet de la classeVariablecorrespond à un attribut contraint d’un autre objet de
la base et stocke la liste des contraintes portant sur la varible qu’il représente. Un
objet de la classeConstraintsert de lien entre un objet variable et l’objet décrivant
la relation correspondant à la contrainte. Un objet de la classeRelationest lié à
la contrainte dont il décrit la liste des types des paramètres, le prédicat de test de
satisfaction, et la liste des méthodes qui permettent d’effectuer le calcul des valeurs.
Grâce à cette représentation, les objets du domaine (c’est-à-dire les objets qui ne

















FIG. 9.1: L’architecture propośee pour contraindre les objets̀a l’aide dePROSE.
Liens entre les trois classes de composants d’unCSPet l’objetO contraint.
sont pas des objets du système de contraintes) ne sont pas modifiés par la présence de
contraintes. Indépendants, ils sont simplement accessibl par les objets du système
de contraintes. N’importe quel objet du domaine peut être contraint à n’importe
quel moment, ce qui n’est pas le cas des classes d’objets. Lescontraintes, simples
ou composées, peuvent être ajoutées ou supprimées à tout moment, ce qui confère
un caractère dynamique auxCSP.
Une des originalités de ce système est la gestion deméta-contraintesdont trois
formes sont possibles. Premièrement, en tant que contrainte impliquant des objets
contraintes, une méta-contrainte peut, par exemple, imposer que ces contraintes por-
tent sur les mêmes attributs, soient actives ou non en mêmete ps, aient une relation
différente. Deuxièmement, en tant que contrainte impliquant un ensemble d’attri-
buts, une méta-contrainte permet de répondre aux exigences de cohérence d’une
base de connaissances dynamiques. Par exemple, il est possible d’établir une con-
trainte qui assure que lecoût dumobilier d’un bureaub est égal à la somme des
prix desmeubles de ce bureau (C : b.coût=
∑
mi∈b.mobilier
mi.prix). Si le mo-
bilier change alors le coût du bureau sera ré-évalué parla fo mule, mais aussi, si l’un
des prix des meubles du mobilier du bureau change, le coût dubureau sera ré-évalué.
Troisièmement, en tant que contrainte impliquant l’activité d’autres contraintes, une
méta-contrainte peut subordonner l’activité d’une contrai te (sa présence dans le
réseau) à la satisfaction d’une condition. Par exemple, on peut lier le budget du la-
boratoirel où se trouve le bureaub, de sorte que si le budget est faible, le coût de
l’ameublement du bureaub n’excède pas une certaine limite, par la contrainteC :
si l.budget = faible alorsb.coût < limite. La méta-contrainte permet l’ajout
ou le retrait d’une condition à tout moment, et n’impose le recalcul de la contrainte
que lorsque les variables impliquées par la condition sontmodifiées.
























FIG. 9.2: L’architecture propośee pour contraindre les objets̀a l’aide deCSPOO.
Les contraintes portant sur les attributs des objets permettent par des liens de re-
trouver les variables contraintes correspondantes.
Cspoo
CSPOO[Kökény, 1994] est un système voué à la représentation et à la résolution
de contraintes dans un environnement à objets. L’objectifde ce travail était de
trouver une représentation, aussi bien pour les composants d’un CSP (variables,
domaines, contraintes) que pour les algorithmes de résolution qui soit à la fois
modulaire, extensible, indépendante du domaine d’application visé et garante de
l’efficacité algorithmique. Le choix d’un environnement objet semble donc naturel
pour les deux premiers critères, aussi deux classesc-Variablesetc-Contraintessont
considérées qui suffisent à modéliser les composants d’un CSP. La prise en compte
des deux derniers critères est rendue possible par une classe -Solveursdestinée à
représenter les spécificités des techniques de résolution employées pour unCSPpar-
ticulier (voir figure 9.2). Un objet de la classec-Variablescorrespond à une variable
du CSPet décrit le domaine de la variable, les variables adjacentes, les contraintes
qui portent sur la variable, la valeur courante. Parmi les m´thodes qui sont attachées
à cette classe, hormis une méthode d’instanciation, on dispose de méthodes qui per-
mettent de trouver une affectation de valeur consistante pour la variable à partir
d’une affectation partielle des variables duCSP. Un objet de la classec-Contraintes
correspond à une contrainte duCSPet décrit les variables de la contrainte et les con-
traintes adjacentes. Les méthodes de cette classe, hormisla éthode d’instanciation,
permettent le filtrage et la résolution globale selon la sp´ecificité de la contrainte.
Un objet de la classec-Solveurscorrespond à une méthode de résolution duCSP
et décrit l’ensemble des variables duCSP traité, l’ensemble des variables déjà af-
fectées, l’ensemble des contraintes, la méthode (Backtracking, Backjumping) et les
heuristiques (ordonnancement statique ou dynamique) de r´esolution choisis. Cette
classe fournit donc, pour unCSPdonné, l’algorithme de pré-filtrage utilisé, le mode
d’ordonnancement des variables à appliquer ainsi que l’algorithme d’énumération.
Une hiérarchie de classes de contraintes distinguant les contraintes selon leur
arité et leur expression (en intension ou en extension), permet d’introduire pour cha-
cune de ces classes une méthode de consistance, de filtrage ou de propagation. Con-







FIG. 9.3:Les domaines hiérarchiques de deux variablesVoitures etCouleurs.
cernant les algorithmes de résolution et de filtrage (consistance), la représentation
choisie et les méthodes attachées aux variables permettent de diriger la résolution
(ordonnancement statique et dynamique de variables, points de choix dans leretour-
arri ère, filtrage partiel ou sélectif des domaines selon la contraie. . . ). Dans CS-
POO, un algorithme d’arc-consistance, appeléHAC-6 et adapté auxCSPbinaires à
domaines hiérarchiques, est implanté. La structure hiérarchique des domaines est
sous-jacente au monde des objets. Ainsi, par exemple, la pose d’une contrainte dont
l’extension est le seul tuple{(Evoit, Foncé)} (où Evoit désigne la classe des
voitures européennes etFoncé caractérise la couleur), représente, au regard des
hiérarchiesVoitures et Couleurs, une simplification de l’extension réelle qui
est (voir figure 9.3) :{ (Evoit, Noir), (Evoit, Brun), (Peugeot, Foncé),
(BMW, Foncé), (Peugeot, Noir), (BMW, Noir), (Peugeot, Brun),
(BMW, Brun), (Evoit, Foncé) }. Dans ce contexte, l’hypothèse selon laquelle :
si un objet, valeur d’une variable contrainte, satisfait une contrainte c, alors toutes
les sṕecialisations de cet objet satisfont aussi la contrainte c,t, inversement, s’il
ne satisfait pas c, alors aucune de ses géńeralisations ne la satisfait, est essen-
tielle. Elle permet de simplifier la définition des contraintes, d’améliorer les al-
gorithmes de filtrage mais aussi de résolution et de compacter l’écriture des so-
lutions.HAC-6 se base sur la recherche deséléments maximauxdes domaines, ceux
dont on peut dire que, s’ils ont un support, alors celui-ci est support de toutes
leurs spécialisations. Il est alors inutile de chercher uns pport pour un élément
inférieur (au sens de la hiérarchie établie) de ce domaine. E raison de la structure
hiérarchique, la vérification de la compatibilité de deux valeurs est dépendante de la
situation de ces valeurs par rapport à la forme abrégée dela contrainte. Par exem-
ple, si on cherche à satisfaire(Evoit, Foncé) pour les valeursPeugeot etBrun,
un parcours ascendant des hiérarchies est nécessaire quip ut être coûteux. Kökény
préconise de calculer la fermeture parh-compatibilit́e des contraintes (c’est-à-dire
accroı̂tre l’extension par les tuples solutions des élémnts inférieurs). Sur ce même
principe d’élément maximal, la résolution d’unCSPà domaines hiérarchiques peut
se réduire à la recherche de solutions maximales en choisissant les valeurs des do-
maines de l’élément le plus général au plus spécialis´e, ce qui contribue à rendre les
solutions plus synthétiques.
Signalons que la seule implémentation de CSPOO a été réalisée dans l’envi-
ronnement objets Y3[Ducournau, 1991]. Elle bénéficie de l’interface graphique
YAFEN qui facilite la visualisation lors de la définition et de la résolution desCSP.
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9.2.4 En conclusion
Il existe de nombreux autres systèmes associant objets et contraintes, nous avons
voulu décrire ici les principes les plus communément adoptés. Des systèmes comme
GARNET [Myerset al., 1992], LAURE [Caseau, 1994], COOL [Avesaniet al., 1990],
SOCLE [Harris, 1986], L IFE [Aı̈t-Kaci et Podelski, 1991] etOZ [Smolkaet al., 1993]
ont également des spécificités intéressantes. En fait,il est possible de les distinguer
les uns des autres selon plusieurs critères :
• La finalité. On peut distinguer les systèmes dédiés à lagestion d’interface gra-
phique (famille THINGLAB , GARNET), les bibliothèques de programmation
par contraintes (SOLVER) qui étendent un langage particulier, les boı̂tes à ou-
tils de programmation par contraintes (PROSE) ou les modèles (CSPOO) qui
sont destinés à être immergés dans n’importe quel langage à objets, les exten-
sions de langage à objets vers les contraintes (COOL, SOCLE) et les langages
hybrides (LAURE).
• Le type des variables contraintes. Entiers et réels sont souvent représentés. En
règle générale, les systèmes pour lesquels les contraintes sont à définir traitent
des types quelconques. Des contraintes peuvent égalementˆ tr fournies sur
les types prédéfinis (entiers, réels, booléens. . . ).
• Le domaine des variables contraintes. Tous ces systèmes n’associent pas forcé-
ment d’ensembles de valeurs possibles aux variables contraintes (famille
THINGLAB , GARNET, SOCLE). Lorsque c’est le cas, ce domaine peut être
fini (PROSE) ou continu (SOLVER), sous forme d’énumération ou d’intervalle.
Les domaines peuvent également avoir une structure hiérarchique qui est ex-
ploitée par les algorithmes de traitement duCSP(CSPOO).
• Les contraintes qui, selon le type des variables, peuvent être numériques,
booléennes, symboliques. D’autre part, il est possible dedistinguer ces systè-
mes par la forme des contraintes qu’ils sont capables de trait r : contraintes
fonctionnelles (famille THINGLAB , GARNET, SOCLE, PROSE) ou non fonc-
tionnelles (SOLVER, LAURE), monodirectionnelles (GARNET) ou multidirec-
tionnelles, linéaires ou non linéaires. Certains systèmes proposent également
d’établir des hiérarchies de contraintes construites sur le préférences à accor-
der lors de la satisfaction (THINGLAB -II , KALEIDOSCOPE).
• Les techniques de consistance et de résolution employées. On peut distinguer
divers traitements non forcément exclusifs :
− la propagation de valeur qui consiste, lors de la modification de la valeur
d’une variable, à propager ce changement aux variables attnan es. Les
systèmes basés sur un modèle de perturbation emploient cette echnique.
Lorsqu’une solution est perturbée par une modification, lesystème tente
de retrouver une stabilité à travers un graphe d’activation de méthodes à
exécuter. Les contraintes sont ici fonctionnelles. Ces systèmes (famille
THINGLAB , GARNET, KALEIDOSCOPE, PROSE) réalisent du maintien
de solution.
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− la propagation de contraintes ou propagation de consistance est appliquée
dans les systèmes où les variables ont un domaine associé(SOLVER,
LAURE, CSPOO, COOL). Elle consiste, lors de la définition d’une con-
trainte, à établir la consistance des domaines des variables de la con-
trainte et à propager ces changements aux variables attenantes en réac-
tivant les contraintes voisines.
− la résolution ou satisfaction de contraintes (SOLVER, LAURE, CSPOO,
COOL) proprement dite consiste à déterminer les solutions duCSP. Di-
verses techniques peuvent être employées qui dépendentdu type et du
domaine des variables, mais aussi des contraintes.
• Le type de liaison objets/contraintes. Les contraintes peuvent être définies
et décrites à l’intérieur des objets (famille THINGLAB , GARNET, KALEIDO-
SCOPE). On peut alors parler d’intégration de contraintes dans les objets. Les
contraintes peuvent être posées sur les objets. Plusieurs configurations sont
alors possibles :
− un couplage entre un langage de programmation par contraintes et un
langage à objets. On distingue alors les couplages faibles(SOCLE) qui
sont assurés par une interface entre les deux systèmes, etl couplages
forts (COOL, PROSE, CSPOO) dans lesquels les contraintes sont décrites
elles-mêmes par des objets du langages à objets.
− une extension d’un langage à objets existant par la définition d’une bi-
bliothèque de programmation par contraintes (SOLVER).
− un langage hybride intégrant objets, contraintes et d’autres paradigmes
(LAURE).
À travers cette étude, il ressort que d’un côté le paradigme “objet” offre :
• des entités qui rassemblent les connaissances propres à une f mille ou à un
seul élément du domaine d’application. Dans les langages` objets intégrant
des contraintes, ce principe est exploité dans la définition de contraintes à
l’intérieur des classes. Les contraintes de classe induisent alors des contrain-
tes sur chacune des instances de la classe. Dans les langagesde contraintes
utilisant les objets pour représenter les composants (voire les techniques de
résolution) d’unCSP, la classe est un moyen de décrire les caractéristiques
de ces composants — c’est le rôle des attributs —, mais aussiles méthodes
à activer, comme la propagation lors de la modification du domaine d’une
variable ou la pose (instanciation) d’une contrainte.
• une organisation hiérarchique des descriptions sur laquele se greffe un méca-
nisme d’héritage qui permet une factorisation de la connaissance. Dans les
langages à objets intégrant des contraintes, ce principeest souvent exploité à
travers l’héritage des contraintes de classe qui permet defactoriser la déclara-
tion de contraintes. Dans les langages de contraintes utiliant les objets comme
éléments de représentation, l’organisation des diverscomposants en hiérarchies
permet d’associer des comportements communs (par héritag) ou spécifiques
(par redéfinition d’attributs, de méthodes) aux divers types de variables ou
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de contraintes. Lorsque les domaines sont eux-mêmes organisés hiérarchi-
quement, cet ordre est exploité pour accélérer les processus de maintien de
consistance et/ou de résolution.
• des mécanismes de création et de manipulation d’objets. Dans les langages
à objets intégrant des contraintes de classe, les contraintes d’une classe sont
associées à une instance dès sa création. La modification d’un objet donne
lieu à une propagation. Dans les langages de contraintes utilisant les objets
comme éléments de représentation, l’instanciation correspond à la définition
d’une variable, à la pose d’une contrainte ou à la définitio d’unCSPet d’un
algorithme de résolution. Dans les langages qui font les deux, cela permet
la définition de méta-contraintes en tant que contraintessur des attributs de
contraintes.
• des liens entre objets modélisés par les attributs de ces obj ts dont la valeur
est un (ou plusieurs) autre(s) objet(s). Dans les langages `objets intégrant des
contraintes, ces liens (relations), parcourus par des chemins, permettent de
contraindre des attributs d’autres objets. Les contraintes vi nnent se greffer
sur les relations.
• une représentation de la connaissance par divers niveaux d’ bstraction ou de
décomposition: untriangle est formé depoints dont les coordonnées sont
desentiers. Les contraintes portant sur les entités des plus hauts niveaux
se décomposent récursivement en contraintes de niveaux inférieurs. Deux tri-
angles sont égaux si leurs points sont égaux, deux points so égaux si leur co-
ordonnées sont égales. Retrouver ces niveaux d’abstraction sur les contraintes
réduit considérablement l’effort de définition desCSP: la contrainte complexe
n’est définie qu’une seule fois en fonction des contraintesde niveau inférieur
qui la composent.̀A sa création, ses sous-contraintes sont créées également.
Dans les langages à objets intégrant des contraintes, cela permet la définition
de contraintes sur des objets ou sur des attributs dont la valeur est un objet.
Les variables contraintes ne se limitent donc plus ici aux types simples ha-
bituels, mais peuvent être de n’importe quel type. Dans leslangages de con-
traintes utilisant les objets comme éléments de représentation, la description
de la contrainte composée doit faire référence à ses contraintes composantes.
L’instanciation se charge de la pose des contraintes composantes de plus bas
niveau.
De l’autre côté, le paradigme “contrainte” offre :
• la possibilité de décrire un problème par l’énoncé de relations entre les données
de ce problème. Dans les objets, on utilise la déclarativité pour définir les rela-
tions qui doivent être maintenues entre les attributs (d’un même objet, d’objets
différents, de tous les objets d’une classe. . . ) ou entre des objets.
• un arsenal de techniques (propagation de valeur, propagation de contraintes,
arc-consistance, algorithmes et heuristiques de résolution) sous-jacentes à ces
énoncés, qui permettent, sinon de résoudre le problème, tout au moins de
réduire son espace de recherche de solution. Les associations objets/contraintes
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se font sur un modèle deperturbation— c’est le cas la plupart du temps dans
les systèmes pour le développement d’interfaces — ou sur un modèle deraf-
finement. Dans le premier cas, le système a une solution et doit réagir à une
perturbation en établissant un plan de méthodes à exécuter. Dans le second
cas, les contraintes sont posées et agissent par réduction sur les domaines des
valeurs possibles des variables contraintes, la résolution constituant l’étape
suivante.
9.3 Contraintes et objets pour la repŕesentation
Après nous être focalisés dans la section précédente sur le langages de pro-
grammation, nous nous intéressons ici aux associations d’objets et de contraintes
dans le domaine de la représentation de connaissances par objets uRCO. Dans ce
domaine, la distinction est souvent faite entre les logiques de descriptions (voircha-
pitre 11) et les langages de classes (voirchapitre 10), appelésSRCO[Chouvetet al.,
1996]. Nous adoptons ici cette distinction pour étudier l’intégration de contraintes.
9.3.1 Contraintes et logiques de descriptions
Nous décrivons deux travaux pour l’intégration de contrai es dans des logiques
de descriptions (voirchapitre 11) : l’un [Baader et Hanschke, 1991] vise à introduire
des valeurs et des prédicats dans les logiques de descriptions, et l’autre consiste en
un langage de contraintes appelé CONTAX [Meyer, 1992b] couplé au dessus d’une
logique de descriptions appelé TAXON [Baader et Hanschke, 1991]. Baader et Han-
schke ont constaté que les logiques de descriptions ne permettaient pas de manipuler
aisément des domaines concrets (comme les entiers, les réels, par exemple) et des
prédicats sur ces domaines. En effet, la solution à base ded scriptions structurelles
proposée pour KL-ONE [Brachman et Schmolze, 1985], dans laquelle les prédicats
à vérifier entre rôles sont décrits par des concepts abstraits, n’est pas satisfaisante.
Cependant, d’autres solutions ont été envisagées commelesrestrictions de r̂olesde
CLASSIC [Brachmanet al., 1991]. Les restrictions sont des opérateurs spéciaux qui
imposent des conditions sur le domaine des attributs (all, at-least, at-most,
fills, same-as), les arguments de ces opérateurs devant être des concepts définis.
Par exemple(at-least 1 child) permet de définir un concept pour lequel le
rôlechild a au moins une valeur.
La motivation de Baader et Hanschke se rapproche davantage de c lle qui est
à l’origine de l’extension de la programmation logique vers la programmation lo-
gique par contraintes : introduire les domaines concrets dan les concepts (lesdo-
maines abstraits) et pouvoir définir les rôles de ces concepts en faisant référence
à des valeurs de ces domaines concrets, voire même, lier les rôles de concepts par
des prédicats sur ces domaines. Leur contribution résideen l’extension du langage
ALC [Schmidt-Schauß et Smolka, 1991] vers le langageALCFP(D) de sorte
qu’il soit possible de définir les concepts représentant une restriction généralisée
(∀u1, . . . , un.p), ou une restriction existentielle (∃u1, . . . , un.p) avecui représentant
une séquence de rôles ou d’attributs (un rôle fonctionnel qui n’a qu’une valeur), et
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p est un terme qui est soit un prédicat d’aritén sur le domaine concretD, soit un
concept (n = 1), soit= ou 6= (n = 2).
Par exemple, on peut définir les concepts :
Mother = Human ⊓ Female ⊓ ∃ child.Human : une mère est un humain fe-
melle qui a un enfant humain.
Femme = Human ⊓ Female ⊓ (Mother ⊔ ≥21(age)) : une femme est une mère
ou est un humain femelle de plus de 21 ans, en posant que, sur les enti rs,≥21 (x)
≡ x ≥ 21.
Sur ce langage, les auteurs ont prouvé qu’il existe un proc´edure de décision qui
permet d’établir la satisfiabilité d’une base d’assertions sur les instances des con-
cepts ou termes, et la subsomption de deux termes de l’ensemble des concepts ou
termes. L’insertion de prédicats dans les définitions de termes augmente le pouvoir
de représentation des logiques de descriptions vers la description de relations entre
rôles, relations qui sont prises en compte pour vérifier l’appartenance d’une asser-
tion à un terme, mais aussi la subsomption entre termes. Cependant, on ne peut
parler ici de contraintes, au sens où aucune propagation ourés lution de contraintes
n’est proposée, le système demeure au niveau simplementpr´ dicatif. On trouvera
dans[Buchheitet al., 1993] une poursuite de l’intégration d’opérateurs de restric-
tions de rôle et quelques contraintes simples de typage quipréserve la décidabilité
du raisonnement classificatoire dans une logique de descriptions.
CONTAX, quant à lui, est la composante contrainte d’un système hybride ap-
pelé COLAB qui comporte également une composante terminologique : lelangage
TAXON. CONTAX permet de résoudre desCSP dont les variables sont des termes
de la logique de descriptions. Autrement dit, CONTAX doit gérer des domaines
à structure hiérarchique.̀A cette fin, CONTAX se base sur une version étendue
de l’algorithme d’arc-consistance hiérarchiqueHAC [Mackworthet al., 1985]. Le
système établit l’arc-consistance hiérarchique des domaines en exigeant que ces
domaines contiennent le concept le plus général qui soit arc-consistant. Cette infor-
mation est établie à partir de la hiérarchie de subsomption maintenue par TAXON
sur les éléments des domaines. Les domaines peuvent êtredes ensembles de termes
définis et organisés par TAXON ou des intervalles d’entiers. Les contraintes peu-
vent être définies en extension ou en intension. Des contraintes composées peuvent
être formées. Des poids sont associés aux contraintes afin de permettre une relaxa-
tion en cas d’échec. Variables et contraintes sont des objets de classes prédéfinies
du langage CLOS [Keene, 1989]. La déclaration d’unCSP se fait donc en instan-
ciant ces classes. CONTAX propose un algorithme de propagation visant à rendre les
domaines hiérarchiquement arc-consistants, et cherche une instanciation complète
ou non des variables qui soit globalement consistante vis-`a- i d’un ensemble de
contraintes pondérées. On cherche à résoudre d’abord les contraintes les moins
fortes jusqu’aux plus fortes. CONTAX propose une approche de l’arc-consistance
hiérarchique proche de celle de CSPOO. Cependant, les contraintes et les variables
ne sont pas exprimées ici en tant que concepts ou assertionsde la logique de des-
criptions, mais dans les termes du langage CLOS. La seule liaison qui existe ici entre
TAXON et CONTAX se fait au niveau des domaines.
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9.3.2 Contraintes et syst̀emes de repŕesentation de connaissances
par objets
Nous traitons ici des moyens d’exprimer, de vérifier, de maintenir, voire de
résoudre des contraintes entre plusieurs objets ou sur un objet unique au sein d’un
système de représentation de connaissances par objets (SRCO). Tout d’abord, il
convient de distinguer la notion decontraintede celle derelation. Dans le con-
texte de la représentation de connaissances par objets (RCO), on entend parela-
tion la modélisation du ou des liens qui existent entre plusieurobjets. En général,
l’établissement de ce lien n’est soumis qu’à la compatibilité des types des objets liés
au sein de la relation et, éventuellement, à quelques contraintes dites d’intégrité, qui
vérifient la cohérence du lien.
Par contrainte, on entend la modélisation d’une propriété décrite parune ex-
pression mathématique, à l’aide d’opérateurs de comparaison (égalité, inégalité,
différence, appartenance. . . ) et d’autres opérateurs algébriques. Alors que la re-
lation lie des objets distincts dans leur ensemble, la contrainte peut ne porter que sur
les caractéristiques d’un seul objet. On associera à une co trainte des mécanismes
de maintien de consistance et de résolution, alors qu’on pourra associer à la relation
des mécanismes d’établissement et de maintien de cohérence des liens[Fornarino
et Pinna, 1990].
Il faut également distinguercontraintesetprédicats. Les prédicats ne sont là que
pour vérifier une condition et ne sont activables qu’en présence de tous leurs argu-
ments. Dans SHIRKA [Rechenmann, 1988], par exemple, la facette$à-vérifier
introduit un prédicat (une fonction booléenne) qui permet d’ xprimer une propriété
de l’objet mettant en cause un ou plusieurs attributs. Son rˆole n’est queprédicatif
(même s’il se peut que l’instanciation soit refusée) alors que l’on peut entrevoir trois
rôles pour une contrainte :préventif(par filtrage des domaines, elle ne retient que
les valeurs localement consistantes vis-à-vis de la propriété à observer),inférentiel
(lorsque les domaines filtrés se réduisent à des singletons, une seule valeur est pos-
sible ; elle est inférée en devenant valeur effective de l’attribut) etprédictif(chercher
à satisfaire la contrainte revient à énumérer les configurations d’objets contraints
possibles). Les deux premiers rôles ont trait au maintien de consistance, le dernier
concerne la résolution.
La gestion de contraintes au sein d’unSRCOpasse donc par la mise à disposition
du SRCOd’un ensemble de techniques issues de la programmation par contraintes
telles que celles présentées au§ 9.1. Un réseau de contraintes dans unSRCOforme
ce que nous appelerons ici unCSP RCO. Le reste de cette section s’attache à définir
ce que sont cesCSP RCO, ce que leur gestion sous-tend et ce que leur présence
implique et apporte auSRCO.
9.3.3 Les CSP RCO
Les composants
Un CSPest défini par trois composants : un ensemble de variables, l’en emble
des domaines de ces variables et un ensemble de contraintes impliquant les va-
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riables. Il nous faut donc déterminer la nature de ces troisc mposants dans le con-
texte d’uneRCO afin de définir lesCSP RCO.
Dans uneRCO classique, prônant une approche classe/instance, il existe cinq
niveaux distincts de représentation : la base de connaissance , la classe, l’instance,
l’attribut et la facette.
Aussi, peut-ona priori considérer ces entités de représentation comme des va-
riables contraintes potentielles : il suffit de disposer d’opérateurs de manipulation et
de comparaison pour construire des contraintes. Chacune deces entités de représen-
tation possède des caractéristiques ou propriétés (une classe, par exemple, possède
son nom, son nombre d’instances, ses super-classes, etc.) qui permettent sa des-
cription en tant qu’entité informatique et non pas en tant que représentation d’un
objet du monde réel, et une valeur (par exemple, pour une classe, l’ensemble de
ses instances, donc son extension) qui, elle, l’assimile àun objet du monde réel.
En fonction de la représentation et de l’accès aux caract´e istiques et à la valeur
d’une entité de représentation, on peut distinguer les contraintes de contrôle ou
d’intégrité, qui régissent l’évolution des entités de représentation, des contraintes
dites classiques qui régissent la valeur des entités de repr´ s ntation. Par exemple,
dans la première catégorie, on classe la contrainte qui impose que le nombre d’ins-
tances d’une classe soit inférieur au nombre d’instances d’une autre classe, dans la
seconde catégorie, on classe la contrainte de la classeRectangle entre les attributs
surface, longueur, largeur qui fixe par là-même le calcul de la surface de
tout rectangle.
En considérant qu’il est possible de fournir une définitioréflexive d’unSRCO
dans laquelle les différentes entités de représentatio(bases de connaissances, clas-
ses, instances, attributs et facettes) sont décrites par des classes (plus précisément
des attributs) et effectivement représentées par des instances, il est possible de res-
treindre l’ensemble des entités de représentation potentiell ment contraignables aux
seules instances et attributs. En effet, exprimer une contrainte de contrôle sur une en-
tité peut être fait, moyennant des opérateurs adéquats, sur l’instance qui représente
cette entité (cette base de connaissance, cette classe. . . ). On agira ici directement
sur les attributs de cette instance qui déterminent les caractéristiques de l’entité
(par exemple, sur l’attributnombre d’instances d’une instance de la méta-classe
Classe . . . ).
Exprimer une contrainte entre des instances qui ne soit pas une contrainte de
contrôle revient à lier ces instances par le biais de leursatt ibuts. Aussi, une con-
trainte sur des instances se traduit-elle en contraintes sur des attributs de ces ins-
tances. C’est pourquoi nous pouvons conclure que les seulesvariables contraintes
qui sont considéréesultimementdans lesCSP RCOsont les attributs, que ces at-
tributs contribuent à la description purement informatique de l’objet (comme les
attributsidentificateur, self, nombre d’instances . . . ) ou à la descrip-
tion de l’objet du monde réel équivalent (commes les attribu sâge, nom, poids,
etc.). Cependant, il est souvent commode de rassembler dansl’expression simple
d’une contrainte sur des instances l’ensemble des contraintes sur attributs auquel
elle est équivalente (par exemple, une contrainte d’égalit´ entre deux instances de
la classePoint se traduit en deux contraintes d’égalité sur les attributs représentant
les abscisses et les ordonnées de ces points). La possibilité de définir des contrain-
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tes sur des instances à partir de contraintes sur des attributs doit donc être offerte
pour des besoins de déclarativité et de factorisation. Les instances sont, dans ce
cas, des pseudo-variables contraintes : elles sont bien arguments de la contrainte
mais ce sont réellement leurs attributs qui sont contraints. On peut remarquer que
les contraintes sur des attributs dont la valeur est une instance sont équivalentes à
des contraintes sur des instances qui, elles-mêmes, se décomposent en contraintes
sur des attributs. En prolongement de l’idée de contraindre réellementdes objets, il
faut signaler deux approches connexes et récentes en programmation par objets. La
première[Pelenc et Ducournau, 1997] consiste à considérer que le domaine d’une
variable contrainte peut être l’extension d’une classe, ce qui conduit naturellement
à tenter l’instanciation de cette classe pour détermineru valeur consistante pour
cette variable lorsque le domaine n’en contient. La secondeapproche[Pachet et
Roy, 1995a] montre l’intérêt de combiner une modélisation classique (à plat) et une
modélisation à l’aide d’objets d’un CSP dont les variables sont des objets compo-
sites, en vue de réduire à la fois le nombre de contraintes `a exprimer et le nombre
d’objets à contraindre. Ces deux approches préconisent l’utilisation des méthodes
de classes dans l’expression des contraintes.
Les variables desCSP RCOétant reconnues comme les attributs, la détermination
des domaines desCSP RCOen découle immédiatement et, par là même, la nature des
CSP RCO. Les domaines des attributs d’uneRCO étanta priori quelconques et donc
possiblement infinis et continus, il en va de même pour les domaines desCSP RCO.
Une fois définis les variables et les domaines desCSP RCO, on peut imaginer
un éventail de contraintes qui pourraient être utilisées dans desCSP RCO. Sans con-
naissances ou restrictions préalables des entités à contraindre — et donc dans un
souci préservation de la généricité d’un tel système —la gestion deCSPaussi bien
numériques, booléens, ensemblistes, que symboliques peut êtr a priori envisagée,
puisque les domaines contraints sont quelconques. Il est clair que la nature desCSP
RCO dépend des types autorisés pour la description des attributs, c’est-à-dire des
variables contraintes.
À un niveau supérieur dans la description de contraintes, il t également envi-
sageable d’introduire, à l’image des contraintes non déterministes de SOLVER ou
des méta-contraintes de PROSE, un peu de flexibilité dans la définition desCSP RCO
à l’aide decontraintes disjonctivesqui, selon la configuration proposée, autorisent
qu’une contrainte ou bien une autre soit vérifiée, ou encore à l’aide decontrain-
tes conditionnellesqui associe la pose de telle ou telle contrainte à une conditi
particulière.
À ce stade, les caractéristiques générales desCSPd’uneRCO ont été énoncées,
mais il doit être gardé à l’esprit que des limitations dans la définition de cesCSP
apparaissent lors de la tentative d’intégrer des contraintes à unSRCO particulier.
Elles proviennent, d’une part des capacités de représentatio duSRCO lui-même,
en vertu des domaines (types) d’attributs autorisés, et, d’autre part, des capacités
déclaratives et de traitement de données du système de contraintes (intégré ou non)
chargé de maintenir lesCSP établis. Ainsi, il est tentant, mais sans doute illusoire
à faible prix, d’étendre la vocation de généricité d’un SRCO (tout représenter) à la
gestion desCSPde ceSRCO(tout contraindre, tout maintenir et tout résoudre).
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Portée et statut des contraintes
Une fois cernés les divers composants desCSP RCO(variables, domaines et con-
traintes), la question se pose de la portée effective des contraintes. Classiquement,
l’approche classe/instance suggère que soient distingu´ees lescontraintes de classe
qui, définies au niveau de la classe, portent uniformémentsur toutes les instances de
cette classe, descontraintes d’instancequi portent ponctuellement sur une ou plu-
sieurs instances. De même qu’un attribut défini dans une classe est attribut de toute
instance de cette classe et de ses sous-classes (où sa description pourra être affinée),
la contrainte de classe s’inscrit dans la définition de la classe et devient contrainte
d’instance de toutes les instances de cette classe. Ainsi, les contraintes de classe ont
des prérogatives “universelles” que n’ont pas les contraites d’instance. Aussi, la
description d’une classe contrainte est maintenant formée de la description de tous
ses attributs (hérités, redéfinis ou définis) et de la description de ses contraintes. Au
contraire, une contrainte d’instance n’a pas ce caractèred´ finitionnel, et doit être
vue comme une propriété qui permet de distinguer l’instance d’autres instances de
la même classe et non pas comme une condition présidant à l’existence de l’instance.
En tant que traits définitionnels, les contraintes d’une classe seront donc héritées par
ses sous-classes comme le sont les attributs. Mais, alors que l’héritage d’un attribut
est lié au fait que sa définition soit ou non affinée dans la classe, l’héritage d’une
contrainte d’une super-classe,a priori systématique, s’avère sujet à caution. En ef-
fet, on peut remarquer que si dans la classe est définie une contraintec′ portant sur
les mêmes attributs qu’une contraintec d’une super-classe mais avec une extension
plus petite, l’héritage dec est inutile. Cependant, détecter de telles redondances
s’avère coûteux à mettre en place.
Enfin, il faut noter que la notion de contrainte entre classesqui vise à contrain-
dre des instances de classes distinctes, lorsqu’il ne s’agit p s d’une contrainte de
contrôle (par exemple, exiger que deux classes aient le même nombre d’instances),
peut se ramener soit à une contrainte de classe sur un attribut ypé par une classe,
soit à une contrainte sur un objet relation, si les relations sont réifiées.
Désignation d’attributs contraints
Du fait que dans unSRCO les valeurs d’attributs peuvent être des objets, il est
possible d’atteindre, à partir d’un objet et par une succession d’indirections appelée
chemin(de longueur≥ 1), un attribut dans un autre objet. Dans un contexte où
les attributs sont monovalués, le cheminO1.a1.a2. . . . an−1.an a pour longueur
n et permet d’atteindre à partir d’un objetO1 contenant l’attributa1, la valeur de
l’attribut an de l’objetOn en passant, grâce aux valeurs des attributs intermédiairs
aj (avecj ∈ [1..n − 1]) parn − 1 objets intermédiaires. La valeur du chemin est
désignée comme la valeur dean dansOn.
Dans les associations objets/contraintes, cette notion dechemin a été introduite
dans THINGLAB où elle fut limitée à des chemins longueur 1 et permet de con-
traindre les attributs d’une partie d’un objet. Elle a éténdue dans CSPOOaux
chemins de longueur quelconque mais le long desquels les attributsaj atteints sont
monovalués, leur valeur étant un objet. Dans un contexte plus général, il est pos-
sible que les attributsaj soient multivalués et qu’ils aient donc pour valeur un en-





















Etapes : a, b, c
FIG. 9.4:Exemple de chemin. Sur le chemin O1.a.b.c.d, il y a diffraction au niveau
des attributśetapes b et c qui sont des attributs multivalués.
semble ou une liste d’objets. Dès lors, on n’atteint plus unattribut dans un objet
mais un ensemble d’attributs dans des objets. Poursuivre lechemin en n’emprun-
tant qu’un seul des objets de l’ensemble ou de la liste seraitarbitraire et impossible
sans qu’une telle sélection ne soit représentée dans l’expression même du chemin.
En général, la nature ensembliste de la valeur de l’attribut intermédiaire permet de
rassembler des objets partageant une propriété commune (a moins celle d’être at-
teignables directement) avec l’objet courant. Ce tout devant être préservé dans l’in-
terprétation du chemin, un chemin s’éclate en plusieurs chemins possibles à partir
d’un attribut intermédiaire multivalué. Cependant, de tellesdiffractionsintroduisent
une indétermination dans l’interprétation du chemin. Ainsi, dans l’exemple de la fi-
gure 9.4, la valeur du chemin est-elle l’ensemble{v1, v2, v3, v4, v5} des 5 valeurs
atteintes ou bien l’ensemble{{v1, v2}, {v3}, {v4, v5}} des 3 ensembles de valeurs
atteints par les 3 chemins présentés par la diffraction?
La réduction et l’anti-réduction sont deux opérateurs introduits par[Gensel,
1995] qui permettent à l’utilisateur de lever cette ambiguı̈té. Ainsi, si la struc-
ture de l’attribut multivalué rencontré ne doit pas êtrepr´ servée, une réduction
(de symbole associé “:”) est à opérer, si la structure doit être préservée, une anti-
réduction (de symbole associé “.”) est à opérer. Dans l’exemple donné, le chemin
désigné parO1:a:b:c:da pour valeur{v1, v2, v3, v4, v5}, alors queO1:a:b.c.dvaut
{{v1, v2}, {v3}, {v4, v5}}.
Les chemins ainsi définis apparaissent comme une facilitéd’écriture permettant
de désigner un attribut d’un objet comme devant être impliqué dans une contrainte
appartenant à un autre objet. On les trouvera dans l’expression des arguments d’une
contrainte. Cependant, si statiquement, il est possible des’assurer de la validité d’un
attribut contraint après avoir parcouru le chemin qui le d´esigne, il n’est pas garanti,
en revanche, qu’un chemin soit entièrement défini au moment de la pose d’une con-
trainte. En clair, cela signifie qu’un attribut placé sur lechemin n’a pas de valeur
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et que la contrainte ne porte que partiellement sur l’ensembl de ces arguments. La
spécificité desCSP RCOfait que l’existence d’une contrainte est d’abord liée à celle
de l’objet sur lequel elle porte avant que d’être soumise àl’ xistence de ses argu-
ments qui ne sont que des informations accessibles ou non depuis cet objet. Des
précautions sont donc à prendre dans la gestion des chemins.
En fait, une contrainte dont un argument est représenté par un chemin non
entièrement défini ne peut agir que statiquement sur cet argument, au moment de
sa pose, par réduction de son domaine. La gestion de cheminsà attributs multi-
valués doit prendre en compte à la fois le fait que ces chemins peuvent être à un
moment donné non entièrement définis, le fait qu’à tout moment la valeur d’un
attribut intermédiaire peut être changée, le fait que lavaleur du chemin peut être
inférée compte-tenu du type de la contrainte et de la connaissance disponible.
Choix d’une repr ésentation des contraintes
Concernant le choix d’une représentation pour les contraintes portant sur les
objets, il paraı̂t intéressant de considérer qu’une instance de contrainte témoigne de
l’existence d’une contrainte et donc de la réussite de la pose de cette contrainte. La
question qui se pose alors est5 : les contraintes doivent-elles être des objets à part
entière de laRCO et, par conséquent, côtoyer dans une base de connaissanceles
objets dédiés à la représentation du domaine modélis´e?
Un des avantages de représenter les contraintes comme des objets du modèle est
qu’il est dès lors possible de manipuler de manière uniforme les objets (et donc les
contraintes) à l’aide des primitives du modèle. Cependant, le comportement associé
aux contraintes selon leur portée conduit à de sérieusesrestrictions, et notamment
à abandonner la solution qui consiste à représenter chaque contrainte, qu’elle soit
de classe ou d’instance, portant sur un objet. En effet, on nepourrait, par exem-
ple, modifier ou supprimer un objet particulier représentant une contrainte de classe
présente sur une instance particulière de cette classe san rompre avec le caractère de
généricité attaché aux contraintes de classe. Aussi, mieux vaut extraire les contrain-
tes de la base de connaissances et n’y laisser que les objets dédié à la modélisation
des entités du domaine d’application.
La définition d’une contrainte de classe peut se faire, comme celles des attributs,
au moment de la définition de la classe ou, plus tard, dans l’´evolution de la base
de connaissances. La définition d’une contrainte d’instance se fait sur une ou des
instances existantes. La syntaxe choisie doit permettre une expression déclarative
des contraintes. Elle peut également avoir intérêt à être liée à la syntaxe choisie par
le module dePPCchargé de la gestion desCSP RCO, ne serait-ce que pour éviter une
phase de traduction.
5. Une discussion plus générale sur la distinction programm tion/représentation est faite dans[Carré
et al., 1995].
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9.3.4 Contraintes, typage et dynamicit́e
Contraintes et types
La tâche essentielle dans la gestion d’unCSP RCOest l’établissement d’un cer-
tain niveau de consistance locale qui consiste à éliminerdes domaines des attributs
contraints les valeurs qui ne pourront pas apparaı̂tre dansune olution. Aussi, à un
moment donné, un attribut contraint possède-t-il vis-à-vis de la consistance locale
un domaine — appelons-ledomaine contraint— inclus ou égal à celui que lui a
attribué l’utilisateur dans la définition de la classe — appelons-ledomaine effectif
(voir chapitre 10). En cas d’interrogation de l’utilisateur sur le domaine del’attribut
à un moment donné, le domaine initial peut lui être fourni(il aura éventuellement le
loisir d’en modifier la définition à l’aide des primitives du système, ce qui pourrait
avoir des répercussions sur le domaine contraint) mais leSRCOdoit surtout être en
mesure de fournir le domaine contraint qui est le reflet cohérent de ce qui constitue,
au regard du niveau de consistance locale atteint, les seules possibilités de valuation
de l’attribut en présence des contraintes de classe et des contraintes d’instance.
Également, il faut distinguer le domaine contraint d’un attribut dans une classe,
qui est le domaine résultant de l’établissement de la consistance locale en ne tenant
compte que des contraintes de classe, du domaine contraint d’un attribut dans une
instance qui, lui, est le domaine résultant de l’établissement de la consistance locale
tenant à la fois compte des contraintes de classe et des contraintes d’instance portant
sur l’instance.
Ces constatations suggèrent que les domaines contraints des attributs dans les
classes et les instances soient disponibles après calcul.La réduction de tels do-
maines incombe au système de gestion de contraintes, mais le stokage et la gestion
de ces domaines contraints peuvent être affectés auSRCO ou encore à un système
de gestion de types associé auSRCO. Un tel stockage vise à rendre incrémentale et
minimale la phase de maintien de la consistance[Capponi et Gensel, 1997].
Contraintes et dynamicité
L’une des caractéristiques essentielles desSRCOest de permettre la représentation
de connaissances évolutives, c’est-à-dire de permettreà out moment la création, la
modification ou la suppression d’un élément de connaissance descriptif (classe) ou
factuel (instance). Aussi, dans le souci d’une intégration harmonieuse des contrain-
tes dans un contexte évolutif, la gestion deCSP RCOdynamiques, autorisant à tout
moment l’ajout ou le retrait d’une contrainte, peut être envisagée. Nous étudions ici
la répercussion de cette dynamicité au niveau du maintiende la consistance.
L’ajout d’une contrainte est une opération naturelle (la définition deCSP étant
la plupart du temps incrémentale) de réduction de domaines. Elle échoue lorsque
l’un des domaines devient vide. Dans le cadre de laRCO, l’échec d’un ajout de con-
trainte peut être détecté statiquement à partir de la d´efinition (donc des domaines)
de l’entité contrainte. Ainsi, si le maintien de la consistance locale d’une contrainte
de classe vide un des domaines des attributs sur lequel elle port , il est clair qu’au-
cune instance ne pourra être attachée à cette classe ; la classe est sur-contrainte : la
contrainte trop forte ne peut pas être prise en compte. En revanche, si la contrainte
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peut être supportée par la définition de la classe, il n’enest pas forcément de même
pour toute instance de son extension. Que faire alors d’une instance de la classe qui
ne satisfait pas la nouvelle contrainte de classe? Trois mesures ont envisageables :
supprimer la contrainte (on privilégie l’extension de la cl sse), supprimer l’instance
(on privilégie l’intension de la classe), tenter une reclassification de l’instance (on
rompt le lien d’appartenance — ce qui n’est possible que si laclasse n’est pas la
racine de la hiérarchie). L’échec d’une contrainte d’insta ce, quant à lui, ne peut
mener qu’à la suppression de la contrainte.
Le retrait d’une contrainte nécessite de mettre en place unmécanisme de relaxa-
tion (voir § 9.1.5) qui peut être coûteux en place mémoire. Le retraitd’une con-
trainte de classe entraı̂ne la suppression de la contraintepour toutes les instances
de la classe, celui d’une contrainte d’instance concerne ces seules instances. Vis-à-
vis de la classification, il est possible que des instances desup r-classes puissent, à
l’issue de ce retrait, être attachées à la classe.
La dynamicité des autres entités de représentation (classe, instance, attribut),
lorsqu’elles sont contraintes, implique également certaines règles de cohérence.
Ainsi, la modification de la valeur d’un attribut contraint dans une instance n’est
possible que si la valeur proposée est dans le domaine contraint de l’attribut dans
l’instance et si elle est consistante avec les autres valeurs.
Lorsqu’une classe est ajoutée à une hiérarchie, elle hérite des contraintes de
ses super-classes et fait hériter ses contraintes à ses sous-classes. Pour tester si les
contraintes de cette classe n’entraı̂nent pas la non viabilité d’une de ses sous-classes,
la propagation de ces contraintes doit se faire depuis les sous-classes feuilles. Si les
définitions acceptent les réductions de domaines imposées par les contraintes de la
nouvelle classe, alors la classe peut être insérée sans nuire à ses sous-classes.
Le retrait d’une classe doit entraı̂ner le retrait de toutesles contraintes de classe
posées sur ses instances qui, si elles lui survivent, seront rattachées à sa ou ses super-
classes.
Enfin, lors du retrait d’une instance de la base, les contraintes d’instance qui
portent sur elles sont supprimées. En particulier, si celles-ci impliquent d’autres
instances, ces dernières en sont libérées.
9.3.5 Maintien de consistance et ŕesolution
Maintien de consistance
Le maintien de consistance et la résolution desCSP RCOdépendent de la na-
ture des domaines des attributs contraints. Si ceux-ci sontfinis alors assurer l’arc-
consistance est possible, si ceux ci sont infinis et réels, la consistance locale sera
moins forte, si ceux-ci sont des ensembles d’ensembles, il faudra axer les efforts
sur la représentation des ensembles-valeurs, si ceux-ci sont nfinis et d’un type non
simple mais ordonné, il faudra axer les efforts sur les propriétés de cet ordre. . .
Résolution
Lorsque l’on parle deCSP RCO, il faut distinguer lesCSP RCOconstitués de
contraintes de classe desCSP RCOconstitués de contraintes d’instance. Les premiers
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sont gérés comme autant deCSP RCOà structures identiques qu’il existe d’instances
dans les classes contraintes. Il est clair que la résolution d’un CSP RCOà contraintes
de classe se traduit par les résolutions de tous cesCSP RCOà structures identiques.
Ceci a tendance à rendre le coût de la résolution prohibitif dans le cas de classes
contraintes à grande extension. Chercher à compléter une instanciation localement
consistance d’un nombre réduit de cesCSP RCOissus d’unCSP RCOà contraintes de
classe paraı̂t être un but plus raisonnable qui nécessitede circonscrire les instances
à considérer lors de la résolution.
Au cours de la recherche d’une solution, on peut être amenéà procéder à l’énu-
mération des domaines d’attributs contraints non valués. Une telle énumération a
pour but, soit de créer des instances qui correspondent auxdiverses complétions
localement consistantes d’une instance contrainte partiellem nt valuée (raisonne-
ment hypothétique), soit de créer intégralement, à partir des classes, des instances
contraintes globalement consistantes (complétion de la base de connaissances). De
plus, l’énumération est souvent le moyen ultime de déterminer si une classe con-
trainte peut effectivement admettre des instances (détection d’incohérence). Enfin,
on peut se tourner vers des techniques de maintien de solution pour chercher à at-
teindre la solution la plus proche en cas de modification d’une solution.
9.3.6 Conśequences pour unSRCO contraint
Contraintes et mécanismes d’inf́erence
L’intégration de contraintes dans uneRCO ne doit pas remettre en cause la
sémantique propre des mécanismes d’inférence que sont l’instanciation, la classi-
fication ou l’héritage.
Ainsi, si une instance en cours de création ne satisfait pasune des contraintes de
sa classe, on doit considérer que la contrainte est un traitdéfinitionnel de la classe
et donc que l’instance n’est pas viable. Avant que de conclure définitivement à un
échec de l’instanciation, on pourra chercher à proposer un autre classe d’apparte-
nance en lançant une classification.
Lors de la classification, les contraintes de la classe candid te doivent se conten-
ter d’un rôle prédicatif puisque, par principe6, on ne peut accepter qu’une valeur
de l’instance à classer soit inférée par un mécanisme — ici, une contrainte —
de la classe pour laquelle on cherche précisément à valider l’appartenance. Cela
n’empêche pas pour autant qu’une propagation de contraintes soit lancée en fonc-
tion des informations disponibles dans l’instance afin de jug r de son appartenance.
Lors de la classification, pour une instance donnée (voirchapitre 12) une classe
est déclaréeimpossiblesi une des valeurs des attributs de l’instance ne se trouve
pas dans le domaine de l’attribut,possibles’il manque des valeurs d’attributs dans
l’instance mais si toutes celles qui sont présentes sont dans les domaines associés,
probable(voire sûre) si toutes les valeurs de tous les attributs de l’instance sont
présentes et se trouvent dans les domaines associés. En présence des contraintes,
décider de l’étiquette à accorder à une classe peut être plus complexe. On peut
décider qu’une classe estimpossiblepour une instance si son contenu viole une
6. Voir une discussion sur ce sujet dans lechapitre 10.
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des contraintes de cette classe, qu’elle estpo siblesi le contenu incomplet de l’ins-
tance ne viole jusqu’alors aucune contrainte, qu’elle estprobablesi le contenu com-
plet de l’instance satisfait toutes les contraintes de cette classe (et les contraintes
d’instance). Cependant, dans le cas d’une instance incomplète, il est tout à fait en-
visageable que les domaines des attributs de l’instance soient localement consis-
tants, que les valeurs données jusqu’à présent soient consistantes entre elles, mais
ne constituent pas une instanciation localement consistante menant à une solution
ou, pire encore, qu’il n’existe pas de solution, c’est-à-dire qu’aucun contenu com-
plet de l’instance ne rende cette classe probable. La classeest possible parce que
son contenu est incomplet mais correct alors qu’en réalit´e e le est déjàimpossible
voire sans extension possible. Tout ce problème de décision, qui peut être fortement
combinatoire, repose en fait sur les capacités de résolution du système de contrain-
tes.
Vis-à-vis de l’héritage, les contraintes de classe sont héri ées par les sous-classes,
après avoir pris soin de vérifier par un parcours de bas en haut de la sous-hiérarchie
concernée, qu’elles peuvent effectivement l’être.
Contraintes et coh́erence
Il faut être conscient du fait que la cohérence d’une base de connaissances con-
trainte est dévolue au niveau de consistance atteint sur leCSP RCO, qui dépend de
la discrétisation et de la représentation des domaines contraints. Ainsi, redondances
et incohérences introduites par les contraintes ne sont pas toujours détectables sta-
tiquement et n’apparaı̂tront bien souvent que lors d’une phase de résolution. Elles
sont une véritable nuisance car conserver des ensembles decontraintes redondants
ou inconsistants alourdit considérablement les mises à jour de la base de connais-
sances en lançant des propagations inutiles. La détection des incohérences ou des
redondances peut se faire par l’emploi de méthodes de simplifications de systèmes
de contraintes[Lassezet al., 1993] ou par une représentation explicite des incom-
patibilités de contraintes[Capponiet al., 1995].
9.4 Conclusion
Contraintes et objets sont souvent associés afin de bénéficier de leurs qualités
respectives. Les objets permettent de structurer des connaissa ces alors que les con-
traintes sont un moyen déclaratif d’énoncer et de résoudre des problèmes.
Parmi les systèmes associant objets et contraintes, on trouve t ut d’abord des
gestionnaires d’interfaces graphiques dans lesquels les contraintes gèrent la cohé-
rence des relations établies sur les objets graphiques, des langages de programma-
tion par objets intégrant des contraintes, des langages deprogrammation par con-
traintes permettant de contraindre objets, et des boı̂tes `a outils de programmation
par contraintes dans lesquelles variables, contraintes etméthodes de résolution sont
décrites en termes d’objets.
Dans les systèmes de représentation de connaissances parobjets, les contraintes
portent sur des instances et plus généralement sur des attributs d’instances. Elles
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peuvent concerner toutes les instances d’une classe ou une instance particulière.
Le résolveur couplé auSRCO est donc chargé de maintenir la consistance des do-
maines des attributs contraints, au niveau des classes et auniveau des instances.
Dans un contexte de réseaux de contraintes évolutifs, l’ajout et le retrait de con-
traintes doivent être répercutés au niveau des domainescontraints. Leur gestion est
alors soumise à des règles fixant la prépondérance des contraintes vis-à-vis des clas-
ses et/ou des instances et peut conduire à réorganiser unebase de connaissances par
classification.
L’introduction de contraintes dans unSRCOentraı̂ne quelques limitations. Tout
d’abord, en présence de contraintes de classe dans des grandes bases de connais-
sances, il apparaı̂t préférable que la résolution desCSP RCOsoit circonscrite à un
nombre restreint d’instances. De même, la classification devient incertaine et peut
même conduire à la construction de connaissances incohérentes ou redondantes en
raison de l’insuffisance intrinsèque des techniques de consistance locale.
Malgré ces limitations intrinsèques, il est indéniableque les contraintes permet-
tent d’augmenter de manière conséquente la déclarativité et les capacités d’inférence
du système. Notamment parce que leSRCOpeut mettre à contribution le résolveur
du module de programmation par contraintes auquel il est couplé dans la mainte-
nance de plusieurs fonctionnalités. Parmi les illustrations des usages collaboratifs
qui peuvent être faits des contraintes dans uneRCO, citons : le partage de propriétés
au sein d’objets composites[Genselet al., 1993 ; Puig et Oussalah, 1996], le flot
de données dans un modèle de tâches[Gensel et Girard, 1992], l’exploration d’une
base de connaissances par raisonnement hypothétique, l’expression et la gestion de
la sémantique de relations entre objets[Gensel, 1995], et l’expression et la gestion
de filtres permettant l’inférence de valeurs d’attributs[Capponi et Gensel, 1997].
Ainsi, introduire des contraintes dans uneRCO, c’est permettre l’expression et la
maintenance de relations entre objets mais c’est aussi bénéficier de ces contraintes
pour accroı̂tre l’expressivité et contrôler la sémantique d’autres fonctionnalités du
modèle.
Aujourd’hui, les efforts de recherche dans les associations d’objets et de con-
traintes s’orientent, entre autres, vers lescontraintes ǵeńeriqueset vers des modules
de programmation gérant desCSPde types quelconques. Les contraintes génériques
sont une transposition aux contraintes des fonctions gén´eriques de certains lan-
gages de programmation par objets[Pelenc et Ducournau, 1997]. Elles permettent
de rassembler plusieurs contraintes de sémantique semblable mais portant sur des
variables de types différents (par exemple, une contrainte générique d’égalité de
points rassemblant les égalités de points dans des espaces à une, deux, ou trois di-
mensions). La construction d’un module de programmation par contraintes de types
quelconques[Capponi et Gensel, 1997], quant à elle, passe par le couplage d’un
système de gestion de types avec un module de programmationp r contraintes afin
de faire en sorte que les règles de consistance et les techniques d’énumération soient
imposées par la signature des opérateurs associées aux types des variables contrain-
tes ainsi qu’à l’ordre défini sur ces types. Ces deux axes participent à l’expression
de contraintes d’un plus haut niveau d’abstraction.
Troisi ème partie






L ES OBJETS SONT UTILIŚES non seulement pour la programmation mais aussipour la représentation de connaissance. Cette perspective est présentée ici
tout d’abord au travers de son histoire mais surtout au travers d ses traits par-
ticuliers. Ces derniers sont illustrés par la conception du système TROEPSet ses
particularités. Cependant, plus que sur un langage précis, c’est sur la variété (le mot
polymorphisme étant interdit ici) qu’insistera ce chapitre. Comme le lecteur peut
s’en rendre compte à la lecture de ce livre, pour certains problèmes posés par la
conception de systèmes à objets, il existe plusieurs solutions. En ce qui concerne les
représentations par objets, les solutions à retenir ne sot pas forcément celles des
langages de programmation ou des bases de données.
10.1 Introduction
10.1.1 Motivations
Le but de la représentation de connaissance est de rendre compte d’un(( do-
maine)) particulier de telle sorte que cette représentation soit manipulable par une
machine. Elle sert, en particulier, dans lessy t̀emes̀a base de connaissance. Ce but
qui dirige une partie des travaux sur les représentations de connaissance ne peut être
validé de manière théorique (le(( domaine)) étant inaccessible à la théorie). Ce but
n’est pas non plus distinctif, il peut être revendiqué pard’ utres disciplines (bases
de données par exemple). Par contre, il est forcément trahi lorsque les objets sont
utilisés pour se représenter eux-mêmes (si l’on peut dire que la pile — au sens in-
formatique — implémentée en C++ se représente elle-même, il n’est plus possible
d’affirmer quoi que ce soit d’intéressant sur cette représentation : la représentation
est forcément correcte puisque l’objet représente ce qu’il est).
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Les représentations de connaissance offrent donc des langages permettant de
modéliser le(( domaine)). Les constructions de ce langage ayant un sens particu-
lier, elles peuvent être manipulées par un ordinateur en respectant ce sens et, par
conséquent, la cohérence interne de la modélisation du(( domaine)). Ainsi, les em-
ployés d’une entreprise, les bureaux et les équipes pourront être représentés par des
objets et jamais un bureau ne pourra être utilisé à la place d’une équipe. Dans les
développements qui sont présentés ici, et dans d’autres(voir chapitre 12), le rapport
entre ce qui est représenté et les expressions du langage de représentation de con-
naissance est analysé au moyen d’une sémantique de ce langage. Celle-ci permet de
justifier la validité des opérations du système de représentation de connaissance par
rapport au sens des expressions introduites dans le système. Si, par exemple, une
base de connaissance décrit la classe des comptables, représentant les employés qui
sont des comptables, et la classe des agents administratifs, représentant les employés
qui sont agents administratifs, et que la première est sous-clas e de la seconde, alors
il sera impossible d’être un objet de la classe comptable sans être un agent adminis-
tratif.
10.1.2 Histoire
Historiquement, les modèles généraux de représentatio de connaissance ont
été nombreux. Par général, on entend un modèle de repr´s ntation qui peut être
appliqué à toute sorte d’entités (objets physiques, id´ees, actions, relations. . . ) par
opposition à un modèle qui se concentre sur un domaine particulier (les relations
temporelles, les tâches, les taxonomies biologiques — voir chapitre 15). C’est à ce
genre de modèles généraux qu’est consacré ce chapitre.
L’un des premiers systèmes de représentation de connaissa ce générique est le
modèle desréseaux śemantiques[Quillian, 1968]. Il se caractérise par une organi-
sation de la connaissance sous forme d’un graphe orienté doles nœuds et les arcs
sont étiquetés. Il est doté d’un mécanisme d’inférence : la propagation de marqueurs
(“spreading activation”, poussée à ses limites dans[Fahlman, 1979]) qui consiste
à parcourir le graphe dans le sens des arcs à partir d’un nœud précis (ou de deux
nœuds). Il permet donc formellement de déduire un ensemblede nœuds accessibles
à partir d’un (clôture transitive) ou de plusieurs nœuds.Il est limité car le modèle ne
distingue pasa priori d’étiquettes particulières alors qu’il serait utile de distinguer
certains arcs (par exemple, les relations générique-sp´ecifique) ou certains nœuds
(en tant qu’individu ou espèce). Par ailleurs, la signification des arcs et des nœuds
n’est pas précisée clairement[Woods, 1975]. Par exemple, l’arcmarié-à entre le
nœudhomme et le nœudfemme signifie-t-il qu’un homme est marié à une femme,
que tous les hommes sont mariés à toutes les femmes. . . ? Bref, le principal grief à
l’encontre des réseaux sémantiques est leur absence de s´emantique justement.
Le modèle ultérieur est celui dessch́emasou frames[Minsky, 1975 ; Masini
et al., 1989] introduit dans le cadre de la représentation de connaissance cquise
par la vision. Ce modèle organise la connaissance autour dela notion de schéma :
un nom auquel est associé un ensemble d’attributs. Chaque attribut se voit associer
à son tour un ensemble defacettespermettant de le caractériser. Cette notion de
facette inspirée de la métaphore des différentes faces sous lesquelles il est possible
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de voir un objet a été utilisée à des fins multiples et variées : rendre compte de la
position par rapport à un observateur, d’un rôle joué parl’objet ou de différentes
acceptions du nom de l’attribut. Les facettes, à leur tour,contiennent desvaleurs.
La mise en correspondance(ouappariement, “matching”) est le moyen d’inférence
privilégié sur les schémas. Il consiste à comparer deuxobjets en fonction de leurs
facettes et valeurs pour vérifier si elles correspondent ouon (si l’un est plus complet
que l’autre ou si les deux peuvent être complétés de mani`ere compatible). C’est un
moyen très puissant pour comparer les objets. Par exemple,si un robot voit une
voiture rouge garée devant lui et qu’on lui a demandé de se garer derrière une voiture
rouge de marque Renault, il peut apparier les deux objets (car ils sont tous les deux
rouges et garés, ce qu’il ne peut faire avec les voitures bleues) et poursuivre sur
l’hypothèse que c’est derrière l’auto qu’il voit qu’il doit se garer.
Les modèles des schémas et des réseaux sémantiques ont ´eté ra ionalisés dans
un travail de longue haleine par Ronald Brachman (sous l’impulsion de William
Woods[Brachman, 1977 ; Brachman, 1979 ; Brachman, 1983 ; Brachman,1985]).
Ce travail isole un certain nombre de problèmes de ces modèles qui doivent être
impérativement tranchés. Dans sa thèse[Brachman, 1977] ainsi que dans plusieurs
articles publiés plus tardivement[Brachman, 1983 ; Brachman, 1985], Ronald Brach-
man énonce de précieux principes de bonne utilisation de ces systèmes (qui seront
précisés plus loin) :
• ne pas considérer la même entité, tantôt comme un individu (une auto rouge
particulière), tantôt comme un ensemble d’individus (lac sse des autos
rouges) ;
• ne pas confondre propriétés descriptives (les oiseaux doivent avoir des plumes)
et propriétés typiques (typiquement les oiseaux volent);
• ne pas confondre définition (des facettes sur les attributsexprimant des condi-
tions nécessaires et suffisantes pour appartenir à la classe), description (les
conditions sont seulement nécessaires) et prototype (lesva urs données par
les facettes sont uniquement typiques).
Cependant, dans le même temps, les développeurs continuet à implémenter de
nouvelles idées. Ainsi, vers la fin des années 1970, des système de représentation
de connaissance par objets que nous qualifierons de “post-frames” voient le jour
(KRL [Bobrow et Winograd, 1977] FRL [Roberts et Goldstein, 1977], SRL2 [Wright
et Fox, 1983]). Ces systèmes sont inspirés à la fois des schémas et desrés aux
sémantiques mais aussi des langages de programmation par objets. Ils sont in-
fluencés par les travaux autour des systèmes de fenêtres ds langages et machines
L ISP qui eux-mêmes le sont par SMALLTALK . Ils se caractérisent par l’adoption de
la notion de classe (c’est-à-dire qu’ils distinguent les classes des instances) et d’un
lien générique-spécifique fort (c’est-à-dire dont le sen est inclus dans le système)
ainsi que par une rationalisation de l’utilisation des facettes. Ces dernières sont
conservées en nombre restreint (mais parfois extensible)à d s fins de typage ou d’
inférence des valeurs d’attributs. De plus, la notion d’envoi de message est adoptée
par certains et ils utilisent parfois un méta-modèle. Certains d’entre eux conservent
cependant une notion de prototype. La programmation par réflexes a, par ailleurs,
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un certain succès. Ces systèmes ont connu une diffusion importante sous la forme
de produits commerciaux qui ont été utilisés dans le monde entier KNOWLEDGE
CRAFT [Carnegie Group, 1988], ART [Williams, 1984], KEE [Filman, 1988], NEX-
PERT OBJET). Ils ont eu des successeurs en France sous la forme de prototy es de
recherche (SHIRKA [Rechenmann, 1985], OBJLOG [Dugerdil, 1988] . . . ) comme
de produits commerciaux (KOOL [Albert, 1984], SMECI [ILOG, 1991b], YAFOOL
[Ducournau et Quinqueton, 1986 ; Ducournau, 1991]). Une comparaison de ces
systèmes se trouve dans la table 10.1 à la fin de la section 10.2.3. À côté, et par-
fois au sein, de ces systèmes pour lesquels la notion d’objet est centrale, se sont
développés des systèmes permettant d’exploiter conjointement des règles et des ob-
jets. Ces systèmes sont soit des extensions de systèmes d’objets existants (par exem-
ple OPUS [Atkinson et Lausen, 1987]), soit des extensions de systèmes de règles
existants (par exemple CLIPS).
Parallèlement, des recherches plus fondamentales ont été poursuivies. Dans la
lignée des travaux de Ronald Brachman, mais renforcées par un courant formel
(Hector Levesque, puis bientôt Alexander Borgida et Bernha d Nebel pour nom-
mer les plus notables), les représentations de connaissance p r objets évoluent vers
une formalisation croissante qui conduit à définir la sémantique dénotationelle de
ces langages (voirchapitre 12), à évaluer la décidabilité et la complexité de cer-
tains mécanismes de déduction et à concevoir des algorithmes corrects pour ces
mécanismes. Un regret peut cependant être formulé : alors que de nombreux choix
de langages sont possibles, les chercheurs se focaliserontsur un seul type de lan-
gages nommés maintenant logiques de descriptions (voirchapitre 11). Dans la même
veine, mais plus directement inspiré des réseaux sémantiques, le modèle desgraphes
conceptuelsdéfini par John Sowa[Sowa, 1984] se voit doté d’une sémantique for-
melle[Chein et Mugnier, 1992].
10.1.3 Situation actuelle
Si la sémantique des langages est une préoccupation de certains développeurs
de systèmes depuis très longtemps elle a mis du temps à s’imposer en tant que telle.
Ainsi, depuis les premiers travaux relativement peu formels d Ronald Brachman
(voir ci-dessous) jusqu’ aux logiques de descriptions (voir chapitre 11), une lente
évolution a pris place. Il y a d’abord des systèmes dont lesdéveloppeurs ont conçu
le comportement de la manière la plus raisonnée possible,puis des théories rendant
compte de ces systèmes et mettant en évidence leurs déficiences. Par ailleurs, l’ef-
fort de formalisation a porté sur une simplification des systèmes existants. Ainsi, de
nombreuses opérations et innovations (souvent très utiles) sont laissées dans l’ombre
par le travail de formalisation. En conséquence, même lessystèmes développés à
partir des travaux théoriques offrent des traits qui sortent de la théorie et rendent
le système utile. Il est donc important de s’intéresser àtoutes les fonctions d’un
système de représentation de connaissance et non uniquement à celles qui sont
dûment formalisées. Le présent chapitre s’attache à d´ecrire, au travers d’un exemple
récent, les fonctionnalités et les problèmes des représentations de connaissance par
objets. Les aspects théoriques seront présentés dans les deux chapitres qui suivent.
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Actuellement les langages les mieux définis sont, sans conteste, les logiques de
descriptions suivies par les graphes conceptuels. Mais lesmodèles qui ont été les
plus utilisés sont les systèmes de représentation de connaissance “post-frames” of-
frant en général plus d’expressivité, mais dont il est difficile de cerner les aspects
théoriques. Dans ce qui suit on va s’attacher à présenterces systèmes. Il existe une
manière de les présenter qui laisse une large place aux aspects d’implémentation
[Karp, 1993] : faut-il représenter les objets par des vecteurs ou des listes de pro-
priétés, faut-il conserver les classes lors de l’exécution et opérer une manipulation
dynamique des objets et des classes ou compiler statiquement les accès aux objets et
supprimer les classes lors de la compilation? Ici on s’attachera plutôt aux principes
qui gouvernent les représentations de connaissance par objets, sachant qu’il est in-
utile de comparer les implémentations autrement qu’en comparant les performances
(en temps et en mémoire nécessaires).
Le chapitre 11présentera plus en détail les logiques de descriptions alor que
le chapitre 12présentera les travaux en cours pour décrire de manière formelle ces
systèmes de représentation de connaissance par objets. Leur principes sont d’abord
rapidement brossés (§ 10.2) avant de focaliser sur un système particulier : TROEPS.
TROEPSsera présenté tout d’abord au travers des choix faits danscertaines alterna-
tives de modélisation (§ 10.3) avant de décrire son langage de description (§ 10.4)
et les inférences possibles (§ 10.5).
10.2 Principes des repŕesentations de connaissance
par objets
Il n’y a pas, à proprement parler, de principes uniques, généraux et inflexibles
des représentations de connaissance par objets. On peut cendant tracer à gros traits
ce qu’est un système typique. Tout d’abord, la fonction d’un tel système est :
• de stocker et d’organiser la connaissance autour de la notion d’objet ;
• de fournir des services inférentiels de bas niveau destin´s à compléter l’infor-
mation disponible.
La présentation des principes sera donc organisée suivant ces deux axes.
10.2.1 Structure
La structure sur laquelle se fonde un système de représentation de connaissance
par objets est très proche de celle d’un langage de programmation par objets (voir
chapitres 3 et 2). À l’instar des langages “post-frames”, les objets sont décrits à
l’aide de classes organisées dans une hiérarchie de spécialisation. La connaissance
est organisée autour de la notion d’objet. Elle est ici bri`evement rappelée.
Les objets sont des ensembles de couples attributs-valeursassociés à un iden-
tifiant. En général cette identification se fait à l’aide d’un nom (que celui-ci soit
extérieur aux couples attributs-valeurs ou la valeur d’unattribut particulier). La va-
leur d’un attribut peut soit être un objet, soit être une valeur d’un type primitif du
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langage (par exemple, une chaı̂ne de caractères ou un entier). Ell peut être connue
ou pas. Souvent les attributs peuvent contenir une collection (par exemple, un en-
semble) de valeurs. Il est très important de définir le sensde telles collections, par
exemple le fait que l’attributmembres de la classeprojet soit un ensemble peut
signifier qu’il s’agit :
• d’un ensemble fermé d’objets (par exemple l’ensemble desmembresest exac-
tement ceux connus du système),
• d’un ensemble ouvert d’objets (l’ensemble desm mbres connus du système
est inclus dans l’ensemble desmembres réels),
• d’un ensemble d’objets possibles (on peut alors parler du membr d’unprojet
et celui-ci pourra être l’un desmembres connus du système).
La première approche est souvent utilisée dans les représ ntations “post-frames”
(inspirée des langages de programmation), la seconde dansles logiques de descrip-
tions et la dernière dans les systèmes plus proches de l’esprit des schémas.
Les objets sont regroupés enclassesqui, à l’instar de celles des langages de
programmation par objets (voirchapitre 3), permettent de regrouper des traits com-
muns à ces objets. Contrairement au modèle original des schémas, seules les classes
associent des facettes (ou descripteurs) aux attributs et seul un ensemble restreint de
descripteurs est autorisé et clairement identifié (mêmesi c lui-ci est parfois exten-
sible par la programmation — SRL2 [Wright et Fox, 1983], YAFOOL [Ducournau et
Quinqueton, 1986 ; Ducournau, 1991]). Dans les systèmes les plus restreints, elles
servent principalement à deux objectifs : préciser les valeurs d’attributs admissibles
dans une classe (typage) et déclarer des mécanismes capables de déduire la valeur
d’un attribut manquant (inférence). Les systèmes les plus riches offrent un ensemble
plus complet de facettes permettant de spécifier des comportements lorsqu’une va-
leur est écrite ou lue ((( programmation dirigée par les accès)) [Stefiket al., 1986]) de
gérer des relations entre objets (réciproque par exemple[Ducournau, 1991 ; Forna-
rino et Pinna, 1990 ; Wright et Fox, 1983 ; Albert, 1984]) ou d’assurer la liaison avec
le monde extérieur (une interface graphique par exemple[Bobrow et Stefik, 1983 ;
ILOG, 1991b ; Ducournau, 1991]). On se limitera ici à ce qui concerne l’aspect
représentation de connaissance : typage et inférence.
Les facettes de typage permettent de restreindre les valeurs possibles d’un at-
tribut en précisant les valeurs admissibles par une énum´ration (domaine) ou une
réunion d’intervalles, (intervalles) introduisant des exceptions (auf)ou restrei-
gnant la cardinalité dans le cas de collections. (cardinal) Lorsque la valeur d’un
attribut peut être un autre objet, les restrictions peuvent s faire soit en précisant
les classes auxquelles l’objet doit appartenir (type) soit grâce à un filtre permettant
de n’accepter que les objets qui satisfont ce filtre (filtre — voir ci-dessous). La
figure 10.1 présente deux définitions de classes.
Les classes sont organisées par la relation desṕecialisation(parfois nommée
relation d’héritage ou de généricité). La représentation de connaissance par objets
privilégie donc au moins ce lien particulier entre les objets. La spécialisation est
une relation d’ordre. Dans certains systèmes, le graphe dela réduction transitive de
cette relation peut être restreint à un arbre, contraint `ê re connexe ou à disposer
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<employé
attributs = {
<nom type = chaine ; constructeur = un ;>,
<prénom type = chaine ; constructeur = un ;>,
<date-naissance type = date ; constructeur = un ;>,
<diplômes type = diplôme ; constructeur = liste ;>,
<projet type = projet ; constructeur = un ;>,
<chef type = employé ; constructeur = un ;>,
<subordonnés type = employé ; constructeur = ensemble ;>,
<bureau type = bureau ; constructeur = un ;>,
<salaire type = entier ;
constructeur = un ;
intervalles = { [5000 20000], [23000 23000] };>,
<régime type = chaine ; constructeur = un ;>};>
<chercheur
sorte-de = employé ;
attributs = {<chef type = { cadre };>};>
FIG. 10.1:Une classe et une sous-classe.
d’une unique source (racine dans le cas d’un arbre). La sémantique de cette rela-
tion est celle de l’inclusion ensembliste : les individus app rtenant à l’interprétation
d’une classe doivent appartenir à celle de ses super-classes. On dispose donc d’un











FIG. 10.2: Signification des relations entre classes. Les boı̂tes rectangulaires
représentent les instances, les boı̂tes arrondies les classes. Les traits sans flèche
représentent l’instanciation et les flèches vides la spécialisation. Le dessin de droite
est une repŕesentation ensembliste de la situation. Il faut noter quePi rre n’y fi-
gure pas car si l’on sait qu’il appartient̀a l’ensemble employé, on ignore s’il fait
partie d’un de ses sous-ensembles.
De cette interprétation de la relation de spécialisation, t ut découle : plus une
classe est spécifique, plus les domaines de ses attributs doivent être restreints ; si une
classe est sous-classe de deux classes, les domaines de ses attribut sont forcément
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inclus dans (ou égaux à) l’intersection des domaines de ces deux classes ; si un
objet est instance d’une classe, il l’est aussi de toutes sesuper-classes, etc. Ceci
permet de faciliter l’expression du domaine de valeur des attribu s (que l’on qua-
lifiera d’effectif) en ne précisant dans les sous-classes que les restrictions par rap-
port à la super-classe (on parlera alors de domaineexpriḿe). Par exemple, s’il y a
une contrainte sur le salaire deschercheurs, celle-ci pèse aussi sur le salaire des
chercheurs-végétariens : elle fait partie du domaine effectif de l’attribut salaire
de la classechercheur-végétarienmais il est inutile de l’exprimer. Par contre, et
c’est l’un des enseignements de Ronald Brachman, il n’est pas question d’introduire
des exceptions dans les domaines de classes car cela permettrait inévitablement de
définir (( un éléphant comme un singe qui ne grimpe pas aux arbres)) [Brachman,
1985].
Dans ce cadre (celui de la structure) certains problèmes n’apparaissent pas.
C’est le cas des problèmes de conflits dus à lamulti-géńeralisation— aussi nommé
héritage multiple — , c’est-à-dire le fait d’avoir plusieurs super-classes incompa-
rables par la relation de spécialisation qui sont très discutés dans le monde de la
programmation par objets[Ducournauet al., 1995]. C’est aussi le cas des problèmes
de non monotonie traités par l’intelligence artificielle.Ainsi, si l’utilisateur exprime
que lesvégétariens sont (ont pour valeur de l’attributmoyens) pauvres, que
leschercheurs sontriches et qu’il existe des individus à la foischercheurs et
végétariens, il s’est tout simplement trompé quelque part.
10.2.2 Inf́erence
Les représentations de connaissance par objets ne proposent pas forcément de
messages ni de méthodes. Lorsqu’ils en offrent1, leur fonctionnement est le même
que dans les langages de programmation par objets (voirchapitre 3).
Un des traits qui différencie les langages de programmation des représentations
de connaissance par objets est l’existence de mécanismes d’inf´ rence permettant de
calculer une valeur pour un attribut lorsque celle-ci n’estpas connue, c’est-à-dire
lorsqu’elle n’est pas présente dans l’objet. Ces mécanismes sont attachés aux clas-
ses au moyen de facettes d’inférence. Les moyens d’obtenirc tte valeur peuvent
être très nombreux et toutes les méthodes de l’informatique (fonctions, procédures,
règles, tâches, contraintes. . . ) peuvent être mises à contribution. On se bornera ici
à évoquer des mécanismes qui s’intègrent bien dans le cont xte de la représentation
de connaissance par objets. Indépendamment du calcul de lavaleur, il est important
de déterminer en fonction de quoi celle-ci est calculée. Une des règles en vigueur,
idéalement, dans les représentations de connaissance par objets est que la procédure
se borne à calculer cette valeur (elle ne fait pas d’effets dbord) et n’est pas in-
fluencée par autre chose que par l’objet lui-même (et indirectement par les objets
auxquels il fait référence). Cette fonction, au sens informatique, s’interprète comme
une fonction, au sens mathématique, de l’ensemble des objets vers le domaine de
valeur de l’attribut. La restriction d’absence d’effets debord est cependant très dif-
1. C’est introduire le LOO dans la bergerie (contribution cojointe de Gilles Bisson — CNRS — et
de François Rechenmann — INRIA).
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ficile à vérifier et, bien qu’une bonne discipline de conception dans un modèle à
objets doive s’y plier, elle peut facilement être mise en d´faut.
Afin spécifier les paramètres des mécanismes d’inférenc, on utilise des chemins
à partir de l’objet sur lequel il porte. Unchemincommence par l’objet lui-même
(correspondant auself des langages de programmation, voirchapitre 3) et se pour-
suit par une suite de noms d’attributs séparés par des indicateurs. Dans TROEPS,
l’objet lui-même est dénoté par le symbole(( ! )) et les noms d’attributs sont séparés
par des(( . )) ou des(( : )) en cas d’attributs multi-valués dont on va faire l’union
des valeurs (voir§ 9.3.3). Ainsi,!.chef.subordonnés désigne la liste des subor-
donnés de son chef et!.chef.subordonnés :chef est un ensemble qui contient
pour unique valeur!.chef puisqu’il s’agit de l’union des chefs qu’ont les subor-
donnés de son chef.
Les facettes d’inférence de valeurs d’attributs que l’on trouve communément
sont :
valeur par d́efaut qui permet de fixer une valeur donnée en l’absence d’autres va-
leurs (ce mécanisme, lorsqu’il est activé, retourne toujours une valeur) ;
passage de valeurqui permet de contraindre la valeur à être celle d’un autreattri-
but ;
héritage lat́eral qui permet d’hériter la valeur du même attribut d’un objetréférencé
par l’objet courant ;
filtrage qui permet de donner pour valeur d’un attribut l’ensemble des objets qui
satisfont certaines contraintes ;
attachement proćedural qui permet d’exécuter une fonction (prenant pour para-
mètre des valeurs d’autres attributs de l’objet) retournant la valeur demandée.
Ces facettes seront plus détaillées dans le cadre de TROEPS(voir § 10.4).
À l’opposé des facettes de typage, les facettes d’inférence sont héritées par
défaut, c’est-à-dire qu’elles ne fournissent pas la(( véritable)) valeur de l’attribut
recherché mais permettent de suggérer une valeur possible. Par défaut, signifie(( si
l’on n’a pas d’autres valeurs candidates)) : ainsi, si une valeur vient à être affectée à
l’objet, la valeur par défaut n’est plus considérée. Cette interprétation pourrait être
remplacée par d’autres : valeur la plus probable ou la plus typique. Toutes ces in-
terprétations ne s’appliquent pas de manière brutale : lavaleur la plus probable pour
une classe n’est pas forcément la plus probable pour ses sous-classes par exemple.
C’est pourquoi les facettes d’inférence ne sont utilisées que s’il n’existe aucune
méthode applicable définie dans une classe plus spécifique. Par exemple, s’il existe
une méthode pour calculer la paye du mois en fonction dusalaire-de-base et
desheures-supplémentairespour la classemployé, cette méthode pourra être
masquée au profit d’une méthode plus rapide (la paye est lesalaire-de-base ,
sans tenir compte desheures-supplémentaires) pour lescadres.
Par conséquent, l’héritage des mécanismes d’inférencn’est pas absolu : il peut
poser des problèmes. Il est, en particulier, lié au phénomène denon monotonie:
l’ajout de connaissance ne préserve pas nécessairement celle issue des anciennes
inférences. Par exemple, dans le cas de la figure 10.3, siPierre est unemployé, un
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<employé
attributs = {
<salaire-de-base type = entier ; constructeur = un ;>,







sorte-de = employe ;
attributs = {
<caisse-de-retraite défaut = "caisse-des-cadres" ;>,






attributs = {<chef valeur = !
;>};
>;>};>;>,...} ;>
FIG. 10.3: Mécanismes d’inf́erence. La ḿethode pour obtenir le salaire dans la
classeemployé consisteà additionner le salaire de base (! représente l’objet lui-
même et!.salaire-de-base la valeur de son attributsalaire-de-base) au
salaire horaire multiplíe par le nombre d’heures supplémentaire. Dans la classe
cadre, cette ḿethode n’est plus utiliśee : lesalaire est lesalaire-de-base. Le
filtre permettant d’obtenir la liste desubordonnés consisteà rechercher parmi
lesemployés ceux dont l’attributchef a pour valeur lecadre lui-même.
salaire particulier est déduit, alors que s’il est uncadre, un autre salaire qui peut être
différent du précédent est déductible. En cas de multi-généralisation, l’héritage par
défaut peut aussi poser un problème puisque plusieurs méthod s peuvent être appli-
cables car aucune n’est en relation de spécificité avec lesautres. Ce type de fonction-
nement a donné lieu à toute une littérature sur les(( conflits de valeurs)) [Ducournau
et al., 1995] ou exceptions et est l’une des causes de la création de logiques non mo-
notones[Etherington, 1986] et des théories de l’héritage non-monotone[Touretzky,
1986 ; Simonet, 1994].
Il ne faut pas confondre les mécanismes d’inférence des représ ntations de con-
naissance par objets et des mécanismes permettant de compléter la base de con-
naissance de manière implicite (pour éviter à l’utilisateur de le faire puisqu’il est
possible de calculer ce qui manque, par exemple, lorsque lacaisse-de-retraite
est calculée — de manière absolue — automatiquement en fonction du statut de la
personne). Pour simplifier, une inférence de connaissanceimplicite est une inférence
réalisée à la création de l’objet : si la valeur n’a pas été explicitement fournie c’est
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qu’elle est implicite ; les inférences des représentations de connaissance par objets
sont généralement réalisées lors de l’accès à la valeur : si elle est toujours incon-
nue, alors il est possible de rechercher une valeur par des moyens valides ou hy-
pothétiques.̀A notre connaissance, il n’existe aucun système de représntation de
connaissance par objets utilisant cette notion de connaissance implicite, mais les
utilisateurs utilisent souvent l’héritage par défaut pour inférer de la connaissance
implicite. Utiliser le même mécanisme pour deux fonctions différentes est cepen-
dant problématique.
À cet ensemble de mécanismes s’ajoutent des mécanismes plus rares. C’est par
exemple le cas de la classification où une instance est comparée aux contraintes
posées sur les classes d’une taxonomies pour déterminer `a quelles classes l’instance
peut appartenir. Elle est utilisée dans CLASSIC [Granger, 1988], SHIRKA [Rechen-
mann, 1988], FROME [Dekker, 1994] ou dans TROEPS(voir 10.4).
10.2.3 Variations
Le tableau ci-dessous donne un aperçu de la variabilité des systèmes de représen-
tation de connaissance par objets que l’on peut rencontrer dans la littérature (certains
de ces systèmes sont opérationnels, d’autres restent à l’ état de prototypes). Il ne
prétend pas à l’exhaustivité (ni dans les systèmes, ni da s les critères) ; une vue plus
apocalyptique de cette variabilité peut être trouvée dans[Karp, 1993].
Les systèmes sont divisés par des lignes horizontales quiidentifient des grou-
pes. Les trois premières lignes, formant le premier groupe, permettent de contraster
la variabilité avec des systèmes concurrents moyens — langages de programma-
tion à objets (LPO), logiques de descriptions (LD), bases de données à objets (BDO).
Le second groupe contient certains des systèmes “po t-frame” américains : SRL2
[Wright et Fox, 1983], KRL [Bobrow et Winograd, 1977] et FRL [Roberts et Gold-
stein, 1977]. Le troisième groupe contient les systèmes commerciaux américains
ART [Williams, 1984] et KEE [Filman, 1988]. Puis viennent en quatrième trois
systèmes commerciaux français SMECI [ ILOG, 1991b], KOOL [Albert, 1984] et
YAFOOL [Ducournau et Quinqueton, 1986 ; Ducournau, 1991] et en cinquième des
systèmes académiques français : SHIRKA [Rechenmann, 1985], OBJLOG [Duger-
dil, 1988], FROME [Dekker, 1994] et TROEPS [Projet Sherpa, 1995]. Le dernier
sera beaucoup plus détaillé dans la suite.
Les différents critères de comparaisons des langages et sy t` mes reprennent les
notions présentées plus haut.
• Le premier groupe concerne les aspects généraux des langages — voir§ 10.2.1 :
y a-t-il des messages? y a-t-il une distinction entre classeet instance? y a-t-
il un méta-modèle ? y a-t-il la possibilité de faire de la programmation par
réflexes?
• Le second ensemble considère les caractéristiques graphiques de la spéciali-
sation et de l’instanciation (simple ou multiple).
• Le groupe suivant évalue si les attributs sont typés ou non.
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TAB . 10.1: Comparaison des caractéristiques d’un ensemble de systèmes de




































































































LPO • • • ◦ • ◦ •
LD • • • • • ◦ ◦ + • • +
BDO • • + • • • + ◦ •
SRL2 • • • • • •
KRL • • • • • ◦ ◦ ◦
FRL • • • • ◦
ART ◦ • • • • • • • •
KEE • • • • • • • •
SMECI • • • • • • • • •
KOOL • • • • • • • • • • •
YAFOOL • ◦ ◦ • • • • ◦ • • • • + + ◦
SHIRKA • • • • • • • • • ◦ • + +
OBJLOG • • ◦ • • • • • • • ◦ • •
FROME • • • • • • • • ◦ • + •
TROEPS • • • • • • • ◦ ◦ • • + •
• Le quatrième groupe énumère différents types de facettes d’inférence pos-
sible (attachement procédural, filtre, passage de valeurs, valeurs par défaut,
héritage latéral, attributs symétriques et contraintes — voir § 10.2.2).
• Le pénultième groupe considère des mécanismes plus sophistiqués d’inférence
non forcément liés à des facettes (classification, catégorisation, règles de pro-
duction — voir§ 10.5) et la notion de points de vue — voir§ 10.4.3.
• En dernier lieu on a noté les systèmes connaissant ou ayantcon u une diffu-
sion commerciale.
10.3 Les probl̀emes approch́es par TROEPS
Comme on peut le voir ci-dessus, et à l’opposé des logiquesde descriptions
(voir chapitre 11), les représentations de connaissance par objets offrentun grande
latitude dans la conception du langage. La suite de l’expos´e décrit plus en détail le
système TROEPS. TROEPS[Mariño et al., 1990 ; Projet Sherpa, 1995] est le suc-
cesseur du langage SHIRKA (développé par l’équipe de François Rechenmann, à
Grenoble, vers 1985[Rechenmann, 1985]). TROEPSpermet de se faire une idée
des principales possibilités à considérer. L’évolution de SHIRKA vers TROEPSest
exposée plus en détail dans[Euzenat et Rechenmann, 1995]. La présente section
étudie quatre grands problèmes des représentations de connaissance qui furent à
l’origine de la conception de TROEPSet les solutions que l’on tente d’y apporter.
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10.3.1 Probl̀eme d’́evolution
Un problème posé par la structure des représentations deconnaissance par ob-
jets (et des langages de programmation par objets) est que les obj ts attachés à une
classe ne peuvent pas en changer. Pourquoi changer de classe? Parce qu’une per-
sonne considérée tout d’abord comme un étudiant n’est pas fondamentalement un
étudiant, c’est d’abord une personne (en effet, elle peut csser d’être un étudiant
sans cesser d’exister mais elle ne peut cesser d’être une personn ). Ce problème
relève de la différence entre(( être )) et (( être vu comme)). Il est intéressant de
pouvoir considérer la même personne comme un étudiant enmaı̂trise de japonais
lorsque l’on a acquis plus d’informations. Il serait intéressant de considérer cette
même personne plus tard comme un employé. De même, la personne en question
peut aussi être un footballeur. Il est donc nécessaire de pouvoir la considérer comme
tel. Sous l’aspect de ce que l’on appelle la migration d’insta ce, apparaissent donc
trois problèmes distincts :
• un problème d’enrichissementde la connaissance sur la personne (ou
compĺetion), qui apparaı̂t lorsque l’on dispose de connaissance plus sécifique
sur la personne et qui nécessite un affinement de la représentation,
• un problème d’́evolutionde la personne (oumiseà jour), qui apparaı̂t lorsque
la personne change et qui nécessite une modification de la représ ntation, et
• un problème depoint de vuesur la personne (ouperspective), qui apparaı̂t
lorsque la personne peut être vue sous plusieurs aspects etqui nécessite un
changement de représentation.
Seul le dernier point peut être mécaniquement résolu dans les systèmes de représen-
tation de connaissance classique par l’utilisation de la multi-instanciation ou de la
multi-généralisation. Cependant, la classeétudiant devra être spécialisée en´tu-
diant-footballeur, étudiant-gymnaste . . . puis étudiant-footballeur
en japonais, étudiant-footballeur en malgache . . . ce qui n’est pas très
satisfaisant[Goodwin, 1979]. D’autres mécanismes particulièrementad hoc(des-
truction puis recréation de l’objet) permettent de traiter les deux autres problèmes
[Banerjeeet al., 1987 ; Nguyen et Rieu, 1989]. Ils sont particulièrement utilisés lors
de la classification.
TROEPSreprend ce problème à son origine. Il contraint à distinguer entre l’as-
pectontologiquedes classes et leur aspecttaxonomique. Par ontologique on entend
ce qui est liéà l’essence même de la notion représentéeet par taxonomique ce qui
est lié à une classification des objets dépendant d’un point de vue extérieur. Il sépare
alors la notion de concept (ontologique, voir§ 10.4.1) de la notion de classe (taxo-
nomique, voir§ 10.4.4). Ainsi, un étudiant est défini ontologiquement enant que
personne et non plus en tant qu’étudiant. Cependant, il peut exister une taxonomie
professionnelle permettant de classer cette personne parmi les étudiants, puis les
étudiants en japonais. Ainsi, le problème de complétionest résolu. Le problème de
perspective connaı̂t aussi un début de solution : dés lorsque les objets sont créés
hors de leur classe, il est possible de définir plusieurs taxonomies (par exemple,
profession, sport) sur un même concept (celui des personne). Un même objet peut
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alors être attaché à plusieurs classes pourvu qu’elles appartiennent à des taxonomies
différentes.
10.3.2 Probl̀eme d’interpr étation des classes et de la spécialisation
Un problème important signalé par William Woods[Woods, 1975] est celui de
l’interprétation des classes : que signifie une classe, un objet, un lien entre classes
ou objets? Ce problème est en partie tranché par la distinction lasse-instance, mais
pas complètement.
Les classes peuvent être interprétées de manière soitdescriptive, soitdéfinition-
nelle — aussi qualifiée de prescriptive. Une classe descriptive introduit les condi-
tions nécessaires pour qu’un objet soit une instance de la classe, alors qu’une classe
définitionnelle décrit des conditions nécessaires et suffisantes. Ceci est crucial pour
la classification (voir§ 10.5.2) : dans un système définitionnel, en général, la clas-
sification détermine (lorsque les objets ont des valeurs pour t us leurs attributs)
les classes auxquelles un objet appartient, alors que, dansun système descriptif,
elle détermine les classes auxquelles un objetpeut appartenir. Dans les logiques
de descriptions (voirchapitre 11), la distinction entre concept primitif et concept
défini, tout d’abord fondée sur le fait que les concepts définis le sont en fonc-
tion d’autres alors que les concepts primitifs ne peuvent être définis, correspond
sémantiquement à la distinction entre classe descriptive et classe définitionnelle.
À l’opposé, le caractère descriptif ou définitionnel deslangages de programmation
par objets n’a pas été clairement établi (voir, par exempl la discussion dans[Da-
vis, 1987]) : même si les classes sont considérées comme descriptives, dès qu’un
mécanisme de classification automatique est introduit, ilrepose souvent sur une in-
terprétation définitionnelle.
Il y a deux intérêts à disposer de classes descriptives.
• Tout d’abord, il y a beaucoup de classes descriptives à mod´eliser (soit parce
qu’il n’existe pas de conditions suffisantes, soit parce quel’on n’est pas ca-
pable de les exprimer) et il faut donc avoir les moyens de le fair .
• Ensuite, tout résultat d’inférence valide dans un monde descriptif est valide
dans un monde définitionnel. Les inférences pourront doncy être faites en
toute sécurité.
En effet, l’interprétation descriptive est plus faible que l’interprétation définition-
nelle : le résultat des inférences est plus restreint même si plus de notions peuvent
être représentées. Ainsi, si une tasse est caractéris´ee comme un contenant avec une
anse, alors, d’un point de vue définitionnel, il est possible d’inférer qu’un contenant
avec une anse est une tasse. D’un point de vue descriptif, il est seulement possible
d’inférer que celui-ci peut être une tasse, mais est-ce bien une tasse?
TROEPS, issu de SHIRKA , s’inscrit dans une tradition héritée des langages de
programmation par objets dans laquelle les classes sont descriptives (il est possible
de décrire deux classes ayant les mêmes propriétés et une instance d’une de ces clas-
ses ne sera pas instance de l’autre). La popularité des langages de programmation
par objets atteste que cette sémantique est bien comprise des utilisateurs actuels des
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objets. Par ailleurs, il y a de nombreux(( domaines)) dans lesquels il est possible
d’exprimer des conditions nécessaires mais très difficile d’exprimer des condition
suffisantes (voirchapitre 15). Pour ces raisons, TROEPSest, pour l’instant, restreint
à une interprétation descriptive des classes.
10.3.3 Probl̀eme de nommage et d’identit́e
L’attachement d’un objet à plusieurs classes incomparables pose un problème
connu dans les systèmes à multi-généralisation : le conflit de nom[Ducournauet
al., 1995]. Ce dernier s’énonce comme suit : si deux attributs différents peuvent être
nommés de la même manière dans deux classes différenteset que l’objet appartient à
ces deux classes, il y a conflit. Il faut noter que le problèmedes conflits de nom est un
problème à double tranchant : soit l’on considère qu’un attribut ne peut être nommé
qu’une fois dans une base et on se prive de la possibilité d’utiliser son nom dans des
classes incomparables dont on sait qu’elles ne partagerontjamais une instance (on
se prémunit par avance de(( trop de conflits))) ; soit on décide que deux attributs
nommés de la même façon, introduits dans deux classes incomparables, ne sont pas
les mêmes attributs et alors on multiplie les attributs (onpasse à côté de conflits
réels)[Dekker, 1994].
Le problème est résolu dans TROEPSen ramenant la définition des attributs et
leur nommage au niveau du concept. Ainsi, toutes les classesde ce concept doivent
utiliser le nom défini au niveau du concept pour nommer l’attribu et ce nom ne peut
nommer un autre attribut. Par exemple, le conceptprojet et le conceptemployé
peuvent avoir un attribut nomménom, il n’y a aucune ambiguı̈té sur le fait qu’il
ne s’agit pas du même attribut. Par contre, dans la classechercheur et dans la
classeadministrateur, l’attribut nom est le même et n’a rien à voir avec celui
d’un projet.
Au problème des noms s’ajoute le problème d’identit́e des objets. L’identité
est aussi du ressort de l’aspect ontologique, c’est-à-dire du concept. Les objets de
TROEPSsont nommés au niveau du concept et ce dernier se charge de l’identité des
objets, c’est-à-dire qu’il garantit que deux objets diff´erents ne peuvent être iden-
tifiés de la même manière et qu’il se charge de retrouver l’objet si l’identificateur
est valide. Ceci permet de nouveau de se libérer des conflitsde noms au sein d’un
même concept et de donner le même nom à deux objets différents, pourvu qu’ils
soient dans deux concepts différents. Les bases de données à objets ont promu la
notion d’identifiant d’objet par opposition à laclé qui permettait de trouver lesn-
uplets dans les bases relationnelles. Dans TROEPS, la décision d’identifier les objets
par une clé a été prise afin de disposer de noms plus naturels pour l’utilisateur que
les identifiants engendrés par le système ou qu’un nom dontl’utilisateur avait du
mal à gérer l’unicité. Les objets sont donc nommés par l’intermédiaire d’un sous-
ensemble de leurs attributs (valides pour tout le concept etpouvant varier d’un con-
cept à l’autre).
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10.3.4 Probl̀eme d’inférences
Un dernier problème délicat est celui du statut des mécanismes d’inférence per-
mettant de calculer une valeur d’attribut non disponible dans l’objet lui-même. Tra-
ditionnellement, dans les systèmes de représentation deconnaissance par objets, les
mécanismes d’inférences sont attachés aux classes et permett nt d’obtenir une va-
leur pour les attributs des objets appartenant à la classe.Par ailleurs, ces mécanismes
sont(( hérités par défaut)), c’est-à-dire que le mécanisme calculant une valeur dans
la classe la plus spécifique est réputé fournir la meilleure valeur. Dans les systèmes
n’autorisant pas la multi-généralisation, il est possible de définir un ordre stable sur
les valeurs obtenues. Mais un autre problème apparaı̂t pour la classification : a-t-on
le droit d’utiliser les mécanismes d’inférence pour déterminer une valeur qui va être
ensuite utilisée lors de la classification? Le mécanisme ne sera pas forcément adapté
(car on ne sait pas si l’instance en cours de classification appartient à la classe) ni
le plus adapté (car peut-être appartient-elle à une classe plus spécifique qui possède
un mécanisme plus adapté). Sur ce sujet, on peut consulterl’important travail de
Lenneke Dekker[Dekker, 1994] qui conduit à distinguer les ensembles d’attributs
définissant (au sens de(( définitionnels pour))) une classe des autres (descriptifs).
Pour résoudre ce problème, François Rechenmann[Rechenmann, 1993] propose
la notion dedétachement proćedural. Le détachement procédural permet d’invoquer
des procédures auxquelles sont passés des arguments défii à partir des attributs de
l’objet et qui retournent la valeur d’un attribut particulier. Il est possible de proposer
plusieurs méthodes dans un concept pour calculer le même attribut (à partir d’argu-
ments différents par exemple), mais ces procédures doivent retourner la même va-
leur. Une attitude médiane adoptée dans TROEPSfait coexister les deux approches :
• Le détachement procédural retourne des valeurs qui sont bie les valeurs im-
plicites des attributs.
• Des mécanismes d’inférence hérités par défaut sont associés aux classes. Ils
retournent des valeurs hypothétiques qui ne sont pas utiliés ors de la classi-
fications et sont activés par une primitive spécifique (tr-guess-value).
10.4 Description de TROEPS
TROEPS [Mariño et al., 1990 ; Projet Sherpa, 1995] est donc un système de
représentation de connaissance par objets développé aud but des années 90 par le
projet SHERPA de l’INRIA Rhône-Alpes2.
Par rapport à d’autres systèmes de représentation de connaissance par objets,
TROEPSpeut se caractériser par quatre points :
• l’ensemble des objets est partitionné en concepts ;
2. TROEPS(prononcer(( trop’ ))) fut désigné sous le nom de(( TROPES)) de 1990 à 1997. Le nom a
été changé en(( TROEPS)) pour des raisons juridiques.
Le logiciel, ainsi que sa documentation, est disponible surle serveur ftp de l’INRIA
Rhône-Alpes (ftp.inrialpes.fr) dans le catalogue/pub/sherpa/logiciels (voir aussi
http://co4.inrialpes.fr).





















FIG. 10.4:Les diff́erentes sortes d’entités deTROEPS. Le conceptemployé peutêtre
vu sous les points de vuer staurant, comptable et fonction. Chacun d’entre
eux d́etermine une hiérarchie de classes dont la racine est nomméeemployé. Par
exemple, sous le point de vuefonction, l’ensemble des employés est d́ecompośe
selon leur fonction. L’objetPierre est attach́e à la classevégétarien sous le
point de vuerestaurant, à la classeintéressé sous le point de vuecomptable
et à la classedirecteur de recherche sous le point de vuefonction.
• un concept peut être vu sous plusieurs points de vue ;
• chaque point de vue détermine une hiérarchie de classes ;
• les rapports d’inclusion entre classes de différents points de vue peuvent être
exprimés à l’aide de passerelles entre ces classes.
Dans ce contexte, un objet est instance d’un seul concept, est visible sous plusieurs
points de vues où il est attaché à une seule classe plus sp´ecifique.
La présentation de TROEPSsuit les différentes étapes de la conception d’une
base de connaissance à objets (voir aussichapitre 4) :
1. inventaire des concepts et de leurs instances (concepts et clés) ;
2. inventaire des relations entre concepts (attributs composés) ;
3. inventaire des autres attributs ;
4. inventaires des points de vue sur les concepts (et attributs visibles) ;
5. construction des taxonomies dans les points de vue (et contraintes sur les
attributs) ;
6. inventaire des relations entre points de vue (passerelles).
Bien entendu, cet ordre n’est pas immuable d’autant plus qu’il est possible d’ajouter
à tout instant de nouveaux attributs et points de vue.
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<employé
cle = {
<nom type = chaine ; constructeur = un ;>,
<prénom type = chaine ; constructeur = liste ;>,
<date-naissance type = date ; constructeur = un ;>};
attributs = {
<salaire type = entier ; constructeur = un ;>,
<diplômes type = diplôme ; constructeur = liste ;>,
<projet type = projet ; constructeur = un ;>,
<chef type = employé ; constructeur = un ;>,
<subordonnés type = employé ; constructeur = ensemble ;>,
<bureau type = bureau ; constructeur = un ;>};
contraintes = { !.chef = !.projet.chef };>
FIG. 10.5:Description du conceptemployé. Elle contient trois parties : les deux
premìeres d́efinissent les attributs dont le premier sous-ensemble est la clé (ici nom,
prénom etdate-naissance) ; la partie suivante d́ecrit les contraintes portant sur
les attributs (pouvant lier plusieurs attributs).
10.4.1 Concepts
Un des principes nouveaux de TROEPSest leconcept(à l’état embryonnaire
dans SHIRKA sous le nom defamille). L’ensemble des objets présents dans une
base TROEPSest partitionné en un ensemble de concepts (un objet fait part e d’un
et un seul concept). Le concept rassemble l’aspect ontologique des objets, c’est-à-
dire qu’il définit :
• La structure des objets : les attributs qu’il peut avoir sontdécrits et typés sous
forme d’attributs de concepts (voir§ 10.4.2).
• L’identité et l’intégrité des objets : un sous-ensemblede ces attributs forme la
clé qui doit être unique et qui permet d’identifier l’objet. Le système garantit
cette unicité comme il garantit que cette clé ne sera pas modifiée lors de la vie
de l’objet.
• L’espace des noms d’attributs, d’objets et de points de vue.
• Des mécanismes d’inférence qui seront développés au§ 10.5.
Ainsi, unemployé est doté des attributsnom, prénom, date-naissance, sa-
laire, projet, diplômes, etc. Il est identifié par sesnom, prénom etdate-nais-
sance.
10.4.2 Attributs de concepts et types
L’ensemble desattributsapplicables aux instances du concept sont définis dans
celui-ci. Il est possible d’ajouter des attributs de concepts à n’importe quel moment.
Les attributs définis dans le concept sont applicables à n’importe quel objet du con-
cept même si celui-ci est attaché à des classes qui ne les mentionnent pas. Chaque
attribut est décrit au niveau du concept par son type et son constructeur.
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Le typed’un attribut est un concept ou un type externe au système TROEPS.
Il n’y a pas, dans TROEPS, de type primitif : tous les types sont externes et sont
déclarés au système par un prédicat d’appartenance, unprédicat d’égalité entre deux
valeurs, une fonction de lecture et d’écriture et, si le type est ordonné ou discret, un
prédicat d’ordre ou une fonction successeur. Ceci permet `a l’u ilisateur d’importer
n’importe quel type (comme entier mais aussi date ou séquence nucléotidique) dans
le système tout en voyant ce type pris en compte par des mécanismes tels que la
vérification des types des attributs ou la classification des objets (voir§ 10.5.2).
Le constructeurd’un attribut permet de préciser si la valeur doit être uneval ur
unique ou une collection de valeurs (un ensemble ou une listepar xemple).
Ainsi, les quatre premiers attributs de la figure 10.5 sont typés respectivement
par une chaı̂ne de caractères, une liste de chaı̂nes de caractères, une date et un en-
tier. Les deux attributs suivants sont typés respectivement par un objet du concept






FIG. 10.6:Relations entre concepts.
Descontraintespeuvent aussi être attachées aux concepts de manière à exprim r
les relations entre attributs. Ces relations sont exprimées par un prédicat (ici =) entre
des objets atteignables à partir de l’objet courant par le moyen de chemins (voir
§ 10.2.2). Ainsi, les facettesherit-by et lien-inverse de YAFOOL (voir chapi-
tre 14) peuvent-elles être exprimées par les contraintes :
chef herit-by projet <=> !.chef = !.projet.chef
époux lien-inverse épouse <=> !.époux.épouse = !
10.4.3 Point de vue
Un point de vueest une structure destinée essentiellement à accueillirne taxo-
nomie de classes sur les objets du concept. Il décrit donc cette taxonomie en commen-
çant par sa classe racine puis en y ajoutant des sous-classes. Le taxonomies sont de
strictes hiérarchies (c’est-à-dire qu’elles n’autorisent pas la multi-généralisation).
La présence de plusieurs taxonomies dans un même concept rend compte plus sim-
plement de nombreuses situations dans lesquelles les langages de programmation
par objets utilisent la multi-généralisation (voir figure 10.7).
Les attributs pertinents pour un point de vue sont ceux dont il est fait mention
au sein des classes du point de vue. Un objet est attaché à exactement une classe
par point de vue. Par conséquent, les taxonomies sont suppoéesexclusives(c’est-à-
dire qu’un objet ne peut appartenir à des classes incomparables) et tous les objets du



















FIG. 10.7: L’exemple 2.5 (h́eritage multiple) de[Masini et al., 1989] repris en
TROEPS. Comme on le voit sur cette figure, il reste un cas de multi-géńeralisation
qui ne se traite pas avec des points de vue.
concept appartiennent à la racine de chaque point de vue, cequi justifie que toutes
les racines portent le nom du concept.
La notion de point de vue rappelle celle de vue dans les bases de données rela-
tionnelles (reprises actuellement dans le cadre des bases de données à objets, voir
chapitre 5). En effet, les deux notions permettent d’identifier un ensembl d’attri-
buts pertinents et de masquer les autres. Elle sont cependant différentes sous deux
aspects :
• Lesvuesdes bases de données permettent d’agréger plusieurs relations dans
une nouvelle relation (la vue), ce que TROEPSne pourrait permettre qu’au
prix de l’utilisation additionnelle de contraintes.
• Les points de vue de TROEPSpermettent de disposer d’une taxonomie diffé-
rente sous chaque point de vue, ce que les bases de données n’autorisent pas.
Cette dernière caractéristique permet de traiter de nombreuses applications
qu’il est difficile de mettre en œuvre autrement.
Les langages de programmation par objets utilisent des clases purement onto-
logiques alors que les logiques de description manipulent ds classes taxonomiques.
Cependant, ROME [Carré, 1989 ; Dugerdil, 1988] fut le premier système à séparer
explicitement les deux aspects. Un objet est alors instanced’uneclasse d’instancia-
tion (rassemblant la description ontologique de l’objet) et permet de la classer sous
desclasses de représentation(correspondant plus à l’aspect taxonomique). Mais
ROME ne sépare pas la base en points de vue différents : il n’y a qu’une taxonomie.
Par contre, VIEWS [Davis, 1987] offre la possibilité d’organiser la connaissance
sous différents points de vue, mais la notion de taxonomie n’est pas centrale dans
ce modèle. Par ailleurs, la partie ontologique est présent e comme du(( platonisme
inutile )), c’est-à-dire que l’auteur s’oppose à la possibilité dedécrirea priori les
caractéristiques des objets (mais cette opposition est pr´ ente ailleurs dans ce livre).
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FRAMETALK [Rathke, 1993] est une implémentation de schémas en CLOS qui offre
une notion similaire aux points de vue[Rathke et Redmiles, 1993].
10.4.4 Classes et attributs de classes
Lesclassesdécrivent un ensemble d’ objets particuliers. Pour cela, elles définis-
sent les attributs pertinents pour ces objets et un ensemblede r strictions sur les
types des attributs. Cela ne signifie pas que les attributs non pertinents ne sont pas
associés aux objets, mais que la classe est indépendante de ces attributs (par exem-
ple, sous le point de vuerestaurant, l’attribut projet n’est pas pertinent, ce qui
ne signifie pas qu’un employé ne fasse pas aussi partie d’un projet).
Les classes sont définies en référence à leur super-classe. Toute classe peut
préciser les types des attributs en introduisant desattributs de classes. Ceux-ci sont
décrits par un ensemble de descripteurs (correspondant aux facettes des représenta-
tions de connaissance par objets). Les descripteurs de TROEPSsont :
type (pour les objets) qui introduit un ensemble de classes auxquelles les valeurs
de l’attribut doivent appartenir (ces classes obéissent `a la syntaxe<classe>@
<point de vue>) ;
intervalles (pour les types ordonnés) qui introduit une réunion d’intervalles de
valeurs acceptables ;
domaine qui introduit un ensemble de valeurs acceptables ;
sauf qui introduit un ensemble de valeurs non acceptables pour l’attribut ;
cardinal (pour les collections) qui introduit un intervalle de cardinaux accep-






<poste intervalles = {[1 266]} ;>} ;>,
<cadre
sorte-de = employé@fonctionnel ;
attributs = {
<diplômes cardinal = [2 +inf[ ;>,
<chef type = { cadre@fonction } ;>,
<poste intervalles = {[1 72]}; sauf = {1, 42, 53, 54} ;>,
<salaire intervalles = { [10000 20000] } ;>} ;>
FIG. 10.8:Description de classes enTROEPS. La premìere classe,employé, n’est
pas le concept d́ecrit à la figure 10.5, mais la racine du point de vuefonction.
C’est pour cela qu’elle n’a pas de super-classe (orte-de).
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La grammaire des expressions de type pour les attributs de classe s’exprime
comme ci-dessous (lesi sont des entiers, lesvi des valeurs et lesci des classes sous















domaine = {v1, . . . vn};
sauf = {v1, . . . vn};
intervalles = {[v1 v′1], . . . [vn v
′
n]};
type = {c1, . . . cn};
cardinal = [i i′];
Les autres descripteurs sont destinés aux inférences et sont décrits ci-dessous
(voir § 10.5). Des contraintes sont par ailleurs associées aux classes que leurs ins-
tances doivent respecter.
10.4.5 Passerelles
Lespasserellespermettent d’exprimer des contraintes entre les classes depoints
de vue différents. Ainsi, si les points de vue sont théoriquement indépendants, il est
possible que l’appartenance à une classe sous un point de vue implique l’apparte-
nance à une autre classe sous un autre point de vue. Par exempl , la passerelle entre
directeur et intéressé dans la figure 10.5 indique que les employés qui sont
directeurs de recherche sont forcément intéressés aux bénéfices.
10.4.6 Objets
Les objetssont semblables aux instances des langages de programmation p r
objets. Ce sont des ensembles de couples attributs-valeurs. Ils sont identifiés par le
concept dont ils sont instance et un sous-ensemble de leurs attributs (défini pour cha-
que concept) formant la clé. Par ailleurs, les objets de TROEPS, s’ils appartiennent
à un et un seul concept, sont attachés à une (et une seule) classe par point de vue.
Les contraintes qui pèsent sur un objet sont donc celles du concept et celles qui
concernent toutes les classes auxquelles l’objet appartient.
Les objets peuvent être manipulés pour changer leurs valeurs d’attributs ou leurs
classes d’appartenance.
10.5 TROEPS: inf érence
Parmi les services que peut offrir une représentation de connaissance, on s’at-
tachera à l’aspect complétion uniquement. La complétion permet de compléter la
base de connaissance automatiquement de manière à ce qu’ell soit plus fidèle au
(( domaine)) modélisé.
Il existe deux types principaux de complétion dans les représentations de con-
naissance par objets : l’inférence de valeur qui permet d’obtenir une valeur pour un
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attribut et l’inférence de position qui permet de déterminer une place possible (pour
un objet ou une classe) dans la hiérarchie des classes. Ces deux aspects sont bien
entendu étroitement liés puisque l’inférence de positin se fait sur la foi des va-
leurs d’attributs alors que l’obtention de valeurs d’attributs dépend de mécanismes
attachés à la classe.
Par ailleurs, il existe deux statuts pour ces complétions :soit elles sont considérées
commevalides(c’est-à-dire qu’elles sont toujours vraies), soit ellessont considérées
comme deshypoth̀eses(voir les discussions sur les valeurs par défaut au§ 10.2.2).
Dans TROEPS, le rapport entre les différents mécanismes d’inférence est clarifié
par deux propositions : (1) les inférences valides sont définies dans les concepts
(ontologiques) et les inférences hypothétiques le sont da s les classes ; (2) seules les
inférences valides — donc indépendantes de la classe — peuvent être utilisées lors
de la classification — et les classes d’attachements sont utilisées pour les inférences
hypothétiques. Il y a donc une stricte hiérarchie des mécanismes d’inférence lié à
l’aspect ontologique/taxonomique du couple concept/classes.
10.5.1 Inf́erence de valeurs
Les inférences de valeurs doivent donc être distinguéessuivant qu’elles sont
nécessaires à l’objet (on parle aussi de connaissance implicite) ou qu’elles sont des
hypothèses sur la valeur de l’objet (plus ou moins étayées en fonction de la situation
de l’objet). Les premières sont décrites au niveau du concept au titre des aspects
nécessaires des objets, alors que les autres sont attachées aux classes.
Dans les deux classes d’inférence, les paramètres nécessaires aux méthodes sont
spécifiés par des chemins qui permettent d’indiquer n’importe quel objet atteignable
à partir de l’objet de départ (voir§ 10.2.2).
Les inférences attachées aux concepts ressortent de l’idé de détachement procé-
dural (voir § 10.3.4). Les inférences attachées aux classes sont plus diversifiées ;
elles sont introduites à l’aide des descripteurs suivants:
défaut spécifie une valeur prise par défaut (c’est-à-dire si aucune valeur n’est con-
nue) pour l’objet ;
affecte spécifie un chemin par lequel la valeur de l’attribut peut être atteinte ;
méthode spécifie un ensemble de méthodes qui peuvent être utilis´ees pour calculer
une valeur (à noter que, contrairement à ce qui se passe pour les concepts,
les valeurs retournées ne sont qu’hypothétiques et peuvent parfaitement être
différentes d’une méthode à une autre).
filtre (pour les collections) spécifie un filtre (voir plus bas) dont l’ensemble des
valeurs le satisfaisant formera la valeur de l’attribut. Les chemins sont aussi
utilisés pour spécifier des contraintes sur le filtre.
Ces valeurs hypothétiques ne sont soumises à l’utilisateur d la base que si cela
est explicitement demandé (elles ne se substituent pas autom tiquement aux valeurs
d’attributs). La primitive invoquant ces valeurs hypothétiques retourne l’ensemble
des valeurs obtenues. En effet, l’appartenance d’un objet `a plusieurs classes peut
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conduire à l’existence d’une certaine valeur sous un pointde vue et une autre sous
un autre point de vue. Par exemple, sous une interprétationprobabiliste, ces deux
valeurs peuvent être aussi probables l’une que l’autre.
Les méthodes d’inférences, définies dans les classes, sont héritées d’une classe
vers l’autre. Mais, alors que l’héritage des descripteursde types est strict (voir
§ 10.2.1), celui des mécanismes d’ inférence se fait par défaut (voir § 10.2.2).
C’est-à-dire qu’un mécanisme capable de retourner une valeur hypothétique est
utile tant qu’il n’y en a pas, dans les sous-classes, qui soitcapable de retourner
une valeur. Ainsi, pour obtenir la valeur d’un attribut d’unobjet, TROEPScherche
les mécanismes susceptibles de l’inférer dans ses classes d’attachement puis, tant
qu’aucune valeur n’a été trouvée dans un point de vue, dans les super-classes. Si une
autre valeur d’attribut est nécessaire, comme paramètred’un mécanisme d’inférence
(obtenu par un chemin), elle est inférée de la même manière.
10.5.2 Classification
L’inférence de position pour un objet est réalisé par le mécanisme declassifica-
tion — plus précisement de classification d’instance. Le mécanisme de classification
disponible en TROEPSest particulier, car il manipule des classes descriptives (c’ t-
à-dire constituées de conditions nécessaires mais non suffisantes, voir§ 10.3.2).
Classer une instancei sous une classec, c’est trouver les sous-classes dec aux-
quellesi peut appartenir compte tenu des valeurs des attributs dei. Une partition
des classes en trois ensembles est alors obtenue (τf,c est le type de l’attributf dans
la classec, valeur?(i,f ) est la valeur de l’attributf pour l’instancei et ι dénote la
valeur inconnue) :
Possibles: si toutes les valeurs d’attributs de l’instance satisfontles contraintes de
la classe :∀f ∈ attributs(c), valeur?(i, f) ∈ τf,c,
Inconnues : si aucune valeur d’attribut de l’instance ne viole une contrai e de la
classe mais certaines valeurs d’attributs sont inconnues :∀f ∈ attributs(c),
valeur?(i, f) ∈ τf,c ∪ {ι},
Impossibles : s’il existe une valeur d’attribut de l’instance qui viole une contrainte
de la classe :∃f ∈ attributs(c), valeur?(i, f) 6∈ τf,c ∪ {ι}.
La classification de TROEPSpossède un certain nombre de traits notables :
• Elle prend en compte l’incomplétude des objets (le classement d’instances
incomplètes apparaı̂t dans l’ensembleInconnues).
• Parallèlement aux logiques de descriptions (voir lechapitre 11) qui ne classi-
fient pas dans les concepts primitifs (correspondant à l’interprétation descrip-
tive des classes) — sauf cas très particuliers (voirchapitre 12) —, et comme
SHIRKA , TROEPSdispose d’un mécanisme de classification agissant unique-
ment dans des concepts primitifs. Cependant, la classification est ici restreinte
aux individus, elle correspond donc à une opération beaucoup plus simple que
la classification dans les logiques de descriptions qui classe des concepts (se
rapprochant plus des classes).
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• L’algorithme prend en compte récursivement la(( classifiabilité)) des objets
placés en valeurs d’attributs dans la classe caractérisant le type de l’attribut,
c’est-à-dire la possibilité pour un objet valeur d’attribut d’être classé dans
les classes définissant le type de l’attribut. Ainsi, si unngénieur-infor-
maticien est unemployé avec un diplôme d’ingénieur travaillant dans un
projet-informatique, la classification, pour classer unemployé comme
ingénieur-informaticien, doit classer la valeur de son attributprojet
commeprojet-informatique.
• L’algorithme prend en compte les points de vue et les passerelles. Il opère
la classification simultanément dans chaque point de vue. Les passerelles in-
terfèrent dans ce processus en introduisant des contraintes sur les classes d’ap-
partenance.
La classification de classes, autre inférence de position,bien que possible et
spécifiée, n’est pas encore disponible dans TROEPS.
10.5.3 Filtres
Une classe est une description d’un ensemble d’objets. Ainsi, tout objet satisfai-
sant la description d’une classe peut y être attaché, maisrien ne l’y contraint. En par-
ticulier, il peut exister deux classes incomparables pour la spécialisation dont la des-
cription est identique. Ces descriptions constituent doncdes conditions nécessaires
mais non suffisantes à l’appartenance à la classe.
Les filtres sont formés des mêmes éléments que les classes mais constituent des
conditions nécessaires et suffisantes à l’appartenance.Ils sont définis à partir de
plusieurs classes appartenant à des points de vue différents auxquels sont ajoutées
des contraintes. Ils ne peuvent alors filtrer (et se voir attacher) que les objets attachés
aux classes à partir desquelles ils sont définis. La figure 10.3 présente ainsi un filtre
permettant d’obtenir l’ensemble des subordonnés d’un employé en recherchant ceux
qui l’ont pour chef.
Les filtres sont utilisés pour deux usages : (1) la recherched’un ensemble d’ins-
tances d’une classe satisfaisant un certain nombre de crit`eres et, en particulier, (2)
l’inférence de valeur (associée au descripteur filtre décrit plus haut). Dans le premier
cas, les filtres sont alors créés et manipulés individuellement, l’ensemble des objets
filtrés, alors attachés au filtre, peut être manipulé en tant que tel. C’est ainsi que sont
construits les filtres dans l’interface d’interrogation deTROEPS. Dans le second cas,
la valeur retournée (qui est toujours un ensemble d’objets) est considérée comme la
valeur (hypothétique) de l’attribut.
10.5.4 Cat́egorisation
L’objet de lacat́egorisationest l’obtention d’une taxonomie de classes (décrites
à l’aide de leurs descripteurs) à partir d’un ensemble d’objets. On peut trouver
ailleurs des techniques permettant cela[Fisher et Langley, 1986]. Nous présentons
seulement l’intérêt de TROEPSdans ce contexte.
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TROEPSoffre plusieurs avantages pour la catégorisation. Les objets étant définis
indépendamment de leurs classes, il est possible de disposer de objets puis des
classes. De plus, les points de vue étant indépendants, ilest possible de construire
plusieurs taxonomies avec des méthodes différentes ou des paramètres différents de
la même méthode et de les comparer.À cette fin, le système T-REE a été défini
comme une extension de TROEPS[Euzenat, 1993a]. Celui-ci implémente un algo-
rithme simple (de type(( plus proches voisins))) et construit des taxonomies à partir
des valeurs numériques des objets.
Pour aller au delà des valeurs numériques, il est nécessair de définir une métrique
sur les objets qui permette de les comparer entre eux. C’est l’objet des travaux de
Petko Valtchev[Valtchev et Euzenat, 1996] qui tirent parti du système de types
de TROEPS. Il est en effet possible de définir une distance associée aux types de
valeurs. Cette distance est prolongée en une dissimilarité sur les objets fondée uni-
quement sur la structure des taxonomies existantes. Ainsi,deux objets appartenant
à deux classes ayant une super-classe commune seront plus proches entre elles que
d’une classe plus éloignée dans la taxonomie. Ces distances ne sont utilisées qu’une
seule fois dans le processus de construction de taxonomies :un fois que les objets
sont organisés en une (ou plusieurs) taxonomies, il est possible de catégoriser les
objets qui y font référence en utilisant la métrique défini à partir de cette dernière
taxonomie.
À des fins de comparaisons de diverses taxonomies, nous avonsussi développé
une méthode d’inférence de passerelles qui permet d’obtenir toutes les passerelles
possibles entre un ensemble de taxonomies (source) et une autre taxonomie (cible)
[Euzenat, 1993a]. Cet algorithme, utilisé à l’origine sur les ensembles d’objets at-
tachés aux classes, peut maintenant utiliser les descriptions des classes elles-mêmes.
Il reste cependant beaucoup de travaux à faire sur les méthod s de catégorisation
pour qu’elles puissent être intégrées dans les systèmede représentation de connais-
sance par objets.
10.6 Conclusions
Les apports de la représentation de connaissance par objets sont à rechercher
dans les deux termes utilisés :
• les principaux avantages des objets sont bien entendu exploités : concentration
des informations concernant un individu au sein de l’objet,exploitation des
rapports générique-spécifique;
• ceux de la représentation de connaissance aussi : une sémantique (au moins
dans l’intention) contraignant la cohérence de la représentation.
Mais la place des représentations de connaissance par objets est inconfortable
entre les langages de programmation par objets d’une part etles bases de données
à objets d’autre part. La sémantique des représentations de connaissance par objets
est différente de celles des langages de programmation parobjets, même s’il peut y
avoir un noyau commun (voirchapitre 12) : les exigences des entités de program-
mation et de représentation n’ont pas de raison d’être lesmêmes (les uns cherchent
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avant tout à créer un programme, les autres cherchent avantout à représenter un
(( domaine)) extérieur). Par rapport aux bases de données à objets, deux distinctions
peuvent être faites :
• l’aspect système des bases de données à objets, c’est-à-dire le stockage des
objets en mémoire secondaire (sur disque par exemple) et les contraintes que
cela impose sur les modèles de données, n’est pas traité par l s représentations
de connaissance par objets ;
• même si le domaine des bases de données à objets s’étend tous les jours et
menace d’englober à la fois les langages de programmation par objets et les
représentations de connaissance par objets (voirchapitre 5), les modèles de
représentation de connaissance restent plus riches.
Mais il n’y a pas,a priori, de raison de penser que ces deux disciplines ne soient
pas confondues un jour.
Au sein de la représentation de connaissance aussi, la situation des représentations
de connaissance par objets est particulière. Elle apportecep ndant une réponse à des
besoins auxquels ne répondent pas les autres systèmes modrnes e représentation
de connaissance (graphes conceptuels et logiques de descriptions). En effet, la fo-
calisation sur l’aspect formel de ces systèmes n’a pas encor permit d’atteindre
une facilité d’utilisation nécessaire aux concepteurs de bases de connaissances. Par
ailleurs, l’accent mis sur la définition des concepts et le calcul de subsomption
comme unique mécanisme d’inférence hypothèque l’utilisab lité de ces systèmes :
il existe trop de concepts dont il n’est pas possible de donner la définition (ou dont
il n’est pas possible de donner la définition dans un langagerestreint de manière à
permettre la polynomialité du calcul de subsomption)[Doyle et Patil, 1991].
Bien que TROEPS ait été présenté plus en détail ici, il existe de nombreux
systèmes de représentation de connaissance par objets (voir tableau 10.1). En général,
la syntaxe utilisée pour exprimer ou pour manipuler la connaissance n’est pas la
même. Cependant, ces systèmes partagent entre eux les mêmes concepts fondamen-
taux. Il est donc tentant de chercher à standardiser l’expression de ces représentations,
comme il est tentant de le faire pour les objets de programmation. Ceci a été tenté
diversement au travers des langages KIF (“Knowledge Interchange Format”) [Gene-
sereth et Fikes, 1992] et “Generic Frame Protocol” [Karp et al., 1995]. Cependant,
l’absence d’une compréhension profonde des différencesentre langages fondée sur
la sémantique formelle de ceux-ci (plutôt que sur des malentendus) rend illusoire
l’obtention d’un résultat de qualité (outre qu’il risqued geler les recherches sur les
modèles de représentation de connaissance[Ginsberg, 1991]).
Enfin, l’intérêt des représentations de connaissance par objets dans le cadre d’ap-
plications très diverses est largement avéré (voir par exemple[Euzenat et Rechen-
mann, 1995] pour SHIRKA ). Ce succès devrait permettre la pérennité de ce type de
systèmes de représentation de connaissance.
En dernier lieu, l’attention portée à la sémantique de lar présentation est le trait
à faire progresser au sein des recherches sur les représentations de connaissance par
objets. C’est pourquoi un chapitre entier lui est consacré(voir chapitre 12).
11
Une introduction aux logiques
de descriptions
L ES LOGIQUES DE DESCRIPTIONSforment une famille de langages de repré-sentation de connaissances. Elles permettent de représenter les connaissances
relatives à un domaine de référence à l’aide de(( descriptions)) qui peuvent être
des concepts, des rôles et des individus. Les concepts mod´elisent des classes d’in-
dividus et les rôles des relations entre classes. Une sémantique est associée aux
descriptions par l’intermédiaire d’une fonction d’interprétation. La relation de sub-
somption permet d’organiser les concepts et les rôles en hiérarchies ; la classifica-
tion et l’instanciation sont alors les opérations qui sontà la base du raisonnement
sur les descriptions, ou raisonnement terminologique. La classification permet de
déterminer la position d’un concept et d’un rôle dans leurs hiérarchies respectives,
tandis que l’instanciation permet de retrouver les concepts dont un individu est sus-
ceptible d’être une instance.
Ce chapitre présente les éléments de base de la théorie des logiques de des-
criptions (LD). Les deux premiers paragraphes du chapitre introduisent la syntaxe
et la sémantique d’un concept, la relation de subsomption,les notions de bases
de connaissances et de raisonnement terminologiques. La d´etection des relations
de subsomption et le raisonnement terminologique s’appréhendent principalement
de deux façons. La première façon s’appuie sur des algorithmes de normalisation–
comparaison, appelés ici algorithmes NC. La seconde façon s’appuie sur la méthode
des tableaux sémantiques et son application aux logiques de descriptions. Les algo-
rithmes NC sont discutés dans le deuxième paragraphe et laméthode des tableaux
sémantiques l’est dans le troisième paragraphe. Une revude la famille des logiques
de descriptions, une analyse de l’apport de ces logiques dans le cadre général de la
représentation des connaissances et une analyse des rapports que ces logiques en-
tretiennent avec les représentations par objets font l’objet du quatrième paragraphe,
qui termine le chapitre.
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11.1 Introduction
Un système à base de connaissances est un programme capable de raisonner sur
un domaine d’application pour résoudre un certain problème, en s’aidant de connais-
sances relatives au domaine étudié. Les connaissances dudomaine sont représentées
par des entités qui ont une description syntaxique à laquele est associée une séman-
tique. Il n’existe pas de méthode universelle pour concevoir des systèmes à base
de connaissances, mais un courant de recherche très actif s’es développé autour
des idées dont le système KL-ONE [Brachman et Schmolze, 1985] est à l’origine.
Ce courant de recherche, qui s’est nourri d’études effectué s sur la logique des
prédicats, les réseaux sémantiques et les langages defram s, a donné naissance à
une famille de langages de représentation appeléslogiques de descriptions, ou en-
corelogiques terminologiques1.
Dans le formalisme des logiques de descriptions, unconceptpermet de représen-
ter un ensemble d’individus, tandis qu’unrôle représente une relation binaire entre
individus. Un concept correspond à une entité génériqud’ n domaine d’application
et un individu à une entité particulière,instanced’un concept. Concepts, rôles et
individus obéissent aux principes suivants :
• Un concept et un rôle possèdent unedescription structuŕee, élaborée à partir
d’un certain nombre deconstructeurs. Une sémantique est associée à chaque
description de concept et de rôle par l’intermédiaire d’uneinterprétation. Les
manipulations opérées sur les concepts et les rôles sontréalisées en accord
avec cette sémantique.
• Les connaissances sont prises en compte selon plusieurs niveaux : la représen-
tation et la manipulation des concepts et des rôles relèvent du niveautermi-
nologique; la description et la manipulation des individus relèventdu niveau
factuelou niveau desassertions. Le niveau terminologique est aussi qualifié
deTBoxet le niveau factuel deABox.
• La relation desubsomptionpermet d’organiser concepts et rôles par niveau
de généralité : intuitivement, un conceptC subsumeun conceptD si C est plus
général queD au sens où l’ensemble d’individus représenté parC contient
l’ensemble d’individus représenté parD. Une base de connaissances se com-
pose alors d’unehiérarchiede concepts et d’une (éventuelle) hiérarchie de
rôles.
• Les opérations qui sont à la base duraisonnement terminologiquesont la
classificationet l’instanciation. La classification s’applique aux concepts, le
cas échéant aux rôles, et permet de déterminer la position d’un concept et d’un
rôle dans leurs hiérarchies respectives ; la construction et l’évolution de ces
hiérarchies est ainsi assistée par le processus de classifi tion. L’instanciation
1. En anglais, ces logiques ont été désignées entre autrs par les expressionsdescription logics, ter-
minological logicsetconcept languages. La première expression semble être devenue leur nom définitif,
qui est donc adopté ici.
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permet de retrouver les concepts dont un individu est susceptibl d’être une
instance2.
La recherche sur les logiques de descriptions est très active auxÉtats-Unis, en
Allemagne et en Italie, et connaı̂t un intérêt grandissant en France. L’ouvrage de
référence est toujours[Nebel, 1990a], tandis que[Woods et Schmolze, 1992], [Do-
nini et al., 1996] et [Donini et al., 1997] sont des synthèses très complètes. Ce cha-
pitre est aussi une synthèse3, qui a pour but de mettre en valeur les idées générales
sur lesquelles reposent les logiques de descriptions et de montrer la richesse et la
rigueur du formalisme associé, ainsi que les possibilités d représentation qui sont
offertes.
11.2 Les bases des logiques de descriptions
11.2.1 Un exemple introductif
Les entités de base qui sont définies et manipulées dans une logique de descrip-
tions sont lesconceptset lesrôles. Un concept dénote un ensemble d’individus –
l’ extensiondu concept – et un rôle dénote une relation binaire entre individus. Un
concept possède uned scription structuŕeequi se construit à l’aide d’un ensemble
de constructeursintroduisant les rôles associés au concept et lesrestrictionsat-
tachées à ces rôles. Les restrictions portent généralement sur leco-domainedu rôle,
qui est le concept avec lequel le rôle établit une relation, et lacardinalité du rôle,
qui fixe le nombre minimal et maximal devaleursélémentairesque peut prendre le
rôle. Les valeurs élémentaires sont des instances de concepts ou bien des valeurs qui
relèvent des types de bases commeentier, réel, etchâıne de caract̀eres.
Les concepts peuvent êtreprimitifs ou définis. Les concepts primitifs sont com-
parables à des atomes et servent de base à la construction des concepts définis,
c’est-à-dire qui possèdent uned´ finition. À l’image d’un concept, un rôle peut être
primitif ou défini et peut posséder une description structurée, où figurent les pro-
priétés associées au rôle.
À la figure 11.1, nous donnons un exemple de concepts et de rôles primitifs et
définis. Par convention, un nom de concept commence par une majuscule ; un nom
de rôle est en minuscules et un nom d’individu est en majuscule . Les concepts
Personne et Ensemble sont des concepts primitifs : ils sont introduits par le sym-
bole
.
≤ et sontsubsuḿesparTop, qui dénote le concept le plus général, appelé aussi
la racinede la hiérarchie des concepts. Le constructeurand indique qu’un concept
est construit à partir d’une conjonction de concepts — qui sont les ascendants di-
rects du nouveau concept — et le constructeurall précise le co-domaine d’un rôle.
Le constructeurnot exprime la négation et ne s’applique qu’à des concepts primi-
tifs. Les constructeursatleast et atmost précisent la cardinalité du rôle auquel
ils sont associés, et ils indiquent respectivement le nombre minimal et maximal de
valeurs élémentaires du rôle.
2. Dans les langages à objets, l’instanciation a un sens différent : elle désigne l’opération qui permet
d’engendrer des instances à partir d’une classe (voir par exemple leschapitres 1, 2 et 3).
3. Le rapport de recherche[Napoli, 1997] est une version étendue et plus complète de ce chapitre.


































FIG. 11.1:Concepts primitifs, r̂oles primitifs et concepts définis, d’apr̀es[Nebel,
1990a].
Les conceptsHomme et Femme sont primitifs etincompatibles: l’ensemble des
femmes est dans le complémentaire de celui des hommes. Les trois conceptśE-
quipe, Petite-équipe et Équipe-moderne sont des concepts définis introduits
par le symbole
.
=. Une équipe est définie comme un ensemble de personnes qui
compte au moins deux membres. Une petite équipe est définiecomme une équipe
qui compte au plus cinq membres. Une équipe moderne est définie comme une
équipe qui compte au plus quatre membres, au moins un chef etdont ous les chefs
sont des femmes. Du côté des rôles,membre et chef sont primitifs :chef est sub-
sumé parmembre, etmembre partoprole, qui dénote le rôle le plus général.
Deux remarques principales peuvent être faites sur ce premie exemple. La
première est que la description d’un concept —Top excepté —dérivetoujours d’un
ou de plusieurs autres concepts, qui sont sessub umantsdans la hiérarchie des con-
cepts (comme c’est le cas pour les sous-classes quiṕec alisentles classes dans un
langages à objets, voirchapitre 1). La seconde remarque concerne le statut des con-
cepts : certains concepts, commeÉquipe, Petite-équipe et Équipe-moderne
possèdent unedéfinition; d’autres, commePersonne, Ensemble, Homme ou en-
coreFemme sont primitifs. Les caractéristiques associées à un concept primitif sont
nécessaires: un individux qui est une instance d’un concept primitifP possède les
caractéristiques deP (comme c’est le cas pour les instances d’une classe dans un lan-
gages à objets, voirchapitre 10). Les caractéristiques associées à un concept défini
D sontnécessaires et suffisantes: un individux qui est une instance d’un concept
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C, D −→ A |
Top | ⊤
Bottom | ⊥
(and C D) | C ⊓ D
(not A) | ¬A
(all r C) | ∀r.C
(some r) ∃ r
syntaxe lispienne syntaxe allemande
FIG. 11.2:La grammaire du langage de description de conceptsAL, avec les syn-
taxes lispienne et allemande.C etD sont des noms de concepts,A un nom de concept
primitif et r un nom de r̂ole primitif.
défini D possède les caractéristiques deD, et inversement, le fait qu’un individuy
possède l’ensemble des caractéristiques associées àD suffit pour inférer quey est
une instance deD. Cette distinction est à la base du processus de classification : les
concepts sont définis de façon déclarative et la mise en place des concepts définis
dans la hiérarchie des concepts est effectuée sous le contrôle du processus de clas-
sification.
Le caractère nécessaire et suffisant des propriétés associée à une classes et
le processus de classification sont également discutés dans lechapitre 10pour les
systèmes de représentation de connaissances par objets —ou systèmes deRCO —
et dans lechapitre 12pour les systèmes classificatoires.
11.2.2 La description des concepts et des rôles : syntaxe
Il existe plusieurs langages de description de concepts et de rôles. Dans ce qui
suit, nous introduisons d’abord un langage minimal appeléAL, qui est enrichi pro-
gressivement de nouveaux constructeurs. Le langageAL s’appuie sur les langages
FL etFL-, qui sont les premières logiques de descriptions4 à l’aide desquelles ont
été établis des résultats théoriques sur la complexité de la subsomption[Brachman
et Levesque, 1984] [Levesque et Brachman, 1987].
La grammaire deAL est donnée à la figure 11.2. Les expressions construites
grâce à une telle grammaire sont aussi appeléesexpressions conceptuelles. À la
syntaxelispienne, où le nom des constructeurs est donné en toutes lettres etoù la
notation est préfixée, correspond une syntaxell mande, qui est utilisée dans la
plupart des articles théoriques traitant des logiques de descriptions. Dans la suite,
les deux syntaxes seront utilisées indifféremment.
Le conceptTop (⊤) dénote le concept le plus général et le conceptBot om (⊥)
le concept le plus spécifique. Intuitivement, l’extensiondeTop inclut tous les indi-
vidus possibles tandis que celle deBottom est vide. Le constructeurand (⊓) permet
4. Pour la petite histoire, dans[Brachman et Levesque, 1984], les logiques de descriptions sont qua-
lifiées deframe-based description languages, d’où les initialesFL.
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de définir une conjonction d’expressions conceptuelles. Lconstructeurnot (¬)
correspond à la négation et ne porte que sur les concepts primitifs. La quantification
universelleall (∀r.C) précise le co-domaine du rôler ; la quantification existen-
tielle non typéesome (∃ r) introduit le rôler et affirme l’existence d’(au moins) un
couple d’individus en relation par l’intermédiaire der.
Le langageAL = {⊤,⊥,¬A, C⊓D, ∀r.C, ∃ r} peut être enrichi des constructeurs
suivants :
• La négation de concepts primitifs ou définis, qui est notée (not C) ou ¬C.
L’extension correspondante deAL estALC =AL ∪ {¬C}.
• La disjonction de concepts, qui est notée(or C D) ouC ⊔ D. L’extension cor-
respondante deAL estALU =AL ∪ {C ⊔ D}.
Notons les équivalences⊥ ≡ C ⊔ ¬C etC ⊔ D ≡ ¬(¬C ⊓ ¬D).
• La quantification existentielle typée, qui est notée(c-some r C) ou∃r.C. L’ex-
tension correspondante deAL estALE =AL ∪ {∃r.C}.
La quantification existentielle typée∃r.C introduit un rôler de co-domaineC
et impose l’existence d’(au moins) un couple d’individus(x,y) en relation
par l’intermédiaire du rôler, oùC est le type dey.
Notons les équivalences∃ r ≡ ∃r.⊤ et∃r.C ≡ ¬(∀r.¬C).
• La cardinalité sur les rôles, notée(atleast n r) ou≥n r, et(atmost n r) ou
≤n r. L’extension correspondante deAL estALN =AL ∪ {≥n r,≤n r}.
Les constructeurs≥n r et ≤n r fixent la cardinalité — nombre de valeurs
élémentaires — minimale et maximale du rôle auquel ils sont associés. En
particulier, la construction(∃ r) est équivalente à la construction(≥1 r).
• La conjonction de rôles, qui est notée(and r1 r2) ou r1 ⊓ r2, les rôlesr1
et r2 étant primitifs. L’extension correspondante deAL estALR = AL ∪
{r1 ⊓ r2}.
Si r = r1⊓r2, alorsr est un sous-rôle der1 et der2. Par extension, il est pos-
sible de considérer une hiérarchie de rôles comme un ensemble de conjonc-
tions de rôles et de se passer du rôletoprole — ce qui est d’ailleurs le cas
pourALCNR— comme expliqué dans[Nebel, 1990a, page 54]. Ainsi, le
rôle chef peut être défini parmembre ⊓ chef-prim, où chef-prim est un
rôle primitif au même titre quemembre.
Comme le montrent les équivalencesC⊔ D ≡ ¬(¬C⊓¬D) et∃r.C ≡ ¬(∀r.¬C),
la disjonction et la quantification existentielle typée sont disponibles dans un lan-
gageL de la familleAL dès lors que la négation de concepts (définis) l’est, et
réciproquement. Par convention, un langageL de la familleAL est supposé conte-
nir tous les constructeurs qui peuvent être obtenus à partir de ses constructeurs de
base. Ainsi, le langageALCNR = {⊤,⊥, ¬C, C⊓D, C⊔D, ∀r.C, ∃r.C,≥n r,≤n r,
r1 ⊓ r2} contient l’ensemble des constructeurs qui viennent d’être présentés (il est
aussi d’usage d’employer la lettreC plutôt que les lettresUE dans le nom du lan-
gage). D’autres équivalences de langages sont discutéespar exemple dans[Donini
et al., 1997] (simulation de la quantification existentielle typée avecla onjonction
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de rôles) et dans[Baader, 1996] (simulation de la négation de concepts primitifs
avec les restrictions de cardinalité sur les rôles).
Le langageFL, quant à lui, se définit par l’ensemble de constructeurs{C ⊓ D,
∀r.C, ∃ r, r |C}, oùr |C, qui se note aussi(restrict r C), introduit une contrainte
sur le co-domaine du rôler. Le langageFL- est une simplification deFL dans
laquelle le constructeurrestrict n’est pas utilisé.
La construction(restrict r C) peut être rapprochée de la quantification exis-
tentielle typée(c-some r C), en remarquant toutefois que : d’une part,(c-some r C)
est un constructeur s’appliquant aux concepts tandis que(restrict r C) s’applique
aux rôles, et d’autre part,(restrict r C) ne fait que restreindre le co-domaine du
rôler au conceptC, sans aucune contrainte d’existence comme celle qui est associée
à la quantification existentielle(c-some r C).
Tous les constructeurs envisageables pour une logique de descriptions n’ont pas
été présentés ici et il est toujours possible d’enrichile langageALCNR. Des listes
plus complètes de constructeurs sont données dans[Woods et Schmolze, 1992],
[Nebel, 1990a], [Schaerf, 1994] et enfin dans[Patel-Schneider et Swartout, 1993]
qui étend et enrichit[Baaderet al., 1990].
11.2.3 La description des concepts et des rôles : śemantique
À l’instar de la logique classique, une sémantique est associée aux descriptions
de concepts et de rôles : les concepts sont interprétés comme des sous-ensembles
d’un domaine d’interprétation∆I et les rôles comme des sous-ensembles du produit
∆I ×∆I . Pour un conceptC, CI correspond au sous-ensemble des éléments du do-
maine∆I qui appartiennent à l’extension deC, et pour un rôler, rI correspond au
sous-ensemble des couples d’éléments du produit∆I×∆I qui appartiennent à l’ex-
tension der. La définition suivante est donnée dans le cadre du langageALCNR
et introduit la notion d’interprétationdans les logiques de descriptions.
Définition 1 (Interprétation)
Une interprétationI = (∆I , .I) est la donńee d’un ensemble∆I appeĺe do-
maine de l’interprétationet d’une fonction d’interpŕetation.I qui fait correspondre
à un concept un sous-ensemble de∆I et à un rôle un sous-ensemble de∆I ×∆I ,
de telle sorte que leśequations suivantes soient satisfaites :
⊤I = ∆I
⊥I = ∅
(C ⊓ D)I = CI ∩ DI
(C ⊔ D)I = CI ∪ DI
(¬C)I = ∆I − C
I
(∀r.C)I = {x ∈ ∆I/∀y : (x, y) ∈ r
I → y ∈ CI}
(∃r.C)I = {x ∈ ∆I/∃y : (x, y) ∈ r
I ∧ y ∈ CI}
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(≥n r)I = {x ∈ ∆I/|{y ∈ ∆I/(x, y) ∈ r
I}| ≥ n}
(≤n r)I = {x ∈ ∆I/|{y ∈ ∆I/(x, y) ∈ r
I}| ≤ n}
(r1 ⊓ · · · ⊓ rn)
I = r1
I ∩ · · · ∩ rn
I
Intuitivement, les équations précédentes se comprennent comme suit. L’inter-
prétation de⊤ est le domaine∆I tout entier tandis que celle de⊥ se réduit à
l’ensemble vide. L’interprétation d’une conjonction (resp ctivement d’une disjonc-
tion) de concepts se ramène à l’intersection (respectivement la réunion) des in-
terprétations des concepts. L’interprétation de la négation d’un conceptC se ramène
au complémentaire de l’interprétation deC. L’interprétation de(∀r.C) précise le
type du co-domaine du rôler, tandis que celle de(∃r.C) affirme l’existence d’un
couple d’éléments(x, y) en relation par l’intermédiaire du rôler, où C est le type
de y. Les interprétations de(≥n r) et (≤n r) précisent le nombre d’éléments de
l’ensemble de valeurs élémentaires associées au rôler. Enfin, l’interprétation d’une
conjonction de rôles se ramène à l’intersection des interprétations des rôles.
L’interprétation de la construction(∃ r) est un cas particulier de celle de(∃r.C),
où C ≡ ⊤ : (∃ r)I = {x ∈ ∆I/∃y : (x, y) ∈ rI} ; il existe au moins un couple
(x, y) tel quex et y soient en relation par l’intermédiaire der (le type dey est ici
quelconque).
Définition 2 (Satisfiabilit́e d’un concept,́equivalence, incompatibilit́e)
• Un conceptC est satisfiableou cohérentsi et seulement s’il existe une in-
terprétationI telle queCI 6= ∅ ; C estnon satisfiableou incohérentsinon.
• Deux conceptsC et D sont ditséquivalents, ce qui se noteC ≡ D, si et seule-
ment siCI = DI pour toute interpŕetationI.
• Deux conceptsC et D sontincompatiblesou disjointssi et seulement siCI ∩
DI = ∅ pour toute interpŕetationI.
Considérons par exemple les expressions conceptuelles suivantes, où les con-
cepts et les rôles employés sont supposés primitifs :
(1) (and Homme (some enfant Musicien))
(2) (and Femme (all enfant Homme))
(3) (and Femme (all enfant (and Musicien Homme)))
(4) (and (atmost 0 r) (atleast 1 r))
(5) (some r (and A (not A)))
Les trois premières expressions conceptuelles sont satisfiables : (1) représente
l’ensemble des individus qui sont des hommes et qui ont un enfant musicien ; (2)
représente l’ensemble des individus qui sont des femmes etdont tous les enfants
sont des garçons ; (3) représente l’ensemble des individus qui sont des femmes et
dont tous les enfants sont des garçons et des musiciens. En reva che, les quatrième
et cinquième expressions conceptuelles sont non satisfiables : quel que soit le rôle
r, une instance de l’expression conceptuelle (4) devrait être munie simultanément
11. Les logiques de descriptions 329
d’au moins une valeur et d’au plus zéro valeur pourr ; l’expression conceptuelle (5)
suppose quant à elle l’existence d’un élément dans l’ensemble vide.
Une des particularités deFL-, qui est un langage pour lequel aucune forme
de négation n’est disponible, est que tout concept défini en FL- est satisfiable ; un
résultat plus fort est démontré dans[Schmidt-Schauß et Smolka, 1991] : tout concept
deFL est satisfiable.
Les notions de satisfiabilité et de cohérence sont également discutées dans le
chapitre 12, dans le cadre des systèmes classificatoires.
11.2.4 La relation de subsomption
Intuitivement, un conceptC subsumeun conceptD si et seulement si l’extension
deC contient nécessairement — quelle que soit l’interprétation choisie — l’exten-
sion deD. Plus formellement, nous avons :
Définition 3 (Subsomption)
Un conceptD estsubsumépar un conceptC (respectivementC subsumeD), ce
qui se noteD ⊑ C (respectivementC ⊒ D) si et seulement siDI ⊆ CI pour toute
interprétationI. Le conceptC est appeĺe lesubsumantetD le subsumé.
Par exemple, un concept est subsumé par tous les concepts qui ont été déclarés
comme ses subsumants directs :Personne est subsumé parTop, Homme parPer-
sonne, etc. (voir figure 11.1). De plus, le conceptPe ite-équipe subsume le con-
ceptÉquipe-moderne car toute instance du second concept vérifie nécessairement
toutes les caractéristiques du premier concept, essentiell ment le fait qu’une petite
équipe compte au plus5 membres. Par suite, le conceptÉquipe-moderne est un
subsumé du conceptPetite-équipe.
La relation de subsomption estréflexive(un concept est subsumé par lui-même)
et transitive(si E est subsumé parD etD est subsumé parC alorsE est subsumé par
C). Elle est aussiantisyḿetrique (si D est subsumé parC et C est subsumé parD,
alorsC = D) si deux concepts ayant la même extension sont identifiés,ce que nous
supposerons. La relation de subsomption est donc une relation d’ordre partiel, qui
organise les concepts en une hiérarchie, où tout concept se compose d’une descrip-
tion propre définie par des propriétéslocaleset d’une descriptionpartaǵeeavec ses
subsumants (comme c’est le cas entre une sous-classe et ses super-classes, voir le
chapitre 1). La hiérarchie obtenue possède un élément maximal,Top, qui est le con-
cept qui subsume tous les autres concepts, et un élément minimal,Bottom, qui est
subsumé par tous les autres concepts.
Nous pouvons reformuler la définition 2 en termes de subsompti n :
• Un conceptC est non satisfiable si et seulement siC ⊑ ⊥.
• Deux conceptsC et D sont équivalents si et seulement siD ⊑ C et C ⊑ D. En
particulier,D ≡ C ⊓ D si et seulement siD ⊑ C.
• Deux conceptsC et D sont incompatibles si et seulement siD ⊓ C ⊑ ⊥. Cette
vision alternative de l’incompatibilité permet d’exprimer que les concepts
Homme etFemme sont disjoints de la façon suivante :Homme ⊓ Femme ⊑ ⊥.
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11.2.5 Le niveau terminologique et les ḿethodes de tests de
subsomption
Classiquement, deux types de déclarations se rencontrentauniveau terminolo-
gique: les introductions de concepts primitifs (symbole
.
≤), et les définitions de con-
cepts (symbole
.
=). Chacune de ces déclarations s’interprète comme uneéquation
terminologique, qui se compose d’un membre gauche où apparaı̂t le nom du nou-
veau concept et d’un membre droit où apparaı̂t l’expression ubsumant le nouveau
concept en cas d’introduction de concept primitif, ou la définition du nouveau con-
cept défini. Du côté des rôles, seules les équations terminologiques introduisant des
rôles primitifs sont considérées ici.
En général, ces déclarations s’appuient sur les deux princi es suivants : d’une
part, un nom de concept n’est utilisé qu’une seule fois en partie gauche d’une
équation terminologique, d’autre part, il n’existe pas decircuit terminologique. Un
circuit terminologique apparaı̂t lorsqu’un concept fait référence directement ou in-
directement à lui-même lors de son introduction (le concept apparaı̂t donc simul-
tanément en partie gauche et droite de l’équation terminologique, éventuellement
par transitivité). Dans la suite, nous supposons qu’il n’exist pas de circuit termino-
logique dans les définitions de concepts et de rôles5. Si l’absence de circuit termi-
nologique est vérifiée, alors il est possible de substituer tout nom de concept défini
par sa définition dans n’importe quelle expression conceptuelle. En particulier, cette
opération(( de développement des définitions)) est à la base du processus de norma-
lisation des expressions conceptuelles qui est présentéci-après.
La subsomption est la relation fondamentale existant entreles descriptions. Pour
tester les relations de subsomption entre les descriptions, deux voies ont été prin-
cipalement explorées jusqu’à présent : les algorithmesde type normalisation–com-
paraison, abrégés enalgorithmes NC, et une méthode dérivée de la méthode des
tableaux sémantiques en logique classique[Gochet et Gribomont, 1991], que nous
appelons plus simplement dans la suite(( méthode des tableaux sémantiques)).
Un algorithme NC s’appuie sur un processus denormalisationpendant lequel
tous les composants d’une description sont développés etfactorisés : toute l’infor-
mation partagée est recopiée dans le concept traité ; lesconcepts définis sont rem-
placés par leur définition, et ainsi tous les symboles d’une définition développée
dénotent des concepts ou des rôles primitifs. Le processus de normalisation produit
les formes normalesdes descriptions, qui sont ensuite effectivement comparées.
Toutefois, seules les formes normales des concepts définisdoivent être comparées,
car les relations de subsomption sont systématiquement sp´ cifiées pour les concepts
primitifs. Il existe une certaine dualité entre normalisation et comparaison : plus il y
a de travail fait lors de la normalisation, moins il y en aura `a f ire lors de la compa-
raison.
Dans la méthode des tableaux sémantiques, la question(( est-ce queC subsume
D )) est transformée en la question(( est-ce queD ⊓ ¬C est non satisfiable)) — ce
qui suppose que le langage de description des concepts est muni de la négation
5. Un certain nombre d’études sur les circuits terminologiques existent, et nous nous renvoyons le
lecteur intéressé à[Nebel, 1991], [Buchheitet al., 1993] et [De Giacomo et Lenzerini, 1997].
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des concepts définis — puis la méthode des tableaux sémantiques est utilisée pour
répondre à la dernière question (ce qui est présenté plus en détail au§ 11.3).
S’il est facile de vérifier lacorrectiondes algorithmes NC, (la réponse fournie
par l’algorithme est en accord avec la sémantique, voir parexemple[Nebel, 1990a,
page 77]), il est beaucoup plus difficile de prouver qu’un tel algorithme estcomplet,
autrement dit que toutes les relations de subsomption valides sont détectées par l’al-
gorithme. Il s’avère qu’en dehors des langages simples commeFL-, la plupart des
algorithmes NC sont incomplets, ce qui se montre en exhibantdes contre-exemples
(comme il en est fourni dans[Heinsohnet al., 1994] par exemple). En revanche, il
est plus facile de démontrer la correction et la complétuddes algorithmes qui s’ap-
puient sur la méthode des tableaux sémantiques, ainsi qued’étudier leur complexité
et la décidabilité de la logique associée.
11.2.6 Algorithmes NC pour tester la subsomption
La subsomption dansFL-
Nous présentons dans ce paragraphe l’algorithme (de test)d subsomption as-
socié àFL-, qui, malgré sa simplicité, illustre bien les processusde normalisation
et de comparaison des formes normales (rappelons que le langageFL- est défini
par l’ensemble de constructeurs{C ⊓ D, ∀r.C, ∃ r}).
Le but de la normalisation est de mettre les concepts définisC et D qui sont
comparés sous la forme de conjonctionsC = (and C1 C2...Cn) etD = (and D1 D2...Dm).
Dans la présentation de l’algorithme, le symbole→ doit se lire(( se réécrit en)) :
• Normalisation: factorisation des conjonctions.
(and C1 (and C2 C3) C4)→ (and C1 C2 C3 C4).
• Normalisation: factorisation des co-domaines.
(and (all r (and C1 C2)) (all r (and C3 C4)))→
(and (all r (and C1 C2 C3 C4))).
• Comparaison:
après normalisation,C = (and C1 C2...Cn) etD = (and D1 D2...Dm).
D ⊑ C estvrai si et seulement si, pour chaqueCi, i = 1, .., n :
− [concept primitif] : si Ci est un concept primitif, alors il existeDj




− [some] : si Ci = (some r), alors il existeDj dans{D1, D2, ..., Dm} tel que
Dj = Ci.
− [all] : si Ci = (all r X), alors il existeDj dans{D1, D2, ..., Dm} tel que
Dj = (all r Y) avecY ⊑ X.
Un exemple illustrant cet algorithme est donné à la figure 11.3. Le conceptD,
qui dénote(( un homme ayant des enfants et dont tous les amis sont des docteurs
ayant une spécialité)), est subsumé par le conceptC, qui dénote(( une personne
dont tous les amis sont docteurs)). Les deux conceptsD = (and D1 D2 D3) et C
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D
.
= (and Homme D1
(some enfant) D2




= (and Personne C1
(all ami Docteur)) C2
FIG. 11.3:Le conceptD est subsuḿe par le conceptC.
= (and C1 C2) sont sous forme normale, et,D1 ⊑ C1 car Homme est subsumé par
Personne ; D3 ⊑ C2 car(and Docteur X) est subsumé parDocteur, oùX est une
description quelconque (ici,X = (some spécialité)).
Deux remarques peuvent être faites : d’une part, la relation de subsomption
(and C D) ⊑ C est toujours vérifiée, quelle que soit la descriptionD, d’autre part, le
nombre d’éléments de la conjonctionD = (and D1 D2...Dm) n’est pas forcément plus
grand que celui de la conjonctionC = (and C1 C2...Cn), comme le montre la notion
d’équivalence dans la définition 2 :D ⊑ C si et seulement siD ≡ (and D C) ; dans ce
cas,(and D C) ⊑ D, mais aussiD ⊑ (and D C).
Dans[Nebel, 1990a, page 54], et comme cela a déjà été discuté pour les rôles
au paragraphe 11.2.2, les introductions de concepts primitifs sont transformées en
définition de concepts de la façon suivante :Homme
.
≤ Personne se transforme en
Homme
.
= (and Personne Homme-prim), où Homme-prim est un concept primitif.
En s’appuyant sur cette transformation, si, lors de la normalisation, tous les con-
cepts sont remplacés par leur(( définition )), la clause[concept primitif] de
l’algorithme ci-dessus peut se réécrire comme suit : siCi est un concept primitif,
alors il existeDj dans l’ensemble{D1, D2, ..., Dm} tel queDj = Ci.
La subsomption dansALNR
Ce paragraphe complète le précédent et présente les principales règles de sub-
somption associées àALNR.
[concept ou rôle primitif] : si C etD dénotent des concepts ou des rôles pri-
mitifs, alorsD ⊑ C si D = C ou D
.
≤ E avecE ⊑ C (règle identique à celle de
l’algorithme deFL-).
[not] : si C = ¬C′ et D = ¬D′ sont des négations de concepts primitifs, alors
D ⊑ C si C′ ⊑ D′. Ainsi, la négation du conceptDocteur subsume la négation
du conceptBachelier, Bachelier subsumantDocteur (figure 11.4,(1)).
Les cas où les négations sontcroisées, qui consisteraient à comparerC = ¬C′
etD, ou bienC etD = ¬D′, ne sont pas traités ici.
[all] : si rc ⊑ rd etD ⊑ C, alors(all rd D) ⊑ (all rc C).
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(1) (not Bachelier) ⊑ (not Docteur)
(2) (all enfant Docteur) ⊑ (all fils Bachelier)
(3) (all ami (not Bachelier)) ⊑ (all ami (not Docteur))
(4) (atleast 2 fille) ⊑ (atleast 1 enfant)
(5) (atmost 1 enfant) ⊑ (atmost 2 fille)
FIG. 11.4:Relations de subsomption enALNR.
Par exemple, le concept(( personne dont tous les fils sont bacheliers)) sub-
sume le concept(( personne dont tous les enfants sont docteurs)), où le rôle
fils est subsumé par le rôleenfant (figure 11.4,(2)). De façon duale, le
concept(( personne dont tous les amis ne sont pas docteurs)) subsume le con-
cept(( personne dont tous les amis ne sont pas bacheliers)) (figure 11.4,(3)).
[atleast] : si nc ≤ nd etrd ⊑ rc, alors(atleast nd rd) ⊑ (atleast nc rc).
Par exemple, le concept(( personne qui a au moins un enfant)) subsume le
concept(( personne qui a au moins deux filles)), où le rôlefille est subsumé
par le rôleenfant (figure 11.4,(4)).
[atmost] : si nd ≤ nc etrc ⊑ rd, alors(atmost nd rd) ⊑ (atmost nc rc).
Par exemple, le concept(( personne qui a au plus deux filles)) subsume le
concept(( personne qui a au plus un enfant)) (figure 11.4,(5)).
11.2.7 La notion de base de connaissances terminologique
Introduction g énérale et exemples
D’une façon générale, et dans les logiques de descriptions en particulier, la
représentation de connaissances s’articule autour de deux niveaux :
• Le niveau terminologiqueoù sont introduites les définitions de concepts et de
rôles : ce niveau est relatif à l’intensiondes concepts et des rôles.
• Le niveaufactuelou niveau desassertions, où sont introduits les individus
et les faits dans lesquels ces individus interviennent : ce niveau, appelé aussi
ABox, est relatif à l’extension des concepts.
Au niveau factuel figurent essentiellement des spécifications d’instances et des
relations entre instances. Ainsi, deux types d’assertionsse rencontrent : les premiè-
res sont de la formeC(a) où C est un nom de concept eta un nom d’individu ;
les secondes sont de la former(a,b) où r est un nom de rôle, eta et b celui de
deux individus. Intuitivement, l’assertionC(a) stipule quea dénote une instance du
conceptC (a est dans l’extension deC) ; l’assertionr(a,b) stipule que les individus
a etb sont en relation par l’intermédiaire der (le couple(a,b) est dans l’extension
der).








FIG. 11.5:Un ensemble d’assertions. La dernière assertion signifie en particulier
queTRIO-54 est un instance de l’expression conceptuelle(atmost 3 membre).
Un ensemble d’assertions est donné en exemple à la figure 11.5. L’étude de ces
assertions a pour but de montrer le degré de subtilité que pe t recouvrir l’instancia-
tion, qui est une des formes du raisonnement terminologique. L’instanciation con-
siste à déterminer qu’un objeto est instance d’un conceptC, ou bien encore que l’as-
sertionC(o) est vérifiée. La définition d’instances repose sur l’hypoth̀ese du nom
unique— les nomsCOLETTE, ANTOINE et PATRICK font référence à des individus
différents — et sur l’hypoth̀ese du monde ouvert6 : une instanciation est partielle et
non définitive, et elle peut être complétée le cas échéant. Par exemple, il est suffisant
de savoir queTRIO-54 est instance du concept(atmost 3 membre), sans avoir à
nommer explicitement les membres deTRIO-54, du moins, tant que cette donnée
n’est pas indispensable.
Dans la pratique, plusieurs cas d’instanciation se présent nt, dont les plus cou-
rants sont expliqués ci-dessous (voir aussi[Nebel, 1990a] et comparer avec les
règles générales d’inférence par classification donn´ees dans lechapitre 12) :
• [I1] : si l’assertionD(o) est connue et siD est subsumé parC, alors l’asser-
tion C(o) en découle. Par exemple,TRIO-54, qui est une instance du concept
Équipe-moderne, est aussi une instance du conceptPe ite-équipe, qui
lui-même subsuméEquipe-moderne (voir figure 11.1).
• [I2] : si les assertionsD1(o) etD2(o) sont déclarées, et siC ne subsume niD1 ni
D2, mais subsume(and D1 D2), alors l’assertionC(o) en découle. Par exem-
ple, supposons queD1 = Docteur, D2 = Musicien, C = (and Bachelier Ar-
tiste), et queCOLETTE est une instance deD1 et deD2. Dans ce cas,C ne
subsume niD1 ni D2, maisC subsume(and D1 D2), etCOLETTE est une instance
deC.
• [I3] : il est possible de profiter du fait qu’un objeto1 est en relation avec un
objeto2 pour déterminer une instanciation. Ainsi, alors que ce n’est pas ex-
plicitement spécifié,PATRICK et ANTOINE, qui sont membres deTRIO-54,
sont nécessairement des instances dePersonne, car tous les membres d’une
6. Un fait n’est faux que si cela a été effectivement établi. L’hypothèse du monde ouvert s’oppose à
l’ hypothèse du monde clos, qui stipule que tout fait non déclaré, donc non connu, estconsidéré comme
faux.
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équipe sont des personnes. Cette instanciation repose surle principe suivant :
si une assertion de la former(o1, o2) est connue, et sio2 est une instance d’un
concept de la forme(all r C) ou encore(all r D) avecD subsumé deC,
alorsC(o1) en découle. Par exemple,COLETTE, qui est déclarée commechef
deTRIO-54, est forcément une instance du conceptFemme. Ici, o1 correspond
àCOLETTE, o2 àTRIO-54 etr àchef. PuisqueTRIO-54 est instance de l’ex-
pression(all chef Femme), qui subsume le concept́Equipe-moderne,
l’instanciationFemme(COLETTE) en découle.
Un traitement plus systématique de l’instanciation est donné au paragraphe 11.3,
où est étudiée une série de règles qui traitent toutes les constructions possibles de
ALCNR.
Base terminologique et mod̀ele
En l’absence de circuit terminologique, il est possible de normaliser les descrip-
tions de façon à ne plus avoir que des concepts primitifs dan une description. Tout
se passe alors comme s’il n’existait aucun concept défini : dans ce cas, les asser-
tions peuvent devenir les ingrédients principaux d’une base de connaissances et du
raisonnement terminologique.
Pour associer une sémantique aux assertions, la fonction d’interprétation.I est
prolongée aux individus, en faisant correspondre à un individu a un élément du
domaine d’interprétation∆I (aI ∈ ∆I ) de telle façon que sia 6= b alorsaI 6= bI ;
deux individus différents sont interprétés comme des objets différents de∆I .
Définition 4 (Satisfiabilit́e d’une assertion, base terminologique et modèle)
• Si I = (∆I , .I) est une interpŕetation, l’assertionC(a) estsatisfaitepar I,
ousatisfiable, si et seulement siaI ∈ CI ; l’assertionr(a, b) estsatisfaitepar
I, ousatisfiable, si et seulement si(aI , bI) ∈ rI .
• Une base (de connaissances) terminologiqueΣ pour ALCNR est un en-
semble d’assertions de la formeC(a) our(a, b).
• Une interpŕetationI est unmodèlepourΣ si et seulement si toute assertion
α est satisfaite parI.
• Une base terminologique estatisfiablesi elle admet un mod̀ele.
• L’assertionα estlogiquement impliquéepar la baseΣ, ce qui s’́ecrit Σ |= α,
si et seulement siα est satisfaite par tout modèle deΣ.
Nous utiliserons également dans la suite l’expressionyst̀eme terminologique
pour désigner un système combinant un niveau terminologique et un niveau factuel,
avec un langage de description de concepts et de rôles donn´e.
Considérons par exemple la base terminologiqueΣ suivante :
Σ = {enfant(PIERRE,MARIE)
(all enfant (not Musicien))(PIERRE)
(and Femme (some enfant))(MARIE)}
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Intuitivement, les trois assertions indiquent queMARIE est l’enfant dePIERRE,
que tous les enfants dePIERRE sont non musiciens et queMARIE est une femme
ayant un enfant. La baseΣ est satisfiable, puisqu’il existe une interprétationI
donnée ci-dessous, qui satisfait toutes les assertions figurant dansΣ et qui est donc







L’adjonction d’une assertion commeMusicien(MARIE) rendrait la base non sa-
tisfiable, carΣ |= (not Musicien)(MARIE) (il est possible de montrer ce résultat
en employant la règleI3 explicitée au paragraphe précédent).
11.2.8 Un bilan intermédiaire sur le raisonnement terminologique
Les oṕerations assocíees au raisonnement terminologique
Les principales opérations liées au raisonnement terminologique — ou raison-
nement dans un système terminologique — sont les suivantes[Buchheitet al., 1993]
[Donini et al., 1994] :
• Le test de subsomptionpermet de vérifier qu’un conceptC subsume un con-
ceptD. Le test de subsomption est à la base de l’opération declassification,
qui consiste à déterminer l’ensemble des ascendants directs d’un concept
dans la hiérarchie des concepts, les subsumants les plus spécifiques ouSPS,
et l’ensemble des descendants immédiats du concept, les subsumés les plus
généraux ouSPG[Baaderet al., 1994].
Vérifier qu’un conceptC vérifie une propriétéprop se ramène également à un
test de subsomption :C vérifie la propriétéprop si un des subsumants deC
vérifieprop.
• Le test de satisfiabilit́e d’un conceptC permet de vérifier qu’un conceptC
admet des instances (il existe au moins une interprétationI telle queCI 6= ∅).
• Le test de satisfiabilit́e d’une base terminologiqueΣ permet de vérifier queΣ
admet un modèleI : tout concept et toute assertion sont satisfaits parI.
• Le test d’instanciationpermet de vérifier qu’un individua est instance d’un
conceptC pour une base terminologiqueΣ : Σ |= C(a). Plus précisément, le
test d’instanciation consiste à retrouver les concepts les plus spécifiques dont
un individua est instance.
Les quatre opérations de tests ne sont pas indépendantes les unes des autres :
(1) C est satisfiable⇐⇒ C 6⊑ ⊥,
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(2) C est satisfiable⇐⇒ {C(a)} est satisfiable,
(3) D ⊑ C⇐⇒ D ⊓ ¬C n’est pas satisfiable,
(4) D ⊑ C⇐⇒ {C(a)} |= D(a),
(5) Σ est satisfiable⇐⇒ Σ 6|= ⊥(a),
(6) Σ |= C(a)⇐⇒ Σ ∪ {¬C(a)} non satisfiable.
Le test de satisfiabilité d’un concept se ramène au problème complémentaire du
test de subsomption (1) ou à un test d’instanciation (2). Letest de subsomption se
ramène au test de satisfiabilité d’une conjonction de concepts (3) — qui suppose
que le langage de description des concepts inclut la négation de concepts définis —
ou à un test d’instanciation (4). Le test de satisfiabilitéd’une base terminologique se
ramène au problème complémentaire d’un test d’instanciation (5). Et finalement, le
test d’instanciation se ramène au problème complémentair du test de satisfiabilité
d’une base terminologique (6).
Il est important de remarquer que les équivalences données ci-dessus ne sont
plus valides dès que le langage de description des conceptset de rôles fait intervenir
directement des instances dans la définition des concepts.Ce n’est pas le cas pour
ALCNR, mais ça l’est pour CLASSIC ou LOOM, où sont admis des constructeurs
commefills qui attache une valeur à un rôle,one-of qui permet de construire des
domaines de valeurs par énumération, ou encoresam -as qui indique qu’un rôle a
les mêmes valeurs élémentaires qu’un autre rôle.
La complexité du raisonnement terminologique
Depuis le milieu des années 80 jusqu’à aujourd’hui, la complexité du raisonne-
ment terminologique et plus spécialement la complexité de la subsomption7 ont fait
couler beaucoup d’encre et ont été des moteurs de la recherche sur les logiques
de descriptions. Ces premiers travaux s’intéressent aux propriétés de correction,
de complétude, et à la complexité algorithmique de la subsomption, en tant que
procédure d’inférence d’un système terminologique considéré comme un système
déductif.
Rappelons qu’un système déductif estcorrect si les inférences produites sont
en accord avec la sémantique associée au système, autremen dit, ce qui est vrai
sur le plan syntaxique l’est sur le plan sémantique ; un système déductif estcom-
plet si toutes les formules valides — vraies sur le plan sémantique — peuvent être
démontrées sur le plan syntaxique[Loveland, 1978].
Considérons à présent les conceptsC pour (( personne ayant au moins deux en-









7. Il faudrait dire plus précisément :(( la complexité des algorithmes détectant les relations deub-
somption entre descriptions)).
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(atleast 1 fille)
(atleast 1 fils))
Si le bon sens permet d’affirmer que toute instance deD est une instance deC, au-
trement dit queC subsumeD, les règles algorithmiques données au paragraphe 11.2.6
ne permettent pas de détecter une telle relation de subsomption. Un système termi-
nologique muni d’une procédure de subsomption s’appuyantsur un tel algorithme
est alorsincomplet, ce qui pose le problème suivant : si la procédure de subsomp-
tion retournevrai, alors le résultat est exploitable, tandis qu’il ne l’est plus si la
procédure retournefaux (une relation de subsomption peut être vraie et ne pas être
détectée par la procédure).
Le problème de la non complétude de la subsomption a été soul vé une première
fois pour KL-ONE dans[Schmolze et Lipkis, 1983]. Ces travaux ont été repris et
formalisés dans[Brachman et Levesque, 1984] [Levesque et Brachman, 1987] et
[Nebel, 1990a]. Il est montré dans ces articles que le test de subsomption est correct,
complet et de complexité polynômiale pour les langagesFL- = {C ⊓ D, ∀r.C, ∃ r}
etFLN = {C⊓ D, ∀r.C,≥n r,≤n r} ; le test de subsomption devient de complexité
exponentielle et les algorithmes (polynômiaux) proposés ont incomplets dès que
des constructeurs portant sur les rôles commeand ourestrict sont ajoutés àFL-
ou àFLN .
Au début des années 90, de nombreux articles traitent du classement des pro-
blèmes liés au raisonnement terminologique : subsomption, instanciation, test de
satisfiabilité d’un concept ou d’une base terminologique.D s tables recensant ces
résultats sont données dans[Woods et Schmolze, 1992] [Heinsohnet al., 1994],
[Donini et al., 1994] et [Donini et al., 1997]. Brièvement, le raisonnement termi-
nologique est de complexité polynômiale pour des langages commeAL, ALN et
FL-, mais aussi pour le langagePL1 = {⊤,⊥,¬A, C⊓D, ∀r.C,≥n r,≤n r, r−1}, où
A désigne un concept primitif etr−1 dénote la relation inverse pour un rôle, et pour
le langagePL2 = {C⊓D, ∀r.C, ∃ r, r1⊓r2, r−1, r1 ◦ r2}, oùr1 ◦ r2 dénote la com-
position de rôles[Donini et al., 1991b]. Les ensembles de constructeurs associés à
PL1 etPL2 constituent des ensembles(( maximaux)) à ne pas étendre au risque de
passer à une complexité exponentielle. En dehors de ces cas simples, les problèmes
liés au raisonnement terminologique sont de complexité exponentielle8, selon les
cas NP-difficiles, co-NP-difficiles, NP-complets, ou dans la c asse PSPACE[Do-
nini et al., 1991a] [Schmidt-Schauß et Smolka, 1991] [Donini et al., 1997] voire
indécidables[Patel-Schneider, 1989] [Nebel, 1990b].
Les travaux récents sur la subsomption, comme[Buchheitet al., 1993], [Donini
et al., 1994] et [Donini et al., 1997], cherchent à exploiter la méthode des tableaux
sémantiques pour mettre en valeur des algorithmes complets, comme cela est ex-
pliqué dans le paragraphe suivant. Outre leur intérêt théorique, tous les travaux sur
la complexité de la subsomption ont permis de mettre en évidence les rapports qui
existent entre la complexité du raisonnement terminologique et la richesse — en
termes de nombre et de types de constructeurs — des langages de description de
concepts et de rôles. Face à ces résultats, deux attitudes ont guidé les concepteurs
8. Voir [Garey et Johnson, 1979] pour les définitions sur la complexité algorithmique.
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de logiques de descriptions : avoir un langage de description plutôt pauvre mais
une procédure d’inférence correcte, complète et de complexité polynômiale comme
pour CLASSIC [Borgida et Patel-Schneider, 1994], ou au contraire avoir un lan-
gage de description riche et une procédure d’inférence decomplexité exponentielle,
complète comme pour KRIS [Baader et Hollunder, 1991a], ou non complète comme
pour BACK [Peltason, 1991] et LOOM [MacGregor, 1991]. Les deux attitudes se jus-
tifient et nous renvoyons le lecteur intéressé par ce débat aux articles déjà cités, mais
aussi à[Doyle et Patil, 1991].
11.3 La méthode des tableaux śemantiques dans les
logiques de descriptions
Dans ce paragraphe, nous montrons comment la méthode destabl aux śemanti-
quespeut être appliquée dans le cadre des logiques de descriptions. En vertu des
correspondances exhibées au paragraphe 11.2.8, les quatre opé ations de test se
ramènent à l’une d’entre elles, en l’occurrence le test desatisfiabilité d’une base ter-
minologique. La vérification de ce test de satisfiabilité va s’appuyer sur la méthode
des tableaux sémantiques, dont les principes généraux po r la logique classique
sont donnés dans[Fitting, 1990] ou [Gochet et Gribomont, 1991]. Globalement, la
méthode des tableaux sémantiques est une méthode de réfutation analytique : pour
prouver une formuleϕ, il est supposé queϕ est fausse et les conséquences de cette
hypothèse sur les constituants deϕ sont examinées. La méthode s’appuie sur un
ensemble derègles de d́ecompositionqui permettent d’assigner une valeur de vérité
aux constituants de la formuleϕ, une fois fixée la valeur de vérité de la formuleϕ
elle-même.
Satisfiabilité d’une base terminologique et système de contraintes
Appliquer la méthode des tableaux sémantiques pour satisfaire une base termi-
nologiqueΣ se fait en trois étapes principales :
• transformation deΣ en unsyst̀eme de contraintesSΣ,
• application systématique d’un ensemble de règles de décomposition jusqu’à
saturationdu système de contraintes ; plus aucune règle de décomposition
n’est alors applicable et le système de contraintes est ditcomplet,
• évaluation : si le système complet obtenu ne contient pas de motif de contra-
diction, il est satisfiable ou non contradictoire.
Avant toute chose, les concepts de la base terminologique considéréeΣ sont
mis sousforme simple[Schmidt-Schauß et Smolka, 1991] [Donini et al., 1997] : les
seules négations dans une description sont de la forme¬A, oùA désigne un concept
primitif. C’est après cette première transformation qu’est construit le système de
contraintesSΣ associé àΣ. Les règles du processus de normalisation sont détaillées
ci-après :
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¬⊤ −→ ⊥
¬⊥ −→ ⊤
¬(C ⊓ D) −→ ¬C ⊔ ¬D




¬(≥ n r) −→ ∀r.⊥ si n = 1
¬(≥ n r) −→ (≤ n− 1 r) si n > 1
¬(≤ n r) −→ (≥ n + 1 r)
La transformation d’une base terminologiqueΣ en un système de contraintes
SΣ nécessite l’utilisation devariablesqui permettent de définir lescontraintes. Une
contrainte peut être de trois formes —x : C, xry, x 6
.
= y — oùC dénote un concept,
r un rôle,x et y des instances ou des variables. Intuitivement, la contrainte x : C
exprime une instanciation, en l’occurrence quex est une instance deC. La contrainte
xry exprime quex est en relation avecy par l’intermédiaire du rôler ; y est alors
appelé unr-successeurdex. La contraintex 6
.
= y exprime que les individusx et y
ont forcément une interprétation différente ;x ety sont alors ditssépaŕes.
Un syst̀eme de contraintesest un ensemble fini non vide de contraintes des trois
formesx : C, xry etx 6
.
= y. Les variables intervenant dans un système de contraintes
sont supposées être ordonnées en fonction de leur ordre d’apparition dans le système
[Buchheitet al., 1993]. De plus, deux variablesx et y sont diteśequivalentesdans
SΣ si elles vérifient les mêmes instanciations :{C/x : C ∈ SΣ} = {C/y : C ∈ SΣ}.
Sur le plan pratique, une assertionC(a) est transformée en une contraintea : C,
et une assertionr(a, b) est transformée en une contraintearb ou {ar1b, ar2b}
selon quer est atomique ou quer = r1 ⊓ r2. Étant donné une base terminolo-
giqueΣ, un premier système de contraintesSΣ est construit en transformant les
assertions comme indiqué ci-avant. Ensuite, de nouvellescontraintes — et donc de
nouveaux systèmes de contraintes — sont produites par l’applic tion de règles de
décomposition aux contraintes existantes.
Les règles de d́ecomposition
Les six règles de décomposition qui sont couramment utilisées dans le cadre
deALCNR sont présentées à la figure 11.6[Buchheitet al., 1993] [Donini et
al., 1997]. Le systèmeSΣ y est noté plus simplementS, et pour chaque règle sont
décrites les conditions d’application et les conséquences de l’application de la règle
sur le système de contraintesS.
Les règles→∃ et→≥ sont ditesgéńeratrices, car elles introduisent de nouvelles
variables dans le système de contraintes. En particulier,la règle→≥ indique que,
si le nombre minimal de r-successeurs dex n’est pas atteint, alors il peut être aug-
menté.
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• Conjonction de concepts :
S→⊓ S ∪ {x : C1, x : C2},
si 1.x : C1 ⊓ C2 est dansS,
2. les contraintesx : C1 etx : C2 ne sont pas toutes deux dansS.
• Disjonction de concepts :
S→⊔ S ∪ {x : D},
si 1.x : C1 ⊔ C2 est dansS,
2. ni x : C1 ni x : C2 ne sont dansS,
3. D = C1 ouC2.
• Quantification universelle :
S→∀ S ∪ {z : C},
si 1.x : ∀r.C est dansS,
2. xrz est dansS,
3. z : C n’est pas dansS.
• Quantification existentielle :
S→∃ S ∪ {xr1y, ..., xrky, y : C},
si 1.r = r1 ⊓ r2... ⊓ rk,
2. x : ∃r.C est dansS,
3. y est une nouvelle variable,
4. il n’existe pasz tel que les contraintesxrz etz : C
soient toutes deux dansS,
5. six est une variable, alors il n’existe aucune variablez
introduiteavantx dansS qui soit équivalente àx dansS.
• Cardinalité minimale :
S→≥ S ∪ {xr1yi, ..., xrkyi|i ∈ 1..n} ∪ {yi 6
.
= yj|i, j ∈ 1..n, i 6= j},
si 1.r = r1 ⊓ r2... ⊓ rk,
2. x : (≥n r) est dansS,
3. y1,...,yn sont des nouvelles variables,
4. il n’existe pas dansS n r-successeurs dex séparés
et deux à deux distincts,
5. six est une variable, alors il n’existe aucune variablez
introduiteavantx dansS qui soit équivalente àx dansS.
• Cardinalité maximale :
S→≤ S[y/z]
si 1.x : (≤n r) est dansS,
2. x a plus den r-successeurs dansS,
3. y etz sont deux r-successeurs dex dansS non séparés.
FIG. 11.6:Les six r̀egles de d́ecomposition de la ḿethode des tableaux sémantiques
pourALCNR.
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Les règles→⊔ et→≤ sont, quant à elles,non d́eterministes, car elles peuvent
être appliquées à un système de contraintes de façons différentes9. Dans la règle
→≤, S[y/z] dénote le système de contraintes obtenu à partir deS en substituant
chaque occurrence de la variabley par la variablez. Cette règle indique que cer-
tains des r-successeurs dex, à condition qu’ils ne soient pas séparés, peuvent être
identifiéspour que la contrainte sur la cardinalité maximale du rôlesoit respectée.
Satisfiabilité et syst̀eme de contraintes contradictoire
Les règles de décomposition sont appliquées jusqu’à ceque le système de con-
traintesSΣ devienne complet et plus aucune règle n’est alors applicable. Deux cas
peuvent se produire : soit le système est contradictoire etla base terminologiqueΣ
associée n’est pas satisfiable, soit le système est non contradictoire ; la baseΣ est
alors satisfiable et un modèle deΣ peut être construit. La définition suivante précise
les motifs de contradiction.
Définition 5 (Syst̀eme de contraintes contradictoire et contradictions)
Un syst̀eme de contraintes estcontradictoires’il renferme un des motifs de
contradiction suivant :
(1) {x : ⊥}.
(2) {x : A, x : ¬A}.
(3) {x : (≤m r)} et le nombre de r-successeurs dex st strictement plus grand
quem.
(4) {x : (≥m r), x : (≤n r)}, où n < m.
De façon pratique, une base terminologiqueΣ st satisfiable si et seulement s’il
existe un système de contraintes complet et non contradictoireSΣ engendré à par-
tir de Σ. Le problème est alors décidable dans le cadre deALCNR et le résultat
théorique est démontré dans[Schmidt-Schauß et Smolka, 1991], [Buchheitet al.,
1993] et [Donini et al., 1997]). Lorsque le système completSΣ est non contradic-
toire, il est possible de construire un modèle deΣ à partir deSΣ.
Traitement d’un exemple
Considérons la base terminologiqueΣ dont il faut tester la satisfiabilité ; cet
exemple, où tous les concepts et les rôles employés sont primi ifs, est tiré de[Donini
et al., 1994] :
Σ = {enfant(PIERRE,MARIE),
(all enfant (not Musicien))(PIERRE),
(and (some enfant Homme)
(some ami (or Cycliste Alpiniste)))(MARIE)}
9. Ces règles correspondent aux règles deramificationdes tableaux sémantiques en logique classique,
par opposition aux règles deprolongation[Gochet et Gribomont, 1991].
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Intuitivement, cette base représente trois faits :MARIE est l’enfant dePIERRE,
tous les enfants dePIERRE ne sont pas musiciens,MARIE a un garçon — un enfant
de sexe masculin — et un ami qui est cycliste ou alpiniste. Cette base est satisfiable,
ce qui va être confirmé formellement ci-dessous.
La notation allemande est généralement utilisée pour v´erifier la satisfiabilité
d’une base terminologique avec la méthode des tableaux sémantiques. La baseΣ
est donc présentée en notation allemande suivie du système d contraintesSΣ as-
socié.
Σ = {enfant(PIERRE, MARIE),
∀enfant.¬Musicien(PIERRE),
∃enfant.Homme⊓ ∃ami.Cycliste⊔ Alpiniste(MARIE)}
SΣ = {PIERRE enfant MARIE,
PIERRE : ∀enfant.¬Musicien,
MARIE : ∃enfant.Homme⊓ ∃ami.Cycliste⊔ Alpiniste}
Étant donné un système de contraintesΣ, une stratégie d’application des règles
est la suivante :
• Appliquer une règle à une variable lorsqu’aucune règle n’est applicable à une
instance.
• Appliquer une règle à une variablex lorsqu’aucune règle n’est applicable à
une variabley introduite avantx.
• Appliquer une règle génératrice lorsqu’aucune règle non génératrice n’est ap-
plicable.
Voilà une suite possible d’applications de règles de décomposition :
Règle→∀ : S1 = SΣ ∪ {MARIE : ¬Musicien}
Règle→⊓ : S2 = S1 ∪ {MARIE : ∃enfant.Homme,
MARIE : ∃ami.Cycliste⊔ Alpiniste}
Règle→∃ : S3 = S2 ∪ {MARIE enfant x, x : Homme}
Règle→∃ : S4 = S3 ∪ {MARIE ami y, y : Cycliste⊔ Alpiniste}
Règle→⊔ : S5 = S4 ∪ {y : Cycliste}
Le système de contraintesS5 est complet et non contradictoire : la base termino-
logiqueΣ est donc satisfiable. Un modèle deΣ est le suivant :







enfantI = {(PIERRE, MARIE) (MARIE, x)}
amiI = {(MARIE, y)}
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11.4 Discussions sur les logiques de descriptions
Dans ce paragraphe, nous présentons la famille des logiques de descriptions
dans sa globalité, et les systèmes les plus connus et les plus originaux. Ensuite, nous
évoquons la place des logiques de descriptions en représentation des connaissances
et les rapports qu’entretiennent les logiques de descriptions avec des formalismes
de représentation comme les logiques classiques et les système de représentation
de connaissances par objets (ou systèmes deRCO). Ensuite, nous discutons de l’ap-
port des logiques de descriptions en représentation des connaissances, de quelques
limitations, et nous terminons en évoquant certaines perspectives de recherche sur
les logiques de descriptions.
11.4.1 La diversit́e des logiques de descriptions
Le formalisme des logiques de descriptions provient essentiellement des travaux
entrepris par R.J. Brachman sur la représentation des connaissances, ainsi que sur
le système KL-ONE et ses descendants[Brachman, 1979] [Brachman et Schmolze,
1985]. Dans KRYPTON, un descendant de KL-ONE, apparaissent pour la première
fois les notions deTBox, deABox, et les fonctionnalités que doit recouvrir uneABox
[Brachmanet al., 1983]. Le système NIKL , pourNew Implementation of KL-ONE,
est une version épurée et améliorée de KL-ONE [Schmolze et Mark, 1991], avec la-
quelle sont mis en valeur les principes du raisonnement par classification et les liens
existant entre instanciation et maintien de cohérence (toutef is, la subsomption dans
NIKL reste indécidable[Patel-Schneider, 1989]). KANDOR [Patel-Schneideret al.,
1984] se présente comme un descendant de KRYPTONpour lequel les possibilités de
représentation sont volontairement simplifiées, afin queles processus de classifica-
tion et d’instanciation soient les plus efficaces possibles. En particulier, le système
KANDOR se caractérise par un langage de description de concepts etde rôles li-
mité et un niveau factuel où seules les instanciations de concepts et de rôles sont
autorisées (ce qui va devenir le standard présenté au pargraphe 11.2.7).
Plus récemment, CLASSIC [Borgidaet al., 1989] [Brachmanet al., 1991] [Bor-
gida et Patel-Schneider, 1994], le dernier né de la famille KL-ONE, intègre l’en-
semble de l’expérience acquise au cours de la décennie pr´ecédente. La simplicité
d’utilisation de CLASSIC, la fiabilité du système et la qualité de sa documentation
ont valu à CLASSIC d’être utilisé dans de nombreuses applications et d’être devenu
une des références en matière de logiques de descriptions.
À l’opposé, LOOM [MacGregor, 1991] s’affiche comme un système de repré-
sentation de connaissances universel, malgré les problèmes de complexité et de
complétude que pose un tel parti-pris. Comme pour CLASSIC, de nombreuses ap-
plications ont été réalisées avec LOOM, qui est également devenu une référence en
matière de logiques de descriptions.
Après CLASSIC et LOOM, il faut mentionner BACK, un système qui a été déve-
loppé à la Technische Universität de Berlin dans la deuxi` me moitié des années 80
[Peltason, 1991] [Hoppeet al., 1993]. Le système a eu une longue évolution, mais
dès l’origine, ses concepteurs ont voulu faire de BACK un système fiable, utilisable
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dans des applications réalistes, notamment pour mettre enœuvre des systèmes d’in-
formation et de gestion de bases de données opérationnels. En dehors des études
concernant la complexité de la subsomption, de nombreux problèmes relatifs aux
logiques de descriptions ont été abordés par les membresdu groupe travaillant sur
BACK, comme les extensions temporelles pour une logique de descriptions[Schmie-
del, 1990], les relations entre rôles, les différentes possibilit´es d’implantation d’une
ABox, avec le retrait d’informations[Kindermann, 1992] et la représentation de
règles.
À côté des trois figures de proue que sont CLASSIC, LOOM et BACK, il faut
mentionner KRIS [Baader et Hollunder, 1991b] et K-REP [Dionneet al., 1993]. Le
système KRIS possède un langage de description de concepts et de rôles qui contient
ALCNR et a servi de support à bon nombre d’études théoriques. Leyst` me K-
REP, quant à lui, a servi de support à des études théoriques sr le point de vue
intensionnel de la subsomption. En particulier, K-REPest pourvu d’une sémantique
algébrique, et un système équationnel fournit les propriétés de la subsomption.
Il n’est bien sûr pas possible de mentionner tous les systèmes existants, et nous
renvoyons le lecteur intéressé aux catalogues établis dan [Rich, 1991] et dans
[Woods et Schmolze, 1992].
11.4.2 Les logiques de descriptions et la représentation de
connaissances
Logiques de descriptions et logique classique
Les éléments principaux qui caractérisent une logique de descriptions sont le
langage de description des concepts et des rôles, l’interprétation associée aux ex-
pressions du langage et la relation de subsomption. Le parallèle vec un formalisme
logique est alors naturel, puisqu’une logique s’appuie surun langage de construc-
tion de formules (bien formées), une interprétation associée aux formules et des
règles d’inférences. Les concepts d’une logique de descriptions peuvent être vus
comme des prédicats unaires et les rôles comme des prédicats b naires, la subsomp-
tion comme une règle d’inférence ; la subsomptionD ⊑ C est d’ailleurs quelquefois
notéeD ⇒ C [Borgida, 1996]. Toutefois, le parallèle est justifié jusqu’à un certain
point : une expression conceptuelle et une assertion peuvent se voir comme des cas
particuliers de formules logiques du premier ordre, où ne figurent que des variables
instanciées. En dehors de l’absence de variables, la manipul tion des formules se
fait essentiellement de la même façon en logique classique et dans une logique de
descriptions.
Une dernière question concerne lepouvoir expressifdes logiques de descrip-
tions. Cette question est étudiée en détail dans[Borgida, 1996], qui montre qu’une
logique de descriptions commeALCNR a le même pouvoir expressif qu’un sous-
ensemble de formules de la logique du premier ordre n’ayant que des prédicats
unaires et binaires, et n’autorisant que l’usage de trois variables au plus (dont deux
variables libres au plus). Nous n’avancerons pas plus dans ces considérations et ren-
voyons le lecteur intéressé à[Borgida, 1996].
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Logiques de descriptions et systèmes de RCO
Les logiques de descriptions présentent une certain nombre de similarités avec
les systèmes deRCO (qui sont présentés dans lechapitre 10). Un concept, considéré
comme une conjonction de rôles, est comparable à une classe, considérée comme
une conjonction de propriétés. Toutefois, les connecteurs or et not, qui font par-
tie deALCNR, ne se rencontrent habituellement pas dans un système deRCO
(pas plus que dans CLASSIC d’ailleurs). Cette absence rend les disjonctions et les
incompatibilités difficiles à représenter (au moins de façon déclarative), bien que
la sémantique d’un domaine de valeurs dans un système deRCO soit celle d’une
disjonction de valeurs, les domaines spécialisants étant inclus dans les domaines
spécialisés (voirchapitre 12), tout comme c’est le cas pour le constructeurone-of,
existant en CLASSIC et en LOOM par exemple.
Un rôle peut se voir associer des restrictions qui portent sur son co-domaine et sa
cardinalité, à l’instar des attributs d’une classe. En revanche, l’absence de caractère
procédural, comme les méthodes ou les réflexes, différencie nettement logiques de
descriptions et systèmes deRCO. Un système deRCO tire l’essentiel de son pouvoir
expressif et déductif du mécanisme d’héritage, des réflex s associés aux attributs et
des méthodes associées aux classes. De ce point de vue, l’opposition logiques de
descriptions–systèmes deRCO s’apparente à la controverse déclaratif–procédural
[Winograd, 1975]. Pourtant, les choses ne sont pas aussi tranchées : dans CLASSI
par exemple, il existe des fonctions test et des règles qui jouent un rôle comparable
à celui de certains réflexes d’un système deRCO.
L’héritage est un mécanisme de partage de propriétés qui permet d’associer de
nouvelles connaissances aux classes et à leurs instances,gén´ ralement en retrouvant
une valeur, une méthode ou un réflexe dans la hiérarchie d’éritage. Une nouvelle
classe se construit en spécialisant une ou plusieurs classes existantes (par adjonc-
tion ou redéfinition de propriétés). La mise en place d’une nouvelle classe dans
la hiérarchie est laissée à l’entière liberté du programmeur, tandis que la mise en
place d’un nouveau concept défini est à la charge du processus de classification.
De plus, la recherche de propriétés ne constitue qu’un aspect contingent du pouvoir
déductif lié à la subsomption et à la classification. Plus précisément, les propriétés
associées à une classe sont considérées comme des conditions nécessaires et jamais
comme des conditions suffisantes : une telle sémantique estdit descriptive(voir par
exemple[Nebel, 1991] [Buchheitet al., 1994] [De Giacomo et Lenzerini, 1997], et
les chapitres 10 et 12). Dans les logiques de descriptions, les concepts primitifs
ont aussi une sémantique descriptive, mais les concepts d´finis ont une sémantique
définitionnelle, sur laquelle repose le mécanisme de classification. Ainsi, dans un
système deRCO, si un objeto est une instance de la classeC, cela signifie que
o a été défini comme tel et qu’il possède les propriétés de la classeC (conditions
nécessaires). Réciproquement, si un objeto possède des propriétés qui pourraient
en faire une instance de la classeC, il n’existe (généralement) pas de sémantique qui
puisse assurer queo est une une instance deC (conditions suffisantes). Par suite, le
processus de classification n’est pas directement et entièr ment exploitable, comme
il serait souhaitable (voir toutefois la façon dont le raisonnement par classification
est exploité dans[Napoli et Laurenço, 1993], ainsi que dans leschapitres 12 et 14).
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Nous terminerons en évoquant leraisonnement par d́efaut. Dans un système
de RCO, tout attribut d’une classeC se voit généralement associer une valeur par
défaut, qui peut être redéfinie dans toutes les sous-clases deC. Une sous-classe
D hérite toutes les propriétés associées à ses super-classes, saufmasquageou ex-
ception à l’héritage[Ducournau et Habib, 1989]. Dans le premier cas, la valeur
d’une propriété héritable, valeur effective, méthodeu réflexe, est redéfinie. Dans
le second cas, un ensemble de propriétés héritables est ´ecarté. Le masquage et les
exceptions ont été beaucoup étudiés dans les systèmesde RCO [Ducournauet al.,
1995], mais ces deux techniques posent de nombreux problèmes dans le cadre des
logiques de descriptions, car elles conduisent à un raisonnement non monotone, qui
va à l’encontre de la sémantique d’inclusion des extensions associée à la subsomp-
tion [Brachman, 1985] : il ne peut y avoir d’exception dans l’inclusion ensembliste
DI ⊆ CI lorsqueD ⊑ C. Toutefois, un certain nombre de travaux traitent d’une
possible intégration du raisonnement par défaut dans leslogiques de descriptions :
[Quantz et Royer, 1992] [Baader et Hollunder, 1993] [Padgham et Zhang, 1993].
Parmi les études d’intégration, celle qui est présentée dans[Coupey et Fouqueré,
1997] se démarque quelque peu : des exceptions et des valeurs par défauts sont
directement associées à la structure des concepts dans lalogique de descriptions
ALδǫ. Une autre originalité de cette étude est de fournir àALδǫ une sémantique
algébrique qui s’appuie sur un système équationnel, à l’im ge des travaux réalisés
autour de K-REP [Dionneet al., 1993].
Il existe des comparaisons entre logiques de descriptions,modèles de données
(dans les bases de données) et systèmes deRCO, qui ont été faites à l’initiative
des chercheurs travaillant sur les logiques de descriptions [Calvaneseet al., 1994]
[Borgida, 1995]. Toutefois, ces comparaisons ne tiennent pas compte de l’aspect
procédural existant dans un système deRCO et peuvent donc apparaı̂tre comme
incomplètes.̀A l’inverse, l’ensemble des études théoriques sur les logiques de des-
criptions a inspiré certains chercheurs travaillant sur les systèmes deRCO et les
a amenés a mettre en place une théorie des systèmes classificatoires (ce qui est
d’ailleurs l’objet duchapitre 12).
Soulignons encore qu’un des intérêts principaux des travaux réalisés sur les
logiques de descriptions est de fournir aux concepteurs de syst` mes à bases de
connaissances de bonnes indications sur ce qu’ils peuvent —e ne peuvent pas
— représenter et traiter comme connaissances avec une logique de descriptions, à
l’image de[Brachmanet al., 1991], où sont examinées(( les tâches pour lesquelles
CLASSIC est et n’est pas approprié)), et de[Baader, 1996], où le pouvoir d’expres-
sion des logiques de descriptions est analysé formellement.
Quelques limitations des logiques de descriptions
Nous avons vu au paragraphe 11.2.8 que les travaux sur la complexité du rai-
sonnement terminologique ont mis en évidence que plus un langage de description
de concepts et de rôles est riche, plus la complexité du raisonnement est élevée.
Le dilemme est alors le suivant : faut-il préférer un langage limité et concis, à
l’image de CLASSIC, qui ne permet pas de tout représenter, mais qui a un com-
portement déductif contrôlable, ou bien faut-il préfér r un langage riche, à l’image
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de BACK ou de LOOM, aux possibilités multiples et variées, mais au comportement
déductif imprévisible ? La dualité(( langage pauvre)) ou (( langage riche)) a fait
l’objet de l’article [Doyle et Patil, 1991], où est critiquée la tendance minimaliste
associée à CLASSIC et l’(( enfermement conceptuel)) auquel aurait donné naissance
les résultats des travaux sur la complexité de la subsompti n10. Dans[Doyle et Pa-
til, 1991] sont également discutées les limitations des logiques dedescriptions dans
le cadre de la conception de systèmes d’intelligence artificielle réalistes. Ces limita-
tions sont de plusieurs sortes, parmi lesquelles figurent :
• la difficulté de représenter des relations entre rôles, comme dans les exemples
suivants :deux personnes qui ont pour résidence des pays différents, ou bien
deux enfants d’une m̂eme famille qui vont dans deuxécoles diff́erentes qui
sontéloigńees l’une de l’autre de 1 kilom̀etre,
• la représentation de quantifications sur les relations comme danstous les
élèves assistent̀a tous les cours[Woods, 1991] ;
• les traitements numériques en général ;
• les définitions récursives ;
• les relationsn-aires.
Il faut également mentionner le fait qu’une logique de descriptions ne peut pas
être employée seule dans une application réaliste — comme tout formalisme de
RCO d’ailleurs — et nécessite l’usage parallèle d’un langagede programmation,
avec lequel sont écrites les fonctions de contrôle globalde l’application.
À l’heure actuelle, les conséquences des travaux sur la complexité de la sub-
somption semblent avoir été assimilées et les réflexions se portent plutôt sur l’utili-
sation des logiques de descriptions dans des applications et domaines divers comme
les bases de données et les systèmes d’information, la fouille de données, le traite-
ment du langage naturel, etc.
Perspectives : niveaux de connaissances et systèmes multi-niveaux
Les apports des logiques de descriptions à la représentation de connaissances
sont importants. L’un des principaux est d’avoir mis l’accent sur l’existence de
différents niveaux de connaissances[Brachman, 1979] et de proposer des moyens
effectifs pour les prendre en compte, comme le font les processus de classification et
d’instanciation.À côté des niveaux généraux que sont les niveaux terminologiques
et factuels, les règles et implications — comme celles de CLASSIC et de LOOM —
constituent un troisième niveau de représentation. D’autres niveaux de connaissan-
ces peuvent venir enrichir ces niveaux de base[MacGregor, 1991] et traiter divers
besoins de représentation, comme le temps[Schmiedel, 1990], les connaissances
d’ordre numérique (concrete domains) [Baader et Hanschke, 1991], la relation de
composition et les objets composites[Padgham et Lambrix, 1994] et enfin les règles
du premier ordre[Levy et Rousset, 1996]. Dans le même genre d’idées, il est pro-
posé dans[Buchheitet al., 1994] de distinguer deux niveaux dans la description des
10. Le comportement déductif d’un sous-système de CLASSICest examiné minutieusement dans[Bor-
gida et Patel-Schneider, 1994], tandis qu’une étude comparative concernant les langages(( pauvres)) et
(( riches)) est donnée dans[Heinsohnet al., 1994].
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concepts et des rôles : le niveau dessch́emas, qui se rapporte aux concepts et aux
rôles primitifs, et le niveau desvues, qui se rapportent aux concepts définis (schéma
et vue sont deux termes qui ont été choisis par analogie avec l t rminologie em-
ployée dans les bases de données). Il est alors possible detravailler avec des cir-
cuits terminologiques au niveau des schémas et d’introduie des constructions soit
au niveau des schémas soit au niveau des vues, ce qui conduità une appréhension
différente de la complexité du raisonnement terminologique.
Toutefois, différencier ces niveaux de connaissances estquelquefois difficile,
certaines connaissances se décrivant aussi bien par des r`egl , des implications ou
encore des expressions conceptuelles. Ce problème met en lumière l’absence de
véritable méthodologie de représentation et de conception d’applications dans le
cadre des logiques de descriptions[Brachmanet al., 1991]. C’est également vrai
pour les systèmes deRCO [Chouvetet al., 1996], en dehors de tous les travaux sur
l’acquisition de connaissances.
En s’appuyant sur des travaux qui s’intéressent à l’intégration de plusieurs for-
malismes de représentation dans un même système[Carréet al., 1995], la mise au
point de systèmes de représentationmulti-niveaux, où chaque niveau est relatif à
un langage de description de concepts et de rôles qui lui estpropre, constitue une
des perspectives d’utilisation des logiques de descriptions [MacGregor, 1991]. Un
premier niveau peut correspondre à un langage de description de concepts et de
rôles simple, commeFL-, PL1 ouPL2 [Donini et al., 1991b], pour lequel la sub-
somption est correcte, complète et de complexité polynômiale. Les descriptions de
premier niveau ne sont en relation qu’avec des descriptionsde ce niveau. Au se-
cond niveau apparaı̂t un langage de description de conceptset de rôles de l’ordre de
ALCNR, ce qui remet (forcément) en cause la complétude de la subsomption. Un
troisième niveau peut être réservé à la représentatio de connaissances procédurales,
un autre aux méta-connaissances, et d’autres niveaux encore peuvent prendre en
compte le temps, la composition, etc. — comme évoqué ci-dessus — sans oublier
un niveau dédié à la programmation. Les niveaux peuvent ˆetre classés par ordre
(partiel) de complexité croissant, et les descriptions deniv aun ne peuvent être en
relation qu’avec des descriptions de niveau inférieur ou ´egal àn. L’utilisateur quant
à lui peut choisir son niveau de représentation en toute connaissance de cause et
tenir compte du comportement déductif du système au niveau où il travaille.
11.5 Conclusion
Dans ce chapitre, nous avons présenté les logiques de descriptions, qui consti-
tuent un formalisme de représentation de connaissances caractérisé par les points
suivants :
• Un langage permet de construire des descriptions conceptuelles qui sont gé-
nériques (concepts primitifs et définis) ou individuelles (instances).
• Une sémantique est associée à chaque construction syntaxique par l’intermé-
diaire d’une interprétation.
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• Une relation de subsomption permet d’organiser les descriptions par niveau
de généralité, et de procéder à des inférences ; cetterelation est à la base des
processus de classification et d’instanciation.
Sur le plan de la théorie de la représentation des connaissance , les logiques
de descriptions ont apporté une certaine originalité dans le traitement de problèmes
d’intelligence artificielle. Elles se sont avérées êtreun des premiers formalismes
structurels — où sont manipulées des structures — à diff´erencier et étudier explici-
tement le niveau syntaxique et le niveau sémantique dans une représentation, ainsi
que les relations existant entre ces deux niveaux, comme c’est le cas en logique
classique.
Les logiques de descriptions ne sont pas seulement un formalisme théorique
et réservé aux théoriciens de la représentation des connaissances : la recherche au-
tour des logiques de descriptions est très active et a des vis´ es à la fois pratiques
et théoriques. Ainsi, la construction de systèmes traitant de problèmes réels est au
centre des préoccupations de nombreux travaux de recherches. Les logiques de des-
criptions ne sont pas des formalismes figés et sont suffisamment souples pour ac-
cepter l’introduction de nouveaux constructeurs, capablede répondre à des besoins
particuliers, charge alors au concepteur d’évaluer et de tenir compte de la complexité
de la subsomption qui en résulte.
Les études effectuées dans le cadre des logiques de descriptions constituent une
base de première importance pour les recherches sur les syst` mes deRCO, que ce
soit pour les concepteurs ou les utilisateurs de ces système . En particulier, le rai-
sonnement par classification est devenu une méthode d’inf´ere ce essentielle, mais
qui nécessite d’être intégrée et utilisée de façon correcte. Dans tous les cas, la re-
cherche sur les systèmes deRCO peut se nourrir des recherches sur les logiques de
descriptions, mais la réciproque est vraie aussi, et l’avenir des logiques de descrip-
tions passe certainement par une intégration avec les système deRCO.
Note sur les logiques de descriptions et le Web
Les lecteurs navigateurs pourront aller visiter l’adressesuivante sur le Web :
http://dl.kr.org/dl
où ils trouveront des informations concernant notamment la bibliographie et les
séminaires annuels sur les logiques de descriptions, ainsi que les moyens de joindre
les chercheurs du domaine et d’obtenir les systèmes disponibles.
12
La logique des objets :
application à la classification
incertaine
L E SUCC̀ES DES OBJETSest justifié habituellement par les qualités que recher-che et promeut le génie logiciel : modularité, extensibilité ou réutilisabilité
sont des références obligées (voirchapitre 2par exemple). Pourtant, une raison
moins reconnue est sans doute aussi importante : les objets (informatiques) ont une
capacité(( naturelle)) de représentation (des objets) du(( monde)) (chapitre 1). Cette
capacité est à l’origine de la représentation des connaissances par objets (chapitre
10) en intelligence artificielle, autant que des méthodes d’analyse et de conception
(chapitre 4) en génie logiciel ou encore des bases de données d’objets(chapitre
5). En fait, on peut conjecturer que ces bonnes qualités de repr´ s ntation, par leur
(( déclarativité)) [Winograd, 1975 ; Carrét al., 1995], sont aussi à l’origine des qua-
lités revendiquées par le génie logiciel. L’étude de lasémantique de représentation
des diverses approches objet et leur comparaison dans un cadre commun est ainsi
une étape nécessaire. Or, parallèlement aux développements de l’approche objet
dans le courant principal du génie logiciel, un courant important de la représentation
des connaissances et plus particulièrement desréseaux śemantiquesa conduit à la
définition d’une famille de langages, leslogiques de descriptions(chapitre 11), qui
s’est trouvée confrontée, dès sa naissance, à ces questions de sémantique et les a
résolues d’une manière tout à fait satisfaisante. Il était donc tentant d’appliquer cette
recette éprouvée aux systèmes d’objets plus usuels. Le cadr desyst̀emes classifica-
toiresest une abstraction de ces diverses approches objet qui constitue une première
proposition en ce sens.
Un système classificatoire est constitué, d’une part d’unehiérarchiedeclasses,
décrites ou définies eni tensionpar un ensemble depropriét́eset munies d’une
interprétationextensionnelle, d’autre part d’un ensemble d’assertions formant une
description, incomplète, du monde[Ducournau, 1996a]. L’ensemble peut être consi-
déré comme une logique, avec une sémantique directe en théorie des modèles,
comme celles des logiques de descriptions[Nebel, 1990a ; Woods et Schmolze,
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1992] (chapitre 11), et un système de déduction constitué d’un ensemble de r` gl s
d’inférences ou d’algorithmes spécialisés. La justification de(( classificatoire)) est
double : ces systèmes offrent une(( classification des espèces)), au sens de la hiérar-
chie de classes, et ils se prêtent à une(( classification des individus)), au sens du
mécanisme d’inférence qui reconnaı̂t qu’un individu apprtient à une classe. Ce
chapitre est consacré à ce mécanisme d’inférence et à la sémantique qu’il suppose.
Cette approche classificatoire a été reconnue et mise en œuvre à la charnière
des années 70 et 80 dans les langages dits deframes[Minsky, 1975 ; Fikes et Keh-
ler, 1985] qui ont donné naissance à deux courants principaux. L’un des critères
discriminant ces deux courants est le caractèredéfinitionnelou simplementdes-
criptif des classes. Les logiques de descriptions (LD) ont introduit la distinction
entre classe1 définieou primitive [Nebel, 1990a] : pour une classe définie, la des-
cription de la classe constitue unecondition ńecessaire et suffisanted’appartenance
d’un objet à l’extension de la classe. En revanche, pour uneclasse primitive, la
description n’est qu’un ensemble de conditions nécessaires. Des classes définies au-
torisent la classification automatique des instances que pratiquent les logiques de
descriptions sous le nom der ´ alisationou, plus récemment, d’instanciation. Du
côté des systèmes de représentation des connaissancespar objets, la sémantique des
classes est purement descriptive : aussi, pour remédier àl’ mpossibilité d’une clas-
sification automatique, certains de ces systèmes pratiquent, d puis SHIRKA [Re-
chenmann, 1988] et ses successeurs TROEPS[Mariño, 1993 ; Projet Sherpa, 1995 ;
Euzenat et Rechenmann, 1995] ou FROME [Dekker, 1994], une classification que
l’on peut qualifier d’incertainepuisqu’elle attribue à la relation classe-instance une
modalité parmisûre, possibleet impossible.
Chacune de ces approches présente une limitation importante : pour les logiques
de descriptions, les classes primitives constituent une barrière quasiment infranchis-
sable, dans la mesure où l’appartenance à une classe primitive ne peut en général
pas se déduire, alors que, de son côté, la représentation des connaissances par objets
ne peut effectuer presqu’aucune inférence valide de classification automatique.
L’objectif de ce chapitre est double. Il s’agit d’une part depr´ senter un cadre
abstrait, analogue à celui des logiques de description, mais permettant d’appréhender
les spécificités des systèmes d’objets usuels, qu’ils viennent de la programmation,
des bases de données ou de la représentation des connaissaces. Il s’agit d’autre
part d’utiliser ce cadre abstrait pour étudier la validit´e de cette classification incer-
taine pratiquée par certains systèmes de représentation des connaissances à objets.
Le chapitre renverra ainsi en permanence auxchapitres 10 et 11.
Les trois premières parties du chapitre introduisent le cadre général des systèmes
classificatoires (SC) puis présentent successivement leur sémantique formelle et une
abstraction du système de déduction associé. La quatri`eme partie pose le problème
de la classification d’instances et donne trois versions, extensionnelle, intensionnelle
et structurelle, de la classification incertaine, avant d’examiner les questions de cor-
rection et de complétude qui ne manquent pas de se poser. Le chapitre se termine
par une comparaison avec des travaux connexes et ouvre quelques perspectives.
1. Les logiques de descriptions utilisent en fait le terme deconceptmais nous utiliserons uni-
formément celui declasse.
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12.1 Les syst̀emes classificatoires
Le problème de la classification se pose dans un cadre de représentation par ob-
jets, au sens large, qui consiste en unehiérarchiede classesdécrites enintension
et interprétées enextension. Cette hiérarchie constitue une première composante,
intensionnelle, ce que les logiques de descriptions nomment laTBox; il lui corres-
pond une seconde composante,extensionnelle, la ABoxdans la définition restreinte
de [Nebel, 1990a] ou de[Buchheitet al., 1993]. L’ensemble constitue unsyst̀eme
classificatoire.
12.1.1 La composante intensionnelle : les classes
La composante intensionnelle desSC est constituée d’une hiérarchie de classes
décrites en intension par despropriét́esqui s’expriment au travers d’attributs; s’y
ajoutent diverses relations entre ces classes.
La hi érarchie et son interprétation extensionnelle
X est un ensemble fini d’entit́es ǵeńeriquesou classes, ordonnées par une re-
lation desṕecialisation≺ qui est un ordre partiel strict (et est l’ordre partiel as-
socié). Comme c’est l’habitude dans les approches objet, on parlera desous-classe
ou desuper-classen référence à cette relation.
Cette hiérarchie s’interprète dans un cadre extensionnel dont nous présentons
d’abord un aperçu intuitif et relativement informel :Ω est un ensemble d’entit́es
individuellesouobjets, qui peuvent être associés aux classes par l’applicationExt :
X −→ 2Ω telle que
α  β =⇒ Ext(α) ⊆ Ext(β).
Ext(α) est appelé l’extensionde la classeα : c’est l’ensemble des objets qui(( tom-
bent sous le concept)) α. Lorsqueo ∈ Ext(α), o est uneinstance deα, et α est
une(et non pasla) classe deo. Inversement, l’applicationIsa : Ω −→ 2X associe
à tout objeto les classes dont il est instance,s sclasses. La relation desubsomption
extensionnellest unpréordresurX , noté, induit par l’inclusion des extensions :
α  β
def
⇐⇒ Ext(α) ⊆ Ext(β).
De plus, deux éléments deX sont distingués : un plus grand élément, noté⊤, d’ex-
tensionΩ, et un plus petit, noté⊥, d’extension vide.
Il faut enfin ajouter à ce cadre général une relation d’incompatibilité, notée
α∇β, qui peut se définir extensionnellement parExt(α) ∩ Ext(β) = Ext(⊥).
La relation d’incompatibilité est héritable : si deux classes sont incompatibles, les
sous-classes de l’une sont incompatibles avec l’autre.
Ce cadre extensionnel naı̈f trouvera dans la suite deux réalisations différentes :
la première dans la composante extensionnelle qui décritl s nstanceseffectives, la
seconde dans la sémantique formelle duSC qui considère les instancespotentielles.
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La description intensionnelle des classes
Chaque classe est munie d’une(( description)) en intension, formée d’une col-
lection depropriét́esdont chacune s’exprime par l’appartenance d’unattribut à un
domaine. P est un ensemble d’attributs et, pour toute classeα, Pα représente l’en-
semble des attributs deα. L’ héritage de propríet́esconsiste d’abord en une inclu-
sion des ensembles d’attributs associés à des classes quise spécialisent :α ≺ β =⇒
Pα ⊇ Pβ.
Une applicationDom : X × P −→ 2D (oùD est un domaine quelconque con-
tenantΩ ou2Ω) associe à chaque attributP d’une classeα undomaineDom(α, P ).
On noteraDomP (resp.Domα) la fonction obtenue en fixantP (resp.α).
Le cadre intensionnel est relié au cadre extensionnel comme suit. D’abord, cha-







Dans un objeto, chaque attributP ∈ Attr(o) désigne unevaleur, notéeP (o), dont
Dom(α, P ) représente les valeurs admissibles. Sio ∈ Ext(α) et P ∈ Pα, alors
P (o) ∈ Dom(α, P ). L’ héritage de propríet́esn’est pas seulement l’héritage des
attributs : c’est aussi l’héritage de leur domaine et une contrainte d’inclusion en cas
deredéfinitionde ces domaines :
α ≺ β & P ∈ Pβ =⇒ DomP (α) ⊆ DomP (β).(12.1)
À ce stade, on peut introduire la notion d’intensiond’une classe, notéeInt(α)
et constituée par le couple (Pα, Domα). Les intensions sont munies d’une relation
d’ordre⊒, similaire à l’inclusion, comme suit :
Int(α) ⊒ Int(β)
def
⇐⇒ Pα ⊇ Pβ & ∀P ∈ Pβ : DomP (α) ⊆ DomP (β)
Int est donc, commeDomP , monotone:
α ≺ β =⇒ Int(α) ⊒ Int(β).
De façon analogue à la subsomption extensionnelle, la relation desubsomption in-
tensionnelleest unpréordresurX , noté, induit par l’inclusion des intensions :
α  β
def
⇐⇒ Int(α) ⊒ Int(β).











Domα(P ) ∩Domβ(P ) si P ∈ Pα ∩ Pβ
Domα(P ) si P ∈ Pα − Pβ
Domβ(P ) si P ∈ Pβ − Pα
Dans cette définition, si jamais l’un desDomα(P ) ∩ Domβ(P ) est vide (siP n’a
aucune valeur admissible), on pose alors queInt(α)⊔ Int(β) = (P , ∅) = Int(⊥).
⊓ se définit de manière duale.
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Covariance et contravariance
La monotonie deDomP (12.1) traduit unecovariancequi est naturelle en repré-
sentation des connaissances. Cette covariance est pratiquée aussi, entre autres, par
EIFFEL (chapitres 2 et 3) et O2 (chapitre 5), bien qu’elle soit l’exact opposé de la
contravarianceque la théorie des types impose pour garantir une compilation(( sûre
du point de vue des types)) (type safe) [Castagna, 1996 ; Boyland et Castagna, 1996 ;
Castagna, 1997] (voir chapitre 1).
Cette incompatibilité de la représentation des connaissances et de la théorie des
types s’explique simplement : le domaine d’un attribut est impl citement quantifié
existentiellement (pour chaque objet,il existe unevaleur qui value l’attribut), alors
que la substituabilité à la base de la théorie des types sou -entend une quantifi-
cation universelle (l’expression peut être substituée par toutevaleur de son type).
L’incompatibilité n’est gênante qu’à partir du moment où l’on veut écrire des pro-
gramme statiquement typés qui manipulent des objets de repr´ s ntation : ce n’est
théoriquement pas l’objet de la représentation des connaissances par objets (encore
que ce soit un souhait exprimé par[Carréet al., 1995]), mais c’est l’objectif ex-
plicite des bases de données objet (voirchapitre 5) et, même celui des langages
de programmation par objets, dès lors que leurs objets se mett nt partiellement à
représenter le monde. D’où le choix non orthodoxe de O2 ou d’EIFFEL.
L’expression de la composante intensionnelle
En pratique, une classeα est introduite au moyen de ses super-classes directes
Super(α) — explicitement désignées ou, par défaut,{⊤} — et de sonintension
propre, notéeInt∗(α), par laquelle sont ajoutés des attributs ou restreints desdo-
maines.P∗α désignera le sous-ensemble d’attributs deα figurant dansInt
∗(α).
Alors, Int(α) = (
⊔
β∈Super(α) Int(β)) ⊔ Int
∗(α). On suppose que le domaine
d’un attributhéritésans redéfinition s’obtient par intersection des domaineshérités.
Il s’agit donc soit d’un simple héritage du domaine, soit dece que[Ducournauet
al., 1995] appelle une résolution correcte de conflit de valeur, sur ledomaine de
l’attribut.
Pour que l’expression des classes soit complète, il faut aussi exprimer le do-
maine des attributs. Le problème est queDom n’a été considéré jusqu’ici qu’en ex-
tension, alors qu’il ne peut être exprimé qu’en intension. Or les classes constituent
le seul moyen à notre disposition pour définir un ensemble.En première approxima-
tion,Dom(α, P ) peut donc être donné par le type de l’attribut, et par ses cardin lités
admissibles, grâce à deux fonctions,type : X ×P −→ X etcard : X ×P −→ 2N.
L’ensemble des valeurs admissibles est alors défini par :
Dom(α, P )
def
= {A ⊆ Ext(type(α, P )) | |A| ∈ card(α, P )}.
Outre l’introduction intensionnelle des classes, par l’explicitation de leurs attri-
buts et de la relation de spécialisation, il peut être nécessaire d’expliciter les relations
extensionnelles qui ne se déduisent pas de l’intension. Ainsi, si la relation d’incom-
patibilité possède un analogue intensionnel, défini parInt(α) ⊔ Int(β) = Int(⊥),
les deux définitions ne sont pas équivalentes : il peut doncêtre nécessaire de déclarer
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explicitement certaines relations d’incompatibilité, en plus des déclarations inten-
sionnelles implicites. On notera ainsi∇a la relation d’incompatibilité exprimée ex-
plicitement, pour affirmer par exemple que, dans le domaine modélisé, il n’existe
pas d’objets de[forme ronde] et de[couleur rouge].
Classes d́efinies ou primitives
Chaque classe ainsi introduite doit aussi être qualifiée de primitive ou définie.
Dans ce dernier cas, la description (ou l’intension) de la classe est une condition
nécessaire et suffisante d’appartenance pour les instance, alors que, dans le premier
cas, il ne s’agit que de conditions nécessaires.
Dans les systèmes d’objets habituels (langages de programmation ou de repré-
sentation, bases de données) les classes ne sont en général que primitives. Ce sont les
logiques de descriptions (chapitre 11) qui ont mis au premier plan cette distinction,
mais elle est suffisamment naturelle pour qu’un langage de programmation comme
LORE [Caseau, 1985 ; Caseau, 1987] éprouve le besoin d’introduire un équivalent
des classes définies sous le nom dedéfinition par śelection. Les classes définies
constituent aussi l’une des premières formes desvuesdans les bases de données
objet (cf.chapitre 5).
12.1.2 La composante extensionnelle : les instances
La composante extensionnelle est constituée par la description de toutes les en-
tités individuelles, instanceseffectivesdes classes introduites dans la composante
intensionnelle. On supposera donnée, dans la suite, cettedernière.
Description du monde
La composante extensionnelle constitue unedescription du mondenotéeW .
C’est une réalisation particulière de l’interprétation extensionnelle duSC qui doit
donc respecter toutes les contraintes formulées dans l’exposé de cette interprétation.
La description du monde peut être vue comme un ensemble fini d’assertions, ana-
logue à une base de données relationnelle. Ces assertionspeuvent être de deux
sortes :
• α(o) ∈ X × Ω affirme l’existence de l’objeto ∈ Ext(α) ;
• P (o, o′) ∈ P × Ω× Ω associe à l’attributP de l’objeto la valeuro′.
La seconde catégorie pose le problème des valeurs manquantes : la valeur de
l’attribut P de l’objeto, notéeP (o), est constituée par éventuellement plusieurs as-
sertions élémentaires :P (o, vi), 1 ≤ i ≤ n, etv = {vi | 1 ≤ i ≤ n}. L’ensemble de
ces assertions s’interprétera comme une inclusion,P (o) ⊇ v : c’est une hypothèse
dumonde ouvertsur la valeur des attributs.
Les instances s’expriment tout aussi bien dans un style objet — c’est-à-dire en
faisant apparaı̂tre des entités avec des attributs —, par un ensembleO d’instanceso,
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appartenant à des classesIsaW(o) et munies d’un ensembleAttrW(o) d’attributs
P de valeurPW(o) :
O
def
= {o | α(o) ∈ W}(12.2)
IsaW(o)
def
= {β ∈ X | α(o) ∈ W & α  β}(12.3)
AttrW(o)
def
= {P | P (o, o′) ∈ W}(12.4)
PW(o)
def
= {o′ | P (o, o′) ∈ W}(12.5)
Ces fonctions caractérisent ce qui a été explicitement affirmé de l’objet, sans aucune
inférence, à part la fermeture par pourIsaW . La fonctionExtW , qui désigne les
instances connues d’une classe, se définit symétriquement.
Les objectifs d’un syst̀eme classificatoire
La construction de la hiérarchie elle-même mise à part, un système classifica-
toire peut être utilisé, au niveau extensionnel, de diverses façons :
l’h éritage permet de connaı̂tredéductivementles attributs d’un objet — pas leurs
valeurs, au moins dans un premier temps (chapitre 10), mais leur présence et
leur (( intension)) —, étant donné les classes de l’objet ;
la classification permet de reconnaı̂treinductivementun objet comme instance
d’une classe, compte-tenu de ses attributs connus : c’est unide tificationau
sens duchapitre 15; des assertions{α(o) P (o, o′)}, on peut déduire queo′ ∈
Ext(type(α, P )), mais on peut aussi induire une classeβ, éventuellement
sous-classe deα, telle queo′ ∈ Ext(type(β, P )) eto ∈ Ext(β).
le filtrage détermine les instances d’une classe ou, plus généralement, les objets
qui vérifient certaines propriétés qui peuvent s’exprimer par l’intension d’une
classe : dans les logiques de descriptions, comme dans FROME [Dekker, 1993],
toute requête est considérée comme une classe dont il ne rest plus qu’à
collecter les instances, une fois qu’elle a été correctement insérée dans la
hiérarchie.
la construction d’instance consiste à valuer les attributs d’un objet, éventuellement
en créant d’autres objets qu’il faut récursivement construire et classer[Girard,
1995].
Mais la distinction de ces différents problèmes est artificielle : il s’agit d’abord d’un
problème uniforme de déduction. Ce n’est qu’ensuite que l’on peut introduire des
spécificités comme une classification ou un filtrage incertains.
12.2 Śemantique des syst̀emes classificatoires
La théorie des mod̀elesoffre un cadre général pour établir une sémantique for-
melle ensembliste : le but est en particulier de définir la notio de conséquenceva-
lide, c’est-à-dire valable pour tous lesmod̀eles, d’un ensemble de descriptions.
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Certains auteurs partent du principe que l’objectif de la représentation des con-
naissances est de représenter une partie idéalisée du monde réel, et considèrent qu’il
existe undomaine mod́elisé, c’est-à-dire un modèle privilégié, qui est censé détenir
la sémantique duSC. C’est, par exemple, la position de[Euzenat, 1994]. Les propo-
sitions qui sont vraies dans ce modèle particulier sans être valides traduisent alors
une incapacité du système de représentation (ou de ses utilisateurs) à représenter
fidèlement le domaine modélisé et lui seul. Mais, unSC est un système générique
qui ne peut pas s’appuyer sur l’existence d’un domaine modélisé pour la réalisation
de ses algorithmes : pour être corrects, ils doivent correspondre à des inférences va-
lides. Aussi la prise en compte du domaine modélisé en tantque modèle privilégié ne
paraı̂t possible que dans le choix d’unSCmuni de propriétés spécifiques.À cettein-
compĺetude intensionnelles’ajoute uneincompĺetude extensionnelleiée au fait que
l’état du domaine modélisé, c’est-à-dire l’´ tat du monde, n’est pas complètement
connu.
12.2.1 Une śemantique en th́eorie des mod̀eles
Le cadre général et les notations sont empruntés, avec quelques variantes, aux lo-
giques de descriptions, en particulier à[Nebel, 1990a]. Précisons qu’il ne s’agit que
d’une sémantique partielle, d’un schéma général où nefigurent que les équations
communes à tous.
Modèle d’un syst̀eme classificatoire
Une structure śemantique2 d’un SC est un quadruplet(∆, EX , EP , EO) formé
d’un domaine arbitraire∆, d’une fonction d’interprétation des classesEX : X −→
2∆, d’une fonction d’interprétation des attributsEP : P −→ (∆ → 2∆), et d’une
fonction d’interprétation des objets, injective,EO : O −→ ∆. Pour simplifier les
notations, on considérera une fonction unique, notéeI ( n exposant), dont chacune
des trois fonctions d’interprétation sera la restrictionsur son domaine propre. Une
structure sémantique se réduit alors à la paire(∆, I).
Un mod̀eleM d’un système classificatoire est une structure sémantique (∆, I)
qui satisfait les propriétés suivantes, d’une part pour la composante intensionnelle :
⊥I = ∅ ⊤I = ∆(12.6)
α ≺ β =⇒ αI ⊆ βI(12.7)
α∇aβ =⇒ α
I ∩ βI = ∅(12.8)
o ∈ αI , P ∈ Pα =⇒
{
P I(o) ⊆ type(α, P )I





αI =⇒ P I(o) pas défini(12.10)
2. Les termes destructure sémantique, modèleet interprétationsont souvent synonymes : nous avons
pris le parti de désigner parstructure sémantiqueun (( type )), constitué d’un domaine et des quelques
fonctions associées à ce domaine, parmodèleune structure sémantique vérifiant des propriétés parti-
culières et parinterprétation les fonctions (ou leurs images) qui associent aux entités du langage des
éléments du domaine. Lechapitre 11fait un usage un peu différent des mêmes termes.
12. La logique des objets 359
d’autre part, pour la composante extensionnelle :
α(o) ∈ W =⇒ oI ∈ αI(12.11)
P (o1, o2) ∈ W =⇒ o2
I ∈ P I(o1
I)(12.12)











o | P I(o) ⊆ type(α,P )I & |P I(o)| ∈ card(α, P )
¯(12.13)
Seule l’inclusion, qui se déduit des formules (12.7-12.12), vaut pour une classe pri-
mitive.
L’axiome (12.10) dit que les attributs ne sont définis que dans les classes où ils
ont été introduits : c’est une caractéristique des syst`emes d’objets usuels qui n’est
vérifiée ni par les logiques de description (chapitre 11), ni par TROEPSou certains
langages(( simples)) [Crampé et Euzenat, 1996] (chapitre 10). C’est pour cet axiome
que le co-domaine deEP est un ensemble de fonctions et non un ensemble de rela-
tions.
Subsomption, incompatibilité, incoh́erence et inconsistance
On peut maintenant définir formellement diverses notions extensionnelles dont
la présentation n’a été qu’intuitive :
• les relations de subsomption et d’incompatibilité extensio nelle et∇ se
définissent en symétrisant les formules (12.7) et (12.8) et en les quantifiant
universellement sur tous les modèles :
α  β
def
⇐⇒ ∀M : αI ⊆ βI(12.14)
α∇β
def
⇐⇒ ∀M : αI ∩ βI = ∅(12.15)
• une classe estincoh́erentesi son extension est vide dans tous les modèles4 :
c’est donc une classe subsumée extensionnellement par⊥ ;
• une description du monde estinconsistantesi elle n’a aucun modèle.
Les notions d’incohérence et d’inconsistance, qui sont rela iv ment synonymes dans
le langage commun, sont donc clairement distinguées : leurportée est respective-
ment locale ou globale et elles sont reliées par le fait que to te instance d’une classe
incohérente rend la description du monde inconsistante5. Dans la suite du chapitre,
nous utiliserons toujours ces termes dans ce sens formel.
3. Il y a plusieurs manières de définir une classe : celle-ciest relative aux super-classes et à l’intension
propre, mais il est possible de les définir relativement à la seule intension de la classe.
4. Dans la terminologie duchapitre 11, ce serait une classeinsatisfiable: comme nous utilisons plus
loin ce dernier terme dans un autre sens, nous reprenons ici le terme d’incohérence utilisé aussi par
[Nebel, 1990a].
5. La notion de (in)consistance utilisée dans lesCSP(voir chapitre 9) est voisine de la nôtre : l’incon-
sistance réside dans une absence de modèle (logique) ou une absence de solution (CSP). En revanche,
il n’y a pas, dans lesCSPde notion distincte d’incohérence, et les deux termes sontemployés sans dis-
tinction. Il est pourtant possible d’introduire la notion de contrainte incohérente, car applicable à aucun
objet.
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La notion de conśequence
On arrive alors classiquement à la notion de conséquence valide d’une descrip-
tion du monde :
• le modèleM satisfait la descriptiond, noté|=M d, qui correspond aux ver-
sions symétriques des clauses (12.11) et (12.12) ci-dessus ;
|=M α(o) ⇐⇒ o
I ∈ αI(12.16)
|=M P (o1, o2) ⇐⇒ o2
I ∈ P I(o1
I)(12.17)
• si tous les modèles deW satisfontd, notéW |= d, d est uneconśequence
validedeW :W |= d ⇐⇒ ∀M : |=M d. SiW estinconsistant, toute
description en est une conséquence valide, comme en logique classique.
Une description du mondeW estferméepar|= ssiW = {d | W |= d}.
La sémantique qui précède a vidé de toute signification formelle les notations
intuitives commeIsa(o), Ext(α), Attr(o) ou P (o). Il faut en fait choisir, entre
trois notions différentes, suivant que l’on considère ladescription du mondeW , un
modèleM donné ou enfin tous les modèles deW .
12.2.2 Propríetés structurelles sṕecifiques
Un catalogue de propriétés structurelles des systèmes clas ificatoires est proposé
dans[Euzenat, 1993b]. Ces propriétés sont examinées plus en détail dans[Ducour-
nau, 1996a] et nous les reprenons ici pour notre argumentation future. L’exhaustivit́e
d’un SC se caractérise par le fait que tout objet est instance d’un (de)puits (c’est-
à-dire un sommet sans successeur,⊥ mis à part) de la relation. C’est le cas des
esp̀eces biologiques: il n’existe pas de purmammifère, qui ne soit pas membre
d’une sous-catégorie,chien ouchat (chapitre 15).
Dans les systèmes de représentation des connaissances par objets comme SHIRKA
ou TROEPS(chapitre 10), ainsi que dans la quasi-totalité des langages de program-
mation par objets, la relation d’incompatibilité se déduit de deux autres propriétés
spécifiques, l’exclusivit́e (deux classes incomparables sont incompatibles) ou l’uni-
vocit́e (c’est la mono-instanciation — tout objet est instance d’une ique classe
minimale — habituelle des systèmes à objets, en opposition à la multi-instanciation
implicite jusqu’ici dans ce chapitre). Ces trois propriétés sont à la base de toutes
les classifications des espèces naturelles. La quasi-totalité des langages de program-
mation sont univoques : lorsqu’ils sont enhéritage simple, ils sont de plus exclu-
sifs. Parmi les langages qui nous intéressent, SHIRKA est univoque, mais FROME et
TROEPSne le sont pas, pas plus que les logiques de descriptions.
Notons juste que ces propriétés peuvent s’adresser à l’interprétation duSC (à
un ou à tous les modèles), aussi bien qu’à une descriptiondu monde ou encore
au processus de classification lui-même. Nous prendrons lepremier point de vue,
contrairement à[Euzenat, 1993b] qui s’en tient au dernier.
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12.2.3 L’interpr étation de l’incomplétude extensionnelle
La sémantique des systèmes d’objets proposée ici fait, au niveau extensionnel,
l’hypothèse dumonde ouvert, comme le font les logiques de descriptions, mais à
l’opposé de l’hypothèse dumonde closhabituelle en programmation logique ou
dans les bases de données (chapitre 5). Non seulement tous les objets ne sont pas
connus, mais les objets connus ne le sont que par certaines classes et certains attri-
buts dont les valeurs sont elles-mêmes incomplètes : c’est une incomplétude exten-
sionnelle.
Le problème est que leSC est utilisé, à un moment donné, pour représenter, non
pas n’importe quel modèle, mais un certainétat du monde(du domaine modélisé)
qui n’est connu qu’incomplètement au travers de la description du mondeW . On
peut considérer une suite croissante (au sens ensembliste) de descriptions consis-
tantes du mondeWi, 1 ≤ i ≤ n : le fait que les descriptions soient consistantes
et la suite croissante permet de supposer qu’elles décrivent toutes le même monde.
Il est probable que pour toute théorie à peu près bien formée, les modèles deWi
sont des modèles deWj , pour toutj < i. C’est en fait une définition de monoto-
nie. Si l’on assimile cet état du monde à un (sous-ensemblede)6 modèle(s) deW ,
toute suite croissante de descriptions{Wi}i≥0, avecW =W0, n’est pas réalisable :
seules celles qui conservent ceux que l’on appellera lesmod̀eles du probl̀emesont
possibles.
La difficulté réside dans le fait que ces modèles du probl`eme ne sont pas connus,
pas plus du système que de l’utilisateur : c’est d’ailleursle problème à résoudre. Le
raisonnement valide que le système peut mettre en œuvre ne suffit bien sûr pas
pour les atteindre. Or, que peut-il faire de plus ? Si l’on exclut un raisonnement
hypothétique ou non monotone, rien, si ce n’est déléguera monde extérieur (l’uti-
lisateur) le soin de compléter ses connaissances pour de nouv lles inférences. Dans
ce cadre, l’un des rôles duSC serait de présenter à l’utilisateur des hypothèses plus
plausibles que d’autres.
12.3 D́eduction dans les SC : pŕesentation abstraite
Pendant longtemps, l’étude de la déduction dans lesSC (en fait, essentielle-
ment dans les logiques de descriptions) s’est cantonnée aux propriétés calculatoires
(décidabilité et complexité) des problèmes, réduisant l déduction elle-même à un
algorithme dont on discute, au mieux, la complexité et la complétude. Les approches
plus récentes se sont tournées vers des techniques relevant plus de la théorie de la
déduction.
De façon abstraite, la déduction dans unSC va consister à définir un connecteur
de dérivation⊢, analogue méta-syntaxique de|= mais opérant au plan syntaxique
et non plus sémantique :(( H;W ⊢ d )) se lit (( deH etW on peut dériverd )), où
6. Le nombre de modèles du problème dépend du genre de problème traité : pour un diagnostic, il
n’y a vraisemblablement qu’un modèle, à moins de considérer des hypothèses alternatives. En revanche,
pour un problème de conception, il peut y avoir plusieurs solutions alternatives. Enfin, s’il y a plusieurs
modèles, on peut chercher à les calculer tous ou se contenter d’un seul.
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H etW désignent respectivement les composantes intensionnelle et extensionnelle.
Ce connecteur peut être défini aussi bien implicitement — au tr vers d’un algo-
rithme[Nebel, 1990a ; Borgida et Patel-Schneider, 1994], de systèmes de contrain-
tes[Schmidt-Schauß et Smolka, 1991 ; Buchheitet al., 1993 ; Doniniet al., 1994]
ou de recherche systématique d’un modèle fini[Paramasivam et Plaisted, 1996] —,
qu’explicitement, par des règles d’inférence[Borgida, 1992] (voir chapitre 11, sec-
tion 2 et 3).
Les rapports entre déduction et sémantique s’appréhendent classiquement en ter-
mes decorrection— H;W ⊢ d =⇒ H;W |= d — et decompĺetude(sémantique)
—H;W |= d =⇒ H;W ⊢ d.
La littérature sur les logiques de descriptions (chapitre 11) abonde en résultats
portant sur la décidabilité ou semi-décidabilité de lasubsomption dans ces systèmes
[Patel-Schneider, 1989], ou sur sa complexité lorsqu’elle est décidable, ce qui amène
à envisager un compromisexpressivit́e-compĺetude-complexité [Levesque et Brach-
man, 1987 ; Attardi, 1991 ; Doyle et Patil, 1991 ; MacGregor, 199 ]. Deux consé-
quences générales peuvent être tirées de ces études :
• un même système classificatoire peut présenter une certaine v riabilité de la
déduction, ce qui fait perdre toute unicité aux notions dont la définition est
basée sur la déduction ;
• une sémantique opérationnelle peut être nécessaire pou expliciter ce que cal-
cule réellement leSC lorsqu’il n’est pas complet : c’est l’objectif affiché des
règles d’inférence de[Borgida, 1992].
Dans la suite, nous conserverons un caractère purement abstrait à la déduction,
laissant au lecteur le soin de se reporter à[Ducournau, 1996a] et aux quelques
références qui précèdent pour la concrétiser. Nous supposerons néanmoins la déduc-
tion correcte et monotone, nous penchant exclusivement surla question de sa com-
plétude et sur les conséquences d’une incomplétude sur la classification.
12.4 La classification d’instances
L’un des objectifs desSC est de reconnaı̂tre un objet, l’objet à classer, comme
instance d’une classe et c’est à cet objectif que ce chapitre s’ ntéresse.
12.4.1 La classification dans le cas général
Inf érences de classification
En suivant l’approche logique à la Gentzen de[Borgida, 1992], le connecteur de
dérivation est défini par un ensemble de règles d’inférence que nous illustrerons par
deux exemples liés à la classification :
H;W ⊢ α(o) H ⊢ α  β
H;W ⊢ β(o)
[-ferm]
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H;W ⊢ α(o) H;W ⊢ P (o, o′)
H;W ⊢ β(o′)
β = typeP (α)[type-infér]
La première de ces deux règles dit que sio est instance d’une classeα subsumée
extensionnellement parβ, il est aussi instance deβ : c’est la définition de la sub-
somption extensionnelle et la règle classique de subsompti n en théorie des types
[Castagna, 1996]. La seconde dit que sio′ est valeur d’un attributP d’un objet
o instance deα, alorso′ est instance detypeP (α) : c’est la version active de la
contrainte exprimée par le type des attributs. Incidemment, ce sont les deux seules
règles générales de classification dans unSC quelconque.
Parmi les axiomes (12.6-12.12), seul l’axiome (12.9) permet de conclure à l’ap-
partenance d’un objet à l’extension d’une classe : allié `’axiome (12.12), on obtient
la deuxième règle. Toute valeur d’un attribut d’un objetes instance des types de
l’attribut dans les classes de l’objet. C’est une règle d’inférence de type qui pourrait
avantageusement remplacer la vérification de type constituée par l’axiome (12.9)
que pratiquent tous les systèmes d’objets : ce n’est qu’uneq estion d’interprétation
de la copule (est) dans la phrase précédente, par la forme passivedoit êtreou par la
forme activedevient. C’est, au sens strict, une coercition. Cette règle d’inf´erence a
la particularité d’être la seule règle non triviale qui permette le franchissement de la
barrière des classes primitives, en permettant de rattacher un objet à une classe pri-
mitive, dans la mesure oùtype(α, P ) est une classe qui peut être aussi bien primitive
que définie.
Cela vaut bien sûr autant pour les logiques de descriptionsque pour la représen-
tation des connaissances par objets. ToutSC, aussi général soit-il, permet (ou de-
vrait permettre) de faire de la classification d’instances automatique, au moins sur
les valeurs, c’est-à-dire une inférence de type et pas seulement une vérification de
type : la seule condition technique est qu’il permette une migrat on des instances.
Si l’inconsistance logique est assimilée à une erreur de typ , cette inférence de
type n’est qu’une généralisation, finalement assez élém ntaire et naturelle, de la
vérification de type.
Si C++, EIFFEL ou la totalité des langages de programmation par objets ne pra-
tiquent évidemment pas cette deuxième inférence (cf.chapitres 1, 2 et 3), il faut bien
constater que beaucoup de systèmes de représentation desconnaissances par objets,
dont SHIRKA , ne la pratiquent pas non plus, malgré la simplicité de l’inférence. Les
raisons tiennent autant à l’architecture logicielle du système — la vérification de
type lors de l’affectation fait partie du noyau du langage sur lequel la classification
se greffe de façon assez extérieure — qu’à une philosophie implicite pour laquelle
une affectation ne peut pas être la cause d’une classification : s le type est incorrect,
ce doit être une erreur de l’utilisateur. Pourtant la notion d’erreur se ramène ici à
celle d’inconsistance de la description du monde : si la valeur d l’attribut n’est pas
du bon type mais est(( classable)) dans ce type, cette classification est valide et
devrait être faite automatiquement.
Obstaclesà la classification
La déduction en général, et la classification en particulier, se heurtent aux diffi-
cultés dues à plusieurs catégories d’incomplétude :
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• incomplétude de la description des objets représentés :leurs attributs et les
valeurs de ces attributs peuvent être partiellement inconus (incomplétude
extensionnelle) ;
• incomplétude du processus de classification par rapport àla sémantique du
système : il opère surtout syntaxiquement, par des comparaisons des inten-
sions qui ne sont pas forcément complètes (incomplétudesémantique) ;
• le langage du système ne permet pas d’exprimer exactement le domaine modé-
lisé (incomplétude syntaxique) ;
• la description des classes n’est pas toujours une conditionnécessaire et suffi-
sante d’appartenance pour les objets (incomplétude définition elle) : en par-
ticulier, dans le cas général, les règles d’inférence permettant de classer sont
très limitées.
Incidemment, on peut remarquer que l’approche des systèmeclassificatoires diffère
des bases de données (chapitre 5) par la première forme d’incomplétude, et des
logiques de descriptions (chapitre 11) par la dernière.
Il s’agit donc d’essayer de surmonter ou de contourner les obstacles dressés par
ces différentes catégories d’incomplétude.
12.4.2 La classification incertaine
Pour surmonter ces obstacles, l’idée est d’une part de distinguer une classifica-
tion valide et automatique d’une classification incertainemais interactive : si l’on
ne peut pas déterminer automatiquement les classes de l’obj t à classer dans tous
les modèles, on se retourne vers l’utilisateur pour qu’il choisisse certains modèles.
C’est donc une classification interactive. Il va s’agir d’autre part de reproduire, dans
la classification, les deux versants sémantique et syntaxique (ou extensionnel et in-
tensionnel), de notre cadre abstrait.
Classification incertaine, version extensionnelle
Une approche sémantique de la classification conduit à définir trois catégories
de classes relativement à l’objet à classero. Une classeβ peut être :
valide – c’est une classe deo dans tous les modèles deW :W |= β(o) ;
satisfiable – c’est une classe deo dans au moins un modèle deW : ∃M, |=M
β(o) ;
insatisfiable – ce n’est une classe deo dans aucun modèle deW : ∀M, 6|=M β(o).
Sur l’emploi du terme(( (in)satisfiable)), cf. note 4, page 359. On introduirait de
même des classesfalsifiables.
Si la description du monde est consistante, les classes valides sont satisfiables
(sinon, toutes les classes sont valides et aucune n’est satifiable). Dans les logiques
de descriptions, la classification d’instance consiste à calculer des classes valides,
tout ou partie suivant la complétude sémantique de la classification, sans s’intéresser
aux classes satisfiables ou insatisfiables. Dans une approche plus interactive qui est
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celle de la représentation des connaissances par objets, l’objectif est de soumettre
à l’utilisateur des classes satisfiables en lui demandant s’il veut y rattacher l’objet :
un tel rattachement revient en fait à éliminer tous les modèles dans lesquels l’objet
n’est pas instance de la classe.
Pour la notation, on introduit trois prédicatsV al, Sat et InSat : V al(α, o) si-
gnifie queα est une classe valide pouro. Cette notation montre bien la symétrie des
qualificatifs :o est valide pourα autant queα est valide pouro. Les ensembles de
classes valides et satisfiables sont desi ´ aux7 aussi bien de la relation de spéciali-
sation que de la subsomption extensionnelle (si l’on peut encore parler d’idéal
pour un préordre). Quant aux classes insatisfiables, ellescon tituent un idéal de la
relation duale.
Comme seuls les modèles du problème intéressent réellement un utilisateur, il
faudrait définir les catégories de classes correspondantes, obtenues par une quantifi-
cation sur ce sous-ensemble de modèles : on obtiendrait desclassessolution valide,
solutionou non solution. Cette définition est un peu vaine puisqu’il n’y a aucun
moyen de la concrétiser, mais c’est un moyen de rappeler leslimites de cette ap-
proche : le mieux reste de soumettre à l’utilisateur une classe solution et non pas
simplement une classe satisfiable. Si l’utilisateur choisit une classe qui n’est pas
solution, donc qui ne correspond pas à l’état du monde courant, une contradiction
ultérieure est inéluctable. Cette contradiction se traduira par une inconsistance, mais
elle n’est pas appréhendable,au moment du choix, dans les catégories sémantiques
du SC.
Classification incertaine, version intensionnelle abstraite
Au niveau intensionnel abstrait, on a bien envie de simplement remplacer le con-
necteur sémantique de conséquence|= par le connecteur syntaxique de dérivation
⊢. Cela marche très bien pour les classes valides. Ainsi, uneclasseβ pourra être :
sûre – c’est une classe dont la validité est effectivement déduit :H;W ⊢ β(o).
Malheureusement, ce remplacement systématique de|= par ⊢ n’est pas possible,
en l’état, pour les deux autres catégories. Une solution consiste à introduire les
prédicatsV al, Sat et InSat dans le système de déduction. Une classeβ pourra
alors être :
sûre – la validité deβ est effectivement déduite :H;W ⊢ V al(β, o) ;
possible – la satisfiabilité deβ est effectivement déduite :H;W ⊢ Sat(β, o) ;
impossible – l’insatisfiabilité deβ est effectivement déduite :H;W ⊢ InSat(β, o).
On introduirait de même des classesfal ifiées. Enfin, on dira qu’une classe estincer-
tainesi elle n’est ni possible, ni impossible et qu’elle estnvisageablesi elle n’est
pasimpossible. Comme pour la classification extensionnelle, les ensembles de clas-
ses sûres, possibles ou impossibles sont des idéaux de la relation de spécialisation
(ou de sa duale), mais pas forcément de la subsomption extensionnelle ou intension-
nelle.
7. Un idéal d’une relation d’ordre partiel(E, <) est une partieF ⊆ E contenant ses majorants :
x < y & x ∈ F ⇒ y ∈ F .
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Le fait de se servir des prédicatsSat et InSat à droite du connecteur de déri-
vation amène à les utiliser aussi à gauche : le langage de la scription du monde
s’enrichit donc de ces deux prédicats (c’est déjà implicite pourV al). Il est donc
possible de faire unrattachement ńegatif en disant, parInSat(α, o), qu’un objet
n’est pas instance d’une classe8 : sémantiquement, cela revient à éliminer tous les
modèles dans lesquels l’interprétation de l’objet appartient à l’interprétation de la
classe. En revanche, affirmer, parSat(α, o), qu’un objet(( peut être instance d’une
classe)) n’est pas très clair sémantiquement, puisque cela ne peutpas se traduire
par l’élimination de certains modèles :Sat est une propriété momentanée de la des-
cription du monde, qui est monotone pour la déduction mais ne era pas forcément
conservée lors de l’évolution monotone de la descriptiondu monde. On convien-
dra donc queSat et InSat peuvent tous deux figurer à gauche de⊢, mais que seul
InSat peut être affirmé. On pourrait introduire des prédicats méta-syntaxiquesSur,
Pos etImPos.
Classification incertaine, version structurelle
Comment concrétiser ces définitions abstraites? Intuitivement et approximative-
ment, la comparaison des descriptions d’un objet et d’une classe conduit à considérer
trois catégories de classes :
• les classesimpossibles, donto viole au moins une des contraintes :
∃P ∈ Pβ ∩AttrW(o) : PW (o) /∈ DomP (β)(12.18)
• les classespossibles, donto ne viole aucune contrainte :
∀P ∈ Pβ ∩AttrW(o) : PW (o) ∈ DomP (β)(12.19)
• les classesûres, donto vérifie toutes les contraintes :
∀P ∈ Pβ : PW(o) ∈ DomP (β)(12.20)
Dans tous les cas, il s’agit d’une classification intensionnelle, voire structurelle, au
sens où elle consiste en une comparaison de deux descriptions sans aucune influence
d’un tiers. Le choix du vocabulaire étant à la fois délicat (comme le lecteur doit déjà
s’en douter et comme la suite le confirmera) et limité, pour ne pas introduire de nou-
veaux adjectifs, on préfixera les trois adjectifs précédents de l’adverbestructurelle-
ment, en leur associant les trois prédicatsSSur, SPos etSImPos. Comme pour la
classification extensionnelle, les ensembles de classes structurellement sûres, pos-
sibles ou impossibles sont des idéaux de la relation de spécialisation (ou de sa
duale), mais aussi de la subsomption intensionnelle (mais pas de l’extensionnelle).
Dans les définitions (12.18-12.20), la comparaison entre la valeur et le domaine
de l’attribut est doublement approximative : d’une part, larel tion entre les valeurs
8. Cela revient à disposer de la négation, mais uniquementau iveau extensionnel, un peu comme les
règles de CLASSIC [Resnicket al., 1995 ; Borgida et Patel-Schneider, 1994] peuvent être utilisées pour
la classification d’instances mais pas pour la subsomption.
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deP et type(β, P ) peuvent elles-mêmes être qualifiées, récursivement, dstructu-
rellement sûre, possible ou impossible ; d’autre part, la cardinalité peut n’être que
provisoire et toutes les valeurs pas encore connues. De plus, la formulation utilisée
laisse entendre qu’il s’agit d’une comparaison effective entre la valeur et le do-
maine : en réalité, il peut aussi s’agir d’une comparaisonentre le domaine de l’attri-
but pour l’objet, tel qu’il résulte de ses classes connues,avec le domaine de l’attribut
dansβ : il peut en effet existerα ∈ IsaW(o) tel queDom(α, P ) ⊆ Dom(β, P ) ou
Dom(α, P ) ∩ Dom(β, P ) = ∅, ce qui permet de conclure malgré l’incomplétude
extensionnelle. En outre, les classes deo déjà connues peuvent être incompatibles
avecβ (au sens de∇), ce qui assure l’impossibilité. Enfin, les comparaisons varient
notablement entre (12.19) et (12.18) d’un côté et (12.20)de l’autre : dans un cas,
il s’agit d’éliminer ce qui est évidemment impossible alors que, dans l’autre cas, il
s’agit de sélectionner ce qui est sûr, les deux modalitésn’étant pas complémentaires.
Le lecteur est renvoyé à[Ducournau, 1996a] pour des formulations plus exactes
mais cette approximation nous suffira ici.
Voyons d’abord où nous souhaitons, et jusqu’où nous pouvons espérer, en ar-
river : dans l’idéal, nous aimerions bien qu’une classetructurellement impossible
(resp.possible, sûre) soit impossible(resp.possible, sûre), c’est-à-direinsatisfiable
(resp.satisfiable, valide). Plus précisément, au stade d’abstraction où nous en som-
mes, y a-t-il une définition structurelle qui vérifie ces souhaits?
Seul le premier point va combler notre attente : une classe structurellement im-
possible est effectivement, et évidemment, insatisfiable. Pour les autres, il va falloir
se rabattre sur des objectifs moins ambitieux :
• pour une classestructurellement ŝure, deux options se présentent :
− la version forte en fait une classevalidelorsqu’elle estdéfinie
SSur(α, o) & α défini=⇒ V al(α, o)(12.21)
ce serait en fait la définition abstraite des classes structu ellements sûres :
ce sont les classes qui sont valides quand elles sont définies. Cette équa-
tion vient utilement compléter la propriété d’idéal deSSur :
α  β =⇒
(
∀o : SSur(α, o)⇒ SSur(β, o)
)
(12.22)
− la version faible (que l’on qualifiera de structurellementprobable) en
fait une classe privilégiée pour un rattachement interactif : la consistance
du rattachement n’est pas garantie, mais elle est(( probable)) ;
• pour une classestructurellement possible: elle n’est qu’envisageable t, tant
qu’elle n’est pas prouvéeinsatisfiable, elle peut servir, soit pour des inférences
très spécifiques, soit comme(( second choix)) pour une classification interac-
tive.
12.4.3 Correction et compĺetude : les illusions de la classification
structurelle
Reste à savoir dans quelle mesure l’interprétation souhaitée de ces qualificatifs
de structurellement ŝur et possibleest correcte. Une classe structurellement sûre















































































FIG. 12.1:Inclusion des ensembles de classes résultant des classifictions extensionnelle,
intensionnelle et structurelle, avec les solutions du problème, inaccessibles, pour une des-
cription du monde consistante.
est-elle valide, satisfiable ou seulement envisageable? Une classe structurellement
possible est-elle satisfiable? Est-elle même envisageable?
Notons d’abord que la question de la correction ne présentepas vraiment de
difficulté :
• pour la définition abstraite des classes sûres, possibles, impossibles et in-
certaines, qui est correcte par construction dès lors que le connecteur de
dérivation est présumé correct ; rappelons qu’il n’y a pas de définition concrète
et unique des classes possibles, sûres et impossibles. Ce ne sont que des
cas d’espèces dont chaqueSC spécifique donne une définition concrète par-
ticulière, éventuellement implicite (c’est-à-dire purement opérationnelle ou
algorithmique) par son système de déduction.
• pour les classesstructurellement impossiblesqui sont clairement insatisfiables.
En corollaire, une classe satisfiable est forcément structu ellement possible,
de même qu’une classe incertaine ou structurellement sûre (figure 12.1) ; si
jamais la réciproque était vraie, il y aurait alors identité entre les notions struc-
turelles et extensionnelles.
La complétude est en revanche plus difficile à atteindre. En particulier, il n’est pas
nécessaire pour une classe insatisfiable d’être structurellement impossible, pas plus
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que pour une classe valide d’être structurellement sûre :l’incomplétude extension-
nelle en dispense.
Qu’elles soient extensionnelles (valide, satisfiable, insatisfiable) ou intension-
nelles (sûre, possible, impossible) les notions abstraites se définissent d’une manière
entièrement indépendante des spécificités duSC considéré. Lorsque la déduction
est complète, ces notions sont deux à deux coextensives. L’un des problèmes sou-
levés par[Borgida, 1992 ; Borgida et Patel-Schneider, 1994] est que les algorithmes,
lorsqu’ils sont incomplets, ne permettent pas toujours de caractériser ce qu’ils cal-
culent. Les notions structurelles peuvent alors devenir intéressantes pour cette ca-
ractérisation, mais il n’y pas de raisona priori qu’elles coı̈ncident avec les notions
abstraites.
Deux démarches opposées sont ainsi à mettre en œuvre :
• formaliser le système de déduction effectif, par exempleavec des règles d’infé-
rence, pour donner une caractérisation concrète, aussi déclarative que pos-
sible, des catégories de classes effectivement calculées ;
• étudier la correction de définitions générales comme cell s de la version struc-
turelle dont les définitions sont, en réalité, inadéquates, ni correctes ni com-
plètes, ni nécessaires ni suffisantes.
Sans anticiper sur la suite, soulignons que le seul intérêt de la classification struc-
turelle réside dans l’incomplétude sémantique de la déduction ou la trop grande
complexité de la classification extensionnelle.
Classification non intensionnelle
Pour qu’une classe définie soit valide, il suffit que la classe soit structurellement
sûre pour l’objet à classer (12.21). Par ailleurs, plusiers catégories d’inférence per-
mettent de déduire qu’une classe, aussi bien primitive quedéfinie, estvalide, même
en cas d’incomplétude extensionnelle de l’objet :
• d’abord, l’inférence de type, présentée comme élémentaire, qui permet de
classer un objet lorsqu’il est valeur d’un attribut (règle[type-infér]) ;
• ensuite, certaines constructions des logiques de descriptions comme la quan-
tification existentielle qualifiée du langageALE , l’intersection de rôles de
ALR [Donini et al., 1994] ou lessous-r̂olesde[Nebel, 1990a] : Nebel donne
en particulier l’exemple de l’́Equipe-moderne dans lequel un objet est rat-
taché à une classe pour la raison qu’il est le seul à pouvoir remplir un cer-
tain rôle (figure 12.2). Notons que l’inférence due à ces constructions porte
sur la valuation d’un attribut, la classification de la valeur s’en déduisant par
[type-infér].
• enfin, les éventuelles propriétés structurelles spécifiques duSC:
− si leSCest exhaustif et qu’il n’y a qu’un seul puits envisageable, ce puits
est une classevalide;





































FIG. 12.2:L’exemple de l’́Equipe-moderne de [Nebel, 1990a] (cf. chapitre 11) : à part
MARY, tous lesmember deTEAM-A sont desMan, tous lesmember sont connus, il y a au moins
unleader et tous lesleader sont desWoman. On a doncH;W |= leader(TEAM-A,MARY),
et par conséquentH;W |= Woman(MARY).
− si le SC est univoque et lorsqu’elle existe, laborne inf́erieurede tout
ensemble de classes valides est une classe valide ; plus généralement, si
cet ensemble de classes a un seulminorant maximalenvisageable, ce
minorant maximal est valide.
Ces deux inférences se généralisent de la même manière: lorsqu’une hy-
pothèse existentielle de validité porte sur un ensemble de classes (dans chaque
modèle, l’objet est instance d’une de ces classes9), les super-classes com-
munes à toutes celles qui sont envisageables sont valides.Les contrapposées
sont analogues : l’absence de classe envisageable dans l’ensemble considéré
entraı̂ne une inconsistance. Si une classe valide non puitsn’a pas de sous-
classe envisageable (exhaustivité), ou si deux classes valides n’ont pas de
minorant maximal envisageable (univocité), la description du monde est in-
consistante.
Dans ces divers cas, la déduction ne repose plus sur une comparaison(( locale))
de deux termes mais sur une énumération de tous les candidats qui ressemble as-
sez aux algorithmes de résolution desCSP (chapitre 9). En particulier, une classe
peut être valide sans qu’il soit nécessaire qu’elle soit structurellement sûre : il suffit
qu’elle ne soit pas structurellement impossible (il y aurait sinon une inconsistance).
En corollaire, si une classe structurellement possible mais p s sûre a de grandes
chances d’être falsifiable (il suffit d’affecter à un attribut une valeur en dehors du
domaine de l’attribut dans la classe), ce n’est pourtant pascertain : la classe pourrait
être valide et toute tentative de falsification mènerait `a une inconsistance.
9. Ce qui ne signifie pas que l’une au moins est valide. Il faut ´eviter de commuter les deux quantifica-
tions. Il s’agit de∀M,∃α ∈ A : |=M α(o) et non pas de∃α ∈ A,∀M : |=M α(o) qui équivaut à
∃α ∈ A : W |= α(o).
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Les classes sûres sont constituées de ces sous-ensemblesde c a ses valides, ef-
fectivement calculables (et calculées). Le détail de cesclasses sûres est relativement
secondaire : ce qui compte est qu’il en existe et qu’elles n’ont même pas besoin
d’être structurellement sûres. Il y a toujours moyen de faire un peu de classification
automatique, même avec des classes primitives.
Les classes satisfiables
Dans le cadre d’une classification interactive, il est évidmment essentiel de
pouvoir garantir à l’utilisateur que le rattachement d’une i stance à une classe est
possible, au sens où il mène avec certitude à une solution, et pas seulem nt qu’il est
possibleque ce rattachement mène à une solution.
Une classestructurellement ŝure est-elle biensatisfiable? Vu l’aspect(( struc-
turel )) des définitions, il est à craindre que non : il suffit d’introduire un élément
non structurel comme l’incompatibilité ou les sous-rôles pour construire un contre-
exemple.
Supposons queo ait deux classesα etβ structurellement possibles (voire sûres)
et que ces deux classes soient incompatibles (α∇a β), le tout sans que la description
du monde soit inconsistante. En l’absence d’autre contrainte, ces deux classes sont
à la fois satisfiables et falsifiables : chacune est la classedeo dans certains modèles,
mais pas dans d’autres à cause de l’incompatibilité. Maisrien n’empêche — c’est-
à-dire que cela ne conduit pas forcément à une inconsistace — queo soit la valeur
d’un attribut d’un objet dont le type estβ :
P (o′, o), γ(o′) ∈ W et type(γ, P ) = β,
ce qui rendraitβ valide (par[type-infér]) et α insatisfiable. Bien sûr, la validité de
β peut avoir une cause plus complexe, par exemple se déduire par l s inférences
spécifiques de l’exhaustivité ou de l’univocité, voire ds sous-rôles.
Ajouter des contraintes auSC comme le fait[Gensel, 1995] (voir chapitre 9,
section 3) conduit au même genre de difficulté : comme calculer l’existence d’une
solution (consistance globale) est aussi difficile que le cacul d’une solution, on se
limite à une consistance locale (ex. consistance d’arc) qui fait que le possible traduit
plus un espoir qu’une réalité !
Les sous-rôles, qui ne sont que des cas particuliers de contraintes, illustrent bien
ces difficultés : l’exemple de l’́Equipe-modernede[Nebel, 1990a] est une instance
parfaite de l’exemple abstrait précédent.Homme etFemme sont tous deux des classes
structurellement possibles (voire sûres) incompatibles, mais l’une est valide, l’autre
insatisfiable. Et le calcul de la validité de la classe est trop complexe (NP-complet)
pour que Nebel accepte d’incorporer ce genre d’inférence dans ses algorithmes.
Complétude śemantique
Pour avoir des chances d’obtenir l’interprétation idéale de ces notions structu-
relles, il faudrait donc les définir,
• en tenant compte de l’incompatibilité ;
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• à partir d’une description du mondeW fermée par|=, c’est-à-dire contenant
toutes ses conséquences valides :W = {d | W |= d}.
Alors seulement peut-on espérer que, dans cette description du monde fermée, toute
classe structurellement possible ou sûre sans être incompatible est satisfiable, et peut
être considérée, arbitrairement, comme une solution.
Mais il faut bien voir ce que cela va impliquer :
• si les classes structurellement possibles sont satisfiables, el s sont donc pos-
sibles puisque manifestement calculables, ce qui conduit `a l’équivalence d’une
part, des classes satisfiables, possibles, envisageables et structurellement pos-
sibles, d’autre part, par complément, des classes insatisfiables, impossibles et
structurellement impossibles (figure 12.1) ; en corollaire, il n’y a pas de classe
incertaine ; cela signifie donc que l’on a obtenu la complétud sémantique
pour les prédicatsSat et InSat.
• pour que les classes structurellement sûres soient satisfiables, il faut assurer
la complétude sémantique, au moins pour les classes valides, mais sans doute
aussi sur les classes satisfiables et insatisfiables10. Or, si l’on a la complétude
sur les classes (in)satisfiables, la correction des classesstructurellement pos-
sibles et sûres suit trivialement : il suffit d’inclure la sati fiabilité dans leur
définition. Plus sérieusement, les définitions structurelles n’ont de réel intérêt
qu’en cas d’incomplétude : dès que la déduction est complète pour tous les
prédicatsV al, Sat et InSat, il devient inutile de chercher à caractériser ce
qui est calculé.
• vouloir faire des classes structurellement sûres des clases valides est encore
plus prétentieux : cela signifie que l’on fait de toute classe une classe définie.
On verra plus loin qu’il faut s’entourer de quelques précautions avant de pou-
voir l’envisager en toute sécurité.
Bien sûr, si la correction s’avère délicate, la complétud n’était même pas re-
vendiquée jusqu’ici, entraı̂nant la coexistence de classes caractérisées au niveau
sémantique (valide, satisfiable, insatisfiable) et au niveau syntaxique (sûre, possible,
impossible, etc.) Or, en un retournement inattendu, la corre tion de l’interprétation
souhaitée des notions structurelles les plus syntaxiquessemble nécessiter finalement
la complétude sémantique : on ne garderait donc plus que les classes valides, satis-
fiables et insatisfiables (identiques respectivement aux classes sûres, possibles et
impossibles). Rien n’empêche bien sûr, pour unSC particulier, d’essayer de relever
ce défi de la complétude, mais le cas général semble désesp ré comme le montre
toute la littérature consacrée à la décidabilité et àla complexité de la subsomp-
tion [Nebel, 1990a ; Patel-Schneider, 1989] ou de la vérification d’instance[Donini
et al., 1994]. De toute façon, cette complétude enlèverait tout intérêt pratique aux
définitions structurelles.
10. Considérons deux uniques puits structurellement possible , dont un insatisfiable : l’autre est donc
valide (on suppose ici que la seule façon de prouver la validité e l’un passe par l’insatisfiabilité de
l’autre).
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Version dynamique
Finalement, les classesstructurellement possibleset impossiblesreprésentent
la meilleure (ou la plus simple) approximation des classesenvisageableset impos-
sibles, respectivement par excès ou par défaut. Quant au caract`ere priviligié des clas-
sesstructurellement ŝures, il résulte uniquement de la maı̂trise de l’incomplétude
extensionnelle : vis-à-vis de la classe, l’objet à classer e t parfaitement connu. Au-
cun retournement n’est à craindre d’un attribut dont le dévoil ment viendrait contre-
dire l’attachement de l’objet à une classe. Mais le retournement peut très bien venir
d’ailleurs !
L’erreur est de chercher une définition statique, indépendante de l’état de la
déduction : les définitions statiques sont abstraites et non structurelles, alors que
les définitions structurelles ne peuvent être utiliséesque dynamiquement.
• pour les classestructurellement impossiblesou sûres, il s’agit d’une pro-
priété monotone, qui peut donc servir à faire des inférences de façon mono-
tone ;
• pour les classestructurellement possibles, il s’agit d’une propriété non mo-
notone — autant pour la déduction que pour l’évolution monot e de la des-
cription du monde — qui ne peut servir à faire des inférences que sous des
formes bien particulières, comme la forme existentielle pr´ sentée plus haut :
si l’une au moins des classes d’un ensemble doit être satisfaite, toutes les
super-classes communes des classes possibles de cet ensembl ont valides.
Le lecteur trouvera dans[Ducournau, 1996a] comment concrétiser ces définitions
avec des règles d’inférence.
12.4.4 Comparaisons et historique
La détermination de ces diverses catégories de classes est à la base de plusieurs
systèmes de représentation des connaissances par objetscomme SHIRKA , TROEPS
ou FROME (chapitre 10). Mais, depuis son introduction dans SHIRKA [Pivot et Pro-
kop, 1987], la classification incertaine a subi divers avatars dus à des malentendus
ou à des variantes. De plus, cette approche n’est pas la seule à essayer d’élargir le
champ d’application de la classification.
La génèse de cette idée de classification incertaine n’est pas totalement connue :
a-t-elle été déjà exploitée avant SHIRKA ou indépendamment de lui? Il semble que
non si l’on en croit[Euzenat et Rechenmann, 1995], mais on peut lui trouver divers
inspirateurs complémentaires : la classification interactive de [Finin, 1986] ou de
systèmesad hoccomme CLASSIC [Granger, 1986 ; Granger, 1988], la classification
à base de règles de[Fikes et Kehler, 1985] ou d’un autre systèmead hoc, DIVA [Da-
vid et Krivine, 1987 ; David et Krivine, 1988], et bien sûr la classification certaine
de KL-ONE [Brachman et Schmolze, 1985].
Sur le sens de sûr
L’historique des qualificatifs desûr etpossibleet de leur interprétation nécessite
quelques éclaircissements (figure 12.3). Le problème vient d s deux interprétations
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SC LMO ’96 TROEPS95 FROME TROEPS90 SHIRKA
valide — sûre sûre
satisfiable — possible sûre
insatisfiable — impossible impossible impossible impossible
S. sûre & définie sûre sûre
S. sûre probable possible sûre sûre
S. probable
S. possible possible inconnue possible possible possible
S. impossible impossible impossible impossible impossible impossible
FIG. 12.3:Significations et caractérisations successives desûr et possible. Une case vide
traduit le fait que le système ne prend pas en compte la modalité.
différentes desûr : (( il est sûr que l’objet est instance de la classe)) ou bien(( il est
sûr que l’objet peut être rattaché à la classe)). Suivant l’interprétation, la classe est
valide ou satisfiable. Parallèlement à ces deux interprétations,possiblese comprend
comme(( il est sûr que l’objetpeutêtre rattaché à la classe)) ou bien(( il estpossible
que l’objet puisse être rattaché à la classe)).
En SHIRKA qui les a introduites, la signification de ces notions étaitcl ire : une
classesûre est une classe à laquelle il est sûr que l’objet peut être rattaché, une
classesatisfiabledonc[Rechenmann, 1988]. En revanche, une classepossiblen’est
qu’une classe qui n’est pas immédiatement reconnue commei possible: c’est donc
une classeincertaineoupossible, structurellement possiblen fait.
Par la suite,[Mariño, 1993] interprète le qualificatif desûr parvalide— comme
s’il s’agissait de classification automatique sur des classes définies —, provoquant
ainsi une certaine confusion (TROEPS90). De son côté, dans FROME, [Dekker, 1994]
utilise sûr pour des classes dont les conditions suffisantes sont vérifiées, ce qui
en justifie l’interprétation comme des classes valides. Pour éliminer tout risque
de confusion,[Euzenat et Rechenmann, 1995] proposent maintenant pour SHIRKA
et TROEPS les qualificatifs depossibleet inconnu, à la place desûr et possible
(TROEPS95)11.
Enfin, dans une version préliminaire de ce travail[Ducournau, 1996b], les ver-
sions extensionnelle et intensionnelle de la classification incertaine étaient distin-
guées, mais en mélangeant les définitions abstraites et concrètes (LMO ’96).
La discussion sur la correction et la complétude de la classification structurelle
(cf. paragraphe 12.4.3, page 367) montre en fait que la modalité (( sûre)), la moins
incertaine de la classification incertaine à la SHIRKA , présente beaucoup d’incerti-
tude. Quel que soit son qualificatif, son interprétation par (( satisfiable)) est correcte
en SHIRKA parce qu’il ne fait curieusement aucune inférence automatique — pas
plus celle de la règle[type-infér] (puisque les valeurs d’un attribut doivent être du
bon type lors de l’affectation) que celle de l’univocité (puisque l’objet ne peut ja-
mais être classé que dansunesous-classe de son unique classe minimale courante)
— tout en imposant un état(( correct)), la fermeture par|=, à tout instant. Mais si
l’on imagine le système idéal réalisant la sémantique lat nte de SHIRKA , et met-
11. On reprochera juste à ce nouveau triptyque le faux-ami provoqué par la non complémentarité de
possibleet impossible, ce qui ne nous a pas empêché de les reprendre dans un sens analogue.
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tant en œuvre aussi bien la règle[type-infér] que l’inférence spécifique de l’univo-
cité (la première nécessite la seconde, à moins d’imposer une structure detreillis),
il faudrait alors que le calcul des classes valides, satisfiables et insatisfiables soit
complet pour assurer la correction des définitions structuelles, ce qui leur retirerait
immédiatement tout intérêt.
Plusieurs raisons expliquent les difficultés rencontrées pour connaı̂tre la définition
exacte de la classification incertaine donnée par les diff´erents auteurs cités (figure
12.3) :
• d’abord, les définitions ne sont pas assez formelles pour être r´ ellement uni-
voques et il est difficile de les distinguer des éventuellescaractérisations ;
• ensuite, deux discours parallèles ont toujours été tenus, à quelques pages ou
quelques années d’intervalle, sans être jamais explicitement corrélés : l’un
est extensionnel, l’autre intensionnel ou plutôt structurel. Ainsi, dans[Re-
chenmann, 1988], la définition est implicitement extensionnelle, mais la ca-
ractérisation donnée dans les exemples ou ailleurs (par exemple dans[Euzenat
et Rechenmann, 1995]) est explicitement structurelle.
• enfin, les successeurs ont persévéré dans l’incertitude, voire l’ont aggravée,
en présentant les classes sûres de SHIRKA comme des classes valides, en os-
cillant entre les définitions structurelles et extensionnelles ou en ne présentant
la classification de SHIRKA que sous une forme structurelle ;
• il n’y a en fait aucune notion de modèle sous-jacente, uniquement undomaine
mod́elisé: dans tous les cas, les classes possibles sont interprétées comme
inconnues et non comme satisfiables.
Ce dernier point fournit une méta-analyse à peu près complète de ces confusions
dont la cause principale réside manifestement dans la non disti ction des niveaux
sémantique et syntaxique.
Tropisme classificatoire
Les propriétés spécifiques comme l’univocité ou l’exhaustivité offrent, de même
que le caractère défini des classes, un tropisme descendant qui se traduit par le fait
que,dans certaines conditions, un objet peut être classé automatiquement dans une
sous-classe de sa classe courante. C’est ce tropisme descenant qui fait la puis-
sance de la classification, mais il a une contre-partie contraignante : ces(( certaines
conditions)) sont en général plus ou moins structurelles et elles ont une influence
intensionnelle non négligeable sur la hiérarchie des clases et sur leur cohérence,
c’est-à-dire sur l’existence d’instances dans une description du monde consistante.
La subsomption extensionnelle peut ainsi être vue comme une co séquence de la
classification :
(
∀o : V al(α, o)⇒ V al(β, o)
)
=⇒ α  β(12.23)
de même que la subsomption intensionnelle se déduit des comparaisons structu-
relles :
(
∀o : SSur(α, o)⇒ SSur(β, o)
)
=⇒ α  β(12.24)
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ce qui symétrise (12.22). Mais ces implications ne peuventpas être exploitées sous
cette forme extensionnelle, puisque la déduction ne peut pas énumérer toutes les ins-
tances potentielles d’une classe. (12.24) doit en fait se tradui e par des définitions
concrètes deSSur et  assurant leur équivalence. Quant à (12.23), couplée à
(12.21) et (12.22), elle amène à constater que le caractère d´ fini des classes est
une cause de subsomption :
α  β & β définie =⇒ α  β(12.25)
Ce constat a conduit les logiques de description à la classification automatique des
classes dont l’effet consiste à remplacer la subsomption extensionnelle () par la
spécialisation () dans la dernière équation.
Cette classification automatique devrait être appliquéea fortiori à un système
d’objets univoque qui proposerait des classes définies : ilfaut à tout prix (sous
peine d’incohérence) éviter d’avoir des classes incompatibles de même intension.
Or, l’univocité conduit inexorablement à l’existence declasses définies : lorsqu’elle
existe, la borne inférieure de deux classes est effectivement définie à partir de ces
deux classes. Ce tropisme classificatoire peut faire apparaı̂tre des objets paradoxaux,
dont tous les attributs vérifient scrupuleusement les domaines de leurs classes mais
dont la seule existence provoque une inconsistance : c’est le cas par exemple de deux
classes définies et incompatibles dont l’union des intensions est non vide, ou bien,
dans le cas de l’univocité, si l’intension de la borne inférieure est strictement(( plus
grande)) que la réunion (⊔) de l’intension des deux classes.
Il semble donc que les systèmes de représentation des connaissa ces à la SHIRKA
ne peuvent pas faire plus longtemps l’économie d’une analyse approfondie de leur
tropisme classificatoire et des mécanismes du niveau intension el susceptibles d’en
limiter les effets pervers : la classification de classes, bien sûr mais pas seulement12.
Classification incertaine et logiques de descriptions
À première vue, les logiques de descriptions ne s’intéressent qu’à la classifica-
tion automatique. Pourtant, la plupart sont très proches de la classification incer-
taine. Lorsque la logique de descriptions considérée sait calculer la relation d’in-
compatibilité, par exemple lorsqu’elle possède une négation généralisée comme
ALC [Schmidt-Schauß et Smolka, 1991 ; Doniniet al., 1994], c’est en fait im-
plicite : appliqué aux instances cela donne déjà le qualific t f impossible. Sûr est
fourni par la classification etpossible(en faitenvisageable) suit, par complément.
La complétude est bien sûr une autre histoire.
Le problème est que cela reste potentiel : la classificationn’ père que dans la
hiérarchie des classes explicitement introduites par ce que[Nebel, 1990a] reconnaı̂t
comme une assertion de second ordre, ce qui n’est pas le cas pour la négation de
toute les classes. En fait, les logiques de descriptions pourvues de la négation savent
calculer, de façon plus ou moins complète, l’insatisfiabilité, c’est-à-dire la validité
de la négation d’une classe, mais c’est une vérification d’instance — il faut fournir la
classe à nier — alors que la classification repose sur un parcours systématique des
12. En ce sens, l’interprétation de la classification incertaine de Mariño[1993] est compatible avec
l’interprétation définitionnelle qu’elle fait des classes de TROEPS. L’erreur ne réside donc pas là mais
dans le fait qu’elle ne se donne pas les moyens d’assurer cettinterprétation définitionnelle.
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classes explicitement introduites pour appliquer à chacune une vérification d’ins-
tance.
Autres généralisations de la classification
Si la classification incertaine que nous venons de présenter semble trouver son
origine dans SHIRKA , d’autres tentatives ont été faites pour étendre le champ d’ap-
plication de la classification à des connaissances incertain s. De plus, cette approche
incertaine a déjà été appliquée à d’autres problèmes, le filtrage en particulier.
Classification avec d́efauts et exceptions
Malgré l’interdit posé par[Brachman, 1985], [Coupey et Fouqueré, 1994 ; Cou-
pey et Fouqueré, 1997] proposent d’introduire dans les logiques de descriptions,
plus particulièrement dans le langageAL, deux constructeurs pour lesdéfautet ex-
ception, avec le langageAL−δǫ. Cela leur permet notamment de considérer quatre
catégories de relation entre classe et instance : sûre, probable, typique et exception-
nelle, la première n’ayant aucun rapport avec la nôtre. Sicette première approche
introduit une non monotonie au niveau extensionnel, elle reste complètement mo-
notone au niveau des classes, malgré ces exceptions.[Padgham et Nebel, 1993 ;
Padgham et Zhang, 1993] proposent des extensions non monotones du même genre.
Classification impŕecise et incertaine
L’introduction de données imprécises et incertaines permet d’envisager une clas-
sification pondérée par un ou plusieurs coefficients. C’est c que font[Rossazza,
1990], [Gonzalez-Gomez, 1996] et quelques systèmes plus ou moinsad hoccomme
CLASSIC [Granger, 1986 ; Granger, 1988]. Dans tous les cas, le précis étant un cas
particulier de l’imprécis, et le certain un cas particulier d l’incertain, cette classi-
fication imprécise et incertaine doit se ramener, dans le cas particulier de données
précises et certaines, à une sémantique aussi fondée que celle qui a été proposée ici.
Filtrage incertain
Le filtrage se ramène, indirectement mais doublement, à laclassification. Le
filtre peut être considéré comme une classe, qu’il faut d’abord classer automati-
quement, et par rapport à laquelle il faut ensuite classer toutes les instances de la
description du monde. C’est la démarche suivie par les logiques de descriptions et
[Dekker, 1993]. La première étape ne donnea priori lieu à aucune incertitude, mais
la seconde peut se faire par classification incertaine, non pas centrée sur l’objet à
classer, mais sur lefiltre, c’est-à-dire laclasseà instancier. C’est là qu’il faut parler
d’instances valides, satisfiables, insatisfiables, possibles, impossibles, sûres, etc.
Dans un deuxième temps, on constate que la classification dela classe (du filtre)
elle-même peut donner lieu à un résultat multi-valué. Par rapport au filtreφ, une
classeα peut être :
valide – toute instance deα satisfait le filtre :α  φ ;
satisfiable – certaines instances deα peuvent satisfaire le filtre ;
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insatisfiable – aucune instance deα ne peut satisfaire le filtre :α∇φ.
Les modalités sûre, possible et impossible introduites dans YAFOOL par [Chabre,
1988], inspiré par la lecture de[Pivot et Prokop, 1987], sont les analogues inten-
sionnels (pas forcément équivalents, comme nous l’avonsu) de ces trois modalités
extensionnelles. Ce filtrage incertain n’apporte donc pas de notion nouvelle mais
c’est une étape obligée pour avoir un filtrage efficace : seule les instances des clas-
ses satisfiables non valides, ou plutôt des classes possible non sûres, sont à compa-
rer effectivement au filtre.
Bien sûr, comme le filtrage constitue la base des requêtes dan les bases de
données d’objets (chapitre 5), il est tentant de leur appliquer aussi ce filtrage in-
certain. Le filtrage incertain sur les instances est sans objet, à cause de l’hypoth̀ese
du monde closfaite par les bases de données. Cependant, comme cette hypothèse
n’a pas d’effet sur les comparaisons entre classes, le calcul de classes valides, sa-
tisfiables et insatisfiables reste une optimisation intéressante, dont il faut espérer
qu’elle déjà prise en compte par lesSGBDOexistants.
12.5 Comparaisons, conclusions et perspectives
La notion desyst̀eme classificatoireintroduite par[Euzenat, 1993b] a une accep-
tion encore plus générale que la nôtre, puisqu’elle repos sur uncritère de cat́egori-
sation, analogue à notre subsomption intensionnelle, mais abstrait dans la mesure ou
aucune intension (et inclusion d’intensions,⊒) n’est spécifiée. Nous en proposons
donc ici un cas particulier où l’intension est formée d’unensemble d’attributs, ce
qui offre un cadre plus précis pour intégrer et comparer les logiques de descriptions
et la représentation des connaissances par objets[Carréet al., 1995].
[Hautamäki, 1986] propose une formalisation logique despoints de vue: il passe
en fait par l’intermédiaire d’une structure algébrique qui tient lieu de système clas-
sificatoire. Cette structure a la particularité de contenir à la fois les composantes in-
tensionnelle et extensionnelle, d’une façon qui rappelleassez les langages deproto-
types. En revanche, Hautamäki en reste à un niveau intensionnel, sans interprétation
extensionnelle, ce qui converge finalement assez bien avec les conclusions ducha-
pitre 8qui soulignent les difficultés d’interprétation des prototypes.
Il existe d’autres sémantiques des systèmes d’objets, enparticulier dans le do-
maine de la programmation logique et des bases de données, qui sont comparables à
l’approche suivie par les logiques de descriptions et reproduite ici. Citons par exem-
ple F-LOGIC [Kifer et al., 1995] et LAURE [Caseau, 1991]. La classification ne fait
en général pas partie de leurs préoccupations.
L’historique de la classification dans les systèmes d’objets montre une phase in-
formelle, celle des langages deframesdont [Fikes et Kehler, 1985] est un parfait
exemple, dont les dérives ont ouvert la voie, d’une part à une école formelle, celle
des logiques de descriptions, d’autre part à ce qu’il faut bien appeler une(( école
française)) de la classification incertaine, rigoureuse mais peu formelle, présentée
dans lechapitre 10. L’un de nos objectifs était ainsi d’apporter à la secondela for-
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malisation de la première. La classification incertaine a-t-elle été représentée par
d’autres? Nous n’en avons pas trouvé trace.
Nous avons montré dans ce chapitre comment la classification incertaine à la
SHIRKA se comprend comme une approximation intensionnelle d’une classifica-
tion fondamentalement extensionnelle. Si l’on veut profiter du caractère informatif
et de la sécurité des classes structurellement sûres, etnon pas en rester à la seule al-
ternative du possible et de l’impossible, il est nécessaire d’en prouver la correction,
dont nous avons montré qu’elle risque de reposer sur la complétude sémantique de
la classification extensionnelle. Il importe en particulier d’appliquer ces arguments
aux systèmes existants (SHIRKA , TROEPS, FROME) pour en vérifier la correction.
Il faut ausi étudier le tropisme classificatoire de ces systèmes et mettre au point des
mécanismes, automatiques ou interactifs, analogues à lacl ssification de classes,
pour assister la construction de la hiérarchie de classes.
Une autre perspective est d’appliquer cette classificationincertaine aux logiques
de descriptions, pour les affranchir de la barrière des classes primitives : nous avons






CE CHAPITRE DÉCRIT QUELQUES APPLICATIONStypiques de la programma-tion par objets à la réalisation de systèmes mettant en œuvre des connaissan-
ces musicales. On montre comment les mécanismes de base de la program-
mation par objets permettent de représenter tout un ensemble de concepts de base de
la musique tonale. Des mécanismes spécifiques sont ensuitutilisés pour résoudre
divers problèmes : règles pour l’analyse, satisfaction de contraintes pour l’harmo-
nisation, propagation de contraintes pour l’édition de partitions. Ces applications
musicales posent des problèmes de représentation de connaissa ces difficiles dans
un cadre concret, mais dont la portée dépasse largement lecadr de la musique.
13.1 Introduction
Il existe une profonde analogie entre musique et calcul (séquence, répétition,
branchement conditionnel). Cette analogie explique sans doute pourquoi l’ordina-
teur a été utilisé pour(( faire de la musique)) sous toutes ses formes, que ce soit
pour la produire, l’analyser ou la simuler. Cette situationf urnit de fait un cadre
expérimental dans lequel les représentations de connaissances musicales peuvent
être directement opératoires, et donc, dans un certain sens, validées, au contraire
d’autres champs artistiques.
Les connaissances mises en œuvre en musique sont complexes :à la fois abs-
traites (intervalles et accords), définies de manière informelle (par exemple les con-
tours flous desmotifs) et faisant l’objet de typologies sophistiquées et incomplètes
(par exemple celle des formes musicales : du rondo à la sonate). La musique offre
donc un terrain d’expérimentation privilégié pour l’Intelligence Artificielle, comme
l’ont déjà montré les travaux de Hofstadter sur la réflexivité et la musique[Hof-
stadter, 1985], de Minsky sur le sens commun musical[Minsky et Laske, 1992], ou
de Greussay sur l’analyse[Greussay, 1985] (voir [AFIA, 1995] pour un panorama
français sur cette question). Ce lien entre musique et intelligence artificielle est par-
ticulièrement présent dans le domaine des objets. C’est sur cet aspect que nous nous
concentrons dans ce chapitre.
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13.1.1 Musique et objets
La musique a été pensée naturellement en termes d’objetsdepuis ses premières
formalisations, ceux de Pierre Schaeffer[Schaeffer, 1966] en étant une incarnation
particulièrement radicale et concrète. Il n’est donc pasétonnant que les techniques
de la programmation par objets aient été appliquées à denombreux problèmes mu-
sicaux. Bien sûr, il n’y a pas toujours concordance entre les objets pensés par les
musiciens et les objets de nos langages, mais ce décalage est mot ur et donne lieu
bien souvent à des modélisations qui s’avèrent être dessources d’inspiration fruc-
tueuses pour d’autres domaines.
En France, le système FORMES [Rodet et Cointe, 1991], un précurseur des
systèmes d’aide à la composition par les techniques à objets, était basé sur la no-
tion deprocessus, regroupant un objet au sens classique du terme, et un moniteur
pour son ordonnancement dans le temps et la synchronisationde ses sous-objets.
Ce système fut utilisé principalement pour des compositions musicales, mais il est
général et applicable à d’autres contextes comme l’animtion ou la synthèse de la
parole. Ralph Johnson, un des auteurs des travaux sur lesframeworkset lesdesign
patterns[Gammaet al., 1994] (voir chapitre 4), a travaillé dans le groupe de recher-
che de Carla Scaletti sur le système à objetsKyma[Scaletti, 1987], un des premiers
environnements interactifs pour la composition et la synthèse sonore, aujourd’hui
commercialisé avec une carte d’acquisition spécialisée pour le traitement du signal
temps réel. Les travaux de Steven Pope abordent depuis une dizaine d’années di-
vers problèmes musicaux avec les techniques à objets : éditeurs de partitions, en-
vironnements de composition algorithmique en temps réel et outils d’assistance
à l’exécution musicale. Ces travaux sont incarnés dans le système MODE [Pope,
1991a]. Plus récemment, Bill Walker a développé un système d’improvisation mu-
sicale par objets fondé sur l’idée que l’improvisation est une forme de conversation :
le systèmeImprovisationBuilder[Walkeret al., 1992]. De manière générale, le lec-
teur pourra consulter[Pope, 1991b] qui décrit quelques applications importantes de
la programmation par objets à la musique, ainsi que le numéro spécial duComputer
Music Journalsur les objets[Pope, 1989].
13.1.2 La musique comme pŕetexte : le syst̀eme MUSES
Nous décrivons ici quelques problèmes musicaux typiqueset des solutions uti-
lisant les techniques à objets : la musique est dans ce cadreonsidérée comme
prétexte pour poser des problèmes de représentation fondamentaux qui dépassent
le cadre de la musique, comme des problèmes de représentation du temps, d’onto-
logies réutilisables ou d’expression de connaissances. Plu précisément, nous pren-
drons comme exemples un certain nombre de travaux effectués au LIP6 (Laboratoire
d’Informatique de Paris 6), autour du système MUSES, qui sert de base à toute une
série d’expérimentations en représentation de connaissances musicales. MUSES se
présente sous la forme d’une bibliothèque de classes représ ntant les concepts fon-
damentaux de la musique tonale1 : pitch-classes, notes, accords, gammes, mélodies.
1. C’est-à-dire la musique basée sur la tonalité comme lamusique classique, le jazz, le rock, etc. par
opposition à la musique post-tonale comme le dodécaphonisme ou la musique électro-acoustique.
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La taille de cette bibliothèque est d’environ 100 classes et 1500 méthodes[Pachet,
1994a]. Plusieurs applications abordant des problèmes musicauxoncrets ont été
construites autour de MUSES (voir figure 13.1) : un système d’analyse harmonique
automatique[Mouton et Pachet, 1995] [Pachet, 1994c], un système d’harmonisation
de chorals à quatre voix[Pachet et Roy, 1995a] [Pachet et Roy, 1995b], un système
de simulation d’improvisations[Ramalho et Ganascia, 1994] [Ramalho et Pachet,







regles de productionbibliotheque de classes
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Harmonisation automatique
satisfaction de contraintes raisonnement a partir de cas
Simulation d’improvisations
FIG. 13.1:Le syst̀emeMUSESet ses principales applications.
Dans ce chapitre, nous décrirons quelques uns des problèmes soulevés par ces
systèmes écrits en MUSES : représentation des altérations (dièses et bémols)en
utilisant le polymorphisme, représentation de structures temporelles, représentation
de règles d’analyse et de contraintes pour l’harmonisation et problèmes d’éditions
de partitions.
13.2 MUSES : concepts de base et programmation par
objets
MUSES est une bibliothèque de classes représentant des connaissances consen-
suelles sur la musique tonale. Il est bien entendu qu’il n’exist probablement pas de
représentation universelle des notions de note, accord, gamme, arpège, etc. Mais
il est possible de trouver des représentations raisonnablement réutilisables pour
ces concepts de base dans un cadre restreint d’applicationsmusicales. Nous nous
sommes essentiellement concentrés sur des applications résolvant des problèmes
à caractère analytique, et portant sur des corpus de musique occidentale tonale, à
tempérament égal (c’est-à-dire reposant sur le clavierbien tempéré). Dans ce con-
texte, les premiers concepts à représenter sont ceux de note (i dépendante de l’oc-
tave oupitch-class) et d’altération (les dièses, bémols et bécarres, signe utilisés
pour modifier la hauteur d’une note). Le problème est de représenter non pas tant le
signe lui-même, mais bien son intension harmonique. Ainsi, un Ré dièse sonnera-
t-il exactement comme un Mi bémol en musique tempérée : c’st la même touche
sur le piano. Mais les deux notes portent des intensions musicale bien différentes,
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NoteNaturelle<diese
"rend la variable d’instance diese"
^diese
NoteBemol<diese
"rend la naturelle correspondante"
^naturelle
NoteDiese<diese
"rend la variable d’instance diese"
^diese
NoteDoubleBemol<diese
"rend la naturelle bemolisee"
^naturelle bemol
FIG. 13.2: Les quatre impĺementations enSMALLTALK de la ḿethodediese,
représentant une partie de l’algèbre des alt́erations.
aussi différentes que le sens des mots(( sang)), (( sans)), (( s’en )), ou (( cent )) 2.
Ces altérations forment alors une sorte d’algèbre : les di` es et les bémols s’an-
nulent réciproquement. Mais cette algèbre n’est pas simple. Ainsi, une note peut
être diésée, voire double-diésée, mais pas plus. Par ailleurs, les notes entretiennent
une relation d’équivalence, celle des hauteurs : ré dièse et mi bémol sont des notes
distinctes dans la pensée, mais ellessonnentpareil, elles représentent la même hau-
teur.
Une manière particulièrement satisfaisante de représent r ces altérations est d’ex-
ploiter le mécanisme de polymorphisme, qui est à la base delangages de program-
mation par objets. Ceci se fait en considérant une altération comme une méthode et
les notes comme des instances de classes différentes, suivant leur altération[Pachet,
1994b]. On définit ainsi six classes de notes :NoteNaturelle, ayant 7 instances
représentant les notes non altérées,NoteAlteree, classe abstraite ayant quatre
sous-classes:NoteDiese, NoteBemol, NoteDoubleDiese et NoteDoubleBemol,
représentant les différents types de notes altérées. L’altération dièse est représentée
comme une méthode polymorphe, ayant 4 implémentations différentes (voir figure
13.2). Le type du résultat de cette méthode dépend de la classe dans laquelle elle
est implémentée. Ainsi, la méthodeiese de la classeNoteNaturelle rend une
instance deNoteDiese, calculée statiquement et conservée dans une variable d’ins-
tance de même nom ; celle de la classeNoteDiese une instance deNoteDouble-
Diese, aussi conservée dans une variable d’instance. Pour la classeNoteBemol, la
méthode renvoie la note naturelle correspondante (bémolt dièse s’annulent). La
classeNoteDoubleBemol renvoie la note naturelle(( bémolisée)) (double bémol+
dièse= bémol). Il faut noter que la méthodeiese n’est pas implémentée dans la
classeNoteDoubleDiese. Cette absence provoquera donc une erreur si l’on tente
de diéser une note double dièse, ce qui est conforme à notre cahier des charges : les
triples dièses n’existent pas ! Le même mécanisme s’applique bien sûr aux bémols.
Enfin, les notes altérées héritent toutes d’une classe abtraiteNoteAlteree,
qui implémente la notion de bécarre (l’anti-altération) par un pointeur vers la note
naturelle correspondante (voir figure 13.3).
Une fois la théorie despitch-classet des altérations correctement représentée,
l’échafaudage peut être solidement construit. La premi`ere notion ajoutée est celle de
note effective, dépendante de l’octave (OctaveDependentNote : Do6, Do5, etc.).
Une solution naturelle serait de considérer lespitch-classcomme des classes —
au sens des langages de classes — et lesOctaveDependentNote comme des ins-
2. La notion d’altération pose uniquement problème en musique tonale ; la musique post-tonale
reléguant l’altération à un signe purement local, dénué de toute intension harmonique.
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tances de ces classes. Les différentes classes depitch-classdeviendraient alors des
métaclasses. Mais ceci nécessite un langage permettant de définir ses propres méta-
classes, comme CLOS [Kiczaleset al., 1991], ou CLASSTALK [Briot et Cointe,
1989 ; Rivard, 1997]. La solution adoptée en MUSES est l’agrégation :Octave-












FIG. 13.3:La hiérarchie des classes de notes et la représentation des altérations en
MUSES. Les variables d’instance sont entre parenthèses.
Des notions plus complexes sont ensuite ajoutées, comme les intervalles et leur
typologie, qui doivent aussi respecter l’enharmonie (le rapport entre quartes aug-
mentées et quintes diminuées par exemple), les gammes, les accords, etc. Des no-
tions plus abstraites comme celle d’Analysesont aussi représentées. Une fois ces
concepts de base correctement définis, des méthodes permettent par exemple de
calculer la liste des tonalités possibles pour chaque accord, f urnissant ainsi une
base solide pour construire des systèmes d’analyse. Ainsidu calcul des tonalités
possibles de Do majeur :
(Chord fromString: ’C maj’) possibleTonalities -->
([V of F HungarianMinor] [VI of E HungarianMinor]
[IV of G MelodicMinor] [V of F MelodicMinor] [I of C Major]
[IV of G Major] [V of F Major] [V of F HarmonicMinor]
[VI of E HarmonicMinor])
13.3 Les objets temporels de MUSES
Une fois le cas des objets statiques traité, se pose le problème de la représentation
des objets temporels. De nombreux travaux en intelligence artificielle sont consacrés
à la représentation du temps. Ils peuvent être regroupés en fonction du type de pri-
mitive temporelle sur laquelle ils reposent : intervalle[Allen, 1984], points[Mc-
Dermott, 1982] ou événements[Kowalski et Sergot, 1986]. Formellement, les trois
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approches peuvent être reliées les unes aux autres et permett nt de représenter les
mêmes connaissances[Tsang, 1987]. Cependant, le choix effectué reflète la dimen-
sion du temps que l’on considère comme fondamentale : la durée (intervalle) ou
l’instant (point, événement). La représentation par intervalle est particulièrement
adaptée à l’idée même de note musicale. On peut alors distinguer deux manières
principales de représenter les objets temporels, suivantle choix adopté pour repré-
senter ces intervalles : 1) le temps est représentédehors des objets, dans des
collections temporelles, c’est le choix du système MODE, et 2) le temps estdans les
objetseux-mêmes, c’est le choix adopté pour le système MUSES.
13.3.1 Le temps en dehors des objets
Le système MODE [Pope, 1991a] propose une représentation du temps basée sur
la notion d’événement (Event), classe abstraite représentant des processus tempo-
rels. Cette classe possède une variable d’instanceduration, représentant la durée
du processus, dans une unité arbitraire, elle-même réifi´ e. Par ailleurs, les événements
peuvent avoir un certain nombre de propriétés, accessibls par un dictionnaire. Le
point important — et astucieux — est que ces événements temporels ne connaissent
pas leur temps initial. La justification conceptuelle est qu’un objet temporel n’a
de sens qu’au sein d’une collection temporelle déterminée. La durée est ainsi un
attribut intrinsèque, alors que le temps de début est vu comme extrinsèque. Ceci
permet en pratique de distribuer ces objets dans plusieurs collections temporelles et
de faciliter un certain nombre de tâches d’édition (copier/coller).Event étant une
classe abstraite, une hiérarchie de classes concrètes est construite pour représenter
les événements courants comme les notes de musique.
La deuxième notion de base est celle d’EventList, qui représente une collec-
tion d’événements. Cette collection est constituée de paires (durée, Event), ou
durée représente le temps initial de l’événement en question,exprimé comme une
durée par rapport au début de la collection temporelle. Cette r présentation permet
de dissocier le temps initial de l’objet temporel, favorisant insi la modularité. En
outre, elle permet de représenter, récursivement, les listes temporelles comme des
événements, à moindre frais :EventList est tout simplement une sous-classe de
Event ! Ainsi, une EventList peut elle-même être considérée comme un objet
temporel, à l’intérieur d’une autre collection temporelle, ce qui permet de créer des
structures temporelles arborescentes (voir figure 13.4). Noter que ce schéma est une
application directe dudesign pattern Compositedécrit dans[Gammaet al., 1994].
(events)




FIG. 13.4:La hiérarchie des classes d’objets temporels en MODE.
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13.3.2 Le temps dans les objets
La deuxième approche, celle suivie dans le système MUSES [Pachetet al.,
1996], consiste à créer des structures d’objets temporels explicites. Cette approche
est justifiée par le besoin pour certaines applications comme les systèmes d’analyse,
de connaı̂tre pour chaque note sa position dans une mélodie. Pour ces applications,
la représentation précédente est alors inadaptée. Dans cette seconde approche, les
objets temporels sont représentés à l’aide de trois notio s de base :
• Lapse, représentant un intervalle de temps et déterminé par deux variables
d’instance ici réconciliées (temps initial, durée),
• TemporalObject, représentant un objet temporel, avec une variable d’ins-
tance (lapse) pointant vers une instance deLapse,
• TemporalCollection, représentant une collection d’objets temporels, triés
par temps initial croissant.
Comme nous l’avons vu plus haut, MUSES contient des représentations d’un
certain nombre de concepts atemporels (pitch-classes, intervalles, accords, etc.).
Ces objets pour la plupart ont des correspondants temporels. Une solution pour les
représenter serait de définir ces objets temporels en les faisant hériter à la fois de
la classe abstraiteTemporalObject et des classes d’objets intemporels. La solu-
tion adoptée en MUSES consiste à utiliser le mécanisme bien connu dans les lan-
gages à objets dedélégation[Lieberman, 1986], ce qui permet, entre autres, d’éviter
l’emploi de l’héritage multiple (voirchapitre 8). Nous introduisons de plus une no-
tion supplémentaire, permettant de mettre en œuvre cette d´ légation de manière
générique : celle d’(( enveloppe temporelle)) (TemporalObjectWrapper).Cet objet
possède une variable d’instance pointant vers un objet nonemporel, et lui délègue
toutes les opérations non temporelles. Nous faisons la même chose pour les clas-
ses de collections (TemporalCollectionWrapper). Nous obtenons doncin fine













Classes non temporellesClasses temporelles
FIG. 13.5:La hiérarchie des classes temporelles enMUSES. Les fl̀eches pleines
représentent l’h́eritage de classe, les traits pointillés la d́elégation.
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13.4 Analyse harmonique de grilles de jazz
Une des activités principales du musicologue est l’analysede pièces musicales,
dans le but de mieux comprendre un style, de caractériser uncompositeur, ou d’ex-
pliciter des structures musicales cachées. Plusieurs th´eories pour l’analyse ont été
développées : stylistique, harmonique, tonale, formelle, Schenkerienne, etc. La plu-
part de ces théories ont la caractéristique d’être particulièrement bien formalisées,
et de nombreuses tentatives d’informatisation de ces techniques ont été proposées
[Pachet, 1998]. L’analyse harmonique est un problème particulièrementintéressant
en représentation de connaissances car les règles sous-jacentes à cette analyse font
l’objet d’un consensus. Nous l’illustrons ici sur l’exemple de l’analyse harmonique
de séquences d’accords de jazz.
13.4.1 Deuxpatternsde règles pour l’analyse
Étant donné une séquence d’accords, le problème consiste à déterminer la tona-
lité de chaque accord dans la séquence. Cette tonalité d´ep nd à la fois de la structure
de l’accord lui-même (accord majeur, mineur, de septième, etc.), de sa position dans
la séquence (temps fort, temps faible) et des accords voisins. Le but de l’analyse est
de trouver des tonalités qui soient plausibles musicalement. Cette plausibilité mu-
sicale fait appel à des règles harmoniques précises et bien connues qui permettent
de décrire des formes musicales de différents niveaux. Par exemple, on peut décrire
avec précision unerésolution, comme un accord de septième suivi d’un accord par-
fait (du moins dans sa version simple). De même, une structure diteAABApeut se
décrire par une répétition de quatre formes vérifiant des contraintes d’identité sim-
ples. Enfin, une bonne analyse tente de trouver des tonalités qui soient communes
au plus grand nombre d’accords possibles (principe de minimisation).
Plusieurs approches ont été explorées pour l’analyse harmonique par ordinateur :
procédurales[Ulrich, 1977], à base de grammaires génératives[Steedman, 1984], de
grammaires systémiques[Winograd, 1968], de systèmes experts[Maxwell, 1992].
Leur principal inconvénient est de représenter toutes les connaissances mises en jeu
à l’aide d’un seul paradigme. Comme toujours, ce paradigme, qu l qu’il soit, est
souvent bien adapté à un type de connaissances, mais pas àd’ utres. On aboutit
ainsi à des systèmes complexes, difficiles à comprendre,et limités dans leurs per-
formances. L’approche que nous avons suivie consiste à trouve un modèle de l’ana-
lyse qui exploite les structures objets existantes et qui soit généralisable à d’autres
problèmes d’analyse, pas forcément musicaux. Cette approche est fondée sur un
modèle du processus d’analyse qui relève de la psychologie de la forme (gestalt) :
on identifie dans un premier temps des formes musicales classique , comme les II-V,
les anatoles, cadences, résolutions ou autres marches harmoniques. Par exemple, un
II-V sera reconnu lorsqu’on trouve deux accords voisins telque la tonique du se-
cond soit la quinte de la tonique du premier, que le premier est mineur, le deuxième
de septième, etc. (par exemple, la séquence D min 7 / G 7). Dans un deuxième
temps, on tente de regrouper les accords isolés à l’aide der` gl s de regroupement.
Par exemple, une règle dit que si un accord isolé est voisind’u e forme analysée
et que la tonalité de cette forme analysée fait partie des tonalités possibles de cet
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accord, alors on peut analyser l’accord dans cette tonalit´e, et donc grouper l’accord
et la forme pour créer une forme englobant les deux (par exemple, un accord isolé
de C majeur, suivi d’une longue séquence d’accords analys´ee en C majeur).
Dans les deux cas, les règles spécifient des manières d’agréger des formes d’ordre
n pour créer des formes d’ordren + 1. L’analyse est terminée lorsqu’une forme
couvrant l’ensemble de la séquence a été trouvée[Mouton et Pachet, 1995][Pa-
chet, 1994c]. Pour implémenter ces règles, le formalisme des règles de production
est particulièrement bien adapté. Nous avons montré[Pachet, 1998] que les règles
d’agrégation, que ce soit pour les formes simples (exemplede la règle de II-V) ou
pour les règles de regroupement générales (accord isol´e suivi de forme analysée),
suivent toutes le même schéma :
Soient a1 a2 des instances (d’une sous-classe) de FormeMusicale
SI certaines propriétés sur l’agencement de a1 et a2 sont vraies,
ET certaines propriétés sur leurs caractéristiques locales sont vraies
ALORS créer une instance d’une sous-classe de FormeMusicale
agrégeant les deux formes
En outre, un des points importants de cette approche, notamment par rapport
aux modèles à base de grammaire, est de permettre l’écriture de règles de destruc-
tion de formes, appeléesrègles d’oubli, qui permettent d’assurer une convergence
rapide du raisonnement, en limitant dynamiquement le nombre de formes créées.
Les problémes de convergence (risque de recréer des formes détruites, et donc de
boucler) sont résolus en adoptant des stratégies particulières de contrôle, à base
d’agendas[Dojat et Sayettat, 1994]. Ces règles suivent, elles, le schéma suivant :
Soient a1 a2 des instances de (une sous-classe de) FormeMusicale
SI certaines propriétés sur l’agencement de a1 et a2 sont vraies,
ET certaines propriétés sur leurs caractéristiques locales sont vraies
ALORS supprimer a2
13.4.2 Discussion : Patterns et Frameworks
Le modèle élaboré pour rendre compte du processus d’analyse, outre ses intérêts
purement musicologiques, présente plusieurs intérêtspour la programmation par
objets, et particulièrement pour l’étude despatternset desframeworks. D’une part
nous avons mis en évidence deuxpatternsde règles, au sens de[Gammaet al.,
1994]. Ces deuxpatternspermettent à eux seuls de représenter la totalité des bases
de règles nécessaires au raisonnement. Par ailleurs, unecomparaison de ce système
avec un système développé dans le domaine médical — le syst` me NéoGanesh[Do-
jat et Sayettat, 1994] — a permis de mettre en évidence une forte analogie entre les
deux types de raisonnements (médical et musical), conduisant ainsi à unframework
permettant la représentation de raisonnements temporelshiérarchiques[Pachet et
Dojat, 1995]. Enfin, la mise en évidence d’un problème de circularité dans les grilles
de jazz (la fin de la grille précède en fait le début), a ét´e l point de départ d’une
recherche plus formelle sur une extension des intervalles de Allen aux intervalles
circulaires[Pachet et Carrive, 1996].
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13.5 Harmonisation automatique
Le problème de l’harmonisation automatique (le plus souvent d chorals à quatre
voix comme en a composé Bach), est d’une certaine manière le problème dual de
celui de l’analyse. Il consiste, pour une mélodie donnée,à ´ crire trois autres voix,
de manière à respecter les règles de l’harmonie et du contrepoint. Les règles sont du
style :(( l’intervalle de quarte augmentée est interdit entre deux notes consécutives)),
ou(( la sensible doit monter à la tonique)), ou encore(( les intervalles de quintes entre
deux voix ne doivent pas être parallèles)).
Ce problème a déjà été abordé par diverses techniques, dont celles de la satis-
faction de contraintes (CSP, voir chapitre 9) : [Ovans et Davison, 1992] par laCSP
pure,[Ebcioglu, 1992] utilisant les algorithmes de retour-arrière intelligent, [Tsang
et Aitken, 1991] par la programmation logique avec contraintes,[Ballesta, 1994]
avec une combinaison de contraintes et d’objets. Aucune de cs approches n’a per-
mis de construire de systèmes aux performances réalistes(un minute environ pour
le plus rapide d’entre eux, sur des mélodies d’une dizaine de notes, alors qu’un bon
musicien résout ces problèmes en un temps quasiment instantané !).
Dans notre contexte, ce travail constitue un remarquable terrain d’investigation
pour les systèmes intégrant satisfaction de contrainteset objets (voir à ce sujetchapi-
tre 9). L’exploitation des structures objets complexes comme cell s de MUSES per-
met en effet de poser le problème de manière plus claire et dl résoudre de manière
plus satisfaisante. Les connaissances liées aux objets debase (notes, accords, inter-
valles) sont représentées de manière procédurale avecl bibliothèque MUSES. Les
lois des traités d’harmonie et de contrepoint sont exprim´ees comme des contrain-
tes portant sur ces objets, et sont gérées par un résolveur de contraintes général.
On peut montrer alors que l’exploitation des structures objets dans la résolution du
problème permet non seulement d’augmenter la lisibilitédes contraintes, mais aussi
de réduire considérablement leur complexité et donc le temps d’exécution[Pachet et
Roy, 1995a] [Pachet et Roy, 1995b]. Un des points-clé de cette approche est de rem-
placer des contraintes d’arité élevée portant sur des objets atomiques (des valeurs),
par des contraintes d’arité faible, portant sur des objetscomplexes. Typiquement, la
fameuse règle interdisant les(( quintes parallèles)) entre accords consécutifs s’ex-
prime dans l’approche standard par une contrainte (complexe) d’arité huit (quatre
notes par accord, chaque note étant considérée ici commeun objet atomique, par
exemple une hauteur), et dans la nôtre par une contrainte d’arité deux (deux objets
accords). Le système ainsi obtenu est non seulement plus lisible et modifiable, mais
aussi environ 10 fois plus rapide que tous les autres.
13.6 Éditeurs graphiques
La conception d’éditeurs graphiques constitue un terrainprivilégié de la pro-
grammation par objets. Le problème de l’édition de partitions est un cas parti-
culièrement difficile. Plusieurs types de logiciels sont proposés sur le marché, répon-
dant à divers besoins, souvent inconciliables. D’une partdes logiciels permettent de
faire de l’édition de partitions à proprement parler. Ceux-ci offrent à l’utilisateur
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toute la palette des signes graphiques musicaux, avec laquelle celui-ci peut com-
poser sa partition comme un dessin. D’autres logiciels permettent une édition gra-
phique plus limitée mais interactive, obtenue à partir d’une représentation sémantique
riche des notes, comme les logiciels desequencerspar exemple. On retrouve alors
le même dilemme que pour les traitements de texte : interactivité et automatismes,
contrebatchet flexibilité (par exemple Word contre LATEX).
La complexité des objets mis en jeu dans ces éditeurs peut ˆetre illustrée par un
exemple typique : l’affichage des notes et la gestion des syncopes. La représentation
graphique d’une note dépend à la fois de sa durée (il y a desblanches, des noires, des
croches, etc.) mais aussi de son emplacement, de sa positiondans la mesure. Ainsi,
une note durant 4 temps, dans une mesure à 4 temps et commençant sur le premier
temps doit s’afficher par uneronde, graphiquement représentée par un rond sans
queue, illustrée figure 13.6 (à gauche)3. Lorsque cette même note commence sur le
deuxième temps, on ne peut plus l’afficher comme telle, pourde x raisons : d’abord
la mesure ne peut contenir que 4 temps, et donc la note(( dépasse)), et ensuite la règle
de syncope stipule qu’une note ne peut franchir un temps plusfort que son temps de
départ. Ainsi, la notation correcte est celle d’une noire lié à une blanche (syncope
au sein de la mesure), liée encore à une noire à la mesure suivante (cf. figure 13.6,
milieu). Si cette même note commence sur le deuxième quartd premier temps, les
mêmes contraintes conduisent à la représentation encorplus complexe de la figure
13.6 (à droite). Ces trois représentations doivent êtrerecalculées rapidement, car
les notes peuvent être déplacées à la souris. Le problème est encore plus complexe
quand les mesures sont de taille variable.
FIG. 13.6: Trois repŕesentations graphiques pour la mê e note dans l’éditeur
MUSES.
Trouver une conception par objets d’un tel éditeur qui permette d’assurer un
bon compromis entre interactivité et calculs automatiques est un problème ouvert.
De nombreuses recherches exploitent les formalismes depropagation de contrain-
tespour proposer desframeworksdans lesquels de tels éditeurs sont, en théorie,
plus faciles à construire[Vlissides et Linton, 1990] [Brant, 1995] (voir aussicha-
pitre 9). L’application de ces techniques à des éditeurs de partitions n’est pourtant
pas facile. Comme nous l’avons vu, la représentation graphique d’une même note
peut donner lieu à la création d’un ou de plusieurs objets graphiques, et ce, dynami-
quement. Or les formalismes de contraintes ne s’accommodent pas très bien de ces
objets(( fantômes)) ! De plus, les problèmes à résoudre pour atteindre des perfor-
mances raisonnables nécessitent de représenter des connaissances typographiques
complexes : taille et inclinaison des hampes, taille des mesures, affichage des po-
lyphonies, gestion des multiples portées simultanées, problèmes de justification et
de rupture de page, etc. Enfin, les partitions réalistes comportent plusieurs centaines
3. Il s’agit plus précisément d’une ellipse légèrementinclinée, dont le trait est plus plein sur les bords
que sur les sommets.
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de notes, ce qui exclut en pratique l’utilisation de ces techniques. Ici encore, si la
structuration par objets permet de réduire considérablement la complexité, celle-ci
n’est pas pour autant totalement vaincue et de nouveaux paradigmes de program-
mation ou de représentation de connaissances doivent êtrid ntifiés pour permettre
la construction aisée de tels outils.
13.7 Autres applications
Bien d’autres activités musicales peuvent ainsi être modélisées par des objets et
la place manque pour les décrire toutes. Voici quelques uned’entre eux, le lecteur
est invité à consulter les références pour plus de détails.
13.7.1 Classification de sons et programmation de synthétiseurs
Ce problème concerne la spécification de sons pour les synthétiseurs du com-
merce. Les synthétiseurs commercialisés aujourd’hui proposent des modes de syn-
thèse sonore extrêmement sophistiqués (par modulationde fréquence, soustractive,
par modèles physiques), que les musiciens ne maı̂trisent généralement pas, ce qui
rend leur programmation quasiment impossible. Or les experts en programmation de
synthétiseurs utilisent des connaissances souvent explicites, de surface, c’est-à-dire
relativement indépendantes des modèles de synthèse effectivement employés par
l’appareil. Un exemple typique de transformation de son est(( pour rendre un son
plus gros, on peut le doubler par une copie conforme et désaccorder très légèrement
sa copie)). Reconnaissant que la plupart des règles expertes concernent les trans-
formations applicables aux sons, plutôt que la fabrication de sons à partir de zéro,
l’étude décrite dans[Rolland et Pachet, 1996] a conduit à construire une taxonomie
de sons fondée sur les transformations applicables. L’id´ee est alors de classer un son
de départ dans cette taxonomie, afin d’en déduire une listede transformations, as-
sociée à chaque type de son trouvé par le classifieur. Cette liste est ensuite proposée
à l’utilisateur, qui en sélectionne une. Puis la transformation est appliquée, condui-
sant alors à un nouveau son, qui est à son tour classé, puisle cycle recommence.
Du point de vue des représentations mises en jeu, ce système présente l’origi-
nalité d’être bicéphale : la partie classificatoire est réalisée dans le formalisme des
logiques de descriptions (le système BACK, voir chapitre 11). Le résultat de cette
classification est une liste de types (les classes de son, parexempleBrassyAble,
DecayAble), auxquels sont associés desnomsde transformations. Le nom de trans-
formation une fois choisi par l’utilisateur, la transformation elle-même est effectuée
par une méthode SMALLTALK ayant ce nom comme sélecteur. Les deux parties
coopèrent pour réaliser le cycle de base, avec choix de la transformation par l’utili-
sateur à chaque cycle (voir figure 13.7).
13.7.2 Simulation d’improvisation
L’improvisation est une des activités humaines les plus fascinantes qui soit.
Des travaux en cours tentent de modéliser cette activité,en l’envisageant comme





























FIG. 13.7: Le sch́ema de raisonnement pour la classification de patches de
synth́etiseurs. La partie classification est réaliśee enBACK, l’application de la
transformation śelectionńee enSMALLTALK
une forme particulière de résolution de problèmes faisant intervenir une boucle de
contrôle dirigée par le(( temps restant disponible)), et exploitant une représentation
des actions musicales par objets[Ramalho et Pachet, 1994], ainsi qu’une mémoire
musicale sous forme de cas[Ramalho et Ganascia, 1994]. Ces actions musicales et
les cas sont représentés par des objets temporels particulie s et utilisent la représen-
tation des objets temporels vue à la section 3. Ce modèle, qui donne lieu à une mise
en œuvre aisée, permet d’étudier précisément ce qui, dans l’ ctivité d’improvisa-
tion, relève de la simple juxtaposition depatterns, de ce qui relèverait d’une forme
de(( créativité)).
Un autre travail en cours dans le même domaine concerne le problème de la
caractérisation des styles musicaux. Les techniques de programmation dynamique
sont utilisées pour détecter des motifs récurrents, dans e larges corpus de mélodies :
les improvisations de Charlie Parker[Rolland et Ganascia, 1996], et constituent un
autre exemple d’utilisation de la bibliothèque de classesMUSES.
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13.8 Conclusion
Nous avons montré quelques exemples typiques de problèmes musicaux néces-
sitant de représenter divers types de connaissances musicales, pour lesquelles la
programmation par objets apporte des réponses intéressant . Les mécanismes de
la programmation par objets permettent ainsi de représentr u e couche de base
substantielle qui sert de point de départ pour l’élaborati n de diverses applica-
tions. Mais ces mécanismes ne suffisent pas à exprimer bon nombre de connais-
sances complexes : on fait alors appel à des ontologies spécialis es, aux contraintes,
aux règles, à la classification, à la programmation dynamique, etc. pour enrichir
le pouvoir d’expression des objets de base, voire construire de nouveaux langages.
Certains problèmes restent cependant difficiles à résoudre et mettent en évidence
des complexités non encore maı̂trisées. Ces problèmes musicaux soulèvent, comme
nous l’avons vu, des questions fondamentales de représentation de connaissances,
qui mettent à l’ épreuve de manière fructueuse les paradigmes actuels de program-
mation et de représentation.
14
RESYN : objets, classification
et raisonnement distribué
en chimie organique
CE CHAPITRE PŔESENTE UNE APPLICATION, le système RESYN [Vismaraetal., 1992], dans laquelle la représentation par objets et le raisonneme t par
classification jouent un rôle central. RESYN est un système d’aide à la concep-
tion de plans de synthèse en chimie organique qui est développ´ dans le cadre du
GDR TICCO (Traitement Informatique de la Connaissance en Chimie Organique).
Ce GDR1 interdisciplinaire, dans lequel informaticiens et chimistes collaborent, re-
groupe une dizaine de laboratoires de recherche du secteur public et différentes
sociétés industrielles : FRAMENTEC COGNITECH, ROUSSELUCLAF, SANOFI CHI-
MIE, SEMA GROUPet SERVIER.
Si la synthèse de molécules organiques, ayant des propri´etés particulières et pou-
vant être commercialisées, représente un enjeu consid´erable pour l’industrie chimi-
que, elle pose aussi des problèmes très complexes dont la résolution fait appel à des
connaissances chimiques nombreuses, diverses et souvent peu ex licites. Depuis
une trentaine d’années, beaucoup de travaux, dus essentiellement à des chimistes,
ont été menés pour concevoir des systèmes informatiques s sceptibles d’aider à la
résolution de ces problèmes[Ott et Noordik, 1992]. Bien que certains d’entre eux
fassent preuve d’une certaine efficacité, les systèmes r´ealisés à ce jour n’ont guère
dépassé le stade du prototype et, construits à l’aide de techniques informatiques
classiques, souvent procédurales, ils suscitent la plupart des critiques faites habi-
tuellement aux systèmes experts.
Malgré les acquis, beaucoup reste encore à faire, tant pour mie x comprendre et
formaliser la démarche du chimiste dans la résolution desproblèmes de synthèse que
pour simuler cette démarche sur un ordinateur, en employant les techniques infor-
matiques adéquates. Ceci a guidé notre travail et nous avons entrepris la réalisation
1. Groupe de Recherche du CNRS.
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de RESYN, en ayant pour priorité la construction de modèles facilit nt l’acquisition
des connaissances et garantissant l’évolution du système.
Les connaissances du domaine ont été modélisées selon une approcheorient́ee
objets, avec l’aide d’experts de la synthèse organique et en s’appuyant sur des
résultats antérieurs. La plupart des concepts que manipule RESYN sont décrits en
termes de graphes. Ceux-ci sont organisés selon les relations desubsomptionet la
principale méthode de résolution dont dispose RESYN est leraisonnement par clas-
sificationqu’il applique sur ces hiérarchies de graphes. La notion classique de sub-
somption entre graphes étant insuffisante, nous avons introdui celle de subsomption
entreappariements de graphes, ce qui nous a permis de développer une méthode
originale : laclassification par appariements dirigés.
Les stratégies employées par les chimistes dans la résolution des problèmes
de synthèse forment, pour leur part, un ensemble de connaissances peu explicites
que nous nous efforçons de modéliser. Dans RESYN, l’élaboration de directives
stratégiques met en œuvre différents points de vue pouvant converger ou se concur-
rencer. Cette approche est basée sur l’utilisation d’unereprésentation distribúee du
raisonnement.
RESYN est développé en YAFOOL [Ducournau, 1991], langage dans lequel les
objets sont représentés à l’aide du concept deframe.
14.1 Le problème de la synth̀ese en chimie organique
Un problème de synthèse chimique se pose lorsqu’on veut pr´ parer une molécule
donnée par des moyens artificiels. Une solution à un tel problème est un chemin
de synthèse. Celui-ci doit permettre de passer d’un état initial, constitué par un
ensemble de produits de départ, à un état final, contenantla molécule souhaitée
dite molécule cible, les opérateurs de changement d’état étant des réactions chi-
miques. Un chemin de synthèse comporte généralement plusieurs étapes, leur nom-
bre pouvant atteindre plusieurs dizaines dans le cas de mol´cules très complexes.
La résolution se déroule en deux phases successives, l’une pour établir un plan de
synthèse (cf. figure 14.1), l’autre pour expérimenter ce plan.
La conception d’un plan de synthèse repose sur une perception de la molécule
cible qui s’effectue à partir de la formule structurale de celle-ci. Une molécule
étant un objet tridimensionnel composé d’atomes joints par des liaisons, sa formule
structurale en est une représentation graphique qui rend compte de sa composition
(nombre et type des atomes), de sa constitution (relations de voisinage entre les
atomes) et de sa stéréochimie (arrangement relatif des atomes dans l’espace 3D).
Par l’analyse de cette information, on reconnaı̂t des sous-tr ctures caractéristiques,
telles que des systèmes de cycles, des groupements fonctionnels, des stéréocentres,
etc., permettant d’identifier la molécule cible comme un membre de différentes fa-
milles chimiques qui possèdent des propriétés particulières ou des modes d’obten-
tion connus. D’autres informations utiles peuvent également être relevées, comme
la position relative des sous-structures ou leur place dansla structure cible, les res-
semblances avec d’autres molécules, les symétries, etc.C te perception conduit à
une représentation détaillée du problème posé.


























FIG. 14.1: Exemple de plan de synthèse (les conditions de réaction ne sont pas
indiquées).
Très généralement, dans un tel problème, c’est l’étatfin l contenant la molécule
cible qui est à la fois le mieux défini et, chimiquement, le plus complexe. Aussi, la
démarche la plus formelle qui ait été proposée jusqu’àprésent pour concevoir un
plan de synthèse est une approche analytique dans laquelleon r cherche, partant
de la structure cible et par étapes successives, des précurseurs possibles de celle-
ci jusqu’à trouver un ensemble convenable de produits de d´epart. Pour mener à
bien cette rétrosynthèse[Corey et Cheng, 1989], on utilise les opérateurs inverses
des réactions chimiques, nomméstransformations. Appliquée à la représentation
d’une molécule, une transformation engendre la représentatio de précurseurs de
cette molécule. En principe, un précurseur possède une structure plus simple que
celle de la molécule d’origine. Lorsqu’un précurseur n’est pas reconnu comme un
produit de départ, c’est-à-dire une molécule connue, disponible commercialement
ou facile à obtenir, il peut être considéré lui-même comme une nouvelle cible.
À la fin de ce processus, on aura construit un arbre de rétrosynthèse dont la
racine est la cible et les feuilles sont des produits de départ. Cet arbre peut contenir
un nombre considérable de plans de synthèse s’il est développ´ systématiquement
car des millions de molécules et de réactions sont actuellem nt connues et sont
donc des produits de départ et des opérateurs potentiels.Pour réduire l’espace du
problème et contrôler la construction de l’arbre de rétrosynthèse, le chimiste fait
appel à des heuristiques appelées stratégies de synthèe. L plan à expérimenter
sera choisi parmi d’autres selon des critères de faisabilité, d’originalité et de coût.
14.2 Le syst̀eme RESYN
RESYN est un système d’aide à l’élaboration de plans de synthèse. Son objectif
est de construire un arbre de rétrosynthèse pour une molécule qui lui est soumise.
L’utilisateur propose la molécule cible au moyen d’un édit ur permettant de dessi-
ner sa formule structurale, laquelle est interprétée comme un graphe par RESYN.
Dans un graphe moléculaire, les sommets et les arêtes figurent respectivement les



































































FIG. 14.2: Transformation, objectif et hiérarchie de contextes
atomes et les liaisons. Ce graphe est analysé par RESYN afin d’en percevoir les
caractéristiques et déterminer des objectifs stratégiques.
Une transformationest un opérateur qui modifie un ensemble de sommets et
d’arêtes du graphe moléculaire (cf. figure 14.2, en haut).Le graphe induit par cet
ensemble constitue l’objectif de la transformation (fig. 14.2, à droite). L’applica-
tion d’une transformation obéit à des contraintes d’ordre chimique qui définissent
les environnements favorables ou défavorables à l’utilisa ion de la transformation.
Nous décrivons ces environnements sous la forme de graphesp léscontextesqui
étendent l’objectif de la transformation aux sommets et arˆ tes conditionnant son ap-
plication. Lecontexte minimal(fig. 14.2, à droite) est le plus général (c.-à-d. le plus
simple) de ces contextes.
L’ensembles des contextes, qui peut être très vaste, est représenté sous la forme
d’un réseau organisé suivant une relation de subsomptionbasée sur la notion de
sous-graphe partiel (fig. 14.2, au centre). Déterminer si l’on peut appliquer une
transformation à la molécule cible correspond à une classification du graphe molécu-
laire dans la hiérarchie de graphes définie par ce réseau (fig. 14.2, en bas). Si le con-
texte le plus spécifique contenu dans la molécule est favorable (resp. défavorable)
l’application de la transformation sera possible (resp. imossible). Nous présenterons
les techniques associées à ce raisonnement par classification d ns le paragraphe 14.4.
La figure 14.3 présente un schéma général du fonctionneme t actuel du système
RESYN. La première étape consiste à(( percevoir)) les propriétés de la molécule
































des contextes qui sont favorables
ou défavorables à l’application d’une
transformation réalisant l’objectif
Recherche, pour chaque objectif,
Choix d’une règle
FIG. 14.3: Sch́ema ǵeńeral du fonctionnement deRESYN
cible. Le système est alors capable de déterminer deux types d’objectifs strat́egiques
rudimentaires qui sont proposés à l’utilisateur :
• lesobjectifsélémentairesdécrivent une action à appliquer sur une seule liai-
son de la molécule (par exemple(( casser cette liaison))). Lorsqu’un tel objec-
tif est choisi par l’utilisateur, le système essaie d’étendre cet objectif élémen-
taire de façon à obtenir des objectifs de transformation plus importants. Ces
objectifs, ditssṕecifiques, permettent de modifier d’autres liaisons situées au-
tour de celle qui est décrite dans l’objectif élémentaire ;
• lesrègles de strat́egiespermettent de définir directement unobjectif sṕecifique.
Elles correspondent généralement à des transformations chimiques impor-
tantes dont l’application est systématiquement recherchée.
Pour chacun desobjectifs sṕecifiquesobtenus, suivant le choix de l’utilisateur,
RESYN recherche les contextes les plus spécifiques qui intègrent cet objectif. Ces
contextes peuvent être favorables ou défavorables pour l’application de transforma-
tions réalisant l’objectif choisi. En effet, il peut exister différentes transformations
chimiques qui réalisent le même objectif (en utilisant, par exemple, des catalyseurs
différents). De ce fait, un même contexte peut apporter des informations sur l’appli-
cation de diverses transformations. Afin de factoriser la connaissance, nous avons
choisi de regrouper tous les contextes associés à ces transfo mation dans une seule
hiérarchie.
L’étude des transformations réalisant un objectif donn´e se ramène donc à la
recherche des contextes les plus spécifiques parmi ceux quicontiennent l’objectif
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et sont contenus par la molécule cible. Pour chacun des ces contextes, il suffit de
déterminer quelles sont les transformations pour lesquelles le contexte est favorable
ou défavorable. Nous verrons dans le paragraphe 14.3.3 quecette détermination fait
appel à la notion d’héritage cumulatif non monotone.
Les transformations dont le contexte associé est défavorable sont rejetées et le
système peut utiliser ce contexte pour justifier sa décision. Si le contexte est fa-
vorable, la transformation est appliquée au graphe moléculaire cible, afin d’engen-
drer un ou plusieurs précurseurs. Le processus général put alors être réitéré à par-
tir de ces précurseurs. Une base de données de molécules disponibles permet de
déterminer si un précurseur constitue unproduit de d́epart, c’est-à-dire une feuille
de l’arbre de rétrosynthèse.
Toutes les étapes de cette recherche sont regroupées au sein d’un arbre comme
celui présenté dans la figure 14.4. La molécule cible initiale constitue la racine de
cet arbre et les autres nœuds décrivent les diverses voies de synthèse qui ont été
envisagées. L’utilisateur peut accéder à toutes ces informations et choisir le chemin
de synthèse dont il désire poursuivre l’étude.
Actuellement, les règles de stratégie sont peu nombreuses et se résument à quel-
ques heuristiques telles que la recherche systématique des obj ctifs des transforma-
tions chimiques les plus importantes (Diels-Alder, Claisen, ...). Les objectifs définis
par RESYN sont donc assez élémentaires et souvent de l’ordre de la liaison. Une part
de travail consiste à doter RESYN des outils lui permettant d’acquérir ces règles
de stratégie. L’intérêt de ce travail est double. D’une part, chercher à construire
un modèle du raisonnement de l’expert, c’est le comprendremieux. D’autre part,
définir des objectifs stratégiques dont les graphes sont plus importants que ceux que
RESYN manipule à l’heure actuelle, c’est définir des points d’entr´ e plus spécifiques
dans le réseau des transformations et des contextes, et accélérer ainsi le mécanisme
de recherche des transformations applicables. Cette démarche sera décrite dans le
paragraphe 14.5.
14.3 Repŕesentationsà objets dans RESYN
Le système RESYN a été écrit en YAFOOL [Ducournau, 1991], un langage
intégrant les notions deframeset de classes, permettant aussi bien une program-
mation par objets que par prototypes (voirchapitre 8). YAFOOL a été développé
par R. Ducournau, avec la collaboration initiale de J. Quinqeton. YAFOOL est écrit
en LEL ISP [Chaillouxet al., 1986]. Il intègre une interface graphique YAFEN ainsi
qu’un(( moteur d’inférence)) YAFLOG. L’ensemble est désigné sous le terme d’Y3.
Pour concevoir un système tel que RESYN, on est principalement confronté à un
problème de modélisation, aussi bien au niveau des structures que des méthodes. Le
recours à un langage à objets comme Y3 s’est avéré bien adapté aux caractéristiques
de la connaissance manipulée dans un système d’aide en synthè e organique :
• la connaissance est parcellaire : la confrontation d’expertises multiples ne fa-
cilite pas la construction d’une vision globale du problème. Elle encourage
au contraire la définition de modèles décrivant une aire d’expertise réduite.











FIG. 14.4:Extrait d’un arbre de ŕetrosynth̀ese construit parRESYN.
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La modularité propre aux langages à objets s’avère ainsibien adaptée à la
représentation de la connaissance. La notion de facette associée aux attributs,
et plus particulièrement de réflexe, procure un grand pouvoir d’expression des
caractéristiques des concepts et des contraintes qui leurs sont associés ;
• la connaissance est évolutive. Le domaine de la synthèse ´etant partiellement
formalisé, le travail de modélisation n’est jamais parfaitement terminé. RE-
SYN est un prototype qui doit permettre de tester la validité etla pertinence
de modèles de connaissance ou de méthodes d’analyse et de r´ solution. Le
principe d’(( encapsulation)) associé à la programmation par objets facilite
l’évolution de la connaissance. Les objets étant relativement autonomes, il est
possible de modifier un modèle en limitant les risques d’interaction avec les
autres concepts décrits dans le système. L’interaction entre objets est en ef-
fet fortement contrainte par la définition de points d’entr´ es obligatoires au
niveau des objets (méthodes ou attributs) ;
• la connaissance peut être hiérarchisée. Le mécanisme d’héritage autorise l’or-
ganisation des concepts suivant divers niveaux d’abstraction. Cette représen-
tation hiérarchique de la connaissance simplifie la définitio de nouveaux con-
cepts dont la description peut s’appuyer sur des modèles d´jà existants qu’il
suffit de spécialiser ;
• un système d’aide à la synthèse doit permettre l’accès aux connaissances qu’il
manipule. Leur lisibilité est facilitée par la modularité nhérente aux langages
à objets. La présence d’interfaces dédiées à la visualisation des connaissances
est généralement commune à tous les langages à objets. Dan Y3, l’existence
d’un (( browser))2 évolué s’est avérée très utile lors de la conception deRE-
SYN. Par ailleurs, dans la mesure où YAFEN est lui-même défini par un en-
semble d’objets, l’élaboration de nouvelles interfaces consiste généralement
à spécialiser des objets graphiques préexistants.
14.3.1 Quelques notions de base en Y3
Tout objet en Y3 est basé sur le concept deframe. Un framecomporte un certain
nombre d’attributs, eux-mêmes divisés enfacettesqui peuvent être déclaratives ou
procédurales.
Une facette déclarative contient des informations définissant l’attribut. La fa-
cettevalue est la plus courante car elle décrit la valeur de l’attribut. Mais il existe
d’autres facettes déclaratives comme les facettes de typage (un ou des pour un at-
tribut à valeur unique ou multiple). Par exemple, un objetensemble-d’entiers
possédera deux attributs :les-élements et cardinal ayant respectivement pour
facette de typage(( des = entiers)) et (( un = entier)).
2. Le terme de(( browser)) (de l’anglaisto browse = feuilleter) désigne l’interface graphique qui
permet de visualiser un objet et de se déplacer dans la hiérrchie d’héritage ou suivant les relations qui
existent entre les objets.
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Les facettes procédurales décrivent des procédures quiont déclenchées(( par
réflexe)) lors d’un accès à l’attribut. Il existe quatre facettes procédurales (ouréflexes)
qui sont pré-définies dans Y3 :
• les facettessi-ajout et si-enlève sont activées lorsqu’on modifie la va-
leur de l’attribut (ajout ou retrait du contenu de la facettevalue). Dans le
cas de l’objetensemble-d’entiers, l’attribut les-élements possédera
deux réflexes :(( si-ajout = incrémentercardinal )) et (( si-enlève =
décrémentercardinal )) ;
• la facettesi-besoin permet d’appeler une fonction calculant la valeur de
l’attribut lors d’un premier accès en lecture sur cet attribut ;
• la facettesi-possible sert à vérifier si la valeur qu’on veut ajouter à l’attri-
but est compatible avec les facettes de typage qui on été d´efinies.
Les réflexes i-ajout etsi-enlève sont généralement utilisés pour assurer la
cohérence entre les valeurs3 des attributs d’un ou plusieurs objets. Quant au réflexe
si-besoin, il permet de repousser le calcul de la valeur d’un attribut jusqu’au mo-
ment où l’on en a réellement besoin. Une fois que cette valeur est calculée, elle est
placée dans la facettevalue de l’attribut. Cela suppose que cette valeur n’est plus
susceptible d’évoluer.̀A l’inverse, pour accéder à une caractéristique de l’objet dont
la valeur peut constamment évoluer, il faut recourir à uneméthode. Comme dans
tous les langages de classes, Y3 permet d’associer des méthodes aux objets. Une
méthode est en fait un attribut particulier dont le contenust une fonction LEL ISP.
L’ensemble des objets est organisé de façon hiérarchique suivant une relation
d’ordre partiel appelée relation desṕecialisation(voir chapitre 10). La figure 14.5
décrit le graphe de spécialisation des descendants de l’obj tatome.
14.3.2 Objets composites
La notion d’héritage ne permet pas de traduire tous les lienqui peuvent exis-
ter entre les objets. Il faut souvent recourir à d’autres relations comme la relation
de (( composition)) qui établit un lien structurel entre des objets. Un objet est dit
(( composite)) s’il est formé par l’agrégation d’un ensemble d’objets qui constituent
ses(( composants)). Chaque composant décrit une partie de l’objet composite au-
quel il est rattaché. Un objetmolécule est ainsi composé d’un ensemble d’atomes
et de liaisons comme le montre la figure 14.6. L’attributatomes d’unemolécule
désigne l’ensemble des objets de typeatome qui composent cette molécule.À l’in-
verse, l’attributest-contenu-pard’un atome a pour valeur le nom de la molécule
dont cet atome est un composant. Les valeurs définies par cesdeux attributs étant
étroitement liées, il faut mettre en place un mécanisme permettant de maintenir leur
cohérence.
Supposons qu’on veuille(( retirer )) un atome d’une molécule, c’est-à-dire sup-
primer son nom de la liste d’atomes décrite par l’attributatomes de la molécule.
Pour maintenir la cohérence de la base de connaissances, ilfaut que l’atome concerné
3. Lorsque nous parlons de la(( valeur d’un attribut)) il s’agit en fait du contenu de sa facettevalue.
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FIG. 14.5: Le graphe de sṕecialisation des atomes dansRESYN
(defmodele molecule
(atomes (des . atome)
(lien-inverse . est-contenu-par)
(to-kill))









FIG. 14.6: Quelques mod̀eles d’objets dansRESYN.
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soit (( averti)) du fait qu’il n’est plus un composant de la molécule. Le nom de cette
dernière est alors enlevé de l’attributest-contenu-par de l’atome retiré.
Pour faciliter la définition de ce type de relations, la notion de(( lien inverse)) a
été introduite dans YAFOOL. Elle est mise en œuvre par la facettelien-inverse.
Dans le cas de l’attributatomes de l’objet moĺecule, la facettelien-inverse
désigne l’attributest-contenu-par qui lui correspond dans le modèleatome.
L’établissement d’un(( lien inverse)) correspond en fait à la mise en place de réflexes
si-ajout etsi-enlève sur l’attribut concerné.
La définition de(( liens inverses)) entre les objets nécessite la mise en place
d’un mécanisme de maintien de la cohérence lors de la destruction des objets. Ce
mécanisme se traduit par l’ajout d’une facetteto-remove indiquant que les va-
leurs de l’attribut concerné doivent être retirées avant que l’objet ne soit détruit.
Ce retrait automatique peut alors entraı̂ner le déclenchement des réflexes associés
au lien inverse. Dans le cas d’une relation de composition, la survie des compo-
sants n’a généralement pas de sens lorsque l’objet composite est détruit. Une facette
to-kill, placée dans l’attribut désignant les composants de l’objet composite, per-
met alors de déclencher la destruction automatique de ces composants.
14.3.3 H́eritage cumulatif non monotone
Nous avons vu dans le paragraphe 14.2 que la connaissance li´ee à ’applica-
tion d’une transformation chimique est représentée sousla forme d’une hiérarchie
de contextes. Chaque contexte est modélisé par un objet qui contient — en dehors
de la description du graphe qui lui est associé — un attributdécrivant la liste des
transformations pour lesquelles ce contexte est favorable. Nous noteronstrans-
formations-possibles cet attribut ettransformations-interdites l’attri-
but équivalent pour les cas où le contexte est défavorable.
La figure 14.7 donne un exemple d’une telle hiérarchie. Les contextes sont reliés
entre eux par la relationest-un du langage YAFOOL : ce sont ici desprototypes, liés
par une relation dedélégation(voir chapitre 8). Chaque contexteC x est décrit par
un graphe (notéG x). L’objet C x définit la classe des contextes qui(( contiennent))
le grapheG x. On peut ainsi dire que le contexteC b est un contexteC a puisque le
grapheG b (( contient)) le grapheG a. De ce fait, l’objetC b va pouvoir hériter des
propriétés deC a.
La recherche des transformations réalisant un objectif donné repose sur un rai-
sonnement par classification permettant de déterminer lescontextes les plus spéci-
fiques contenus dans la molécule cible. Lorsqu’un tel contexte a été trouvé, il faut
chercher toutes les transformations applicables dans un tel e vironnement.
Étudions l’exemple de la figure 14.7. Nous pouvons distinguer plusieurs cas en
fonction du contexte le plus spécifique qui est présent dans la molécule cible :
1. contexteC a : c’est le cas le plus simple. Les transformations applicables sont
celles contenues dans l’attributtransformations-possibles deC a.
2. contexteC b : comme dans le cas précédent, on va retenir la transformation
T 3 présente dansC b. Mais ce contexte est aussi un contexteC a. Il hérite
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- = transformations interdites
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FIG. 14.7:Héritage cumulatif non monotone
donc des propriétés de l’environnement chimique associ´e àC a. L’ensemble
des transformations applicables pourC b est ainsi composé de l’union des
valeurs présentes dans les attributstransformations-possiblesdeC b et
de tous ses ascendants dans la hiérarchie. On parle alors d’hé itage cumulatif.
3. contexteC c : ce contexte héritea priori des transformations possiblesT 1
et T 2 de son ascendantC a. Mais une de ces transformations apparaı̂t dans
l’attribut transformations-interditesdeC c. Ce contexte constitue une
exception pour l’application de cette transformation dansle cadre de l’envi-
ronnement associé àC a. Seule la transformationT 2 sera applicable pour
C c. On retrouve la notion classique d’héritage non monotoneliée à l’emploi
d’exceptions dans les langages à objets.
4. contexteC e : il s’agit du cas le plus général d’héritage cumulatif non mo-
notone. Pour le contexteC e, on peut appliquer les transformations présentes
dans cet objet (T 4) ou celles qui apparaissent dans ses ascendants (T 2) et
qui ne sont pas interdites par des ascendants intermédiairs (T 3). On notera
le cas particulier deT 1 qui est définie dansC a, interdite dansC c et à nou-
veau autorisée dansC d.
La notion d’héritage cumulatif non monotone est décrite dans[Ducournauet al.,
1995].
On retrouve bien évidemment les problèmes de conflit d’héritage dans le cas
d’un héritage multiple. Cependant, la sémantique associée aux contextes permet de
résoudre facilement ce type de conflit. Considérons un contexteC x qui hérite des
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propriétés de deux contextesC y et C z, incomparables par la relation de spéciali-
sation. Si une transformationT i apparaı̂t à la fois dans le champtransforma-
tions-possibles deC y et dans le champtransformations-interdites de
C z, on résoudra le conflit en considérant queT i n’est pas applicable pour le
contexteC x. En effet,C x contient les deux environnements associés aux con-
textesC y et C z. Bien que la présence deC y suggère la possibilité d’appliquer
a priori la transformationT i, l’environnement associé àC z constitue un exem-
ple connu pour lequelT i n’est pas applicable. Le système peut donc résoudre
le conflit en rejetantT i, tout en signalant sa décision afin qu’elle soit confirmée
par un expert du domaine et queT i soit explicitement rajoutée dans l’attribut
transformations-interdites deC x.
14.4 Raisonnement par classification
Nous avons vu dans le paragraphe 14.2 que la recherche d’un contexte favorable
à l’application d’une transformation est effectuée à l’aide d’un raisonnement par
classification sur une hiérarchie de graphes. Les techniques généralement utilisées
pour organiser une base de connaissances constituée de graphes sont semblables
à celles qui sont employées pour d’autres modes de représntation des concepts :
indexation, tables de(( hachage)) ou hiérarchisation. C’est à ce dernier mode d’or-
ganisation que nous nous intéressons ici. Il suppose l’exist nce d’une relation de
subsomptionentre les graphes de la base de connaissances. Cette relation repose sur
la notion desous-graphe partieldéfinie en théorie des graphes. Le raisonnement
par classification apparaı̂t alors comme le mode de traitement naturel d’une telle
hiérarchie de graphes.
14.4.1 Pŕeliminaires
Relation de subsomption entre graphes
Considérons un ensemble de concepts représentés par desgraphesnon orient́es
et connexes. Chaque grapheG = (X, E) est muni d’une fonction d’étiquetage sur
les sommetsfX : X → TX et sur les arêtesfE : E → TE . On suppose que les
ensembles d’étiquettesTX etTE sont munis des relations d’ordre partiel≥X et≥E .
Par exemple, considérons une base de connaissances contenant d s molécules.
Chaque molécule sera décrite par un(( graphe moléculaire)) dans lequel chaque
sommet est étiqueté par un type atomique plus ou moins générique (TX = { ha-
logène, ḿetal, carbone, azote...}) et chaque arête est associée à un élément de
l’ensembleTE = { liaison-simple, liaison-double, liaison-triple ...}. Quant à la
relation d’ordre partiel≥X , elle peut être définie surTX à partir de la classification
périodique des éléments de Mendeleı̈ev.
La subsomption entre deux graphesGA = (XA, EA) et GB = (XB, EB),
appeléeco-subsomption[Napoli, 1992], se définit de la manière suivante (cf. fi-
gure 14.8) :
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il existe un morphisme injectifϕ : XA −→ XB tel que :
• ϕ préserve l’adjacence du grapheGA :
∀x, y ∈ XA, {x, y} ∈ EA ⇒ {ϕ(x), ϕ(y) } ∈ EB
• ∀x ∈ XA, fXA(x) ≥X fXB (ϕ(x))



















FIG. 14.8: Relation de subsomption entre deux graphes (GA  GB ).
Cette relation de subsomption s’apparente à une relation d’ somorphisme de
sous-graphe partiel. En effet, si le grapheGA subsumele grapheGB, alors il existe
un isomorphisme entreGA et un sous-graphe partiel deGB qui respecte les relations
d’ordre≥X et≥E . On parle alors d’appariementdeGA dansGB.
La relation de subsomption permet d’organiser un ensemble de graphes de façon
hiérarchique, allant des graphes les plus généraux (c’est-à-dire les plus(( petits)))
aux plus spécifiques (c’est-à-dire les plus(( grands))). Chaque graphe constitue la
définition enintensiond’une(( classe)) de graphes. On peut définir la classe associée
à un grapheGA par l’ensemble infini de tous les graphes qui sont subsumés parGA.
Un graphe appartiendra à la classe associée àGA si et seulement si il possède un
sous-graphe partiel isomorphe àGA.
Algorithmes de classification
Le raisonnement par classification est utilisé pour ajouter n nouvel objet dans
une hiérarchie ou pour déterminer à quelles classes appartient cet objet afin d’en
déduire ses propriétés par un mécanisme d’héritage (voir chapitre 11). Étant donné
une hiérarchie quelconque d’objets ordonnée par une relation de subsomption et
étant donné un nouvel objetc on doit pouvoir déterminer :
• l’ensemble desPréd́ecesseurs Imḿediatsdec, notéPredI(c), défini par l’en-
semble des objets les plus spécifiques parmi ceux qui subsumentc (on parle
aussi deSubsumants les Plus Spécifiques) :
PredI(c) = { x tel quex  c et∃/ y 6= x vérifiantx  y  c }
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• l’ensemble desSuccesseurs Imḿediatsde c, notéSuccI(c), défini par l’en-
semble des objets les plus généraux parmi ceux qui sont subsumés parc (on
parle aussi deSubsuḿes les Plus Ǵeńeraux):
SuccI(c) = { x tel quec  x et∃/ y 6= x vérifiantc  y  x }
Calcul des pŕed́ecesseurs imḿediats
Les méthodes permettant de déterminer l’ensemble des pr´edécesseurs immédiats
tentent de limiter le nombre d’objets étudiés en se basantsur la transitivité de la re-
lation de subsomption (cf.[Baaderet al., 1994]).
Il existe deux méthodes principales pour construire l’ensemblePredI(c). La
première repose sur un parcours en profondeur de la hiérarchie. Elle est issue du
système KL-ONE[Lipkis, 1982]. Quant à la seconde, proposée par Levinson[Le-
vinson, 1992], elle consiste à étudier les objets de la hiérarchie suivant une extension
linéaire de l’ordre partiel défini par la relation de subsomption. Pour ce faire, Le-
vinson utilise un marquage sur les objets qui peut prendre les valeursvrai, faux
et non-marqúe. Au début de l’algorithme, aucun objet n’est marqué et l’ens mble
résultatS est vide.







il existe un objetx non marqué, tel quePredI(x) = ∅






Si x subsumec Alors
marquerx avec la valeurvrai;
S ← (S \ PredI(x) ) ∪ {x};
Sinon marquerx avec la valeurfaux;
Pour améliorer la classification sur une hiérarchie de graphes, Levinson suggère
d’y ajouter de nouveaux graphes baptisés(( graphes index)). Ces graphes sont de pe-
tite taille et permettent de focaliser la recherche des prédéc sseurs sur un ensemble
réduit de graphes de la hiérarchie qui sont susceptibles de ubsumer le graphec
à classer. En effet, sic est subsumé par un certain nombre de graphes index, les
prédécesseurs dec seront aussi subsumés par ces mêmes graphes index. Les graphes
index sont placés en haut de la hiérarchie dont ils constituent les éléments les plus
généraux. La recherche des prédécesseurs immédiats de l’objet c à classer com-
mence par la détermination des graphes index qui subsumentc. L’algorithme est
alors appliqué en ne considérant que les descendants de ces graphes index dans la
hiérarchie, réduisant par là même le nombre d’objets étudi s.
Il faut cependant noter que la détermination d’un ensembleoptimal de graphes
index pour une hiérarchie donnée reste un problème difficile à résoudre. Par ailleurs,
il arrive souvent que les hiérarchies manipulées contienent des graphes de petite
taille – décrivant des connaissances élémentaires – quiconstituent en fait autant de
graphes index. C’est notamment le cas dans le système RESYN.
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Calcul des successeurs immédiats
La détermination des successeurs immédiats d’un objetc s’appuie sur le cal-
cul des prédécesseurs immédiats. En effet, pour être subsumé parc, un objetx
doit nécessairement l’être par les prédécesseurs imm´ediats dec. Il faut cependant
noter que les successeurs immédiats dec ne sont que rarement des successeurs
immédiats des éléments dePredI(c) et peuvent se trouver beaucoup plus bas dans
la hiérarchie.
Pour calculer l’ensemble des successeurs immédiats dec on peut utiliser la
méthode proposée par Levinson[Levinson, 1992 ; Ellis, 1993 ; Guinaldo, 1996].
On commence par déterminer la sous-hiérarchie contenanttous les objets qui sont
subsumés par tous les prédécesseurs immédiats dec. Cette sous-hiérarchie, appelée
focus, correspond à l’intersection de toutes les sous-hiérarchies ayant pour racine
un des prédécesseurs immédiats dec. On utilise ensuite une extension linéaire de
la relation de subsomption pour parcourir cette sous-hiérarchie de façon à toujours
étudier un objetx avant les objets qu’il subsume. Six est subsumé parc, il est placé
dans l’ensembleSuccI(c) et tous ses descendants sont retirés de la sous-hiérarchie.
Le processus s’arrête lorsque la sous-hiérarchie est vide.
14.4.2 Subsomption d’appariements
Le processus de classification que nous avons décrit jusqu’ici reste très général.
Il s’applique à tout type de graphe étiqueté, comme les graphes conceptuels[Gui-
naldo, 1996]. Dans le cadre de la chimie, ce mécanisme général doit être complété
pour tenir compte de la spécificité du mode de classification inhérent au domaine.
Dans le système RESYN, l’application d’une transformation chimique est condi-
tionnée par l’existence d’un contexte favorable. Nous avons vu que la recherche d’un
tel contexte repose sur un processus de classification dans une hiérarchie de graphes
(§ 14.2).
Lorsqu’on cherche à appliquer une transformation à un endroit précis de la
molécule, on dispose du grapheGO décrivant l’objectif de la transformation et de
son appariementfO vers le graphe moléculaireGmol. Il s’agit d’étudier les apparie-
ments de contextes autour defO.
Dans l’exemple de la figure 14.9, la transformation associée à l’objectifGO peut
être appliquée à deux parties de la molécule qui correspondent aux appariementsfO
etf ′O.
Pour savoir si la transformation est applicable, on étudiel’ensemble des con-
textes qui sont à la fois plus spécifiques que l’objectifGO et plus généraux que le
grapheGmol. Parmi ces contextes, on ne s’intéresse qu’à ceux qui peuvent(( intégrer))
l’appariementfO, c’est-à-dire tous les contextesGi tels que :
• Gi est subsumé parGO,
• et il existe un appariementfi de Gi dansGmol tel que l’image deGO dans
Gmol parfO, notéefO(GO), soit un sous-graphe partiel defi(Gi) ;















FIG. 14.9: Appariements d’un objectif et de contextes dans un graphe mol´ culaire
Sur la figure 14.9, l’appariementfO de l’objectifGO est(( recouvert)) par l’ap-
pariementfi du contextefavorableGi. On en déduit que la transformation est appli-
cable à cet endroit de la molécule. Par contre, le second appariementf ′O de l’objectif
est(( recouvert)) non seulement par un appariementf ′i deGi mais aussi par l’appa-
riementfj du contextedéfavorableGj . Il en résulte que la transformation n’est pas
applicable dans la partie de la molécule désignée par l’appariementf ′O.
Bien que ces deux exemples concernent un même graphe moléculair Gmol qui
est subsumé par le contexte défavorableGj , l’application de la transformation est
possible pour l’appariementfO de l’objectif.
Nous pouvons en déduire que le problème de l’application d’u e transformation
ne peut pas se résoudre par un simple raisonnement par classifi ation basé sur la
relation de subsomption définie entre graphes. Il ne faut pas rechercher tous les
contextes qui subsumentGmol mais uniquement ceux qui peuvent s’apparier dans
Gmol en intégrant l’appariementfO de l’objectif.
Il paraı̂t ainsi nécessaire d’introduire une nouvelle relation de subsomptionapp
qui soit définie non pas sur l’ensemble des contextes mais plutôt sur celui de leurs
appariements dans le graphe moléculaire.
Définition 6 On dit que l’appariementfi du grapheGi dansGmol subsumel’ap-
pariementfj deGj dansGmol, not́e fi app fj , si et seulement sifi(Gi) est un
sous-graphe partiel defj(Gj) (not́efi(Gi) ⊑ fj(Gj)).
Cette nouvelle relation de subsomption est étroitement li´ e à la relation⊑ : (( est
sous-graphe partiel de)). La relationapp constitue unpréordrepartiel sur l’en-
semble des appariements de contextes possibles dans le grapheGmol.
Nous allons utiliser la hiérarchie définie sur les graphes, par la relation, pour
déterminer tous les appariements qui sont subsumés parfO relativement àapp. On
peut s’appuyer sur la propriété évidente :
Propri été 1 Si fi et fj sont des appariements respectifs deGi dansGmol et deGj
dansGmol, alors fi app fj =⇒ Gi  Gj .
Pour trouver tous les appariements qui intègrentfO, on peut déterminer parmi
les descendants deGO, dans la hiérarchie définie par, ceux qui subsumentGmol
(relativement à). Pour chaque contexteGi ainsi trouvé, on ne retient que les ap-
pariementsfi tels quefO app fi.
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Cette méthode n’est cependant pas satisfaisante en pratique. En effet, si le graphe
Gmol étudié est relativement grand, le graphe associé à un contexte donné peut s’ap-
parier en de nombreux endroits deGmol. Or parmi tous ces appariements, nous ne
nous intéressons qu’à ceux qui sont subsumés parfO.
Il serait donc intéressant de pouvoir focaliser la rechercdes appariements de
contextes(( autour)) du sous-graphe partiel deGmol défini parfO(GO). C’est cette
idée qui est à la base de la notion d’(( appariements diriǵes)) que nous allons exposer
maintenant.
14.4.3 Appariements diriǵes
Pour déterminer un appariement d’un grapheGi dans le grapheGmol, il faut
associer chaque sommet deGi à un sommet deGmol de telle sorte que le morphisme
injectif obtenu préserve l’adjacence deGi et les contraintes sur les étiquettes. Dans
le système RESYN, nous avons utilisé unréseau de contraintespour modéliser ce
problème en termes deCSP4 [Régin, 1995 ; Bessièret al., 1995].
Il serait trop long de détailler ici cette méthode, mais onpeut dire que chaque
sommet deGi peuta priori s’apparier avec tout sommet deGmol ayant une étiquette
et un voisinage compatibles. Pourtant, seuls les sommets deGmol qui sont(( autour))
def0(GO) nous intéressent.
D’après la définition 6, sifi est un appariement deGi dansGmol tel quefO app
fi alorsfO(GO) ⊑ fi(Gi). Cela signifie que certains sommets deGi doivent être
appariés avec des sommets appartenant àfO(GO). En effet, puisqueGO subsume
Gi, tout appariement deGi dansGmol doit (( contenir)) un appariement deGO dans
Gmol.
Le principe des(( appariements dirigés)) consiste alors à utiliserfO pour cons-
truirefi. En effet, si on détermine les relations structurelles d’inclusion qui existent
entre les graphesGO et Gi, on peut considérerfO comme la(( solution partielle))
d’un morphismefi de Gi dansGmol. Ici nous ne décrirons que brièvement cette
méthode (cf.[Vismara, 1995 ; Vismara, 1996] pour une présentation plus complète).
Considérons deux graphesGi etGj tels queGi  Gj et supposons qu’on con-
naisse les appariements possibles deGi dans le grapheGmol (figure 14.10). La
méthode des(( appariements dirigés)) va nous permettre de calculer les apparie-
ments deGj dansGmol à partir de ceux deGi dansGmol.
Pour ce faire, on dispose de l’ensemble, notéAppDiri→j , desappariements
dirigés deGi dansGj . Cet ensemble contient tous les appariements deGi dans
Gj qui ne sont pas équivalents à une symétrie deGj près5. L’ensembleAppDiri→j
peut être calculé à l’avance et stocké dans la hiérarchie de graphes au niveau du lien
existant entreGi etGj . Le calcul des appariements deGj dansGmol s’effectue alors
de la manière suivante : pour chaque appariementfi deGi dansGmol, on construit
4. Constraint Satisfaction Problem, voir chapitre 9.
5. On peut montrer que la suppression des appariements symétriques relativement àGj ne remet pas
en cause la validité de la méthode, tout en réduisant la taille des ensembles d’appariements dirigés. Il faut
également préciser que d’autres contraintes interviennent dans la définition de ces ensembles[Vi mara,
1996].


























FIG. 14.10:Principe des appariements dirigés.
un, ou plusieurs, appariementsfj de Gj dansGmol, en utilisant les appariements
stockés dans l’ensembleAppDiri→j pour étendrefi au grapheGj . Cette méthode
est illustrée par la figure 14.10. Pour chacun des deux appariements deGi dans
Gmol, on obtient un appariement deGj dansGmol en utilisant l’appariement deGi
dansGj qui est stocké dans l’ensembleAppDiri→j .
Il est important de noter ici que si parmi les appariements deGi dansGmol, un
seulfi est subsumé par l’appariementfO de l’objectif, on ne construira qu’un seul
appariementfj deGj dansGmol à partir defi.
L’intérêt de la méthode des appariements dirigés est double.
D’un point de vue algorithmique, ils permettent de focaliser la recherche des
appariements des graphes de la hiérarchie en se limitant àl partie du graphe cible
Gmol entourant l’appariementfO initial. Lorsque le graphe cible est relativement
grand, cette méthode permet d’éviter des calculs d’appariements inutiles.
Par ailleurs, la notion d’appariements dirigés offre un grand intérêt pour la
représentation de certaines connaissances liées au domaine d’ pplication. Nous avons
vu que dans RESYN, les graphes de la hiérarchie permettent de définir des en-
vironnements favorables ou défavorables à l’application d’une transformation ca-
ractérisée par son graphe objectif. Comme le montre la figure 14.11, certains contex-
tes intègrent plusieurs appariements de l’objectif qui sont favorables ou défavorables,
ou pour lesquels on ne dispose d’aucune information. La transmission de ce dernier
type d’appariements est alors inutile et alourdit le processus de classification. La
notion d’appariements dirigés permet ainsi de ne considérer que les appariements
qui apportent une réelle information. Ce mécanisme correspond au raisonnement
de l’expert qui élimine directement les appariements entre st uctures moléculaires
n’ayant aucun sens chimique.
De façon générale, la méthode des appariements dirigés peut être utilisée pour
tout raisonnement par classification sur des hiérarchies de graphes. Elle se simplifie
même lorsque que le problème se limite à la recherche des prédécesseurs et des
































FIG. 14.11: Lesappariements dirigéspermettent de ne pas transmettre les apparie-
ments pour lesquels on ne dispose d’aucune information.
successeurs immédiats d’un graphe pour la relation classique de subsomption.
La comparaison de deux graphes se réduit alors à la recherche d’un appariement
quelconque, sans qu’il faille se focaliser autour d’un appariement initialfO.
Précisons enfin que l’idée de stocker, dans la hiérarchie, des informations ex-
plicites sur les relations structurelles existant entre deux graphes a été également
suggérée par[Levinson, 1994], dans le cadre desgraphes conceptuels. La solu-
tion qu’il décrit est cependant moins efficace que celle desappariements dirigés.
Si un grapheA est le prédécesseur d’un grapheB dans la hiérarchie, il propose
de simplement stocker pour chaque sommetx deA l’ensemble des sommets deB
avec lesquelsx peut être apparié. Levinson justifie son choix de ne pas directement
stocker tous les appariements entreA et B par le fait que le nombre de ces appa-
riements peut s’avérer très important. Si ce problème reste théoriquement possible
avec les appariements dirigés, il est largement résolu enpratique par l’élimination
des appariements symétriques inutiles.
14.5 Raisonnement distribúe
L’élaboration d’un plan de synthèse passe par la définitio d’objectifs strat́e-
giques. Un objectif stratégique est une sous-structure de la mol´ecule cible à laquelle
une action a été associée. Un tel objectif formalise un sos-problème d’un problème
de synthèse : l’accomplissement de l’action associée à chaque sous-structure résout
ce sous-problème. En rétrosynthèse des actions de deux types sont appliquées à une
cible : celles qui visent àtransformerune partie de la cible et celles destinées à
préserverune sous-structure.
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Les strat́egies de synth̀ese[Corey, 1967 ; Trombini, 1987] sont des collections
de règles qui assistent le chimiste dans la définition d’objectifs stratégiques. Ces
règles s’appuient sur différentes caractéristiques moléculaires. Certaines prennent
en compte des aspects topologiques, d’autres la stéréochimie, etc. Nous représentons
chacun des aspects d’un problème de synthèse par une entit´ autonome, appelée
agent. C’est la coopération de ces agents qui permet au système,alors qualifié de
(( multi-agents)), de résoudre un problème. Sur la figure 14.12 trois agents par-
ticipent à la résolution du problème : l’agentTopologie, l’agent St́eréochimieet
l’agent Chimie. Chaque agent calcule unevue localedu problème à résoudre qui
correspond au point de vue que l’agent modélise. Unevue globaleest reconstituée











Sur une évaluation :
Solution globale acceptable
Transformer
proposer  évaluer finir
résultat de l'intersection entre la vue locale de l'évaluateur
et la solution partielle en cours
Stéréochimie Topologie Chimie
FIG. 14.12: Passage de vues locales distribuéesà une solution globale
Une vue locale est un ensemble de sous-graphes de la molécule cible. Notam-
ment, la vue locale de l’agentTopologieest constituée des cycles, chaı̂nes, liens,
systèmes cycliques composant la cible. C’est à partir de ces sous-graphes qu’une
vue globale est calculée.Les agents communiquent donc enéchangeant des graphes.
Les interactions des agents ont pour objectif de déterminer si l s différents aspects
du problème à résoudre convergent ou divergent. Lorsqueur un même sous-graphe
de la cible les agents appliquent une action de même type (par xemple transformer),
leurs points de vue convergent. Dans le cas contraire, les deux classes d’actions étant
incompatibles, les connaissances locales des différents agents sont en conflit.
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La résolution d’un problème résulte de plusieurs dialogues. Un dialogue se
déroule ainsi. L’un des agents soumet un objectif stratégique aux autres agents
participant en même temps que lui à la résolution du problème courant (sesac-
cointances). À la réception d’un objectif stratégique un agent calcules’il existe
une intersection entre le sous-graphe représentant l’objectif stratégique reçu et les
différents sous-graphes composant sa vue locale. Si une telle int rsection existe, elle
est matérialisée par un ensemble d’arêtes correspondant aux liaisons de la molécule
cible appartenant à différentes vues locales. Selon que les actions appliquées à ces
liaisons communes sont compatibles ou non, les agents étiquettent les arêtes des
sous-graphes reçus avec les valeursaccorderou réfuter. Les arêtes n’appartenant
pas à cette intersection sont étiquetées avec la valeurdmettre. Sur la figure 14.12,
le résultat de l’intersection entre vue locale et objectifproposé est donné entre ac-
colades. Cette intersection est vide pour l’agentSt́eréochimiequi étiquette avecad-
mettrechacune des arêtes de l’objectif proposé. Cette intersection n’est pas vide en
revanche pour l’agentChimie. Les actions appliquées par les deux agents sont com-
patibles : l’agentChimieétiquette avecaccorderchacune des arêtes du sous-graphe
reçu.
C’est à partir de ces étiquettes que l’agent qui a soumis àses accointances un
objectif stratégique affecte à ce dernier un état global. Si aucune arête n’a été réfutée,
l’objectif stratégique proposé devient une solution globale au problème de synthèse
courant. Sinon, l’agent fait appel à une base de connaissance pour résoudre ce
conflit.
Cette approche distribuée des stratégies de synthèse a ´té integrée au système
RESYN et est plus amplement discutée dans[Jambaud, 1996]. Un agent est implé-
menté par un objet YAFOOL. Boı̂te-aux-lettre, Accointances, Vue-locale
sont quelques uns des attributs importants de la classegent. Le dialogue est
implémenté à l’aide d’opérateurs qui permettent aux agents de proposer des objec-
tifs stratégiques, de les critiquer et de leur affecter un ´etat global. Une méthode YA-
FOOL, définie dans la classeagent, est associée à chacun de ces opérateurs de dia-
logue. Par ailleurs, chaque spécialisation de la classegent dispose d’une méthode
spécifique deperception, qui lui permet de construire sa vue locale selon l’aspect
concerné (topologie, stéréochimie ou chimie).
RESYN est aujourd’hui à même d’élaborer des directives strat´egiques à partir
de bases de connaissance, en confrontant plusieurs points de vue. Cette démarche
se distingue des systèmes actuels d’aide à la synthèse qui ne peuvent prendre en
compte qu’un seul point de vue. De ce fait, il s’agit là d’un bon exemple d’utilisation
du paradigme multi-agents en résolution de problèmes.
14.6 Conclusion
La construction d’un système capable d’aider à résoudredes problèmes com-
plexes du monde réel nécessite de modéliser explicitement le domaine d’application
et de mettre en œuvre des techniques informatiques permettant la représentation de
connaissances multiples — à différents niveaux d’abstraction — et la coopération de
plusieurs méthodes de résolution[David et al., 1993]. C’est la démarche que nous
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avons suivie pour réaliser le système RESYN, lequel a pour but d’aider les chimistes
dans la conception de plans de synthèse pour des moléculesorganiques.
La résolution des problèmes de synthèse fait appel à desconnaissances nom-
breuses et diverses allant de concepts très abstraits de lath´ orie chimique jusqu’à
des faits comme l’existence d’une réaction particulièreou la disponibilité commer-
ciale d’une molécule. Malgré sa diversité, l’ensemble de ces connaissances possède
la propriété de pouvoir se décrire par des graphes organisés en hiérarchies. Ainsi, la
théorie des graphes offre-t-elle un cadre formel convenabl pour représenter, mani-
puler et rechercher des objets structurés tels que les mol´ecules, leurs transformations
ou les contextes d’application de ces transformations.À ces hiérarchies de graphes
est associée la classification, puissant mécanisme de raisonnement utilisé tant dans
la résolution des problèmes que dans la mise à jour des connaissances. Un langage
à objets comme Y3, de par ses fortes capacités de gestion deconnaissances à la
fois modulaires et évolutives, s’est avéré très efficace dans la mise en œuvre de ce
modèle lors de la réalisation du système RESYN.
Cependant, un problème aussi complexe que la synthèse d’un molécule orga-
nique ne peut être résolu en appliquant un type unique de raisonnement. Au delà
de la classification de la molécule cible par rapport à diverses catégories d’objets
chimiques, l’analogie faite par le chimiste entre son problème et des problèmes déjà
résolus guide en grande partie la conception d’un plan de synthèse. C’est pour-
quoi, un mécanisme de raisonnement à partir de cas est en cours d’intégration dans
RESYN [Napoli et Lieber, 1994]. Il doit permettre au système d’utiliser une base
de données de chemins de synthèse afin d’adapter au problème posé les solutions
ou fragments de solutions que ces chemins décrivent. Le chimiste fait également
appel à de nombreuses heuristiques, en particulier pour d´efinir et ordonner les ob-
jectifs à atteindre. Ces stratégies de synthèse sont encor peu formalisées, ce qui
n’autorise pas l’adoption d’une méthodologie de construction de Système à Base
de Connaissances (SBC) pour en doter RESYN. Elles forment plusieurs classes qui
correspondent chacune à des points de vue distincts sur un même problème, les-
quels peuvent être convergents ou divergents sur une action à entreprendre. Nous
avons choisi de représenter de manière indépendante la connaissance relative à cha-
que point de vue, la construction de directives stratégiques s’effectuant à l’aide d’un
raisonnement distribué entre des agents disposant de cette connaissance et pourvus
de procédures de négociation.
La réalisation d’une application dans un domaine aussi complexe que la synthèse
en chimie organique a permis d’approfondir des notions fondamentales en représen-
tation par objets et sur les mécanismes de raisonnement quipeuvent lui être associés.
Finalement, grâce aux techniques informatiques utilisées, t bien qu’il ne soit encore
qu’un prototype, RESYN est un système d’aide à la conception de plans de synthèse
considérablement plus avancé que les systèmes déjà connus.
15
Représentations par objets et
classifications biologiques
I L Y A DEUX ÉCUEILS à éviter en parlant de domaines aussi vastes que l’informa-tique et la biologie, d’une part se situer à un niveau de généralité telle que le
discours perd toute pertinence et, d’autre part, ne s’exprimer que par des analogies
convaincantes uniquement pour un public connaissant bien les deux domaines. C’est
pourquoi, le propos de ce chapitre se limitera doublement àla fois en informatique
et en biologie.
Cette limitation est nécessaire pour l’informatique car de nombreux domaines
de cette discipline scientifique concernent la biologie. Parmi ceux-là, en biologie
comme ailleurs, la programmation par objets (voirchapitre 3) a une grande impor-
tance pratique. Par exemple, la complexité croissante dessimulations informatiques
en génétique des populations[Quesneville, 1996] ou en écologie[Legendre, 1996]
ne peut que bénéficier des travaux sur la programmation distribuée (voirchapitres
6 et 7) et des avancées des méthodes de conception et de programmation par objets
(voir chapitre 4). De même, les gigantesques projets de bases de données envisa-
geant d’inventorier toute la biodiversité de la planète,commeSystematics Agenda
20001, ne peuvent se concevoir de manière réaliste sans consid´erer attentivement
les bases de données objets (voirchapitre 5).
Les objets sont aussi utilisables en biologie pour la représentation des con-
naissances (voirchapitre 10), et le lien le plus profond entre le(( monde des ob-
jets )) et la biologie est certainement laclassification. C’est pourquoi ce chapitre se
concentre justement sur le domaine de la biologie qui produit les classifications des
êtres vivants : lasyst́ematique[Matile et al., 1987]. Ainsi, après une présentation
des différents aspects que recouvre le terme de classification, ce chapitre donne un
aperçu des méthodes relatives à la classification en systématique en les comparant
avec les principes de classification utilisés dans les représentations par objets.
1. Voir par exemplehttp://www.nhm.ac.uk/esf/leidweb.html.
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15.1 Les sens de(( classification))
Un premier lien entre les(( objets)) et la biologie saute aux yeux quand on re-
garde les illustrations des articles sur la représentation des connaissances par objets.
Les biologistes seraient surpris de voir autant de classifications d’êtres vivants dans
ces publications d’informatique. En effet, qui dans le(( monde des objets)) n’a pas
entendu parler de l’éléphant Clyde ou des autruches, oiseaux qui ont le mauvais
goût de ne pas voler? Bien sûr, cette connexion n’est que sup rficielle et probable-
ment caricaturale mais elle montre clairement qu’un des domaines privilégiés où
l’on trouve de bons exemples de classification est bel et bienla biologie.
Mais il faut faire attention car ce terme de classification nedésigne pas la même
chose pour les informaticiens et les biologistes. De plus, même dans le simple con-
texte de chacun de ces deux domaines, comme tous les termes dulangage commun
ayant pris dans l’histoire un sens technique, la classification désigne selon les inter-
locuteurs des notions liées mais plus ou moins différentes e souvent malheureuse-
ment confondues.
15.1.1 Classification = Structure
Pour un mathématicien, une classification est une structure mathématique parti-
culière dite(( structure classificatoire)). C’est un ensemble recouvrant de sous-en-
sembles non vides d’un ensemble.
Si on appelleI, l’ensemble des items à classifier, un ensembles ⊂ 2I est une
structure classificatoiredeI si, et seulement si, ses éléments, les classes, sont non
vides et recouvrants, c’est-à-dire si et seulement si :
1. ∅ 6∈ s
2. ∪c ∈ s = I
Cette structure formalise une notion très générale donton retrouve des instances
variées notamment dans des activités scientifiques de tout s natures. On en reconnaı̂t
plusieurs types. Formellement, un ensembleS de structures classificatoires est un
type de structure classificatoiresi et seulement si :
1. ∃s ∈ S tel queI ∈ s
2. ∃s ∈ S tel que∀i ∈ I, {i} ∈ s
Les types de structures classificatoires les plus usuels sont lespartitionsdont les
classes sont disjointes, c’est-à-dire dont :
∀(c, c′) ∈ s2, c ∩ c′ = ∅
et leshiérarchiesqui ont nécessairementI et ses singletons comme éléments et dont
toute paire de classes a, soit une intersection vide, soit unde ses éléments inclus dans
l’autre. C’est-à-dire formellement une structure classificatoires est une hiérarchie
si et seulement si :
1. I ∈ s
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2. ∀i ∈ I, {i} ∈ s
3. ∀(c, c′) ∈ s2, c ∩ c′ ∈ {∅, c, c′}
Il existe bien d’autres types de structures classificatoires, comme par exemple
lespyramides, mais qui ne seront pas traitées ici car leurs rapports avecl biologie
sont plus lointains.
Le rappel de la définition des hiérarchies est particulièrement utile ici car, d’une
part, comme on le détaillera plus loin, les classificationsbiologiques sont des struc-
tures classificatoires fondamentalement hiérarchiques et car, d’autre part, l’usage du
terme de hiérarchie est hésitant à la fois en biologie et en informatique. En particu-
lier, on remarquera que les hiérarchies des langages de repr´ sentation par d’objets
ne correspondent pas exactement à la définition ensembliste formelle précédente :
non seulement les classes de ces(( hiérarchies)) n’ont pas nécessairement qu’une
seule classe immédiatement incluante, leur super-classe, mais surtout elles ne se li-
mitent pas à indiquer les relations d’inclusion entre classes car elles cherchent aussi
à représenter les propriétés soit nécessaires, soit suffisantes, soit les deux qui ratio-
nalisent ces relations (voirchapitre 12).
Il est à noter aussi que cette définition d’une hiérarchierej tte totalement le
sens usuel de ce mot tel que dans l’expression de(( hiérarchie militaire)) qui est
mieux décrite par une structure de préordre total. En effet les classes de militaires
(généraux, lieutenants. . . ) sont disjointes et ordonnées. Cette distinction entre les
sens courants de hiérarchie est cruciale en biologie car des formes archaı̈ques (mais
encore vivaces hors de la systématique) de classification des êtres vivants cherchent
à distinguer(( dans l’échelle de la Nature)) des groupes supérieurs et des grou-
pes inférieurs plutôt que des relations d’inclusion entrgroupes. Dans cette optique
dépassée, les groupes d’êtres vivants comme poissons, amphibiens, reptiles, oiseaux
et mammifères sont, comme dans la hiérarchie militaire, disjoints et ordonnés par
un hypothétique degré d’évolution dont le sens concret reste encore à définir.
Ajoutant à la confusion, on découvre souvent en biologie des hiérarchies, cachées
aux yeux de leurs utilisateurs, sous la forme d’autres structu es mathématiques en
bijection avec les hiérarchies comme certains graphes, certains ordres ou certaines
mesures de dissimilarités. Ainsi par exemple, tirant parti de l’existence d’une bijec-
tion entre les hiérarchies et les arbres enracinés, une classification en biologie prend
souvent la forme, sous le nom de phylogramme, phénogramme ou cladogramme, du
tracé d’un tel graphe.
Plus loin dans le texte, le terme de hiérarchie fera toujours référence à la définition
ensembliste classique rappelée ici.
15.1.2 Classification = Algorithme
Le terme de classification en informatique est plutôt réservé à la désignation
de traitements particuliers exploitant de manières diverses des structures classifica-
toires. Trois types de problèmes de classification peuventêtre reconnus.
1. On rencontre des problèmes declassification stricto sensuoù l’on cherche à
construire une structure classificatoire d’un type choisi.Un algorithme résol-
vant ce type de problème peut se formaliser comme :I t S étant donnés,
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I, S s ∈ S
Discrimination Construction d’une
méthode d’identification
I, s ∈ S R : I → s
Identification Affectation d’un item i ∈ I, s ∈ S c ∈ s tel quei ∈ c
TAB . 15.1:Les trois traitements relevant de la classification.I est l’ensemble des
items,i est un item,S est un type de structure classificatoire,s est une structure
classificatoire,c est une classe,R est une r̀egle d’affectation.
trouvers ∈ S. C’est à cette catégorie que correspondent en particulier les
algorithmes de classification de l’analyse des données et les algorithmes de
regroupement conceptuel de l’apprentissage automatique.
2. On trouve des problèmes deiscriminationoù l’on veut construire des métho-
des (ou ce qui est équivalent dans ce cas, des règles) associant une (ou plu-
sieurs) classes d’une structure classificatoire à un objetà classer. Ainsi un
algorithme qui, étant donnéI et s ∈ S, fournit une applicationR : I → s,
est un algorithme de discrimination. Ces algorithmes ont été pour la plupart
développés historiquement en statistique, en analyse dedonnées et en re-
connaissance des formes. Cela correspond à ce qui est appelé algorithme de
classification en apprentissage automatique.
3. Enfin le terme de classification est parfois relatif à des problèmes d’identifi-
cation, caractérisés par l’exploitation d’une méthode qui associe une ou plu-
sieurs classes d’une structure classificatoire à un objet `a classer. Dans ce cas,
à partir dei ∈ I et des ∈ S qui sont donnés, on cherchec ∈ s tel que
i ∈ c. Il en est ainsi dans le domaine de la représentation des connaissances
par objets qui, sous le nom d’algorithmes de classification,étudie des algo-
rithmes d’identification particuliers (voirchapitre 12). De manière générale,
cette dernière catégorie forme un domaine particulièrem nt vaste, abordé no-
tamment par des aspects très divers des mathématiques appliquées.
Par delà ces ambiguı̈tés terminologiques, on remarque que les deux dernières
catégories d’algorithmes (discrimination et identification) nécessitent, pour leur exé-
cution, qu’une structure classificatoire ait été construite au préalable, ce qui explique
leur rapprochement des algorithmes de classificationstricto sensu.
Ces trois types de problèmes de classification et les algorithmes correspondants
peuvent être considérés comme des tentatives d’automatisation de l’induction d’une
des formes possibles que peut prendre la connaissance experte et jouent à ce titre un
rôle important dans de nombreux domaines scientifiques. Ainsi, après une structura-
tion des observations faites dans le monde réel (algorithmes de classificationstricto
sensu), on cherche à établir des règles ou des lois (algorithmes de discrimination)
dont l’usage (algorithmes d’identification), ensuite, nous donne un pouvoir prédictif.
Leurs vastes possibilités d’application expliquent vraisemblablement la variété des
approches pour mettre en œuvre ces algorithmes et la diversité des termes pour les
désigner.
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15.1.3 Repŕesentation par objets et classification
En représentation par objets, l’accent est surtout mis surla représentation et
l’utilisation des structures classificatoires plus que surles algorithmes de construc-
tion automatique de ces structures. Pourtant tous ces aspects d la classification
semblent difficilement dissociables en pratique. En effet,comment justifier un quel-
conque traitement appliqué à une structure classificatoire sans savoir ce qu’elle si-
gnifie? Et comment savoir ce qu’elle signifie sans savoir d’o`u elle vient et comment
elle a été construite?
Pour prendre un exemple concret, il paraı̂t totalement justifié qu’un expert en vis
et boulons, à qui on demande de produire une classification de ses objets préférés,
pose la question suivante :(( Oui, mais laquelle?)). De même, si l’expert en produit
une sans s’être posé cette question, il est fort opportun de lui poser la question sui-
vante :(( Bien, mais pourquoi celle-là?)). Comment répondre à ces deux questions
autrement qu’en produisant soit une procédure de construction de la classification,
acceptable dans le domaine concerné, soit un critère explicite du choix de la bonne
classification? On retrouve ici les deux grandes catégories d’approches de la clas-
sificationstricto sensu: d’une part l’approche dite(( constructive)) où l’algorithme
découvre une structure classificatoire dont les propriétés n’étaient pas spécifiées à
l’avance, et d’autre part une approche(( par optimisation)) où, à partir d’une me-
sure objective de la qualité du résultat, déclarée explicitementa priori, l’algorithme
a pour tâche d’explorer l’espace des structures admises pour tenter d’y découvrir
la meilleure. On comparera avec profit ces deux approches avec les méthodes pro-
posées par le génie logiciel pour la conception des hiérarchies de classes (voircha-
pitre 4.
Avoir recours à un algorithme optimal de classification, garantissant à tout coup
l’obtention du meilleur résultat et relevant d’une approche (( par optimisation)),
présente comme avantages, non seulement que l’obtention d’un résultat exact est
garanti, mais aussi et surtout que la pertinence de l’algorithme pour un problème
donné ne dépend que de la définition du critère à optimiser et non pas des détails
de la procédure d’optimisation. Du point de vue épistémologique, cette approche
aboutit à séparer de manière non ambiguë ce qui relève du domaine d’application
(description des données initiales, spécification du type de structure classificatoire,
recherche et spécification du critère à optimiser) de ce qui relève de l’informatique
(l’exploration de l’espace des solutions possibles et l’étud des propriétés de l’algo-
rithme d’exploration).
L’approche constructive, comme celle qui a présidé à la conception des premières
méthodes de classification ascendante hiérarchique[Gordon, 1987] [Celeuxet al.,
1989], ne doit bien sûr pas être rejetée par principe. Elle peuttrouver sa perti-
nence si l’on dispose d’arguments forts pour considérer laprocédure de construction
comme une simulation d’un processus naturel. Ces vingt dernièr s années, durant
l’émergence d’une nouvelle méthode en classification desêtres vivants, l’analyse
cladistique(voir § 15.3.2), de nombreux biologistes ont opposés l’approche construc-
tive et l’approche par optimisation de la classification. Cette opposition a abouti
en particulier à un rejet quasi total des algorithmes de classification ascendante
hiérarchique, pourtant nés en biologie[Sokal et Sneath, 1963].
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La recherche d’une justification sémantique aux représentatio s des connaissan-
ces n’est pas neuve. En effet, un des apports majeurs des travaux sur les logiques de
descriptions, initiés par KL-ONE (voir chapitre 11), a été la mise en évidence qu’un
système de représentation des connaissances doit propose plu que des structures
de données dont la sémantique est seulement définie de mani` re interne par les trai-
tements réalisables (c’est-à-dire seulement définie dupoint de vue de la manière de
(( représenter en machine))) mais doit surtout être munie une interprétation externe
(c’est-à-dire du point de vue de ce qui doit être représenté) [Woods et Schmolze,
1992] (voir chapitre 12). Cela a en particulier l’avantage d’aboutir à une claire
différenciation entre le support des connaissances et lesconnaissances elles-mêmes.
Effectivement, sans faire cette distinction, on peut se demander de quoi la base de
connaissances est une représentation. Mais cela ne semblepas encore suffisant car,
sans préciser la question dont la base de connaissances estla réponse et notamment
ce qui justifie le choix de telle ou telle structure classificatoire, les représentations
du monde seront toujours sous-déterminées et les traitements automatisables limités
de ce fait, faute de pouvoir tirer parti de toutes les particularités de ce qui est à
représenter (voirchapitre 10).
Contrairement à ce qui se passe souvent dans les applications concrètes des
idées de la représentation des connaissances, la recherche d’une justification à la
production de telle ou telle classification précise est unepréoccupation majeure des
systématiciens depuis plus de deux siècles. Par exemple,fort ment impliqué dans
ces questions, de Candolle a introduit très tôt le terme detaxonomie(actuellement
taxinomie) pour désigner la théorie des classifications[Candolle, 1813].
À l’heure actuelle la taxinomie est une partie importante dela systématique. En
effet, sans ce garde-fou méthodologique, comment empêcher chaque observateur de
la Nature de proposer sa propre organisation du monde vivant. De même, comment
prétendre que la systématique est une activité scientifique sans que ce qui est re-
cherché par cette discipline ne soit explicitement spécifié [Tassy, 1986]. L’attitude
actuelle en biologie semble être bien décrite par une tendance à ne pas perdre le
fil de la pertinence, au moins empiriquement, depuis la collete des observations,
la construction des connaissances à partir de celles-ci etenfin l’emploi rationnel de
ces dernières, et ce, même si ces trois étapes sont effectuées en des temps différents
par des personnes différentes.
Lors de la réalisation d’un système d’information, un moyen souvent employé
pour se libérer de la nécessité de justifier d’où proviennent précisément les connais-
sances est de se reposer uniquement sur l’expert. Mais cela ne peut être suffisant
en biologie car il est exigé par le milieu scientifique que les experts justifient leur
vision sur l’organisation de la Nature par des arguments rationnels. L’informati-
sation en biologie n’a pas pour but de construire une représntation informatique
des représentations mentales d’un expert mais une représentation informatique de
la Nature grâce à son observation et éventuellement au travers de travaux d’experts
l’ayant déjà observée. Le concept d’oiseau vu par un psychologue est très différent
de celui vu par un systématicien.
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15.2 Les pratiques de la classificationstricto sensu
Il découle de ce qui précède que la construction de structu es classificatoires,
quel qu’en soit le moyen, est un aspect crucial de la pratiquesci ntifique. Cela
justifie l’intérêt tout particulier porté aux algorithmes de classificationstricto sensu,
non seulement parce qu’ils automatisent la construction des classifications, mais
aussi parce que leur emploi raisonné exige d’expliciter les propriétés des résultats
recherchés.
Bien entendu, comme les autres scientifiques, les biologistes se sont intéressés
aux algorithmes de classification mais avec deux particularités :
1. la classification des êtres vivants (en tant que structure) étant un des fonde-
ments de toute activité scientifique en biologie, une de sesdisciplines s’y
consacre entièrement : la systématique ;
2. la classification des êtres vivants ayant d’immédiatesimplications législatives,
pharmacologiques, sociologiques, commerciales, religieuses, médicales. . .
les débats sur ce qu’elle doit être et sur comment l’obtenir fo t rage depuis
plusieurs siècles.
En effet, depuis l’antiquité, les principes par lesquels ls classifications du monde
vivant ont été construites ont beaucoup changé et l’on doit reconnaı̂tre deux transi-
tions fondamentales dans l’histoire des idées :
1. le passage de la recherche de classifications nommées actuellement(( artifi-
cielles)) ayant pour unique but l’organisation des connaissances, àla recher-
che de classifications dites(( naturelles)) devant exprimer l’ordre caché de la
Nature ;
2. l’obtention d’un consensus quasi universel sur ce qu’estc t ordre naturel
caché : l’unique histoire évolutive commune à tous les êtres vivants. Ainsi,
les classifications biologiques se doivent maintenant d’être phyloǵeńetiques,
c’est-à-dire fondées sur nos connaissances du processuscla sificatoire natu-
rel2 qui construit la biodiversité :l’ évolution deŝetres vivants.
Ce raccourci simplifié à l’extrême de ces siècles d’histoire montre que l’on peut
faire appel à la classification pour des objectifs très différents ; il se rajoute donc aux
problèmes terminologiques évoqués précédemment pour expliquer les difficultés à
la compréhension de ce qu’est la classification, une autre source de confusion née
de la variété de ses objectifs.
Parfois on est amené à construire une structure classificato re seulement dans le
but d’en décréter l’existence. Dans ce cas, la présence d’un processus classificatoire
naturel est indifférent car on cherche à imposer au monde ue structuration, le plus
souvent pour des raisons utilitaires. Par exemple en biologie, n peut vouloir cher-
cher une hiérarchie sur un ensemble d’espèces minimisantle nombre de questions
nécessaires à leur identification.
2. Le terme de naturel est ici utilisé comme antonyme d’artificiel et non pas comme référence à la
Nature.
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TAB . 15.2:Les trois circonstances aboutissantà la création d’une classification. Si
cette pŕesentation des trois buts de la classification couvre exhaustivement l’en-
semble des pratiques de la classification stricto sensu en biologie, elle donne
néanmoins une vision plus tranchée que la ŕealité. En effet, un m̂eme scientifique
peut passer d’un point de vueà l’autre au cours de son travail.
Dans d’autres catégories de problèmes, les algorithmes de classification sont
exploités pour rechercher des arguments indiquant l’exist nce d’une structure clas-
sificatoire naturelle, hypothèse que l’on veut tester. Cette direction se retrouve en
systématique dite(( alpha)) où la structure classificatoire produite, en servant de sup-
port à la recherchea posterioride propriétés caractérisant les classes découvertes,
permet de discuter l’existence d’une ou plusieurs espècesau sein d’un ensemble
de spécimens. Par exemple, après avoir trouvé un ensemble de spécimens de mol-
lusques dans une zone montagneuse peu explorée, il est légitime de se demander
s’ils appartiennent ou non à la même espèce. Un moyen, parfois employé, est de
calculer une partition de ces spécimens sur la base de la description de leur morpho-
logie. Dans un deuxième temps, on essaiera d’interpréterl s classes obtenues en
recherchant des caractères pouvant avérer l’appartenanc des spécimens de classes
différentes à des espèces différentes.
Enfin les algorithmes de classification sont parfois employ´es pour la recherche
d’une classification préexistante au regard de l’homme et qui aurait été construite
par un processus classificatoire naturel dont on ne doute pasde l’existence. Ce type
de but est relativement caractéristique de la reconstruction phylogénétique, où la
certitude de l’existence d’une cladogénèse3 faisant naı̂tre les groupes d’êtres vivants
les uns des autres dans l’histoire, est le fondement des méthod s, et où l’existence
d’une structure classificatoire unique à découvrir à partir des traces qu’elle laisse
dans la Nature n’est pas remise en cause.
La théorie de l’évolution formant l’ossature de toute la biologie moderne, les
travaux actuels en classification des êtres vivants relèvent quasiment tous de la
troisième démarche : la découverte d’une classificationpréexistante. Même du temps
de Karl Linné où l’évolution des êtres vivants était inco nue, la classification bio-
logique, qui voulait être une démarche scientifique objectiv , relevait déjà de cette
troisième démarche. En effet, là où un systématicien moderne recherche l’ordre na-
turel créé durant l’histoire par l’évolution, on cherchait à cette époque à découvrir
3. Processus aboutissant à l’apparition de deux espèces d’êtres vivants à partir d’une espèce
préexistante.
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l’ordre (( surnaturel)) conçu par le créateur. Mais dans les deux cas, la classification
à obtenir s’impose à l’homme et ne peut être qualifiée d’utilitaire.
Les tâches de la systématique qui doit traiter de millionsd’espèces sont gi-
gantesques. Il faut donc garder à l’esprit que, malgré la clarifi ation du but que
doit atteindre la classification biologique, la classification de la plupart des groupes
d’êtres vivants n’a pas été encore reconsidérée à la lumière de ces idées relative-
ment récentes à l’échelle de l’histoire de la biologie. Ainsi, bien des classifications
actuelles ne s’insèrent pas dans cette démarche évolutive, mais à terme toutes les
classifications biologiques seront phylogénétiques réalisant ainsi l’espoir formulé
par Charles Darwin il y a plus d’un siècle. Enfin, il faut remarquer qu’une classifi-
cation n’est pas dite phylogénétique parce qu’elle est lerefl t de l’évolution, mais
seulement parce qu’elle cherche à l’être. Cela met encoreplus l’accent sur le fait que
le moyen de produire les classifications est au moins aussi important que la structure
produite pour caractériser les traitements pertinents àfaire subir aux classifications.
Un même algorithme peut parfois être utilisé pour les trois buts d’une démarche
classificatoire. Par exemple un algorithme construisant une structure classificatoire
rapprochant les objets les plus semblables et éloignant les plus différents, peut être
utilisé soit parce que la structuration de la ressemblancepeut être le but utilitaire
explicitement poursuivi soit parce qu’il existe de bonnes rai ons de penser que la
mesure de ressemblance employée sera un bon guide vers la structure classificatoire
naturelle que l’on soit sûr de son existence ou que l’on veuille la tester. Cela a
été et est encore une source de confusions importantes à propos de la place des
algorithmes de classification en biologie.
15.3 Classification et biologie
En biologie, le terme de classification est employé pour désigner diverses struc-
tures classificatoires spécialisées ayant des sujets et des buts très différents. On ne
parlera ici que de la classification des êtres vivants eux-mêmes et non pas des clas-
sifications de leurs organes, de leurs associations, de leurs comportements, de leurs
composants biochimiques. . .
On trouve en systématique desclassifications nomenclaturales, qui sont des
structures classificatoires dont les classes sont étiquetées par de simples noms et
qui sont utilisées pour la représentation de la nomenclature des êtres vivants en de-
hors de toutes interprétations intensionnelles. Ce syst`eme de dénomination conçu
par les systématiciens est intéressant à comparer avec ceux nés de l’informatique.
On trouve aussi plusieurs formes declassifications attributives, ensembles de
caractérisations de classes emboı̂tées. On les rencontre notamment en reconstruc-
tion phylogénétique en tant que résultats de méthodes qui cherchent à proposer des
hypothèses sur des relations de parenté historique entredes ˆ tres vivants.
On rencontre aussi d’autres classification attributives, lclés d’identification,
qui sont construites en systématique pour aider à l’identfica ion, c’est-à-dire dans ce
cas, à l’affectation d’un spécimen à un groupe d’êtres vivants préalablement établi.
Il est à noter, comme on le verra plus loin, que ces exemples de classifications attri-
butives ne sont pas toujours désignés par le terme de classific tion en systématique.
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Les graphes d’héritage ou hiérarchies de concepts des basde connaissances
à objets étant des formes particulières de structures classificatoires attributives, la
comparaison avec les classifications attributives en biolog e est aussi particulièrement
intéressante.
Pour chacune des trois formes de classification, le type de pratique de la classi-
fication auquel elle correspond, ainsi que la démarche qui permet de la justifier aux
yeux des systématiciens sera précisée.
15.3.1 Classifications nomenclaturales
De tout temps et dans tous les pays, des noms communs ont étédonn s à des
groupes d’êtres vivants remarqués pour leurs propriét´es. Mais ces noms populaires,
qui ont leur utilité en tant que système pratique de référence locale, ne peuvent être
la base d’une communication scientifique internationale. Cette dernière impose en
effet que le système de référence soit global et acceptéde tous. Il sera évident à
tout informaticien que la création de principes de dénomination efficaces, robustes
et extensibles est un préalable à toute forme de communication. Ainsi, une nomen-
clature biologique internationale4 ayant pour but de normaliser la création des noms
désignant les groupes d’êtres vivants et de légiférer sur leur usage a été créée dès le
milieu du siècle dernier[Ride et Younes, 1986].
Parmi les conventions les plus simples de dénomination en biologie, on notera
que tous les noms doivent être latinisés et que les noms desespèces doivent être
binominaux5 et suivis du nom d’auteur. Ainsi l’ancolie de nos jardins doit se nom-
mer et se noterAquilegia vulgarisL. ce qui pourrait se traduire par(( ancolie com-
mune selon Linné)). Les codes de nomenclature contiennent de nombreuses autre
conventions dont il est important de comprendre qu’elles neont pas nées d’un désir
outrancier de normalisation mais qu’elles répondent au besoin pratique de délimiter
ce qui tombe ou ne tombe pas sous le coup de la nomenclature inte nationale. Cela
permet de savoir si un nom est(( scientifique)) ou non, selon qu’il suit le code en
vigueur.
Le choix d’une langue morte comme langue véhiculaire résult d’une volonté
de maintenir à tout prix la communication universelle entrles peuples. Elle évite
d’avoir à choisir les noms scientifiques parmi la multitudede noms vernaculaires.
En effet, si par exemple on avait retenu le français, qui peut savoir à l’étranger, et
même chez les botanistes, que cette même ancolie est nomm´ee en France selon les
régions(( Gants de Notre-Dame)), (( Cornette)), (( Colombine)), (( Bonne-Dame)),
(( Aiglantine )), (( Cinq-Doigts)) . . . et comment un botaniste français pourrait-il
connaı̂tre les noms communs en flamand, entre autres,(( Akelei )) et (( Kapelleken)).
La dénomination binominale relève d’un principe ancien qui a été généralisé par
Karl Linné dans son(( Systema Naturae)) publié jusqu’en 1758. Le premier nom,
qui est un substantif commençant par une majuscule, est le nom du groupe incluant
4. Il existe quatre codes internationaux de nomenclature, un po r la zoologie, un pour la botanique,
un pour la bactériologie et un pour la virologie.
5. C’est-à-dire composé de deux parties.
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l’espèce : son genre. Le deuxième nom est un adjectif épith` te identifiant chaque
espèce du genre.
Il est important de faire suivre les noms de groupes biologiques par le ou les
noms de leurs auteurs initiaux car les cas d’homonymie, où un même nom a été
donné à des espèces différentes, ne sont pas rares. Il existe même des circonstances
amusantes, et bien entendu gérées par les codes, où cela n’est pas suffisant car un
même auteur a parfois produit des homonymes à vingt ans d’´ecart.
Cette construction des noms de groupes d’êtres vivants, bien qu’évoquant irrésis-
tiblement le principe aristotélicien dugenus et differentiaet bien que se basant
étymologiquement souvent sur des propriétés remarquables des groupes nommés,
ne doit en aucun cas faire prendre les noms eux-mêmes pour des tentatives de
définition. Cette idée est importante et souvent mal comprise, parfois même à l’inté-
rieur de la biologie. Par exemple le nom Carnivora, qui désigne actuellement les
ours, les chats, les chiens, les loutres, les ratons laveurs, l s genettes etc., semble de-
voir désigner en fait tous les êtres vivants qui mangent dela viande et rien qu’eux.
Mais les choses ne sont pas si simples car :
1. il n’est utilisé que pour les animaux, donc les plantes carnivores ne sont pas
des Carnivora ;
2. de nombreux animaux sont carnivores sans être dans ce groupe, par exemple
la plupart des requins ou, dans les mammifères, le chat marsupi l Dasyurus
maculatus;
3. il existe des animaux dans ce groupe qui ne sont pas carnivores c mme par
exemple le panda géantAiluropoda melanoleucaqui mange des bambous. La
raison de ce regroupement repose sur la théorie de la classific tion employée
en systématique et dont les grandes lignes sont présentées dans le chapitre
prochain (voir§ 15.3.2).
On pourrait multiplier les exemples de ce type à loisir et ilfaut retenir que de
manière générale, les noms des groupes d’êtres vivantsne doivent pas être pris au
pied de la lettre pour des attributs. Les noms sont et ne doivent être que de simples
identificateurs, n’évoquant des propriétés des êtres vivants que pour éventuellement
faciliter leur mémorisation.
Parmi les caractéristiques de la(( démarche objet)), on retient souvent le fait
que le système doit être capable de maintenir seul l’identté des objets[Delobelet
al., 1991 ; Khoshafian, 1991 ; Booch, 1994a] et (voir chapitre 5). Idéalement, les
données représentant l’identité, que se soient des identificateurs, des curseurs, des
pointeurs ou des clés, devraient être totalement invisible à l’utilisateur. Hélas, en
systématique, faute de pouvoir s’appuyer sur un traitement automatique, les scienti-
fiques doivent préserver eux-mêmes l’identité des groupes d’êtres vivants et donc
gérer les noms qui identifient ces groupes. La création de ce système universel
de dénomination est une tâche gigantesque qui est réalisé manuellement depuis
près de trois siècles.̀A titre d’exemple chiffré, environ 2 millions d’espèces (= les
éléments de l’espace des signifiés) sont actuellement acceptés par les systématiciens,
chaque espèce avec, en théorie, un unique nom valide (= leséléments de l’espace
des signifiants). Malheureusement, les difficultés de communication ont fait que
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plusieurs dizaines de millions de noms ont été créés danl’histoire. Maintenir la
cohérence du système est à la fois crucial, car les noms sont les principaux points
d’accès à la connaissance en biologie, et problématique, du fait de l’ampleur du tra-
vail à accomplir. La nomenclature biologique est donc une partie importante de la
systématique.
Les principaux moyens de normalisation en nomenclature sont l’usage des(( types
porte-nom)) et du(( principe de priorité)) [Jeffrey, 1973]. À chaque nom d’espèce
est associé de manière permanente un et un seul objet, sonhol typedéposé dans
un musée. Il s’agit ici bien sûr d’un objet physique, le plus souvent un spécimen
complet mais pas nécessairement.
Si deux espèces ont été proposées dans l’histoire, chacune avec un nom et un
type différent, et qu’un scientifique estime plus tard que le type de l’une appartient
à l’autre espèce, alors les deux noms sont déclarés synonymes et, selon le principe de
priorité,seul le plus anciendoit être retenu. Ce principe est un important garde-fou
à la prolifération des noms, qui a l’avantage de conduire `a une plus grande stabilité
de la nomenclature en empêchant un scientifique de changer unoma posteriori
parce qu’il ne lui plaı̂t pas. Par incompréhension, on regrette parfois en biologie,
hors du domaine de la systématique, la stricte applicationdu principe de priorité
car il aboutit parfois à la résurgence de noms anciens oubliés, se substituant à des
noms d’usage courant mais plus récents. Mais c’est un faible prix à payer pour
l’importante stabilité qu’il introduit en nomenclature.
De même, les nombreuses autres règles de la nomenclature,parfois très com-
plexes, ont pour but principal cette stabilité. Ainsi, pour ne prendre que cette mesure
de complexité, le dernier code international de nomenclature zoologique (ICZN)
comporte plusieurs centaines de pages consacrées principalement à des définitions
de concepts nomenclaturaux et à des énoncés de règles dont on ne peut maı̂triser les
détails sans comprendre l’esprit général : stabiliser les noms sans les fixer.
Afin de préserver cette stabilité, le nom d’un groupe d’êtres vivants est en no-
menclature un simple identificateur pour un type déposé, `a qui on ne demande
même pas d’être représentatif du groupe. En particulier, les types en systématique
ne doivent en aucun cas être considérés comme des prototypes au sens des psy-
chologues (voirchapitre 8), c’est-à-dire des instances spéciales auxquelles on pense
avant les autres. Par exemple le type associé au nomH o sapiensest le crâne de
Karl Linné lui-même.
Tous les noms de la nomenclature biologique sont organisésen une structure de
préordre total ; chaque classe de ce préordre est unecat́egorie taxinomique. Parmi
les catégories les plus connues on trouve l’espèce, le genre, la famille et l’ordre.
Mais il existe aussi de nombreuses autres catégories intermédiaires comme par
exemple le sous-genre entre l’espèce et le genre, la tribu entre le genre et la fa-
mille ou l’infra-ordre entre la famille et l’ordre. . . Ainsi le nomAquilegia vulgaris
L. appartient à la catégorie espèce et le nomAquilegiaà la catégorie genre. L’ancolie
appartient à une famille qui contient aussi les renoncules, et dont le nom scientifique
est : Ranunculaceae.
À chaque nom correspond une signification, l’ensemble des êtr vivants qu’il
désigne, letaxon. Un taxon est un concept classificatoire au sens de Rudolph Car-
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nap[Carnap, 1973], ainsi le nomAquilegia vulgarisL. ne désigne pas seulement les
ancolies qui ont été vues par un botaniste mais bien tous les p´ cimens d’ancolies
possibles de cette espèce ; ceux d’hier et de demain et ceux d’ici et d’ailleurs. Ce
sont donc des généralisations idéales correspondant aux substances secondes selon
Aristote[Lebbe, 1991], fondées sur des observations concrètes d’objets naturels, les
substances premières. Ainsi, bien que ce point fasse encorl’objet de débats diffi-
ciles [Cracraft, 1983], les taxons sont considérés en biologie à la fois comme des
entités individuelles ayant une réalité biologique, etcomme des classes d’entités
biologiques réelles. Comme dans de nombreux autres domaines, la distinction entre
les noms et le sens des noms est très importante en systématique. En effet, un point
souvent mal compris est que la nomenclature biologique ne cherche à traiter que
des noms et de leurs rapports, et non de leur sens. Par exemple, si un même nom
désigne, selon les opinions de deux scientifiques, deux groupes différents mais in-
cluant le type associé à ce nom, il est évident qu’il y a un problème. Mais il n’est
pas considéré comme relevant de la nomenclature. La justification à cela est qu’il
est nécessaire, vue l’énorme quantité de noms par natureuniv rsels dans le temps et
dans l’espace, de normaliser l’attribution des noms aux groupes d’êtres vivants sans
pour autant interférer avec la liberté de jugement des scientifiques ou contraindre
les possibilités d’évolution des connaissances.
Parmi les diverses causes de changement en nomenclature biologique, il faut
distinguer deux cas. Parfois les modifications résultent d’un changement d’opinion
scientifique sur les taxons eux-mêmes, ce qui sera l’objet du chapitre suivant, la
nomenclature change alors, car ce quelle doit représenterchange. On parle de chan-
gement taxinomique, et ce même si la nomenclature change aussi. Parfois seul le
(( monde des noms)) subit des changements, par exemple par l’application des r`egles
de la nomenclature. Dans ce cas on parle de changement nomenclatural. Ainsi,
bien que pour un biologiste les objets importants soient lesgroupes d’êtres vivants,
du fait que les noms pour les désigner ont leurs propres princi es de cohérence
contraints mais non totalement déterminés par ceux des taxons, s’est développée en
systématique une sensible réification des noms eux-mêmes.
On remarquera que l’on est bien loin des procédures de maintien de l’identité
dans les représentations par objets, où tout est fait pourque les identificateurs ne
soient pas des objets et que les signifiés soient en bijection avec les signifiants.
À l’évidence, ce dernier objectif n’est pas atteint en systématique, principalement
pour des raisons pratiques, la diffusion des connaissancesétant limitée aux média
classiques (papier et communication orale. . . ), mais aussi pour des raisons plus
intrinsèques, les méthodes utilisées en nomenclature pour éviter la prolifération des
noms entraı̂nant une inévitable réutilisation de noms ayant changés de sens. Il ne
faudrait surtout pas voir là une incohérence fondamentald ns la pratique de la
systématique, mais plutôt une tentative, optimisée partrois siècles de pratique, de
rendre compatibles plusieurs points de vues partiellementcontradictoires. En effet,
le point de vue de l’utilisateur, qui exige la plus totale stabilité des noms et de leur
sens6, est par principe différent de celui du systématicien quitient à pouvoir ajuster
à loisir le sens des noms pour les rendre les plus adéquats possible à la Nature. Le
6. Il suffit de penser au législateur ayant inclus un nom taxinomique dans un texte de loi.
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vif débat autour du projetSpecies 2000qui vise à créer une base de données répartie
accessible sur leWeb7 et contenant tous les noms d’espèces en est l’écho.
La situation est encore plus complexe, car la séparation entre les noms et leur
sens n’est pas toujours, en pratique, aussi complète qu’onpourrait le souhaiter.
Ainsi, aussi étrange que cela puisse paraı̂tre, le terme de(( classification des êtres
vivants)) ne désigne pas seulement une structure classificatoire repr´ sentant les re-
lations d’inclusion d’un ensemble de taxons mais une notionplus intriquée avec des
préoccupations nomenclaturales que nous nommeronsclas ification linńeenne. À
titre d’illustration, si un systématicien associe aux taxons d’une classification des
noms de catégories taxinomiques différentes des initiales, par exemple si ce qui
était un sous-genre devient un genre, etc., il sera consid´eré comme ayant proposé
une nouvelle classification, et ce, quand bien même l’extension de chaque groupe
n’aura pas changé d’un iota.
Cette importance des catégories taxinomiques dans les clas ific tions biolo-
giques se retrouve aussi dans la notion detaxon monotypique, c’est-à-dire un taxon
auquel correspond un seul taxon de catégorie inférieure.Par exemple, si la classe
des Mammifères contient plusieurs ordres, l’ordre des Pholidotes, qui est l’un de
ceux-ci, ne contient qu’une famille, celle des Manidés, contenant elle-même les sept
espèces actuelles de pangolins8. On dit que l’ordre des Pholidotes est un taxon mo-
notypique complètement différent de la famille des Manidés puisque n’appartenant
pas aux mêmes catégories, et ce, bien que les extensions dece taxons soient iden-
tiques. Cette apparente contradiction est levée si on garde en tête que la systématique
ne traite pas des taxons dans une acception uniquement actuelle. Ainsi l’ordre des
Pholidotes inclut, au moins potentiellement, bien d’autres espèces que les sept vi-
vantes dans le temps présent. Malgré cette explication, cet exemple montre notam-
ment que, du fait d’interférence avec les problèmes de nomenclature, l’ensemble des
taxons d’une classification linnéenne ne forme pas nécessair ment une hiérarchie
sur les êtres vivants connus9.
Aller plus loin dans la description des rapports entre la classification en biolo-
gie et la nomenclature est difficile pour au moins deux raisons. La première est que
rentrer dans les détails nécessite d’exposer ce qui ne relève pas nécessairement d’un
consensus entre tous les systématiciens. La seconde est que, faute d’une formalisa-
tion rigoureuse des processus de création et de mise à jourdes taxons et de leurs
noms, il serait très difficile de parler autrement qu’avec ds exemples précis obli-
geant à rentrer trop profondément dans la biologie. Il paraı̂t néanmoins évident que
les nombreux projets internationaux d’informatisation ensystématique ne pourront
que bénéficier d’une telle formalisation qu’il est impossible d’envisager de mettre
en œuvre sans la participation des informaticiens. Il est enretour tout aussi évident
que l’informatique qui traite des connaissances pourrait touver ici un formidable
champ d’expérience.
7. Voir une démonstration partielle àhttp://www.sp2000.org/.
8. Les pangolins sont d’assez gros mammifères africains eta ia iques, étonnants notamment car ils
sont recouverts de grosses écailles imbriquées.
9. Pour avoir une idée plus concrète de ce que sont les classific tions linnéennes, on consultera avec
intérêt les sitesWebprojetant d’indexer les ressources d’Internet grâce à ces classifications :(( Tree
of Life )) http://phylogeny.arizona.edu/tree/phylogeny.html ou encore(( Web Lift to Any
Taxon)) http://ucmp1.berkeley.edu/taxaform.html.
15. Repŕesentations par objets et classifications biologiques 435
Cette première partie a traité du point de vue nomenclatural de la classifica-
tion des êtres vivants, et c’est parce que les noms taxinomiques ne doivent pas être
interprétés comme des attributs que l’on peut parler, dans ce contexte, de classifica-
tion nomenclaturale. Les liens entre les noms, les sens des nom et les attributs sont
maintenus dans d’autres formes de classification : lesclassifications attributives.
15.3.2 Classifications attributives et phyloǵenie
Une définition grossière et provisoire d’une classification phylogénétique peut
être la suivante : structure classificatoire étant le reflet de l’histoire de la descendance
des êtres vivants. Mais que sont les items à classifier? Queve t dire(( être fidèle à
l’histoire des êtres vivants))? Quel type de structure classificatoire doit-on produire?
Répondre à ces questions demande d’avoir en tête un certain nombre de principes
fondamentaux pour la biologie :
• tous les êtres vivants actuels ont une ascendance commune et donc, il existe
au moins un ancêtre commun pour toute paire d’êtres vivants ;
• à un temps donné de l’histoire, la fermeture transitive dela relation(( être
inter-féconds)) entre des êtres vivants forme des classes d’équivalence ap-
peléesesp̀eces biologiques;
• à chaque espèce dans l’histoire correspond un ensemble d’espèces qui en des-
cendent : unclade;
• réciproquement, pour qu’un ensemble d’espèces soit un clade il faut qu’il
contienne l’intégralité des descendants de la plus récent spèce ascendante
commune à toutes ces espèces, ce qui évoque la notion d’idéaldes ensembles
ordonnés ;
• l’évolution des êtres vivants procède dans le temps par division: ainsi, l’en-
semble des clades forme une hiérarchie sur les espèces terminales, les items
à classifier.
Bien sûr, ces principes comme tout ce qui relève de la biolog e n’ont pas valeur
de loi. Ils ont tous des limites importantes, au moins théoriques, à leur application
générale. Par exemple, si le fait que tous les êtres vivants actuels utilisent le même
code génétique (comme toujours à de très rares exceptions près) ne fait pas douter
qu’ils descendent tous d’un même ancêtre commun, rien ne dit que la vie ne soit
pas apparue plusieurs fois sur la terre sous une forme inconnue ’ayant pas donné
de descendants actuels.
La réalité de l’existence d’une partition naturelle des ˆetres vivants pose aussi
problème. La notion d’espèce biologique est encore discutée par les biologistes, non
seulement dans ses applications mais aussi dans ses fondements mêmes. Certains,
rares, vont jusqu’à rejeter l’existence objective de toutgroupe d’êtres vivants. Mais
malgré ces difficultés, à une certaine échelle de différenciation, ce principe affirmant
la réalité de séparation d’entités naturelles objectiv s est pourtant facilement vérifié.
En effet, si deux groupes d’êtres vivants ne sont pas inter-féconds, leur isolement
évolutif est acquis car il est impossible que les innovations génétiques apparaissant
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dans l’un des groupes puissent être transmises à l’autre.Cela est évidemment le cas
entre, par exemple, une population de soles et une population de babouins.
La notion d’espèce dans le temps est aussi difficile : quand commence une
espèce? quand finit-elle? De nombreux systématiciens, probablement maintenant
majoritaires, rejetant le fait qu’une espèce puisse naı̂tre d’une autre sans se séparer
d’une troisième et qu’une espèce puisse survivre après avoir donnée une espèce fille,
s’accordent sur le fait qu’une espèce ne naı̂t que lors de sas´ p ration d’une espèce
sœur et ne meure que quand elle se divise en deux espèces filles.
Une vision strictement hiérarchique de l’évolution est,de même, approxima-
tive du fait de l’existence avérée d’hybridation pouvantmélanger les originalités
génétiques apparues au sein de deux ensembles d’organismes se blant pourtant
bien séparés. Mais là encore, au delà d’une certaine éch ll de temps, l’approxima-
tion est sans doute très fidèle à la réalité.
Quelles que soient les difficultés de mise en œuvre de ces princi es, le processus
évolutif formant par divisions successives une hiérarchie, le sens de(( être fidèle à
l’histoire des êtres vivants)) devient clair : il ne faut accepter comme fidèles à l’his-
toire des êtres vivants que des structures classificatoires dont les classes existent
dans la hiérarchie naturelle, c’est-à-dire qui soient des clades. Cette décision, qui
pourrait sembler aller de soi, a des conséquences importantes et est la cause de nom-
breux bouleversements de la classification des êtres vivants. Par exemple, comme il
est établi que le plus proche ancêtre commun à tous les reptiles connus, comme
les serpents, les lézards, les tortues, les crocodiles, pour ne parler que de quelques
groupes actuels, a pour descendant non seulement les reptiles mais aussi tous les
oiseaux, il faut logiquement :
• soit rejeter le taxon reptile des classifications biologiques car ce n’est pas un
clade ;
• soit inclure le taxon oiseaux dans le taxon reptile et donc rejeter l’acception
actuelle de ce dernier.
Il en est de même pour de nombreux autres groupes qui sont ditsparaphyĺetiques,
comme les poissons ou les vers, pourtant utilisés communée t même par des bio-
logistes. Là encore, le consensus en systématique n’est pas complètement atteint,
car il est à noter qu’un courant, maintenant minoritaire, exist et rejette l’idée que
seuls les clades doivent être retenus dans les classifications b ologiques.
Il peut sembler étonnant à un non biologiste que tous ces princi es de base
soient autant discutés, mais d’une part, un accord est difficile à atteindre car, la
Nature étant vaste et diverse, chaque systématicien ne peut en embrasser qu’une
petite part ce qui biaise son jugement et, d’autre part, la Nature est rétive et ne se
laisse pas facilement couler dans un moule universel. Ces princi es, aussi discutés
soient-ils, nous permettent maintenant de fournir une définition plus précise de la
classification phylogénétique : classification hiérarchique d’un ensemble de clades
et dont les classes sont des clades10.
10. Cette définition est évidemment totalement contingente aux pratiques majoritaires de la
systématique actuelle et ne préjuge pas de l’évolution future des idées.
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Mais pourquoi les biologistes veulent-il des classifications phylogénétiques?
Tout d’abord connaı̂tre l’histoire a en soi un intérêt majeur. C’est cette histoire
qui donne toute la cohérence à notre vision du monde vivant. C’est de sa connais-
sance détaillée que l’on pourra vraisemblablement tester nos idées sur la nature des
processus évolutifs. De plus, parmi toutes les formes envisageables de classifica-
tion, les classifications phylogénétiques sont celles qui ont le plus de chance d’être
prédictives de propriétés inconnues car elle s’appuient sur une structure inhérente à
la Nature elle-même.
La notion de classification prédictive fait l’objet de discu sions abondantes en
systématique[Archie, 1984 ; Colless, 1986], en statistique[Gower, 1974] et en
épistémologie[Gilmour, 1951], mais tous les points de vue tournent autour de l’idée
que plus on peut prédire de propriétés des êtres vivantsà partir de la seule con-
naissance de leur appartenance aux classes d’une classification, meilleure est cette
dernière. Tenter d’être fidèle au processus même de producti n de la biodiversité est
un moyen crédible aux yeux de nombreux biologistes d’obtenir des classifications
prédictives. Enfin, ce que la systématique gagne fondamentalement à rechercher des
classifications phylogénétiques, c’est la spécification du but à atteindre : il devient
ainsi possible de justifier les classifications. En effet, avant cette orientation, on pou-
vait parler de classification acceptée ou non, maintenant on peut parler, au moins en
théorie et dans les limites de notre savoir, de classification vraie ou fausse.
Ce dernier point explique pourquoi les systématiciens mettent en avant les clades,
car il veulent traiter de groupes ayant une existence objective, indépendante de notre
regard et des méthodes pour les reconnaı̂tre. En suivant ceprincipe, la connaissance
de l’histoire des êtres vivants détermine complètementles classes susceptibles d’être
retenues dans nos structures classificatoires.
Mais comment connaı̂tre cette histoire? Il est évidemmentimpossible de présen-
ter toutes les approches possibles de ce problème[Darlu et Tassy, 1993], mais toutes
relèvent à l’évidence du troisième but de la construction d’une classification :(( la
découverte d’une classification préexistante)) (voir page 428) et font en majorité
appel à des principes d’optimisation. Donc, quelles mesures de qualité des clas-
sifications garantissent pratiquement la fidélité à l’histoire? Sur la base de quelle
représentation des items doit se mesurer cette qualité ? Des principes très divers
existent allant depuis la recherche de la classification de vraisemblance maximale
dans une modélisation probabiliste markovienne des processus évolutifs[Felsen-
stein, 1973] jusqu’à des méthodes plus exploratoires formant ce que l’on appelle la
cladistique[Hennig, 1966 ; Wiley, 1981].
À titre d’illustration, les grandes lignes de l’analyse cladistique d’un ensemble
de données artificielles vont être montrées. Une telle analyse est particulièrement
intéressante ici car elle montre sur un exemple simple comment il est possible d’ob-
tenir une classification attributive dont les propriétéssont fort éloignées de celles
des bases de connaissances par objets (voirchapitre 10).
Dans le tableau 15.3, chaque colonne représente un taxon (noté dea à f ) que
l’on supposera être des espèces et chaque ligne un caract`ere (noté deC1 à C20).
Le taxona pourrait par exemple représenter l’homme, le caractèreC1 le fait de
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a b c d e f
C1 1 1 1 1 1 0
C2 1 1 1 0 0 0
C3 1 1 1 0 0 0
C4 0 0 0 1 1 0
C5 0 0 0 1 1 0
C6 0 0 0 1 1 0
C7 0 0 0 1 0 0
C8 0 0 0 0 1 0
C9 0 0 0 0 1 0
C10 1 1 0 0 0 0
C11 1 1 0 0 0 0
C12 1 1 0 0 0 0
C13 1 1 0 0 0 0
C14 1 0 1 0 0 0
C15 1 0 1 0 0 0
C16 1 0 1 0 0 0
C17 1 0 0 0 0 0
C18 0 1 0 0 0 0
C19 0 0 1 0 0 0
C20 0 0 1 0 0 0
TAB . 15.3:Tableau de donńees artificielles (adapté de[Darlu et Tassy, 1993]). Cha-
que colonne repŕesente un taxon (noté dea à f ) et chaque ligne un caractère (not́e
deC1 à C20).
posséder ou non une clavicule et le 1 à l’intersection des deux, le fait que l’homme
en possède une.
Le but de l’analyse cladistique est de former à la fois une hiérarchie sur les
taxons initiaux, ou ce qui est équivalent dans ce cas une arborescence (= arbre en-
raciné ou arbre hiérarchique) appeléc adogramme, et un étiquetage des classes par
des transformations de caractères. On voit sur la figure 15.1 qu’à la classe{d, e}
correspondent trois transformations (C4 : 0→ 1, C5 : 0→ 1, C6 : 0 → 1) placées
juste en dessous du nœud correspondant à la classe. La transformationC4 : 0 → 1
doit être interprétée comme : le caractèreC4 passe de la valeur 0 qu’il avait dans la
super-classe à la valeur 1.
Une transformation de caractère est un événement historique hypothétique dont
il faut supposer l’existence pour expliquer les données. Par exemple la description
connue du taxond (le vecteur colonne correspondant du tableau 15.3 peut être r -
constitué à partir du cladogramme de la figure 15.1 en appliquant à la description du
taxon le plus externe dans la hiérarchie, qui représente ltaxon ancestral dont tous
les autres dérivent (f dans ce cas, dont la description n’est formée arbitrairement
dans cet exemple artificiel que de zéro), les transformations qui étiquettent toutes
les classes qui incluentd (C1 : 0 → 1, C4 : 0 → 1, C5 : 0 → 1, C6 : 0 → 1,
C7 : 0→ 1).
Pour construire la hiérarchie, la cladistique recherchera, parmi toutes les hiérar-
chies et tous les étiquetages, la classification qui minimisera le nombre de ces
transformations de caractère hypothétiques, en suivanten cela leprincipe de par-
cimonie. Comme la simple utilisation de ce principe ne détermine seulement qu’un
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arbre particulier, compatible avec plusieurs hiérarchies, l choix final est effectué
en considérant un taxon particulier (ou plusieurs) commeextra-groupe(le taxonf
dans notre exemple) qui enracinera l’arbre et orientera lescaractères[Darlu et Tassy,
1993]. Dans l’exemple, il existe deux solutions minimales supposant 23 transforma-
tions. Ces deux solutions donnent la même hiérarchie et nediffèrent donc que par
























FIG. 15.1:Un des deux arbres les plus parcimonieux que l’on peut obtenir à partir
du tableau 15.3. Dans un tel arbre, il suffit de 23 transformations de caract̀eres
(représent́ees ici par des bôıtes) pour expliquer les données.
Ce qui est intéressant pour les représentations par objets dans ce principe de
construction de classification tient principalement à deux points. Premièrement, il
montre qu’il est possible d’associer à des classes autre chose que des propriétés
nécessaires et suffisantes ou seulement nécessaires (voir chap tres 10 et 12), tout
en reposant sur des principes rationnels. En effet, on remarquera dans l’exemple
que bien que le groupe{a, b, c} soit apparu suite, entre autre, à la transformation
des caractères (C14 : 0 → 1, C15 : 0 → 1, C16 : 0 → 1), le taxonb possède
les trois caractères correspondant (C14, C15, C16) à 0 car la hiérarchie contient les
transformations inverses pour passer de{a, b} à{b}.
On voit ainsi que, dans ce type de classification, les propri´etés associées aux
classes ne sont pas des caractérisations au sens habituel.En ffet, ces propriétés
caractérisent le groupe concerné seulement au moment de sa différenciation et non
toute sa descendance. Deuxièmement, cela montre aussi qu’il est difficile d’envi-
sager des traitements automatiques utilisant un cladogramme comme base d’une
représentation de connaissances biologiques sans tenir compte des principes origi-
naux qui permettent de les obtenir, et notamment s’ils sont le résultat d’une optimi-
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sation globale. Cela vient en grande partie du fait que la th´eorie de l’évolution n’est
pas une simple théorie superficielle mais au contraire une théorie profonde capable
de générer des explications causales testables ; ainsi les systématiciens désirent pro-
duire des classifications à l’image de cette théorie, profondément justifiées.
De la manière dont est construit un cladogramme et de ces deux remarques, on
conclura qu’un tel arbre ne permet pas de réaliser des identifications par parcours
(affectation d’un spécimen à une classe préexistante, voir tableau 15.1). En effet,
si la systématique semble avoir hésité longtemps entre la production de classifi-
cations linnéennes permettant des identifications aisées (voir§ 15.3.3) et la produc-
tion de classifications naturelles, l’époque actuelle optclairement pour le deuxième
objectif.
Il existe une intéressante analogie entre ces deux points de vue et les deux
manières de justifier l’architecture hiérarchique des représentations par d’objets. En
effet, cette dernière est parfois présentée, dans une perspective informatique, comme
une méthode efficace d’indexation des connaissances et parfois, en se rapprochant
de la psychologie cognitive, comme étant une structuration naturelle aux yeux des
êtres humains, notamment auprès des experts à qui l’on demande de s’exprimer sous
cette forme.
Bien sûr dans les deux domaines, les deux points de vue sont parfaitement ac-
ceptables. Mais l’histoire de la systématique montre clairement qu’ils ne peuvent
que difficilement coexister dans une même classification. Structurer efficacement
les connaissances et être fidèle aux idées sont souvent des buts contradictoires. En
effet, si ayant trois groupes d’êtres vivants, on regroupeles deux premiers parce
que l’on pense que leur plus proche ancêtre commun est plus récent que le plus
proche ancêtre commun aux trois, rien ne garantit en théorie l’existence de pro-
priétés nécessaires et suffisantes du nouveau groupe form´ parmi les descripteurs
auxquels on s’intéressent. Ainsi, si les biologistes ont déci é qu’une classifica-
tion phylogénétique est la bonne manière de structurer le monde vivant cela ne
conduit pas, de manière inhérente, à une factorisation efficace des connaissances.
De manière plus générale, si les groupes nous sont impos´es par nos propres prin-
cipes de classification parce que nous nous conformons à la troisième pratique de la
classification(( découverte d’une classification préexistante)) :
• les caractérisations n’existent pas nécessairement ;
• elles sont à découvrira posteriori;
• elles ne sont pas uniques.
Dans ce contexte, forcer un expert à s’exprimer en termes detelles caractéri-
sations l’oblige parfois, d’une part à forcer son génie età donner des caractérisations
fausses et, d’autre part, à choisir de manière arbitraireparmi toutes les caractéri-
sations possibles, échappant de la sorte à son obligationscie tifique de justifica-
tion rationnelle. Si on veut que les concepts représentésdan un système infor-
matique aient un sens fort, ils ne peuvent qu’être justifiéau sein d’une théorie
intégrative de la classification, nécessairement complexe et spécifique. L’exemple
de la systématique montre qu’une telle théorie est longueet difficile à obtenir.
Pourquoi, alors que les biologistes s’accordent sur cette vision historique de la
classification, existe-t-il d’une part des classificationsli néennes, au sens défini plus
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haut, et d’autre part des classifications phylogénétiques? La raison est qu’un clado-
gramme n’est pas en soi une classification pour un biologiste, sous entendu qu’il ne
donne pas nécessairement une classification linnéenne unique. En effet, d’une part,
un systématicien ne souhaitera pas nécessairement nommer toutes les classes de la
hiérarchie historique qu’il vient de produire (dans une hi´ rarchie saturée, il y en a
N − 1 pour N taxons) ; dans l’exemple, il pourrait choisir de ne pas nommer la
classe{a, b, c} parce que ce taxon n’a jamais été trouvé dans les différent s études
publiées précédemment. D’autre part, il existe de nombreuses manières d’attribuer
des catégories aux noms retenus tout en respectant les relations d’inclusion entre
les classes. Si les six espèces étudiées forment une famille on peut choisir de faire
des taxons{a, b, c} et {d, e} soit des sous-familles, soit des genres, soit tout autre
catégorie sub-familiale. Il est à remarquer que dans ce processus de construction de
classifications linnéennes, on devra créer des taxons monotypiques pour traiter le
cas de la classe{f}, s’éloignant ainsi de la structure strictement hiérarchique ini-
tiale. En effet, si l’expert choisit de considérer{a, b, c} et{d, e} comme des genres
et {a, b} comme un sous-genre il devra aussi associer à{f}, à la fois un nom de
genre et un nom de sous-genre.
Ce qu’il est important de remarquer dans ce processus, c’estqu si les systéma-
ticiens ont développé des théories et des pratiques pourl’obtention d’hypothèses
phylogénétiques profondément justifiées, et que si un consensus général a été ob-
tenu sur le fait qu’il faut baser les classifications linnéen s sur ces hypothèses pour
évacuer autant que faire se peut la subjectivité, par contre la manière dont sont pro-
duites ces classifications est fortement empreinte d’arbitr ire, notamment dans l’af-
fectation des noms à des catégories.
15.3.3 Classifications attributives et cĺe d’identification
Nous avons vu que les deux formes précédentes de classification des êtres vi-
vants étaient inadaptées à l’identification : la classification linnéenne, car elle est
seulement nominative et la classification phylogénétiqucar ses principes s’y op-
posent. C’est pourquoi les systématiciens fournissent habi uellement dans leurs pu-
blications, en plus des deux autres formes de classification, des structures classifica-
toires attributives particulières, nomméesclés d’identification(parfois aussi clés de
détermination, clés dichotomiques ou clés diagnostiques), et spécialement conçues
pour aider à réaliser des identifications.
Ces clés imprimées se présentent comme une suite de questions disposées sous
deux formes principales, la forme dite(( parallèle)) (voir la figure 15.2) et la forme
dite (( indentée)) (voir la figure 15.3). Le principe de leur utilisation est tr`es simple,
il suffit de répondre à la première question et, suivant saréponse, de se faire orienter
soit vers une autre question soit vers le résultat de l’ident fication.
Ces clés sont, et de loin, le moyen le plus couramment utilisé pour réaliser des
identifications. Plusieurs millions de ces clés ont été produites à ce jour par les
systématiciens selon le groupe taxinomique, la zone géographique, les types de des-
cripteurs et de manière plus générale, selon le contexted’u ilisation. Il existe ainsi
une forte culture en biologie de l’usage mais aussi de la production de ces clés car
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1:1 Bractéoles = absentes ⇒ 2
1:2 Bractéoles = 2 ⇒ 3
1:3 Bractéoles = plus de 2 ⇒ Genre : Weddellina
2:1 Longueur de l’anthère des étamines = inférieure à 0.7 ⇒ Genre : Dalzellia
2:2 Longueur de l’anthère des étamines = supérieure à 1.2 ⇒ Genre : Indotristicha
3:1 Longueur de l’anthère des étamines = inférieure à 0.4 ⇒ Genre : Malacotristicha
3:2 Longueur de l’anthère des étamines = 0.4 à 0.7 ⇒ 4
3:3 Longueur de l’anthère des étamines = 0.8 à 1.2 ⇒ Genre : Tristicha
3:4 Longueur de l’anthère des étamines = supérieure à 1.2 ⇒ Genre : Indotristicha
4:1 Hauteur de l’ovaire = inférieure à 1.0 ⇒ Genre : Dalzellia
4:2 Hauteur de l’ovaire = 1.0 à 2.8 ⇒ Genre : Tristicha
FIG. 15.2:Exemple de clé d’identification simple telle qu’elle est habituellement
publiée sous la forme dite(( parallèle )) et concernant les genres des Tristichaceae
(tir ée de[Vignes, 1996]).
tous les systématiciens et tous les utilisateurs de la systématique (écologistes, phy-
siologistes, généticiens, étudiants en biologie, naturalistes amateurs, etc.) se sont
un jour retrouvés à parcourir des clés d’identification sus une forme imprimée, ne
serait-ce que pour faire un bon repas de champignons.
L’origine des clés d’identification en systématique est for ancienne. La première
clé publiée, sous une forme très proche des clés actuelles, se trouve dans laFlore
françoisede Jean-Baptiste de Monnet, chevalier de Lamarck[Lamarck, 1778]. De-
puis, le principe des clés est resté le même.
Des structures équivalentes aux clés ont été produitesdan de nombreux autres
domaines. Mais si les clés sont anciennes et considéréescomme des méthodes
traditionnelles en systématique, leur apparition dans ces autres domaines est par
contre récente. En médecine, des clés, appeléesalgorithmes cliniques, sont appa-
rues et se sont multipliées depuis une quinzaine d’années[Varma, 1987]. Elles sont
perçues comme une méthode moderne de transmission de stratégies diagnostiques
ou thérapeutiques et comme d’excellents outils pédagogiques[Margolis, 1983]. Des
idées équivalentes sont apparues indépendamment sous le nom d’arbres de d́ecision
en apprentissage automatique[Quinlan, 1986 ; Mingers, 1989], d’arbres de segmen-
tation ou de discriminationen analyse des données et en statistiques[Williams et
Lambert, 1960 ; Breimanet al., 1984 ; Ciampiet al., 1996] et dequestionnaires
[Picard, 1972] en mathématiques appliquées.
Formellement une clé peut être considérée comme un graphe connexe, orienté,
sans circuit et enraciné[Berge, 1970], bénéficiant d’un étiquetage spécifique[Vignes,
1991] :
• Un nœud du graphe est étiqueté par un ou plusieursdescripteurs11 ; il corres-
pond à un numéro de question dans la clé.
11. Le terme de descripteur est utilisé ici pour désigner uformule qui spécifie ce qui doit être décrit.
On emploi parfois aussi les termes de propriété, de caractère, de trait ou d’attribut pour le même sens.
Mais, l’emploi de ces termes est rejeté ici, car ces derniers sont parfois aussi employés pour dénoter le
résultat de la description.
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♣ Bractéoles = absentes
♥ Longueur de l’anthère des étamines = inférieure à 0.7⇒ Genre : Dalzellia
♥ Longueur de l’anthère des étamines = supérieure à 1.2⇒ Genre : Indotristicha
♣ Bractéoles = 2
♥ Longueur de l’anthère des étamines = inférieure à 0.4⇒ Genre : Malacotristicha
♥ Longueur de l’anthère des étamines = 0.4 à 0.7
♠ Hauteur de l’ovaire = inférieure à 1.0⇒ Genre : Dalzellia
♠ Hauteur de l’ovaire = 1.0 à 2.8⇒ Genre : Tristicha
♥ Longueur de l’anthère des étamines = 0.8 à 1.2⇒ Genre : Tristicha
♥ Longueur de l’anthère des étamines = supérieure à 1.2⇒ Genre : Indotristicha
♣ Bractéoles = plus de 2⇒ Genre : Weddellina
FIG. 15.3:Clé d’identification de la figure 15.2 sous la forme dite(( indent́ee)).
• Un arc est étiqueté par des ensembles de valeurs du (ou des)descripteur(s) du
nœud origine de l’arc ; les arcs partant d’un même nœud correspondent aux
différentes alternatives proposées à un numéro de la clé.
• Une feuille du graphe est une des conclusions de la clé, elleest étiquetée
par un taxon (plus rarement par plusieurs taxons en cas d’impossibilité de les
discriminer).
La figure 15.4 montre le tracé du graphe correspondant aux clés précédentes des
figures 15.2 et 15.3. Un parcours en largeur de ce graphe a généré la clé parallèle de
la figure 15.2 et un parcours en profondeur à produit celle ind ntée de la figure 15.3.
La construction d’une clé, qu’elle soit manuelle ou automatique, consiste à par-
tir d’un graphe vide auquel on ajoute, de manière heuristique et pas à pas, des nœuds
qui partitionnent l’espace de représentation. Par un modede raisonnement qui s’ap-
parente à l’abduction, quand une zone de l’espace de représ ntation n’est accessible
que par un seul taxon la construction s’arrête et la feuilleobt nue est étiquetée par le
taxon restant[Vignes, 1991]. Ce mode de raisonnement, très utilisé en systématique,
et qui demande de connaı̂tre l’ensemble exhaustif des taxons, semble être une al-
ternative supplémentaire intéressante aux autres modesde classification incertaine
utilisés par les représentations par objets (voirchapitre 12).
L’utilisation d’une clé revient au parcours du graphe en partant de la racine et
en suivant le chemin en accord avec la description du spécimen à identifier. Un seul
chemin est parcouru à chaque identification, sauf en cas de dout entre plusieurs arcs
partant d’un même nœud (c’est-à-dire de doute au niveau d’une question de la clé),
pouvant conduire l’utilisateur à parcourir successivement l chemin correspondant
à la première hypothèse dans la description, puis un autre chemin correspondant à
une autre hypothèse.
Un chemin maximal du graphe d’identification, c’est-à-dire allant de la racine
jusqu’à une feuille, correspond à la description d’un ensemble de spécimens pos-
sibles identifiés comme appartenant au taxon indiqué dansla feuille. De manière
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Bractéoles
H. ovaire
absentes 2 > 2
< 0,7









FIG. 15.4:Sch́ema du graphe correspondantà la clé de la figure 15.3. Les nœuds
sont repŕesent́es par un cercle avec le descripteur correspondant au-dessus. Les
arcs sont repŕesent́es par une fl̀eche, avec les valeurs correspondantesà cot́e. Les
feuilles sont repŕesent́ees par un rectangle contenant les noms taxinomiques corres-
pondants.
plus générale, toute clé définit une structure classificatoire sur les êtres vivants, avec
des classes définies en intension (voirchapitre 12, une pour chaque nœud. On remar-
quera que cette structure n’est évidemment pas une hiérarchie dans le cas général.
Plusieurs applications informatiques pour l’identification en biologie reposent
sur le principe du parcours d’une clé[Kendrick, 1972 ; Hureau, 1994], certaines
faisant preuve d’une certaine généricité[Estepet al., 1989]. L’avantage de ces
méthodes d’identification réside principalement dans lefait que de nombreuses clés
sont disponibles et que leur informatisation directe trèsaisée peut être l’occasion de
les enrichir par des illustrations.
Parmi la multiplicité des nouveaux services apparaissantsur leWorld Wide Web,
on trouve ainsi des clés d’identification dont le parcours est assuré par des liens
hypertextes. Chaque étape de la clé peut être représentée par un fichier HTML avec
pour chaque réponse possible un lien vers un nouveau fichiercorrespondant au nœud
suivant dans la clé ou à un taxon en cas de conclusion de l’identification. Sur ce
principe, leMarine Biology Laboratoryde Woods Hole propose des clés concernant
la plupart des invertébrés marins de la côte est de l’Amériqu du Nord12. Ce site a
été produit par un programme traduisant le texte préformatté des clés en un ensemble
de fichiers HTML liés entre eux.
Informatiser une clé d’identification existante est certainement le moyen le plus
simple de créer un programme d’identification mais n’apporte pas un accès très in-
novant aux informations taxinomiques[Pankhurst, 1991]. En effet, contrairement
12. Voir http://www.mbl.edu/html/KEYS/INVERTS/contents.html.
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aux programmes dits d’i entification assist́ee par ordinateur[Pankhurst et Aitchin-
son, 1975 ; Lebbe, 1991], qui permettent de décrire librement le spécimen à iden-
tifier, ces programmes de parcours de clés, comme avec les classiques clés sur pa-
pier, contraignent fortement la démarche de l’utilisateur [Durrieu, 1996]. Il faut ce-
pendant noter que certains programmes autorisent des formes plus sophistiquées
de parcours de clés qui seraient irréalisables à la main,comme par exemple le
système SYSEX[Gammermanet al., 1986], reposant sur la théorie de la crédibilité
de Dempster-Shafer[Schafer, 1976].
La représentation d’une clé est aussi aisée dans la plupart des outils de représen-
tation de connaissances par d’objets. Il suffit de faire correspondre un concept dans
la base de connaissances à chaque nœud de la clé. L’avantage de cette utilisation des
outils informatiques à objets est de pouvoir reposer, durant l’informatisation, sur
des procédures bien comprises d’acquisition de bases de connaissances et, durant
l’utilisation de la clé, de procédures d’identification avérées[Sieffer, 1988 ; Pavét
al., 1991]. Mais, du point de vue de l’utilisateur, cela revient à utiliser l’informatique
principalement, là encore, pour s’aider au parcours correte de la clé. Or ce n’est
souvent qu’un maigre apport, vu la façon dont les systématiciens ont l’habitude de
(( feuilleter)) efficacement les clés sur papier.
Mais le principal écueil à l’utilisation des systèmes dereprésentation de con-
naissances par d’objets semble résider dans l’absence de signification des nœuds
des clés. En effet, ces nœuds ne sont pas des concepts, en tout cas au sens où la
biologie le désire. Par exemple, dans la clé précédente, la sous-classe des Tristicha-
ceae ayant 2 bractéoles et dont l’anthère des étamines mesure de 0.4 cm à 0.7 cm,
qui apparaı̂t dans la clé, est un groupe purement artificiel, ou, en tout cas, dont
on ne connaı̂t pas de justification intrinsèque à sa formation. Ainsi, cette classe de
plantes n’est non seulement pas unconcept primitif(voir chapitre 11), car elle n’a
pas d’existence propre, mais elle n’est pas non plus unconcept d́efini (voir chapitre
11), car personne n’a besoin de le former, cette classe n’ayantucune utilité connue
hors de cette clé. Des remarques précédentes, il ne faudrait pas conclure qu’il n’y a
pas de justification aux clés produites par les systématiciens, mais plutôt que cette
justification ne s’exprime pas en termes d’une justificationdes classes induites dans
les clés.
Bien comprendre la nature des clés impose de distinguer lestrois types de
connaissances véhiculées par elles. La première composante est évidemment diag-
nostique : elles sont faites pour aider à identifier. Il existe aussi une composante
purement descriptive car, de la lecture des clés, on peut facilement déduire quels
sont certains des aspects possibles des taxons concernés.Enfin, et surtout, les clés
véhiculent une certaine connaissance stratégique car elles expriment comment on
peut sélectionner et ordonner l’usage des descripteurs etleurs formulations pour
réaliser des identifications aisées, fiables, rapides, justes, etc. Par exemple, pourquoi
commencer la clé de notre exemple par le nombre de bractéoles ? Qu’est-ce qui,
dans la nature, pourrait nous imposer cela si ce n’est le faitque commencer par là
nous facilite, quel que soit le sens précis derrière ce mot, l’identification? En effet, il
est possible de changer l’ordre de l’emploi des descripteurs t à chaque fois obtenir
une clé fonctionnelle différente. Si parmi toutes ces cl´es un systématicien en choisit
une, c’est parce qu’il dispose de connaissances stratégiqu s u’il utilise pour opti-
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miser empiriquement certaines propriétés de la clé qu’il juge utiles. Ainsi, ce qui
justifie une clé, ce sont les critères objectifs que l’on veut atteindre en construisant
celle-ci plutôt qu’une autre.
Si on juge qu’avoir des concepts signifiants est indispensable en représentation
des connaissances, il est encore possible d’exiger de construire des clés ayant cette
propriété[Aı̈meur et Kieu, 1993]. Mais dans ce cas, on retombe sur la difficulté
déjà indiquée plus haut (voir§ 15.3.2) : il est très difficile d’avoir à la fois de bons
concepts et de bonnes caractérisations. Ce problème est connu depuis fort long-
temps en systématique et s’est souvent exprimé sous la forme d’une discussion des
différences entre les clés dites(( artificielles)) car ne s’intéressant qu’à l’identifica-
tion et les clés dites(( naturelles)) car reflet d’une organisation de la Nature.
Il est fréquent de rencontrer dans les publications de systématique des clés qui
ne(( marchent pas)), c’est-à-dire qui ne donnent pas toujours le bon résultat. Le plus
souvent ce sont des clés(( naturelles)) dans lesquelles leurs auteurs se sont attachés à
exprimer les grandes lignes d’une classification biologique13. Ces clés fonctionnent
rarement pour deux raisons principales, d’une part car, devant la difficulté de les
réaliser, le biologiste a volontairement oublié de considérer des formes connues,
mais rares, d’êtres vivants. Par exemple, il est courant dans une clé des grands grou-
pes d’animaux de caractériser les insectes comme ayant unepaire d’antennes, ou-
bliant un petit groupe, les protoures, qui n’en a pas. D’autre part, les descripteurs
utilisés dans une clé naturelle s’appliquent souvent auxêtres vivants en tant que
tout14 et non pas à des spécimens à un temps et à un lieu donné15 qui sont les seuls
à être couramment soumis à l’identification. En effet, ilest très incommode pour un
utilisateur, par exemple durant une identification d’une grnouille, de lui demander
de décrire ce qui concerne l’aspect larvaire et l’aspect adulte d’un même spécimen
car, celui-ci, est a un moment donné soit l’un soit l’autre.À l’évidence, qu’il dis-
pose de l’un ou de l’autre, un utilisateur d’une clé naturelle b oquera et se trompera
fréquemment.
Comment réconcilier les deux points de vues? L’approche qui semble la plus
intéressante pour une identification assistée par ordinateur serait de découpler com-
plètement la composante stratégique de la composante descriptive[Causse et Lebbe,
1995] en faisant bénéficier chacune d’une représentation par d’objets individualisée.
Cela aurait comme avantage, non seulement de préserver explicit ment une part de
l’expertise en identification non considérée actuellement, mais surtout de permettre
de représenter en toute liberté les concepts biologiquespertinents et leurs relations.
15.4 Conclusion
Les divers aspects de la classification en systématique sont complexes et ce cha-
pitre avait pour but de participer à la clarification de cette partie de la biologie et à
13. C’est-à-dire précisément que l’auteur s’est attaché à ce que corresponde à chaque nœud de la clé
un et un seul taxon d’une classification linnéenne.
14. On parle dans ce cas d’holomorphe pour désigner un êtrevivant dans toute son histoire.
15. On parle dans ce cas de sémaphoronte (porteur de sens).
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la démonstration que les similarités avec les systèmes de représentation par objets
ne sont pas superficielles.
En revanche, une différence importante à relever est l’accent tout particulier qui
est mis en biologie sur la justification des classifications et donc sur les algorithmes
de construction de structures classificatoires. Cela est dˆu au fait que, contrairement
aux applications industrielles, les classifications résult nt en systématique d’une ac-
tivité scientifique cherchant à évacuer l’arbitraire autant que faire se peut.
Si la systématique a su se munir de méthodes et d’outils informatiques de calcul
performants, les problèmes de représentation n’ont ét´e principalement abordés jus-
qu’à présent qu’avec des méthodesad hocdont on ne sait pas si elles résisteront aux
changements d’échelle imposés par les grands projets intrnationaux d’informatisa-
tion.
Le rapprochement de la biologie et de l’informatique est aujourd’hui en cours
en biologie moléculaire dans de nombreux pays. Dans d’autres disciplines de la
biologie comme la systématique il apparaı̂t plus timidement, vraisemblablement en
raison de la complexité plus grande des connaissances traitées et des problèmes
posés, mais aussi du fait des bouleversements inéluctables qu’un tel rapprochement
génère dans la pratique de la biologie. Pourtant dans le cas de la systématique, le
bénéfice à attendre d’une organisation efficace des relations avec l’informatique
n’est pas seulement pragmatique mais aussi et surtout de nature conceptuelle. En
effet, la pratique de cette forme de biologie doit pouvoir b´enéficier non seulement
des outils de l’informatique mais surtout de ses approches formelles du traitement de
l’information [Lebbe, 1995]. Ce qui pourrait paraı̂tre plus surprenant, c’est qu’in-
versement l’intelligence artificielle peut vraisemblablement aussi bénéficier de la
systématique et des réflexions des systématiciens sur leurs propres pratiques, notam-
ment des méthodes de représentation, de formation de concpts, de classification et
d’identification éprouvées par trois siècles de pratique.
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pages 199–220. MIT Press, Cambridge (MA), USA, 1986.
[America, 1987] P. America. Inheritance and subtyping in a parallel object-oriented
language. InProceedings of ECOOP’87, Paris, France, ´ diteurs J. Bézivin, J.-
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INRIA Lorraine, Nancy, 1995.
[Bardou et Dony, 1996] D. Bardou et C. Dony. Split objects: A disciplined use of
delegation within objects. InProceedings of OOPSLA’96, San Jose (CA), USA,
special issue of ACM SIGPLAN Notices, 31(10), pages 122–137, 996.
[Bardou, 1998] D. Bardou. Étude des langages̀a prototypes, du ḿecanisme de
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[Brun, 1988] J. Brun.Aristote et le Lyćee. Que sais-je?, No 928. Presses Universi-
taires de France, Paris, 1988.
[Buchheitet al., 1993] M. Buchheit, F.-M. Donini, et A. Schaerf. Decidable reaso-
ning in terminological knowledge representation systems.Journal of Artificial
Intelligence Research, 1:109–138, 1993.
[Buchheitet al., 1994] M. Buchheit, F.-M. Donini, W. Nutt, et A. Schaerf. Refi-
ning the structure of terminological systems: Terminology= schema + views. In
Proceedings of AAAI’94, Seattle (WA), USA, pages 199–204, 1994.
[Burns, 1985] A. Burns.Concurrent Programming in Ada. Ada Companion Series.
Cambridge University Press, Cambridge, UK, 1985.
[Buttner et Simonis, 1987] W. Buttner et H. Simonis. Embedding boolean expres-
sion into logic programming.Journal of Symbolic Computation, 4(2):191–205,
1987.
[Calvanese t al., 1994] D. Calvanese, M. Lenzerini, et D. Nardi. A unified frame-
work for class-based representation formalisms. InProceedings of KR’94, Bonn,
Germany, pages 109–120, 1994.
[Campbellet al., 1993] R.H. Campbell, N. Islam, D. Raila, et P. Madany. Desi-
gning and implementing choices: An object-oriented systemin C++. Communi-
cations of the ACM (special issue, Concurrent Object-Oriented Programming, B.
Meyer, editor), 36(9):117–126, 1993.
[Campbell et Haberman, 1974] R.H. Campbell et A.N. Haberman. The specifica-
tion of process synchronization by path expression. InActes du Colloque sur
les Aspects Th́eoriques et Pratiques des Systèmes d’Exploitation, Paris, Lecture
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Méthodes informatiques et pratique des systèmes. Masson, Paris, 1996.
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Nancy, France, éditeur A. Napoli, pages 13–34. INRIA Lorraine, Nancy, 1995.
[Euzenat, 1993a] J. Euzenat. Brief overview of T-TREE: the TROPES taxo-
nomy building tool. InProceedings of the 4th ASIS SIG/CR Classification Re-
search Workshop, Columbus (OH), USA, éditeurs P. Smith, C. Beghtol, R. Fi-
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Sophia Antipolis, 1990.
[Freeman-Bensonet al., 1990] B.N. Freeman-Benson, J. Maloney, et A. Borning.
An incremental constraint solver.Communications of the ACM, 33(1):54–63,
1990.
[Freeman-Benson, 1990] B.N. Freeman-Benson. KALEIDOSCOPE: Mixing ob-
jects, constraints and imperative programming.ACM SIGPLAN Notices,
25(10):77–88, 1990.
[Freuderet al., 1995] E. Freuder, R. Dechter, M. Ginsberg, B. Selman, et E. Tsang.
Systematic versus stochastic constraint satisfaction. InProceedings of IJCAI’95,
Montréal, Canada, pages 2027–2032, 1995.
[Frolund, 1992] S. Frolund. Inheritance of synchronization constraints inco cur-
rent object-oriented programming languages. InProceedings of ECOOP’92,
Utrecht, The Netherlands, éditeur O. Lehrmann Madsen, Lecture Notes in Com-
puter Science 615, pages 185–196. Springer-Verlag, Berlin, 1992.
[Fron, 1994] A. Fron. Programmation par contraintes. Addison-Wesley France,
Paris, 1994.
468 Langages et mod̀elesà objets
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[Jézéquel, 1993b] J.-M. Jézéquel. Transparent parallelisation through reuse: Bet-
ween a compiler and a library approach. InProceedings of ECOOP’93, Kai-
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versit́e, éditeur T. Bourgoin, Biosystema 13, pages 71–79. Société Française de
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[Legendre, 1996] S. Legendre.Modèles en dynamique des populations : mise en
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du Languedoc, Montpellier, 1994.
[Maieret al., 1986] D. Maier, A. Otis, et A. Purdy. Development of an object-
oriented DBMS. InProceedings of OOPSLA’86, Portland (OR), USA, special
issue of ACM SIGPLAN Notices, 21(11), pages 472–482, 1986.
[Malenfant, 1995] J. Malenfant. On the semantic diversity of delegation-based pro-
gramming languages. InProceedings of OOPSLA’95, Austin (TX), USA, special
issue of ACM SIGPLAN Notices, 30(10), pages 215–230, 1995.
[Malenfant, 1996] J. Malenfant. Abstraction et encapsulation en programmation
par prototypes.Technique et Science Informatiques, 15(6):709–734, 1996.
[Maloneyet al., 1989] J.H. Maloney, A. Borning, et B.N. Freeman-Benson.
Constraint technology for user-interface in ThingLab II. Technical Report 89-05-
02, Department of Computer Science and Engineering, University of Washing-
ton, Seattle (WA), USA, 1989.
[Margolis, 1983] C.Z. Margolis. Uses of clinical algorithms.Journal of the Ame-
rican Medical Association, 249:627–632, 1983.
[Mariñoet al., 1990] O. Mariño, F. Rechenmann, et P. Uvietta. Multiple perspec-
tives and classification mechanism in object-oriented representation. InProcee-
dings of ECAI’90, Stockholm, Sweden, pages 425–430, 1990.
[Mariño, 1993] O. Mariño. Raisonnement classificatoire dans une représentation
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shop “Music and AI”, Montŕeal, Canada, pages 32–40, 1995.
[Mulet et Cointe, 1993] P. Mulet et P. Cointe. Definition of a reflective kernel for a
prototype-based language. InProceedings of the 1st JSSST International Sympo-
sium on Object Technologies for Advanced Software, Kanazaw, Japan, éditeurs
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matique, Université de Nantes, 1995.
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Althoff, et M.M. Richter, Lecture Notes in Artificial Intelligence 837, pages 458–
469. Springer-Verlag, Berlin, 1994.
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simple. InActes du Colloque Langages et Modèlesà Objets (LMO’97), Ros-
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484 Langages et mod̀elesà objets
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Programmation du CNRS, Grenoble, France, pages 99–109. GDR Programma-
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trie, Lyon, 1988.
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talk. In Actes du Colloque Langages et Modèlesà Objets (LMO’97), Roscoff,
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Thèse, Université Pierre et Marie Curie (Paris VI), 1991.
[Vignes, 1996] R. Vignes. Construction de clés d’identification et strat´egies d’iden-
tification. Biosystema, 14:91–108, 1996. Société Française de Systématique,
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Index des ŕeférences bibliographiques 497
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Ferber (1990), 39
Ferber et Carle (1991), 191
Ferber et Volle (1988), 237
Ferrandinaet al. (1995), 160
Fikes et Kehler (1985), 352, 373, 378
Filman (1988), 296, 303
Finin (1986), 373
Fisher et Langley (1986), 317
Fitting (1990), 339
Foote et Johnson (1989), 198
Fornarino et Pinna (1990), 279, 298
Freeman-Benson (1990), 267
Freeman-Bensonet al. (1990), 267
Freuderet al. (1995), 260
Frolund (1992), 212
Fron (1994), 257
Frost et Dechter (1994), 260
Furmento et Baude (1995), 226
Gammaet al. (1994), 123, 172, 384,
388, 391
Gammermanet al. (1986), 445
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Hautamäki (1986), 378
Heinsohnet al.(1994), 331, 338, 348
Heitz et Labreuille (1988), 214
Henderson-Sellers et Edwards (1990),
106
Hennig (1966), 437
Hewitt (1977), 7, 13, 194, 197, 202
Hoare (1978), 198
Hoare (1985), 210
Hoare (1987), 198, 210
Hofstadter (1985), 383
Hoppeet al. (1993), 344
Hull et King (1987), 135
Hureau (1994), 444
Hyvönen (1992), 262, 263
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Maloneyet al. (1989), 266
Margolis (1983), 442
Mariño (1993), 352, 374, 376
Mariñoet al. (1990), 237, 304, 308
Masiniet al.(1989), ix, 9, 13, 29, 121,
135, 231, 240, 294, 312
Masuharaet al. (1995), 192
Matile et al. (1987), 421
Matsuoka et Yonezawa (1993), 183,
212
Maxwell (1992), 390
Mazouniet al. (1995), 183
McAffer (1995), 39, 187, 188, 191
McDermott (1982), 387
McHale (1994), 183, 209
McIlroy (1968), 36
Mendelzonet al. (1994), 158
Meseguer (1993), 212
Meyer (1986), 10, 58
Meyer (1988), 169, 174, 214
Meyer (1990), 73, 77, 214
Meyer (1991), 65
Meyer (1992a), 39, 193
Meyer (1993b), 169, 174
Meyer (1993a), 174
Meyer (1994b), 39
Meyer (1994a), 73, 93
Meyer (1995a), 38
Meyer (1995b), 39




Minsky (1975), 7, 231, 294, 352
Minsky et Laske (1992), 383
Monarchi et Puhr (1992), 106
Monin (1996), 111
Monk et Sommerville (1993), 160
Montanari (1974), 257, 259
Moore (1966), 263
Moore (1996), 158
Moore et Clement (1996), 158
Moreira et Clark (1994), 112
Morris et al. (1996), 106
Moss (1985), 151
Mouton et Pachet (1995), 385, 391
Mulet (1995), 228
Mulet et Cointe (1993), 228
Musser et Saini (1996), 73
Myerset al. (1990), 111, 228
Myers et al. (1992), 111, 228, 256,
274
Naja et Mouaddib (1995), 249
Napoli (1992), 409
Napoli et Lieber (1994), 419
Napoli (1997), 323
Napoli et Laurenço (1993), 346
Nebel (1990b), 338
Nebel (1990a), 323, 324, 326, 327,
331, 332, 334, 338, 351–353,
358, 359, 362, 369–372, 376
Nebel (1991), 330, 346
Nguyen et Rieu (1989), 157, 305
Nicol et al. (1993), 170, 182
Nierstrasz (1987), 197
Nierstrasz et Tsichritzis (1995), 37,
58
ODP (1995), 105
Okamura et Ishikawa (1994), 190
Object Management Group (1996), 125
Omohundro et Stoutamire (1995), 38
Ott et Noordik (1992), 397
Otteet al. (1996), 125
Ouaggag et Godin (1997), 55
Oussalah (1997), 45
Ovans et Davison (1992), 392
Pachet (1994a), 385
Pachet (1994b), 386
Pachet (1994c), 385, 391
Pachet (1998), 390, 391
Pachet et Carrive (1996), 391
Pachet et Dojat (1995), 391
Pachetet al. (1996), 389
Pachet et Roy (1995a), 281, 385, 392
Pachet et Roy (1995b), 385, 392
Padgham et Lambrix (1994), 348
Padgham et Nebel (1993), 377
Padgham et Zhang (1993), 347, 377
Pankhurst (1991), 444
Pankhurst et Aitchinson (1975), 445
Papathomas (1989), 212
Paramasivam et Plaisted (1996), 362
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Index des langages, ḿethodes et syst̀emes cit́es 505
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– de migration,voir ce mot
– du comportement,voir réflexion
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controverse déclaratif – procédural,voir
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– de classe, 285
– d’interprétation, 327, 358
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– modélisé, 293, 356, 357
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duplication, 170, 180, 181, 189, 190
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– E –
éditeur graphique, 392
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bibliographie, 36
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généricité contrainte, 53, 96
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référence, 82
site Web, 68




encapsulation, 123, 135, 142, 168, 222,
224, 237, 238, 246, 404
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– de schéma, 156, 157
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48, 50, 58, 61, 67, 70, 72
– globale schéma-données, 157
– opérations, 158
exception, 38, 43, 46, 61, 64, 181, 302
– à l’héritage, 236, 347, 377, 408
attraper une – (C++), 97
en C++, 96
facette,298
lancer une – (C++), 97







– de code, 52, 69
– en ligne (C++), 75
exportation, 40, 43, 48, 50, 54, 56, 62,
63
extensibilité, 36, 38, 167
extension, 353
– d’un concept, 16, 323, 333
– d’une classe, 353
– propre, 140
composante –nelle, 356
contrainte en –, 259




facette, 12, 121,294, 404
– d’inférence,300
– de typage,298, 404
– déclarative, 404
– procédurale, 404
en YAFOOL, 311, 404





– de primitives, 50, 55
famille
en SHIRKA , 310
feature, 12
fermeture
– aux changements, 37, 38
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fiabilité, 38, 60
fichier
– d’inclusion (C++), 75
– de configuration, 41
filtrage, 149, 273,301, 357
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– de contrôle, 116






– expansée en ligne, 75
– membre, 14, 75
– virtuelle, 87
– virtuelle pure, 89
mécanisme de sélection, 83
patron de –, 94
formalisme
– de synchronisation,voir ce mot
formulaire, 105, 115
fouineur,voir browser
frame, 7, 9, 12, 13, 121, 228, 231–
234, 238, 240, 241, 294, 322,
352, 378, 398, 402, 404
et prototypes, 230







objet –,voir ce mot
– G –
garbage collector, voir ramasse-miettes




– contrainte, 53, 59, 96
– paramétrique, 10, 37–39, 41,
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fonction –,voir ce mot
génie logiciel, 37, 104, 167, 169, 351
atelier de –,voir ce mot
méthodes structurées, 104
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– d’exceptions,voir ce mot
GLAO, (Génie Logiciel Assisté par Or-








hiérarchie de –s, 400, 409
sous-graphe partiel, 400
subsomption entre –s, 400, 409
– H –
héritage, 8, 17, 49, 169, 182, 346, 354–
355, 357, 388
– cumulatif non monotone, 407
– de contraintes, 265, 275
– de propriétés, 354
– du domaine, 355
– entre objets, 232, 241
– latéral,301




– répété, 49, 56, 89, 100, 101
– simple, 19, 49
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clause d’adaptation, 55, 57, 58
compatibilité partielle, 50, 54
conflit (C++), 89
contrat d’–, 50, 67, 68
et délégation,voir ce mot
fusion de primitives, 50, 56–58
graphe d’–, 49, 52
implémentation (cf. inclusion), 50
inclusion, 50, 54
interface (cf. sous-typage), 50
largeur de l’–, 38, 52, 68
ordre des constructeurs (C++),
85, 89, 90
ordre des destructeurs (C++), 89












– de classes, 351
– de concepts, 322
– de contraintes, 267
– de graphes, 409
– de rôles, 322
restructuration de –,voir ce mot
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– du monde clos, 333, 361, 378
– du monde ouvert, 333, 356, 361




– assistée par ordinateur,445
identité
– d’un objet, 135,307
incohérence, 328, 359
– d’une classe, 359
– d’une contrainte, 359
incompatibilité, 328
– extensionnelle, 353, 359
– intensionnelle, 355
incomplétude
– de la subsomption, 337, 338
– du raisonnement terminologique,
362
– définitionnelle, 364
– extensionnelle, 361, 363
– syntaxique, 364









– de classification, 362
– de passerelle,318
– de position,315










en C++, 81, 90
liste d’–,voir ce mot
initialiseur, 41
instance, 14
– d’une classe, 353
– effective, 353, 356
– exceptionnelle, 236
– potentielle, 353, 376
– prototypique, 230
en logiques de descriptions, 323
migration d’–, 254, 305, 363
instanciation, 9, 15, 46
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– de variables, 259
– globalement consistante, 259





en logiques de descriptions, 333,
336
mono-instanciation, 360
multi-instanciation, 237, 305, 360
intégration, 191
approche intégrée,voir ce mot
niveau d’–, 177
intension, 17, 354









– de classe, 75
en JAVA , 24
interprétation, 358
domaine d’–,voir ce mot
en logiques de descriptions, 327
exécution, 38, 69, 70
intervalles
– circulaires, 391
– de Allen, 387, 391
arithmétique des –,voir ce mot






synchronisation –, 179, 180, 183
invariant, 111
– d’itération, 64















– d’acteurs,voir ce mot
– deframes, voir ce mot
– de programmation par contrain-
tes,257
– de requête, 134
– hybride, 107, 121, 274
– hôte, 134
– post-frame, 295, 297, 298, 303
– à classes, 235
– à prototypes, 14, 238
LD, (Logiques de Descriptions), 303,
321, 352
voir aussi logique de descrip-
tions
LDD, (Langages de Description de
Données), 133, 134, 140, 156
liaison
– dynamique, 20, 21, 52, 60, 69




en C++, 87, 101
– tardive, 52
liste d’initialisations (C++), 81, 90
LMD , (Langages de Manipulation de
Données), 133, 134, 140, 142,
148, 156
logique classique, 322, 345
logique de descriptions, 16, 321, 351,
394
algorithme de subsomption, 331
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aspect syntaxique, 325
aspect sémantique, 327





niveau factuel (ABox), 333, 344
niveau terminologique (TBox), 330,
344
raisonnement terminologique, 336






LPC, (Langages de Programmation par
Contraintes), 257–259, 262,
265
LPO, (Langages de Programmation par




– de consistance, 261
– de solution, 266
maps, 252
mariage de raison,voir héritage à com-
patibilité partielle
marquage, 144







donnée –,voir ce mot





envoi de –,voir ce mot
filtrage de –, 13
interprétation, 14
récepteur du –,voir objet cou-
rant
transmission de –,voir ce mot
méta
-base, 157
-classe, 28, 29, 235, 387
-composant, 187, 189, 190
-contrainte, 271
-interface, 187
-modèle, 107, 127, 303
-niveau, 186, 188
-object protocol(MOP), 30, 187
-objet, 187, 190





– BON, voir ce mot
– CLASSE-RELATION, voir ce mot
– FUSION, voir ce mot
– OBJECTORY, voir ce mot
– OMT, voir ce mot
– OOA, voir ce mot
– OOAD, voir ce mot
– OOD, voir ce mot
– OOSE, voir ce mot
– d’analyse, 132
– de conception, 132
– réflexive,voir réflexion
– virtuelle, 41












en C++,voir fonction membre
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en EIFFEL, voir routine
micro-kernel, 172
migration, 158
– d’instance, 305, 363
– de prototype, 254
contrôle de –, 181, 190
dans les systèmes répartis, 170,
181, 189








module, 94, 168, 191
en OMT, 110
modèle, 335
– à objets, 107
– d’interface, 114
– d’un système classificatoire, 358
– de perturbation, 277
– de raffinement, 277
– de transaction plat, 151
– dynamique, 107, 112
– entité-association, 107






théorie des –s, 357
mono-valué, 282
monotonie, 361
– de la déduction, 362, 373
non –, 300,301, 377











– d’intégration,voir ce mot
– de synchronisation,voir ce mot
– extensionnel, 356
– intensionnel, 353
– méta,voir ce mot
– objet, 186
– terminologique / factuel, 322
nom
conflit de –,voir ce mot
en représentation de connaissance,
297
normalisation
– des méthodes, 127
en logique de descriptions, 330














objet, 39, 43–47, 50, 51, 54, 57, 61,
168, 356
– actif, 177, 178, 185, 189, 194
– complexe, 135
– composant, 143
– composite, 143, 265, 289







522 Langages et mod̀elesà objets
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en représentation de connaissance,
297
et contraintes,257
et valeur, 23, 24, 44
état, 12
identité d’un –, 135
méta-objet,voir méta
niveau –,voir ce mot
ODMG, (Object Database Management
Group), 127, 154, 156
site Web, 127
ODP, (Open Distributed Processing),
170, 182
OMG, (Object Management Group),
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– de classes, 107
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flux de contrôle, 116
flux de données, 116
message, 112
module, 110
modèle dynamique, 107, 112
modèle fonctionnel, 107, 115




















delete (C++), 79, 81
déréférence (*), 78
new (C++), 79
résolution de portée (::), 75
sélection de membre (->), 81
opération, 107
ouverture
– aux changements, 37, 38
–fermeture (principe d’), 38
– P –
parallélisme, 36, 37, 72, 166
– de contrôle, 174
– de données, 174
– massif, 168













– de classe, 94
– de fonction, 94
persistance, 35, 37, 39, 41, 44, 47, 63,
72, 130, 145
racine de –, 146
perspective,voir point de vue
phylogénétiques,427
point de vue, 25, 51, 54–57, 64, 68,
69, 121, 267, 304




pointeur (C++), 77, 79, 82, 101
polymorphisme, 10, 13, 37, 48, 50,
51, 53, 54, 57, 62, 63, 68,
386
– de variable
en C++, 86, 96
post-frame
langage –,voir ce mot
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– système, 169, 189
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attachement –,voir ce mot
procédé de développement logiciel, 41
productivité, 36, 37, 71, 72
programmation
– concurrente, 267
– dirigée par les accès, 298
– du contrôle, 200, 209
– dynamique, 395
– logique par contraintes, 268,
392
– par contraintes, 258
– par objets
musique, 384
– par prototypes, 234
– réactive, 219
propagation,261
– de contraintes, 275, 276, 393










– par clonage,voir ce mot
– par extension, 233
délégation,voir ce mot
et frame, 230
héritage entre objets, 241
instance prototypique, 230, 239





membre – (C++), 85
puits, 360, 369
pyramides, 423
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– Q –
qualité
– d’un langage, 35, 36
– d’un logiciel, 35, 36
questionnaires,442
– R –
racine de persistance, 146
raisonnement
– par défaut, 347
– terminologique, 336
complexité, 337, 347, 349
ramasse-miettes, 11, 38, 47
en C++, 83, 101
en EIFFEL, 83, 100
rattachement,voir attachement
RCO, (Représentation de Connaissan-
ces par Objets), 277, 279–




redéfinition, 19, 20, 39, 41, 44, 50–
52, 56, 57, 60, 66, 68, 86,
354, 355
– contravariante, 38
– covariante, 38, 61–63
contrôle par assertion, 68
par opposition à surcharge, 92
référence
– d’instance, 45
– uniforme (EIFFEL), 83
en C++, 77, 82
en EIFFEL, 82
reflection, voir réflexion
réflexe, 13, 303, 404
réflexion, 30, 39, 171, 186, 190–192,
198




– d’inférence, 352, 361, 362
– de production, 304, 391
– de subsomption, 363





réification, 29, 39, 60, 64, 198, 248,
388
– de message, 198
relation, 279
– d’héritage, 18, 298
– de composition,voir ce mot
– de généricité, 298
– de spécialisation,voir ce mot
– de subsomption,voir ce mot
en OMT, 108
en représentation de connaissance,
298
et contrainte, 279
et rôle,voir ce mot
répartition, 150, 167, 169, 180, 189
– de charges, 167
informatique répartie, 168
objet réparti,voir ce mot
répertoire,voir catalogue
représentation de connaissances
– musicales, 383, 384









– de base, 149
réseau sémantique, 16,294, 322, 351
réservoir de données, 116
résolution
– de conflit, 355
– de portée (C++), 75
ressource, 169, 180, 187
restructuration, 158
result, 43
retour-arrière, 260, 266–268, 270, 273
rétro-conception, 65, 117
réutilisabilité, 36–39, 41
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réutilisation, 37, 122, 167, 180, 193,
197, 212
– du contrôle, 212
approche par héritage, 37
approche par paramétrage, 37
RO, (Recherche Opérationnelle), 258





constructeur de –, 322
en OMT, 109
en logiques de descriptions, 323
sous-rôle, 371





– de contraintes,voir CSP, 257
satisfiabilité, 328, 335, 336, 339
– d’un CSP, 260












– de fonction (C++), 83
définition par –, 356
SELF
maps, voir ce mot
traits, voir ce mot
self, 242, 301
voir aussiobjet courant
sémantique, 37, 38, 40, 41, 44, 45, 47,
49, 50, 54–57, 65, 67, 69
– algébrique, 345, 347
– des logiques de descriptions,
327







SGBD, (Système de Gestion de Base
de Données), 129–134, 136,
138–140, 144, 147, 148, 150–
156, 162
SGBDO, (Système de Gestion de Base
de Données Objet), 129, 130,
134–136, 139–142, 144–146,
148, 152–157, 161, 162, 378




software process, voir procédé de déve-
loppement logiciel
solution
– d’un CSP, 259





spécialisation, 9, 108, 122, 143, 191,
353




SPMD, (Single Program Multiple Data),
174
SRCO, (Systèmes de Représentation
de Connaissances par Ob-
jets), 257, 277, 279–282, 285,
287, 289
stabilité,voir évolution
Standard Template Library, 73
statique
contrôle – de types,voir type
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typage –,voir ce mot
vs dynamique, 38, 51, 52, 54, 58,
68–70
statut d’instance, 47





– entre appariements de graphes,
412
– entre graphes, 409











super-classe, 18, 39, 40, 48–51, 56,
57, 59, 62, 68, 71, 353
surcharge, 13, 27, 44, 144
– de propriété, 241
en C++, 83
par opposition à redéfinition, 92
sûreté, 167
synchrone,voir transmission
synchronisation, 177, 178, 182, 202,
384
– comportementale, 179, 180
– inter-objets,voir ce mot
– intra-objet,voir ce mot
chemin de –, 180
compteur de –, 180
formalisme de –, 180
– centralisé, 180, 183
– décentralisé, 180, 183
niveau de –, 179




– d’exploitation, 172, 175, 190
– deRCO, voir ce mot
– de classes EIFFEL, 77




– à base de connaissance,293
EIFFEL, 41
systématique,421







– de sons, 394
– exclusive,311
taxonomique,305
TBox, 322, 344, 353
techniques formelles, 111
template, voir patron de classe
temps-réel, 190, 209, 215, 218

















transaction, 131, 151, 167, 176, 185,
190, 191
compatibilité entre –s, 184
modèle de – plat, 151
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transition
en OMT, 112
transmission de message, 168
– asynchrone, 178
– synchrone, 178
avec réponse anticipée, 178









– statique, 9, 25, 355
en représentation de connaissance,
298, 303
type, 7, 8, 20, 24, 75,311
– abstrait de données, 41, 100,
154
– d’instance, 47, 51
– d’un attribut, 355
– d’une variable, 51
– expansé (EIFFEL), 82
– récursif, 27
contrôle statique, 8, 25, 37, 38,
47, 49, 51, 52, 54, 58, 60–
63
de structure classificatoire,422
et classe,voir ce mot
facette,298
sous-type, 8, 20















valeur, 23, 43–45, 47, 50, 57, 61,295
– d’un rôle, 323
– par défaut,301, 347






– d’instance, 12, 39, 388, 389
voir aussiattribut
– de classe, 44, 184, 237, 244
deCSP, 259
domaine d’une –, 259
polymorphisme de –,voir ce mot
type d’une –, 51
version, 160
vue
– abstraite, 48, 66
– relationnelle, 133, 160






en bases de données,312, 356










logiques de descriptions, 350
systématique, 421, 434, 444
