Abstract. Let N be an isolating neighborhood for a map f . If we can decompose N into the disjoint union of compact sets N 1 and N 2 , then we can relate the dynamics on the maximal invariant set Inv N to the shift on two symbols by noting which component of N each iterate of a point x ∈ Inv N lies in. We examine a method, based on work by Mischaikow, Szymczak, et al., for using the discrete Conley index to detect explicit subshifts of the shift associated to N . In essence, we measure the difference between the Conley index of Inv N and the sum of the indices of Inv N 1 and Inv N 2 .
Introduction
We begin with a continuous map of a locally compact metric space, f : X → X and an isolating neighborhood N (i.e., N is compact and the maximal invariant set of N , Inv N , lies in the interior of N ; see section 2 for precise definitions). If N is the disjoint union of two other isolating neighborhoods N 1 and N 2 , then we can associate a symbolic dynamical system to the map f restricted to Inv N . We define (see [3] ) a continuous map Θ : Inv N → {1, 2} by setting
Let (Σ + 2 , σ) be the full one-sided shift on the symbols 1 and 2. We relate the dynamics of f on Inv N to symbolic dynamics via the itinerary map ρ : Inv N → Σ + 2 defined by ρ(x) = (Θ(x), Θ(f (x)), Θ(f 2 (x)), . . . ).
It is clear that ρ is continuous and that
We can use the discrete Conley index to detect interesting subshifts of the image shift ρ(Inv N ). Roughly speaking, the Conley index assigns to each isolated invariant set a pointed space and a basepoint-preserving map. The method, based on work in [21] and [3] , is to compare the induced homology maps on the pointed space for Inv N to the direct sum of the maps on the spaces for Inv N 1 and Inv N 2 .
In [3] , it is shown that if the eigenvalues of these various homology maps differ in a certain way, then there exists a positive integer n such that f n factors onto the full two-shift (Σ + 2 , σ). Similar results are applied to the Lorenz equations in [12] . The number n is not specified, however; so this result provides no estimate for the Theorem 2.3 tells us that we can find a filtration pair for any isolated invariant set S. Our choice of filtration pairs is not unique, even up to homotopy equivalence. Any two filtration pairs for S will, however, be shift equivalent, as we now discuss.
Suppose K is a category. Let X, X be objects in K and f : X → X, g : X → X be endomorphisms. We say that (X, f ) and (X , g) are shift equivalent (a concept first described in [26] ), or write f ∼ s g, if there exist m ∈ Z + , r : X → X and s : X → X such that the diagrams Again, see [7] for proofs of the theorems in this section.
Theorem 2.6. Suppose P = (N, L) and P = (N , L ) are filtration pairs for S.
Then the induced maps, f P and f P , on the corresponding pointed spaces, are shift equivalent.
Let S be an isolated invariant set, and consider the homotopy class of base-point preserving maps on N L with f P as a representative. We denote this collection h P (S). We may now make the following definition. Definition 2.7. Let S be an isolated invariant set for a continuous map f . Then define the discrete homotopy Conley index of S, h(S), to be [[h P (S)]], the shift equivalence class of h P (S), where P = (N, L) is a filtration pair for S. We apply the singular homology functor (for the purposes of this paper, we will consider only real coefficients, i.e., in what follows H * (−) = H * (−; R)) to obtain the homological Conley index, Con * (S). In other words, Con * (S) is the shift equivalence class of
is a filtration pair for S.
Renewal systems
k+1 and β = (β 0 , β 1 , . . . , β l ) ∈ {1, 2} l+1 be two finite words, and define Γ(α, β), the renewal system generated by α and β, to be the subshift of the full shift on the symbols 1 and 2 generated by all infinite concatenations of the words α and β. For example, Γ((1), (2) ) is the full shift, and Γ((1), (2, 2) ) is the even shift. (In general, a renewal system (a generalization of subshifts of finite type introduced by Adler) can have more than two generating words (see [10, §13.1] ), but we will be concerned primarily with those generated by only two.)
We are interested in the entropy of Γ(α, β). We first make the following definitions. For n a positive integer, define n · α by setting 1 · α = α and n · α = α * ((n − 1) · α). We say that two finite words ω 1 and ω 2 are independent if there do not exist a word α and positive integers n 1 and n 2 such that ω 1 = n 1 · α and ω 2 = n 2 · α.
It can be difficult in general to compute the entropy of a subshift, since it involves finding the roots of the characteristic polynomial of a (possibly large) related matrix. For a renewal system, however, it is much easier. (Thanks to Micha l Misiurewicz for bringing the following to my attention.) Theorem 3.2. Let α = (α 0 , α 1 , . . . , α k ) and β = (β 0 , β 1 , . . . , β l ) be two independent words. The topological entropy of Γ(α, β) is equal to the log of the absolute value of the largest root of the polynomial
Proof. This follows from the fact that the entropy is equal to the log of the spectral radius of a (suitably chosen) adjacency matrix (see [10, Ch. 4] ), and from the very useful formula for the characteristic polynomial of such a matrix given in [1, Theorem 4.4.14].
If we don't want to go to the trouble of computing the entropy exactly, we can get an easy estimate by noting that if α and β are independent, then the N th power of Γ(α, β) (where N is the least common multiple of k and l) contains the full shift; so the entropy is at least log 2 N . (Of course, if α and β are not independent, then the entropy is zero.)
The Conley index and symbolic dynamics
The results in this section are essentially a restatement of those from [21] and [3] in less categorical language. Recall that N is an isolating neighborhood that is the disjoint union of two other isolating neighborhoods, N 1 and N 2 , and define the set S to be Inv N and the sets S i to be Inv N i for i = 1, 2. We choose a filtration pair
, where we recall from section 2 that f P : K L → K L is the induced map on the pointed space K L , h P (S) is the homotopy class of basepoint-preserving maps of K L with f P as a representative, and [[ − ]] denotes the shift equivalence class.
For i = 1, 2, define
(where ∨ denotes the one-point union of pointed spaces). Unfortunately, the pair (K i , L i ) will not in general be a filtration pair for S i . We can get around this problem, however.
, and similarly for r 2 . Also,
• r i , and define h Pi (S i ) to be the homotopy class of basepoint-preserving maps of K L withf Pi as a representative.
The point of all this notation is the following. 
]). In our notation, h(S
Thus we can, in a sense, use the decompositions of the filtration pair
Recall that Con * (S) is the shift equivalence class of the map (
A22 , where A ij is as above. Also, note that
In what follows, we will occasionally abuse notation by using the matrices A ij and A i to denote the actual maps that they represent.) Now, if the original map f : X → X causes no interactions between the sets N 1 and N 2 (i.e., if
, then A 12 and A 21 will both have only zero entries. In this case, the set S will be equal to the disjoint union of S 1 and S 2 , and the dynamics on S will break into two pieces: those occurring on S 1 and those on S 2 . In this case, the map ρ will reflect no interesting symbolic dynamics, since ρ(S) will be contained in the set { (1, 1, 1 , . . . )} ∪ {(2, 2, 2, . . . )}. Thus we will attempt to detect chaotic interaction between N 1 and N 2 , in a sense, by measuring the failure of A 12 and A 21 to be zero.
A key to our analysis is the following property of the Conley index, for which a proof can be found in [7] .
Theorem 4.4 (Ważewski property). Let T be an isolated invariant set. If h(T ) = 0, then T is nonempty. In particular, if any of the induced homology maps is nonnilpotent, then T is nonempty.
We will need a little more notation, borrowed from [3] . Given a word ω
(Note that N ω is an isolating neighborhood for f k+1 with S ω contained in S, as shown in [23] .)
The following obvious proposition will be useful.
Proposition 4.5. The set S ω is nonempty if and only if there is a point
Let (f ω ) q be a representative of the map induced on Con q (S ω ) by f k+1 , and define the matrix (A * ) ω by setting
Then Lemma 3.1 in [23] gives us the following.
Theorem 4.6. For any finite word
Let us define the matrix (A * * ) ω by setting
Note that (A * * ) ω and (A * ) ω are not, in general, equal, but they are shift equivalent, as the following theorem shows.
Theorem 4.7. For any finite word
Proof. Let us assume (without loss of generality) that ω 0 = 1. It is easy to see by direct computation (using the fact that A ij represents the map (
where M is some matrix that represents a map from
L 2 ) (we could determine M explicitly, but we will see that it does not matter exactly what it is). Since (A * * ) ω is clearly shift equivalent to the 
, the theorem is an immediate consequence of the following lemma. 
Proof. This follows from Theorems 4.6 and 4.7 and the fact that shift equivalence is an equivalence relation.
In other words, Corollary 4.9 tells us that once we know the matrix A =
A11 A12 A21
A22 for the representative of the map on Con q (S), we can find a representative (A * ) ω (or (A * * ) ω ) for the map on Con q (S ω ) by simply concatenating the pieces A i (or A ij ) of A in the appropriate order.
Remark 4.10. Thus, to show that S ω is nonempty, it is enough, by the Ważewski property, to show that the matrix (A * ) ω is nonnilpotent (or, equivalently, that (A * * ) ω is nonnilpotent). (The equivalence follows from the fact that any matrix shift-equivalent to a nilpotent matrix is itself nilpotent.)
We will use this observation to hunt for renewal systems. For i = 1, 2, let k i be a nonnegative integer and
l , where l is in N ∪ {+∞}. Define the sequence α(ω 1 , ω 2 ) (which will be infinite if α is infinite) by setting
is a concatenation of the words ω 1 and ω 2 , combined in the order specified by α.
Note that if α is finite and equal to (α 0 , . . . , α l ), then by definition,
Also, note that the equation
Since we wish to consider products of (A * * ) ω 's as on the right side of equation (3), we will, in general, consider only the case ω 
Another way to state the conclusion of this theorem is that the renewal system Γ(ω 1 , ω 2 ) generated by all infinite concatenations of the blocks ω 1 and ω 2 is contained in the image of S under ρ.
Proof. If the word α is periodic, this follows from Theorem 4.4, Proposition 4.5, and Corollary 4.9. In general, we write α as the limit of periodic words. See section 4 of [3] for details.
Method for detection
Given two matrices A 1 and A 2 , the set of infinite sequences β such that the matrix
is nonnilpotent for every integer j ≥ 0, along with the shift map σ, is an example of a cocyclic subshift, a class of subshifts which properly generalizes sofic shifts, which themselves generalize subshifts of finite type. See [9] for a complete account. In general, cocyclic subshifts can be quite complicated.
We wish to reduce the problem to something simpler. In light of Theorem 4.13 and equations (2) and (3), the obvious question to ask is how to find words ω 1 and ω 2 such that any finite concatenation of the corresponding matrices (A * ) ω 1 and (A * ) ω 2 (or of (A * * ) ω 1 and (
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use than studying the set of all solutions (the cocylic subshift), we will be satisfied if we can actually produce ω 1 and ω 2 as above in order to find a semiconjugacy onto a renewal system, which is simpler and easier to analyze in general than a cocyclic shift. We will see that our approach reduces essentially to the following situation.
We have two n × n matrices M 1 and M 2 . Again, ideally we would like to know exactly the set A(M 1 , M 2 ) of words β ∈ {1, 2} +∞ such that the matrix
is nonnilpotent for all nonnegative integers j. . So we will try yet another question: given two n × n matrices M 1 and M 2 , can we find conditions guaranteeing that any finite product of M 1 and M 2 will have rank greater than or equal to some r > 0? (Note that if every finite product has rank at least r, then every finite product is nonnilpotent.) The advantage of this question is that we can answer it.
Definition 5.1. Let m be a positive integer. We say that two n × n matrices M 1 and M 2 are m-compatible if there exists a positive integer r such that Proof. In fact, (M i ) α will have rank at least r. If α has length less than or equal to m, then it is a subword of a word ω of length m. Since by hypothesis rk(
Now suppose that α = (α 0 , . . . , α m+k ) (k ≥ 0), and define α = (α k+1 , . . . , α m+k ). It suffices to show that Of course, any nonnilpotent matrix is m-compatible with itself for some m, but this case is not interesting. We will be interested primarily in independent, (A * )-compatible words. We do not lose too much information by considering only compatibility, rather than m-compatibility or nonnilpotence more generally, as the following lemma shows. Proof. To show that there are two such (A * )-compatible words, it would be enough to take ω 1 and ω 2 to be any two independent concatenations of ω 1 and ω 2 of minimal rank. However, it is easy to see that there is no upper bound on the minimum length of such words.
Instead, we will explicitly construct ω 1 and ω 2 by concatenating ω 1 and ω 2 . The following lemma is the key to the construction. To simplify notation, we will for the rest of this proof use "rk(α)" to denote "rk((A * ) α )," where α is any finite word. 
Lemma 5.5. Let α and β be two finite concatenations of the given words ω
Proof of Lemma 5.5 . Since α and β are not (A * )-compatible, at least one of the four pairwise products α * α, α * β, β * α, and β * β has rank strictly less than R . Let γ be one such product. If γ = n · ω 1 for some integer n, let δ = ω 2 * γ; otherwise, let δ = ω 1 * γ. In either case, rk(δ) ≤ rk(γ) < R . Also, l(γ) ≤ 2L , and so l(δ) ≤ 2L + L.
Of course, if ω 1 and ω 2 are (A * )-compatible, we do not have to do anything. Otherwise, we apply the above lemma to them. If the resulting words γ and δ are (A * )-compatible, we are done. Otherwise, we apply the lemma again, this time to γ and δ. Since every concatenation of ω 1 and ω 2 has rank at least r, we will have to apply the lemma at most R − r times; so the length of the resulting words will be at most Proof. This follows from Theorem 4.13, Lemma 5.2, and equations (2) and (3) (in section 4).
Theorem 5.6 (Main Theorem
The method is now easy to state. We look at the set of all finite words and try to find two independent words ω 1 and ω 2 that are (A * )-compatible (or, if ω 1 0 = ω 2 0 , (A * * )-compatible). If we find two such words, then Theorem 5.6 tells us that the renewal system Γ(ω 1 , ω 2 ) generated by all infinite concatenations of ω 1 and ω 2 is contained in the image of S under ρ. (We could consider dependent words as well, but the renewal system that they generate is not very interesting. If ω i = n i · α for i = 1, 2, then Γ consists only of infinite repetitions of the word α, and has topological entropy equal to zero. Still, the fact that there is a point x ∈ S with itinerary ρ(x) = (α, α, α, . . . ) could be of interest.)
One way to implement this method is as follows. For i = 1, 2 and n a positive integer, define W (i, n) to be the set of words ω of length less than or equal to n with ω 0 = i. Look at W (1, 2) and compute the rank of (A * * ) ω for each ω in the set. Then, for each pair of independent words with the same nonzero rank, compute the rank of their four pairwise products. If all four have the same rank as the original two, then we are done. Otherwise, we keep looking. If we do not find anything in W (1, 2), look at W (2, 2), then expand the search to W (i, 3), W (i, 4), and so on, until we find something or give up. At the same time, we search W (n) := W (1, n) ∪ W (2, n) (the set of all words of length less than or equal to n) for a pair of (A * )-compatible words. One advantage of this method is that it can easily be implemented on a computer.
There are a few tricks that we can use to speed up the process. First, we need the following definition, borrowed from [3] .
Definition 5.7. Note that if M is an n × n matrix, there is an integer
Now we notice that the matrices associated to the words α and n · α have the same asymptotic rank. Thus, if rk((A * ) α ) = ark((A * ) α ), then the same is true for (A * ) n·α , and, in fact, the two matrices have the same image. So, if β is another finite word, α and β are (A * )-compatible if and only if n · α and β are. Therefore, once we have such an α, we do not need to check n·α for any n. (Similar statements hold for (A * * ) α and (A * * ) n·α .)
If α = (α 0 , . . . , α n ), define the word τ (α) to be (α n , α 0 , . . . , α n−1 ). Observe that for any integer k ≥ 2, we have that
). (Again, similar statements hold for (A * * ) α and (A * * ) τ (α) .)
It is also true that we do not need to check every pair of words for both (A * )-and (A * * )-compatibility. 
Proof. This follows from the definitions of compatibility and asymptotic rank and the following lemma.
Lemma 5.9. If α is any finite word, then rk((A
Proof. The statement about the ranks follows from equation (1) 
So we see that any renewal system detected by examining the (A * ) ω 's is also detected by the (A * * ) ω 's, but the (A * ) ω 's may detect only a subshift of a shift detected by the (A * * ) ω 's. Also, since the (A * * ) ω 's act on a lower-dimensional space than do the (A * ) ω 's, the computations with the former will be easier.
However, ω 1 and ω 2 can be (A * * )-compatible only if ω 1 0 = ω 2 0 . Thus, for example, we cannot detect the shift generated by (1) and (2) using the (A * * ) ω 's, but we might be able to using the (A * ) ω 's. What we should do, then, given ω 1 and ω 2 , is to check for (A * * )-compatibility if ω Of course, for a given matrix A, it may well be that there simply are no compatible words (the case where A is a matrix with only zero entries is a trivial example). So, no matter how long we look, we will not find any. This leads to the following question. 
, such that if there are no (A * * )-compatible (respectively (A * )-compatible) words for our method in W (i, N ) (respectively W (N )), then there are no such words in W (i, n) (respectively W (n)) for any n?
We have only partial answers to this question. The first is based on a result in [18] , and is essentially a sharpening of Proposition 3.3 of [3] .
Recall that dim( This theorem tells us that if we keep finding independent nonnilpotent words, we will eventually find some that are compatible.
Proof. Notice that a linear map M on an n-dimensional vector space V has rank r if and only if M ∧r : Λ r (V ) → Λ r (V ) (the induced map on the rth exterior power of V ) has rank one. This allows us to reduce everything to the rank-one case. Since dim(Λ r (V )) = n r (see [25, Ch. 2] ), the theorem is a consequence of the following lemma. 
We claim that rk(M i ) = ark(M i ) = 1 for each M i ∈ B. As was the case 
Thus either A or B has at least 2 n−1 elements; so we can apply the induction hypothesis, completing the induction. Proof. Note that a 2 × 2 matrix is nilpotent if and only if its square is zero. By assumption, the words (1), (2), (1, 2) , and (2, 1) produce nilpotent matrices; so (1, 1), (2, 2), (1, 2, 1, 2), and (2, 1, 2, 1) produce the zero matrix. It is easy to see that if α is any finite word, then 2 · α must contain one of the latter four words as a subword. Thus 0 = (
The problem seems to be harder in dimensions higher than two. We do have some partial answers, however. Recall that if M is a nilpotent matrix, then ind(M ), the index of M , is the least integer k such that M k = 0 (see [8, § 57] Before we continue, we need to generalize our notation slightly.
l+1 , where l is some positive integer (we call ω an n-word), then define the matrix (M i ) ω to be
is a collection of n-words and β = (β 0 
, and since A = A 1 + A 2 , we have that
Therefore, since trace is a linear function, we have Remark 5.22. We can easily generalize the results in this section in two directions. First, we can detect renewal systems generated by three or more words, not just two. Also, we can decompose the isolating neighborhood into three or more pieces. The only change that we need to make to most of the results to apply them to these cases is to generalize the definitions.
Comparison to previous results
Other papers that use the Conley index to detect chaos in one form or another include [3] , [4] , [12] , [13] , [14] , [15] , [21] , [23] . We conclude by comparing our method to several of these other approaches.
Our method is most similar to that developed by Szymczak in [21] . One difference is that his paper offers no way to detect whether two matrices will have all of their products nonnilpotent. This makes little difference in low dimensions, but it can be problematic when the matrices become large. Also, it considers only products of the (A * ) ω 's (to use our notation). This, as noted in Theorem 5.8, can lead to computational inefficiencies and lost information.
Carbinatto, Kwapisz, and Mischaikow develop another approach to detecting chaos in [3] . Their result is essentially that if the characteristic polynomial of the matrix A = A disadvantage of this approach is that it does not specify the integer n. This means, in particular, that it cannot be used to provide an entropy estimate (we know that h top (f ) ≥ log 2 n , but since n is unknown, all we can conclude is that f has positive entropy). (Our method can be used to show that n = 2 for the Lorenz attractor, for example, by applying it to the matrices found in [12] .)
There are also cases where this approach does not apply, but our method gives positive results. One can check that for A and A have the same characteristic polynomial. However, we can use Theorem 5.6 to show that in this case, ρ(S) contains the renewal system generated by the words (1) and (1, 2, 1) . Furthermore, an analysis of the proof of Theorem 1.1 of [3] shows that if its hypotheses are satisfied, our method will eventually detect a renewal system with positive entropy. The disadvantage is that we might have to spend a long time looking for it, while their theorem guarantees its existence immediately. (In [27] we present a version of the result from [3] which, under additional hypotheses, gives an upper bound for the integer n.)
It is worth noting again that Kwapisz in [9] studies the question of which products of a set of matrices are nonnilpotent in much greater depth and generality than we attempt here. He presents an algorithm for determining whether some power f n of the map factors onto the full 2-shift, but, as in [3] , does not specify n.
A final strength of the method presented in this paper is the ease with which it can be generalized (see Remark 5.22) .
