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Abstract The Home Care Crew Scheduling (HCCS)
problem is a planning task whose goal is to allocate a
set of professional caregivers in the most efficient way
to perform a number of assistencial and health care vis-
its to the customers private homes. This is part of an
important trend in advanced health care systems, to
promote “independent living” specially in situations of
dependency on long-term care. This not only ensures
a higher quality of life but also a lower cost for soci-
ety. Real instances of the HCCS problem are large and
highly constrained due to both caregivers’ contract lim-
itations and customers’ needs.
This paper presents an advanced parallel model that
solves HCCS problems using a grid-based asynchronous
evolutionary algorithm. Our approach has been tested
using a grid computing facility of up to 300 nodes. The
algorithm is a modified (1+λ) Evolutionary Algorithm
(EA), parallelized using a master/worker model that
minimizes communication requirements and processor
bottlenecks by distributing both the execution of the
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EA operators and the evaluation of solutions. We have
used three large real-world instances provided by a pri-
vate company to perform experimentation with differ-
ent configurations of the EA and number of workers.
Results show that our algorithm achieves solutions that
clearly outperform the solution provided by the com-
pany and the grid-based algorithm is able to handle
real world HCCS problems.
Keywords Home care scheduling · parallelism · grid
computing · evolutionary algorithms
1 Introduction
Management of home care (HC) services for either se-
nior and/or disabled citizens is becoming an endless
source of challenging optimization problems for the re-
search community [19,23]. The field of HC services
includes delivering both simple health care services
and other services such as cooking, cleaning, dressing,
bathing, etc., in the place of residence of those citizens,
allowing them to stay at home as long as possible and
still receive professional help. This business opportu-
nity has driven many different organizations to start
delivering these services [4,24]. As many of these ser-
vices involve taking care of personal needs, customers
(or patients) usually prefer being serviced by the same
caregiver(s) since the very beginning of the contract. In
this way, a relation of familiarity and confidence can be
developed. As a consequence, HC service providers usu-
ally work by generating a mid-term plan which is only
updated due to new or canceled contracts. Small adap-
tations (e.g., unavailability of a given caregiver) are in-
cluded as needed in this mid-term plan. It becomes ev-
ident that the cornerstone of HC service providers is
management of their human resources, so reaching a
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cost-efficient plan, subject to a number of operational
and logical constraints, becomes a critical issue [13].
This is the problem addressed in this work, which is
called the Home Care Crew Scheduling (HCCS) prob-
lem.
Different authors propose different formulations of
this problem, taking into account specific or theoreti-
cal restrictions that may be useful or not in real-world
problems [20,10,22]. For instance, caregivers can have
transportation requirements, customers can be allowed
a set of preferred caregivers, etc. Also dynamic environ-
ments, that require daily planning and changing trans-
port times have been considered [25]. It can be con-
sidered that most of these are generalized versions of
the Vehicle Routing Problem [33], sometimes taking
into account uncertainty by using Time Windows [8,
9]. However, HCCS is fundamentally different because
of its objective function(s) and more complicated con-
straints [18]. In [11], HCCS is analysed in the con-
text of the generic framework of workforce scheduling
and routing problems. Though parallel architectures
are not always considered, certainly real-world rout-
ing and crew scheduling problems benefit from high-
performance parallel computing resources, either for
problem decomposition and independent solving [27]
or specially in dynamic environments, when real-time
co-adaptation and cooperative learning are required in
multi-agent architecture for resource coordination [34].
Instead of proposing a theoretical case, this work
has been developed in collaboration with the EULEN
companyTMto assess an actual real-world scenario. The
EULEN group is an international and multidisciplinary
service company offering cleaning, health, logistics, en-
vironment, security, services, among others, and with
presence in 14 countries worldwide. The HCCS problem
defined with EULEN has its own features, mainly deter-
mined by the human resource policy, the collective bar-
gaining agreement with the trade union, etc., that have
several differences with respect to the already published
models [18,22]: caregivers are not visiting customers in
a tour, all the caregivers can serve any customer (no
skills and no preferences are used), and services have
a fixed start time (time windows are not used). How-
ever, the actual challenging feature of the problem ad-
dressed in this work arises from the fact that a single
service can be split throughout the week, i.e., Monday
from 9:30AM to 11:00AM, Wednesday from 10:30AM
to 11:30AM, etc. That is, individual “services” are as-
signed as “service groups” that must be serviced by the
same caregiver. This means facing a weekly scheduling
problem, which makes the optimization problem harder
as the constraints are harder to satisfy [32].
The particular version of the HCCS recalls the mul-
tidimensional knapsack problem [15] with additional
constraints. The core of this work has to do with the
current demographic trend in many countries, caused
by several factors such as low birth rates and increasing
life expectation, which has provoked a growing demand
of these HC services. From this academic point of view,
this means that the large size of instances prevents us-
age of exact techniques. For this reason this work elab-
orates on metaheuristics [7], which are stochastic al-
gorithms able to solve complex optimization problems,
providing them with accurate solutions in reasonable
execution times. Some authors have already used meta-
heuristics for the HCCS problem, however most of those
techniques are basically used to optimize a solution
generated by planning techniques [14]. But even meta-
heuristics take very long running times when dealing
with time-consuming fitness evaluations, high number
of fitness evaluations, or other reasons. In this context,
parallelism is one the the strategies that can be used
to reduce the computational times of metaheuristics to
affordable values [1]. In this paper, a simple, yet ac-
curate evolutionary algorithm (EA, [2]), concretely, a
(1+λ) EA has been devised (see [26] for details on this
notation). It is a simple form of Evolution Strategy (ES)
with no evolution of the parameters of the mutation op-
erator. The main motivation for using this EA is that it
works without using any crossover operator, which is a
critical issue in highly constrained scheduling problems
like HCCS, because the stochastic recombination of two
arbitrary plans commonly used within the EA frame-
work might be highly disruptive [21]. Note that this is a
particularity of our problem, as the crossover operator
may certainly be a desired feature when the problem of
destructive recombination is not present [12].
Our goal is to parallelize the (1+λ) EA in such a way
that it is able to incorporate as many parallel processing
elements as possible using a Grid computing system.
As several theoretical studies on parallel ES state that
(1+λ) algorithms have a less-than-linear (logarithmic)
speed-up as a function of λ [29,30], many subsequent
papers have configured parallel (1+λ) EAs with λ large
when the parallel computing platform is composed of a
large number of processors (e.g., [5]). However, it is also
reported in the literature that using large λ values has
experimentally shown to perform poorly [6,28]. This is
also consistent with our previous work on the HCCS
problem [17]. The aim of this work is to engineer and
evaluate a parallelization of the (1+λ) EA being able to
use a large number of distributed processors (to reduce
the runtime of the algorithm), but keeping a small value
of λ that does not degrade the solution quality. It has
to be remarked that this work is intended to be an
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extension of [17], in which the algorithm was deployed
in a dedicated cluster with up to 32 cores. It improves
upon these preliminary experiments with the following
novel contributions:
1. The algorithm is now deployed on a Grid computing
platform using Condor [31] with dynamic availabil-
ity of the worker computers. The impact of using
100, 200, and 300 processors in the parallel com-
putation has been measured. A new parallelization
strategy has been devised to increase the parallel
performance of the algorithm on this new comput-
ing facility.
2. A wide set of experiments are also conducted on
evaluating different values for λ, also showing that
the proposed parallelization is able to profit from a
larger parallel computing platform, regardless of the
value of this parameter.
3. Both homogeneous and heterogeneous workers us-
ing different settings for the mutation operator are
devised.
4. Last but not least, the best known solution has been
reached for several problem instances, outperform-
ing both that of the previous conference paper [17]
and the solution provided by the company.
To the best of our knowledge, items 1 to 3 have not
been addressed previously in the literature. Indeed, no
parallel (1 + λ) EA has been massively parallelized on
a Grid computing system with up to 300 workers in
parallel. The impact of different λ values on different
parallel settings has not been evaluated either. Using
heterogeneous workers in such parallel algorithm is also
a novelty of this paper, and it aims at allowing the user
to apply different settings of the mutation operator in
a single execution, thus evaluating different strategies
in parallel that may avoid a bad performance of a fixed
configuration for a given instance. Indeed, the results
have shown that the best homogeneous configuration
depends on the instance addressed, but the newly pro-
posed heterogeneous version ranked the second-best in
most of the cases.
The paper is structured as follows. The next section
formulates the HCCS problem addressed. Section 3 de-
scribes both the (1+λ) EA and the parallelization pro-
posed. The methodology, instances, and results of the
experimentation conducted are included in Section 4.
Finally, conclusions are drawn and future lines of re-
search are given in Section 6.
2 The Home Care Crew Scheduling Problem
In this section we describe the formulation of the Home
Care Crew Scheduling (HCCS) problem that has been
used in the present work. As noted before, in order
to evaluate the technique in a real-world scenario, we
were provided the actual list of assignments used by the
company in their daily operation and the criteria they
would like to use to evaluate the solutions.
The same instance of the problem was used in a pre-
vious conference paper [17], that was our first attempt
at using evolutionary techniques to improve the solu-
tion presented by the company. For this reason, this
section uses the same notation and mathematical de-
scription of the particular type of HCCS problem we
are addressing.
In Table 1 we describe the data generated from the
company data in terms of four datasets: caregivers (K),
customers (C), individual services (S) and groups of ser-
vices (G). During the preliminary work we used geoloca-
tion software to transform the address of all customers
into their geographical coordinates, building the set of
locations (L) required to estimate travel times.
The most general version of HCCSP includes differ-
ent types of constraints that can be introduced, such as
customer requirements and caregiver skills. Also, ser-
vices may have synchronization requirements among
them [19]. Some authors allow relaxed starting times
for services (time windows), while others treat starting
times as hard constraints. Many additional variations
have been proposed to address the specific requirements
posed by real-life scenarios [22]. The particular set of
constraints used in this work corresponded to the re-
quirements defined by the company providing the data.
We were particularly interested in an important con-
straint related to the field of patient preference. We as-
sessed the fact that, in practice, caregiver assignment
was not made in a per-service basis; instead, for each
customer, the same task was performed by the same
caregiver in different days during the week, though not
always at the same time of the day. We decided to treat
this customer preference as a hard constraint [3]. This
was accomplished by introducing the notion of service
groups. An assignment was defined as a one-to-one rela-
tion G → L, composed by a set of pairings between each
service group and the caregiver that performs the ser-
vices included in that group, that might be performed
in different week days. This type of weekly scheduling is
harder because the set of infeasible assignments is much
larger compared to a problem definition where services
are considered individually.
In order to evaluate the quality of a solution, a per-
formance measure must be defined that takes into ac-
count the actual financial costs in the application sce-
nario. This measure was then used during the optimiza-
tion process. Many measures can be factored in the def-
inition of a performance measure for personnel schedul-
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Sets Definition Indices Definition
S = {si} Set of services i,j Index for service
K = {wk} Set of caregivers k Index for caregivers
D = {1 . . . 7} Set of days of the week d Index for days
G = {G0, . . . GN} Set of service groups g Index for groups
Table 1 Key to notation used in this work
ing problems [32]. We used financial measures, in which
company policies, labor regulation and problem-specific
scenarios must be taken into account. In our case we
simplified those factors to three:
– Variable cost of the provided solution based on the
length of the schedule of each caregiver, their skill
levels and qualifications.
– Marginal costs of the solution, calculated as a fixed
amount per caregiver available to the company.
– Costs of the violation of soft constraints, such as
the increasing cost of overtime when the caregivers
workload exceed the nominal workload of their con-
tracts.
In our scenario, the caregiver set K was homoge-
neous in terms of skills and costs, due to the simplicity
of the tasks being carried out at the customers’ homes.
In practice, every caregiver might be assigned to any
service group, and the hourly wages and marginal cost
per contract were the same for each caregiver.
Regarding variable costs, in the current scenario,
caregivers were being paid for the full length of their
schedule (“working time”) regardless of the actual part
of that schedule that was dedicated to actual work
(“service time”), traveling from one customer location
to the next one (“travel time”), or just time spent wait-
ing for the start of a service (“gaps”). From a certain
point of view it seems that the performance measure
should make a distinction between both types of “non-
productive” time. For instance, if travel time is shorter,
a solution may imply a reduction in fuel costs. How-
ever, in this case this was not taken into account by the
company, so that distinction was not taken into account
when calculating the solution performance.
Any realistic solution to the problem must balance
variable costs due to the caregiver schedule with the
marginal cost of contracting a new caregiver. Variable
costs are minimized by decreasing either travel time or
gaps. However, the trivial solution of assignation of a
different caregiver to each service group is highly im-
practical due to the marginal costs of hiring such a
number of part-time workers. Also, a minimum weekly
workload is required by labor regulation, which is one
of the constraints we introduced in our formulation.
The performance measure used in the present work
aims to the simultaneous minimization of the number
of caregivers and the length of the total cost of the week
schedules of all the caregivers (see Equations 1 and 2).
2.1 Notation and mathematical description
We present the formal description of our version of
HCCSP, following the same notation used in [17]. In
Table 2 we list all the parameters required for a specific
instance of the problem with its related constraints.
We shall also use xkijd as a decision variable that
represents assignments; its value is 1 iif caregiver k
performs service j right after service i; and 0 otherwise.
Both services i and j must be performed in the same
day d.
The problem objective is to minimize the following
two values:
1. fc,total number of caregivers that perform at least
one service.
fc = |K
∗| , where K∗ is defined as:
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subject to the following constraints, each of which is
given a cost value based in the degree of noncompliance:




xkijd = 1 ∀d ∈ D, ∀i ∈ S (4)
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xkijd ∈ {0, |Gn| − 1} ∀Gn ∈ G, ∀k ∈ K (9)
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Parameter Description
αi Start time of service i
ti time to perform service i
dij time to travel from service i to service j (delay)
sij = αj − αi time between the start of service i and the start of service j
lastkd index of the last service assigned to caregiver wk on day d
minkstart earliest start time for services assigned to caregiver wk
due to her contract restrictions
maxkend latest end time for services assigned to caregiver wk
minkday Minimum working time allocation for any single day for caregiver wk
maxkday Maximum working time allocation for any single day for caregiver wk
minkweek Minimum working time allocation for the week for caregiver wk
maxkweek Maximum working time for the week for caregiver wk
Table 2 Key to parameters for the HCS problem, and guide to the notation used in this work
– Constraint in Eq.3 sets the domains of the decision
variables.
– Constraint in Eq.4 guarantees that each service is
covered exactly once. That is, there is a single xkijd =
1 for each value of i, considering the values of all
caregivers and days.
– Constraint in Eq.5 checks that the schedule is feasi-
ble, that is, a caregiver wk has enough time to move
from service i to service j if xkijd = 1.
– Constraint in Eq.6 limits the working day of care-
givers to be within their working shift, i.e., she has
to start working not before the earliest time of her
working shift, and start the final service in time to
finish it before the end of the working shift.
– Constraint in Eq.7 checks that the total daily sched-
ule length is between the limits for that caregiver.
– Similarly, constraint in Eq.8 checks that the total
week schedule for caregivers is between the limits
for that caregiver.
– Finally, constraint in Eq.9 ensures that all services
in a given group Gn are assigned to the same care-
giver, as the number of trips between assignments
for all services i in the group will either be 0 or
|Gn| − 1.
Finally, the fitness function minimized by the EA
is, as in the previous work [17], a weighted sum of both
objectives plus a penalization term for the violated con-
straints:
f = wc fc + wt ft + wpen c (10)
where fc and ft are the objective functions defined
above, wc = 1 and wt = 10 are weights that quantify
the importance of these functions, c is the overall con-
straint violation of a solution (aggregating all the values
from Eq.3 to 9 into one single value), and wpen = 1000
is a penalization factor.
3 Algorithmic approach
In the two following sections, the generic (µ + λ) EA
framework is first described and, second, its paralleliza-
tion. The solution encoding used, the fitness function,
and the search operator applied are introduced after-
wards.
3.1 (µ+ λ) Evolutionary Algorithm
This optimization technique first generates µ initial ten-
tative solutions of the optimization problem at hand.
Next, the algorithm perturbs and evaluates these µ so-
lutions at each iteration. This perturbation generates
λ new neighbor solutions. Then, the best µ solutions
taken from the newly generated λ ones are moved on
to the next iteration. An outline of the algorithm is
shown in Algorithm 1.
Algorithm 1 Pseudocode of the (µ+ λ) EA
1: population ← new Population(µ)
2: offspring ← new Population(λ)
3: evaluate(population)
4: while (the stopping condition is not met) do
5: for i = 1→ λ do
6: solution ← select(population)
7: perturbation ← mutate(solution)
8: evaluate(perturbation)
9: offspring ← add(perturbation)
10: end for
11: population ← bestSolutions(population ∪ offspring)
12: end while
As stated before, the configuration used in this work
uses a value of µ = 1. The seeding procedure for gener-
ating the initial solution and the perturbation operator
are the core components defining the exploration capa-
bilities of the (1 + λ) EA. The definition of these two
procedures is detailed below in Section 3.3.
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Fig. 1 Underlying parallel software architecture for the (1+
λ) EA
3.2 Parallel (1 + λ) EA
A straightforward parallelization of the (1 + λ) EA
would simply be based on sending out the λ neighbor-
ing solutions for evaluation to the parallel workers that
would eventually return the fitness value of each one.
Then, the master gathers all the solutions, picks up the
best, and generates λ new solutions which are again
passed on to the workers for evaluation. Though simple,
this approach has several flaws: first, it can only profit
from λ parallel workers at most; second, if the fitness
evaluation does not demand high computational re-
quirements, i.e., the ratio computation/communication
is not favorable, the master is a bottleneck that reduces
the parallel efficiency.
Two main strategies have been developed to address
these efficiency issues. The first one aims to relieve the
master node from any computation that may be per-
formed in parallel by the workers. In this context, this
transfer of computational tasks from the master to the
workers is fully achieved by performing the perturba-
tion of the solution remotely on the workers, i.e., the
master just transfers the current solution to the workers
each of which, upon reception, generates a neighboring
solution, computes its fitness, and sends it back to the
master (a pseudo-code is shown in Algorithm 2). Note
that the newly generated individual must be returned
to the master as it might be the new best offspring
that should be passed on to the next iteration of the
(1 + λ) EA.
Algorithm 2 Pseudo-code of a worker
1: while (not receive finalization notification) do
2: task ← receiveFromTalker()
3: solution ← task.solution
4: newSolution ← perturb(solution)
5: evaluate(newSolution)
6: newTask ← new Task(newSolution)
7: sendToTalker(newTask)
8: end while
The second strategy to increase the efficiency of the
parallelization is along the line of breaking down the
synchronization requirements of the (1 + λ) EA. The
idea is to decouple the number of neighbors generated
within the evolutionary loop, i.e., λ, from the number
of workers involved in the computation. But before go-
ing into the modifications of the (1 + λ) EA, let us
describe the general architecture of the parallel algo-
rithm, which is outlined in Figure 1. As it can be seen,
a multi-threaded master has been devised with a talker
thread that handles communication with each worker.
Talkers and workers communicate via tasks, which are
just containers of tentative solutions that are to be eval-
uated remotely. Tasks are stored in a shared, FIFO list
concurrently accessed by all the talkers (in mutual ex-
clusion). Talkers can both remove and add tasks to this
list. When the list becomes empty, this means that all
the tasks have been processed, i.e., all the solutions have
been evaluated by the workers, and the master stops (as
well as all the workers).
Algorithm 3 Pseudo-code of the master thread
1: currentSolution ← GenerateInitialSolution()
2: offspring ← ∅
3: taskList ← initialize(currentSolution)
4: threads ← runTalkerThreads(currentSolution, offspring,
taskList)
5: waitForAllThreadsToComplete(threads)
The mapping of the (1 + λ) EA onto this parallel
software architecture is as follows. Again, recall that
the idea is to take full advantage of a Grid based com-
puting platform composed of many more workers than
λ. The master thread allocates all the memory struc-
tures of the (1 + λ) EA, namely the current solution,
and the offspring population, and the list of tasks which
are remotely computed by the workers (lines 1 to 3 in
Algorithm 3). These components are shared (in mutual
exclusion) by all the talker threads that are started af-
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terwards (line 4). The key point here is that all the EA
operations within the evolutionary loop are performed
in parallel within the talker threads.
Algorithm 4 Pseudo-code of a talker thread
Require: current // the current best solution
Require: offsprings // the solution set for the λ neighbors
Require: taskList // the list with the task to be remotely
executed
1: while (not stopping condition is met) do
2: task ← getTask(taskList)
3: sendToWorker(task)
4: processedTask ← receiveFromWorker()
5: neigbor ← processedTaks.solution
6: offsprings ← add(neigbor)
7: if (offspring.size() == λ) then
8: current ← bestSolution(current,offspring)
9: offspring ← ∅
10: end if
11: if (taskList.size ≤ numWorkers) then




The two key issues are of the implementation are:
on one hand, all the EA components are shared by all
the talker threads; on the other hand, all the EA op-
erations within the evolutionary loop are performed in
parallel as shown in Algorithm 4. The talker gets (and
removes) the first task of the master’s task list (line
2), sends it out to its corresponding worker for evalu-
ation (line 3), and waits for the result (line 4). Then,
the (1 + λ) EA step starts: the newly generated (and
evaluated) neighbor is added to the offspring popula-
tion (in mutual exclusion as many talker threads may
be accessing to this shared object) and, if there are as
many as λ ones, then the best among the current and
the λ neighbors is retrieved (line 8), which becomes the
current best one that passes on to the next iteration.
Again, it should be remarked that all these operations
are performed concurrently by all the talker threads in
the master node, so the appropriate mechanism for a re-
liable access to all the structures has been used. With
such an implementation, it can be seen that any number
of workers may be involved in the parallel computation,
regardless of the value of λ.
Interested readers may find full details directly on
the source code, as it is available for downloading at
http://metanet5g.lcc.uma.es/files/mw.zip.
The (1 + λ) EA has been implemented
using sockets for the remote communi-
cations and synchronized statements (see
https://docs.oracle.com/javase/tutorial/essent
ial/concurrency/locksync.html) to prevent thread
interference and memory consistency errors. After
some preliminary pilot tests, we have checked that
the thread contention overhead is negligible (few
seconds) given the settings used in the experimentation
performed (up to 300 concurrent threads) and the
total running time of the algorithm.
3.3 Solution encoding and search operators
A tentative solution managed by the (1 + λ) EA is en-
coded as an array of integers, p, such that p[g] = k
represents, by following the notation of Section 2, the
group of services Gg and the caregiver wk. As a con-
sequence, g = 1, 2, . . . , |G| and k = 1, 2, . . . , |K|. With
such a representation, Constraints in in Eq. 3 and in
Eq. 9 are directly satisfied.
As stated before, the search capabilities of the
(1 + λ) EA are mainly given, on the one hand, by the
initial solution from which the search starts and, on the
other hand, by the perturbation operator used to gener-
ate the neighboring solutions. The former issue (seed-
ing) has been addressed by using either the solution
already implemented by the company with which this
work has been developed. As to the perturbation opera-
tor, a neighbors of a solution p is generated by randomly
modifying a number of p[g] such that their values are
randomly chosen from G, i.e., randomly changing the
caregiver assigned to a set of services. The number of
services that undergoes modifications is randomly de-
termined by the mutation rate, mr.
4 Experimentation
This section presents the experimentation performed to
evaluate (1+λ) EA when it is deployed on a Grid com-
puting system with up to 300 processing elements. Both
the efficacy and the efficiency of the approach have been
measured using different values for λ and an increas-
ingly large computing platform, described in the next
section. Finally, the obtained results are presented and
analyzed.
4.1 Parallel Computing Platform
The (1 + λ) EA has been developed in Java, and the
underlying grid platform is managed by the Condor
system [31]. The technology for implementing the mas-
ter/worker version is based on standard sockets and
Condor is used in turn to gather idle workers and to de-
ploy the workers among the available computing nodes.
The grid computing system used is composed of the
computers of the teaching labs of the Department of
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Name Solution size Caregivers Quality
WWA 1158 374 2.43e9
WEM 1057 211 4.76e8
WEA 417 121 1.05e9
Table 3 Main features of the HCCS problem instances
Computer Science at the University of Málaga, which
are only available from 10:00PM to 8:00AM during the
working days, and the entire weekends. Up to 165 ma-
chines with an Intel Pentium Dual-Core at 3.2GHz,
8GB of RAM, and Windows 7 (64 bits) have been used.
For Condor, each of these cores is a processing slot, so
330 processing elements are indeed available. The in-
terconnection network is a 10GB ethernet. The master
node with an Intel Core i5-2320 CPU at 3.00GHz and
16GB of RAM, running Linux 3.2.0-39-generic (x86 64).
4.2 Problem instances and algorithm parameterization
Three different instances of the HCCS problem (Ta-
ble 3) are used. These instances correspond to three
different parts of a weekly schedule: working week and
afternoon shift (WWA, 1158 services), weekend and
morning shift (WEM 1057 services), and weekend and
afternoon shift (WEA, 417 services). The rationale of
this division has to do with the terms and conditions
of the caregivers’ contracts, as they can only work in
one of these shifts. Given the fact that there is no over-
lapping among these instances, they can be considered
independent problems.
Table 3 includes their main features: the number of
service groups, which determines the size of a solution;
the number of caregivers who can serve in the corre-
sponding shift; and, finally, the last column displays the
quality of the solution as it is currently implemented by
the company, and measured by the fitness function pre-
sented in Section 2. This last quality value will be used
below as the basis for the comparison of the algorithmic
proposal.
As the aim is to improve upon the previous results,
the configuration used in the (1+λ) EA is based on the
best settings evaluated in [17]. From the three values of
λ analyzed in that conference paper (λ = 8, 16, 32),
the smaller one, λ = 8, reached the solutions with the
best (lowest) fitness. Starting from this finding, exper-
iments with four different values have been conducted:
λ = 1, 2, 4, 8. The latter value has been kept as a refer-
ence to the previous results, and the goal of the three
remaining ones is not only to evaluate lower values for
λ (looking for better solutions), but also to show that
the parallelization proposed is able to profit from the
parallel platform, regardless of the number of worker
nodes involved in the computation of the (1 + λ) EA.
The conclusions drawn from [17] have also driven
us to fix two settings of the algorithm. First, the algo-
rithm is seeded with the solution provided by EULEN,
rather than using a randomly generated solution. And,
second, and more importantly, the workers now do not
merely evaluate solutions and send back the fitness. In-
stead, an hybrid approach is adopted in which the work-
ers perform a straightforward local search based on a
(1 + 1) EA. That is, the solution received is repeat-
edly evaluated and the best between the current and
the mutated solution is retrieved. This is performed for
a predefined number of steps, which has been set to
1000. This value differs from the one used in [17] (fixed
to 10) because a core issue with the HCCS problem is
still inherited: solutions have a rather large size (see Ta-
ble 3), and the time for computing their fitness value
is not that long, so, in order to avoid a bottleneck in
the master node, the computation/communication ra-
tio has to be increased. It should be remarked that if the
computational demands of the underlying optimization
problem were large enough, this would not have been
required. The point of interest is that even in adverse
scenarios, parallelism and Grid computing in general,
and the proposed approach in particular, can provide
efficient and accurate solutions. Also, even though bot-
tlenecks in the master in master/worker applications
are well-known, this paradigm remains quite useful be-
cause of its simplicity and efficiency when it is well de-
signed [16].
An actual contribution of this work relies on using
heterogeneous workers. Let us elaborate more on this.
As the number of workers involved in the parallel com-
putation is, at least, 100, four different mutation rates
have been considered, mr, for the mutation operator,
namely, 1/|G| (where G is number of service groups, i.e.,
the solution size), 0.01, 0.05, and 0.1. These values have
been chosen after some preliminary experiments and
taking into account the adopted hybrid strategy. Five
different settings have been also defined: four homoge-
neous, in which all the workers use the same mutation
rate of the previous list, and an heterogeneous one in
which each mutation rate is used by 25% of the workers.
The aim is to show that, without previous knowledge of
how a given operator performs for a given problem, us-
ing an heterogeneous setting might be helpful because
several search strategies can be considered at the same
time. Parallelism and Grid computing have clearly en-
abled us to propose such an approach in this case.
The final parameter to be defined is the stopping
condition, which is set as generation of 10000 parallel
tasks, i.e., 10000 solutions are sent to the workers, and
each one computes 1000 function evaluations. The num-
ber of iterations of the (1+λ) EA thus depends on the
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λ value. Smaller values of this parameter will allow the
algorithm to iterate more times.
It must be acknowledged that the experimental re-
sults included below have, however, two known issues
that are a direct consequence of the underlying Grid
computing system detailed above. On one hand, the in-
termittent availability of the computing platform (only
during nights and weekends) and the wide experimental
conditions evaluated (four λ values, five homogeneous
plus one heterogeneous search in the workers, three dif-
ferent sizes of the parallel platform, and three instances:
4 × 5 × 3 × 3 = 180 experiments), have prevented us
to provide the results with statistical confidence, as
performing the complete experimentation would have
taken several years with the current Grid platform. As
a consequence, only 5 independent runs of each the
(1+λ) EA for each setting have been performed. On the
other hand, the largest instance addressed in [17] has
not been considered because the worker nodes are not
able to allocate the Java virtual machine due to mem-
ory requirements. Nevertheless, the conclusions are still
valid and promising.
5 Results
This section has been structured into two separate sub-
sections, each one devoted to analyzing two different
aspects of the parallel (1 + λ) EA: the solution quality
and the parallel performance.
5.1 Solution quality
Tables 4, 6, and 5 includes the median of the fitness
value over 5 independent runs of the hybrid paral-
lel algorithm for the three addressed instances, WWA,
WEM, and WEA, respectively. The tables display data
for λ = 1, 2, 4, 8, in three parallel deployments with
w = 100, 200, 300 workers, and for the five different set-
tings in the worker: one heterogeneous (the “Het” col-
umn) and four homogeneous (the columns are named
with the mutation rate they use). Let us discuss the
most relevant findings that can be drawn from these
tables.
Comparing the values of the three tables row by row,
i.e., comparing the heterogeneous vs. the homogeneous
workers, the configuration that has performed the best
(highlighted with a gray background) depends on the
considered instance: for the two larger ones, i.e., WWA
and WEM, the less disruptive mutation operator with
mr = 1/|G| has reached the schedules with the small-
est (best) fitness values; for the smaller instance, WEA
(assigning caregiver to services in the afternoon of the
weekends), the second most disruptive mutation with
mr = 0.01 (1% of the schedule is randomly modified
on average) has reported the highest quality solution.
The conclusion is clear, if one knows which operator is
the one that best suits for a given problem instance, it
will compute the best solutions. However, this informa-
tion is seldom known in advance and it even changes
from instance to instance of a problem. At this point is
when heterogeneity comes up as a promising strategy
(and a major contribution of this work): in most of the
evaluated settings, the configuration of the (1 + λ) EA
with heterogeneous workers has ranked the second (the
exceptions are all for the WWA instance on Table 4,
with λ = 1,w = 100, 300; and λ = 2, w = 300), and
with tight differences with respect to the best homoge-
neous configuration. That is: in this case, and with the
current experimental setup, this heterogeneous version
is recommended if a new instance had to be faced.
Homogeneous (mr)
λ w Het 1/|G| 0.01 0.05 0.1
1
100 5.162e6 4.230e6 7.091e7 3.156e8 4.423e8
200 9.830e6 8.559e6 8.728e7 3.147e8 4.292e8
300 1.389e7 1.236e7 9.581e7 3.206e8 4.356e8
2
100 6.703e6 4.565e6 7.192e7 3.213e8 4.413e8
200 1.028e7 7.912e6 8.805e7 3.216e8 4.442e8
300 1.432e7 1.257e7 9.560e7 3.172e8 4.371e8
4
100 6.261e6 4.377e6 7.035e7 3.172e8 4.282e8
200 1.071e7 8.117e6 8.991e7 3.173e8 4.476e8
300 1.573e7 1.035e7 9.777e7 3.275e8 4.388e8
8
100 5.964e6 4.221e6 7.080e7 3.166e8 4.322e8
200 1.125e7 7.768e6 8.726e7 3.111e8 4.357e8
300 1.357e7 1.224e7 9.756e7 3.173e8 4.472e8
Table 4 Resulting fitness of the (1 + λ) EA for the WWA
instance
Homogeneous (mr)
λ w Het 1/|G| 0.01 0.05 0.1
1
100 1.019e8 9.639e7 1.378e8 2.938e8 3.755e8
200 1.018e8 9.939e7 1.472e8 3.001e8 3.728e8
300 1.107e8 1.062e8 1.598e8 3.000e8 3.772e8
2
100 9.658e7 9.570e7 1.348e8 2.989e8 3.705e8
200 1.036e8 1.031e8 1.501e8 2.873e8 3.770e8
300 1.086e8 1.053e8 1.513e8 3.022e8 3.764e8
4
100 9.715e7 9.194e7 1.342e8 2.881e8 3.762e8
200 1.041e8 9.500e7 1.458e8 2.996e8 3.732e8
300 1.106e8 1.031e8 1.562e8 2.973e8 3.750e8
8
100 9.583e7 8.876e7 1.316e8 3.009e8 3.780e8
200 1.035e8 9.733e7 1.465e8 2.950e8 3.711e8
300 1.063e8 1.039e8 1.533e8 2.992e8 3.708e8
Table 5 Resulting fitness of the (1 + λ) EA for the WEM
instance
Concerning the impact of the number of workers,
results shown in the three tables are fairly consistent:
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Homogeneous (mr)
λ w Het 1/|G| 0.01 0.05 0.1
1
100 1.234e8 1.232e8 9.975e7 1.629e8 2.314e8
200 1.186e8 1.251e8 9.777e7 1.586e8 2.260e8
300 1.279e8 1.268e8 1.010e8 1.672e8 2.320e8
2
100 1.184e8 1.228e8 8.684e7 1.626e8 2.324e8
200 1.241e8 1.245e8 9.559e7 1.614e8 2.379e8
300 1.258e8 1.230e8 1.024e8 1.654e8 2.341e8
4
100 1.105e8 1.247e8 9.981e7 1.592e8 2.310e8
200 1.192e8 1.281e8 9.675e7 1.656e8 2.271e8
300 1.199e8 1.258e8 9.945e7 1.658e8 2.340e8
8
100 1.136e8 1.195e8 9.373e7 1.626e8 2.230e8
200 1.213e8 1.248e8 1.044e8 1.679e8 2.249e8
300 1.241e8 1.367e8 9.735e7 1.640e8 2.315e8
Table 6 Resulting fitness of the (1 + λ) EA for the WEA
instance
the larger the number of workers, the worse the quality
of the schedule. The reason for such worsening of the
solution quality has to do with the induced diversity
which is introduced in the parallel model (also essential
to the design of a fully parallel algorithm, though). Note
that, in order to generate enough individuals for being
remotely evaluated and thus reducing the idle time in
the workers, whenever a new worker talker receives an
evaluated solution, a new task ready for remote execu-
tion is created, but based on the current best known
solution. As a consequence, as the actual number of
workers is much higher than the initially fixed λ value,
many of the remote evaluations start with a initial solu-
tion that might be worse than any newly incoming solu-
tion that is received right after the task is transferred to
the worker. This fact clearly holds for the most effective
settings, i.e., those with heterogeneous workers and the
homogeneous ones with mr = 1/|G|, 0.01. In the con-
figurations with mr = 0.05, 0.1, the results are rather
erratic and no clear conclusion can be drawn. This last
issue might be explained by the highly disruptive set-
ting of the mutation operator, that makes the search
to become highly stochastic, and int that situation the
algorithm finds difficulties to converge. That is, these
configurations have a very high mutation rate if the size
of the instances considered is taken into account.
With respect to the λ value, and as opposed to the
findings reached in [17], quality of schedules reported
by the algorithms is not being strongly influenced by
setting. Going into the details of the result tables, no
clear conclusion can be drawn but, if one does a pure
pairwise comparison for each instance between all the
settings varying λ and leaving all the remaining ones
fixed (e.g., λ = 1, 2, 4, 8, WWA instance, Het, w = 100),
this counting reveals that λ = 8 has performed better
than any other setting in 17 out of the 45 comparisons
(37.8%), λ = 4 in 11, λ = 2 in 8 and, finally, and
λ = 1 have won 8 times. In spite of the tightness of
the differences between the different settings, it can be
concluded that the setting λ = 8 has provided the (1
+ λ) EA with an accurate balance between exploration
and exploitation. Indeed, from the previous results on
the problem [17], one might have expected that lower
values of λ are better, but the search becomes rather
exploitative and gets stuck easily in local optima.
The last part of this section shows the improvements
reached with respect to previous results on the prob-
lem. First of all, the solutions reached by this Grid-
based algorithms represent a better solution (a better
final schedule) than those published in [17]. Concretely,
for each instance, the best fitness values have been de-
creased in the following way: for WWA, from 6.60e7
to 4.22e6; for WEM, from 1.73e8 to 8.87e7; and for
WEA, from 2.68e8 to 8.68e7. A relevant achievement
is reached in the WWA instance (the largest one con-
sidered in this work), in which the fitness has been im-
proved by one order of magnitude. It is remarkable,
however, that this comparison is not completely fair as
here the workers are running a (1+1) EA which uses
100 times more evaluations. In any case, the results are
very promising, on the one hand, to the company pro-
viding the data (Eulen), as the presented scheduling is
much better than the one they have provided (see Ta-
ble 3) and, on the other hand, to us, as the are still
room for further improvements and research in the line
of heterogeneity, hybridization, and parallelism on Grid
computing.
5.2 Execution times
As in the previous section, results for each instance have
been displayed in three separated tables: Tables 7, 8,
and 9, which include the median of the execution time
of 5 independent runs of the hybrid parallel algorithm
for the WWA, WEM, and WEA instances, respectively.
First, it is remarkable that, given the features of the
parallel computing platform, built upon the Condor
system on teaching labs that are not always used in
exclusivity, the execution times reported, though mean-
ingful and valid, might have little uncontrolled vari-
ations. As much attention as possible has been paid
to guarantee identical experimental conditions, but the
same remote machines cannot be used for all the execu-
tions (as they are automatically allocated by Condor).
As these computers are used by students, the software
they have installed and their performance may be dif-
ferent, even when the hardware is the same for them
all. It should be recalled that, as the parallelization is
based on Condor, if for any reason a computer stops its
corresponding worker, the parallel task is restarted and
the computation of the parallel (1 + λ) EA always uses
the requested number of workers. This is a well known
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Homogeneous
λ w Het 1/|G| 0.01 0.05 0.1
1
100 5450.29 4952.30 5307.72 5428.57 5450.29
200 2964.16 2745.02 2825.62 2942.32 2964.16
300 2192.04 2058.90 2150.26 2191.12 2192.04
2
100 5439.84 4959.74 5267.38 5352.92 5439.84
200 2977.07 2741.38 2822.19 2977.12 2977.07
300 2188.28 2060.98 2163.44 2184.88 2188.28
4
100 5367.20 4901.23 5241.37 5401.15 5367.20
200 2962.33 2741.87 2808.83 2925.31 2962.33
300 2200.34 2057.56 2156.78 2190.67 2200.34
8
100 5401.99 4980.79 5266.06 5395.25 5401.99
200 2963.86 2749.64 2878.63 2934.27 2963.86
300 2198.64 2057.66 2142.75 2186.40 2198.64
Table 7 Median running time of the (1 + λ) EA for the
WWA instance
Homogeneous
λ w Het 1/|G| 0.01 0.05 0.1
1
100 2989.35 2958.96 2991.60 3094.33 3095.06
200 1722.06 1723.39 1692.28 1709.41 1736.30
300 1408.76 1375.33 1412.80 1399.83 1408.76
2
100 3009.68 2991.21 3035.80 3088.85 3100.87
200 1723.48 1709.73 1692.03 1720.24 1757.72
300 1403.31 1376.28 1391.08 1394.71 1403.31
4
100 2980.16 2938.02 3049.65 3067.93 3089.11
200 1712.05 1667.71 1722.66 1713.21 1773.76
300 1402.08 1381.76 1397.21 1416.54 1402.08
8
100 3005.69 2966.62 3042.19 3075.12 3089.71
200 1721.25 1666.25 1686.21 1710.07 1755.94
300 1401.77 1380.44 1390.40 1401.09 1401.77
Table 8 Median running time of the (1 + λ) EA for the
WEM instance
issue when using a Grid computing system and it has
been properly considered it so as to minimize its impact
on the results.
Homogeneous
λ w Het 1/|G| 0.01 0.05 0.1
1
100 737.82 738.49 754.85 772.35 737.82
200 646.86 635.95 657.35 647.58 646.86
300 750.92 750.30 751.05 750.98 750.92
2
100 742.56 741.20 774.75 779.31 742.56
200 649.38 639.27 644.36 647.40 649.38
300 753.90 749.80 755.28 763.10 753.90
4
100 786.56 738.13 760.32 744.44 786.56
200 647.72 637.50 641.20 650.31 647.72
300 753.68 748.34 752.16 752.10 753.68
8
100 769.91 741.50 761.86 764.07 769.91
200 650.58 637.86 640.24 659.11 650.58
300 758.73 754.05 750.32 754.53 758.73
Table 9 Median running time of the (1 + λ) EA for the
WEA instance
There are several clear conclusions that can be high-
lighted: when the computation in the workers is ex-
pensive enough, the parallelization proposed is able to
profit from the full potential of the parallel platform
with an increasing number of workers. It is the case of
the WWA instance: averaging over all the settings with
100, 200, and 300 workers, the execution times are re-
duced from 5288.6 down to 2891.3, and to 2158.1, re-
spectively. That is, using twice the number of workers,
the reduction has reached 1.8, and when w = 300, the
average reduction is 2.45. Note that this means roughly,
a 90% and 81% of parallel efficiency, a very relevant
result taking into account the number of workers in-
volved. Very similar results are achieved in the WEM
instance, with 88% and 72% of parallel efficiency. As
expected, the smaller instances has reported the worst
(lowest) performance with 58% and 33% for w = 200
and w = 300, respectively. Computation in the workers
is not yet expensive enough to reduce the computa-
tional times. Indeed, the results with 300 workers for
the WWA instance are even longer than those with
100 workers. This is easily explained by the time taken
for the algorithm to deploy the workers with Condor.
That is, by looking at the traces of the executions, Con-
dor has not been able to deploy the 300 workers when
the computation at the master node is already finished.
Then, the master has to wait for all the workers to com-
plete, and more workers mean longer waiting times.
Going a little bit more in depth on the results, it
can be also stated that the mutation rate does have a
clear impact on the execution times. The highermr, the
more costly the exploration in the workers, and thus the
longer the execution times. This is very consistent in all
the three instances. It is clear that when mr = 1/|G|,
only one assignment is changed on average, a very fast
computational task, and it is the fastest configuration.
The heterogeneous setting, as 25% of the workers use
each mutation rate, including the most expensive one,
it explains the fact that it is the second more slower
algorithm.
In general, the λ value has not a clear influence
in the execution times. This clearly states a relevant
achievement: results show that the parametrization of
the search engine in the master node, i.e., the λ value,
can be set to the value the user desires. Indeed, there is
no need to fix a rather non-usual value in the algorithm
to profit from the Grid computing platform (such as
using very large population size, many subpopulations,
etc.).
As a final remark, and given the tools provided by
Condor, additional information about the benefits of
the parallelization proposed is shown. Condor reports
that, on average, for the WWA instance, the work-
ers have reached an utility value of 97.58%, 95.03%,
and 90.00% when using 100, 200, and 300 workers, re-
spectively. The same statistic for the WEM instance is
97.43%, 92.84%, 85.43%, when w = 100, 200, 300, re-
spectively. In these two cases, the parallelization de-
12 Francisco Luna et al.
vised has been able to keep almost all the workers
working during all the computation. Of course, for the
WEA instance, these values drop drastically to 87.58%,
65.28%, and 43.48% for each of the three parallel set-
tings. But the truly interesting statistic is the total ac-
cumulated computational time by all the workers in-
volved in the execution of the (1 + λ) EA. Condor re-
ports that, on average, for the WWA instance, this ac-
cumulated time is around 150 hours, i.e., 6.25 days of
computation which, in case of using 300 workers, is re-
duced to 2158 seconds (0.59 hours). This accumulated
time falls to around 81 hours for the WEM instance,
and to 17 hours for the smaller instance (WEA), be-
ing the actual wall-clock times of the execution, for
w = 300, about 0.48 hours (1400 seconds) and 0.20
hours (750 seconds), respectively.
6 Conclusions and Future Work
This work has addressed very large instances of the
Home Care Crew Scheduling problem using a new grid-
enabled version of an Evolutionary Algorithm, a (1 +
λ) Evolutionary Algorithm. Three real-world instances
of the problem provided by a leading company in the
area have been used. To our knowledge this is the first
application of a grid version of such an EA to this type
of problem.
While the ES algorithm is a well-known metaheuris-
tic, the proposed approach has been able to introduce
two important enhancements over a conventional solu-
tion: advanced parallelism and hybridization.
Concerning parallelism, the algorithm has been de-
ployed in up to 300 computing nodes using a mas-
ter/worker strategy. The parallelization devised is able
to profit from such a large computational power without
configuring the (1 + λ) EA with unusual settings. The
resulting algorithm has obtained a high level of paral-
lel efficiency, specially for the most demanding problem
(WWE), where it was possible to reach up to 81-90%
of parallel performance for the most complex and de-
manding instance of the problem. This was achieved
by designing a distribution strategy that included not
only evaluation of solutions, but also performing part
of the EA operation in the worker nodes. The strat-
egy is able to distribute optimization tasks as soon as
worker nodes are able to accept them, avoiding bottle-
necks in the master node. Overall, this means that good
results in efficiency do not depend on configuration of
the master node.
Concerning results, this work did improve those re-
ported in a previous conference paper, as the current
implementation could allocate more computing time for
the optimization task. Also, it has been shown that an
heterogeneous mix of workers that work with different
values of the EA parameters can be a robust solution
when there is a lack of apriori knowledge to support
parameter selection, which can be a valuable asset for
real-world scenarios where it is not allowed to perform
extensive preliminary testing for parameters.
This work has also been able to provide insight into
some of the mechanisms that are affecting the qual-
ity of the solution. Specifically results show that for
these instances of the problem, which are already op-
timized by the providing company, best solutions are
obtained when local search is performed gradually by
starting from the original solution and using a low value
of the mutation rate (mr) parameter of the EA. This is
explained because of the high number of constraints
of the problem, where most changes in the solution
can degrade its quality by including additional non-
compliance with some constraints. Also, results support
to some extent that the λ is not as determinant as ex-
pected for the final quality of the solution.
As future work, using the efficient parallel approach
to develop a more efficient version of the EA will be
addressed. The approach can be used to distribute a
good solution to working nodes whose local search is
heterogeneous not only due to differences in the local
search parameters, but in the type of algorithm they
run. Also, it is also planned to address the availabil-
ity and technical issues with the computing platform
and memory allocation problems that have prevented
us from using the largest of the available instances of
the problem.
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