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ABSTRACT
Automatic Speech Recognition (ASR) depends crucially on
establishing acoustic models for speech units including phones.
One disadvantage that lies in popular acoustic models is the
lack of modeling speech continuity information. Stacking
short-term features of consecutive frames may keep suﬃ-
cient articulatory information. Unfortunately, the resultant
high-dimensional feature space is still full of redundant in-
formation and also causes the curse of dimensionality for
subsequent acoustic modeling. Motivated by this and some
recent research [4, 15], our paper investigates the supervised
dimensionality reduction methods to answer two research
questions: whether local structures exist in the feature space
formulated by stacking frames and whether the local struc-
tures help the acoustic modeling. Experimental results by
TIMIT phonetic classiﬁcation show that the assumed local
structures do exist in the feature space and could be best
described by nearest neighbor graphs.
Categories and Subject Descriptors
I.2.7 [Natural Language Processing]: Speech recognition
and synthesis
General Terms
Design, Experimentation, Performance
Keywords
Automatic Speech Recognition, Phonetic Classiﬁcation, Su-
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Automatic Speech Recognition (ASR) [19, 17] is aiming
at converting spoken words to text by machine, which has
been widely researched for couples of decades. One of the
most critical procedures is acoustical modeling of the basic
linguistic units. Similar to human brain, ASR system al-
ways regards the phone as the basic unit and attempts to
accurately model the posterior probabilities of each phone.
In most of the ASR systems, Mel-Frequency Cepstral Co-
eﬃcients (MFCC) have been proven as an eﬀective model
that characterizes the short-time speech signals. With these
MFCCs, distributions of phones could be well trained for
subsequent processing.
Current ASR systems compute MFCCs of short speech
signals, which are always 25 milliseconds every 10 millisec-
onds. However, the procedure of speech production is al-
ways continuous. The underlying segmentation procedure
prevents ASR systems from capturing the continuity infor-
mation. To compensate the information loss, the diﬀer-
ences and accelerators of MFCCs in successive frames are
frequently used to model the continuity. They are heuristic
in characterizing the time-evolution within a phone and also
fail to represent the transitions between neighbored phones.
As an alternative to these methods [13, 10, 12] capturing the
speech trajectories, stacking consecutive frames of MFCCs
becomes a possible approach to keep the continuity infor-
mation of both within-phone and between-phone. If more
frames are concatenated together, more useful information
will be preserved at the cost of the increase of dimensional-
ity. To be concrete, if we aim at representing the articulatory
dynamics of syllables whose duration is 250 milliseconds on
average, the consequent dimension of the MFCC stack will
be larger than 300, which could be expected to preserve most
useful information of phones.
However, the high-dimensional representation by stacking
MFCCs is a double-edged sword, which probably exagger-
ates the pronunciation variability [16, 23] in two aspects.
First, the phonetic length is ﬂexible [18], which increases
the diﬃculty of measuring similarities between two tokens
with diﬀerent lengths. Stacking more frames means allow-
ing the larger variabilities of phonetic lengths. Second, the
unpredictibility of the neighbored phones, including their
classes and lengths, will be more severe accompanied with
concatenating frames. Meanwhile, the high-dimensional rep-
resentation might result in the curse of dimensionality which
detrimentally inﬂuences the subsequent classiﬁers [3], such
as the k-Nearest Neighbor (kNN) classiﬁer [22]. In sum-
mary, there is a great necessity of learning a compact and
discriminative representation from the MFCC stack.
For the purpose of phonetic classiﬁcation, we aim at learn-
ing a representation that enhances the similarity of tokens
from the same class and dissimilarity of tokens from dif-
ferent classes. One way for realizing this idea is perform-
ing the Fisher Discriminant Analysis (FDA) [6], which is
one of the most representative supervised dimensionality re-
duction algorithms. Generally speaking, FDA seeks an op-
timal linear combination of features which maximizes the
between-class scatter and minimizes the within-class scat-
ter simultaneously. However, an important assumption of
FDA is that the data distribution of each class is an uni-
modal normal distribution, which makes that FDA is not
capable of representing complex local variations and sub-
tleties of the data structure like protrusions and concavi-
ties, which might exist in the vector space underlying the
MFCC stack because of the co-articulation eﬀects. In or-
der to enhance the discriminant ability of FDA on complex
data sets, several methods designed to describe the locali-
ties [11] have been proposed recently, including Local FDA
(LFDA) [24, 21], Local Discriminant Embedding (LDE) [2],
Marginal Fisher Analysis [26], Locality Sensitive Discrimi-
nant Analysis (LSDA) [1], and Average Neighborhood Mar-
gin Maximization (ANMM) [25]. The ideas inside these local
methods are similar: they seek a linear projection that max-
imizes the separations among nearby points by constructing
a neighborhood relationship graph.
In this paper, we review some of the aforementioned super-
vised dimensionality reduction methods and evaluate them
by the performance comparison on the phonetic classiﬁca-
tion task. One major goal of our evaluation is to investi-
gate whether the local structures exist in the feature space
of MFCC stacks. In addition, for local methods, the ap-
proaches to construct the adjacency graph are then visited
by comparing those algorithms with diﬀerent ideas to put
edges among tokens. With the optimal adjacency maps,
several weighting methods to weight the edges will be inves-
tigated to show which idea is most suitable for describing
the aﬃnities among tokens.
The rest of the paper is organized as follows. Section 2
brieﬂy introduces the phonetic classiﬁcation task using MFCC
stack as the basic unit. Section 3 reviews some representa-
tive local methods in the algorithmic level. Section 4 pro-
vides the experimental results and related analysis. The last
section presents general discussion and draw our conclusion
about the investigation.
2. THEPHONETICCLASSIFICATIONTASK
To recognize utterances or sentence like human brain, au-
tomatic speech recognition systems should ﬁrst learn the
basic linguistic unit. Phones have been widely acknowl-
edged and applied as a suitable linguistic unit for acous-
tical modeling. In most of the ASR systems, words or sen-
tences are always segmented into several short-time frames
and the posterior probabilities of these frames are then es-
timated. Roughly speaking, the goal of acoustical modeling
could be summarized as ﬁnding out a discriminative (or less
overlapping) representation. The target of phonetic classi-
ﬁcation is to correctly classify newly-arrived phones by the
classiﬁer trained using training phones, which is inherently
in accordance with the target of ASR systems. To be con-
crete, the common goal of phonetic classiﬁcation and acous-
tic modeling in speech recognition is to separate acoustic
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Figure 1: Flowchart of our phonetic classiﬁcation
scheme.
features from diﬀerent classes of phones to the greatest ex-
tent. Therefore, although artiﬁcial, phonetic classiﬁcation
has been regarded as a common way to evaluate the eﬀec-
tiveness of acoustical models [8]. This paper will evaluate
the acoustical models derived from supervised dimensional-
ity reduction algorithms, whose result is probably instructive
to the design of acoustical models for ASR systems.
2.1 The Classiﬁcation Scheme
A common phonetic classiﬁcation system contains feature
extraction and subsequent classiﬁcation modules. As men-
tioned above, the feature extraction module in our work
could be described by stacking MFCC frames and then pro-
jecting them into a lower dimensional representation. The
ﬂowchart of our phonetic classiﬁer is given in Fig. 1. It is
worth mentioning that Principal Component Analysis (PCA)
[14] is applied to reduce the dimensionality of original fea-
ture vector as a common tandem in discriminant analysis
[5]. Diﬀerent supervised dimensionality reduction methods
are performed after PCA.
The subsequent classiﬁer is the Weighted k-Nearest Neigh-
bor (WkNN) classiﬁer [22], which classiﬁes the reduced low-
dimensional feature vectors into one of the given phonetic
classes. Suppose that x1, x2, ..., xk are the k nearest neigh-
bors of a test vector x. The weights of these neighbors are
calculated by Eq. 1:
wi = exp
(
−||xi − x||
2
τ
)
, i = 1, 2, ..., k (1)
The label of test vector is assigned by the class whose ac-
cumulated weights are the biggest. Selection of parameters
k and τ will be discussed in the experimental result part.
2.2 Speech Corpus for Evaluation: TIMIT
TIMIT [7], the well-known speech corpus recorded in Texas
Instruments (TI) and transcribed in Massachusett Institute
of Technology (MIT), will be used for performance evalua-
tion as a common way [17, 4, 20, 9] in the speech commu-
nity. There are 61 diﬀerent (labeled) phones in TIMIT that
cover all possible phones of American English. To evaluate
the acoustical models eﬀectively, the authors in [17] sug-
gested folding 61 phone labels into 48 phone labels, which
is a common setting and is adopted in our paper. To train
the classiﬁer, the standard NIST training set is used in this
experiment, which includes 462 speakers, 3, 696 utterances,
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Feature Block of 6 Vowels
Figure 2: Examples of vowel’s MFCC stack: 23
frames × 12 MFCCs . Eight examples are shown for
each class: /aa/, /ae/, /ey/, /eh/, /ih/, and /iy/.
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Feature Block of 6 Plosives
Figure 3: Examples of plosive’s MFCC stack: 23
frames × 12 MFCCs . Eight examples are shown for
each class: /k/, /t/, /p/, /g/, /d/, and /b/.
and 139, 852 phones. Meanwhile, they act as the templates
of subsequent weighted kNN classiﬁer. Some parameters in
the dimensionality reduction and kNN methods are tuned
using the development set proposed in [8], in which there are
50 speakers, 400 utterances, and 15, 038 phones. The stan-
dard test set, called core set in TIMIT, contains 24 speakers,
192 utterances, and 7, 196 phones, which is used to evalu-
ate the performance of diﬀerent algorithms. To investigate
characteristics of dimensionality reduction algorithms, the
remaining utterances from standard NIST test set (43, 137
phones) are used in corresponding experiments.
To characterize each phone, the feature space is generated
as follows: A short-time Fourier analysis is performed every
10 ms using a 25 ms Hamming window. These Fourier coef-
ﬁcients are then transformed to 12 MFCCs plus an energy
coeﬃcient. To build a contextual representation of a phone,
23 frames are concatenated and the center frame of the stack
is that of the phone. Consequently, every phonetic segment
is represented by a 299(= 13×23)-dimensional feature block.
To visualize the MFCC stacks, Fig.2 and Fig.3 show some
examples of six types of vowels and plosives, respectively.
PCA is then performed on the 299-dimensional vectors to
generate 150-dimensional vectors which preserve 97% of the
energy of original data. As possible keys to the black box in
Fig.1, those supervised dimensionality reduction algorithms
are performed on the PCA-based reduced vectors whose out-
put vectors are then evaluated by the subsequent classiﬁer.
3. REVIEWOF SUPERVISEDDIMENSION-
ALITY REDUCTION METHODS
Given a training set with n points xi ∈ RD (i = 1, 2, . . . , n),
each data point is assigned by a label cxi = c ∈ {1, 2, . . . , C}.
Meanwhile, the number of data points in class c is denoted
by nc. As the most widely-used supervised dimensionality
reduction method, Fisher Discriminant Analysis (FDA) [6]
aims at exploring the projection matrix W ∈ RD×d (d ≤ D)
such that the low-dimensional representations zi ∈ Rd ob-
tained by zi = W
Txi have the most discriminative power.
Concretely speaking, FDA maximizes the so-call Fisher Cri-
terion described by the following formulation:
argmax
W
tr(WTSbW )
tr(WTSwW )
(2)
where Sb and Sw denote the within-class and between-class
scatter matrices, respectively. Actually, these two matrices
can be reformulated by accumulating the pairwise scatter
matrices, i.e., (xi − xj)(xi − xj)T , as follows [24, 26]:
Sw =
1
2
∑
ij
Awij(xi − xj)(xi − xj)T (3)
Awij =
{
1/nc if cxi = cxj = c
0 if cxi = cxj
Sb =
1
2
∑
ij
Abij(xi − xj)(xi − xj)T (4)
Abij =
{
1/n− 1/nc if cxi = cxj = c
1/n if cxi = cxj
where Awij and A
b
ij are called aﬃnity matrices or adjacency
graphs [11]. From the deﬁnition in Eq. 3 and Eq. 4, we can
see that the edges are imposed between all data pairs and
the weights are independent of the corresponding distances.
Therefore, FDA is not able to capture the local information.
The idea of preserving local information using aﬃnity ma-
trix for linear dimensionality reduction was ﬁrst proposed in
[11]. To extend this idea into pattern classiﬁcation tasks and
provide more general solution, Yan et al. [26] proposed a
graph embedding framework, which generalizes most of the
local linear dimensionality reduction methods. According
to this framework, the crucial procedure is to build a graph
that considers the neighborhood relationship and endeavors
to preserve it by a linear projection for both within-class
and between-class scatters. Concretely, the decisive step is
to determine Awij and A
b
ij in which Laplacian graphs are re-
quired. Those methods [24, 2, 26], to be reviewed in this
section, diﬀer inherently in designing Awij and A
b
ij from two
aspects: constructing the adjacency graph and choosing the
weights [11].
3.1 Local Fisher Discriminant Analysis
Similar to FDA, LFDA [24] uses a full adjacency map. In
other words, there are edges on all pairs between data points
in both Awij and A
b
ij . The diﬀerences lie in the weights of
edges of Awij . FDA treats each edge equivalently important
within a class and thus the weights of edges from the same
class are equal. LFDA incorporates the locality idea into
FDA by weighting the edges according to the corresponding
distances:
Sw =
1
2
∑
ij
Awij(xi − xj)(xi − xj)T (5)
Awij =
{
aij/nc if cxi = cxj = c
0 if cxi = cxj
Sb =
1
2
∑
ij
Abij(xi − xj)(xi − xj)T (6)
Abij =
{
aij(1/n− 1/nc) if cxi = cxj = c
1/n if cxi = cxj
in which aij is decided by the scaling kernel [27]:
aij = exp
(
−||xi − xj ||
2
σiσj
)
(7)
where σp (p = i or j) is deﬁned by:
σp = ||xp − xLp || (8)
xLp is the L
th nearest neighbor of xp from the same class.
3.2 Local Discriminant Embedding /Marginal
Fisher Analysis
The two methods, LDE [2] and MFA [26], employ the
similar idea to construct the adjacency graph: each point is
only connected with its k nearest neighbors in both within-
class and between-class scatters. For each data point xi,
its k1/k2 nearest neighbors from the same class and other
classes consist of two subsets Nw(xi) and Nw(xj):
Nw(xi) = {xji |||xji − xi|| < ||xji − xk1i ||, cxji = cxi} (9)
Nb(xi) = {xji |||xji − xi|| < ||xji − xk2i ||, cxji = cxi} (10)
Therefore, the deﬁnition of LDE/MFA can be described as
follows:
Sw =
1
2
∑
ij
Awij(xi − xj)(xi − xj)T (11)
Awij =
{
aij if xi ∈ Nw(xj) or xj ∈ Nw(xi)
0 otherwise
Sb =
1
2
∑
ij
Abij(xi − xj)(xi − xj)T (12)
Abij =
{
0 otherwise cxi = cxj = c
bij if xi ∈ Nb(xj) or xj ∈ Nb(xi)
where aij and bij represent the weights of the edge connect-
ing xi and xj . Two typical weighting functions are used in
[2, 26, 11]:
• Single-Minded: aij = bij = 1
• Heat-Kernel:
aij = exp(−||xi − xj ||2/ta) (13)
bij = exp(−||xi − xj ||2/tb) (14)
Table 1: Performance Comparison between FDA
and Local FDA on the core test set (upper row) and
the development set (lower row) with best tuned pa-
rameters on the development set and the core test
set.
Test Set Original FDA LFDA
Core Set 68.08 73.47 74.00
Development 68.85 74.16 74.44
4. RESULTS AND ANALYSIS
This section reports the performance of diﬀerent super-
vised dimensionality reduction methods. The performance is
evaluated by the classiﬁcation accuracy after cross-validation.
Each dimensionality reduction method is ﬁrst performed on
the development set. Its parameters (like k1, k2, ta, tb for
LDE with heat kernel) and other two parameters (k, τ) in
kNN are optimized on this set. To be concrete, these pa-
rameters are optimized by grid search. Preliminary experi-
ments show the their interesting ranges for kNN: 15 < k <
40, 3.5 < τ < 6.5. For the parameters in the dimensional-
ity reduction methods, the ranges will be introduced in the
corresponding experiments. The tuning methods will adopt
uniform sampling in the ranges and then searching for the
optimal values in the development set, which will then be
applied in the core test set. Meanwhile, the roles of devel-
opment and core test sets will be changed. Furthermore,
due to the inherent mismatch between development set and
core test set, we will also show the classiﬁcation accuracy
with slightly perturbed values of those parameters. For fair
comparison, the reduced dimension is 47, i.e., the number of
classes minus 1, which was suggested in [1].
4.1 Substantiating Local Structure in TIMIT
Compared with FDA, the local FDA (LFDA) can be re-
garded as a natural way to incorporate the local structure.
The close data pairs from the same class are regarded more
important than the distant data pairs reﬂected via the value
aij in Eq. 5. Thus, the ﬁrst experiment is to compare the
performance of FDA [6] and local FDA [24]. We use the de-
fault setting of LFDA in [24], which means the parameter L
in Eq. 8 is set as 7 [27]. Meanwhile, the classiﬁcation on the
original space is implemented to show the beneﬁt obtained
by dimensionality reduction. Table 1 shows the results. A
signiﬁcant gain by FDA is achieved (5.39% on core test set
and 5.31% on development set) upon the original space. We
may also observe that the classiﬁcation accuracy of LFDA
on both development and core test sets is higher than that
of FDA, which proves the existence of local structures to
some extent.
4.2 Investigation of Graph Construction
LFDA considers the local structure of feature space of
MFCC stack. However, the distant data pairs still make
some contributions to the within-class scatter matrix. In
order to prove this viewpoint explicitly, the deﬁnition of
LFDA in Eq. 5 and Eq. 6 could be regarded as a special
case of LDE/MFA by setting k1 and k2 as:
k1 = nc if cxi = c (15)
k2 =
∑
i
ni − nc if cxi = c (16)
Therefore, it is meaningful to investigate k1 and k2 that de-
Table 2: Performance Comparison between FDA
and LDE.
Test Set FDA LDE/MFA
Core Set 73.47 75.69
Development 74.16 77.10
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Figure 4: The relationship between classiﬁcation ac-
curacy and two k-parameters: an interesting diago-
nal pattern could be observed.
termine the adjacency graphs. To remove the eﬀects of the
weights on the edges, the single-minded kernel is adopted.
Therefore, the cross-validation is involved with four parame-
ters: (k1, k2, k, τ). For the comparison with FDA, the small
values of k1 and k2 are visited. After the preliminary trial,
we choose the grid as 4 ≤ k1 ≤ 20 (at the interval of 1) and
5 ≤ k2 ≤ 100 (at the interval of 5).
The results are given in Table 2. The highest accuracy on
the development set is achieved when k1 = 12 and k2 = 55
on the grid. A signiﬁcant improvement over FDA could be
observed: 2.22% on core test set and 2.61% on the develop-
ment set, which further substantiates the existence of local
structures.
After reporting the classiﬁcation accuracy, a more inter-
esting issue might be the relationship between the perfor-
mance and parameters (k1, k2), which is shown in Fig. 4.
We use all tokens from TIMIT testing set. The darkness
of red increases with the improvement of classiﬁcation ac-
curacy, which motivates us to draw several conclusions as
follows:
• The diagonal pattern in the ﬁgure explicitly reveals
that the underlying relationship between k1 and k2 is
approximately linear, especially for small k1 and k2.
• The pervasive red shows the robustness of the idea
inside LDE/MFA because the red in Fig. 4 means a
higher classiﬁcation accuracy (> 74.5%) than FDA.
4.3 Comprehensive Investigation withWeighted
Edges
After investigating the ways to construct adjacency maps
with single-minded kernel, we apply other common kernels
to weight the edges: heat kernel and adaptive kernel. The
Table 3: Performance Comparison Among Diﬀerent
Graphs and Weights on Core Test Set.
All Connected Graph kNN Graph
Single-Minded 73.47 75.63
Heat Kernel 74.60 75.54
Adaptive Kernel 74.77 75.52
Table 4: Performance Comparison Among Diﬀerent
Graphs and Weights on Development Set
All Connected Graph kNN Graph
Single-Minded 74.16 77.10
Heat Kernel 74.98 77.13
Adaptive Kernel 75.20 77.26
adaptive kernel is a natural extension from Eq. 7:
aij = exp
(
−||xi − xj ||
2
(σiσj)
γa
)
(17)
bij = exp
(
−||xi − xj ||
2
(σiσj)
γb
)
(18)
Cross-validation here means jointly optimizing (k, τ, ta, tb)
for heat kernel and (k, τ, γa, γb) for adaptive kernel. Besides
the single-minded kernel, two ideas to construct the adja-
cency graphs will be combined with three kernels and the re-
sultant dimensionality reduction methods will be evaluated
on development set and core test set. It is worth mention-
ing that FDA uses single-minded kernel and all-connected
graph. The idea of LFDA is identical with the combination
by the all-connected graph and a special adaptive kernel
(γa = 1, γb = +∞). The results are given in Table 3 and
Table 4. The best performance on development set and core
test set are achieved by the kNN graph with single-minded
kernel and adaptive kernel, respectively. Besides the sum-
mary on the best performance, there are some additional
interesting observations from the tables:
• The kNN graph is apparently better than the all-
connected graph with all weight functions on both de-
velopment set and core test set, which means that the
locality information is better modeled by kNN graph
than the weighting functions that is dependent on the
pair-wise distances.
• Comparing three kinds of kernels, we may draw diﬀer-
ent conclusions for two graphs. The heat kernel and
adaptive kernel are both superior to the single-minded
kernel on the all-connected graph, whereas the per-
formance of three kernels are comparative on the kNN
graph. The similar performance of three kernels on the
kNN graph imply that it might be more meaningful to
decide which data pairs should be connected than to
allocate the importance of these connections.
5. DISCUSSION AND CONCLUSION
This paper investigated several representative supervised
dimensionality reduction methods from the perspective of
adjacency graph construction and applied them to the TIMIT
phonetic classiﬁcation task. First of all, the phonetic classi-
ﬁcation task was introduced with the theoretical necessity of
reducing the dimension of high-dimensional MFCC stacks.
The reason of stacking MFCC frames is that the speech con-
tinuity information might be contained to the most extent.
Motivated by the co-articulatory eﬀects, we intend to in-
vestigate the existence of the local structure in the origi-
nal feature space formulated by MFCC stacks and whether
they can help the classiﬁcation. In this paper, we explored
above issues using the supervised dimensionality reduction
methods, which generally compose three steps: construct-
ing adjacency graphs, weighting the edge, and ﬁnding the
projection matrix. This paper investigated two ways to
construct adjacency graphs (all-connected graph and kNN
graph) and three common kernels to impose the weights on
the edges (single-minded kernel, heat kernel, and adaptive
kernel). Four representative supervised dimensionality re-
duction methods are included in our study: FDA [6], LFDA
[24], LDE [2], and MFA [26].
The ﬁrst experiment is designed to show the improvement
achieved by applying FDA to the feature space generated by
PCA (keeping 97% energy) on MFCC stacks. The perfor-
mance improvement indicates the necessity and eﬀectiveness
of supervised dimensionality reduction. To explore whether
there are some local structure in the PCA-based feature
space, a heuristic local method, LFDA, was compared with
FDA. The moderate improvement proves the existence of
local structures to some extent. As both FDA and LFDA
implicitly adopt all-connected graphs, the subsequent exper-
iment aimed at evaluating the kNN graph with small k1, k2
values and single-minded kernel. The classiﬁcation accuracy
generated by kNN graphs is much higher than all-connected
graphs, FDA. We then used all testing tokens from TIMIT
to investigate the relationship between classiﬁcation accu-
racy and parameters k1 and k2. These combinations leading
high classiﬁcation accuracy appear as an interesting diago-
nal pattern, which means that there must be some implicit
relationship between k1 and k2. Meanwhile, for most of
the combinations, their results are better than FDA, which
shows the robustness of the kNN graph. The last experi-
ment comprehensively reported the results under diﬀerent
adjacency graphs and weighting functions.
The step-by-step experiments show the eﬀectiveness of
local supervised dimensionality reduction methods. Com-
pared with the features in the original space and pro-
jected by FDA, the local method with kNN-graph (that was
adopted by LDE [2] and MFA [26]) achieved 7.55%/8.41%
and 2.16%/3.10% accuracy improvement on TIMIT core
test/development set. The encouraging result not only sub-
stantiates the existence of the local structure in MFCC
stacks but also implies that modeling the co-articulatory ef-
fects with the idea of locality is highly promising.
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