Abstract We consider a parametrically driven damped discrete nonlinear Schrödinger (PDDNLS) equation. Analytical and numerical calculations are performed to determine the existence and stability of fundamental discrete bright solitons. We show that there are two types of onsite discrete soliton, namely onsite type I and II. We also show that there are four types of intersite discrete soliton, called intersite type I, II, III, and IV, where the last two types are essentially the same, due to symmetry. Onsite and intersite type I solitons, which can be unstable in the case of no dissipation, are found to be stabilized by the damping, whereas the other types are always unstable. Our further analysis demonstrates that saddlenode and pitchfork (symmetry-breaking) bifurcations can occur. More interestingly, the onsite type I, intersite type I, and intersite type III-IV admit Hopf bifurcations from which emerge periodic solitons (limit cycles). The continuation of the limit cycles as well as the stability of the periodic solitons are computed through the numerical continuation software Matcont. We observe subcritical Hopf bifurcations along the existence curve of the onsite type I and intersite type III-IV. Along the existence curve of the intersite type I we observe both supercritical and subcritical Hopf bifurcations.
Introduction
has also been studied [13] which confirmed the existence of breathers and multibreathers. In deriving Eq. (1), one can follow, e.g., the method of reduction performed in [11] by including a damping term in the MEMS and NEMS resonators model.
On the other hand, the continuous version of the PDDNLS (1), i.e., when / n % / and eD 2 / n % o 2 x /; was numerically discussed earlier in [14] resulting in a single-soliton attractor chart on the ðc; aÞ-plane from which one may determine the regions of existence of stable stationary solitons as well as stable time-periodic solitons (with period-1 and higher). Instead of using direct numerical integration as performed in the latter reference, Barashenkov et al. [15] recently proposed obtaining the time-periodic one-soliton and two-soliton [16] solutions as solutions of a two-dimensional boundary-value problem.
Our objective in the present chapter is to examine the existence and stability of the fundamental onsite and intersite excitations of bright solitons in the focusing PDDNLS (1) . The analysis of this model is performed through a perturbation theory for small e which is then corroborated by numerical calculations. Such analysis is based on the concept of the so-called anticontinuum (AC) limit approach which was introduced initially by MacKay and Aubry [17] . In this approach, the trivial localized solutions in the uncoupled limit e ¼ 0 are continued for weak coupling constant. Moreover, our study here is also devoted to exploring the relevant bifurcations which occur in both stationary onsite and intersite discrete solitons, including time-periodic solitons emerging from Hopf bifurcations. For the latter scheme, we employ the numerical continuation software Matcont to path-follow limit cycles bifurcating from the Hopf points.
The presentation of this chapter is organized as follows. In Sect. 2, we firstly present our analytical setup for the considered model. In Sect. 3, we perform the existence and stability analysis of the discrete solitons through a perturbation method. Next, in Sect. 4 , we compare our analytical results with the corresponding numerical calculations and discuss bifurcations experienced by the fundamental solitons. The time-periodic solitons appearing from the Hopf bifurcation points of the corresponding stationary solitons are furthermore investigated in Sect. 5. Finally, we conclude our results in Sect. 6.
Analytical Formulation
Static localized solutions of the focusing system (1) in the form of / n ¼ u n ; where u n is complex valued and time-independent, satisfy the stationary equation ÀeD 2 u n þ Ku n þ cu n À iau n À ju n j 2 u n ¼ 0;
with spatial localization condition u n ! 0 as n ! AE1: We should notice that Eq. (2) (and accordingly Eq. (1)) admits the reflection symmetry under the transformation u n ! Àu n :
Following [14] [15] [16] , we assume that both the damping coefficient a and the driving strength c are positive. For the coupling constant e; we also set it to be positive (the case e\0 can be obtained accordingly by the so-called staggering transformation u n ! ðÀ1Þ n u n and K ! ðK À 4eÞ). The range of the parameter K is left to be determined later in the following discussion.
In the undriven and undamped cases, the localized solutions of Eq. (2) can be chosen, without lack of generality, to be real-valued (with K [ 0) [2] . This is no longer the case for non-zero c and a in the stationary PDDNLS (2), therefore we should always take into account complex-valued u n : By writing u n ¼ a n þ ib n ; where a n ; b n 2 R; and decomposing the equation into real and imaginary parts, we obtain from Eq. (2) the following system of equations:
ÀeD 2 a n þ ðK þ cÞa n þ ab n À ða
Thus, the solutions of Eq. (2) can be sought through solving the above system for a n and b n : Next, to examine the stability of the obtained solutions, let us introduce the linearization ansatz / n ¼ u n þ d n ; where d ( 1: Substituting this ansatz into Eq. (1) yields the following linearized equation at OðdÞ:
By writing n ¼ g n e ixt þ n n e Àixt ; Eq. (5) can be transformed into the eigenvalue problem (EVP)
The stability of the solution u n is then determined by the eigenvalues x; i.e., u n is stable only when ImðxÞ ! 0 for all eigenvalues x: As the EVP (6) is linear, we can eliminate one of the eigenvectors, for instance n n ; so that we obtain the simplified form 
Perturbation Analysis
Solutions of Eq. (2) for small coupling constant e can be calculated analytically through a perturbative analysis, i.e., by expanding u n in powers of e as u n ¼ u and s ¼ AE1: Due to the reflection symmetry (3), we are allowed to restrict consideration to the case s ¼ þ1:
Following the assumption c; a [ 0; we can easily confirm that nonzero ðA þ ; ÀB À Þ and ðA À ; ÀB þ Þ are together defined in the following range of parameters
In particular, when c ¼ a; the values of ðA þ ; ÀB À Þ are exactly the same as ðA À ; ÀB þ Þ:
Once a configuration for u ð0Þ n is determined, its continuation for small e can be sought by substituting expansion (8) into Eq. (2) . In this chapter, we only focus on two fundamental localized solutions, i.e., one-excited site (onsite) and in-phase two-excited site (intersite) bright solitons. Out-of-phase two-excited site modes also referred to as twisted discrete solitons (see, e.g., [18] ), which exist in the model considered herein, are left as a topic of future research.
Next, to study the stability of the solitons, we also expand the eigenvector having component g n and the eigenvalue x in powers of e as
Substituting these expansions into Eq. (7) and collecting coefficients at successive powers of e yield the Oð1Þ and OðeÞ equations which are respectively given by
where 
One can check that the operator L is self-adjoint and thus the eigenvector . . .Þ is in the null-space of the adjoint of L: From Eq. (12), we obtain that the eigenvalues in the uncoupled limit e ¼ 0 are
which correspond, respectively, to the solutions u C have, respectively, finite and infinite multiplicities which then generate a corresponding discrete and continuous spectrum as e is turned on.
Let us first investigate the significance of the continuous spectrum. By introducing a plane-wave expansion g n ¼ le ijn þ me Àijn ; one can obtain the dispersion relation
from which we conclude that the continuous band lies between
From the condition (10), one can check that all the eigenvalues x 2 AE½x L ; x U always lie on the axis ImðxÞ ¼ a [ 0 for all e; which means that the continuous spectrum does not give contribution to the instability of the soliton. Therefore, the analysis of stability is only devoted to the discrete eigenvalues. Discrete eigenvalues that potentially lead to instability are also referred to as critical eigenvalues.
Onsite Bright Solitons
When e ¼ 0; the configuration of an onsite bright soliton is of the form which we denote hereinafter by u n AE f g and u n Ç f g ; respectively. The continuation of the above solutions for small e can be calculated from the expansion (8) , from which one can show that an onsite soliton type I and type II, up to Oðe 2 Þ; are respectively given by
0; otherwise;
and
0; otherwise:
In particular, when a ¼ c; the onsite type I and type II become exactly the same.
To examine the stability of the solitons, we need to calculate the corresponding discrete eigenvalues for each of type I and type II, which we elaborate successively.
Onsite Type I
One can show from Eq. (12) that at e ¼ 0; an onsite bright soliton type I has a leading-order discrete eigenvalue which comes as the pair
where
The eigenvector corresponding to the above eigenvalue has components g ð0Þ n ¼ 0 for n 6 ¼ 0 and g ð0Þ 0 ¼ 1: We notice that P can be either positive or negative depending on whether a7a th ; where
Therefore, the eigenvalue x ð0Þ AE f g can be either
for the case a\a th ; or
for the case a th \a c:
The continuation of the eigenvalues (27) and (28) for nonzero e can be evaluated from Eq. (13) by applying a Fredholm solvability condition. As the corresponding eigenvector has zero components except at site n ¼ 0; we only need to require f 0 ¼ 0; from which we obtain the discrete eigenvalue of u n AE f g for small e; up to Oðe 2 Þ; as follows.
(i) For the case a\a th :
(ii) For the case a th \a c:
We should note here that the above expansions remain valid if AEP are Oð1Þ:
Let us now investigate the behavior of the above eigenvalue in each case. In case (i), the imaginary part of x 1 ð0Þ AE f g (i.e., when e ¼ 0) is a; which is positive. We also note that jx 1 ð0Þ AE f g j?jx ð0Þ C j when a7a cp ; where
As e increases, the value of jx 1 AE f g j also increases. As a result, the eigenvalues x 1 AE f g will collide either with the upper band (x U ) of the continuous spectrum for a\a cp ; or with the lower band (x L ) for a cp \a\a th : These collisions then create a corresponding pair of eigenvalues bifurcating from the axis Im
This collision, however, does not immediately lead to the instability of the soliton as it does for a ¼ 0 [10, 11] . In addition, the distance between x 1 ð0Þ AE f g and x
ð0Þ
C increases as a tends to 0, which means that the corresponding collisions for smaller a happen at larger e: From the above analysis we hence argue that for a\a th and for relatively small e; the onsite soliton type I is stable.
In case (ii), it is clear that ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a which implies 0 minðImðx 2 ð0Þ AE f g ÞÞ\a; the latter indicates the soliton is stable at e ¼ 0: As e increases, both maxðImðx 2 AE f g ÞÞ and minðImðx 2 AE f g ÞÞ tend to a at which they finally collide. From this fact, we conclude that for small e and for a th \a c; the soliton remains stable. In particular, when a ¼ c; we have minðImðx 2 AE f g ÞÞ ¼ 0 for all e; which then implies that the soliton is always stable.
Onsite Type II
Performing the calculations as before, we obtain that the discrete eigenvalue (in pairs) of an onsite bright soliton type II is given, up to Oðe 2 Þ; by
Again, we should assume that the term ð4K ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi c 2 À a 2 p À 4c 2 þ 5a 2 Þ in the above expansion is Oð1Þ:
[ a; from which we deduce minðImðx ð0Þ Ç f g ÞÞ\0; meaning that at e ¼ 0 the soliton is unstable. In fact, as e increases, the value of minðImðx Ç f g ÞÞ decreases. Therefore, in this case we infer that the soliton is unstable for all e:
When a ¼ c; by contrast, the value of minðImðx Ç f g ÞÞ is zero for all e; which indicates that the soliton is always stable. In fact, the stability of an onsite type II in this case is exactly the same as in type I. This is understandable as the onsite type I and type II possess the same profile when a ¼ c:
Intersite Bright Solitons
Another natural fundamental solution to be studied is a two-excited site (intersite) bright soliton whose mode structure in the uncoupled limit is of the form
n ¼ 1; 0; otherwise; 
All solutions above are defined on the region (10) and exhibit the same profiles when a ¼ c: One can check that intersite type III and IV are symmetric, thus they should really be considered as one solution. However, we write them here as two 'different' solutions because, as shown later in the next section, they form two different branches in a pitchfork bifurcation (together with intersite type I). Let us now examine the stability of each solution by investigating their corresponding discrete eigenvalues.
Intersite Type I
By considering Eq. (12) and carrying out the same analysis as in onsite type I, we obtain that the intersite type I has the double leading-order discrete eigenvalue
for a\a th ; and
for a th \a c: The corresponding eigenvector for the above eigenvalues has components g ; i.e., the value of jx 1 ð0Þ AEAE f g j is greater (less) than jx ð0Þ C j when a is less (greater) than a cp : The next correction for the discrete eigenvalues of an intersite type II can be calculated from Eq. (13), for which we need a solvability condition. Due to the presence of two non-zero components of the corresponding eigenvector at n ¼ 0; 1; we only require f 0 ¼ 0 and f 1 ¼ 0: Our simple analysis then shows g ð0Þ 0 ¼ AEg ð0Þ 1 from which we obtain that each of double eigenvalues (40) and (41) bifurcates into two distinct eigenvalues, which are given, up to order e 2 ; as follows.
As before, we assume here that the terms AEð4K ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi c 2 À a 2 p þ 4c 2 À 5a 2 Þ are Oð1Þ so that the above expansions remain valid.
Let us first observe the behavior of the eigenvalues in case (i). In the uncoupled limit e ¼ 0; the imaginary part of x 11
ð0Þ AEAE f g is a [ 0 which indicates that the soliton is initially stable. When e is turned on, the value of jx 11 AEAE f g j increases but jx 12 AEAE f g j decreases. Therefore, we can determine the mechanism of collision of these two eigenvalues with the inner or outer boundary of continuous spectrum (x L or x U ) as follows.
• For a\a cp ; the first collision is between x 12 AEAE f g and x U : Because x U moves faster (as e is varied) than x 11 AEAE f g ; the next collision is between these two aforementioned eigenvalues.
• For a [ a cp ; the mechanism of collision can be either between x 11 AEAE f g and x L ; or between x 12 AEAE f g and itself.
All of the mechanisms of collision above generate new corresponding pairs of eigenvalues bifurcating from their original imaginary parts, which is a: Yet these collisions do not immediately cause an instability, because a [ 0: Therefore, we may conclude that for sufficiently small e and for a\a th ; an intersite bright soliton type I is stable.
Next, we describe the analysis for the eigenvalues in case (ii 
which yields an approximate boundary for the onset of instability, e.g., in the ðe; aÞ-plane for fixed K and c:
Intersite Type II
From our analysis of Eqs. (12) and (13), we obtain the discrete eigenvalues for an intersite bright soliton type II, which are given, with errors of order e 2 ; by At nonzero e; the former remains zero, but the latter becomes negative and decreases as e increases. These facts allow us to conclude that an intersite bright soliton type II is always unstable, except at a ¼ c and e ¼ 0: One can check that when a ¼ c; the eigenvalues of intersite type II are the same as in intersite type I.
Intersite Type III and IV
As intersite type III and IV are symmetric, their eigenvalues are exactly the same. Our calculation shows the following.
(i) For the case a\a th ; the eigenvalues of the intersite type III and IV, up to Oðe 2 Þ; are
(ii) For the case a th \a c; the eigenvalues, up to order e 2 ; are
We should assume again that the terms AEð4K ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
2 Þ in the above expansions are of Oð1Þ: In the first case, the eigenvalues (50) are apparently pure imaginary, with an imaginary part whose minimum value is negative for all e: In the second case, it is clear that for a\c the minimum value of the imaginary part of the eigenvalues (51) is positive (less than a) initially at e ¼ 0 and then increases as e increases. However, for this case (a\c), the minimum value of the imaginary part of the eigenvalues (52), which are exactly the same as the eigenvalues (50), is negative at e ¼ 0 and then decreases as e is turned on. In contrast, for a ¼ c the minimum value of the imaginary part of the eigenvalues (51) and (52) remains zero for all e: The above fact shows that both intersite soliton type III and IV are always unstable, except at a ¼ c: In fact, as shown in the numerical calculation later, the intersite type III and IV are no longer defined along this line, due to a pitchfork bifurcation with intersite type I.
Comparisons with Numerical Results, and Bifurcations
In order to find the numerical solutions for each soliton discussed in the previous section, we solve the stationary equation (2) [cf. Eqs. (4a), (4b)] using a NewtonRaphson (NR) method. The evaluation is performed in domain n 2 ½ÀN; N; i.e., for a lattice of 2N þ 1 sites, with periodic boundary conditions u AEðNþ1Þ ¼ u ÇN : As an initial guess, we use the corresponding exact soliton solutions in the uncoupled limit e ¼ 0 from which we then numerically continue for nonzero e: As an illustrative example, the numerical solutions for each type of onsite and intersite bright soliton with parameter values ðe; K; c; aÞ ¼ ð0:1; 1; 0:5; 0:1Þ are depicted in Fig. 1 . The corresponding analytical approximations are also plotted therein showing good agreement with the numerical results.
To examine the stability of each soliton, we solve the eigenvalue problem (6) numerically and then compare the results with the analytical calculations. Moreover, we show later that the relevant solitons experience saddle-node and/or pitchfork bifurcations. To depict the diagram of these bifurcations, we use a pseudo-arclength method which allows us to continue the solution past turning points (by varying one parameter). In addition, our analysis of the eigenvalues for some particular solutions leads to the fact of the presence of Hopf bifurcations. We will determine the nature of Hopf bifurcation points and perform continuation In all illustrative examples below, we use N ¼ 50 which is large enough to capture the behavior of the soliton in an infinite domain but not too costly in numerical computations. In addition, for the sake of simplicity, we set K ¼ 1 and c ¼ 0:5:
Onsite Bright Solitons

Onsite Type I
We start by testing the validity of our analytical approximation for the critical eigenvalues given by Eqs. (29) and (30). We present in Fig. 2 comparisons between the analytical and numerical results for the critical eigenvalues as functions of e: We plot comparisons for three values a ¼ 0:1; 0:485; 0:497 to represent the cases a\a cp ; a cp \a\a th ; and a th \a\c; respectively (see again the relevant discussion in the previous section). From the figure, we conclude that our prediction for small e is relatively close to the numerics.
For the three values of a given above, we now present in Fig. 3 the eigenvalue structure of the soliton and the corresponding diagram for the imaginary part of the critical eigenvalues as functions of e: Let us now describe the results in more detail.
First, we notice that at e ¼ 0 the critical eigenvalues for a ¼ 0:1 lie beyond the outer band of the continuous spectrum, while for a ¼ 0:485 they are trapped between the two inner bands of the continuous spectrum. As e is turned on, the corresponding critical eigenvalues for a ¼ 0:1 and a ¼ 0:485 collide with, respectively, the outer and the inner bands, leading to the bifurcation of the corresponding eigenvalues. The minimum imaginary part of these bifurcating eigenvalues, however, does not immediately become negative. Hence, for relatively small e we conclude that the soliton is always stable; this in accordance with our analytical prediction of the previous section. The critical values of e at which minðImðxÞÞ ¼ 0 indicating the onset of the instability are depicted by the star Fig. 3c , f. Interestingly, for a ¼ 0:485 there is a re-stabilization of the soliton as shown by the larger e star marker in panel (f).
Next, for a ¼ 0:497 the discrete eigenvalues initially (at e ¼ 0) lie on the imaginary axis; they come in pairs and are symmetric about the line ImðxÞ ¼ a ¼ 0:497; furthermore the minimum one is above the real axis. When e increases, both eigenvalues approach one another and finally collide at the point ð0; a ¼ 0:497Þ creating a new pair of discrete eigenvalues along the line ImðxÞ ¼ a ¼ 0:497: Each pair of the eigenvalues then again bifurcates after hitting the inner edge of the continuous spectrum. However, the minimum imaginary part of these bifurcating eigenvalues is always greater than zero even for larger e [see panel (i)]. From this fact, we therefore conclude that the soliton in this case is always stable. This conclusion agrees with our analytical investigation. The minimum value of ImðxÞ (in color representation) of the onsite bright soliton type I for a relatively large range of e and a gives the (in)stability region in the ðe; aÞ-plane as presented in Fig. 4 . The stable region is indeed determined whenever min ImðxÞ ð Þ!0 for each e and a: The lower and upper dotted horizontal lines in this figure, i.e., respectively, a ¼ a cp % 0:4583 and a ¼ a th % 0:49659; represent the boundaries of the regions which distinguish the description of the eigenvalue structure of the soliton. The solid line in this figure indicates the (in)stability boundary, i.e., when min ImðxÞ ð Þ¼0: Three representative points (star markers) lying on this line reconfirm the corresponding points in Fig. 3c , f. As shown in the figure, there is an interval of a in which the soliton is stable for all e: This is interesting as the onsite soliton, which was shown [10, 11] to be destabilized by a parametric driving, now can be re-stabilized by a damping constant.
Let us revisit Fig. 3 for a ¼ 0:1 and a ¼ 0:485: We notice that at zero-crossing points e c (shown by the star markers in panels (c) and (f)), the following conditions hold:
(i) There is a pair (equal and opposite) of non-zero real eigenvalues, and (ii) The e-derivative of the imaginary part of the pair of eigenvalues mentioned in (i) is non-zero at e c : The second condition is also called the transversality condition. We assume that the so-called first Lyapunov coefficient of the zero-crossing points is nonzero, i.e. the genericity condition. According to the Hopf bifurcation theorem (see, e.g., Ref. [19] , keeping in mind that our eigenvalue is denoted by ix), the above conditions imply that at e ¼ e c ; Eq. (1) has time-periodic (limit cycle) solutions bifurcating from a (steady-state) onsite bright soliton type I. We then call such a critical point e c a Hopf point. By applying the centre manifold theorem, for example, we can generally determine the nature of a Hopf point e c through its first Lyapunov coefficient l 1 ðe c Þ (see, e.g., Ref. [19] ); the Hopf bifurcation is subcritical iff l 1 ðe c Þ [ 0 and supercritical iff l 1 ðe c Þ\0:
Because the occurrence of Hopf bifurcation in the onsite type I also indicates the onset of (in)stability, the collection of Hopf bifurcation points in the ðe; aÞ-plane therefore lies precisely on the (in)stability boundary line (see again Fig. 4) . However, at the stationary point e % 1:46 the condition (ii) for the occurrence of a (nondegenerate) Hopf bifurcation does not hold. At this special point, we have a saddlenode bifurcation of Hopf points, i.e. a double-Hopf (Hopf-Hopf) bifurcation. Due to the violation of the transversality condition, there may be no periodic solution or even multiple periodic solutions at the degenerate point. We will examine this point later in Sect. 5, where it will be shown through numerical continuations of limit cycles near the degenerate point that the former possibility occurs.
Onsite Type II
For this type of solution, a comparison between the critical eigenvalues obtained by analytical calculation, which is given by Eq. (32), and by numerics, is presented in Fig. 5 . We conclude that our analytical prediction for small e is quite accurate.
The eigenvalue structure of onsite solitons type II for a ¼ 0:1 and the two values e ¼ 0:1; 1 and the corresponding curve of imaginary part of the critical eigenvalues are given in Fig. 6 . This figure shows that the soliton is always unstable even for a large e: This fact is consistent with the analytical prediction. We notice in the figure that there is a new pair of discrete eigenvalues bifurcating from the inner edge of continuous spectrum at relatively large e [see panel (b)]. By evaluating the minimum value of ImðxÞ for a relatively large e and a; we obtain that the soliton is always unstable for a\c ¼ 0:5 and, contrastingly, stable for a ¼ c: In the latter case, the eigenvalues of the onsite type II are exactly the same as in the onsite type I; the minimum value of the imaginary part remains zero for all e:
Saddle-Node Bifurcation of Onsite Bright Solitons
We observed from numerics and analytics that when approaching a ¼ c; the onsite bright soliton type I and type II possess the same profile as well as the same stability, consistent with the saddle-node bifurcation experienced by the two solitons. A diagram of this bifurcation can be produced, e.g., by plotting the norm of the numerical solution of these two solitons as a function of a for fixed e ¼ 0:1: To do so, we apply a pseudo-arc-length method to perform the numerical continuation, starting from the onsite type I at a ¼ 0: The obtained diagram is presented in Fig. 7 and the corresponding analytical approximation is also depicted therein. As shown in the figure, the onsite type I, which is stable, turns into the onsite type II, which is unstable. Both numerics and analytics give the same turning point [or so-called limit point (LP)] at a ¼ c ¼ 0:5: We also conclude that the analytical approximation for the norm is quite close to the numerics, with the accuracy for the onsite type I better than type II. Indeed, their accuracy could be improved if one uses smaller e:
Intersite Bright Solitons
Intersite Type I
Let us first compare our analytical prediction for the critical eigenvalues, given by Eqs. (42)- (43) and (44)- (45), with the corresponding numerical results. We present the comparisons in Fig. 8 by considering three values of a ¼ 0:1; 0:465; 0:497 as representative points for the three cases discussed in the previous section. From the figure we see that the double eigenvalues which coincide originally at e ¼ 0 then split into two distinct eigenvalues as e increases. We conclude that our approximation for small e is generally quite accurate. Next, we move on to the description of the eigenvalue structure of the intersite bright solitons type I and the corresponding imaginary part of the two critical eigenvalues as functions of e; these are depicted in Fig. 9 for the three values of a used before. The first and second columns in the figure represent conditions of stability and instability, respectively. For a ¼ 0:1; the two critical eigenvalues successively collide with the outer band of the continuous spectrum and the corresponding bifurcating eigenvalues coming from the first collision contribute to the instability. For a ¼ 0:465; the first collision is between one of the critical eigenvalues with the inner edge of the continuous spectrum. The second collision is between the other critical eigenvalue with its pair. In contrast to the previous case, the instability in this case is caused by the bifurcating eigenvalues coming from the second collision. Moreover, for a ¼ 0:497; contribution to the instability is given by one of the critical eigenvalues moving down along the imaginary axis. All the numerical results described above are in accordance with our analytical observations in Sect. 3. Let us now focus our attention on the right panels of Fig. 9 by particularly discussing the properties of the critical points of e at which the curve of the minimum imaginary part of the critical eigenvalues crosses the real axis (these are shown by the star markers). The first and third points (from left to right) in panel (c) as well as the points in panels (f) and (i) indicate the onset of stable-to-unstable (44) transition. Contrastingly, the second point in panel (c) illustrates the beginning of the re-stabilization of solitons. In fact, the first three points in panel (c) mentioned above admit all conditions for the occurrence of a Hopf bifurcation (see again the relevant explanation about these conditions in our discussion of onsite type I); therefore, they also correspond to Hopf points. In addition, the fourth point of zero crossing in panel (c), which comes from one of the purely imaginary eigenvalues, indicates the branch point of a pitchfork bifurcation experienced by the solutions of intersite type I, III, and IV. We will discuss this type of bifurcation in more detail in the next section. The (in)stability region of intersite bright solitons type I in the ðe; aÞ-plane is given in Fig. 10 . In the figure, we also depict the two distinguishable (solid and dashed) lines representing the two distinct critical eigenvalues whose imaginary parts become zero. The star points on the lines correspond to those points in the right panels of Fig. 9 . The boundary line which separates the stable and unstable regions in the figure is shown by the bold (solid and dashed) lines. The lower and upper dotted horizontal lines in the figure represent, respectively, a ¼ a cp % 0:4583 and a ¼ a th % 0:49659 which divide the region into three different descriptions of the eigenvalue structure. Interestingly, for a th \a; we can make an approximation for the numerically obtained stability boundary (see the inset). This approximation is given by Eq. (46) which is quite close to the numerics for small e:
We notice in Fig. 10 that the solid line (not the rightmost) and dashed line also represent Hopf bifurcations, with one special point (the white-filled circle) which does not meet the second condition for the occurrence of a (non-degenerate) Hopf bifurcation mentioned above. We will analyze the special point in the next section. We see from the figure that the bold parts of the Hopf lines coincide with the (in)stability boundary, while the nonbold ones exist in the unstable region. In addition, we also observe that the rightmost solid line in Fig. 10 indicates the collection of branch points of pitchfork bifurcation experienced by the intersite type I, III, and IV; the bold part of this line also indicates the (in)stability boundary.
Intersite Type II
For intersite bright solitons type II, we present in Fig. 11 a comparison of two critical eigenvalues between the numerics and the analytical calculation given by Eqs. (47) and (48). We see from the figure that our approximation for relatively small e is quite close to the numerics. The snapshot of the eigenvalue structure of this type of solution for two points ða; eÞ and the path of the imaginary part of corresponding two discrete eigenvalues are depicted in Fig. 12 . We conclude that the intersite soliton type II is unstable even for large e:
Moreover, the evaluation of the minimum value of ImðxÞ of the intersite bright solitons type II in the ðe; aÞ-plane gives the (in)stability window (not shown here). It is shown that the soliton, except at the point a ¼ c ¼ 0:5 and e ¼ 0; is always unstable. This result agrees with our analytical prediction.
Intersite Type III and IV
Now we examine the intersite bright soliton type III which, due to symmetry, has exactly the same eigenvalues as type IV. Shown in Fig. 13 is the analytical approximation for two critical eigenvalues given by Eqs. (49)-(50) or (51)-(52), which are compared with the corresponding numerical results. We conclude that the approximation is quite accurate for small e and that the range of accuracy is wider for smaller value of a:
The structure of the eigenvalues of this type of solution and the curves of the imaginary part of the corresponding two critical eigenvalues are given in Fig. 14 for the three values of a used in Fig. 13 . The figure reveals the condition of instability of solitons up to the limit points of e at which the minimum imaginary part of the eigenvalues becomes zero; these conditions are indicated by the corresponding vertical lines in the third column. In fact, these limit points indicate the branch points of pitchfork bifurcation experienced by the intersite solitons type I, III, and IV (we will discuss this bifurcation in more detail in the next section). The first and second columns of Fig. 14 respectively present the condition just before and after a collision of one of the discrete eigenvalues which does not contribute to the instability of solitons. Interestingly, as shown in panel (c), such an eigenvalue also crosses the real axis at some critical e as indicated by the empty circle. The latter condition, in fact, indicates a Hopf bifurcation, which occurs when the soliton is already in unstable mode. This is different from the previous discussions where the Hopf bifurcations also indicate the change of stability of solitons.
Presented in Fig. 15 is the (in)stability window for intersite bright solitons type III and IV which is defined as the area to the left of the solid line; this line represents the set of the branch points of pitchfork bifurcation in the ðe; aÞ-plane. From the figure, we conclude that the intersite type III and IV are always unstable. The area to the right of the solid line belongs to the unstable region of intersite type I. One can check that this line is exactly the same as the rightmost solid line in Fig. 10 . In addition, the dashed line appearing in Fig. 15 depicts the occurrence of Hopf bifurcations. However, there is one special point indicated by the white-filled circle, at which the e-derivative of the imaginary part of the corresponding critical eigenvalue is zero; this degenerate point will be discussed further in Sect. 5. The empty circle lying on the Hopf line reconfirms the corresponding point in Fig. 14c .
Saddle-Node and Pitchfork Bifurcation of Intersite Bright Solitons
From both numerical and analytical results discussed above, we observed that the intersite type I and type II have the same profile and stability when approaching a ¼ c: This fact indicates the appearance of a saddle-node bifurcation undergone by the two solitons. Moreover, there also exists a pitchfork bifurcation experienced by the intersite type I, III, and IV. One can check that the norm of the intersite type III and IV is exactly the same for all parameter values so that this quantity can no longer be used for depicting a clear bifurcation diagram. Therefore, we now simply plot the value of ju 0 j 2 for each solution, e.g., as a function of a and fixed e ¼ 0:1; this is shown in Fig. 16 where the numerics (solid lines) is obtained by a pseudo-arc-length method. As seen in the figure, the intersite type I, III, and IV meet at a (pitchfork) branch point The empty circle lying on the dashed line corresponds to that point depicted in Fig. 14c (BP) a % 0:49: At this point, the stability of the intersite type I is switched. Furthermore, the intersite type I and II also experience a saddle-node bifurcation where they merge at a limit point (LP) a ¼ c ¼ 0:5: Just before this point, the intersite type I possesses one unstable eigenvalue, while the type II has two unstable eigenvalues. The two critical eigenvalues for the intersite type I and II then coincide at LP. We confirm that our analytical approximation for the value of ju 0 j 2 is relatively close to the corresponding numerical counterpart.
Next, let us plot the value of ju 0 j 2 for each soliton by fixing a ¼ 0:1 and varying e (presented in Fig. 17 ). The pitchfork bifurcation experienced by the intersite type I (solid line), type III (upper dashed line), and type IV (lower dashed line) is clearly shown in the figure. The three solitons meet together at a branch point BP. We also depict in the figure the points at which Hopf bifurcations emerge (labelled by indexed H). For the shake of completeness, we also plot the relevant curve for the intersite type II (dotted line).
Nature of Hopf Bifurcations and Continuation of Limit Cycles
If there is only one pair of non-zero real eigenvalues and the other eigenvalues have strictly positive imaginary parts, a Hopf bifurcation also indicates the change of stability of the steady state solution. In this case, the periodic solutions To numerically calculate the first Lyapunov coefficient for a Hopf point and perform a continuation of the bifurcating limit cycle, we use the numerical continuation package Matcont. Due to the limitations of Matcont, we evaluate the soliton using 21 sites. In fact, this setting does not affect significantly the soliton behavior compared to that used in the previous section.
In this section, we examine the nature of Hopf points and the stability of cycle continuations in onsite type I, intersite type I, and intersite type III-IV.
Onsite Type I
For this type of solution, in particular at a ¼ 0:1; we have one Hopf point, which occurs at e c % 0:3077 (see again Fig. 3c ). From Matcont, we obtain l 1 ðe c % 0:3077Þ [ 0 which indicates that the Hopf point e c is subcritical and hence the limit cycle bifurcating from this point is unstable. A continuation of the corresponding limit cycle is given in Fig. 18a . As the Hopf point in this case also indicates the change of stability of the stationary soliton, one can confirm that the bifurcating periodic solitons are stable because they coexist with the stable onsite type I; this agrees with the computed first Lyapunov coefficient above. Interestingly, the continuation of the limit cycle also experiences saddle-node and torus bifurcations, as indicated by the points labelled limit point cycle (LPC) and Neimark-Sacker (NS), respectively. The profile of a representative periodic soliton over one period is shown in Fig. 18b , from which we clearly see the typical oscillation in the soliton amplitude.
From the previous discussion we have mentioned that there is one degenerate point for Hopf bifurcations in onsite type I, which is indicated by the white-filled circle in Fig. 4 . In Fig. 19 , we depict numerical continuations of periodic orbits of two Hopf bifurcations near the degenerate point. We obtained that the limit cycle branches bifurcating from the Hopf points are connected and form a closed loop. This informs us that as a approaches the critical value for a degenerate Hopf point, Fig. 19 As Fig. 18a , but for a ¼ 0:492642: Two Hopf points (stars) in the neighbourhood of the degenerate point (the whilefilled circle in Fig. 4 ) are shown to be connected by a branch of limit cycles
Intersite Type I
In particular for a ¼ 0:1; there are three Hopf points detected for the intersite type I (see again Fig. 17 ). For point H 1 (e % 0:2782), Matcont gives a negative value for the first Lyapunov coefficient, which means that the bifurcating periodic soliton is stable or H 1 is supercritical. The corresponding cycle continuation is presented in Fig. 20a . As shown in the figure, the limit cycle bifurcating from H 1 coexist with the unstable mode of the (steady-state) intersite type I which confirms Fig. 17 . The solid and dashed lines represent, respectively, the maximum and minimum value of ju 0 j 2 for the bifurcating periodic solitons, which also experience a pitchfork cycle bifurcation. The branches of the cycle are depicted by the dash-dotted (maximum ju 0 j 2 ) and dotted (minimum ju 0 j 2 ) lines; b the profile of a stable periodic soliton (as H 1 is supercritical) over one period (T % 5:5265) corresponding to the star point in a; c, d enlargements of, respectively, the upper and the lower rectangles in a the supercritical H 1 : This is valid because the Hopf bifurcation in this case also indicates the change of stability of the soliton. We also see from the figure that the cycle continuation contains NS, LPC, and branch point cycle (BPC) points which indicate the occurrence of, respectively, torus, saddle-node, and pitchfork bifurcations for limit cycle. The branches of the cycle continuation from the BPC point are shown in the figure. A representative periodic soliton (in one period) which occurs at one representative point along the cycle continuation is depicted in Fig. 20b , which shows the oscillation between the two excited sites.
Next, for H 2 ðe % 0:3871) and H 3 (e % 0:4934), the first Lyapunov coefficients given by Matcont are negative and positive valued, respectively. Thus, H 2 is Fig. 17, i. e., representing the value of ju 0 j 2 for the stationary intersite soliton. The solid (dashed) and dash-dotted (dotted) lines shows the maximum (minimum) value of ju 0 j 2 for the periodic soliton which bifurcates from, respectively, H 2 and H 3 ; b, c the profile of periodic solitons over one period T % 6:708 and T % 3:4985 which corresponds, respectively, to the star and the black-filled circle in a. From the nature of H 2 and H 3 ; periodic solitons in b and c are stable and unstable, respectively supercritical while H 3 is subcritical, which implies that the limit cycle bifurcating from H 2 and H 3 are stable and unstable, respectively. The continuations of the corresponding limit cycles are shown in Fig. 21a . From the figure, we see that the limit cycles bifurcating from H 2 and H 3 respectively coexist with the unstable and stable stationary intersite soliton type I. This fact is consistent with the nature of H 2 and H 3 as given by Matcont. In addition, as shown in the figure, a perioddoubling (PD) bifurcation also occurs in the cycle continuation coming from H 3 : This bifurcation seems to coincide with the turning point of cycle (LPC) which appears in the cycle continuation starting from H 2 : The profile of one-period periodic solitons at the two representative points near H 2 and H 3 are presented in Fig. 21b , c, respectively. We cannot see clearly the typical oscillation of the Fig. 17 ) while the solid and dotted lines represent, respectively, the maximum and minimum ju 0 j 2 of the bifurcating periodic solitons; b the profile of an unstable periodic soliton over one period T % 3:7388 corresponding to the black-filled circle in a periodic soliton in Fig. 12 .21b as it occurs very near to H 2 : By contrast, the oscillation in the soliton amplitude is clearly visible in Fig. 12.21c .
Similarly to the onsite type I, we also noticed the presence of a double-Hopf bifurcation in the intersite type I, i.e., the white-filled circle in Fig. 10 . To investigate the point, we evaluate several Hopf points nearby the bifurcation point and perform numerical continuations for limit cycles, which are presented in Fig. 22 . Unlike the case in the onsite type I, here the (non-degenerate) Hopf points are not connected to each other by a closed loop of a branch of limit cycles. As we observe this scenario at any Hopf point that is arbitrarily close (up to a numerical accuracy) to the degenerate (codimension 2) bifurcation, it indicates that at the double-Hopf point, there is a bifurcation of at least two branches of periodic solutions.
Intersite Type III and IV
As intersite bright soliton type III and IV possess the same eigenvalue structures, the nature of the corresponding Hopf bifurcation and the stability of the continuation of each limit cycle will be the same as well. Therefore it is sufficient to devote our discussion to intersite type III only.
As shown in Fig. 17 , there is one Hopf point, namely H 4 ; for the intersite type III at a ¼ 0:1: In this type of solution, the Hopf bifurcation occurs while other eigenvalues already give rise to instability; this is different from the type of Hopf bifurcation discussed previously. Therefore we cannot perform the analysis as before in determining the stability of the bifurcating periodic soliton. In fact, according to calculation given by Matcont, the first Lyapunov coefficient for H 4 is positive (subcritical), which means that the bifurcating periodic soliton is unstable. Figure 23a shows the continuation of the corresponding limit cycle from H 4 : A representative one-period periodic soliton at e near H 4 (indicated by the Fig. 15 is at e % 0:49 black-filled circle) is shown in Fig. 23b , from which we can see clearly the oscillation in the amplitude of soliton. Next, we study the double-Hopf bifurcation for the intersite type III-IV shown by the white-filled circle in Fig. 15 . Presented in Fig. 24 is the continuation of the limit cycles from two Hopf points about the degenerate point, from which we see that they are connected to each other. Therefore, as for the case of the onsite type I, we argue that there is no bifurcation of periodic solutions at the degenerate point.
Conclusion
In this chapter, we have considered a parametrically driven damped discrete nonlinear Schrödinger (PDDNLS) equation. The existence and stability of fundamental discrete bright solitons have been examined analytically through a perturbation theory for small e and then corroborated by numerical calculations. We showed that there are two types of onsite discrete soliton, namely onsite type I and II. For onsite type I, we found an interval in a for which the soliton is stable for any coupling constant, i.e., a damping can re-stabilize a driven onsite soliton. Contrastingly, the onsite type II was found to be always unstable for all e: These two solitons experience a saddle-node bifurcation with the limit point a ¼ c for any e:
We also showed that there are four types of intersite discrete soliton, called intersite type I, II, III, and IV. In fact, intersite type III and IV are essentially considered as one solution due to its symmetry. We obtained that intersite type I in the region of instability in the non-dissipative case can be stabilized by damping while intersite type II and III-IV are always unstable. A saddle-node bifurcation, as for the onsite soliton, was found to be undergone by intersite type I and II. Moreover, we also obtained that intersite type I, III, and IV experience a pitchfork bifurcation. The branch points of such a bifurcation in the ðe; aÞ-plane have been calculated numerically.
More interestingly, we observed that Hopf bifurcation also occurs in onsite type I, intersite type I, and intersite type III-IV, which confirms the existence of the corresponding periodic solitons (limit cycles) in the PDDNLS equation. The continuation of the limit cycles as well as the stability of the periodic solitons have been demonstrated numerically using the numerical continuation software Matcont. In particular, subcritical Hopf bifurcations for onsite type I and intersite type III-IV were observed. Moreover, we obtained three Hopf bifurcations for intersite type I. It was shown that two of these points generate stable periodic solitons, i.e. the bifurcations are supercritical.
Note that similar studies for the continuum limit of Eq. (1) have been put forward in, e.g., Refs. [14] [15] [16] . Hopf bifurcations and the corresponding periodic solitons were reported and discussed therein. The connection between the results presented in this work, which correspond to weakly coupled lattices, and those of [14] [15] [16] are proposed for future study.
