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Abstract
Automatic music transcription (AMT) aims to infer a latent symbolic represen-
tation of a piece of music (piano-roll), given a corresponding observed audio
recording. Transcribing polyphonic music (when multiple notes are played si-
multaneously) is a challenging problem, due to highly structured overlapping
between harmonics. We study whether the introduction of physically inspired
Gaussian process (GP) priors into audio content analysis models improves the
extraction of patterns required for AMT. Audio signals are described as a lin-
ear combination of sources. Each source is decomposed into the product of an
amplitude-envelope, and a quasi-periodic component process. We introduce the
Mate´rn spectral mixture (MSM) kernel for describing frequency content of sin-
gles notes. We consider two different regression approaches. In the sigmoid
model every pitch-activation is independently non-linear transformed. In the
softmax model several activation GPs are jointly non-linearly transformed. This
introduce cross-correlation between activations. We use variational Bayes for
approximate inference. We empirically evaluate how these models work in prac-
tice transcribing polyphonic music. We demonstrate that rather than encourage
dependency between activations, what is relevant for improving pitch detection
is to learnt priors that fit the frequency content of the sound events to detect. The
Python code is available at https://github.com/PabloAlvarado/MSMK.
1 Introduction
In music information research, the aim of audio content analysis is to infer musical
concepts (pitch, melody, chords, onset, beat, tempo, rhythm) which are present but
hidden in the audio data [1]. Then, perhaps the most general application is re-
covering the score (symbolic representation) of a music track given only the audio
recording [2]. This is known as automatic music transcription (AMT) [3]. Tran-
scribing polyphonic music (when multiple notes are played simultaneously) is a
challenging problem, especially in its more unconstrained form when the task is
performed on an arbitrary acoustical input [4]. This is because simultaneous notes
cause a highly structured overlap of harmonics in the acoustic signal [5]. Besides,
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2a single note produced by a music instrument is not simply a fixed-duration sine
wave at an appropriate frequency, but rather a full spectrum of harmonics with an
attack and decay in intensity. These spectrum evolution is instrument dependent,
and therefore must be learned in a recording-specific way [6, 7]. The polyphony to-
gether with complex harmonic structure of sound events creates a source-separation
problem at the heart of the transcription task [6].
We seek to take advantage of the strong statistical structure that music acoustic
signals have [8]. Then, the goal of this research is to develop audio content analysis
Bayesian models that naturally bring together prior knowledge about the underly-
ing physical mechanisms and rules based on music theory that govern the global
nature of acoustic signals. We study whether the introduction of several musically-
physically driven patterns in the prior of probabilistic models improves the analysis,
which in turn can increase the quality of automatic transcription. Our approach has
at the core Gaussian processes (GPs). GPs have been extensively used for modelling
audio recordings. GPs are used to consider time-frequency analysis as probabilistic
inference [9], source separation [10, 11, 12], and for estimating spectral envelope
and fundamental frequency of a speech signal [13]. GPs for music genre classifica-
tion and emotion estimation were investigated in [14]. Finally, in [15] a mixture
of Gaussian process experts was used for predicting sung melodic contour with ex-
pressive dynamic fluctuations.
Similar to [16], we propose a model where two GPs are multiplied. Here sev-
eral GPs are jointly non-linear transformed using the softmax function. We call this
the softmax model. This comes as a principled way to introduce correlation be-
tween pitch activations, encouraging them to reflect two properties: non-negativity,
and sparsity; to enable few pitches to be active at certain time. Second, we in-
troduce what we call the Mate´rn spectral mixture (MSM) kernel, in order to unify
in one single covariance function the description of long-term dependences driven
by rhythm on pitch activations, as well as the harmonic content of sound events.
Analogous to [17], we model a spectral density as a mixture of basis functions, but
for efficient inference instead of Gaussians, we use Lorentzian functions [18], fol-
lowing the Fourier transform of the Mate´rn- 12 kernel [19]. In this work, we use the
Mate´rn spectral mixture covariance function to encourage the model prior to reflect
the clearly evident complex harmonic content present in mixture signals which can
be learnt in advance from of isolated sounds. Third, we increase the model scala-
bility through approximate methods using variational Bayes, enabling the analysis
of audio signals with several seconds of duration. Finally, in comparison with the
model presented in [20], with the proposed approach the amount of model param-
eters becomes independent of the total sound events present in the audio recording.
Moreover, to know a priori the number of sound events becomes inessential, as this
quantity is learn directly from audio.
The paper is organized as follows. Section 2 introduces the GPs model for pitch
detection. Two different variants of the base model are presented in sections 2.1.1
and 2.1.2. In section 2.3, we provide details for learning in frequency domain the
parameters of the MSM kernel. We empirically evaluated how the proposed frame-
work works in practice transcribing polyphonic music recordings (section 3.1). Final
conclusions are given in section 4.
32 Method
Gaussian processes (GPs) are at the core of the modelling approach presented in
this work. GP-based machine learning is a powerful Bayesian paradigm for non-
parametric nonlinear regression and classification [21]. GPs can be defined as
distributions over functions such that any finite number of function evaluations
f = [f(t1), · · · , f(tN )], have a jointly normal distribution [22]. A GP is completely
specified by its mean function µ(t) = E[f(t)] , and its kernel or covariance
k(t, t′) = E [(f(t)− µ(t))(f(t′)− µ(t′))] , (1)
where k(t, t′) has free hyper-parameters θ. We write the GP as f(t) ∼ GP(µ(t), k(t, t′)).
The form of (1) captures high-level properties of the unknown function f(t), which
in turn determines how the model generalizes or extrapolates [23]. We used GPs
for modelling both, amplitude-envelope and component functions.
2.1 Gaussian process model for pitch detection
Recall that automatic music transcription aims to infer a latent symbolic repre-
sentation, such as piano-roll or score, given an observed audio recording. Piano-
roll refers to a matrix representation of musical notes across time [3, 8]. From a
Bayesian latent variable perspective [24], transcription consists in updating our be-
liefs about the symbolic description for a certain piece of music, after observing a
corresponding audio recording. As in [13], we approach the transcription problem
from a time-domain source separation perspective. That is, given an audio record-
ing D = {yn, tn}Nn=1, we seek to formulate a generative probabilistic model that
describes how the observed polyphonic signal (mixture of sources) was generated
and, moreover, that allows us to infer the latent variables associated with the piano-
roll representation. To do so, we use the regression model yn = f(tn) + , where yn
is the value of the analysed polyphonic signal at time tn, the noise follows a normal
distribution  ∼ N (0, σ2), and the function f(t) is a random process composed by a
linear combination of M sources {fm(t)}Mm=1. Each source is decomposed into the
product of two factors, an amplitude-envelope or activation function φm(t), and a
quasi-periodic or component function wm(t). The overall model is then
y(t) =
M∑
m=1
φm(t)wm(t) + . (2)
We can interpret the set {wm(t)}Mm=1 as a dictionary where each component wm(t)
is a quasi-periodic stochastic function with a defined pitch. Likewise, each stochas-
tic function in {φm(t)}Mm=1 represents a row of the piano roll-matrix, i.e the time
dependent non-negative activation of a specific pitch throughout the analysed piece
of music.
Components {wm(t)}Mm=1 follow wm(t) ∼ GP(0, km(t, t′)), where the covariance
function km(t, t′) reflects the frequency content of the mth component, and has the
form of a MSM kernel (section 2.2). In prior work [20] only component functions
followed GPs, whereas the amplitude-envelopes were deterministic functions. Here
the flexibility of activations {φm(t)}Mm=1 increases by treating them as GPs non-
linearly transformed either independently or jointly, by using the sigmoid function
(section 2.1.1) or the softmax function (section 2.1.2) respectively.
42.1.1 Sigmoid model
To guarantee the activations to be non-negative we apply non-linear transforma-
tions to GPs. To do so, we use the sigmoid function σ(x) = [1 + exp(−x)]−1 ,
also applied for GP binary classification [22]. The activations now are defined as
φm(t) = σ(gm(t)), where {gm(t)}Mm=1 are GPs. The sigmoid model follows
y(t) =
M∑
m=1
σ(gm(t))wm(t) + . (3)
2.1.2 Softmax model
To enhance sparsity we use the softmax, or normalized exponential function for defin-
ing the form of the activations, that is
φm(t) =
exp(gm(t))∑
∀j exp(gj(t))
, (4)
where {gj(t)}Mj=1 are GPs [25, 26]. Similarly to the sigmoid function, the softmax
(4) enforces the activations to be non-negative as well as to be bounded between
0 and 1. Furthermore, (4) introduces dependences between all activations. The
sparsity is enhanced because
∑
∀m φm(t) = 1, for all t. With this property we can
encourage to activate only one or a few pitches at certain time; if the pitch j explains
better the audio signal at time tn, then the activation φj(tn) ≈ 1, therefore it follows
that the other activations φi(tn) ≈ 0 for all i 6= j. The softmax model corresponds
to
y(t) =
1∑M
j=0 exp(gj(t))
M∑
m=0
exp(gm(t))wm(t) + , (5)
where we choose the component process w0(t) = 0 for all t to allow for silence
or rest. The activation φ0(t) is equal to 1 only when there is silence in the audio
recording.
2.2 The Mate´rn spectral mixture kernel
A single note produced by a music instrument (see Fig. 1a) consist of a full spectrum
of harmonics with an attack and decay in intensity. The spectrum evolution is in-
strument dependent, and therefore must be learnt in a recording-specific way [6, 7].
This motivates the design of what we call the Mate´rn spectral mixture (MSM) ker-
nel; a stationary covariance function able to reflect the complex harmonic content
of sounds of single notes. In this section, we first recall the spectral representation
of stationary kernels. Next, we introduce the formulation of the MSM kernel by an
illustrative example. This covariance describes the components {wm(t)}Mm=1.
Stationary GPs are those with a kernel that can be written as a function of the
distance between observations [22], that is k(t, t′) = k(|t− t′|) = k(r). The Wiener-
Khintchine theorem defines the duality of spectral densities s(ω) and stationary co-
5variance functions k(r) [27], specifying the following relations
s(ω) = F {k(r)} 10 =
∫ ∞
−∞
k(r)e−iωrdr, (6)
k(r) = F−1 {s(ω)} = 1
2pi
∫ ∞
−∞
s(ω)eiωrdω. (7)
Since kernels are symmetric real functions, the spectrum of the process is also a
symmetric real function [19]. Taking as example two basic kernels we use later on,
we apply (6) on the Mate´rn- 12 and Cosine kernels [22], defined as
k1/2(r) = σ
2e−λr, λ = l−1, (8)
kCOS(r) = cos(ω0r), ω0 = 2pif0, (9)
respectively. In (8) l governs the time length-scale over which the function varies,
and σ2 defines the vertical variation. In (9) f0 defines the function’s frequency in
Hertz, and the variance is assumed to be one. The corresponding spectral densities
are
s1/2(ω) = 2σ
2λ(λ2 + ω2)−1, (10)
sCOS(ω) = pi [δ(ω − ω0) + δ(ω + ω0)] . (11)
We use the spectral representation of covariance functions to formulate the MSM
kernel. Fig. 1a shows the waveform of a single note yˆm(t), corresponding to play-
ing pitch C4 (261.6 Hz) on an electric guitar. Fig. 1b depicts the corresponding
magnitude Fourier Transform (FT) |Yˆm(ω)|, which is a real, symmetric function,
similar to kernels and its corresponding spectral densities. This leads to the idea
of designing kernels whose spectral density is close to the frequency content of the
single notes available for training, that is
s(ω) ≈ |Yˆm(ω)|. (12)
However, the Mate´rn- 12 covariance function (8) is not appropriate for modelling
harmonic content by itself. This is because the spectral density of this kernel has the
form of a Lorentzian function (see (10)) centred on the origin [18], whereas the
spectral density of single notes have peaks at certain frequencies not necessarily at
ω = 0 (see Fig. 1b). To describe a single partial in Fig. 1b it is necessary to shift
the spectral density of the Mate´rn- 12 , centring it around a specific frequency. To do
so, we multiply (8) by (9), ending up with the base kernel k(r) = k1/2(r) · kCOS(r).
Replacing k(r) in (6), and using the convolution theorem, then
s(ω) = L(ω;θ) + L(−ω;θ), (13)
L(ω;θ) =
2piσ2λ
λ2 + (ω − ω0)2 , (14)
with θ =
{
σ2, λ, ω0
}
, i.e. the set of hyperparameters associated with (8) and (9).
Expression (14) corresponds to shift, from the origin to ω0, the Mate´rn- 12 spec-
tral density (10). To model Nh number of partials we use a linear combination of
6Lorentzian functions pairs
sMSM(ω; Θ) =
Nh∑
j=1
L(ω;θj) + L(−ω;θj), (15)
where Θ = {θj}Nhj=1. The aim of learning stage is then to find the Θ that makes
sMSM(ω) close to |Yˆm(ω)|, that is
Θ∗ = argmin
Θ
√(
sMSM(ω; Θ)− |Yˆm(ω)|
)2
. (16)
An algorithm for optimizing (16) is proposed in section 2.3. Finally, replacing (15)
in (7) we end up with a kernel with form
kMSM(r) =
Nh∑
j=1
σ2j e
−λjr cos(ω0jr), (17)
where ω0j is the frequency in radians, σ2j explains the contribution of each fre-
quency to the overall kernel, and λj = l−1j , where lj is the length-scale. The MSM
kernel (17) can be seen as a spectral-mixture kernel [17], where instead of using
the squared exponential (SE) covariance we use the Mate´rn- 12 . Although the SE
kernel (a covariance function infinitely differentiable) is probably the most widely-
used kernel [22], in [28] Stein argues that such strong smoothness assumptions
are unrealistic for modelling many physical processes, and recommends the Mate´rn
class. Moreover, we have particular interest in using the family of Mate´rn kernels
with half-integer orders, to explore as future work the Variational Fourier Features
(VFF) recently presented in [19] for efficient GP models. Finally, by encouraging
(15) to reflect the frequency content of isolated sounds, we keep the MSM kernel
within a region where it has musically-acoustically interpretation.
2.3 Inference
Learning hyperparameters by maximising the marginal likelihood is challenging be-
cause the computational complexity usually scale cubically with the number of data
observations [19, 22]. To overcome this, we introduce an algorithm for optimizing
(16). We take advantage of the sparse frequency content of the magnitude FT of the
isolated events available for training (for a sample see Fig. 1b). The basic idea is
to fit a Lorentzian function (14) around each local maximum present in the spectral
density, but considering only one peak at time. For a step by step explanation see
Algorithm 1.
With this approach learning hyperparameters takes only few seconds, despite
using all 32 × 103 data points available for training for of each isolated note audio
file (16 kHz sample frequency, 2 seconds duration). Fig. 1c(top) shows the spectral
density of initializing the MSM kernel with perfect harmonics and equal variance
(dashed red line) against the actual training data frequency content (continuous
blue line). Fig. 1c(middle) shows the FT of the learnt MSM kernel using marginal
likelihood (red line). The frequency content of the learnt covariance using the pro-
posed approach is depicted in Fig. 1c(bottom). The MSM kernel is not limited
to perfect harmonics, this facilitates better fit to the audio data frequency content,
which in this specific case have quasi-harmonic behaviour.
73 Experiments
This section presents the empirical evaluation of how (2) works in practice for pitch
detection. The sigmoid (SIG) (3) and softmax (SOF) (5) model were used for infer-
ring occurrence of two different pitches in synthetic audio of an electric guitar. In
order to extend the model to more than two pitches we study the scenario where
one single component wm(t) reflects the frequency content of several sound events
with different pitches. We contrast the pitch detection performance using an initial
guess kernel or manual tuning (TM), learning in frequency domain (FL) (proposed
method), and optimizing the marginal likelihood (ML). We use the Sparse Varia-
tional GP regression implemented in GPflow [29] for running the experiments. We
analysed the electric guitar audio from the study done in [13], containing the sound
events (C4, E4, G4, C4+E4, C4+G4, E4+G4, and C4+E4+G4). This signal was
generated with 16 kHz sample frequency, and last 14 seconds. For training we used
the first three isolated notes.
3.1 Transcription of polyphonic signal
First we focus on detecting pitches C4 and E4, i.e. from the complete audio signal
we only analysed the segments from 0 to 4 seconds and from 6 to 8 seconds. Table
1 shows the F-measure obtained using either the sigmoid (SIG) model (3) or the
softmax (SOF) model (5). We compare how the inference approach used affects the
performance of these two models. We observe that slightly better performance is
achieved by using the sigmoid model. The learning approach considerably affects
the performance of the models. The best pitch detection (98.68% F-measure) was
achieved using SIG model and learning in frequency domain (FL).
In order to extend the model to detect more than two pitches, we allow one of
the components to reflect the frequency content of two isolated notes with different
pitches, per example: s1(ω) ≈ |YˆC4(ω)|, whereas s2(ω) ≈ |YˆE4(ω)| + |YˆG4(ω)|. We
call this approach leave one out (SIG-LOO) as one of the spectral densities of the
covariances reflects only one pitch, whereas the other the remaining pitches. Fig.
2a shows the corresponding ground truth piano-roll. Transcriptions using frequency
learning, marginal likelihood optimization, and initial guess are shown in Fig. 2d,
2c, 2b respectively. Results show SIG-LOO model together with the proposed learn-
Algorithm 1 Fitting MSM kernel in frequency domain.
Input: |Yˆm(ω)|, Nh
Output: Θ = {θi}Nhi=1
1: for i := 1 to Nh do
2: ω∗ = argmax
ω
|Yˆm(ω)|
3: Initialisation θ =
{
σ2, λ, ω0 = ω
∗}
4: θi = argmax
θ
√(
L(ω;θ)− |Yˆm(ω)|
)2
5: |Yˆm(ω)| = |L(ω;θi)− |Yˆm(ω)||
6: end for
7: return Θ
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Figure 1: (a) sample waveform for training. (b) corresponding magnitude FT
|Yˆm(ω)|. Spectral density of learnt kernel using (c-top) TM (red dashed line), (c-
middle) ML (red), (c-bottom) FL (red).
ing in frequency domain outperforms for pitch detection (98.19% F-measure Table
1).
4 Conclusions
We proposed a GP regression approach for pitch detection in polyphonic signals. We
introduced a novel Mate´rn mixture kernel able to reflect the complex frequency con-
tent of sounds of single notes, together with an algorithm for learning its parameters
in frequency domain. The proposed approach allows to introduce prior information
about activations, such as smoothness (not infinite), positive-values constrains, and
correlation between activations. Results suggest that what it is really relevant for
pitch detection is a set of MSM kernels that properly fit the frequency content of the
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Figure 2: Transcription using LOO-SIG. (a) ground truth. (b-d) transcription using
TM, ML, FL learning approaches respectively.
TM ML FL
SIG 89.54% 59.23% 98.68%
SOF 86.28% 55.28% 97.15%
SIG-LOO 76.21% 84.86% 98.19%
Table 1: F-measure for SIG, SOF models detecting two pitches (first two rows), and
F-measure for SIG-LOO model detecting three pitches (bottom row), using three
different learning approaches: TM , ML, and FL.
sound events to detect. Using the proposed frequency domain learning, the sigmoid
model seems to be enough to perform the pitch detection, even if this models lacks
to encourage dependency between activations as the softmax model does. One ad-
vantage of using the LOO is its linear scalability regarding the number of pitches.
Further empirical validation is necessary to validate its performance for more than
3 pitches. As future work we plan to explore other Mate´rn kernels and VFF in order
to be able to analyse a complete piece of music.
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A Appendix
This appendix presents the theoretical background that supports the approximate
variational inference used for Gaussian process (GP) models for multi-pitch detec-
tion in time domain. We aim to formulate a generative probabilistic model that
explains how an observed polyphonic music signal (mixture of sources) was gen-
erated. We also seek to compute a posterior distribution over the latent functions
associated with each source. The subsection A.1 covers the scenario where the
mixture signal has only one source. This helps to understand the available Python
code where sparse variational inference is used for making the model scalable. In
subsection A.3 the model is extended to several sources.
A.1 Modulated Gaussian process
Here we describe the modulated GP, a model that decomposes an observed audio
signal as the multiplication of a non-negative random process and a quasi-periodic
Gaussian process. We introduce the model for one single source, defining the like-
lihood, prior, joint distribution, and the limitation of computing the posterior dis-
tribution. This motivates the use of approximate inference. In section A.1.2 we
introduce inducing variables as in [30]. The corresponding variational lower bound
is defined in section A.1.3. We analyse in more detail the variational expectation
of the log-likelihood in section A.2, and derive two equivalent solutions, the first
approximates a double integral by a two dimensional Gauss-Hermite quadrature,
whereas the second solution approximates the double integral as the sum of one
dimensional Gauss-Hermite quadratures.
A.1.1 Single source model
Given an audio recording D = {yn, tn}Nn=1 and the regression model
y(t) = σ(g(t))f(t) + (t),
where f(t) and g(t) follow GPs and (t) follows a white noise process, then
yn = σ(gn)fn + n,
where gn = g(tn), fn = f(tn), and n ∼ N (n|0, ν2). Defining the vectors y =
[y1, · · · , yN ]>, f = [f1, · · · , fN ]>, g = [g1, · · · , gN ]>, and assuming the observations
as i.i.d then the likelihood corresponds to
p(y|f, g) =
N∏
n=1
p(yn|fn, gn) (18)
=
N∏
n=1
N (yn|σ(gn)fn, ν2).
We put an independent GP over each function f(t) and g(t), therefore the prior
over the latent vectors f and g corresponds to p(f, g) = p(f)p(g), where
p(f) = N (f|0,Kf),
11
and
p(g) = N (g|0,Kg).
Given the prior and the likelihood we can define the joint distribution as
p(y, f, g) = p(y|f, g)p(f)p(g)
=
N∏
n=1
N (yn|σ(gn)fn, ν2) N (f|0,Kf) N (g|0,Kg).
The posterior can be calculated as
p(f, g|y) = p(y|f, g)p(f)p(g)
p(y)
, (19)
where the marginal likelihood is defined as
p(y) =
∫ ∫
p(y|f, g)p(f)p(g) df dg. (20)
Computing this expression is usually difficult due to O(N3) complexity and non-
tractability.
A.1.2 Introducing inducing variables
Introducing inducing points Z = {zm}Mm=1 for both latent functions f(t) and g(t) and
their corresponding inducing variables uf = {f(zm)}Mm=1 and ug = {g(zm)}Mm=1,
then the joint distribution of all latent variables correspond to p(f,uf ) = p(f|uf )p(uf ),
and p(g,ug) = p(g|ug)p(ug). The joint now follows
p(y, f, g,uf ,ug) = p(y|f, g,uf ,ug)p(f, g,uf ,ug)
= p(y|f, g)p(f,uf )p(g,ug)
= p(y|f, g)p(f|uf )p(g|ug)︸ ︷︷ ︸
p(y,f,g|uf ,ug)
p(uf )p(ug)
Then
p(y|uf ,ug) =
∫ ∫
p(y, f, g|uf ,ug)df dg
=
∫ ∫
p(y|f, g,uf ,ug)p(f, g|uf ,ug)df dg
=
∫ ∫
p(y|f, g)p(f|uf )p(g|ug)df dg
= Ep(g|ug)
[
Ep(f|uf ) [p(y|f, g)]
]
= Ep(f|uf )p(g|ug) [p(y|f, g)] .
Similar to [30] we will use the following inequality to get a variational approxima-
tion
log p(y|uf ,ug) ≥ Ep(f|uf )p(g|ug) [log p(y|f, g)] . (21)
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A.1.3 Variational lower bound
We assume the following variational distribution over all inducing variables
q(u) = q(uf ,ug) (22)
= q(uf )q(ug)
= N (mf ,Sf )N (mg,Sg),
that is q(uf ) = N (mf ,Sf ) and q(ug) = N (mg,Sg). Using the standard variational
equation
log(y) ≥ Eq(u) [log p(y|u)]− KL (q(u)||p(u)) (23)
≥ Eq(uf ,ug) [log p(y|uf ,ug)]− KL (q(uf ,ug)||p(uf ,ug))
≥ Eq(uf )q(ug) [log p(y|uf ,ug)]− KL (q(uf )q(ug)||p(uf )p(ug)) .
Replacing (21) in (23) then
log(y) ≥ Eq(uf )q(ug)
[
Ep(f|uf )p(g|ug) [log p(y|f, g)]
]︸ ︷︷ ︸
B
−KL (q(uf )q(ug)||p(uf )p(ug))︸ ︷︷ ︸
A
.
(24)
A.1.4 Analysing A in (24)
Analysing the KL divergence in (24) we get
KL (q(uf )q(ug)||p(uf )p(ug)) =
∫ ∫
q(uf )q(ug) log
{
q(uf )q(ug)
p(uf )p(ug)
}
duf dug,
that is
=
∫ ∫
q(uf )q(ug) [log q(uf ) + log q(ug)− log p(uf )− log p(ug)] duf dug
=
∫ ∫
q(uf )q(ug)
[
log
{
q(uf )
p(uf )
}
+ log
{
q(ug)
p(ug)
}]
duf dug
=
∫ ∫
q(uf )q(ug) log
{
q(uf )
p(uf )
}
duf dug +
∫ ∫
q(uf )q(ug) log
{
q(ug)
p(ug)
}
duf dug
=
∫
q(uf ) log
{
q(uf )
p(uf )
}
duf +
∫
q(ug) log
{
q(ug)
p(ug)
}
dug,
therefore
KL (q(uf )q(ug)||p(uf )p(ug)) = KL (q(uf )||p(uf )) + KL (q(ug)||p(ug)) . (25)
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A.1.5 Analysing B in (24)
Analysing the expectation we have
Eq(uf )q(ug)
[
Ep(f|uf )p(g|ug) [log p(y|f, g)]
]
=∫ ∫ ∫ ∫
log p(y|f, g)p(f|uf )p(g|ug)q(uf )q(ug) df dg duf dug =∫ ∫
log p(y|f, g)
[∫
p(f|uf )q(uf ) duf
]
·
[∫
p(g|ug)q(ug) dug
]
df dg =∫ ∫
log p(y|f, g)q(f)q(g) df dg,
therefore
Eq(uf )q(ug)
[
Ep(f|uf )p(g|ug) [log p(y|f, g)]
]
= Eq(f)q(g) [log p(y|f, g)] , (26)
where
q(f) =
∫
p(f|uf )q(uf )duf ,
q(g) =
∫
p(g|ug)q(ug)dug.
A.1.6 ELBO
The evidence lower bound (ELBO) is defined by replacing (25) and (26) into (24)
ELBO(q(uf ), q(ug)) = (27)
Eq(f)q(g) [log p(y|f, g)]− KL (q(uf )||p(uf ))− KL (q(ug)||p(ug)) .
This is the functional we aim to maximise in the variational approach.
A.2 Approximating variational expectations using quadrature
Analysing the expectation in the lower bound equation (27), and using the defini-
tion of the likelihood (18) we have
Eq(f)q(g) [log p(y|f, g)] = Eq(f)q(g)
[
log
N∏
n=1
p(yn|fn, gn)
]
(28)
= Eq(f)q(g)
[
N∑
n=1
log p(yn|fn, gn)
]
=
N∑
n=1
Eq(f)q(g) [log p(yn|fn, gn)]
=
N∑
n=1
∫ ∫
log p(yn|fn, gn)q(f)q(g) df dg
=
N∑
n=1
∫ ∫
log p(yn|fn, gn)q(fn)q(gn) dfn dgn,
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then we end up solving N two dimensional Gauss-Hermite quadratures.
From (28) we aim to approximate the following double integral by quadrature
methods ∫ ∫
log p(yn|fn, gn)q(fn)q(gn) dfn dgn. (29)
In the next two subsections we present two different solutions. The first one solves
the double integral in (28) by using a two dimensional quadrature, whereas the
second solves (28) by using a linear combination of 2 one dimensional quadratures,
this might help to reduce computational cost.
A.2.1 Solving (29) by using quadrature of dimension 2
From the definition of the variational distribution q(uf ,ug) in (22) we know that
q(fn) = N (fn|mfn , s2fn), and q(gn) = N (gn|mgn , s2gn) Then, replacing in (29) we
get ∫ ∫
log p(yn|fn, gn)N (fn|mfn , s2fn)N (gn|mgn , s2gn) dfn dgn = (30)
1
(2pis2fn)
1/2
1
(2pis2gn)
1/2
∫ ∫
log p(yn|fn, gn)× · · ·
exp
{
− 1
2s2fn
(fn −mfn)2
}
exp
{
− 1
2s2gn
(gn −mgn)2
}
dfn dgn,
introducing the following change of variable:
fˆn =
fn −mfn√
2sfn
,
and
gˆn =
gn −mgn√
2sgn
,
then (30) can be written as∫ ∫
log p(yn|fn, gn)N (fn|mfn , s2fn)N (gn|mgn , s2gn) dfn dgn =
1
pi
∫ ∫
log p(yn|
√
2sfn fˆn +mfn ,
√
2sgn gˆn +mgn) exp
{
−fˆn2
}
exp
{−gˆn2} dfˆn dgˆn,
The previous double integral can be approximated as∫ ∫
log p(yn|fn, gn)q(fn)q(gn) dfn dgn ≈ (31)
1
pi
∑
∀i
∑
∀j
wiwj log p(yn|
√
2sfn xˆi +mfn ,
√
2sgn yˆj +mgn),
where wi, wj , xˆi, yˆi are obtained from the formula for the Gauss-Hermite quadra-
ture.
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A.2.2 Solving (29) by using quadratures of dimension 1
Focusing on the expression for the likelihood of a single point yn in (29)
p(yn|fn, gn) = N (yn|σ(gn)fn, ν2)
=
1
(2piν2)1/2
exp
{
− 1
2ν2
[yn − σ(gn)fn]2
}
,
then
log p(yn|fn, gn) = −1
2
log(2pi)− 1
2
log(ν2)− 1
2ν2
[yn − σ(gn)fn]2 ,
replacing this into (29) we get∫ ∫
log p(yn|fn, gn)q(fn)q(gn) dfn dgn =
− 1
2ν2
∫ ∫
[yn − σ(gn)fn]2 q(fn)q(gn) dfn dgn − 1
2
log(2pi)− 1
2
log(ν2),
where∫ ∫
[yn − σ(gn)fn]2 q(fn)q(gn) dfn dgn =∫ ∫ [
y2n − 2ynσ(gn)fn + σ(gn)2f2n
]
q(fn)q(gn) dfn dgn =∫ ∫
y2nq(fn)q(gn) dfn dgn − · · ·∫ ∫
2ynσ(gn)fnq(fn)q(gn) dfn dgn + · · ·∫ ∫
σ(gn)
2f2nq(fn)q(gn) dfn dgn =
y2n − 2yn
∫
fnq(fn) dfn ·
∫
σ(gn)q(gn) dgn +
∫
f2nq(fn) dfn ·
∫
σ(gn)
2q(gn) dgn =
y2n − 2ynEq(fn) [fn]Eq(gn) [σ(gn)] + Eq(fn)
[
f2n
]
Eq(gn)
[
σ(gn)
2
]
=
y2n − 2ynmf,nEq(gn) [σ(gn)] + (s2f,n +m2f,n)Eq(gn)
[
σ(gn)
2
]
.
Then∫ ∫
log p(yn|fn, gn)q(fn)q(gn) dfn dgn = (32)
− 1
2ν2
{
y2n − 2ynmf,nEq(gn) [σ(gn)] + (s2f,n +m2f,n)Eq(gn)
[
σ(gn)
2
]}− 1
2
log(2pi)− 1
2
log(ν2).
where mf,n and s2f,n are the mean and variance of the variational distribution over
the latent variable fn. The expectations in the previous expression can be approx-
imated using 2 one dimensional Gauss-Hermite quadrature. Therefore we have
reduced the dimensionality of the approximate integrals.
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A.2.3 Approximating Eq(gn) [σ(gn)] and Eq(gn)
[
σ(gn)
2
]
in (32) using 1 dimen-
sional Gauss-Hermite quadrature
Here we study in more detail the expectations found (32). Specifically Eq(gn) [σ(gn)]
and Eq(gn)
[
σ(gn)
2
]
Eq(gn) [σ(gn)] =
∫ ∞
−∞
σ(gn)
1
(2pis2gn)
1/2
exp
{
− 1
2s2gn
(gn −mgn)2
}
dgn,
The Hermite-Gauss is defined for a normal distribution with zero mean, that is why
we require a change of variable:
x˜ =
gn −mgn√
2sgn
,
dgn =
√
2sgndx˜,
then we have
1√
pi
∫ ∞
−∞
σ(
√
2sgn x˜+mgn) exp(−x˜2)dx˜,
calling h(x˜) = σ(
√
2sgn x˜+mgn), then
1√
pi
∫ ∞
−∞
h(x˜) exp(−x˜2)dx˜,
Now we can approximate this integral using the Hermite-Gaussian quadrature, that
is
1√
pi
∫ ∞
−∞
h(x˜) exp(−x˜2)dx˜ ≈ 1√
pi
∑
∀j
wjσ(
√
2sgnxj +mgn). (33)
The expressions for Eq(gn)
[
σ(gn)
2
]
can be calculated similarly. Replacing (33) into
(32) we get∫ ∫
log p(yn|fn, gn)q(fn)q(gn) dfn dgn ≈ (34)
− 1
2ν2
{
y2n − 2ynmfn
[
1√
pi
∑
∀i
wiσ(
√
2sgn xˆi +mgn)
]
+ · · ·
(s2fn +m
2
fn)
 1√
pi
∑
∀j
wjσ(
√
2sgn yˆj +mgn)
2
− 12 log(2pi)− 12 log(ν2).
A.3 Leave one out: model with two sources
A.3.1 Likelihood
Assuming the regression model
y(t) =
D∑
d=1
σ(g(d)(t))f (d)(t) + (t)
17
with D = 2, then
yn = σ(g
(1)
n )f
(1)
n + σ(g
(2)
n )f
(2)
n + n
assuming the observations as i.i.d then the likelihood corresponds to
p(y|F,G) =
N∏
n=1
p(yn|fn, gn) (35)
=
N∏
n=1
N (yn|gˆ>n fn, ν2),
where the components of the matrices [F]n,d = f
(d)
n , [G]n,d = g
(d)
n , then each row
in F and G is given by the vectors f>n = [f
(1)
n , f
(2)
n ], g>n = [g
(1)
n , g
(2)
n ]. Finally,
gˆn = [σ(g
(1)
n ), σ(g
(2)
n )]> represents the non-linear transformation of the envelope
processes.
A.3.2 Analysing the log-likelihood
From (35) we get the log-likelihood
log p(y|F,G) =
N∑
n=1
log p(yn|fn, gn) (36)
=
N∑
n=1
logN (yn|gˆ>n fn, ν2)
=
N∑
n=1
[
−1
2
log(2pi)− 1
2
log(ν2)− 1
2ν2
(
yn − gˆ>n fn
)2]
= −N
2
log(2pi)− N
2
log(ν2)− 1
2ν2
N∑
n=1
(
yn − gˆ>n fn
)2
= −N
2
log(2pi)− N
2
log(ν2)− 1
2ν2
N∑
n=1
{
yn −
[
σ(g(1)n )f
(1)
n + σ(g
(2)
n )f
(2)
n
]}2
.
We are interested in calculating
Eq(F,G)[log p(y|F,G)],
Then∫ ∫ ∫ ∫
log p(y|f(1), f(2), g(1), g(2))q(f(1))q(f(2))q(g(1))q(g(2)) df(1) df(2) dg(1) dg(2).
We can calculate the previous fourth integral using a 4 dimensional Gauss-Hermite
quadrature.
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Now we get an expression where only 1 dimensional quadratures are required.∫ ∫ ∫ ∫
log p(y|f(1), f(2), g(1), g(2))q(f(1))q(f(2))q(g(1))q(g(2)) df(1) df(2) dg(1) dg(2) =
− N
2
log(2pi)− N
2
log(ν2)−
1
2ν2
N∑
n=1
∫ ∫ ∫ ∫ [
yn − σ(g(1)n )f (1)n − σ(g(2)n )f (2)n
]2
× · · ·
q(f (1)n )q(f
(2)
n )q(g
(1)
n )q(g
(2)
n ) df
(1)
n df
(2)
n dg
(1)
n dg
(2)
n
the previous expression can be decomposed into 6 quadruple-integrals∫ ∫ ∫ ∫ {
y2n − 2ynσ(g(1)n )f (1)n − 2ynσ(g(2)n )f (2)n +
[
σ(g(1)n )f
(1)
n
]2
+ · · ·
2σ(g(1)n )f
(1)
n σ(g
(2)
n )f
(2)
n +
[
σ(g(2)n )f
(2)
n
]2}
× · · ·
q(f (1)n )q(f
(2)
n )q(g
(1)
n )q(g
(2)
n ) df
(1)
n df
(2)
n dg
(1)
n dg
(2)
n =
y2n − 2yn
{
m˜f
(1)
n E
[
σ
(
g(1)n
)]
+ m˜f
(2)
n E
[
σ
(
g(2)n
)]}
+
[(
m˜f
(1)
n
)2
+ ν˜f
(1)
n
]
E
[
σ
(
g(1)n
)2]
+ · · ·
2m˜f
(1)
n m˜
f(2)
n E
[
σ
(
g(1)n
)]
E
[
σ
(
g(2)n
)]
+
[(
m˜f
(2)
n
)2
+ ν˜f
(2)
n
]
E
[
σ
(
g(2)n
)2]
.
From the last expression we conclude that the 4-dimensional integral needed to
compute the expectation of the log-likelihood can be calculated as a combination
of four 1-dimensional integrals. This allows to use 1D-quadrature instead of 4D-
quadratures, reducing computation time and memory. Rewriting we get:
Eq(F:,G:)[log p(y|F:,G:)] = (37)
− N
2
log(2pi)− N
2
log(ν2)− 1
2ν2
N∑
n=1
{
y2n − 2yn
[
m˜f
(1)
n E
[
σ
(
g(1)n
)]
+ m˜f
(2)
n E
[
σ
(
g(2)n
)]]
+[(
m˜f
(1)
n
)2
+ ν˜f
(1)
n
]
E
[
σ
(
g(1)n
)2]
+ 2m˜f
(1)
n m˜
f(2)
n E
[
σ
(
g(1)n
)]
E
[
σ
(
g(2)n
)]
+[(
m˜f
(2)
n
)2
+ ν˜f
(2)
n
]
E
[
σ
(
g(2)n
)2]}
.
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