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RESUMEN 
Un auge en el sector tecnológico en estos últimos años ha permitido la fabricación de 
dispositivos embebidos cada vez más pequeños, ligeros, de baja potencia y posiblemente el 
factor más importante, de bajo coste.  
Con ellos ha llegado la aparición de una de las tecnologías más prometedoras actualmente, las 
redes de sensores inalámbricas o WSN (Wireless Sensor Network). Consisten en intercambiar 
información entre dispositivos a partir de los sensores incorporados en ellos sin necesidad de 
una estructura fija. Es claro pues que tienen un potencial incalculable ya que sus aplicaciones 
pueden abarcar la gran mayoría de sectores.  
En este proyecto se quiere realizar una aplicación con la intención de poder monitorizar 
actividades físicas para que el usuario o una tercera persona puedan tener información de ellas. 
Esto abarca todo tipo de actividades ya sea ejercicios de brazos, piernas, correr, saltar, etc.  La 
aplicación se puede considerar dentro del concepto de las WBAN (Wireless Body Area Network), 
es decir, aplicaciones desarrolladas a partir de WSN para tener conocimiento de nuestro cuerpo.  
Para poder desarrollarla se han utilizado 4 motas ligadas al cuerpo (muñeca, pecho, muslo y 
tobillo) enviando datos y una adicional recibiéndolos, funcionando como una arquitectura de 
cliente-servidor. La función de las motas cliente radica en tomar valores del acelerómetro que 
lleva incorporado y enviarlos al servidor o nodo-sink. Este gestionará los datos recibidos y los 
enviará a la unidad principal para poder analizarlos.  
Con el desarrollo de este proyecto se quiere dar una visión general de las redes de sensores 
inalámbricas llevándola a la realidad con una aplicación para monitorizar la actividad física. 
También se pretende dar a conocer sus principales componentes profundizando con la mota 
empleada en este proyecto, la Z1 de Zolertia. Por otra parte también se verán los sistemas 
operativos con los que trabajan las motas. Uno de ellos es el sistema operativo Contiki utilizado 
en el proyecto con su simulador de redes Cooja. Finalmente también se verán los diferentes 
protocolos que implementa dicho sistema operativo, que han sido utilizados para la transmisión 
de datos. Estos juegan un papel importantísimo para el correcto funcionamiento de la 
aplicación. Por último, se representarán y se analizaran todos los datos recogidos por los 
dispositivos ligados al cuerpo. 
 
















“Siempre que te pregunten si puedes hacer un trabajo,  
contesta que sí y ponte enseguida a aprender cómo se hace.” 
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1.  Introducción 
 
1.1 Origen del Proyecto 
 
En este mundo de cambios tecnológicos que estamos viviendo constantemente, la relación con 
los sensores en la vida de las personas está más presente cada día. Aunque muchos no lo tengan 
presente, en nuestro Smartphone de gama media somos muchos los que llevamos una gran 
cantidad de sensores ya sea el de temperatura, el acelerómetro, el reciente NFC o el mismo GPS, 
entre muchos otros.  
Una combinación de estos dos factores, nos lleva a un nuevo concepto relativamente nuevo: el 
Internet de las Cosas (IoT) [1]. Este pretende que todas las cosas que nos rodean estén 
comunicadas entre ellas con la actual estructura de internet. El objetivo principal es intentar 
hacernos la vida más fácil.   
 
Figura  1: Internet of Things 
Todos estos cambios han sido posibles gracias a una gran inversión en la tecnología en estos 
últimos tiempos, la cual ha permitido la fabricación de nuevos dispositivos electrónicos más 
económicos y sobretodo de baja potencia y bajo consumo. Dispositivos interconectados sin 
cables, capaces de realizar un incalculable número de aplicaciones.  
1.2 Motivaciones 
 
Debido a un gran interés por la programación incrementado en el transcurso de la carrera y a la 
afición al deporte desde que era pequeño, decidí implicarme en éste proyecto.  
Con este trabajo se intenta fomentar la idea de que las cosas que nos rodean estén totalmente 
conectadas entre sí. Esta radica en implementar mecanismos de monitorización y control de los 
fenómenos que ocurren en nuestro mundo, el cual es analógico. 
Por último, también motivado por el sector donde estoy realizando las prácticas universitarias 
actualmente, el mundo de la automoción. Hoy en día, toda la arquitectura del coche esta 
cableada pero en un futuro no muy lejano, las redes de sensores inalámbricas podrían coger 
mucha fuerza, causando así un ahorro de costes en el automóvil muy considerable. [2] 
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1.3 Objetivos del proyecto 
 
Con la realización de este proyecto se quiere obtener una visión mucha más amplia de las redes 
de sensores inalámbricas, llevándola a la realidad con la aplicación que se quiere desarrollar.  
La aplicación consiste en el desarrollo de una red de sensores inalámbrica para la monitorización 
de la actividad física. Gracias a esta aplicación el usuario o terceros podrán tener información de 
todos sus movimientos almacenados en el ordenador y de esta forma poder controlar su 
actividad física. 
Constará de 4 sensores que estarán embebidos en los dispositivos electrónicos de bajo consumo 
o motas que llevará la persona en 4 partes diferentes del cuerpo mientras realice la actividad. 
Éstos enviaran la información a una mota receptora o router.  Seguidamente, la mota sink o 
router, canalizará los datos vía puerto serie a la unidad principal que estará conectada por cable. 
Una vez recibidos estos datos se analizaran y se dará una visión gráfica al usuario o a terceros. 
 
1.4 Estructuración del proyecto 
 
Esta memoria del proyecto se ha redactado de manera que al lector le sea fácil leerlo aunque 
no esté familiarizado con muchos conceptos que aparecen a lo largo de ella. 
Se ha distribuido en diferentes capítulos: 
 Capítulo 2: Se pretende dar una visión general de las redes de sensores inalámbricas 
dando especial importancia a sus componentes y en concreto a la plataforma que se 
utilizará para llevar a cabo la aplicación que se quiere desarrollar. También se dará a 
conocer cómo trabajan los sistemas operativos (SO) para dispositivos de bajo consumo 
enfatizando en el SO que se utilizará para desarrollar dicha aplicación. 
 Capítulo 3: En ese capítulo se explica capa por capa la pila de protocolos utilizada en la 
aplicación del proyecto y el porqué de su elección. La intención es conocer más el 
formato de paquete que envían los dispositivos que recolectan los datos hacia el que los 
almacena.  
 Capítulo 4: Una vez conocido el estado del arte y el lector esté familiarizado con los 
conceptos que se quieren trabajar se procede a explicar el diseño de la aplicación. Se 
explican uno por uno los archivos relevantes del proyecto, una simulación previa, como 
también llevar la simulación a la realidad. Por último se dará a conocer la disposición de 
los acelerómetros ligados al cuerpo. 
 Capítulo 5: Se explica paso por paso cómo se han gestionado los datos procedentes del 
nodo que recibe los datos de los otros nodos a partir de un Script en Linux.  
 Capítulo 6: En este capítulo se muestran las dos modalidades de representación de los 
datos adquiridos de las motas clientes: En tiempo real o posteriormente leyendo de 
varios ficheros. De este último se representan y analizan varias pruebas que se han 
llevado a cabo con una aplicación realizada especialmente para esto. 
 Capítulo 7: Presupuesto. 
 Capítulo 8: Conclusiones y líneas futuras. 
 Capítulo 9: Bibliografía. 
 





Este proyecto se inició a principios de setiembre de 2014 con la intención de entregarlo en enero 
de 2015. Se partía des de 0 por lo que respetaba a las motas, las WSN y Contiki. Se había dado 
Linux (Ubuntu) y Matlab en la carrera . Las tareas a seguir han sido los siguientes:  
1. Leer documentación: 
1.1 WSN. 
1.2 Contiki. 
1.3 Acelerómetros ligados al cuerpo. 
1.4 IPv6. 
1.5 Shell Script y feedGNUPlot. 
2. Configuración de la unidad principal: 
2.1 Instalación de Ubuntu. 
2.2 Instalación de Contiki OS. 
2.3 Configuración de los compiladores del microprocesador. 
3. Definición de Objetivos. 
4. Diseño de la aplicación: 
4.1 Aplicaciones en Contiki. 
4.2 Aplicaciones en Shell Script. 
4.3 Aplicación en Matlab. 
5. Implementación de las aplicaciones. 
6. Testing. 
7. Redacción de la memoria. 
8. Defensa del Proyecto. 
 
Se ha diseñado un diagrama de gantt (Figura  2) para visualizar mejor las tareas y el tiempo 
dedicado a ellas. Para simplificar el análisis se ha agrupado solamente en 6 puntos: 
1. Investigación. 
2. Configuración de los escenarios. 
3. Diseño e implementación de las aplicaciones. 
4. Testing. 
5. Documentación. 
6. Defensa del proyecto 
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2.  Red Inalámbrica de Sensores 
 
En este apartado se explicarán los conceptos generales sobre las redes de sensores inalámbricas 
y su estado actual. De esta manera se espera que el lector se familiarice más con éste concepto 
y le facilite la lectura de capítulos posteriores. 
2.1 Conceptos teóricos 
 
Una Red inalámbrica de sensores (en inglés Wireless Sensor Network, WSN) se puede definir en 
un conjunto de dispositivos electrónicos de baja potencia y bajo consumo, que miden valores 
físicos y actúan como nodos en una red que abarca una determinada superficie. 
Cada uno de estos dispositivos, también llamados motas, suele estar dotado de un 
microcontrolador, una antena, un transceptor, memoria, una fuente de alimentación y uno o 
más sensores. Independientemente, cada nodo puede medir valores analógicos localmente y 
posteriormente se envían al nodo sink que actúa de router. Finalmente, éste canaliza la 
información a una estación base dónde se pueden analizar los datos o de lo contrario, los vuelve 
a enviar a otro nodo receptor lo que se denominaría tecnología multi-hop. En la Figura  3 se 
puede ver un ejemplo de WSN. 
 
Figura  3: Ejemplo Red de Sensores Inalámbrica 
Estos dispositivos pueden estar interconectados de infinitas maneras. Su distribución viene dada 
por la topología. En la Figura  4 tenemos algunos ejemplos de ellas. Los nodos en gris actuarían 
como repetidores de los datos en la red de sensores. 
 
Figura  4: Ejemplos de topologías WSN 





Los nodos sensores o motas, son unidades autónomas encargadas de intentar digitalitzar 
nuestro mundo analógico. Se entiende que nunca se podrá llevar la realidad analógica en el 
mundo digital. La calidad de esta pues, dependerá de cuantos y como utilicemos estos sensores.  
Estos dispositivos electrónicos son capaces de: 
 Procesar información. 
 Obtener información de sensores. 
 Comunicarse con otros nodos. 
Dependiendo de la aplicación, estos dispositivos están normalmente enfocados a tener un bajo 
consumo energético. Las razones son obvias, cada nodo tiene una batería determinada. Por esa 
razón, se intenta reducir su consumo al mínimo con la intención de alargar su tiempo de vida al 
máximo. Esto básicamente se consigue durmiendo el microcontrolador cuando no existe ningún 
evento y despertándolo en caso de que ocurra. Podemos ver un ejemplo en la Figura  5. 
 
Figura  5: Consumo respecto al tiempo de una mota 
 
 
En la Figura  6 podemos ver de qué están formados generalmente estos dispositivos. 
 
 
Figura  6: Diagrama de bloques general de una mota 
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Si hacemos más hincapié en sus componentes, las motas están compuestas de: 
 Sensores: Miden fenómenos físicos y los transforman en señales eléctricas. 
 Actuadores: Dispositivos mecánicos que generan una fuerza transformando la 
energía eléctrica en la activación de un proceso. 
 Microcontrolador: Pequeña CPU que procesa la información proveniente de los 
sensores a partir del convertidor A/D integrado en él.  
 Transceptor: Chip radio que permite a la mota transmitir y recibir datos a/de otras 
motas de manera inalámbrica. 
 Conector USB: Dota de capacidad a la mota para poderse conectar al PC para poder 
programarla y/o alimentarla. 
 Fuente de Alimentación: Generalmente una pila AA o de botón. El consumo es muy 
reducido.  
Como se puede ver en la Tabla 1, existen un gran abanico de opciones a la hora escoger uno de 
estos dispositivos. 
 
Tabla 1: Prestaciones de las principales motas del mercado 
 
En este proyecto se ha escogido la Mota Z1 de Zolertia. Es la que se disponía en la universidad y 
realmente tiene muy buenas prestaciones. Está ampliamente utilizada en mundo de las WSN. A 
continuación se da más detalles de la mota que será utilizada para el desarrollo de la aplicación. 
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2.2.1 Z1 Zolertia 
 
La mota Z1 de Zolertia[3] (Figura  7) se empezó a producir en Cerdanyola del Vallés en el año 
2009 gracias al desarrollo de esta de unos exalumnos de la FIB de Barcelona. Es un dispositivo 
de bajo consumo y está orientada a investigadores, desarrolladores libres de código, entusiastas 
y aficionados.  
 
Figura  7: Mota Z1 de Zolertia 
 
Esta mota dispone de soporte para los dos sistemas operativos que están en la vanguardia de 
las redes de sensores inalámbricas, TinyOS v2.1.2 y Contiki OS, con su versión más reciente 2.7.     
Está diseñada para tener la máxima flexibilidad y expansibilidad con todo tipo de fuentes de 
alimentación, tipos de sensores externos (phidgets) y conectores.  
En Figura  8 podemos ver que la mota cuenta con un microcontrolador de la familia MSP430 de 
Texas Instruments en la parte central del módulo, el cual controla todos los periféricos. La misma 
plataforma lleva incorporados dos sensores; un sensor de temperatura digital y un acelerómetro 
programable digital. Por lo que respeta a la alimentación, la programación y la comunicación 
con la unidad principal para poder cargar las aplicaciones a las motas, tenemos el conector 
micro-USB. Por último, hay dos puertos dedicados a los phidgets (3V) los cuales son básicamente 
convertidores A/D y D/A.  
 
 
Figura  8: Diagrama de Bloques de la mota Z1 de Zolertia 
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Figura  9: Distribución de los ejes del 
ADXL345 en la mota Z1 de Zolertia. 
Figura  10: Efecto aceleración de la gravedad de la Tierra por eje del ADXL345 
En resumen, las características principales de la Mota Z1 de Zolertia son las siguientes: 
 Microcontrolador de la familia MSP430 de segunda generación de muy bajo consumo, 
16 bit y trabajando a una velocidad de 16MHz de frecuencia de reloj. 
 Trabaja a 2.4GHz. Compatible con los protocolos IEEE 802.15.4 y 6lowPAN o ZigBeeTM.  
 Transceptor RF CC2420. 
 Conector de expansión de 52 pines para conectar toda variedad de phidgets [4]. 
 Acelerómetro digital de 3 ejes de ± 2/4/8/16 g: ADXL345. 
 Sensor de temperatura digital TMP102. 
 Rango de temperatura operacional de -40ºC a 85ºC. 
 Tasa máxima efectiva de transmisión de bits de 250 Kbps en condiciones óptimas. 
 Memoria flash de 16 MB. 
 Puerto Micro-USB tanto para la alimentación de la mota como para programarla.  
 Antena externa opcional.  
En este proyecto se ha trabajado mayoritariamente con el acelerómetro ADXL345. En el 
siguiente apartado podemos ver más a fondo sus características.  
 
ADXL345:  
El acelerómetro ADXL345 de Analog Devides es un dispositivo pequeño, delgado y de muy bajo 
consumo que cuenta con una alta resolución de mesura de hasta 13-bit y puede medir hasta un 
rango de ±16 g. Su salida digital de datos es accesible des del interfaz digital SPI y des del 
conocido bus de comunicaciones serie I2C. 
Mide tanto la aceleración de la gravedad estática en aplicaciones de inclinación como la 
dinámica en aplicaciones de movimiento o golpes. Su gran resolución permite medir hasta 
cambios de 1º en aplicaciones de inclinación. En la Figura  9 podemos ver la sensibilidad de los 
ejes y en la Figura  10 cómo afecta la gravedad en cada orientación del acelerómetro con 
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2.3 Sistemas operativos para Motas 
 
Los dispositivos de las redes de sensores inalámbricas tienen varias restricciones de recursos 
como el consumo de energía al procesar información o el tamaño de la memoria. Los sistemas 
operativos de estos, tienen que congeniar con estas restricciones e intentar manejarlo de la 
manera más eficiente posible. Es decir, gestionar el microcontrolador, el tiempo y la 
concurrencia aumentando al máximo la vida útil del dispositivo. 
Estos sistemas operativos son normalmente menos complejos que los generalmente conocidos 
como podría ser Linux o Windows. La principal razón es la restricción de consumo energético. Al 
ser un hardware reducido, estas no cuentan con una interfaz de usuario como si lo tienen S.O. 
de propósito general.   
Una vez escogida la mota, los sistemas compatibles a escoger se reducen a dos: TinyOS[5] o 
Contiki OS[6]. TinyOS es un sistema operativo basado en eventos y trabaja con un meta-lenguaje 
que deriva de C, concretamente se denomina NesC. Contiki, también está basado en eventos y 
está programado en C puro.  
Se ha escogido Contiki por sus avances que está teniendo en las WSN y se está proclamando 
como SO preferente como estas gracias a su fácil despliegue y a su seguridad[7] frente TinyOS. 
También porque ya se tenía conocimiento del lenguaje de programación C al iniciar el proyecto. 
Por último, dispone de un potente simulador llamado Cooja el cual permite compilar las 
aplicaciones y simular redes de sensores inalámbricas. 
 
2.3.1 Contiki OS 2.7 
 
El sistema operativo de Contiki fue uno de los primeros que se diseñó en código abierto para las 
redes de sensores inalámbricas. Fue diseñado por Adam Dunkels, del Instituto Sueco de la 
Ciencia de la Computación. La primera versión del sistema operativo se liberó en Marzo del 
2003, actualmente está la versión 2.7 con un gran soporte para las motas Z1 de Zolertia.  
Es un Sistema Operativo orientado a eventos aunque se puede usar también en multitarea. Solo 
se tiene que añadir las librerías correspondientes a las aplicaciones que así lo requieran. Para 
ello, utiliza una técnica bastante reciente orientada a sistemas embebidos con poca memoria 
llamada protohilos (protothreads) que da un grado más de libertad en la programación 
orientada a eventos. De esta manera, el código es mucho más lineal. Se puede decir que es un 
punto intermedio entre lenguaje orientado a eventos y multitarea. Utiliza un bloqueante 
condicional como podría ser un while(condición) donde la condición será el evento a esperar 
para poder desencadenar otras operaciones. 
Lo que lo hace un sistema operativo ligero es que solo requiere de unos pocos bytes de programa 
y algunos de memoria para poder operar. Es multiplataforma, se puede vincular a muchas de las 
motas a la vanguardia de las WSN como podría ser Tmote Sky, TelosB, MicaZ, etc.  
En términos de comunicación ofrece dos pilas de protocolos: uIP y Rime. A grandes rasgos, Rime 
es una pila de protocolos sencilla que está diseñada específicamente para redes inalámbricas de 
baja potencia. Por lo que respeta a uIP (micro IP), es la pila de protocolos TCP/IP adaptada a 
dispositivos de baja potencia: microcontroladores de 8 y 16-bit. En 2008 se anunció su 
adaptación para la nueva IPv6 dando nombre a uIPv6 [8].  
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Por último, Contiki OS dispone de un simulador llamado Cooja programado en Java el cual facilita 
el desarrollo de aplicaciones debido a su gran potencial realizando simulaciones. Podemos ver 
más detalles en el siguiente apartado.  
 
Simulador Cooja: 
Este simulador viene incorporado en la raíz del sistema operativo Contiki. Cooja nos permite 
simular redes a partir de la plataforma Java Native Interface (JNI) dónde cada nodo de la red se 
puede simular independientemente tanto en software como en hardware. Es decir, podemos 
tener por ejemplo en una misma simulación dos motas Z1 de Zolertia programadas en Contiki y 
una mota Tmote Sky programada en TinyOS. Como podemos ver el margen de opciones es muy 
amplio. Éste nos ayudará a entender más fácilmente posibles problemas que surjan durante el 
desarrollo de aplicaciones. 
Su uso es relativamente sencillo y existen gran cantidad de manuales para poder iniciarse en él. 
En la siguiente Figura  11 mostramos la interfaz de usuario donde podemos apreciar una serie 
de plug-in importantes. 
1. Network: Básicamente muestra la disposición de las motas en un plano de dos 
dimensiones. Útil si queremos extrapolar la distancia a la realidad y saber en qué rangos 
nos podemos mover en aplicaciones reales de motas. 
2. Simulation Control: Manejo principal de la simulación, des de aquí podemos empezar, 
pausar o parar la simulación. También existe la opción que nos permite lanzar otra vez 
los proyectos a las motas: muy útil si hemos hecho modificaciones en el código. 
3. Mote output: Escucha los supuestos puertos series de las motas. Podemos ver la salida 
estándar o StdOutput (Linux).  
4. Timeline: Información temporal de los eventos producidos de cada mota. Estado de la 
radio entre otras características. 
 
 
Figura  11: Pantalla principal del Simulador Cooja de Contiki 
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2.4 Aplicaciones de las WSN 
 
Desde hace ya mucho tiempo, las redes de sensores inalámbricas se han implementado en una 
gran variedad de áreas. Una de las primeras aplicaciones fue creada el 1950 por los EE.UU dónde 
a partir de sensores de ruido podían detectar presencia submarina rival. Algunas áreas de 
aplicación de las WSN son las siguientes: 
 Observación ambiental. En este sector, las WSN pueden usarse para monitorizar los 
cambios medioambientales tales como monitorizar la contaminación del aire con un 
control de los componentes de este. También se pueden controlar variables como la 
temperatura, humedad, presencia de fuego o movimientos sísmicos remotamente. 
 
 Domótica. Pensando en el internet de las cosas (IoT), en el que todos los objetos que 
nos rodean tiene un sensor incorporado y están interconectados entre sí, la casa 
inteligente no se puede imaginar sin redes de sensores inalámbricas. Gracias a estas, se 
facilitarían tareas cotidianas como el control de iluminación, climatización etc.  
 
 Medicina y Salud. Monitorización de pacientes o actividades físicas. En aplicaciones 
médicas se pueden obtener valores constantes de temperatura, ritmo cardíaco, tensión 
arterial, etc, sin necesidad de que haya una enfermera presente. En aplicaciones para la 
salud se puede monitorizar la actividad física de deportistas a partir de los valores de la 
aceleración. 
 
 Agricultura. Algunos ejemplos podrían ser control de plagas de animales o control de 
regadío dependiendo de la humedad, intensidad solar etc. Causando un ahorro de 
costes importantes a los agricultores.  
 
 Tráfico. Con los smartphones actuando como sensores (GPS), una aplicación seria 
comprobar si una ruta está congestionada a partir de la geolocalización. En caso que 
haya un atasco, nos informará si podemos coger una ruta alternativa para evitarlo.  
 
 
Figura  12: Diferentes ejemplos de aplicaciones de WSN en diferentes Areas 
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3.  Pila de protocolos uIPv6 con 6LowPAN 
 
En este capítulo se dará a conocer la pila de protocolos utilizada para la comunicación entre 
motas. uIPv6 (micro IPv6) es una pila de protocolos muy parecida a la actual IPv6 pero adaptada 
a dispositivos de baja potencia. El estándar 6LowPan1 (RFC2 4919) forma parte de la capa de red, 
con la finalidad de reducir el tamaño de los mensajes para que coincida con el reducido tamaño 
establecido en el estándar IEEE 802.15.4 de las capas inferiores. 
La mota utilizada en este proyecto Z1 de Zolertia soporta los dos estándares más utilizados 
actualmente para redes de sensores inalámbricas: 6lowPan y ZigBee. La decisión de utilizar 
6LowPan fue con la intención que los dispositivos sean compatibles en un futuro con otros que 
también utilicen IPv6. Como podemos ver en la Figura  13 el número de dispositivos conectados 
está creciendo casi de manera exponencial en los últimos años y IPv4 ya no puede dar abasto a 
tales cantidades de direcciones. Queda claro pues que se tiene que dar el salto por completo 
hacia IPv6 para no quedar estancados.  
 
 
Figura  13: Grafico que ejemplifica la necesidad de otro protocolo diferente a IPv4 
 
La necesidad de substituir IPv4 se debe pues a este aumento de dispositivos conectados a la red. 
Esto repercute en que se están terminando las direcciones en la versión 4 de IP dónde el año 
2010 sólo quedaban un 10% libres. La diferencia es abismal ya que mientras IPv4 podía 




La pila de protocolos uIPv6 [8] fue liberada por Adam Dunkels el 2008 y está construida en la 
capa más alta del Sistema Operativo de Contiki. Es posible utilizarlo en otros sistemas operativos, 
cargando las librerías. Radica en la pila de protocolos IPv6 adaptada específicamente para 
dispositivos con grandes restricciones de memoria. Como su nombre indica, reducida respecto 
IPv6. Solamente requiere de 11.5 Kbytes de código y menos de 2Kbytes de RAM. Gracias a que 
no depende de ninguna capa de enlace específica, sin ninguna duda, significa un gran avance 
para la intercomunicación entre dispositivos de estas características como también la 
interoperabilidad entre estos dispositivos y todos los demás que utilicen el estándar IPv6.  
                                                          
1 IPv6 over Low-Power Wireless Personal Area Networks 
2 Request for Comments 















Figura  14: Pila de protocolos uIPv6 con 6LowPan 
Como podemos ver en la Figura  14, la pila de protocolos consiste en 5 capas diferenciadas. Las 
capas de enlace y física están muy generalizadas al estándar IEEE 802.15.4 en el mundo de las 
WSN, debido a su gran gestión que radica en un bajo consumo de la radio al transmitir y recibir 
información. En la capa de red está formada por el protocolo IPv6 adaptado a LowPANs3, es 
decir, a redes inalámbricas personales de bajo consumo. Justo encima se encuentra la capa de 
transporte dónde habitualmente se utiliza UDP con el objetivo de no tener que establecer 
conexión cada vez que se transmiten datos, reduciendo así también su consumo. Finalmente, 
tenemos la capa de aplicación donde encontramos los web sockets encargados de intercambiar 
información entre los procesos en dicha capa. 
 









3.1.1 IEEE 802.15.4 
 
Es un estándar que define los protocolos de compatibilidad e interconexión para dispositivos de 
comunicaciones de datos con baja velocidad de transmisión y/o recepción de datos. En otras 
palabras define la capa física (Physical, PHY) y la capa de control de acceso al medio (MAC4) de 
las redes inalámbricas LowPAN. Las redes LowPAN se caracterizan por ser de bajo coste y de 
tener una baja velocidad de tasa de bits entre dispositivos.  
Típicamente los rangos de transferencia de datos entre dispositivos son bajos y dependerá de 
los dispositivos que estemos usando. En nuestro caso con las motas Z1 de Zolertia, el rango 
operativo es de aproximadamente 150 metros. IEEE 802.15.4 soporta varias topologías de red 
como pueden ser la de estrella, donde el nodo central actúa de router como también la de árbol 
o una mezcla de varias tipologías como dos topologías estrella unidas entre sí.  
Existen dos tipos de dispositivos en este estándar:  
 FFD (full functional device): Puede comunicarse con todos los tipos de dispositivos y 
soporta el estándar en su totalidad. 
 RFD (reduced-functional devides): Solo puede comunicarse con un FFD. Típicamente son 
dispositivos de  consumo y de requerimientos (CPU/RAM) muy bajos. 
A continuación se darán más detalles de las dos capas que dependen del IEEE 802.15.4. 
                                                          
3 Low-Rate Personal Area Network 
4 Medium Access Control 




La capa física proporciona una interfaz entre la capa MAC y el canal de radio físico. Esta capa, 
también abreviada como PHY tiene las siguientes tareas: 
 Activación y desactivación del transceptor radio. 
 Selección del canal de transmisión detectando el nivel de energía en éste. 
 Evaluación del canal libre. 
 Transmitir y recibir paquetes a través del medio físico. 
 Seleccionar la frecuencia del canal. 
En la siguiente Tabla 2, se muestra en qué bandas de frecuencias trabaja el estándar 802.15.4 y 
demás características de estas. En este proyecto se ha trabajado con el estándar de 2.4GHz. 
Región Geográfica Europa América Resto del Mundo 
Frecuencia  868 – 868.6 MHz 902 – 928 MHz  2.4 – 2.4835 GHz 
Nº Canales 1 10 16 
Ancho de Banda 600 kHz 2 MHz 5MHz 
Velocidad de Símbolo 20 kBauds 40 kBauds 62.5 kBauds 
Velocidad de bits 20 kBits/s 40 kBits/s 250 kBits/s 
Modulación BPSK BPSK Q-QPSK 
 
Tabla 2: Especificaciones de las diferentes bandas frecuenciales del IEEE 802.15.4 
Por último, en la Figura  15 podemos ver la distribución de canales tanto en los espectros de 
frecuencias de Europa y América como en el resto del mundo. 
 
Figura  15: Distribución de los canales en el IEEE 802.15.4 
Capa MAC  
La capa de acceso al medio transmite tramas MAC (Medium Acces Control) usa el canal físico. Es 
la encargada de: 
 Regular el acceso al canal físico de los dispositivos que comparten el mismo canal de 
comunicación. Para ello usa el algoritmo CSMA/CA5 (Figura  16) 
o Espera que el canal esté libre para poder transmitir datos. En caso contrario, 
espera un tiempo aleatorio (random backof) hasta poder transmitir la trama.  
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o Recibe los ACK’s6 de los otros nodos confirmando que la transmisión ha sido 
satisfactoria. 
o En caso que el nodo transmisor no reciba el ACK, vuelve a intentar la transmisión 
de los datos. 
 Controlar la validación de las tramas. Agrega la dirección MAC (única) con el nodo origen 
y el nodo destino a cada trama a transmitir. 
 Detección y corrección de errores de transmisión, en caso que sea viable. 
 Descartar tramas duplicadas o erróneas.  
 
 
Figura  16: Funcionamiento basico de CSMA/CA 
 
Por lo que respeta a los formatos de trama del IEEE 802.15.4 podemos hablar de un formato 
general tal y como muestra la Figura  17 formado de una cabecera de la capa PHY, otra cabecera 
de la capa MAC, seguidamente la data payload (datos) y finalmente el campo de detección de 
errores FCF (Frame Control Field).  
 
Figura  17: Trama General MAC IEEE 802.15.4 
                                                          
6 Acknowledgement 
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El estándar define 4 tipos de estructuras de tramas específicas: trama beacon, trama de datos, 
trama de comando y trama de reconocimiento, a partir del formato general. De esta manera, 
permite adaptarse a un gran número de topologías y sus respectivas aplicaciones.  
 Trama Beacon. Es un tipo de trama especial, utilizada principalmente para transmitir 
información de la red como también para sincronizar dispositivos en la red. Este tipo de 
trama solo la pueden enviar los FFD. 
 
 
Figura  18: Trama Beacon MAC IEEE 802.15.4 
 
 Trama de datos. Es el tipo de trama más común. Es usada para la transmisión de datos 
de aplicación. Se permiten hasta 102 bytes como máximo para datos, 2 bytes para 
verificar de los datos FCS (Frame Check Secuence), para el control de errores y se incluye 
un número de secuencia para el reensamblado y la retransmisión. Por último se añaden 
las direcciones dinámicas de origen y destino. Con todos estos bytes de control, la trama 
tiene una MTU (Maxium Transfer Unit) efectiva de 84 bytes. 
 
 
Figura  19: Trama de datos MAC IEEE 802.15.4 
 
 Trama de comando. Este tipo de tramas son utilizadas para la gestión de la red. Cada 
una tiene un identificador (ID) de comando. Este identificador es utilizado para 
reconocer el tipo de comando que ha sido pedido y su destinatario responderá en 
consecuencia.  




Figura  20: Trama de comando MAC IEEE 802.15.4 
 
 Trama de Reconocimiento (ACK). Trama clave para la posible retransmisión de 
paquetes ya que informa al nodo transmisor si su mensaje se ha enviado correctamente. 
Este tipo de trama solo se enviará si la trama de datos viene con el flag ack_request está 
activado. 
 
Figura  21: Trama de reconocimiento (ACK) MAC 802.15.4 
 
3.1.2 Capa de Adaptación 6LoWPAN 
 
En esta capa nos encontramos con el estándar RFC 4944 [9] llamado 6LoWPAN. El nombre 
proviene de una abreviación de IPv6 aplicado a redes de dispositivos de baja potencia (LOW-
PAN’s).  
La idea principal es que se pueda utilizar el ampliamente utilizado y conocido Internet Protocol 
(IP) en este tipo de dispositivos. Para ello, se ha implementado dicha capa de adaptación que 
básicamente radica en fragmentar/reensamblar los paquetes y comprimir las cabeceras de las 
tramas. 
 Fragmentación y Reensamblado: 
El tamaño del paquete en IPv6 está especificado en 1280 bytes. Por lo que si se compara 
con el tamaño del paquete en 802.15.4 es muy superior ya que está especificado en 127 
bytes. De aquí yace la necesidad de fragmentar el paquete ya que no podemos encapsular 
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todo un datagrama IPv6 en una trama 802.15.4. Con todas las cabeceras correspondientes 
y controles de errores tenemos un paquete con una capacidad de 81 bytes de payload 
(datos) en el estándar para dispositivos de baja potencia. Por esa razón, se tiene que dividir 
la trama IPv6 en más de 16 fragmentos.  Como podemos ver en la Figura  22, ésta trama 
fragmentada se pasa a la capa MAC IEEE 802.15.4. La capa de adaptación se hará cargo tanto 
de la fragmentación en el nodo transmisor cómo en el reensamblado en el nodo receptor.  
 
 
Figura  22: Fragmentación de la trama IPv6 en el estándar 6LoWPAN 
 
 Compresión de cabeceras: 
Como se ha explicado en el apartado anterior dónde se habla de los formatos de tramas 
MAC, existen 4 tipos de formatos diferentes. La trama IPv6 se encapsula en el paquete de 
datos. Después de que el paquete sea fragmentado y transmitido, cada paquete contiene 
una parte de la trama IPv6 original. Como sabemos, la trama IEEE 802.15.4 tiene un tamaño 
de paquete máximo de 128 bytes. En la Tabla 3 , se explica cómo se lleva a cabo esta 
compresión de cabeceras [10]. Sin esta compresión, no se podrían transmitir los payloads 
correctamente.  
 















0  No comprimido. Campo en el tamaño total. 
1  Comprimido. Los dos campos son cero. 
Payload 16 bits - Se puede averiguar con la longitud de la trama MAC. 
Prox. cabecera 8 bits 2 bits Siempre se comprime si se utiliza UDP o TCP. 
Límite de saltos 8 bits 8 bits No se comprime nunca este campo.  
Dirección de 
procedencia. 
128 bits 2 bits Si las dos direcciones IPv6 están en un link local, su 
prefijo de 64 bits es reducido a 1 bit en cada una. 
Dirección de destino 128 bits 2 bits 
Codificación - 1 bit Indica el esquema de compresión. 
TOTAL 40 bytes 2 bytes Se reduce la cabecera IPv6 en un factor de 20. 
 
Tabla 3: Compresión cabecera de IPv6 con soporte 6LowPan 
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3.1.3 Capa de Red  
 
Esta capa permite a los nodos de la red de sensores inalámbricos comunicarse entre sí gracias al 
protocolo IPv6. Las funciones principales en esta capa son gestionar los protocolos de 
direccionamiento y enrutamiento. Básicamente el enrutamiento consiste en un proceso para 
reenviar la información escogiendo el mejor camino para esto en el caso que tenga diferentes 
opciones. Concretamente, en la aplicación desarrollada en Contiki, el protocolo de enrutamiento 
es el Contiki RPL[11].  
Tradicionalmente, el enrutamiento de las tramas IP se ejecuta en la capa de red. En este 
estándar no es exactamente así y la capa de enlace también soporta dicho enrutamiento como 
podemos ver en la Figura 23. Los esquemas son Rotue-Over y Mesh-Under respectivamente. La 
diferencia principal radica en la fragmentación a la hora de enviar el paquete. 
 Route-Over: En este esquema, cada salto de enlace de capa, es un salto de IP y cada 
nodo actúa como router IP. El paquete es reenviado salto a salto des del origen hasta el 
destinatario con estos enlaces. Los datos del paquete quedan encapsulados en la 
cabecera IP. Más tarde este paquete es fragmentado y todos estos fragmentos son 
enviados al próximo nodo basándose en la tabla de enrutamiento. Se encuentra en la 
capa de red. 
 
 Mesh-Under: Un ejemplo el cual utiliza este esquema es el 6LoWPAN Ad-Hoc On-
Demand Distance Vector Routing Protocol (LOAD). Este protocolo esta vasado en On-
Demand Distance Vector (AODV) adaptado para redes 6LoWPAN. Gracias a él 
disponemos del enrutamiento multi-hop entre dispositivos conectados por IEEE 
802.15.4. Dicho esquema se encuentra en la capa de enlace. 
 
Figura 23: Route-Over vs Mesh-Under en IPv6 - 6LoWPAN 
 
3.1.4 Capa de Transporte TCP/UDP: 
 
Es una capa muy parecida al modelo de capas OSI7.Es la encargada de entregar los datos a los 
procesos situados en la capa de aplicación en los ordenadores, llamados también hosts. Como 
en el modelo OSI, existen los dos protocolos de transporte, User Datagram Protocol (UDP) y el 
Transmission Control Protocol (TCP).  
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En el nodo origen, las dos conexiones, TCP y UDP son establecidas basadas en la aplicación. A 
partir de aquí, uno de los dos procesos es creado. Los datos provenientes de la capa de aplicación 
son encapsulados organizadamente en uno de los dos procesos creados previamente según se 
requiera.  
En el nodo destino, después de recibir uno de los dos segmentos TCP o UDP procedentes de la 
capa de red, es la capa de transporte la que procesa el segmento basado en el protocolo usado 
en el nodo origen y facilita la información a la capa de aplicación.  
Aunque existan las dos opciones, actualmente el protocolo de transporte más usado en las WSN 
es UDP debido a su implementación, eficiencia y baja complejidad.  
 
3.1.5 Capa de Aplicación: 
 
En la pila de protocolos IPv6 para dispositivos de bajo consumo, la capa de aplicación usa una 
interfaz de sockets [12] para cada aplicación específica. En otras palabras, cada proceso de cada 
aplicación 6LoWPAN abre un socket el cual será utilizado para enviar o recibir paquetes.  
Los sockets API proveen un acceso para comunicaciones de datos entre aplicaciones. Es una 
interfaz muy conocida para la manipulación de flujos de datos. También dispone de soporte para 
mensajes de control. 
Cada socket será asociación al protocolo utilizado en la capa de transporte: UDP o TCP. También 
será asociado a los puertos de origen y/o destino.  
  
Figura  24: Capa de Aplicación IPv6 – 6LowPAN 
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4.  Diseño de la aplicación en Contiki 
 
Como se ha explicado en los objetivos del proyecto, la necesidad que se quiere cubrir es la de 
poder monitorizar la activada física, ya sea correr, caminar, hacer cualquier tipo de ejercicio o 
cualquier otra actividad. Abriendo las puertas así, a muchas otras posibles aplicaciones 
basándose en ésta. 
Después de un análisis en el sector, es evidente que hay un amplio marco de opciones para 
poder llevar a cabo dicha aplicación. En la siguiente Figura  25 se detalla el esquema de 
decisiones tomadas a la hora de desarrollar el proyecto y posteriormente se justifica cada 
decisión por separado. En azul se especifica cuál de las opciones en cada caso ha sido escogida. 
 
 
Figura  25: Esquema de decisiones tomadas 
 
1. Z1 Zolertia: Es la plataforma de la cual se disponía en la Universidad. Actualmente 
existen un gran número de dispositivos embebidos para el desarrollo de redes de 
sensores inalámbricas. Aunque en ese momento solo se disponía de esta placa, es una 
placa que salió al mercado hace relativamente poco tiempo y abarca dos de los sistemas 
operativos punteros en WSN. También soporta un gran número de protocolos y es muy 
flexible en términos de configuración. 
2. Contiki OS vs. TinyOS: El hecho que Contiki OS estuviese en una versión bastante 
avanzada y que tuviera una gran disponibilidad en las plataformas Z1 de Zolertia sumado 
a que estaba basado en C puro me hizo decantar. En el transcurso de la carrera se ha 
dado diversas veces el lenguaje madre de programación. De aquí que me decidiese a 
este debido también a las facilidades descritas y que el tiempo de este trabajo es 
limitado para sumergirme en otro lenguaje de programación como el nesC de TinyOS. 
En el Anexo I se puede consultar como configurar el SO Contiki en Ubuntu (Linux). 
3. Linux vs. Windows: Se ha escogido Linux como sistema operativo base debido a que 
tiene muchas más herramientas para trabajar des de la CLI (Command Line Interface) 
respecto a Windows. También porqué Linux es el SO base que utiliza la gran mayoría de 
desarrolladores en Contiki, facilitando así la búsqueda de información en el desarrollo 
de la aplicación y posibles problemas posteriores.  
4. uIPv6 vs RIME: Ciertamente la pila de protocolos RIME ofrece un amplio abanico de 
posibilidades y de gestionar de una manera muy ligera las subcapas MAC y de enlace. La 
razón de la elección de uIPv6 es clara: el internet de las cosas (Internet of Things). En un 
mundo cada vez más conectado y con una expansión considerable de las redes de 
sensores inalámbrica, tener los dispositivos conectados al actual internet facilita mucho 
la interconexión entre dispositivos. De esta forma, si se quisiera añadir un dispositivo 
con IPv6 a la red, su adaptación sería instantánea.  
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5. TCP vs. UDP: La elección de UDP como protocolo en la capa de transporte es debido a 
que UDP no necesita del proceso de establecimiento de conexión para transmitir datos 
entre dos dispositivos que se quieren comunicar. Esta técnica también se conoce cómo 
connectionless. Aparte de repercutir en un menor consumo de la mota, beneficia 
también a la trama, la cual se ve reducida en nº de bytes y como consecuencia aumenta 
la velocidad de tasa de bits. Evidentemente la seguridad también queda reducida, pero 
al tratarse de una red cerrada no se ha dado tanta importancia a este aspecto. 
 
 
4.1 Archivos del Proyecto 
 
En este cuarto apartado se explicarán uno por uno los archivos relevantes utilizados para el 
desarrollo de la aplicación en Contiki.  
Para poder compilar un proyecto son necesarios como mínimo 2 tipos de archivos y uno que 
podrá utilizarse como opcional: 
 Archivo de aplicación8. Pueden ser uno o más dependiendo de la aplicación y es dónde 
está el desarrollo de la aplicación en sí. 
 Archivo Makefile. Se especifica que archivos pertenecen al proyecto. 
 Archivo de configuración. Es un archivo opcional para adaptar el proyecto a nuestras 
necesidades aunque existen unas opciones predeterminadas. 
La aplicación desarrollada en este proyecto está formada por los 4 archivos principales: 
Makefile, project-conf, udp-client y udp-server. Los dos últimos, de aplicación. Seguidamente se 




Este archivo nos permite compilar nuestra aplicación des del código de la raíz de Contiki. Se 
especifican las rutas y reglas de los archivos que se utilizaran en el proyecto. Tiene que estar 
obligatoriamente en la carpeta de nuestra aplicación.  El Makefile utilizado en nuestra aplicación 
es el siguiente: 
 
En la primera línea se encuentra la raíz de las fuentes de Contiki. En la segunda se especifican 
que archivos se compilaran para posteriormente cargar a las motas. En la tercera encontramos 
una regla y es que se especifica que el protocolo utilizado en la capa de red será el IPv6. 
Seguidamente, en la línea cuatro se incluye todo el sistema Contiki, que contiene todas las 
definiciones del core. Por último, en la quinta línea se incluye al proyecto el archivo opcional de 
configuración que se explicará a continuación. 
                                                          
8 Ver Anexo II para ver la estructura básica de un archivo de aplicación en Contiki. 





En este archivo, parecido al tipo de headers file en C/C++, se puede especificar variables 
opcionales tales como la frecuencia del canal, el controlador de la radio (RDC), entre muchas 
otras. Se han modificado los siguientes valores: 
 Check Rate de 8Hz a 16Hz. Estas frecuencias nos indican cuantas veces por segundo las 
motas chequean el canal para poder transmitir su mensaje, la mayor parte del tiempo 
están dormidas. Prevalece rapidez al consumo de energía en esta aplicación. 
 El driver de la radio de nullradio_driver a cc2420_driver. Cada radio dispone de su driver 
para gestionar la transmisión. Se ha escogido el driver de la radio CC2420 que es el de 
que dispone la mota Z1 de Zolertia. 
 El tipo de mensaje en la capa de radio de framer_nullmac a framer_802154. Como se ha 
explicado en 3.1.1 se ha utilizado el frame o trama del estándar IEEE 802.15.4 para 
transmitir los mensajes por el aire. 
 Controlador de Acceso al medio de nullrdc_diver a contikimac_driver. Es el driver que la 
mantiene la radio apagada la mayor parte de tiempo. En caso que esté definido 
permanece todo el tiempo despierta ya que no hay ningún driver definido. Esto se 
traduce en un consumo muy elevado de energía, muy perjudicial para estos dispositivos.   
 La capa de red de rime_driver a sicslowpan_driver. La aplicación utilizará IPv6 en la capa 
de red, por esa razón se ha cambiado dicho driver ya que por defecto se encuentra el 
driver de la capa de red de la pila de protocolos Rime. 
 De IPv4 a IPv6. Se especifica que no se quiere utilizar IPv4 que es el valor por defecto 
sino que se utilizará la pila de protocolos IPv6. 
 Se desactiva el soporte de TCP. Solo se utilizará el protocolo UDP en la capa de 
transporte. Por esa razón se ha desactivado dicho soporte lo cual repercutirá en un 
ahorro de espacio de memoria. 
 
Todos los valores por defectos de pueden encontrar en [13]. A continuación se muestra el 
aspecto del fichero de configuración de la aplicación que se quiere desarrollar 
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4.1.3 Archivos de aplicación  
 
Una vez tenemos configurado nuestro sistema y sabemos con qué protocolos vamos a trabajar 
queda la parte más importante; desarrollar el o los archivos de la aplicación. Existe una 
estructura básica que es dónde se basan todas las aplicaciones desarrolladas en Contiki.  
Como se ha explicado, nuestro proyecto está dotado de dos archivos de aplicación udp-server y 
udp-client. Como sus nombres indican, udp-server estará compilada y corriendo en la mota que 
actúa como servidor y udp-server a las otras motas que actúen como clientes. Seguidamente se 
dará más detalles de estos dos archivos.  
 
Udp-Server 
Es el archivo cargado en la mota que actúa como servidor y está conectada a la unidad principal 
para transmitir los datos recibidos a través del puerto serie USB.  
Como sabemos Contiki es un leguaje orientado a eventos. La mota está escuchando en un puerto 
UDP dónde estará esperando que lleguen nuevos datagramas a partir de un nuevo evento IP. 
Una vez llegado el datagrama, se almacena en un bufer y se envía a la unidad principal.  El código 
del servidor se puede encontrar en el Anexo 3, UDP-CLIENT. 
 
Udp-Client 
Probablemente, es el archivo más importante de la aplicación. En el archivo Udp-Client se han 
desarrollado las funciones que nos permitirán alcanzar nuestro objetivo: consultar los valores 
de los acelerómetros incorporados en las motas y posteriormente enviarlos al nodo sink para 
posteriormente poder procesarlos y convertirlos en información.  
Como se ha explicado anteriormente en la pila de protocolos uIPv6 en Contiki, en la capa de 
aplicación se trabaja con sockets. La comunicación entre el cliente y el servidor soló se producirá 
si los sockets están configurados correctamente. Esto implica obligatoriamente que: 
 Las direcciones IP: Tanto el cliente como el servidor deberían saber las direcciones el 
uno del otro. Normalmente el cliente inicia la conexión y el servidor le responde. En el 
apartado 4.3.1 se describe como configurar estas direcciones. 
 Número de puerto: Los dos tienen que estar escuchando y escribiendo en el mismo 
puerto para poder comunicarse. En nuestro caso se ha elegido el puerto 3000 aunque 
se puede elegir el puerto que se desee.  
Una vez que se han configurado los sockets, el cliente es capaz de enviar y recibir datos al/del 
servidor. El proceso de enviar información se realiza gracias a un reloj o clock. Esto nos permite 
enviar datos al servidor con una regularidad. La regularidad de transmisión de datagramas viene 
dada por la variable SEND_INTERVAL definida en el sistema operativo de Contiki la cual se ha 
establecido en 0.4 segundos. Cabe remarcar que son dispositivos de baja potencia y una 
regularidad de enviar mensajes muy alta puede incluso saturar el flujo de entrada de mensajes 
en el servidor y provocar una perdida muy elevada de mensajes.  
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Las funciones utilizadas para obtener los valores de los acelerómetros de cada una de las motas 
en los tres ejes son las siguientes, dónde se consulta al sensor a partir de interrupciones:  
Una vez se obtienen los valores de los tres ejes de cada mota se añade una marca temporal a 
esta medida a partir del reloj incorporado en la mota. La función y la definición utilizadas para 
consultar el reloj son las siguientes:  
 
La primera función nos indica el tiempo del reloj del sistema mesurado en ticks del sistema. La 
segunda línea es una definición nos indica cuantos ticks del sistema equivale un segundo. Tanto 
la función como la definición están implementadas en la raíz del sistema operativo de Contiki.  
Finalmente, también se añade un identificador único en cada medida con un simple contador.  
El paquete final, formado por el identificador único (ID), la marca temporal y los valores de los 
tres ejes del acelerómetro de la mota son encapsulados en un datagrama UDP y son enviados al 
nodo sink. 
El código completo de aplicación del nodo cliente se puede encontrar en el Anexo III, UDP-
CLIENT. 
 
4.2 Simulación de la aplicación en Cooja 
 
Como se ha explicado en el apartado 2.3.1, el simulador Cooja es un simulador de redes que se 
encuentra en el sistema operativo de Contiki y corre sobre java diseñado especialmente 
diseñado para redes de sensores inalámbricas. Se debe tener instalada la versión de Java 
(Oracle) adecuada para poder lanzar el simulador. Para obtener el paquete de instalación se 
puede hacer mediante el siguiente comando: 
La manera para lanzar el simulador una vez configurado todo el sistema operativo de Contiki es 
con el siguiente comando en la carpeta /tools situada en la raíz del SO: 
Una vez lanzamos este comando, se nos abrirá la pantalla principal de Cooja donde podremos 
empezar a trabajar. 
Desarrollo de una red de sensores inalámbrica para la monitorización de la actividad física  Enric Carbonell Fages 
30 
 
Básicamente se ha usado este simulador para comprobar la viabilidad de cada paso que se iba 
dando antes de cargar el proyecto a las motas agilizando mucho el proceso de compilación y 
carga.  
En la Figura  26 se muestra la simulación completa de la red de sensores inalámbrica para la 
monitorización de la actividad física. Posteriormente se analiza cada parte de la simulación. 
 
Figura  26: Simulación de la aplicación en Cooja 
1. Network: podemos ver la disposición de las motas en la simulación. Los círculos en 
blanco con el número dentro son las motas Z1 de Zolertia simuladas. La mota 2 actúa 
como servidor o nodo sink y las motas 1, 4, 5 y 6 actúan como clientes o nodos sensores. 
El círculo en verde nos indica el rango de operación del nodo sink. Las flechas azules 
entre nodos indican la transmisión de paquetes en tiempo real. En azul más fuerte, nos 
indica que se está transmitiendo un mensaje en ese justo momento. 
 
2. Simulation Control: podemos lanzar la simulación, pausarla para analizar mensajes en 
un momento dado, avanzar la simulación en instantes de tiempo o volver a lanzar la 
simulación. Este último muy útil cuando estamos modificando el código de la aplicación 
a la vez que estamos simulándola debido a que se vuelven a cargar las aplicaciones en 
las motas con los cambios introducidos. 
 
3. Mote Output: en nuestro caso podemos ver cuál sería la salida en el nodo sink. 
Equivaldría a hacer make login en la ventana de comandas; se explicará más adelante. 
Existe una marca temporal de la simulación (no es la misma que se ha implementado en 
las motas). También vemos qué mota está recibiendo el mensaje y por último el mensaje 
completo. Está compuesto por la dirección IPv6 del nodo que envía los datos, un 
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4. Timeline: aquí podemos encontrar el estado de la radio de cada una de las motas en 
cada instante de tiempo. Nos informará cuando se ha despertado la radio, cuando está 
transmitiendo mensajes y cuando los está recibiendo.   
Haciendo hincapié en la transmisión de mensajes y en el tamaño de estos, se ha analizado la 
capa de radio gracias a la herramienta llamada Radio Messages. En la siguiente Figura  27 
podemos observar que todos los nodos transmiten mensajes de 47 bytes de payload o datos 
hacia el nodo 2 que es el nodo sink con todos los valores mencionados anteriormente. Por otra 
parte tenemos los mensajes correspondientes al ACK de 5 bytes en los cuales el nodo sink 
informa a los otros nodos que ha recibido su mensaje correctamente. 
 
Figura  27: Capa de Radio en la simulación de la aplicación en Cooja 
.  
4.3 Puesta en marcha de la aplicación en las motas 
 
En este apartado se pretende explicar el proceso completo para poder cargar la aplicación 
desarrollada en Contiki a las motas y obtener los resultados en la unidad principal como puede 
ser un ordenador portátil. 
La unidad principal utilizada es un portátil Sony Vaio con Ubuntu 13.10 LTS Desktop: 
 Procesador Intel® Core™ i3 de 4 núcleos. 
 2.27GHz de frecuencia de reloj.  
 Arquitectura de 64 bits. 
 Sistemas operativos Windows 7 Home Premium y Ubuntu 13.10 LTS Desktop (wubi). Los 
dos de 64 bits. 
 Sistema operativo de Contiki en la raíz de Ubuntu 13.10 LTS Desktop integrado.  
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Se ha decidido añadir estas especificaciones debido al gran número de incompatibilidades entre 
sistemas operativos Linux y el compilador por defecto microprocesador de la mota, el MSP430 
msp430gcc 4.6.3. Versiones 12.04, 12.10 y 13.04 ya no reciben actualizaciones. 13.10 es el único 
que está totalmente adaptado al sistema operativo de Contiki aunque ya existe la versión 14.10. 
Una vez tenemos la unidad principal configurada entran en juego las motas. En los siguientes 
apartados se explica cómo configurar las motas para tener las aplicaciones desarrolladas 
corriendo en ellas. 
4.3.1 Modificar dirección MAC y Node ID de la mota 
 
Para que las motas se puedan comunicar entre ellas, evidentemente se tienen que conocer unas 
a las otras. Esto se hace posible asignando una dirección única en las motas, tanto a las que 
funcionan como servidor como las que funcionan como cliente.  
Como se ha especificado anteriormente trabajaremos con el estándar IPv6.  En cada mota se le 
asigna una dirección local IPv6. Ésta se forma a partir de la dirección MAC que asignaremos 
manualmente. Con la mota conectada al puerto USB y con el siguiente comando lanzaremos un 
pequeño programa en la Command Line Interface del sistema operativo Linux para hacerlo 
posible.  
En este caso hemos modificado la dirección MAC y el identificador del nodo o mota a 160.  
Finalmente una vez modificados todos los nodos quedan de la siguiente manera: 
 
Mota Dirección IPv6 local Node ID Hardware ID 
Servidor / Sink Fe80::c30c:0:0:9e 158 2203234 
Mota 1 Fe80::c30c:0:0:9f 159 2203235 
Mota 2 Fe80::c30c:0:0:a0 160 2203318 
Mota 3 Fe80::c30c:0:0:a1 161 2203303 
Mota 4 Fe80::c30c:0:0:a2 162 2203323 
 
Tabla 4: Direcciones de red IPv6 locales de las Motas 
4.3.2 Compilar aplicación en la unidad principal y cargarla en la mota 
 
Una vez tenemos un identificador que distingue cada mota de las otras y su correspondiente 
dirección IPv6 local ya podemos compilar la aplicación que se ha desarrollado y posteriormente 
cargarla en la mota deseada. Si trabajamos en Ubuntu, siempre se debe lanzar los comandos en 
la carpeta que está situado el proyecto. 
Se recomienda siempre antes de compilar cualquier aplicación limpiar las dependencias 
existentes con el siguiente comando: 
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Para compilar una aplicación se debe especificar en qué plataforma se quiere trabajar. En 
nuestro caso la plataforma será la de Zolertia Z1. Para ello utilizaremos la siguiente sintaxis:   
Una vez compilada ya se puede cargar a la mota. Para ello debemos tener conectado el puerto 
micro-USB de la mota con el puerto USB de la unidad principal. Se carga la aplicación con la 
siguiente comanda:  
En este momento, se cargará la aplicación a la mota, se hará un reset y empezará a correr el 
código. En caso que tengamos alguna referencia en el código de salida estándar en la consola de 
comandos Linux (STDin), podemos observar la comunicación del puerto serie con la siguiente 
comanda:  
 
Cuando escribimos TARGET=z1 no solo le indicamos qué plataforma queremos utilizar sino que 
también nos da opción a invocar algunas funcionalidades muy interesantes. Algunas de ellas 
son: 
 Savetarget: Con la intención de no tener que escribir siempre la plataforma que vamos 
a utilizar podemos guardarla en un archivo utilizando esta funcionalidad. Una vez creado 
ya no tenemos que utilizar más la nomenclatura de TARGET=z1 
 Z1-motelist: Nos da información de qué motas tenemos conectadas al ordenador en ese 
momento y en qué puerto USB. 
 Z1-reset: Básicamente hace un clean en las motas conectadas en ese momento y lanza 
la aplicación que esta almacenada en la mota de nuevo.  
 Serialdump: Al mismo tiempo que imprime la salida estándar en la ventana de 
comandas, también imprime una marca temporal de la salida.  
 MOTES=/dev/ttyUSB: Se puede colocar al final de la comanda para seleccionar solo una 
de las motas que tenemos conectadas a la unidad principal. Muy útil cuando se cargan 
varias aplicaciones diferentes con varias motas conectadas a la unidad principal. 
 
4.4 Disposición de las motas en el cuerpo 
 
Sin ninguna duda, aunque se diseñe el mejor software posible en el lenguaje de programación 
que sea, la disposición de las motas en el cuerpo afectará a los resultados. Por esa razón se ha 
dado importancia a este hecho. 
Se tiene que tener en cuenta que dependiendo de qué actividades físicas se quieran medir, una 
disposición de los acelerómetros u otra dará unos resultados u otros. Para ello se ha basado en 
un estudio [14] realizado con ocho personas.  
El estudio recolectaba información de 6 motas colocadas en diferentes partes del cuerpo de 
cada persona. El pecho, la muñeca, bajo la espalda, la cadera, el muslo y el tobillo. Las 
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actividades que se realizaban en el estudio eran caminar, correr en una cinta caminadora, 
sentándose, tumbándose, estando de pie y subir y bajar escaleras. Estas actividades coincidían 
con las necesidades del proyecto y de aquí que se haya basado en este estudio para situar dichas 
motas en las diferentes partes del cuerpo.   
En la siguiente tabla podemos observar el tanto por ciento de aciertos que se obtuvo en el 
estudio que se ha mencionado anteriormente dependiendo de la disposición de las motas en el 
cuerpo. Como podemos ver, la diferencia entre combinaciones es mínima. 
 
Tabla 5: Resultados del estudio basado en la colocación de motas sensores en diferentes partes del cuerpo 
Finalmente, después de examinar este y diversos estudios más [15][16][17], se ha decidido 
implementar la opción de: Pecho (Chest), Tobillo (Left Foot), Muslo (Left Thigh) y Muñeca (Left 
Wrist). En la Figura  28 se indica la disposición de las motas en el cuerpo y su orientación. Cada 
punto rojo significa una mota Z1 de Zolertia. 
 
Figura  28: Disposición de las motas en el cuerpo 
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5.  Gestión y Representación de los Datos 
Recibidos 
 
En el siguiente apartado se explicará cómo se han gestionado los datos del tiempo, identificador 
único y los valores de los tres ejes de la aceleración provenientes de cada mota cliente, 
procedentes del puerto serie que comunica el nodo sink (mota Server) con la unidad principal. 
La finalidad es hacer más legibles dichos mensajes. Se ha intentado dar el mínimo trabajo a las 
motas y el máximo a la unidad principal debido a la baja potencia del primero. En la siguiente 
Figura  29 se muestra el esquema antes de empezar a gestionar los datos recibidos. 
 
Figura  29: Representación del escenario para la recolecta de datos 
Una vez obtenidos los mensajes de las motas en la unidad principal u ordenador portátil se han 
desarrollado dos aplicaciones a partir de Shell Scripts para gestionar estos valores, 
representarlos y posteriormente guardarlos en ficheros externos. La representación en tiempo 
real se ha llevado a cabo con la herramienta feedGNUplot [18]. 
Un Shell script para aquellos que no estén familiarizados con el SO de Linux es un programa de 
ordenador que se ejecuta en el Unix Shell, es decir, en la ventana de comandas de Linux que nos 
ofrece una interfaz de usuario. Normalmente se utiliza para lanzar varias comandas a la vez y las 
operaciones más típicas suele ser manipulación de archivos, ejecución de programas o imprimir 
texto en el Unix Shell. 
Los datos procedentes de la unidad principal u ordenador portátil, son procesadas en el archivo 
process.sh al mismo tiempo que se almacenan en archivos .txt. El archivo generalprocess.sh 
generará gráficos de los acelerómetros deseados. En la Figura  30 se quiere mostrar la idea 
general que se quiere conseguir. 
 
Figura  30: Esquema de la gestión de los datos procedentes del nodo Sink 
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5.1 Script General Process 
 
Este archivo llamado originalmente generalprocess.sh está situado en la carpeta del proyecto y 
se ha desarrollado para preguntar al usuario con un pequeño menú qué acelerómetro quiere 
mostrar en tiempo real. Para modificar y lanzar dicho script se deben autorizar previamente los 
permisos de escritura y de ejecución (u y x) y posteriormente ejecutarlo. En el siguiente código 
podemos ver las dos comandas respectivamente. 
 
En la siguiente Figura  31 podemos ver el menú que se le muestra al usuario después de lanzar 
el script. Nos da a escoger entre las diferentes partes del cuerpo donde tenemos previamente 
los acelerómetros situados.  
 
Figura  31: Menú de la Aplicación en Linux Shell Script (generalprocess.sh) 
 
Una vez elegido cuál de los cuatro acelerómetros se quiere mostrar el script lanza un subproceso 
llamado proces.sh que también está situado en la carpeta del proyecto. Este proceso, en líneas 
generales, hace un filtrado y modificación de los mensajes recibidos de las motas para poder 
interpretarla. Más adelante se darán más detalles de este script. Después saca la información 
por la salida estándar de la Command Line Interface. 
Paralelamente, dicha salida del proces.sh se canaliza hacia otra función llamada feedGNUplot 
que será la que utilizaremos para representar en tiempo real los valores de los acelerómetros. 
FeedGNUuplot es una herramienta para representar datos en tiempo real que nos ofrece un 
paquete del sistema operativo Linux que se llama también feedgnuplot. Éste funciona sobre otra 
herramienta llamada GNUplot también para la representación de datos en dos y tres 
dimensiones. La idea general es que feedgnuplot gestiona los datos provenientes de la entrada 
estándar (STDin) de la línea de comandas generados por process.sh y los facilita a GNUplot para 
generar los gráficos en tiempo real.  
En la siguiente Figura  32 se puede ver la representación gráfica del acelerómetro gracias a la 
herramienta feedGNUplot y a la aplicación desarrollada. Tenemos una ventana de 10 segundos 
en el eje horizontal que nos permite ver los cambios en la aceleración en tiempo real. La 
aceleración en el eje vertical se muestra en m/s2. En este ejemplo solo se muestra la aceleración 
provocada por la gravedad de 9.81 m/s2 en el eje de las Y mientras que las aceleraciones del eje 
X y Z permanecen alrededor de 0.  




Figura  32: Representación gráfica de la aceleración en tiempo real 
 
5.2 Script Process 
 
Este archivo, situado también en la carpeta del proyecto, es el que lleva a cabo la modificación 
y almacenamiento de los mensajes procedentes la salida estándar a partir del comando 
reservado make login. En la siguiente Figura  33 podemos ver como son los mensajes 
procedentes del puerto serie sin ningún tipo de modificación. En primer lugar vemos de qué 
nodo procede el mensaje, después el identificador de mensaje único de cada mota, 
seguidamente los datos de la aceleración por eje y finalmente el tiempo en milisegundos tomado 
en la mota que lo envía.  
 
Figura  33: Datos provinentes del nodo Sink 
 
Las funciones principales del Script son las siguientes: 
 Crear la carpeta donde se almacenaran los 4 ficheros .txt con los datos de los cuatro 
acelerómetros respectivamente. Esta carpeta será creada cada vez que lancemos el 
script en caso que no exista anteriormente. 
 Modificar el valor del tiempo procedente de las motas el cual está en milisegundos. Se 
pasa a segundos. 
 Modificar el valor de cada eje en cada acelerómetro en cada mensaje pasando así de mg 
(mili g’s) a m/s2. En el siguiente apartado se darán más detalles de cómo se ha llevado a 
cabo esta conversión.  
 Proporcionar a la salida estándar, el formato correcto para que feedGNUplot pueda 
interpretar los valores y así generar los gráficos de los acelerómetros en tiempo real.  
Desarrollo de una red de sensores inalámbrica para la monitorización de la actividad física  Enric Carbonell Fages 
38 
 
5.2.1 Modificación de los valores del acelerómetro 
 
Como se ha explicado anteriormente, el acelerómetro adxl345 puede medir los valores de la 
aceleración con diferentes rangos de ±2 g, ±4 g, ±8 g, ±16g con diferentes de resoluciones de 10 
o 13 bits. Las funciones implementadas en Contiki dan los valores en milli g’s y se quiere pasar a 
m/s2 para poder hacer una lectura más legible de dichos valores. El rango elegido es el de ±16g 
para poder abarcar movimientos rápidos. La resolución se ha configurado a 10 bits. 
Para ello, se tiene que encontrar la escala correspondiente. Esta se puede encontrar dividiendo 
el rango total por el número que se pueden representar en 10 bits. 
32
210
= 31,2 𝑚𝑔 
Una vez se obtiene dicho valor solo se tiene que multiplicar cada valor recibido por el 
acelerómetro con esta relación encontrada y por la aceleración de la gravedad (g9). En la Figura  
34 se ejemplifica los diferentes rangos con la configuración que se ha elegido. En la primera 
columna tenemos el rango de g’s. En la segunda los valores que provienen del acelerómetro de 
la mota por eje y en la última el valor de la aceleración después de la modificación. 
 
Figura  34: Rangos de valores de la aceleración 
 
Así pues, para pasar de los valores procedentes de la mota a la aceleración en m/s2 en el script 
process.sh se ha utilizado la siguiente fórmula: 
𝑣𝑎𝑙𝑜𝑟 · 31,2 ·  10−3 · 9,81 = 𝑎𝑐𝑐 𝑚/𝑠2 
 
  
                                                          
9 g = 9.81 m/s2 
Desarrollo de una red de sensores inalámbrica para la monitorización de la actividad física  Enric Carbonell Fages 
39 
 
6.  Resultados 
 
En este apartado se mostraran las diferentes pruebas que se han llevado a cabo con los 
acelerómetros para comprobar su funcionamiento. Para el post análisis de los datos obtenidos 
en los 4 archivos .txt se ha realizado un Script en Matlab para su representación gráfica ya que 
la representación en tiempo real de feedGNUplot no era suficiente.  
 
6.1 Representación y análisis en tiempo real 
 
Como se ha explicado en el apartado 5, se ha diseñado una aplicación en tiempo real para poder 
visualizar los valores de los tres ejes del acelerómetro de una de las cuatro motas utilizadas en 
la aplicación.  
En un inicio se pretendía mostrar los 4 acelerómetros a la vez en tiempo real pero esto no fue 
posible debido a que la herramienta de Linux feedGNUplot trabaja con el flujo de datos de 
entrada al terminal y dicho flujo de la mota sink solo se puede tener en un solo terminal a partir 
de la comanda make login. Una posible solución era utilizar pipes para a partir de un Shell Script 
distribuir cada mensaje de cada mota en un terminal diferente y representarlos con 
feedGNUplot pero cada vez que se utilizaban estas pipes se rompían debido a la difícil gestión 
del ordenador a tal flujo de datos.  
De todas formas, es una herramienta que nos será muy útil para ver la aceleración de un 
momento dado y para hacer pruebas rápidas sin tener que cargar estos datos en la aplicación 
Matlab. En la siguiente Figura  35 podemos ver un ejemplo de una persona moviendo los brazos 
arriba y abajo repetidamente  
 
Figura  35: Representación en tiempo real de las motas 
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La necesidad de poder hacer un análisis más amplio y al detalle, poder visualizar los valores 
almacenados en los ficheros para y el conocimiento del lenguaje de programación Matlab 
desembocó en desarrollar una aplicación en Matlab para cubrir todas estas necesidades.  
6.2 Post Análisis. Aplicación en Matlab 
 
Esta aplicación permite al usuario visualizar todos los datos recogidos de los acelerómetros de 
las motas a partir de los ficheros obtenidos con los dos Shell Scripts. En la Figura  36 podemos 
ver como es uno de los archivos que se genera automáticamente en cada ejecución del Script 
proces.sh de los que se leerá los datos. Básicamente la aplicación filtra la información de cada 
mota y sus tres ejes respectivamente así como el tiempo (periódico en 0.4s). Finalmente genera 
los gráficos independientemente de cuánto tiempo hagamos realizado el ejercicio. 
 
 
Figura  36: Archivo .txt con valores de una mota 
A continuación se mostrarán algunos ejemplos visualizados con la aplicación desarrollada en 
Matlab para comprobar el funcionamiento tanto de la aplicación en Contiki, el almacenamiento 
de los datos como el Script en Matlab.  
6.2.1 Pruebas realizadas 
 
En este apartado se muestran diferentes pruebas llevadas a cabo con los acelerómetros, 
realizando diferentes actividades para ver el correcto funcionamiento de la aplicación.  
En primera instancia se muestra el funcionamiento de la actividad y posteriormente los gráficos 
generados a partir de los valores de la aceleración y el tiempo de las motas distribuidas en el 
cuerpo.  Los ejercicios se han realizado en un tiempo total de aproximadamente 50 segundos 
con tal de poder apreciar el movimiento en los gráficos. Se hará un análisis más profundo en el 
primer ejercicio.  
Se considerará el movimiento lateral como eje transversal, el movimiento arriba y abajo como 
eje vertical y el movimiento adelante y hacia atrás como eje anteroposterior de aquí en adelante 
para analizar los ejercicios. 
 
Ejercicio 1: Movimiento de brazos arriba y abajo 
En el siguiente caso se muestra un ejercicio que consiste en mover los brazos arriba y abajo 
manteniendo las piernas separadas y sin moverse. En la Figura  37 se muestra en qué consiste 
dicha actividad gráficamente.  




Figura  37: Ejercicio 1, Brazos arriba y abajo 
El análisis del ejercicio es el siguiente:  
 Pecho: En el eje anteroposterior tenemos la aceleración de la gravedad que es 
prácticamente constante en toda la actividad. El cuerpo no se desplaza en el eje vertical. 
Tampoco se desplaza lateralmente en esta actividad. Solo existe un pequeño impulso 
hacia adelante cada vez que se mueven los brazos arriba y abajo. Es el valor de la 
aceleración en el eje Z.  
 Muñeca: Es la parte del cuerpo que registra mayor movimiento en esta actividad. Vemos 
que el movimiento predomina en el eje vertical y que también existe una aceleración en 
el eje transversal, mientras que la aceleración en el eje anteroposterior prácticamente 0.  
 Muslo: Vemos que la aceleración se mantiene constante en todo el ejercicio y solo afecta 
la aceleración de la gravedad. 
 Tobillo: De la misma forma que el muslo, no hay aceleración alguna aparte de la 
provocada por la gravedad.  
A continuación en la Figura  38 se muestra los gráficos de los acelerómetros de dicha actividad. 
 
Figura  38: Representación gráfica de los valores de los acelerómetros del ejercicio 1 
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Ejercicio 2: Movimiento de brazos horizontal 
Al contrario que el ejercicio anterior, en este se pretende crear un plano en el aire moviendo los 
brazos como indica la Figura  39.  
 
Figura  39: Ejercicio 2, Movimiento de brazos horizontal 
 
De esta manera el eje predominante en el movimiento de muñeca será el eje anteroposterior 
aunque inevitablemente existe una aceleración en el eje transversal tal y como se puede ver en 
la Figura  40. Por lo que respeta en el eje vertical solo se verá afectado por la gravedad. Por lo 
que afecta a las otras motas, vemos que en el pecho solo se registra un poco de aceleración en 
el impulso como pasaba en el ejercicio anterior. Muslo y tobillo permanecen estables sin 
aceleraciones notables. 
 
Figura  40: Representación gráfica de los valores de los acelerómetros del ejercicio 2 
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Ejercicio 4: Caminar 
Este ejercicio consiste en simplemente caminar como muestra la Figura  41. Hoy en día son 
muchos los dispositivos que nos permiten tener información de nuestra actividad física y una de 




Figura  41: Ejercicio 3, caminar 
 
En este caso, los resultados no son tan legibles como en los dos casos anteriores debido a que 
el movimiento es mucho menos marcado y la aceleración es menor que en los otros casos. Sin 
embargo el procedimiento ha sido el mismo y los valores corresponden con la realidad. Vemos 
que la mínima aceleración se concentra en el pecho mientras que tenemos unas aceleraciones 
parecidas tanto en muñeca, muslo y tobillo. Esta ultima la más pronunciada. En la Figura  42 se 
muestran los resultados de esta prueba.  
 
Figura  42: Representación gráfica de los valores de los acelerómetros del ejercicio 3 
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Ejercicio 3: Movimiento con mancuernas 
En este último ejercicio se ha querido que entrasen más en juego todas las motas. Con este 
movimiento se provoca un desplazamiento constante de todo el cuerpo que se ejemplifica en la 
representación en Matlab. Podemos ver el ejercicio realizado en la Figura  43. Se flexionan las 
piernas cuando las mancuernas están abajo y se reincorporan a la verticalidad mientras las 
mancuernas van subiendo hacia la altura de los hombros. 
 
Figura  43: Ejercicio 4, Movimiento con mancuernas 
Como muestra la Figura  44 en este ejercicio en cada repetición existe un movimiento de todo 
el cuerpo. Es el acelerómetro de la muñeca el que recibe otra vez vas movimiento con una 
aceleración muy pronunciada y con cambio de signo en el eje vertical debido al cambio de 
orientación de la mota. El muslo percibe una aceleración constante alterando el eje vertical ya 
que en cada repetición se cambia su orientación. El tobillo se comporta de la misma manera que 
el muslo en el eje anteroposterior. El pecho percibe una baja aceleración, la más pronunciada 
en el eje vertical ya que se hace una mini sentadilla en cada repetición. 
 
Figura  44: Representación gráfica de los valores de los acelerómetros del ejercicio 4 
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7.  Presupuesto 
 
En el siguiente apartado se muestran los costes ocasionados por el proyecto.  
Por lo que respeta al material, como ya se ha especificado anteriormente se disponía de las 
motas Z1 de Zolertia en la universidad. Contiki y Ubuntu son software libre y la aplicación de 
Matlab se ha desarrollado en la Universidad. 
En cuanto las horas de mano de obra para desarrollar el presente proyecto solo se han tenido 
en cuenta las horas de configuración de los sistemas y las de desarrollo, entendiendo que el 
ingeniero dispondría de todos los conocimientos previos y no llevaría a cabo la redacción de la 
memoria ni la presentación del proyecto.  
El coste total hace referencia al coste final en el desarrollo del primer prototipo. 
Material 
Dispositivo Modelo Fabricante Precio (€) Unidades Total (€) 
Z1 Zolertia  
(Beterías AA incorporadas) 
Z1 Zolertia 95 5 475 
Portátil Sony Vaio 64 bits Vaio (VPCEB2M1E) Sony Corporation 650 1 650 
Cable Mini USB E258105 LG  3 1 3 
Total 1128 
Tabla 6: Costes de material de proyecto 
Mano de Obra 
Semanas Horas dedicadas (h) Coste/hora (€) Coste Total(€) 
21 270 25 6750 
 
Tabla 7: Costes de mano de obra del proyecto 
Costes de Energía 
Dispositivo Utilización(h) Consumo (kW/h) Precio (kW/h) Total(€) 
Ordenador 400 0,14 0,17 9,52 
 




Material 1128 € 
Mano de Obra 6750 € 
Costes de energía 9,52 € 
  
Total 7887,52 € 
 
Tabla 9: Costes totales del proyecto 
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8. Conclusiones y líneas futuras 
 
En este apartado se mostraran las diferentes conclusiones que se han obtenido al final de este 
proyecto como también posibles líneas futuras. 
Al iniciar este proyecto el objetivo principal era realizar una aplicación en la que a partir de 
pequeños dispositivos atados al cuerpo se pudiese monitorizar la actividad física de una persona. 
Dichos objetivo se han logrado haciendo un gran esfuerzo en desarrollo ya que se partía de 0 en 
un inicio con respecto a las WSN. El desconocimiento de las motas, los sistemas operativos que 
se utilizaban en ellas y algunas capas en la pila de protocolos IPv6 desconocidas como la de 
adaptación para dispositivos de bajo consumo, dificultaron la fluidez de desarrollo en un 
principio. El proceso no ha sido fácil pero a medida que se iba cogiendo conocimiento de los 
temas que se trataban el desarrollo se ha ido haciendo mucho más fluido.  
Partiendo de la base que se utilizarían las motas Z1 de Zolertia de las cuales disponía la 
Universidad, se ha analizado y evaluado todas las opciones disponibles. Con opciones se refiere 
al Sistema Operativo de la mota, el sistema operativo host en la unidad principal y los protocolos 
a utilizar. Cada decisión se ha tomado con tal de obtener una aplicación final que se adaptase lo 
más posible a las necesidades que se requerían. 
Una de las partes que parecía más fácil, configurar los sistemas para poder desarrollar código en 
Contiki, ha llevado un gran número de problemas. La razón principal era que dependiendo de la 
arquitectura del sistema operativo en qué se compilaba la aplicación en Contiki (32 o 64 bits), la 
versión de Linux (Ubuntu 12.10 LTS, 13.10 LTS o 14.10 LTS) y el compilador de la familia MSP430, 
provocaba un error en la salida estándar (STDin) en la ventana de comandas. Finalmente la 
combinación exitosa y escogida fue la de Linux (Ubuntu 13.10 LTS Desktop) y el compilador 
MSP430 GCC 4.7.3. En el Anexo I se explica cómo cambiar el compilador por defecto para 
compilar aplicaciones en el sistema operativo host. 
En el periodo de desarrollo de código existieron tres fases: 
 En primera instancia se desarrolló el código en Contiki para las Motas donde se contó 
con el simulador Cooja incorporado en el SO de Contiki. Sirvió de escenario de pruebas 
ya que cargar cada cambio en el código de la aplicación a las motas en cada variación de 
código se hacía muy pesado.  
 Una vez se obtuvieron los datos procedentes de las motas-sensores o clientes, se 
canalizaron por el puerto serie hacia la unidad principal. En esta se desarrolló una 
aplicación ejecutable (.sh) en un Shell Script para representar y modificar los datos en 
tiempo real como también guardarlos en 4 archivos diferentes, uno para cada mota. 
 Con los datos recogidos se desarrolló un Script en Matlab para de leer los archivos 
creados en el ejecutable Linux y representar los datos de la aceleración y tiempo de los 
4 archivos generados anteriormente. 
Por último, con todo el sistema creado se realizaron un seguido de pruebas para comprobar el 
funcionamiento de todas las aplicaciones desarrolladas: desde la adquisición de datos de las 
motas hasta la representación gráfica en Matlab.  
Como opinión personal, se tiene una muy buena visión del trabajo realizado. Aunque como todo 
trabajo nuevo en un principio pudiese parecer difícil de alcanzar, el avance del día a día es el que 
lo ha acabado haciendo alcanzable más tarde.  
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Se considera que se ha aprendido mucho sobre un tema que muchos reconocidos científicos 
consideran que actualmente está en la vanguardia de la tecnología y no solo hoy sino que en los 
próximos años, la interconexión entre dispositivos será más que habitual en nuestras vidas 
diarias con la llegada inminente del internet de las cosas.  
Respecto a las posibles líneas futuras, se dan tres de entre muchísimas opciones posibles: 
 Comprobar el funcionamiento del sistema con un número mayor de nodos sensores. 
Tanto lo que respeta a rendimiento del sistema como el post análisis. Como sabemos 
estos dispositivos tiene una capacidad determinada y posiblemente el nodo servidor no 
podría dar abasto a una gran red de sensores enviándole datos. Se tendría que 
configurar otro nodo servidor para abarcar la cantidad de datos. Un número más grande 
de sensores en el cuerpo repercutiría notablemente en una mejor monitorización de la 
actividad física que se esté realizando. 
 Utilizar otra combinación de protocolos como podría ser la pila de protocolos RIME. De 
esta forma, comprobar su rendimiento en el sistema desarrollado con las adaptaciones 
pertinentes. Con la utilización de IPv6 se ha priorizado la interconexión entre 
dispositivos. Rime proporciona un consumo menor en los dispositivos pero carecería del 
factor de compatibilidad.  
 Estudiar un método para que con Matlab o Labview instalado en la unidad principal 
donde se reciben los datos de las motas, estos fuesen leídos y procesados en tiempo 
real y posteriormente grabados en archivos. Esto agilizaría todo el proceso de 
adquisición de datos de las motas. 
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ANNEXO I. Instalación de Contiki 2.7 y 




1. Descargar el código fuente de Contiki 2.7 y moverlo en la carpeta /home de Ubuntu: 
http://sourceforge.net/projects/contiki/files/Contiki/Contiki%202.7/ 
2. Instalar el paquete del compilador del microprocesador de la familia msp430 del 
repositorio Ubuntu como superusuario que incluye: 
a. GCC (compilador) 
b. Binutils 
c. Libc support 
d. Python-serial support 
3. Descargarse la versión 4.7.3 del compilador adaptada a arquitecturas de 64-bit (GCC 
4.4.4 por defecto que no funciona con nuestro escenario) y situarlo en la carpeta 
/user/opt de la raíz del sistema.  
https://github.com/prabhakaran1989/msp430-gcc-4.7.3 
4. Ejecutar el siguiente comando para comunicar al bash que utilice dicho compilador de 
ahora en adelante: 
5. Realizar un reinicio del SO. 




Como se ha explicado en la memoria, feedGNUplot trabaja sobre GNUPlot. El paquete de GNU 
plot que ofrece interfaz gráfica es el x11: 
Por último, instalaremos el paquete de feedGNUplot: 
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ANNEXO II. Aplicación Básica en Contiki 
 
A continuación se mostrará el código de una aplicación básica en el lenguaje de programación 
Contiki: 
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ANNEXO III. Aplicaciones Desarrolladas 
 





 * Autor: Enric Carbonell Fages. [enriccarbonell92@gmail.com] 
 * Código del Servidor UDP de la mota Sink.  









#define DEBUG DEBUG_PRINT 
#define UIP_IP_BUF   ((struct uip_ip_hdr *)&uip_buf[UIP_LLH_LEN]) 
 
static struct uip_udp_conn *server_conn; 
 
/* Inicio del proceso principal */ 
PROCESS(udp_server_process, "UDP server process"); 
AUTOSTART_PROCESSES(&resolv_process,&udp_server_process); 
 
/* Función para gestionar los eventos IP de entrada que contendrán los mensajes 
   con los valores de los acelerómetros de las motas*/ 




  if(uip_newdata()) { 
    ((char *)uip_appdata)[uip_datalen()] = 0; 
    PRINT6ADDR(&UIP_IP_BUF->srcipaddr); 
    PRINTF(" %s", (char *)uip_appdata); 
    PRINTF("\n"); 
 
    /* Liberación del canal para poder recibir datos de otras motas */ 
    memset(&server_conn->ripaddr, 0, sizeof(server_conn->ripaddr)); 
  } 
} 
 
/*Desarrollo del proceso principal*/ 
PROCESS_THREAD(udp_server_process, ev, data) 
{ 
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/*Configuración de red del nodo Sink*/ 
#if UIP_CONF_ROUTER 
  uip_ipaddr_t ipaddr; 
#endif  
 
  PROCESS_BEGIN(); 
 
#if RESOLV_CONF_SUPPORTS_MDNS 




  uip_ip6addr(&ipaddr, 0xaaaa, 0, 0, 0, 0, 0, 0, 0); 
  uip_ds6_set_addr_iid(&ipaddr, &uip_lladdr); 




  /* Definimos el puerto 0 para aceptar de cualquier puerto entrante */ 
  server_conn = udp_new(NULL, UIP_HTONS(0), NULL); 
  udp_bind(server_conn, UIP_HTONS(3000)); 
 
  /*Gestion de los nuevos eventos IP entrantes*/ 
  while(1) { 
    PROCESS_YIELD(); 
    if(ev == ip_event) { 
      ip_handler(); 
    } 
  } 
 







 * Autor: Enric Carbonell Fages. [enriccarbonell92@gmail.com] 
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/*Driver del Acelerómetro */ 
#include "dev/adxl345.h" 
 
/*Variables del sistema */ 
#define SEND_INTERVAL  0.4 * CLOCK_SECOND 
#define MAX_PAYLOAD_LEN  40 
#define DEBUG DEBUG_PRINT 
 
static struct uip_udp_conn *client_conn; 
 
/*Inicialización del proceso principal*/ 
PROCESS(udp_client_process, "UDP client process"); 
AUTOSTART_PROCESSES(&udp_client_process); 
 
/* Obtención de los valores del acelerómetro*/ 
static int16_t get_acc_x()     
{ 
     uint16_t value_x = accm_read_axis(X_AXIS); 
     return value_x; 
} 
 
static int16_t get_acc_y()     
{ 
     uint16_t value_y = accm_read_axis(Y_AXIS); 
     return value_y; 
} 
static int16_t get_acc_z()     
{ 
     uint16_t value_z = accm_read_axis(Z_AXIS); 
     return value_z; 
} 
 
/*Función que añade el tiempo actual, el identificador único y envía el mensaje*/ 




  static int n_missatge; 
  int16_t x, y, z; 
  static unsigned long tiempo;       
 
  /*Adquisición del tiempo de la mota*/ 
  tiempo = clock_seconds()*1000+(clock_time()%CLOCK_SECOND)*1000.0/CLOCK_SECOND;  
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  x = get_acc_x(); 
  y = get_acc_y(); 
  z = get_acc_z(); 
 
  printf("Cliente enviado a: "); 
  PRINT6ADDR(&client_conn->ripaddr); 
  sprintf(buf, "%d x:%d y:%d z:%d TEMPS:%lu", ++n_missatge, x, y, z, tiempo); 
  printf(" (msg: %s)\n", buf); 
 
/*Fragmentacion de los paquetes */ 
#if SEND_TOO_LARGE_PACKET_TO_TEST_FRAGMENTATION 
  uip_udp_packet_send(client_conn, buf, UIP_APPDATA_SIZE); 
#else  




 /*Establimos conexión con el servidor con la dirección IPv6 del nodo sink previamente 
definida  Fe80::c30c:0:0:9e */ 
 static void 
 set_connection_address(uip_ipaddr_t *ipaddr) 
 { 
   uip_ip6addr(ipaddr,0xfe80,0,0,0,0xc30c,0,0,0x009e); 
 } 
 
/*Desarrollo del proceso principal*/ 
PROCESS_THREAD(udp_client_process, ev, data) 
{ 
  /*Definición del timer*/                                     
  static struct etimer et; 
  /*Configuración de red del nodo sensor*/ 
  uip_ipaddr_t ipaddr;                
 
  PROCESS_BEGIN();        
  
  /*Se espera un tiempo prudencial antes de empezar a transmitir (3 segundos)*/ 
  etimer_set(&et, CLOCK_CONF_SECOND*3); 
  PROCESS_WAIT_EVENT_UNTIL(ev == PROCESS_EVENT_TIMER); 
  set_connection_address(&ipaddr); 
    
  /* Se establece una nueva conexión con el nodo Sink especificando su dirección  
  IP y el puerto donde se transmiten los datos*/ 
  client_conn = udp_new(&ipaddr, UIP_HTONS(3000), NULL); 
 
  PRINTF("Conexión con el servidor creada "); 
  PRINT6ADDR(&client_conn->ripaddr); 
  PRINTF(" puerto %u/%u\n", 
      UIP_HTONS(client_conn->lport), UIP_HTONS(client_conn->rport)); 
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   /*Iniciación de los acelerómetros*/ 
  accm_init(); 
   
  /*Gestión de transmisión de paquetes, SEND_INTERVAL definido en variables marca con qué 
frecuencia se transmiten los paquetes*/ 
  etimer_set(&et, SEND_INTERVAL); 
  while(1) { 
    PROCESS_YIELD(); 
    if(etimer_expired(&et)) { 
      timeout_handler(); 
      etimer_restart(&et); 
     } 
     
  } 
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# Autor: Enric Carbonell Fages. [enriccarbonell92@gmail.com] 
# General Process  
 
 echo 
 echo  "Seleccione el acelerómetro que quiere mostrar:" 
 echo 
 echo  "1: Pecho" 
 echo  "2: Muñeca" 
 echo  "3: Muslo" 
 echo  "4: Tobillo" 
 echo 
 
 # El usuario selecciona que acelerómetro quiere mostrar 
 read acc 
 
 # Se filtra por mota escogida y se pasa la variable acc al script process.sh 
 # Representación gráfica del acelerómetro (feedgnuplot) con los valores procedentes de 
process.sh 
  
 if [ $acc -ge 1 -a $acc -le 4 ]     
  then  
  
   if  [ "$acc" == "1" ] 
     then 
    acc_value=$acc ./process.sh | feedgnuplot --domain --lines --stream 0 --xlen 10 --ymin -100 -
ymax 100 --legend 0 'x' --legend 1 'y' --legend 2 'z' --xlabel 'Segundos'  --ylabel 'm/s²' --title 
'Pecho' 
  
 elif  [ "$acc" == "2" ] 
     then 
    acc_value=$acc ./process.sh | feedgnuplot --domain --lines --stream 0 --xlen 10 --ymin -100 -
ymax 100 --legend 0 'x' --legend 1 'y' --legend 2 'z' --xlabel 'Segundos'  --ylabel 'm/s²' --title 
'Muñeca' 
  
 elif  [ "$acc" == "3" ] 
     then 
    acc_value=$acc ./process.sh | feedgnuplot --domain --lines --stream 0 --xlen 10 --ymin -100 -
ymax 100 --legend 0 'x' --legend 1 'y' --legend 2 'z' --xlabel 'Segundos'  --ylabel 'm/s²' --title 
'Muslo' 
  
 elif  [ "$acc" == "4" ] 
     then 
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    acc_value=$acc ./process.sh | feedgnuplot --domain --lines --stream 0 --xlen 10 --ymin -100 -











# Autor: Enric Carbonell Fages. [enriccarbonell92@gmail.com] 
# Código utilizado para la gestión y representación de los datos recibidos de las motas en 
tiempo real. 
 










#Creación de la carpeta y los archivos donde se almacenaran los datos 





echo -e "Datos tomados por $USER el $data a las $hora\n [ID TIME X Y Z]" | tee  $temp1 
$temp2 $temp3 $temp4 > /dev/null 
 
#Función principal: gestionar y representar los datos procedentes del puerto serie. 
make login MOTES=/dev/ttyUSB0 | while read line 
do 
   #Filtrado del mensaje 
   id=$(echo $line | cut -f1 -d " ") 
   num=$(echo $line | cut -f2 -d " ") 
    
   x_raw=$(echo $line | cut -f3 -d " " | cut -f2 -d ":" ) 
   y_raw=$(echo $line | cut -f4 -d " " | cut -f2 -d ":" ) 
   z_raw=$(echo $line | cut -f5 -d " " | cut -f2 -d ":" ) 
 
 TIME_MIL=$(echo $line | cut -f6 -d " " | cut -f2 -d ":" ) 
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   # Operacines explicadas en el apartado 5.2.1 
   x_acc=$( echo "scale=3; $x_raw * 0.03125 * 9.81" |bc ) 
   y_acc=$( echo "scale=3; $y_raw * 0.03125 * 9.81" |bc ) 
   z_acc=$( echo "scale=3; $z_raw * 0.03125 * 9.81" |bc ) 
 
   TIME_SEC=$( echo "scale=2; ${TIME_MIL}/1000" |bc ) 
 
   # Almacenamiento en ficheros 
       if [ "$id" == "fe80::c30c:0:0:9f" ]  
       then  
        ID_1=$((id_1++)) 
        echo "$ID_1 $TIME_SEC $x_acc $y_acc $z_acc" | tee -a $temp1 > /dev/null ; fi 
        #Timebd=$(echo "$Timebd + 0.5" | bc -l) ; fi 
    
    if [ "$id" == "fe80::c30c:0:0:a0" ]  
       then  
        ID_2=$((id_2++))  
        echo "$ID_2 $TIME_SEC $x_acc $y_acc $z_acc" | tee -a $temp2 > /dev/null ; fi 
        #Timebe=$(echo "$Timebe + 0.5" | bc -l) ; fi 
         
    if [ "$id" == "fe80::c30c:0:0:a1" ]  
       then  
        ID_3=$((i_3++)) 
        echo "$ID_3 $TIME_SEC $x_acc $y_acc $z_acc" | tee -a $temp3 > /dev/null ; fi 
        #Timecd=$(echo "$Timecd + 0.5" | bc -l) ; fi 
 
    if [ "$id" == "fe80::c30c:0:0:a2" ]  
       then  
        ID_4=$((id_4++))  
        echo "$ID_4 $TIME_SEC $x_acc $y_acc $z_acc" | tee -a $temp4 > /dev/null ; fi 
        #Timece=$(echo "$Timece + 0.5" | bc -l) ; fi 
   
#Generación de los gráficos 
#Acc_value proviene de generalprocess.sh 
 
   if [ "$acc_value" == "1" ] 
     then  
      if [ "$id" == "fe80::c30c:0:0:9f" ] 
       then 
 echo "$TIME_SEC $x_acc $y_acc $z_acc"    
        echo replot  
     fi  
   elif [ "$acc_value" == "2" ] 
     then  
      if [ "$id" == "fe80::c30c:0:0:a0" ] 
       then 
        echo "$TIME_SEC $x_acc $y_acc $z_acc"   
        echo replot 
     fi 
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   elif [ "$acc_value" == "3" ] 
     then  
      if [ "$id" == "fe80::c30c:0:0:a1" ] 
       then 
        echo "$TIME_SEC $x_acc $y_acc $z_acc"   
        echo replot 
     fi 
     
   elif [ "$acc_value" == "4" ] 
     then  
      if [ "$id" == "fe80::c30c:0:0:a2" ] 
       then 
        echo "$TIME_SEC $x_acc $y_acc $z_acc"  
        echo replot  
     fi 
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Aplicación en Matlab 
 
% Autor: Enric Carbonell Fages. [enriccarbonell92@gmail.com] 
% Script para la representación gráfica de las motas a partir de los 
ficheros con los valores de los acelerómetros generados en la 





%Variables del Script 
nLineas = 0; 
Cabezera = 2; 
formatSpec = '%d%f%f%f%f'; 
  
%Cela de Ficheros 
ficheros = cell(4,1); 
ficheros{1} = ['temp_9f_pe.txt']; 
ficheros{2} = ['temp_a0_mu.txt']; 
ficheros{3} = ['temp_a1_mus.txt']; 
ficheros{4} = ['temp_a2_to.txt']; 
 
 %Cela de Títulos 
titulos = cell(4,1); 
titulos{1} = ['Pecho']; 
titulos{2} = ['Muñeca']; 
titulos{3} = ['Muslo']; 
titulos{4} = ['Tobillo']; 
     
for i=1:4 
  
%Contar cuantas líneas tiene el fichero de entrada 
fid = fopen(ficheros{i},'rt'); 
while (fgets(fid) ~= -1), 




%Se extraen los datos a DATA 
fid = fopen(ficheros{i}, 'rb'); 
DATA = textscan(fid,formatSpec,nLineas,'HeaderLines', Cabezera); 
fclose(fid); 
  
%Se establece primer valor de TIME como tiempo de referencia 
TIME_raw = DATA{2}; 
TIME = TIME_raw-TIME_raw(1); 
  
%Generación de los gráficos 
subplot(2,2,i) 
plot(TIME, DATA{3}, TIME ,DATA{4}, TIME ,DATA{5}); 
title(titulos{i}) 
xlabel('Segundos'); 
ylabel('m/s^2'); 
legend('y','x','z'); 
grid on; 
  
end 
 
