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Abstract
We compute an universal weight function (off-shell Bethe vectors) in any rep-
resentation with a weight singular vector of the quantum affine algebra Uq(ĝlN )
applying the method of projections of Drinfeld currents developed in [EKP].
1 Introduction
In [EKP] a new method for the construction of weight functions, also known as off-
shell Bethe vectors, was suggested. In this paper we apply the constructions of [EKP]
and [KPT] to the quantum affine algebra Uq(ĝlN ) and compute explicitly off-shell Bethe
vectors in representations with a weight singular vector.
Off-shell Bethe vectors in integrable models associated with the Lie algebra glN
have appeared in [KR] in the framework of the algebraic nested Bethe ansatz. Except
for N = 2, off-shell Bethe vectors are defined inductively. They are functions of several
complex variables. If the variables satisfy the Bethe ansatz equations, the Bethe vectors
are eigenvectors of the transfer matrix of the system. The construction of [KR] was
developed in [TV1], where weight functions were defined as certain matrix elements of
monodromy operators. Recently, the construction of [TV1] was used in [TV2] for the
calculation of nested Bethe vectors in evaluation modules and their tensor products.
The approach of [EKP] is based on the “new realization” of quantum affine algebras
[D] and its connection to fundamental coalgebraic properties of weight functions, found
in [TV1]. The key role is played by certain projections to the intersection of Borel
subalgebras of the quantum affine algebra of different kind, introduced in [ER]. It is
shown in [KP, EKP] that acting by a projection of a product of Drinfeld currents on
highest weight vectors of irreducible finite-dimensional representations of Uq(ĝlN ) one
obtains a collection of rational functions with the required comultiplication properties,
that is, a weight function.
In this paper we perform a calculation of those projections and present explicit
expressions for weight functions of the quantum affine algebra Uq(ĝlN) in modules with
a weight singular vector. We present the result in two different ways. First, we write the
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weight function as a polynomial over Gauss coordinates of defining L-operators with
rational dependence of parameters, see eq (5.3); this is equivalent to certain Cauchy
type integral over Drinfeld currents, see Theorem 1; eq. (4.39) and eq. (4.40). Second,
we express the weight function as a polynomial with rational functional coefficients over
matrix elements of the same L-operators (Theorem 2). As an application we compute
off-shell Bethe vectors in evaluation modules.
We compare our results with calculation of [TV2] and verify a variant of the con-
jecture of [KPT] about the coincidence of the two constructions of weight functions.
For such a verification we need to adjust our construction to the data of [TV2], were
the different R-matrix is used. Two types of the recurrence relations for the universal
off-shell Bethe vectors related to two different embedding of Uq(ĝlN−1) into Uq(ĝlN) was
obtained in [TV2]. In the forthcoming paper [OPS] we will explain these two types of
the relations for the universal weight function using two isomorphic current realizations
of Uq(ĝlN).
The paper is organized as follows. In section 2 we recall the two descriptions of
Uq(ĝlN): by means of the fundamental L-operators and the so called ’new realization’
of Drinfeld. In Section 3 we describe, following [KPT], the construction of a weight
function as a certain projection of products of Drinfeld currents. Section 4 contains
the main calculations with the constructions of [EKP] and [KPT]. For this we extend
the projection operators of [ER] to a natural completion of the algebra, where we use
so called composed currents of [DK] and strings. Their projections are then expressed
in Gauss coordinates of the fundamental L-operator.
In Section 5 we translate the results to the L-operator’s language. The resulting
formula, see Theorem 2, is more general then in [TV2]: it does not refer to any evalu-
ation map. Its structure is rather curious: the order of L-operators’s entries does not
correspond to any normal ordering of the root system. A specialization to the evalua-
tion map is given by eq. (5.24). In Section 6 we compare our results with [TV2]. The
R-matrix in [TV2] differs from ours by a finite-dimensional twist. We modify accord-
ingly our construction and observe the resulting literal coincidence with [TV2]. This
allows us to verify the conjecture of [KPT] for the R-matrix of [TV2]: the two construc-
tions of weight functions give the same result in any irreducible Uq(ĝlN )-module with
a weight singular vector. This result can be formulated on a formal level, see Theorem
3. The paper contains three appendices with important technical results, including
various properties of strings and of their projections.
2
2 Quantum affine algebra Uq(ĝlN)
2.1 L-operator description
Let Eij ∈ End(C
N) be a matrix with the only nonzero entry equal to 1 at the intersec-
tion of the i-th row and j-th column. Let R(u, v) ∈ End(CN ⊗ CN)⊗ C[[v/u]],
R(u, v) =
∑
1≤i≤N
Eii ⊗ Eii +
u− v
qu− q−1v
∑
1≤i<j≤N
(Eii ⊗ Ejj + Ejj ⊗ Eii)
+
q − q−1
qu− q−1v
∑
1≤i<j≤N
(vEij ⊗ Eji + uEji ⊗ Eij) ,
(2.1)
be a trigonometric R-matrix associated with the vector representation of glN . It satis-
fies the Yang-Baxter equation
R12(u1, u2)R13(u1, u3)R23(u2, u3) = R23(u2, u3)R13(u1, u3)R12(u1, u2) , (2.2)
and the inversion relation
R12(u1, u2)R21(u2, u1) = 1. (2.3)
The algebra Uq(ĝlN) (with the zero central charge and the gradation operator
dropped out) is a unital associative algebra generated by the modes L±ij [±k], k ≥ 0,
1 ≤ i, j ≤ N , of the L-operators L±(z) =
∑∞
k=0
∑N
i,j=1Eij ⊗ L
±
ij[±k]z
∓k , subject to
relations
R(u, v) · (L±(u)⊗ 1) · (1⊗ L±(v)) = (1⊗ L±(v)) · (L±(u)⊗ 1) ·R(u, v)
R(u, v) · (L+(u)⊗ 1) · (1⊗ L−(v)) = (1⊗ L−(v)) · (L+(u)⊗ 1) ·R(u, v),
L+ij [0] = L
−
ji[0] = 0, L
+
kk[0]L
−
kk[0] = 1, 1 ≤ i < j ≤ N, 1 ≤ k ≤ N .
(2.4)
The coalgebraic structure of the algebra Uq(ĝlN) is defined by the rule
∆
(
L±ij(u)
)
=
N∑
k=1
L±kj(u)⊗ L
±
ik(u) . (2.5)
2.2 The current realization of Uq(ĝlN)
The algebra Uq(ĝlN ) in the current realization (with the zero central charge and the
gradation operator dropped out) is generated by the modes of the Cartan currents
k±i (z) =
∑
m≥0
k±i [±m]z
∓m, k+i [0]k
−
i [0] = 1 , (2.6)
i = 1, . . . , N , and by the modes of the generating functions (called ’Drinfeld currents’)
Ei(z) =
∑
n∈Z
Ei[n]z
−n , Fi(z) =
∑
n∈Z
Fi[n]z
−n , (2.7)
3
i = 1, . . . , N − 1, subject to relations
(q−1z − qw)Ei(z)Ei(w) = Ei(w)Ei(z)(qz − q
−1w) ,
(z − w)Ei(z)Ei+1(w) = Ei+1(w)Ei(z)(q
−1z − qw) ,
(qz − q−1w)Fi(z)Fi(w) = Fi(w)Fi(z)(q
−1z − qw) ,
(q−1z − qw)Fi(z)Fi+1(w) = Fi+1(w)Fi(z)(z − w) ,
k±i (z)Fi(w)
(
k±i (z)
)−1
=
q−1z − qw
z − w
Fi(w) ,
k±i+1(z)Fi(w)
(
k±i+1(z)
)−1
=
qz − q−1w
z − w
Fi(w) , (2.8)
k±i (z)Fj(w)
(
k±i (z)
)−1
= Fj(w) if i 6= j, j + 1 ,
k±i (z)Ei(w)
(
k±i (z)
)−1
=
z − w
q−1z − qw
Ei(w) ,
k±i+1(z)Ei(w)
(
k±i+1(z)
)−1
=
z − w
qz − q−1w
Ei(w) ,
k±i (z)Ej(w)
(
k±i (z)
)−1
= Ej(w) if i 6= j, j + 1 ,
[Ei(z), Fj(w)] = δi,j δ(z/w) (q − q
−1)
(
k+i (z)/k
+
i+1(z)− k
−
i (w)/k
−
i+1(w)
)
,
together with the Serre relations
Symz1,z2(Ei(z1)Ei(z2)Ei±1(w)− (q + q
−1)Ei(z1)Ei±1(w)Ei(z2)+
+ Ei±1(w)Ei(z1)Ei(z2)) = 0 ,
Symz1,z2(Fi(z1)Fi(z2)Fi±1(w)− (q + q
−1)Fi(z1)Fi±1(w)Fi(z2)+
+ Fi±1(w)Fi(z1)Fi(z2)) = 0 .
(2.9)
The isomorphism of the two realization is established with a help of the Gauss decom-
position of L-operators. We define Gauss coordinates F±j,i(z), E
±
i,j(z) 1 ≤ i < j ≤ N
and k±i (z), i = 1, ..., N by the relations
L±(z) =
(
N∑
i=1
Eii +
N∑
i<j
F±j,i(z)Eij
)
·
N∑
i=1
k±i (z)Eii ·
(
N∑
i=1
Eii +
N∑
i<j
E±i,j(z)Eji
)
. (2.10)
We identify k±i (z) with the Cartan currents (2.6) and set [DF]
Ei(z) = E
+
i,i+1(z)− E
−
i,i+1(z) , Fi(z) = F
+
i+1,i(z)− F
−
i+1,i(z) . (2.11)
For any series G(t) =
∑
m∈ZG[m]t
−m we denote G(t)(+) =
∑
m>0G[m] t
−m , and
G(t)(−) = −
∑
m≤0G[m] t
−m . The initial conditions (2.4) imply the relations
F±i+1,i(z) = Fi(z)
(±), E±i,i+1(z) = z
(
z−1Ei(z)
)(±)
. (2.12)
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In [D] the current Hopf structure for the algebra Uq(ĝlN ) has been defined,
∆(D) (Ei(z)) = Ei(z)⊗ 1 + k
−
i (z)
(
k−i+1(z)
)−1
⊗ Ei(z),
∆(D) (Fi(z)) = 1⊗ Fi(z) + Fi(z)⊗ k
+
i (z)
(
k+i+1(z)
)−1
,
∆(D)
(
k±i (z)
)
= k±i (z)⊗ k
±
i (z).
(2.13)
We consider two types of Borel subalgebras of the algebra Uq(ĝlN). Borel sub-
algebras Uq(b
±) ⊂ Uq(ĝlN ) are generated by the modes of the L-operators L
(±)(z),
respectively. Another type of Borel subalgebras is related to the current realization of
Uq(ĝlN). The Borel subalgebra UF ⊂ Uq(ĝlN) is generated by the modes Fi[n], k
+
j [m],
i = 1, . . . , N − 1, j = 1, . . . , N , n ∈ Z and m ≥ 0. The Borel subalgebra UE ⊂ Uq(ĝlN)
is generated by the modes Ei[n], k
−
j [−m], i = 1, . . . , N − 1, j = 1, . . . , N , n ∈ Z and
m ≥ 0. We also consider a subalgebra U ′F ⊂ UF , generated by the elements Fi[n],
k+j [m], i = 1, . . . , N − 1, j = 1, . . . , N , n ∈ Z and m > 0, and a subalgebra U
′
E ⊂ UE
generated by the elements Ei[n], k
−
j [−m], i = 1, . . . , N − 1, j = 1, . . . , N , n ∈ Z and
m > 0. Further, we will be interested in the intersections,
U−f = U
′
F ∩ Uq(b
−) , U+F = UF ∩ Uq(b
+) (2.14)
and will describe properties of projections to these intersections.
It was proved in [KPT] that the subalgebras U−f and U
+
F are coideals with respect
to Drinfeld coproduct (2.13)
∆(D)(U+F ) ⊂ Uq(ĝlN)⊗ U
+
F , ∆
(D)(U−f ) ⊂ U
−
f ⊗ Uq(ĝlN ) ,
and the multiplication m in Uq(ĝlN) induces an isomorphism of vector spaces
m : U−f ⊗ U
+
F → UF .
According to the general theory presented in [EKP] we define projection operators
P+ : UF ⊂ Uq(ĝlN )→ U
+
F and P
− : UF ⊂ Uq(ĝlN )→ U
−
f by the prescriptions
P+(f− f+) = ε(f−) f+, P
−(f− f+) = f− ε(f+),
for any f− ∈ U
−
f , f+ ∈ U
+
F .
(2.15)
Denote by UF an extension of the algebra UF formed by linear combinations of
series, given as infinite sums of monomials ai1 [n1] · · · aik [nk] with n1 ≤ · · · ≤ nk, and
n1 + ...+ nk fixed, where ail [nl] is either Fil[nl] or k
+
il
[nl]. It was proved in [EKP] that
(1) the action of the projections (2.15) can be extended to the agebra UF ;
(2) for any f ∈ UF with ∆
(D)(f) =
∑
i f
′
i ⊗ f
′′
i we have
f =
∑
i
P−(f ′′i ) · P
+(f ′i) . (2.16)
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3 Weight functions
3.1 Definitions
This section is based on the paper [KPT]3.
We call a vector v a weight singular vector if it is annihilated by any non-negative
mode Ei[n], i = 1, . . . , N − 1, n ≥ 0 and is an eigenvector for k
+
i (z), i = 1, . . . , N
E+i,i+1(z) · v = 0 , k
+
i (z) · v = λi(z) v , (3.1)
where Λi(z) is a meromorphic function, decomposed as a power series in z
−1. The
L-operator (2.10), acting on a weight singular vector v, becomes upper-triangular
L+ij(z) v = 0 , i > j , L
+
ii(z) v = λi(z) v , i = 1, . . . , N . (3.2)
We define a weight function by its comultiplication properties.
Let Π be the set {1, . . . , N−1} of indices of the simple positive roots of glN . A finite
collection I = {i1, . . . , in} with a linear ordering ii ≺ · · · ≺ in and a ‘coloring’ map
ι : I → Π is called an ordered Π-multiset. Sometimes, we denote the map ι by ιI . A
morphism between two ordered Π-multisets I and J is a map m : I → J that respects
the orderings in I and J and intertwines the maps ιI and ιJ : ιJm = mιI . In particular,
any subset I ′ ⊂ I of a Π-ordered multiset has a unique structure of Π-ordered multiset,
such that the inclusion map is a morphism of Π-ordered multisets.
To each Π-ordered multiset I = {i1, . . . , in} we attach an ordered set of variables
{ti|i ∈ I} = {ti1 , . . . , tin}. Each element ik ∈ I and each variable tik has its own ‘type’:
ι(ik) ∈ Π.
Let i and j be elements of some ordered Π-multiset. Define a rational function
γ(ti, tj) =

ti − tj
qti − q−1tj
, if ι(i) = ι(j) + 1 ,
q−1ti − qtj
ti − tj
, if ι(j) = ι(i) + 1 ,
qti − q
−1tj
q−1ti − qtj
, if ι(i) = ι(j) ,
1 , otherwise .
(3.3)
Assume that for any representation V of Uq(ĝlN) with a weight singular vector
v, and any ordered Π-multiset I = {i1, . . . in}, there is a V -valued rational function
wV,I(ti1 , . . . , tin) ∈ V depending on the variables {ti|i ∈ I}. We call such a collection
of rational functions a weight function w, if:
(a) The rational function, corresponding to the empty set, is equal to v: wV,∅ ≡ v .
(b) The function wV,I(ti1 , . . . , tin) depends only on an isomorphism class of an ordered
Π-multiset, that is, for any isomorphism f : I → J of ordered Π-multisets
wV,I(tf(i)|i∈I) = wV,J(tj |j∈J) . (3.4)
3The definition of the weight function used in this paper differs from that of [KPT] by the reverse
order of the variables. The definition of the modified weight function is the same.
6
(c) The functions wV,I satisfy the following comultiplication property. Let V =
V1 ⊗ V2 be a tensor product of two representations with singular vectors v1, v2
and weight series {λ
(1)
b (u)} and {λ
(2)
b (u)}, b = 1, . . . , N . Then for any ordered
Π-multiset I we have
wV,I(ti|i∈I) =
∑
I=I1
‘
I2
wV1,I1(ti|i∈I1)⊗ wV2,I2(ti|i∈I2) ΦI1,I2(ti|i∈I)
∏
j∈I1
λ
(2)
ι(j)(tj)
λ
(2)
ι(j)+1(tj)
, (3.5)
where
ΦI1,I2(ti|i∈I) =
∏
i∈I2, j∈I1, i≺j
γ(ti, tj). (3.6)
The summation in (3.5) runs over all possible decompositions of the set I into a disjoint
union of two non-intersecting subsets I1 and I2. The structure of ordered Π-multiset
on each subset is induced from that of I.
Given elements i, j of some ordered multiset define two functions γ˜(ti, tj) and
β(ti, tj) by the formulae
γ˜(ti, tj) =

ti − tj
qti − q−1tj
, if ι(i) = ι(j) + 1 ,
q−1ti − qtj
ti − tj
, if ι(j) = ι(i) + 1 ,
1 , otherwise
and
β(ti, tj) =

q−1ti − qtj
ti − tj
, if ι(i) = ι(j) ,
1 , otherwise .
(3.7)
A collection of rational V -valued functions wV,I(ti|i∈I), depending on a represen-
tation V of Uq(ĝlN ) with a weight singular vector v, and an ordered Π-multiset I, is
called a modified weight function w, if it satisfies conditions (a), (b) above and the
condition (c′):
(c′) Let V = V1⊗V2 be a tensor product of two representations with singular vectors
v1, v2 and weight series {λ
(1)
b (u)} and {λ
(2)
b (u)}, b = 1, . . . , N . Then for any
multiset I we have
wV,I(ti|i∈I) =
∑
I=I1
‘
I2
wV1,I1(ti|i∈I1)⊗wV2,I2(ti|i∈I2) · Φ˜I1,I2(ti|i∈I)×
×
∏
j∈I1
λ
(2)
ι(j)(tj)
∏
j∈I2
λ
(1)
ι(j)+1(tj),
(3.8)
where
Φ˜I1,I2(ti|i∈I) =
∏
i∈I1, j∈I2
β(ti, tj)
∏
i∈I2, j∈I1, i≺j
γ˜(ti, tj) .
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There is a bijection between weight functions and modified weight functions given
by the following relations. Let w be a weight function. Then the collection wV,I(ti|i∈I),
where
wV,I(ti|i∈I) = wV,I(ti|i∈I)
∏
i≺j
β(ti, tj)
∏
i∈I
λι(i)+1(ti) (3.9)
is a modified weight function.
3.2 Weight function and projections
Let I = {i1, . . . , in} and J = {j1, . . . , jn} be two ordered Π-multisets. Let σ : I → J
be an invertible map, which intertwines the coloring maps ιI and ιJ : ιJσ = σιI , but
does not necessarily respect the orderings in I and J (that is, σ is a ‘permutation’ on
classes of isomorphisms of ordered Π-multisets).
Let w(tj|j∈J) be a function of the variables tj|j∈J . Define a pullback
σ,γw(ti|i∈I) by
the rule
σ,γw(ti|i∈I) = w(tσ(i)|i∈I)
∏
i,j∈I, i≺j, σ(j)≺σ(i)
γ(ti, tj) . (3.10)
One may check [KPT] that the pullback operation (3.10) is compatible with the
comultiplication rule (3.5). We call a weight function wV,I(ti|i∈I) q-symmetric, if for
any ordered Π-multisets I and J and an invertible map σ : I → J , intertwining the
colouring maps, we have
σ,γwV,J(ti|i∈I) = wV,I(ti|i∈I) . (3.11)
For any multiset I we define a U+F -valued series WI(ti|i∈I) as the projection
WI(ti|i∈I) = P
+
(
Fι(in)(tin)Fι(in−1)(tin−1) · · ·Fι(i2)(ti2)Fι(i1)(ti1)
)
(3.12)
We call the series WI(ti|i∈I) universal weight function.
Theorem [KPT]. A collection of V -valued functions wV,I(ti|i∈I) = WI(ti|i∈I) v,
where V is a Uq(ĝlN )-module with a singular weight vector v, form a q-symmetric
weight function.
Let n¯ = {n1, n2, . . . , nN−2, nN−1} be a set of non-negative integers. Let In¯, be an
ordered Π-multiset, such that its first n1 elements have the type 1, the next n2 elements
have the type 2 and the last nN−1 elements have the type N − 1. Denote by t¯[n¯] the
set of related variables:
t¯[n¯] =
{
t11, . . . , t
1
n1; t
2
1, . . . , t
2
n2 ; . . . . . . ; t
N−2
1 , . . . , t
N−2
nN−2
; t1N−1, . . . , t
N−1
nN−1
}
. (3.13)
The variable tak is of type a. If na = 0 for some a, then the variables of the type a are
absent in the set (3.13). Denote byWN−1(t¯[n¯]) the universal weight function associated
with the set of variables (3.13).
WN−1(t¯[n¯]) = P
+
(
FN−1(t
N−1
nN−1
) · · ·FN−1(t
N−1
1 ) · · · F1(t
1
n1) · · ·F1(t
1
1)
)
. (3.14)
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For any weight singular vector v let wN−1V (t¯[n¯]) = W
N−1(t¯[n¯]) v be the related weight
function and
wN−1V (t¯[n¯]) = β(t¯[n¯])
N∏
a=2
na−1∏
ℓ=1
λa(t
a−1
ℓ ) w
N−1(t¯[n¯]) (3.15)
the corresponding modified weight function. Here
β(t¯[n¯]) =
N−1∏
a=1
∏
1≤ℓ<ℓ′≤na
q − q−1taℓ/t
a
ℓ′
1− taℓ/t
a
ℓ′
.
We call the modified weight function (3.15) off-shell Bethe vector.
One can see that any Π-ordered multiset is isomorphic to a permutation of some In¯.
The q-symmetric property then implies that the series (3.14) completely describe the
universal weight function (3.12), and of-shell Bethe vectors (3.15) completely describe
the corresponding modified weight function.
4 A computation of the universal weight function
In this section we express the universal weight function WN−1(t¯n¯) in generators of
Uq(ĝlN), using the definition of the projection operator P
+. Our strategy is as follows.
Under projection operator in (3.14) we separate all factors Fa(t
a
i ) with a < N − 1
and apply to this product the ordering procedure of Proposition 4.1, based on the
property (4.9). We get under total projection a symmetrization of a sum of terms
xiP
−(yi)P
+(zi) with rational functional coefficients; here each xi is a monomial on the
modes of FN−1(t), and yi, zi are monomials on the modes of Fa(t) with a < N − 1.
Then we reorder xi and P−(yi). At this stage composed currents, collected in so called
strings, appear. The calculation of the projection of strings is a separate problem,
which is solved by analytical tools.
4.1 Basic notations
Let l¯ and r¯ be two collections of nonnegative integers satisfying a set of inequalities
la ≤ ra , a = 1, . . . , N − 1 . (4.1)
Denote by [l¯, r¯] a collection of segments which are sets of positive increasing integers
{la + 1, . . . , ra − 1, ra} including ra and excluding la. The length of each segment is
equal to ra − la.
For a given set [l¯, r¯] of segments we denote by t¯[l¯,r¯] the set of variables
t¯[l¯,r¯] = {t
1
l1+1, . . . , t
1
r1; . . . ; t
N−2
lN−2+1
, . . . , tN−2rN−2 ; t
N−1
lN−1+1
, . . . , tN−1rN−1} . (4.2)
The number of the variables of the type a is equal to ra − la. In this notation, the
set of the variables (3.13) is t¯[n¯] ≡ t¯[0¯,n¯]. One can consider (4.2) as a list of variables,
corresponding to the ordered multiset, naturally related to [l¯, r¯].
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For any a = 1, . . . , N − 1 we consider the segment [la, ra] = {la + 1, . . . , ra − 1, ra}
as an ordered multiset {la + 1 ≺ · · · ≺ ra − 1 ≺ ra}, in which all the elements are of
the type a. The related set of variables is denoted as
t¯a[la,ra] = {t
a
la+1, . . . , t
a
ra} . (4.3)
All the variables in (4.3) have the type a. For the segment [la, ra] = [0, na] we use the
shorten notation t¯a[0,na] ≡ t¯
a
[na]
.
Our basic calculations are performed on a level of formal series attached to certain
ordered multisets. For the save of space we often write some series as rational homo-
geneous functions with the following prescription. Let {ti|i ∈ I} = {ti1, . . . , tin} be
the ordered set of variables attached to an ordered set I = {i1 ≺ i2 ≺ · · · ≺ in} and
g(ti|i ∈ I) be a rational function. Then we associate to g(ti|i ∈ I) a Loran series which
is the expansion of g(ti|i ∈ I) in a region |ti1 | ≪ |ti2| ≪ · · · ≪ |tin|. If, for instance,
1 ≺ 2, then we associate to a rational function
1
t1 − t2
a series −
∑
k≥0 t
k
1t
−k−1
2 . With
this convention to a rational function of the variables t¯[n¯] we associate a Taylor series
on tbk/t
c
l with b < c and on t
a
i /t
a
j with i < j.
For a collection of variables t¯[l¯,r¯] we consider an ordered product
F(t¯[l¯,r¯]) =
←−∏
N−1≥a≥1
(
←−∏
ra≥ℓ>la
Fa(t
a
ℓ )
)
= FN−1(t
N−1
rN−1
) · · ·F1(t
1
r1
) · · ·F1(t
1
l1+1
), (4.4)
where the series Fa(t) ≡ Fa+1,a(t) is defined by (2.7). As a particular case, we have
F(t¯a
[l¯a,r¯a]
) = Fa(t
a
ra) · · ·Fa(t
a
la+2)Fa(t
a
la+1).
Symbols
←−∏
a
Aa and
−→∏
a
Aa mean ordered products of noncommutative entries Aa,
such that Aa is on the right (resp., on the left) from Ab for b > a:
←−∏
j≥a≥i
Aa = Aj Aj−1 · · · Ai+1Ai ,
−→∏
i≤a≤j
Aa = AiAi+1 · · · Aj−1Aj
For collections of positive integers r¯ and l¯ which satisfy inequalities (4.1) we denote
by Sl¯,r¯ = SrN−1−lN−1×· · ·×Sr1−l1 a direct product of the symmetric groups. The group
Sl¯,r¯ naturally acts on functions of the variables t¯[l¯,r¯] by permutations of variables of the
same type. If σ = σN−1 × · · · × σ1 ∈ Sl¯,r¯, set
σ t¯[l¯,r¯] = {t
N−1
σN−1(lN−1+1)
, . . . , tN−1
σN−1(rN−1)
; . . . ; t1σ1(l1+1), . . . , t
1
σ1(r1)
}. (4.5)
For a formal series or a function G(t¯r¯,l¯) the q-symmetrization means
Sym t¯[l¯,r¯] G(t¯[l¯,r¯]) =
∑
σ∈Sl¯,r¯
∏
1≤a≤N−1
∏
ℓ>ℓ′
σa(ℓ)<σa(ℓ′)
q − q−1taσa(ℓ)/t
a
σa(ℓ′)
q−1 − qtaσa(ℓ)/t
a
σa(ℓ′)
G(σ t¯[l¯,r¯]) . (4.6)
The operation (4.6) is well-defined throughout the paper, see [KP] for details. Accord-
ing to (3.11) we call a formal series G(t¯[l¯,r¯]) q-symmetric if
Sym t¯[l¯,r¯]
(
G(t¯[l¯,r¯])
)
=
N−1∏
a=1
(ra − la)! G(t¯[l¯,r¯]) . (4.7)
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The q-symmetrization of any series is q-symmetric.
For a set of segments [l¯, r¯] we introduce a third collection of nonnegative integers
s¯ such that 0 ≤ sa ≤ ra − la, a = 1, . . . , N − 1. Each integer sa divides the segment
[l¯, r¯] into two nonintersecting segments [l¯, r¯ − s¯] and [r¯ − s¯, r¯]. Recall that we include
into segment its left edge and exclude the right one. It means that [la, ra − sa] =
{la + 1, . . . , ra − sa − 1, ra − sa} and [ra − sa, ra] = {ra − sa + 1, . . . , ra − 1, ra}.
For a set of the variables t¯[l¯,r¯] and a collection of integers s¯ which divide the set of
segments [l¯, r¯] we define a series
Zs¯(t¯[l¯,r¯]) =
N−2∏
a=1
∏
ra−sa<ℓ≤ra
la+1<ℓ′≤ra+1−sa+1
q − q−1 taℓ / t
a+1
ℓ′
1− taℓ / t
a+1
ℓ′
. (4.8)
Note that this series does not depend on the variables tN−1rN−1−sN−1+1, . . . , t
N−1
rN−1
and
t1l1+1, . . . , t
1
r1−s1
. If sN−1 = rN−1 then this series does not depend on all variables
of the type N − 1 from the set t[l¯,r¯]. Also if ra = la for all a except one value a = j
then the collection [l¯, r¯] of segments contains only one segment of the type j and we
set the series (4.8) equal to 1.
We call any expression
∑
i f
(i)
− · f
(i)
+ , where f
(i)
− ∈ U
−
f and f
(i)
+ ∈ U
+
f (normal)
ordered. Using the property (2.16) of the projections we can present any product (4.4)
in a normal ordered form.
Proposition 4.1 We have an equality
F(t¯[l¯,r¯]) =
∑
0≤sN−1≤rN−1−lN−1
· · ·
∑
0≤s1≤r1−l1
∏
1≤a≤N−1
1
(sa)!(ra − la − sa)!
×
× Sym t¯[l¯,r¯]
(
Zs¯(t¯[l¯,r¯]) P
−
(
F(t¯[r¯−s,r¯])
)
· P+
(
F(t¯[l¯,r¯−s¯])
))
.
(4.9)
Proof. We use the coproduct (2.13). The q-symmetrization appears in (4.9) due to the
commuting of the Cartan and simple root currents corresponding to the same type,
and the series Zs¯(t¯[l¯,r¯]) appears due to the relation
k+a+1(t
a+1
ra+1−sa+1) · · · k
+
a+1(t
a+1
la+1+1
) · Fa(t
a
ra) · · ·Fa(t
a
ra−sa+1) =
=
∏
ra−sa<ℓ≤ra
la+1<ℓ′≤ra+1−sa+1
q − q−1 taℓ / t
a+1
ℓ′
1− taℓ / t
a+1
ℓ′
Fa(t
a
ra) · · ·Fa(t
a
ra−sa+1)×
×k+a+1(t
a+1
ra+1−sa+1) · · ·k
+
a+1(t
a+1
la+1+1
)
which has to be used in order to apply the operator P− in the right hand side of (4.9).
4.2 Composed currents and strings
Following [DK, KP], we introduce composed currents Fj,i(t) for i < j. The composed
currents for nontwisted quantum affine algebras were defined in [DK]. The series
Fi+1,i(t), i = 1, . . . N − 1, coincides with Fi(t), cf. (2.7). According to [DK], the
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coefficients of the series Fj,i(t) belong to the completion UF of the algebra UF , see
Section 2.2.
The completion UF determines analyticity properties of products of currents (and
coincide with analytical properties of their matrix coefficients for highest weight rep-
resentations). One can show that for |i − j| > 1, the product Fi(t)Fj(w) is an ex-
pansion of a function analytic at t 6= 0, w 6= 0. The situation is more delicate for
j = i, i ± 1. The products Fi(t)Fi(w) and Fi(t)Fi+1(w) are expansions of analytic
functions at |w| < |q2t|, while the product Fi(t)Fi−1(w) is an expansion of an analytic
function at |w| < |t|. Moreover, the only singularity of the corresponding functions in
the whole region t 6= 0, w 6= 0, are simple poles at the respective hyperplanes, w = q2t
for j = i, i+ 1, and w = t for j = i− 1.
The definition of the composed currents may be written in analytical form
Fj,i(t) = − res
w=t
Fj,a(t)Fa,i(w)
dw
w
= res
w=t
Fj,a(w)Fa,i(t)
dw
w
(4.10)
for any a = i+ 1, . . . , j − 1. It is equivalent to the relation
Fj,i(t) =
∮
Fj,a(t)Fa,i(w)
dw
w
−
∮
q−1 − qt/w
1− t/w
Fa,i(w)Fj,a(t)
dw
w
,
Fj,i(t) =
∮
Fj,a(w)Fa,i(t)
dw
w
−
∮
q−1 − qw/t
1− w/t
Fa,i(t)Fj,a(w)
dw
w
.
(4.11)
In (4.11)
∮
dw
w
g(w) = g0 for any formal series g(w) =
∑
n∈Z gnz
−n.
Using the relations (2.8) on Fi(t) we can calculate the residues in (4.10) and obtain
the following expressions for Fj,i(t), i < j:
Fj,i(t) = (q − q
−1)j−i−1Fi(t)Fi+1(t) · · ·Fj−1(t) . (4.12)
For example, Fi+1,i(t) = Fi(t), and Fi+2,i(t) = (q − q
−1)Fi(t)Fi+1(t). The last product
is well-defined according to the analyticity properties of the product Fi(t)Fi+1(w),
described above. In a similar way, one can show inductively that the product in the
right hand side of (4.12) makes sense for any i < j. Formulas (4.12) prove that the
defining relations for the composed currents (4.10) or (4.11) yields the same answers
for all possible values i < a < j.
Calculating formal integrals in (4.11) we obtain the following presentation for the
composed currents:
Fj,i(t) = Fj,a(t)Fa,i[0]− qFa,i[0]Fj,a(t) + (q − q
−1)
∑
k≤0
Fa,i[k]Fj,a(t) t
−k , (4.13)
Fj,i(t) = Fj,a[0]Fa,i(t)− q
−1Fa,i(t)Fj,a[0] + (q − q
−1)
∑
k>0
Fa,i(t)Fj,a[k] t
−k , (4.14)
which is useful for the calculation of their projections.
The analytical properties of the products of the composed currents, used in the
paper, are presented in Appendix A.
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For two sets of variables {u1, ..., uk} and {v1, ..., vk} we introduce the series
Y (uk, . . . , u1; vk, . . . , v1) =
k∏
m=1
1
1− vm/um
k∏
m′=m+1
q − q−1vm′/um
1− vm′/um
=
k∏
m=1
1
1− vm/um
m−1∏
m′=1
q − q−1vm/um′
1− vm/um′
.
(4.15)
Consider again a collection of segments [l¯, r¯] and associated set of variables t¯[l¯,r¯].
Let j = max(a) such that rb = lb for b = a+1, . . . , N−1. Let s¯ be a set of nonnegative
integers, which besides the inequalities
0 ≤ sa ≤ ra − la , a = 1, . . . , j (4.16)
satisfies the following admissibility conditions
0 = s0 ≤ s1 ≤ s2 . . . ≤ sj−1 ≤ sj = rj − lj. (4.17)
Having the set s¯ which satisfy both restrictions (4.16) and (4.17) we define a series
depending on the set of the variables t¯[r¯−s¯,r¯]:
X(t¯[r¯−s¯,r¯]) =
j−1∏
a=1
Y (ta+1ra+1−sa+1+sa, . . . , t
a+1
ra+1−sa+1+1; t
a
ra , . . . , t
a
ra−sa+1) (4.18)
When j = 1 we set X(·) = 1.
Define a special ordered product of the composed currents, which we call a string:
F js¯ (t¯
j
[lj ,rj ]
) =
←−∏
j≥a≥1
 ←−∏
lj+sa≥ℓ>lj+sa−1
Fj+1,a(t
j
ℓ)
 . (4.19)
The string (4.19) depends only on the variables {tjlj+1, . . . , t
j
rj
} of the type j, correspond-
ing to the segment [lj , rj]. The set of nonnegative integers s¯ satisfying the admissibility
condition (4.17) divides the segment [lj , rj] into j subsegments [lj + sa−1, lj + sa] for
a = 1, . . . , j. This division defines the product of the composed currents in the string
(4.19).
Besides the product (4.19) which we called the string we consider the inverse ordered
product of the same composed currents which we call the inverse string
F˜ js¯ (t¯
j
[lj ,rj ]
) =
−→∏
1≤a≤j
 −→∏
lj+sa−1<ℓ≤lj+sa
Fj+1,a(t
j
ℓ)
 . (4.20)
The inverse string satisfies analytical properties formulated in Appendix A which allows
to calculate the projection of the direct and inverse string.
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4.3 Recurrence relation
Let n¯ be the set of nonnegative integers n¯ = {n1, . . . , nN−1}. We claim that the
projection (3.14) satisfies the recurrence relation given by the following
Proposition 4.2
WN−1(t¯[n¯]) =
∑
s¯
N−1∏
a=1
1
(sa − sa−1)!(na − sa)!
×
× Sym t¯[n¯]
(
Zs¯(t¯[n¯]) ·X(t¯[n¯−s¯,n¯]) · P
+
(
FN−1s¯ (t¯
N−1
[nN−1]
)
)
· WN−2(t¯[n¯−s¯])
)
,
(4.21)
where the sum is taken over all collections s¯ = {s1, s2, . . . , sN−1}, such that 0 = s0 ≤
s1 ≤ s2 . . . ≤ sN−2 ≤ sN−1 = nN−1 and 0 ≤ sa ≤ na, a = 1, . . . , N − 2.
Due to the restriction sN−1 = nN−1 and definition (4.8), the series Zs¯(t¯[n¯]) depends
only on the variables with type N − 1 missing. The same restriction implies that the
set t¯[n¯−s¯] does not contain variables of the type N − 1 and an element W
N−2(t¯[n¯−s¯])
is a universal weight function for the algebra Uq(ĝlN−1). This fact allows to iterate
the recurrence relation (4.21) and reduce the universal weight function (3.14) to the
q-symmetrization of the product of projection of strings. This will be done in the next
section.
Proof of Proposition 4.2. The proof of the recurrence relation (4.21) follows the
strategy of calculation of the universal weight function which was described in the
introductory part to the Section 4.
Set n¯′ = {n1, . . . , nN−2, 0}. We have a decomposition F(t¯[n¯]) = F(t¯
N−1
[nN−1]
)F(t¯[n¯′])
where the first term only contains the variables of the type N − 1, and the last term
does not contain the variables of the type N − 1
F(t¯N−1[nN−1]) = FN−1(t
N−1
nN−1
) · · ·FN−1(t
N−1
1 ),
F(t¯[n¯′]) = FN−2(t
N−2
nN−2
) · · ·FN−2(t
N−2
1 ) · · ·F1(t
1
n1
) · · ·F1(t
1
1) .
We apply to the product F(t¯[n¯′]) the ordering procedure of Proposition 4.1 and substi-
tute the result into (3.14):
WN−1(t¯[n¯]) =
∑
sN−2,...,s1
N−2∏
a=1
1
sa!(na − sa)!
Sym t¯[n¯′]
(
Zs¯′(t¯[n¯′]) ×
× P+
(
F(t¯N−1[nN−1])P
−
(
F(t¯[n¯′−s¯′,n¯′])
))
· WN−2(t¯[n¯′−s¯′])
)
.
(4.22)
The sum is taken over all nonnegative integers {s1, . . . , sN−2} such that sa ≤ na,
a = 1, . . . , N − 2; s¯′ means the collection {s1, . . . , sN−2, 0} and q-symmetrization is
performed over the variables t¯[n¯′].
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Lemma 4.3 For any n¯ = {n1, . . . , nN−1}, s¯ = {s1, . . . , sN−1} such that all sa ≤ na
for a = 1, . . . , N − 2 and sN−1 = nN−1 we have
P+
(
F(t¯N−1[nN−1])P
−
(
F(t¯[n¯′−s¯′,n¯′])
))
=
=
1
s1!
N−1∏
a=2
1
(sa − sa−1)!
Sym t¯[n¯−s¯,n¯]
(
X(t¯[n¯−s¯,n¯]) · P
+
(
FN−1s¯ (t¯
N−1
[nN−1]
)
)) (4.23)
if s1 ≤ s2 ≤ · · · ≤ sN−1; otherwise the projection in (4.23) is equal to zero.
In (4.23) we follow the above notations n¯′ = {n1, . . . , nN−2, 0}, s¯
′ = {s1, . . . , sN−2, 0}.
The series X(t¯[n¯−s¯,n¯]) is defined in (4.18). The proof of Lemma is given in the end of
this section.
Substitute (4.23) into (4.22). By definition (4.8) the series Zs¯′(t¯[n¯′]) = Zs¯(t¯[n¯]) is
symmetric with respect to permutations of the variables t[n¯−s¯,n¯] of the same type, and
the universal weight function WN−2(t¯[n¯′−s¯′]) = W
N−2(t¯[n¯−s¯]) does now depend on the
variables t[n¯−s¯,n¯]. We can so include the series Zs¯(t¯[n¯]) and W
N−2(t¯[n¯−s¯]) inside the q-
symmetrization Sym t¯[n¯−s¯,n¯](·) and replace the double symmetrization by a single one,
using (4.7):
Sym t¯[n¯′] Sym t¯[n¯−s¯,n¯]( · ) =
N−2∏
a=1
sa! Sym t¯[n¯]( · )
Proposition 4.2 is proved. 
Proof of Lemma 4.3. For any j = 1, ..., N − 1 denote by Uj the subalgebra of U f
formed by the modes of F1(t), . . . , Fj(t). Let U
ε
j = Uj ∩ Ker ε be the corresponding
augmentation ideal.
We claim first that the projection P−
(
F(t¯[n¯′−s¯′,n¯′])
)
can be presented as
Sym t¯[n¯′−s¯′,n¯′]
(
1
s1!
X(t¯[n¯′−s¯′,n¯′])∏N−3
a=1 (sa+1 − sa)!
P−
(
FN−2s¯ (t¯
N−2
[nN−2−sN−2,nN−2]
)
))
mod P−
(
UεN−3
)
· UN−1
(4.24)
if admissibility conditions 0 ≤ s1 ≤ s2 ≤ · · · ≤ sN−3 ≤ sN−2 are satisfied and is zero
modulo P−
(
UεN−3
)
· UN−1 otherwise.
This can be shown by iteratively using Proposition C.3, proved in Appendix C. Due
to (2.15) and (2.16) we have P−(f1 ·f2) = P
−(f1 ·P
−(f2)) for any elements f1, f2 ∈ U f .
Thus we can present the projection P−
(
F(t¯[n¯′−s¯′,n¯′])
)
as
1
s1!
P−
(
←−∏
N−2≥a≥3
F(t¯a[na−sa,na]) · F(t¯
2
[n2−s2,n2]
) · Sym t¯1
[n1−s1,n1]
P−
(
F(t¯1[n1−s1,n1])
))
. (4.25)
We now apply (C.10) with j = 2 to the last two terms of (4.25), and under condition
s1 ≤ s2 replace them by
1
(s2 − s1)!
Sym t¯
[n¯(2)−s¯(2),n¯(2)]
(
X(t¯[n¯(2)−s¯(2),n¯(2)])F
2
s¯(2)(t¯
2
[n2−s2,n2]
)
)
=
1
(s2 − s1)!
Sym t¯2
[n2−s2,n2]
,t¯1
[n1−s1,n1]
(
Y (t2n2−s2+s1, . . . , t
2
n2−s2+1
; t1n1, . . . , t
1
n1−s1+1
)
× F32(t
2
n2
) · · ·F32(t
2
n2−s2+s1+1
)F31(t
2
n2−s2+s1
) · · ·F31(t
2
n2−s2+1
)
)
.
(4.26)
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modulo P− (Uε1 ) · U2. Here we use the notation n¯
(2) = {n1, n2, 0, . . . , 0} and s¯
(2) =
{s1, s2, 0, . . . , 0}. If s2 < s1, the last two terms in (4.25) are zero modulo P
− (Uε1 ) · U2.
Due to the commutativity [Fa(t), F1(t
′)] = 0 for a ≥ 3 we can move the elements of
P− (Uε1 ) to the left through the first product
∏
a≥3 F(t¯
a
[na−sa,na]
) and then out of the
projection P− , since P−(P−(f ′) · f) = P−(f ′) · P−(f). These terms are absorbed into
P−
(
UεN−3
)
· UN−1 in (4.24).
Going further, we replace the appearing string F2
s¯(2)
(t¯2[n2−s2,n2]) by its projection P
−
and apply Proposition C.3 to the product
F(t¯3[n3−s3,n3]) · Sym t¯[n¯(2)−s¯(2),n¯(2)]
(
X(t¯[n¯(2)−s¯(2),n¯(2)])P
−
(
F2s¯(2)(t¯
2
[n2−s2,n2])
))
.
In the notation n¯(3) = {n1, n2, n3, 0, . . . , 0} and s¯
(3) = {s1, s2, s3, 0, . . . , 0}, and the
assumption s2 ≤ s3 this product is replaced by
1
(s3 − s2)!
Sym t¯
[n¯(3)−s¯(3),n¯(3)]
(
X(t¯[n¯(3)−s¯(3),n¯(3)])F
3
s¯(3)(t¯
3
[n3−s3,n3]
)
)
modulo elements of P− (Uε2 )·U3, which are again moved to the left out of the projection
and are absorbed into P−
(
UεN−3
)
· UN−1 in (4.24). Finally we get (4.24).
For the calculation of the projection P+
(
F(t¯N−1[nN−1])P
−
(
F(t¯[n¯′−s¯′,n¯′])
))
we replace
the second factor by (4.24). Elements of P−
(
UεN−3
)
·UN−1 do not contribute, since any
element of UN−3 commutes with modes of FN−1(t): P
+
(
F(t¯N−1[nN−1])·P
−
(
UεN−3
)
·UN−1
)
=
0 . Thus we are rest to calculate (we set s0 ≡ 0)
N−2∏
a=1
1
(sa − sa−1)!
Sym t¯[n¯′−s¯′,n¯′] P
+
(
X(t¯[n¯′−s¯′,n¯′])F(t¯
N−1
[nN−1]
)P−
(
FN−2s¯ (t¯
N−2
[nN−2−sN−2,nN−2]
)
))
.
Due to Proposition C.3 the latter expression is non-zero only iff sN−2 ≤ nN−1 and is
equal to the right hand side of (4.23). 
4.4 Iteration of the recurrence relation
Let [[s¯]] = {sji , 1 ≤ i ≤ j} be a triangular matrix with nonnegative integer coefficients.
We say that the matrix [[s¯]] is n¯-admissible, and denote this by the symbol [[s¯]] ≺ n¯,
if it does not increase in the lines and its sum over the columns is n¯:
na =
N−1∑
b=a
sba , a = 1, . . . , N − 1 . (4.27)
We also follow the convention sj0 = 0 for j = 1, ..., N − 1.
[[s¯]] =

s11
s21 s
2
2 0
...
...
. . .
sN−21 s
N−2
2 . . . s
N−2
N−2
sN−11 s
N−1
2 . . . s
N−1
N−2 s
N−1
N−1

0 = s10 ≤ s
1
1
0 = s20 ≤ s
2
1 ≤ s
2
2
...
0 = sN−20 ≤ s
N−2
1 ≤ . . .≤ s
N−2
N−2
0 = sN−10 ≤ s
N−1
1 ≤ . . . ≤ s
N−1
N−1
(4.28)
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Let s¯j , j = 1, . . . , N − 1 be the j-th line of the admissible matrix [[s¯]]. Define a
collection of vectors
p¯(s¯)j = s¯j + s¯j+1 + · · ·+ s¯N−2 + s¯N−1 , j = 1, . . . , N − 1 (4.29)
with non-negative integer components. Set p¯(s¯)N = 0¯. Note that according to admis-
sibility condition (4.27) p¯(s¯)1 = n¯.
The iteration of the recurrence relations (4.21) gives the following
Theorem 1 The weight function (3.14) can be presented as a total q-symmetrization
of the sum over all n¯ admissible matrices [[s¯]] of the ordered products of the projections
of strings with rational coefficients:
WN−1(t¯[n¯]]) = Sym t¯[n¯]
∑
[[s¯]]≺ n¯
(
N−1∏
b=1
b∏
a=1
1
(sba − s
b
a−1)!
×
×
N−1∏
j=3
Zs¯j(t¯[n¯−p¯(s¯)j+1])
N−1∏
j=2
X(t¯[n¯−p¯(s¯)j ,n¯−p¯(s¯)j+1])
←−∏
N−1≥j≥1
P+
(
F j
s¯j
(t¯j
[sjj ]
)
))
.
(4.30)
The rational series in (4.30) may be gathered into a single multi-variable series. Set
Z[[s¯]](t¯[n¯]) =
N−1∏
j=3
Zs¯j(t¯[n¯−p¯(s¯)j+1])
N−1∏
j=2
X(t¯[n¯−p¯(s¯)j ,n¯−p¯(s¯)j+1]) =
=
N−1∏
b=2
b−1∏
a=1
sba∏
ℓ=1
1
1− ta
ℓ+na−pba
/ta+1
ℓ+na+1−pba+1
ℓ+na+1−pba+1−1∏
ℓ′=1
q − q−1taℓ+na−pba
/ta+1ℓ′
1− ta
ℓ+na−pba
/ta+1ℓ′
(4.31)
where pba are components of the vector p¯(s¯)
b. Using (4.31) the formula for the universal
weight function (4.30) can be written in a compact form:
WN−1(t¯[n¯]) = Sym t¯[n¯]
∑
[[s¯]]≺ n¯
(
Z[[s¯]](t¯[n¯])∏
a≤b(s
b
a − s
b
a−1)!
←−∏
N−1≥j≥1
P+
(
F j
s¯j
(t¯j
[sj
j
]
)
))
. (4.32)
Theorem 1 reduces the calculation of the universal weight function to the calculation
of the projections of the strings.
4.5 Projection of composed currents and strings
Let ∆ be the standard comultiplication in Uq(ĝlN) defined by (2.5). For any elements
x, y ∈ Uq(ĝlN) we define the adjoint action by the relation
adx y =
∑
l
a(x′l) · y · x
′′
l , where ∆x =
∑
l
x′l ⊗ x
′′
l (4.33)
and a(x) is an antipode map related to the comultiplication (2.5). By screening oper-
ators we understand the operators of the adjoint actions of zero modes Fi[0] of Fi(t):
Si (y) = adFi[0] (y) = y Fi[0]− Fi[0] k
−1
i+1ki y k
−1
i ki+1 (4.34)
where ki are zero modes of k
+
i (t): ki = k
+
i [0] = k
−
i [0]
−1.
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Proposition 4.4 For any i, j, 1 ≤ i < j ≤ N we have the equalities
P+ (Fj+1,i(u)) = SiSi+1 · · ·Sj−1
(
P+(Fj(u))
)
= SiSi+1 · · ·Sj−1
(
Fj(u)
(+)
)
= (SiSi+1 · · ·Sj−1 (Fj(u)))
(+)
(4.35)
Proof. Taking (4.13) for a = i + 1 and using the definition of the projection P+ we
obtain
P+ (Fj,i(t)) = Si
(
P+(Fj,i+1(t))
)
, i < j − 1 . (4.36)
The first equality of Proposition follows from (4.36) by induction. One should take
into account the commutativity of the projections and screening operators proved in
[KP]. Then we apply (2.12). 
An analog of Proposition 4.4 for P− (Fj+1,i(u)) is given in Appendix B.
For a set {u1, . . . , un} of formal variables we introduce a set of the rational functions
ϕum(u; u1, . . . , un) =
n∏
k=1, k 6=m
u− uk
um − uk
n∏
k=1
q−1um − quk
q−1u− quk
(4.37)
satisfying the normalization conditions ϕum(us; u1, . . . , un) = δms. We set
Fj+1,i(u; u1, . . . , un) = Fj+1,i(u)−
n∑
m=1
ϕum(u; u1, . . . , un)Fj+1,i(um) (4.38)
for 1 ≤ i ≤ j < N . By (4.35) we have
P+ (Fi,j+1(u; u1, . . . , un)) = SiSi+1 · · ·Sj−1
(
Fj(u)
(+)
)
−
−
n∑
m=1
ϕum(u; u1, . . . , un)SiSi+1 · · ·Sj−1
(
Fj(um)
(+)
)
.
(4.39)
Proposition 4.5 below and the relation (4.39) suggest a factorized form for the projec-
tion of the inverse string F˜s¯(t¯
j
[,rj,lj ]
).
Proposition 4.5
P+
(
F˜ js¯ (t¯
j
[lj ,rj ]
)
)
=
−→∏
1≤a≤j
 −→∏
lj+sa−1<ℓ≤lj+sa
P+
(
Fj+1,a(t
j
ℓ ; t
j
lj+1
, . . . , tjℓ−1)
) . (4.40)
Proof of Proposition (4.40) is shifted to the Appendix B.
Projections of the string (4.19) and of the inverse string (4.20) are related, namely
P+
(
F js¯ (t¯
j
[lj ,rj ]
)
)
= P+
(
F˜ js¯ (t¯
j
[lj ,rj ]
)
)
×
×
∏
lj<ℓ<ℓ′≤rj
q − q−1tjℓ′/t
j
ℓ
1− tjℓ′/t
j
ℓ
∏
1≤a≤j
 ∏
lj+sa−1<ℓ<ℓ′≤lj+sa
1− tjℓ′/t
j
ℓ
q−1 − qtjℓ′/t
j
ℓ
 . (4.41)
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This statement is the direct consequence of the relations between composed currents
given by Proposition A.1. For the details see [KP].
The particular case of basic relations (2.8),
k+j (t
′)Fj,j−1(t)k
+
j (t
′)(−1) =
q − q−1t/t′
1− t/t′
Fj,j−1(t)
implies the following relation for the projections:
k+j (t
′)P+ (Fj,j−1(t)) k
+
j (t
′)−1 =
q − q−1t/t′
1− t/t′
P+ (Fj,j−1(t; t
′)) , (4.42)
and in general
n∏
a=1
k+j (ta)P
+ (Fj,j−1(t))
n∏
a=1
k+j (ta)
−1 =
n∏
a=1
q − q−1t/ta
1− t/ta
P+ (Fj,j−1(t; t1, . . . , tn)) .
(4.43)
Applying a sequence of the screening operators Si · · ·Sj−2 to (4.43) we obtain
n∏
a=1
k+j (ta) · P
+ (Fj,i(t)) ·
n∏
a=1
k+j (ta)
−1 =
n∏
a=1
q − q−1t/ta
1− t/ta
P+ (Fj,i(t; t1, . . . , tn)) (4.44)
due to the commutativity of any of zero modes Fi[0], . . . , Fj−1[0] with k
+
j+1(t). We
rewrite the relation (4.44) in the form
P+ (Fj,i(t; t1, . . . , tn)) ·
n∏
a=1
k+j (ta) =
n∏
a=1
1− t/ta
q − q−1t/ta
n∏
a=1
k+j (ta) · P
+ (Fj,i(t)) . (4.45)
Using (4.45) and (4.41) we rewrite the relation (4.40) and its analog for the string
(4.19) in the following form:
P+
(
F˜ js¯ (t¯
j
[lj ,rj ]
)
)
·
rj∏
ℓ=lj+1
k+j+1(t
j
ℓ) =
=
∏
lj<ℓ<ℓ′≤rj
1− tjℓ′/t
j
ℓ
q − q−1tjℓ′/t
j
ℓ
−→∏
1≤a≤j
 −→∏
lj+sa−1<ℓ≤lj+sa
P+
(
Fj+1,a(t
j
ℓ)
)
k+j+1(t
j
ℓ)
 , (4.46)
P+
(
F js¯ (t¯
j
[lj ,rj ]
)
) rj∏
ℓ=lj+1
k+j+1(t
j
ℓ) =
∏
1≤a≤j
 ∏
lj+sa−1<ℓ<ℓ′≤lj+sa
1− tjℓ′/t
j
ℓ
q−1 − qtjℓ′/t
j
ℓ
×
×
−→∏
1≤a≤j
 −→∏
lj+sa−1<ℓ≤lj+sa
P+
(
Fj+1,a(t
j
ℓ)
)
k+j+1(t
j
ℓ)
 .
(4.47)
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5 Weight function and L-operators
5.1 From Gauss coordinates to L-operator’s entries
The results of the previous section show that the projection of the string multiplied by
certain number of k+j+1(t
j
ℓ) can be factorized in such a way that each factor is a product
of projection of the composed currents and of some k+j+1(t
j
ℓ). In this section we use this
observation and express the weight functions via matrix elements of L-operators (2.10).
First, we relate projection of composed currents with Gauss coordinates of L-operators.
This is given by the following
Proposition 5.1 We have for any i < j − 1
P+ (Fj,i(t)) = (q − q
−1)j−i−1F+j,i(t) . (5.1)
Proof. We use the equality
(q − q−1)F+j,i(t) = Si
(
F+j,i+1(t)
)
, i < j − 1 . (5.2)
It is proved in [KPT] and is a direct consequence of the relations (2.4) taken for
the modes of L-operators. The claim of Proposition now follows by induction from
Proposition 4.4 and relation (2.12). 
Let V be Uq(ĝlN)-module with a weight singular vector v. The relation (4.47) and
Proposition 5.1 allows to rewrite the corollary (4.32) to Theorem 1 in the following
form:
wN−1V (t¯[n¯]) = β(t¯[n¯]) Sym t¯[n¯]
∑
[[s¯]]≺ n¯
(
(q − q−1)
PN−1
b=1 (nb−s
b
b
)∏N−1
a≤b (s
b
a − s
b
a−1)!
Z[[s¯]](t¯[n¯])
←−∏
N−1≥b≥1
(
−→∏
1≤a≤b
×
−→∏
sba−1<ℓ≤s
b
a
F+b+1,a(tbℓ)k+b+1(tbℓ) sba∏
ℓ′=ℓ+1
tbℓ − t
b
ℓ′
q−1tbℓ − qt
b
ℓ′
 nb∏
ℓ=sb
b
+1
k+b+1(t
b
ℓ)
 v
(5.3)
where the series Z[[s¯]](t¯[n¯]) is given by (4.31).
For any c = 1, . . . , N denote by Ic the left ideal of Uq(b̂
+), generated by the modes
of E+j,i(u) with i > j ≥ c. We have inclusions 0 = IN ⊂ IN−1 ⊂ · · · ⊂ I1.
Lemma 5.2 Fix any c = 1, . . . , N − 1. Then
(i) the left ideal Ic is generated by modes of L
+
i,j(u) with i > j ≥ c;
(ii) for any a and b with a < b and b ≥ c we have equalities
L+a,b(t) ≡ F
+
b,a(t)k
+
b (t) mod Ic, L
+
b,b(t) ≡ k
+
b (t) mod Ic, (5.4)
(iii) for any a ≤ c and b ≥ c the modes of L+a,c(t) and of L
+
b,b(t) normalize the ideal
Ic:
Ic · L
+
a,c(t) ⊂ Ic Ic · L
+
b,b(t) ⊂ Ic . (5.5)
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Proof. We have three types of relations (5.1):
L+a,b(t) = F
+
b,a(t)k
+
b (t) +
∑
b<m≤N
F+m,a(t)k
+
m(t)E
+
b,m(t), a < b, (5.6)
L+b,b(t) = k
+
b (t) +
∑
b<m≤N
F+m,b(t)k
+
m(t)E
+
b,m(t), (5.7)
L+a,b(t) = k
+
a (t)E
+
b,a(t) +
∑
a<m≤N
F+m,a(t)k
+
m(t)E
+
b,m(t), a > b . (5.8)
Denote E¯+j,i(u) = k
+
i (t)E
+
j,i(t) and F¯
+
i,j(u) = F
+
i,j(t)k
+
i (t) for i > j. In these notations
the relation (5.8) looks as
L+a,b(t) = E¯
+
b,a(t) +
∑
a<m≤N
F+m,a(t)E¯
+
b,m(t), a > b . (5.9)
Since k+b (t) is invertible, the ideal Ic is generated by the modes of E¯
+
j,i(u) with i > j ≥ c
as well. Now we inverse the relations (5.9), that is we write E¯+j,N(t) = L
+
N,j(t) for j < N ;
then E¯+j,N−1(t) = L
+
N−1,j(t) − F
+
N,N−1(t)L
+
N,j(t) for j < N − 1 and so on by induction.
This proves (i). In the same manner we rewrite first (5.6) and (5.7) in F¯+i,j(u), E
+
j,i(u)
and k+i (t) and prove by induction that L
+
a,b(t) ≡ F¯
+
b,a(t) mod Ic and L
+
b,b(t) ≡ k
+
b (t)
mod Ic for b ≥ c and a < b, which means (ii).
The statement (iii) is a corollary of the Yang-Baxter relations (2.2). Let Rij;kl(u, v)
be the matrix elements of the R-matrix (2.1). We have for a < c < k and for a < c <
j < i:
L+k,c(u)L
+
a,c(t) =
Rcc;cc(u, t)
Rkk;aa(u, t)
L+a,c(t)L
+
k,c(u)−
Rka;ak(u, t)
Rkk;aa(u, t)
L+a,c(u)L
+
k,c(t),
L+i,j(u)L
+
a,c(t) =
Rjj;cc(u, t)
Rii;aa(u, t)
L+a,c(t)L
+
i,j(u)−
Ria;ai(u, t)
Rii;aa(u, t)
L+a,c(u)L
+
i,c(t)
+
Rcj;jc(u, t)
Rii;aa(u, t)
L+a,c(t)L
+
i,c(u).
These relations precisely mean the inclusion Ic ·L
+
a,c(t) ⊂ Ic. The second part of (iii) is
proved in an analogous manner and is actually well known. 
Theorem 2 For any Uq(ĝlN ) module V with a weight singular vector v we have
wN−1V (t¯[n¯]) = β(t¯[n¯]) Sym t¯[n¯]
∑
[[s¯]]≺ n¯
(
(q − q−1)
PN−1
b=1 (nb−s
b
b
)∏N−1
a≤b (s
b
a − s
b
a−1)!
Z[[s¯]](t¯[n¯])×
←−∏
N−1≥b≥1
 −→∏
1≤a≤b
sba∏
ℓ=sba−1+1
L+a,b+1(tbℓ) sba∏
ℓ′=ℓ+1
tbℓ − t
b
ℓ′
q−1tbℓ − qt
b
ℓ′
 nb∏
ℓ=sb
b
+1
L+b+1,b+1(t
b
ℓ)
 v (5.10)
Observe that non-commutative products over b and a run in the opposite directions
and the ordering in the product over ℓ is not important now, because of commutativity
of the matrix elements of L-operators with the same matrix indices.
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Proof. The theorem states that in (5.3) we can replace each entry of F¯+b,a(t) =
F+b,a(t)k
+
b (t) by L
+
a,b(t) and each entry of k
+
b (t) in the last product of (5.3) by L
+
b,b(t).
This is done with a help of Lemma 5.2. Indeed, we can present the right hand side of
(5.3) as a linear combination of terms
ANi A
N−1
i · · ·A
2
iBiv,
where each Aci is an ordered product of some F¯
+
c,a(t
c−1
j ), and Bi is a product of some
kb(t
b−1
j ). We start from A
N
i . Here we have F¯
+
N,a(t) = L
+
a,N (t) by (5.6). By the statement
(ii) of Lemma 5.2 each multiplier of AN−1i can be written as L
+
a,N−1(t
N−2
j )+xj for some
a < N − 1, parameter tN−2j and xj ∈ IN−1. Due to the part (iii) of Lemma 5.2,
we can rewrite the whole product in AN−1i as
∏
j L
+
a,N−1(t
N−2
j ) + yN−1 with a single
yN−1 ∈ IN−1. Moving further, we replace the product A
N
i A
N−1
i · · ·A
2
iBi by(
A¯Ni A¯
N−1
i · · · A¯
2
i + y2
)
Biv , (5.11)
where each A¯ci equals to A
c
i with all F¯
+
c,a(t) replaced by L
+
a,c(t), and y2 ∈ I2 ⊂ I1.
We apply finally the last part of Lemma 5.2, (iii) and replace (5.11) by the product
A¯Ni A¯
N−1
i · · · A¯
2
i B¯iv, where B¯i consists of L
+
b,b(t
b−1
k ) only. This proves the theorem. 
We can slightly simplify the formula (5.10) by a renormalization of q-symmetri-
zation (see [TV2]). We set for a series or function G(t¯[n¯]):
Sym
(q)
t¯[n¯]
G(t¯[n¯]) = β(t¯[n¯]) Sym t¯[n¯]
(
G(t¯[n¯])
)
. (5.12)
LetGsym(u1, . . . , un) be any symmetric function of n variables uk, that isG
sym(σu¯) =
Gsym(u¯) for any element σ from the symmetric group Sn. Let β(u¯) =
∏
k<k′
q−q−1uk/uk′
1−uk/uk′
.
One can check the following property of renormalized q-symmetrization:
1
n!
Sym
(q)
u¯
(
β(u¯)−1Gsym(u¯)
)
=
1
[n]q!
Sym
(q)
u¯ (G
sym(u¯)) , (5.13)
where [n]q =
qn−q−n
q−q−1
, and [n]q! = [n]q[n− 1]q · · · [2]q[1]q.
We can apply the relation (5.13) to the right hand side of (5.10) because in this
formula inside the total q-symmetrization there is a symmetric series in the sets of
variables {tbℓ} for s
b
a−1 + 1 ≤ ℓ ≤ s
b
a, a = 1, . . . , b and b = 1, . . . , N − 1. This follows
from the commutativity of matrix elements of L-operators [L+a,b(t),L
+
a,b(t
′)] = 0, and
from the explicit form of the series (4.31). Restoring this series and denoting p˜ba =
na − p
b
a = s
a
a + · · ·+ s
b−1
a we formulate the following corollary of Theorem 2
Corollary 5.3 The off-shell Bethe vectors for quantum affine algebra Uq(ĝlN) can be
written as
wN−1V (t¯[n¯]) = Sym
(q)
t¯[n¯]
∑
[[s¯]]≺ n¯
(
(q − q−1)
PN−1
b=1 (nb−s
b
b
)
N−1∏
a≤b
1
[sba − s
b
a−1]q!
×
×
N−1∏
b=2
b−1∏
a=1
sba∏
ℓ=1
1
1− ta
ℓ+p˜ba
/ta+1
ℓ+p˜ba+1
ℓ+p˜ba+1−1∏
ℓ′=1
q − q−1ta
ℓ+p˜ba
/ta+1ℓ′
1− ta
ℓ+p˜ba
/ta+1ℓ′
×
←−∏
N−1≥b≥1
 −→∏
1≤a≤b
 sba∏
ℓ=sba−1+1
L+a,b+1(t
b
ℓ)
 nb∏
ℓ=sb
b
+1
L+b+1,b+1(t
b
ℓ)
 v.
(5.14)
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Expression (5.14) for the off-shell Bethe vectors expressed in terms of matrix ele-
ments of L-operators can be written as the recurrence relation
wN−1V (t¯[n¯]) =
∑
s¯N−1
1
[sN−11 ]q!
N−2∏
a=1
(q − q−1)s
N−1
a
[sN−1a+1 − s
N−1
a ]q![na − s
N−1
a ]q!
× Sym
(q)
t¯n¯
X(t¯[n¯−s¯N−1,n¯]) Zs¯N−1(t¯[n¯]) N−2∏
a=1
na∏
ℓ=na−s
N−1
a +1
λa+1(t
a
ℓ ),
×
−→∏
1≤a≤N−1
 sN−1a∏
ℓ=sN−1a−1 +1
L+a,N(t
N−1
ℓ )
 wN−2V (t¯[n¯−s¯N−1])

(5.15)
where summation in (5.15) runs over first row of the admissible matrix [[s¯]]. The vector
valued function wN−2V (t¯[n¯−s¯N−1]) is the off-shell Bethe vector for the algebra Uq(ĝlN−1)
embedded into Uq(ĝlN). This embedding φ : Uq(ĝlN−1) →֒ Uq(ĝlN) can be described on
the level of Gauss coordinates of the corresponding L-operators:
φ
(
F±b,a(t)
〈N−1〉
)
= F±b,a(t)
〈N〉 , φ
(
E±a,b(t)
〈N−1〉
)
= E±a,b(t)
〈N〉 ,
φ
(
k±a (t)
〈N−1〉
)
= k±a (t)
〈N〉 , 1 ≤ a < b ≤ N − 1 .
(5.16)
Here F±b,a(t)
〈N−1〉 etc., denote Gauss coordinates of the source Uq(ĝlN−1) while F
±
b,a(t)
〈N〉
etc., the Gauss coordinate of the target Uq(ĝlN).
5.2 Evaluation homomorphism
The quantum affine algebra Uq(ĝlN) contains a quantum group Uq(glN). It is gener-
ated by the zero modes of L-operators (2.10). Using them, we introduce Cartan-Weyl
generators Eab, 1 ≤ a, b ≤ N of Uq(glN ). We set L
± ≡ L±[0], and
L+ = KL+0 =

E11
E22 0
0
. . .
ENN


1
νE12 1 0
...
. . .
. . .
νE1N · · · νEN−1,N 1
 , (5.17)
L−= L−0 K
−1=

1 −νE21 · · · −νEN1
. . .
. . .
...
1 −νEN,N−1
1


E
−1
11
E
−1
22 0
0
. . .
E
−1
NN
 , (5.18)
where ν = q − q−1. Generators Eaa, Ea,a+1 and Ea+1,a may be considered as Chevalley
generators of Uq(glN) with commutation relations
EaaEbcE
−1
aa = q
δab−δacEbc , [Ea,a+1,Eb+1,b] = δab
EaaE
−1
a+1,a+1 − E
−1
aa Ea+1,a+1
q − q−1
, (5.19)
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E
2
a±1,aEa,a∓1 − (q + q
−1)Ea±1,aEa,a∓1Ea±1,a + Ea,a−1E
2
a±1,a = 0,
E
2
a,a±1Ea∓1,a − (q + q
−1)Ea,a±1Ea∓1,aEa,a±1 + Ea∓1,aE
2
a,a±1 = 0.
(5.20)
The rest of Eab may be constructed from these Chevalley generators as follows
Ec,a = Ec,bEb,a − qEb,aEc,b ,
Ea,c = Ea,bEb,c − q
−1
Eb,cEa,b , a < b < c .
(5.21)
Using generators Eab we define an evaluation homomorphism:
Evz
(
L+(u)
)
= L+ −
z
u
L− , Evz
(
L−(u)
)
= L− −
u
z
L+ . (5.22)
One can check that the relations (5.19) and (5.21) follow from (2.4).
Let MΛ be a Uq(glN)-module generated by a vector v, satisfying the conditions
Ea,a v = q
Λa v and Ea,b v = 0 for a < b. Then v is a singular weight vector of the
evaluation Uq(ĝlN) module Mλ(z). Taking into account a reordering of the factors
N−2∏
b=1
nb∏
ℓ=sb
b
+1
λb+1(t
b
ℓ) =
N−2∏
b=2
b−1∏
a=1
sba∏
ℓ=1
λa+1(t
a
ℓ+p˜ba
) (5.23)
we can present the off-shell Bethe vector in Mλ(z) as
wN−1MΛ(z)(t¯[n¯]) =
(q − q−1)
PN−1
a=1 na∏N−1
a=1
∏na
ℓ=1 t
a
ℓ
∑
[[s¯]]≺ n¯
(
N−1∏
a≤b
1
[sba − s
b
a−1]q!
×
×
(
←−∏
N−1≥b≥1
(
−→∏
1≤a≤b
(
zEb+1,aE
−1
b+1,b+1
)sba−sba−1)) v ×
× Sym
(q)
t¯[n¯]
N−1∏
b=2
b−1∏
a=1
sba∏
ℓ=1
qΛa+1ta
ℓ+p˜ba
− q−Λa+1z
1− ta
ℓ+p˜ba
/ta+1
ℓ+p˜ba+1
ℓ+p˜ba+1−1∏
ℓ′=1
q − q−1ta
ℓ+p˜ba
/ta+1ℓ′
1− ta
ℓ+p˜ba
/ta+1ℓ′
 ,
(5.24)
where p˜ba = s
a
a + · · ·+ s
b−1
a .
6 Relation to Tarasov-Varchenko construction
The original inductive construction of nested Bethe vectors of [KR] was then developed
in [TV1], where these vectors were defined as certain matrix elements of monodromy
operators (see below). In [KPT] a conjecture about the coincidence of the construction
from [TV1] and those used in the present paper was stated. Recently, Tarasov and
Varchenko managed to calculate nested Bethe vectors in evaluation modules [TV2]. In
this section we use the results of [TV2] to prove a variant of the conjecture of [KPT].
The R-matrix, used in [TV2] differs from (2.1). To achieve a compatibility of the
results, we slightly modify our construction. Let R ∈ Uq(b
+)⊗Uq(b
−) be the universal
R-matrix of Uq(ĝlN ) (with droped factor q
−(c⊗d+d⊗c)/2), and R¯ the universal R-matrix
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of the Hopf subalgebra Uq(glN), described in the previous section. Define εi ∈ Uq(glN)
by the relation qεi = Eii. Define the reduced R-matrix R¯0 of Uq(glN) by the relation
R¯0 = R¯q
PN
i=1 εi⊗εi .
Then R¯210 is a two-cocycle with respect to comultiplication ∆. For any x ∈ Uq(ĝlN) we
set ∆˜(x) = (R¯210 )
−1∆(x)R¯210 . The universal R-matrix R˜ for the comultiplication ∆˜ is
R˜ = R¯−10 RR¯
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0 . It is an element of Uq(b˜
+)⊗Uq(b˜
−), where the new Borel subalgebras
Uq(b˜
+) and Uq(b˜
−) are determined by L-operators L˜+(z) = (π(z) ⊗ 1)(R˜21)−1) and
L˜−(z) = (π(z) ⊗ 1)(R˜). Here π(z) is a vector representation of Uq(ĝlN ) evaluated at
the point z. We have by the construction
L˜±(z) =
(
L−0
)−1
L±(z)
(
L+0
)−1
, (6.1)
where L±(z) are L-operators of Section 2.2, and L±0 are given by the relations (5.17)
and (5.18). The L-operators L˜±(z) satisfy the Yang-Baxter relations with R-matrix
(6.2), initial conditions (6.3) and comultiplication rule (6.4):
R˜(u, v) =
∑
1≤i≤N
Eii ⊗ Eii +
u− v
qu− q−1v
∑
1≤i<j≤N
(Eii ⊗ Ejj + Ejj ⊗ Eii)
+
q − q−1
qu− q−1v
∑
1≤i<j≤N
(uEij ⊗ Eji + vEji ⊗ Eij) ,
(6.2)
L˜+ji[0] = L˜
−
ij [0] = 0, L˜
+
kk[0]L˜
−
kk[0] = 1, 1 ≤ i < j ≤ N, 1 ≤ k ≤ N , (6.3)
∆˜
(
L˜±ij(u)
)
=
∑
k
L˜±kj(u)⊗ L˜
±
ik(u) . (6.4)
Let
L˜±(z) =
(
N∑
i=1
Eii +
N∑
i<j
F˜±j,i(z)Eij
)
·
N∑
i=1
k±i (z)Eii ·
(
N∑
i=1
Eii +
N∑
i<j
E˜±i,j(z)Eji
)
. (6.5)
be the Gauss decomposition of L˜±(z). We have the following connection to the current
realization of Uq(ĝlN):
Ei(z) = E˜
+
i,i+1(z)− E˜
−
i,i+1(z) , Fi(z) = F˜
+
i+1,i(z)− F˜
−
i+1,i(z) , (6.6)
E˜±i,i+1(z) = Ei(z)
(±) , F˜±i+1,i(z) = z
(
z−1Fi(z)
)(±)
. (6.7)
Besides, the correspondence (6.1) imply the relations
E˜±i,i+1(z) = E
±
i,i+1(z)− Ei[0], F˜
±
i,i+1(z) = F
±
i,i+1(z) + Fi[0]. (6.8)
We have the new decomposition UF = U˜
−
f U˜
+
F , where U˜
−
f = U
′
F ∩ Uq(b˜
−) , and U˜+F =
UF ∩ Uq(b˜
+) , and the new projections P˜+ : UF → U˜
+
F and P˜
− : UF → U˜
−
f defined as
P˜+(f− f+) = ε(f−) f+, P˜−(f− f+) = f− ε(f+), f− ∈ U˜
−
f , f+ ∈ U˜
+
F . (6.9)
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For any Π-ordered multiset I we set
W˜I(ti|i∈I) = P˜+
(
Fι(in)(tin)Fι(in−1)(tin−1) · · ·Fι(i2)(ti2)Fι(i1)(ti1)
)
. (6.10)
A small modification of arguments of [KPT] shows that a collection of V -valued func-
tions w˜V,I(ti|i∈I) = W˜I(ti|i∈I) v , where V is a Uq(ĝlN)-module with a singular weight
vector v, form a q-symmetric weight function, that is, satisfy the setting of Section 3.1
with respect to the comultiplication ∆˜.
Denote by W˜N−1(t¯[n¯]) the universal weight function associated with the set of vari-
ables (3.13).
W˜N−1(t¯[n¯]) = P˜
+
(
FN−1(t
N−1
nN−1
) · · ·FN−1(t
N−1
1 ) · · · F1(t
1
n1
) · · ·F1(t
1
1)
)
, (6.11)
and by w˜N−1V (t¯[n¯]) = β(t¯n¯)
∏N
a=2
∏na−1
ℓ=1 λa(t
a−1
ℓ ) W˜
N−1(t¯[n¯])v the related modified weight
function, associated with a weight singular vector v of a Uq(ĝlN)-module V .
Set Y˜ (u¯; v¯) =
∏k
m=1
vm
um
Y (u¯; v¯), where the series Y (u¯; v¯) is defined by (4.15) and
let X˜(t¯[r¯−l¯,r¯]) be the series defined by (4.18) with Y (·) replaced by Y˜ (·). The first step
of the calculation of recurrence relation for (6.11), as well as the definition of strings
is unchanged. The difference appears during the calculation of the projection (4.23).
This difference results that the series X(t¯[n¯−s¯,n¯]) in (4.21) is replaced by X˜(t¯[n¯−s¯,n¯]) and
the recurrence relation for (6.11) takes the form
W˜N−1(t¯[n¯]) =
∑
s¯
1
s1!
N−1∏
a=2
1
(sa − sa−1)!
N−2∏
a=1
1
(na − sa)!
×
× Sym t¯[n¯]
(
Zs¯(t¯[n¯]) · X˜(t¯[n¯−s¯,n¯]) · P˜+
(
FN−1s¯ (t¯
N−1
[nN−1]
)
)
· W˜N−2(t¯[n¯−s¯])
)
.
The iteration of this relation yields an analog of Theorem 1
W˜N−1(t¯[n¯]) = Sym t¯[n¯]
∑
[[s¯]]≺ n¯
(
Z˜[[s¯]](t¯[n¯])∏
a≤b(s
b
a − s
b
a−1)!
←−∏
N−1≥j≥1
P˜+
(
F j
s¯j
(t¯j
[sjj ]
)
))
, (6.12)
where
Z˜[[s¯]](t¯[n¯]) =
N−1∏
b=2
b−1∏
a=1
sba∏
ℓ=1
taℓ+p˜ba
/ta+1
ℓ+p˜ba+1
1− ta
ℓ+p˜ba
/ta+1
ℓ+p˜ba+1
ℓ+p˜ba+1−1∏
ℓ′=1
q − q−1ta
ℓ+p˜ba
/ta+1ℓ′
1− ta
ℓ+p˜ba
/ta+1ℓ′
,
and p˜ba = s
a
a + · · ·+ s
b−1
a . An analog of Proposition 5.1,
P˜+ (Fj,i(t)) = (q − q
−1)j−i−1F˜+j,i(t) , i < j − 1 .
allows to rewrite (6.12) in Gauss coordinates of L-operator L˜+(t):
w˜N−1V (t¯[n¯]) = β(t¯[n¯]) Sym t¯[n¯]
∑
[[s¯]]≺ n¯
(
(q − q−1)
PN−1
b=1 (nb−s
b
b
)∏N−1
a≤b (s
b
a − s
b
a−1)!
Z˜[[s¯]](t¯[n¯])×
←−∏
N−1≥b≥1
 −→∏
1≤a≤b
sba∏
ℓ=sba−1+1
F˜+b+1,a(tbℓ)k+b+1(tbℓ) sba∏
ℓ′=ℓ+1
tbℓ − t
b
ℓ′
q−1tbℓ − qt
b
ℓ′
 nb∏
ℓ=sb
b
+1
k+b+1(t
b
ℓ)
 v.
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The arguments for the derivation of an analog of Theorem 2 and Corollary 5.3 are
unchanged. We get finally the following expression for the modified weight function:
w˜N−1V (t¯[n¯]) = Sym
(q)
t¯[n¯]
∑
[[s¯]]≺ n¯
(
(q − q−1)
PN−1
b=1 (nb−s
b
b
)
N−1∏
a≤b
1
[sba − s
b
a−1]q!
×
×
N−1∏
b=2
b−1∏
a=1
sba∏
ℓ=1
ta
ℓ+p˜ba
/ta+1
ℓ+p˜ba+1
1− ta
ℓ+p˜ba
/ta+1
ℓ+p˜ba+1
ℓ+p˜ba+1−1∏
ℓ′=1
q − q−1taℓ+p˜ba/t
a+1
ℓ′
1− ta
ℓ+p˜ba
/ta+1ℓ′
×
←−∏
N−1≥b≥1
 −→∏
1≤a≤b
 sba∏
ℓ=sba−1+1
L˜+a,b+1(t
b
ℓ)
 nb∏
ℓ=sb
b
+1
L˜+b+1,b+1(t
b
ℓ)
 v .
(6.13)
The embedded algebra Uq(glN) is given again by zero modes of L-operators. We set
L˜± ≡ L˜±[0]. Due to (6.1), we have L˜+ = (L−0 )
−1K and L˜− = K−1(L+0 )
−1. Introduce
generators E˜i,j of Uq(glN) by the relations
L˜+ = (L−0 )
−1K =

1 νE˜21 · · · νE˜N1
. . .
. . .
...
1 νE˜N,N−1
1


E˜11
E˜22 0
0
. . .
E˜NN

L˜− = K−1(L+0 )
−1 =

E˜
−1
11
E˜
−1
22 0
0
. . .
E˜
−1
NN


1
−νE˜12 1 0
...
. . .
. . .
−νE˜1N · · · −νE˜N−1,N 1

In particular, E˜ij = Eij if |i− j| ≤ 1, so the Chevalley generators E˜a,a, E˜a,a+1 and E˜a+1,a
satisfy the same relations (5.19) and (5.20) with different rules for the composed roots
generators
E˜c,a = E˜c,bE˜b,a − q
−1
E˜b,aE˜c,b ,
E˜a,c = E˜a,bE˜b,c − qE˜b,cE˜a,b , a < b < c .
Define the evaluation homomorphism of the algebra Uq(ĝlN) to Uq(glN) as in (5.22):
Evz
(
L˜+(u)
)
= L˜+ −
z
u
L˜− , Evz
(
L˜−(u)
)
= L˜− −
u
z
L˜+ . (6.14)
The substitution of (6.14) into (6.13) gives
w˜N−1M(z)(t¯[n¯]) = (q − q
−1)
PN−1
a=1 na
∑
[[s¯]]≺ n¯
((
←−∏
N−1≥b>a≥1
qs
b
a−1(s
b
a−1−s
b
a)
[sba − s
b
a−1]q!
Eˇ
sba−s
b
a−1
b+1,a
)
v ×
× Sym
(q)
t¯[n¯]
N−1∏
b=2
b−1∏
a=1
sba∏
ℓ=1
qΛa+1taℓ+p˜ba
− q−Λa+1z
ta+1
ℓ+p˜ba+1
− ta
ℓ+p˜ba
ℓ+p˜ba+1−1∏
ℓ′=1
qta+1ℓ′ − q
−1taℓ+p˜ba
ta+1ℓ′ − t
a
ℓ+p˜ba
 , (6.15)
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where Eˇb+1,a = E˜b+1,aE˜b+1,b+1. The factor q
sba−1(s
b
a−1−s
b
a) appears after the reordering of
the generators Eˇb+1,a. To obtain (6.15) from (6.13) we use again the reordering (5.23).
Remind the construction of [TV1]. Let L-operator L(z) =
∑∞
k=0
∑N
i,j=1Eij ⊗
Lij[k]z
−k of some Borel subalgebra Uq(bˇ
+) of Uq(ĝlN) satisfies the Yang-Baxter re-
lation with a R-matrix Rˇ(u, v). We use the notation L(k)(z) ∈
(
CN
)⊗M
⊗ Uq(bˇ
+) for
an L-operator acting nontrivially on k-th tensor factor in the product
(
C
N
)⊗M
for
1 ≤ k ≤M . Consider a series on M variables
T(u1, . . . , uM) = L
(1)(u1) · · ·L
(M)(uM) · R
(M,...,1)(uM , . . . , u1) (6.16)
with coefficients in
(
End(CN)
)⊗M
⊗ Uq(bˇ
+), where
R
(M,...,1)(uM , . . . , u1) =
←−∏
1≤i<j≤M
Rˇ(ji)(uj, ui) . (6.17)
In the ordered product of R-matrices (6.17) the factor Rˇ(ji) is to the left of the factor
Rˇ(ml) if j > m, or j = m and i > l. Consider the set of variables (3.13). Following
[TV1], set
B(t¯[n¯]) = trC⊗|n¯|⊗id (T(t
1
1, . . . , t
1
n1
; . . . ; tN−11 , . . . , t
N−1
nN−1
)E⊗n121 ⊗· · ·⊗E
⊗nN−1
N,N−1⊗1), (6.18)
where |n¯| = nN−1+· · ·+n1. The element (6.18) is given by (6.16) with the identification:
M = |n¯|, for a = 1, . . . , N−1 and n1+ · · ·+na−1 < i ≤ n1+ · · ·+na, ui = t
a
i−n1−···−na−1
.
The coefficients of B(t¯n¯) are elements of the Borel subalgebra Uq(bˇ
+). For any Uq(ĝlN )-
module V with a singular vector v denote
BV (t¯[n¯]) = B(t¯[n¯])v. (6.19)
We can establish a correspondence of the calculations above and of [TV2] as follows.
We identify the R-matrix R˜(u, v), see (6.2) and Rˇ(u, v), the Borel subalgebra Uq(b˜
+)
(see the beginning of this section) with Uq(bˇ
+) of [TV2]. Set
η(t¯[n¯]) =
∏
1≤a<b≤N−1
∏
1≤j≤nb
∏
1≤i≤na
qtbj − q
−1tai
tbj − t
a
i
Then we have
w˜N−1MΛ(z)(t¯[n¯]) = η(t¯[n¯])BMΛ(z)(t¯[n¯]) (6.20)
for arbitrary evaluation module MΛ(z). This is just a literal coincidence of eq. (6.15)
and of eq. (6.11) in [TV2]. Next, we know that the comultiplication property of the
weight functions w˜N−1V (t¯[n¯]) and BV (t¯[n¯]) coincide [KPT]. Thus
w˜N−11g(z0)⊗MΛ1(z1)⊗...⊗MΛn(zn)
(t¯[n¯]) = η(t¯[n¯])B1g(z0)⊗MΛ1 (z1)⊗...⊗MΛn(zn)(t¯[n¯]) (6.21)
for any tensor product of evaluation modules and a one-dimensional module 1g(z0), in
which every Lii(z) acts by multiplication on g(z0) (both weight functions in consid-
eration are trivial for one-dimensional modules). The identity (6.21) is sufficient to
conclude the general coincidence of the two constructions.
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Let J be the left ideal of Uq(b˜
+), generated by all Ei[n], i = 1, . . . , N − 1, n > 0
(equivalently, by modes of E˜b,a(t), a > b). Let W˜
N−1(t¯n¯) be the universal weight
function given by eq. (6.11).
The following result verifies the conjecture of [KPT] for the universal weight function
(6.10), and the weight function of (6.18), related to R-matrix (6.2).
Theorem 3
(i) The two weight functions are equal for each irreducible finite-dimensional Uq(ĝlN)-
module V with a singular vector v:
w˜N−1V (t¯[n¯]) = η(t¯[n¯])BV (t¯[n¯]) .
(ii) Consider Uq(b˜
+) as an algebra over C[[(q − 1)]]. Then
W˜N−1(t¯[n¯])
N−1∏
a=1
na∏
ℓ=1
k+a+1(t
a
ℓ ) ≡ η(t¯[n¯])B(t¯[n¯]) mod J . (6.22)
Proof. For the proof of (i) we apply (6.21) and the classical result [CP]: every irre-
ducible finite-dimensional Uq(ĝlN )-module with a singular vector v is isomorphic to a
subquotient of a tensor product of one-dimensional modules and of evaluation mod-
ules. More precisely, this subquotient is a quotient of the submodule of that tensor
product generated by the tensor product of weight singular vectors. The singular vec-
tor corresponds to the image of the tensor product of the singular vectors within this
isomorphism.
Due to (6.21), for the proof of (ii) it is sufficient to verify the following statement.
Let x ∈ U(b˜+) be an element of the universal enveloping algebra of a Borel subalgebra
of ĝlN , which does not belong to J . Then there exists a tensor product of evaluation
modules with a weight singular vector v such that xv 6= 0. This can be observed
as follows. By PBW theorem, we can present x as a sum of ordered monomials on
Ej,i[n] ∈ ĝlN with 1 ≤ i ≤ j ≤ N and n ≥ 0. Clearly, x admits a weight decomposition
with respect to Cartan subalgebra of glN . Take a maximal weight component x0.
Present x0 in a form
x0 =
∑
k
XkPk({Ea,a[na]}), (6.23)
where each Xk is a monimial as Xk = E2,1[n1]E2,1[n2] · · ·E3,1[nl] · · ·EN,N−1[nm] of a
given weight and Pk({Ea,a[na]}) is a polynomial over commuting imaginary root vectors
Ea,a[na], a = 1, . . . , N . Let mi,j denotes the number of occurrences of all possible Ej,i[r]
in the decomposition of X1.
Let Mi be a glN Verma module with a highest vector v, satisfying the relations
Ej,i[0]v = 0 for i > j and Ea,a[0]v = δa,iv. Let Mi(z) be the corresponding evaluation
module. For a collection n¯ = {n1, . . . , nN} and a set of variables zn¯ = {z
1
1 , . . . , z
1
n1, . . . ,
zNnN} defineM(zn¯) as a tensor productM(zn¯) = M1(z
1
1)⊗· · ·⊗MN (z
N
nN
). Its weight sin-
gular vector is v¯ = v⊗· · ·⊗v. Denote by v{mij} ∈M(zn¯) the vector E2,1v ⊗ · · · ⊗ E2,1v⊗
· · · ⊗ EN,N−1v ⊗ v ⊗ · · · ⊗ v where the number of occurrences of each Ei,jv is mi,j (we
suppose that the numbers nk are big enough). Equip the dual space M
∗(zn¯) with a
structure of contragredient glN module (E
∗
j,i = Ei,j). Then the vector v
∗
{mij}
∈ M∗(zn¯)
is well defined.
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Consider the matrix element 〈v∗{mij}, xv〉. By weight arguments it is equal to
〈v∗{mij}, x0v〉. It is also clear that we have nonzero contribution only for the terms
with the same number of occurrences of Ej,i[r] (neglecting degrees r) as in X1. In this
matrix coefficient the imaginary root vector Ea,a[m] contributes as the Newton poly-
nomial sam = (z
a
1 )
m + · · ·+ (zana)
m of degree m over the variables za1 , . . . , z
a
na and thus
each polynomial Pk({Ea,a[ma]}) contributes as this very polynomial over symmetric
functions sam.
In order to describe the contribution of monomials on Ej,i with i < j we make
the following renaming of the variables zai . We write them first in a natural order
z11 , . . . , z
N
nN
and then rename first m1,2 of them as x
12
1 , . . . , x
12
m12
, the next m1,3 of them
as x131 , . . . , x
13
m13
and so on. The rest of the variables remain unchanged. Then each
Ej,i[m] with i < j contributes as the Newton polynomial s
ij
m = (x
ij
1 )
m + · · ·+ (xijmij )
m
of degree m over the variables xij1 , . . . , x
ij
mij
.
Now we use the following properties of symmetric (with respect to a product of
symmetric groups) functions: (i) the Newton polynomials of degree less then the num-
ber of the variables are algebraically independent; (ii) the products sm1sm2 · · · smn of
the Newton polynomials sk = x
k
1 + . . .+ x
k
n of n variables taken over all unordered col-
lections (m1, ..., mn) of nonnegative integers form a linear basis of the ring of symmetric
functions on n variables; (iii) for any finite set of linearly independent polynomials of n
variables one can find N > n such that all these polynomials will be linear independent
over the ring of symmetric functions of N variables.
These properties of symmetric functions imply that once we take a collection n¯ with
all nai big enough, the matrix element 〈v
∗
{mij}
, xv〉 is nonzero polynomial over {zn¯}. 
Clearly, the formality restriction in (ii) is artificial and is taken for technical sim-
plification of the proof.
A Analytical properties of composed currents
An analytical reformulation of Serre relations (2.9), see [E], imply the following state-
ments in the completed algebra UF :
(i) the products Fi(z)Fi(w) have a simple zero at z = w
4;
(ii) the product (q−1z1 − qz2)(z2 − z3)(qz1 − q
−1z3)Fi−1(z1)Fi(z2)Fi−1(z3) vanish on
the lines z2 = z1 = q
−2z3 and z2 = q
−2z1 = z3;
(iii) the product (z1− z2)(q
−1z2− qz3)(qz1− q
−1z3)Fi(z1)Fi−1(z2)Fi(z3) vanish on the
lines z2 = z1 = q
2z3 and z2 = q
2z1 = z3.
The properties (i), (ii) and (iii) imply the commutativity
[Fi−1(z)Fi(z)Fi+1(z), Fi(w)] = 0. (A.1)
4Let v be a vector of a highest weight module V and ξ ∈ V ∗. The analytical property (i) means
that the matrix element 〈ξ, Fi(z)Fi(w)v〉 is a meromorphic function of w and z equal to zero at w = z.
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Let us prove (A.1). The basic relations (2.8) imply that:
(q−1z − qw)(z − w)(qz − q−1w)[Fi−1(z)Fi(z)Fi+1(z), Fi(w)] = 0 . (A.2)
Consider the product Fi−1(z)Fi(z)Fi+1(z)Fi(w). Due to (2.8) this product as a function
of w has poles at the points w = q−2z, z, q2z. On the other hand it has zero at w = z
due to (i). Due to (ii) the product Fi(z)Fi+1(z)Fi(w) has zero at w = q
−2z and due to
(iii) the product Fi−1(z)Fi(z)Fi(w) has zero at w = q
2z. This means that the whole
product Fi−1(z)Fi(z)Fi+1(z)Fi(w) has no zeros and no poles. The same is true for
the inverse product Fi(w)Fi−1(z)Fi(z)Fi+1(z). The relations (A.2) implies now the
commutativity in (A.1).
We will use (4.12) in order to describe the analytical properties of the product of
composed currents.
Proposition A.1 The following relations hold in UF for any a < b and c < d:
Fb,a(z)Fd,c(w) = Fd,c(w)Fb,a(z) , b < c (A.3)
(q−1z − qw)Fb,a(z)Fd,c(w) = (z − w)Fd,c(w)Fb,a(z) , b = c (A.4)
Fb,a(z)Fd,c(w) =
q − q−1z/w
1− z/w
Fd,c(w)Fb,a(z) , a > c, b = d (A.5)
q − q−1w/z
1− w/z
Fb,a(z)Fd,c(w) =
q − q−1z/w
1− z/w
Fd,c(w)Fb,a(z) a = c, b = d (A.6)
Fb,a(z)Fd,c(w) = Fd,c(w)Fb,a(z) , a < c < d < b (A.7)
q − q−1w/z
1− w/z
Fb,a(z)Fd,c(w) = Fd,c(w)Fb,a(z) , a = c, b < d (A.8)
We note that in the analytic language, both sides of all relations in (A.3)–(A.8) are
analytical functions in (C∗)2. This means, for instance, that the product Fd,a(w)Fb,a(z)
in (A.8) has no zeroes and no poles for b < d, while the product Fb,a(z)Fd,a(w) has a
simple zero at z = w and a simple pole at z = q−2w.
Let us prove (A.8). Consider the product Fb,a(z)Fd,a(w). Due to (A.1) and (4.12),
analytical properties of this product are the same as of Fa(z)Fa(w)Fa+1(w). This
product considered as a function of z has poles at the points z = q−2w and z = q2w.
On the other hand due to (i) it has a zero at z = w and due to (ii) a zero at z = q2w. It
means that the product Fb,a(z)Fd,a(w) has a simple pole at z = q
−2w and a simple zero
at z = w. Consider now the inverse product Fd,a(w)Fb,a(z). Its analytical properties
are defined again due to (A.1) by the properties of the product Fa(w)Fa+1(w)Fa(z).
The latter has poles at z = q2w and at z = w. Due to (i) and (ii) it has zeros at the
same points. It means that the inverse product Fd,a(w)Fb,a(z) of composed currents
are analytic function in (C∗)2 without zeros and poles. Now the relations (2.8) imply
(A.8). 
Corollary A.2 The inverse string (4.20) have simple zeros at tjk = t
j
m and simple
poles at tjk = q
−2tjm for all pairs (m, k) such that rj ≥ m > k > lj. These poles are the
only singularities of the inverse string.
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Proof follows from the analysis of the ordering of the product of currents in the inverse
string. It contains the products of the composed currents Fj+1,a(t
j
k)Fj+1,c(t
j
m), where
always a ≤ c and k < m. Properties (A.5) and (A.6) of the products of the composed
currents shows that Fj+1,a(t
j
k)Fj+1,c(t
j
m) will always have the pole at t
j
k = q
−2tjm and
zero at tjk = t
j
m. 
The assertion A.2 will be used in the next Appendix in order to calculate the
projections of the inverse string (4.20).
B Projections of the string
In this Appendix we prove Proposition 4.5 describing the projection P+ of the inverse
string. We also describe projection P−. Up to renaming the variables the inverse string
is a product Fj,i1(t1) · · ·Fj,in(tn) for 1 ≤ i1 ≤ · · · ≤ in < j.
Lemma B.1 For any 1 ≤ i1 ≤ · · · ≤ in ≤ k < j we have an equality
P+(Fj,i1(t1) · · ·Fj,in(tn)Fj,k(t)) = P
+(Fj,i1(t1) · · ·Fj,in(tn)) · P
+(Fj,k(t)) +
+
n∑
b=1
Vb(t1, . . . , tn)
t− q2tb
.
(B.1)
where Vb(t1, . . . , tn) take value in U
+
f and do not depend on the variable t.
Proof. We want to move the difference Fj,k(t)− P
+ (Fj,k(t)) to the left of the product
Fj,i1(t1) · · ·Fj,in(tn) and observe that during this process appear only simple poles at
the points t = q2tb with (independent on t) operator-valued residues.
A particular case of the formula (4.13) for a = i+ 1 can be written in the form
Fj,k(t) = Sk(Fj,k+1(t)) + (q
−1 − q)Fk(t)
(−) Fj,k+1(t) . (B.2)
Iterating (B.2) we obtain
Fj,k(t) = Sk Sk+1 · · ·Sj−2(Fj−1(t)) + Fˆj,k(t) , (B.3)
where we set Fˆk+1,k(t) = 0 and
Fˆj,k(t) = (q
−1 − q)
j−1∑
m=k+1
(
Fm,k(t)
(−) − Fˆm,k(t)
(−)
)
Fj,m(t) , (B.4)
if j − k > 1. Proposition 4.4 and (B.3) imply that
Fj,k(t)− P
+ (Fj,k(t)) = Fˆj,k(t)
(+) − Fj,k(t)
(−) . (B.5)
and P+
(
Fˆj,k(t)
)
= 0. Applying Proposition 4.4 and (B.3) once again, we get also an
equality P+
(
Fj,k(t)
(−)
)
= 0.
Permuting the difference Fj,k(t) − P
+ (Fj,k(t)) and the product of the currents
Fj,i1(t1) · · ·Fj,in(tn) we consider the terms Fˆj,k(t)
(+) and Fj,k(t)
(−) in the r.h.s. of (B.5)
separately.
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Lemma B.2 For 1 ≤ i1 ≤ · · · ≤ in ≤ k < j
P+
(
Fj,i1(t1) · · ·Fj,in(tn) · Fˆj,k(t)
)
= 0 . (B.6)
Note that the equality (B.6) is equivalent to a system of two equalities, each of them
is used further:
P+
(
Fj,i1(t1) · · ·Fj,in(tn) · Fˆj,k(t)
(±)
)
= 0 . (B.7)
Proof. We use presentaion (B.4), the equality P+
(
Fj,k(t)
(−)
)
= 0 and prove the state-
ment of Lemma by induction over k. For k = j − 2 the statement (B.6) follows from
the relations
Fj,s(t
′)Fm,k(t)
(−) = Fm,k(t)
(−)Fj,s(t
′) , s < k
Fj,k(t
′)Fm,k(t)
(−) =
q−1t′ − qt
t′ − t
Fm,k(t)
(−)Fj,k(t
′)−
(q−1 − q)t′
t′ − t
Fm,k(t
′)(−)Fj,k(t
′),
(B.8)
valid for m < j. The latter relations are the result of applying the integral transfor-
mation −
∮
dz
z
1
1−t/z
to (A.7), (A.8) with renaming w → t′. For k = j − 3 we use again
(B.8) and relations (B.7) for k = j − 2, which are already proved and so on. 
Lemma B.3 The following relations hold for i < k
Fj,i(t
′)Fj,k(t)
(−) =
t− t′
q−1t− qt′
Fj,k(t)
(−)Fj,i(t
′) +
(q−1 − q)t′
q−1t− qt′
Fj,i(t
′)Fj,k(t
′)(−) ,
Fj,k(t
′)Fj,k(t)
(−) =
qt− q−1t′
q−1t− qt′
Fj,k(t)
(−)Fj,k(t
′)+
+
(q−1 − q)t′
q−1t− qt′
(
Fj,k(t
′)Fj,k(t
′)(−) + Fj,k(t
′)(−)Fj,k(t
′)
)
.
Proof. Apply the integral transform−
∮
dz
z
1
1−t/z
to the relations (A.5), (A.6) and rename
w → t′. 
Lemmas B.3 and B.2 imply Lemma B.1. Exact form of Vb(t1, . . . , tn) is not impor-
tant. 
Let Fk,j(t; t1, . . . , tn) be the linear combination of currents introduced by the relation
(4.38). Lemma B.1 implies now the following
Lemma B.4 For 1 ≤ i1 ≤ · · · ≤ in ≤ k < j we have the equality of formal series
P+(Fj,i1(t1) · · ·Fj,in(tn)Fj,k(t)) = P
+(Fj,i1(t1) · · ·Fj,in(tn))P
+ (Fj,k(t; t1, . . . , tn)) .
Proof. Corollary A.2 to Proposition A.1 states that the product of the currents
Fj,i1(t1) · · ·Fj,in(tn)Fj,k(t) has simple zeroes at hyperplanes t = ti, i = 1, . . . , n. Sub-
stituting these conditions in (B.1) we get a systems of n linear equations over the field
of rational functions C(t1, . . . , tn) for the operators Vb(t1, . . . , tn):
n∑
b=1
Vb(t1, . . . , tn)
ta − q2tb
= V · P+ (Fk,j(ta)) , i = 1, . . . , n , (B.9)
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where V = P+ (Fj,i1(t1) · · ·Fj,in(tn)). The determinant of the matrixBa,b = (ta−q
2tb)
−1
of this system is nonzero in C(t1, . . . , tn),
det(B) = (−q2)
n(n+1)
2
∏
a6=b(ta − tb)
2∏
a,b(ta − q
2tb)
,
hence the system has a unique solution over C(t1, ..., tn). This implies that the operators
Vb are linear combinations over C(t1, ..., ta−1) of the operators V · P
+ (Fj,k(ta)), a =
1, ..., n, and the projection
P+ (Fj,i1(t1) · · ·Fj,in(tn)Fj,k(t)) = V · P
+ (Fj,k(t))−
−
n∑
b=1
ϕtb(t; t1, . . . , tn) V · P
+ (Fj,k(tb)) ,
(B.10)
where ϕtb(t; t1, . . . , tn) = Ab(t; t1, . . . , tn)/
∏n
m=1(t− q
2tm) are rational functions whose
numerators are polynomials on t of degree less then n. The system (B.9) is satisfied if
the rational functions ϕtb(t; t1, . . . , tn) have the property
ϕtb(ta; t1, . . . , tn) = δa,b , a, b = 1, ..., n .
This interpolation problem has a unique solution given by formula (4.37). This proves
Lemma B.4. 
The iteration of Lemma B.4 proves Proposition 4.5. 
Now we describe the projection P− of the composed currents and strings. Let a˜dx
denotes the adjoint action in Uq(ĝlN) related to coproduct ∆
op, a˜dx y =
∑
l x
′′
l · y ·
a−1(x′l) , where ∆x =
∑
l x
′
l⊗x
′′
l . Define screening operators S˜i, i = 1, ..., N − 1 by the
relation
S˜i (y) = a˜dFi[0] (y) = Fi[0] y − k
−1
i ki+1 y k
−1
i+1ki Fi[0]
Inductive using of (4.14) implies an analog of Proposition 4.4 (we do not use it further):
P− (Fj+1,i(t)) = S˜jS˜j−1 · · · S˜i+1
(
P−(Fi(t))
)
= −
(
S˜jS˜j−1 · · · S˜i+1 (Fi(t))
)(−)
.
Set
ϕ˜um(u; u1, . . . , un) =
n∏
a=1, a6=m
u− ua
um − ua
n∏
a=1
qum − q
−1ua
qu− q−1ua
, and (B.11)
F˜j+1,i(u; u1, . . . , un) = Fj+1,i(u)−
n∑
m=1
ϕ˜um(u; u1, . . . , un)Fj+1,i(um), 1 ≤ i ≤ j < N.
The series F˜i,j+1(u; u1, . . . , un) admits another presentation, which will be used below.
Namely, in the notation u ≡ u0 and
ψum(u0; u1, . . . , un) =
n∏
j=1
u0 − uj
qu0 − q−1uj
·
∏n
j=1(quk − q
−1uj)∏n
j=0 j 6=k(uk − uj)
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we have
F˜j+1,i(u0; u1, . . . , un) =
n∑
k=0
ψum(u0; u1, . . . , un)Fj+1,i(uk), so that
P−
(
F˜j+1,i(u0; u1, . . . , un)
)
=
n∑
k=0
ψum(u0; u1, . . . , un)P
− (Fj+1,i(uk)) . (B.12)
We have an analog of Proposition 4.5:
P−(Fj,i1(t1) · · ·Fj,in(tn)) = P
−
(
F˜j,i1(t1; t2, . . . , tn)
)
P−
(
F˜j,i2(t2; t3, . . . , tn)
)
·
· · ·P−
(
F˜j,in−1(tn−1; tn)
)
P−(Fj,in(tn)) .
(B.13)
Using (B.13) we present the projection of the string P−
(
F js¯′(t¯
j
[sj ]
)
)
in a factorized form
P−
(
F js¯′(t¯
j
[sj ]
)
)
=
−→∏
1≤a≤j
 −→∏
sa−1<ℓ≤sa
P−
(
F˜j+1,a(t
j
ℓ ; t
j
ℓ+1, . . . , t
j
sj
)
) ×
×
∏
1≤ℓ<ℓ′≤sj
q−1 − qtjℓ/t
j
ℓ′
1− tjℓ/t
j
ℓ′
∏
1≤a≤j
 ∏
sa−1<ℓ<ℓ′≤sa
1− tjℓ/t
j
ℓ′
q − q−1tjℓ/t
j
ℓ′
 .
(B.14)
C String product expansion
Let Ui,j be subalgebra of UF generated by the modes of the currents Fi(t), . . . , Fj(t)
and Uεi,j = Ui,j ∩Kerε be the corresponding augmentation ideal.
Lemma C.1 For any i and j with 1 ≤ i < j ≤ N we have
P− (Fj,i(t)) = −Fj,i(t)
(−) mod P−
(
Uεi,j−2
)
· Ui,j−1 . (C.1)
Proof is based on the relation
P− (Fj,i(t)) + Fj,i(t)
(−) = Si
(
P− (Fj,i+1(t)) + Fj,i+1(t)
(−)
)
mod P−
(
Uεi,i
)
· Ui,j−1
which is direct consequence of (B.2). Using this relation several times we obtain
P− (Fj,i(t)) + Fj,i(t)
(−) = Si · · ·Sj−2
(
P− (Fj,j−1(t)) + Fj,j−1(t)
(−)
)
mod P−
(
Uεi,j−2
)
· Ui,j−1
But for the simple roots currents we have P− (Fj,j−1(t)) + Fj,j−1(t)
(−) = 0. so Lemma
is proved. Using the commutativity of screening operators and the projections [KP],
we prove the lemma. 
Let s¯ = {sj+1, sj, . . . , s2, s1} be a collection of non-negative integers satisfying ad-
missibility conditions: sj+1 ≥ sj ≥ · · · ≥ s1 ≥ s0 = 0. Set s¯
′ = {0, sj, . . . , s1}.
35
Proposition C.2 For any product F(t¯j+1[sj+1]) and a string F
j
s¯′(t¯
j
[sj ]
) we have an equality
F(t¯j+1[sj+1]) · P
−
(
F js¯′(t¯
j
[sj ]
)
)
=
j+1∏
i=1
1
(si − si−1)!
Sym tj+1
[sj+1]
(
F j+1s¯ (t¯
j+1
[sj+1]
)×
× Sym t¯j
[sj−1,sj ]
· · ·Sym t¯j
[s1,s2]
Sym t¯j
[s1]
(
Y (tj+1sj , . . . , t
j+1
1 ; t
j
sj
, . . . , tj1)
)) (C.2)
modulo P−
(
Uεj
)
· Uj+1.
Proof. Substitute (B.14) instead of the second factor of the product F(t¯j+1[sj+1]) ·
P−
(
F js¯′(t¯
j
[sj ]
)
)
. Our strategy is to move each factor P−
(
F˜j+1,a(t
j
ℓ ; t
j
ℓ+1, . . . , t
j
sj
)
)
to the
left of the product F(t¯j+1[sj+1]) and keep the terms modulo P
−(Uε1,j)·U1,j+1. We start from
the most left factor taken at a = 1 and ℓ = 1. We replace first P−
(
F˜j+1,1(t
j
1; t
j
2, . . . , t
j
sj
)
)
with a linear combination of Fj+1,1(t
j
k)
(−) with rational coefficients. This can be done
by due to Lemma C.1 and (B.14), since the modes of the Fj+1(t) commute with any
elements from P−(Uε1,j−1) and thus can be moved to the left forming modulo terms.
Then we use the relations (A.5) and ordering rules
Fj+1(t)Fj+1,a(t
′)(−) =−
1
1− t′/t
Fj+2,a(t) +
+
(
q − q−1t′/t
1− t′/t
Fj+1,a(t
′)(−) −
q − q−1
1− t′/t
Fj+1,a(t)
(−)
)
Fj+1(t),
(C.3)
for a = 1, . . . , j, which are consequence of (A.4). They give the equalities
Fj+1(t
j+1
sj+1
) · · ·Fj+1(t
j+1
1 ) · Fj+1,1(t)
(−) = −
sj+1∑
a=1
∏
a<ℓ≤sj+1
q−1 − qtj+1a /t
j+1
ℓ
1− tj+1a /t
j+1
ℓ∏
1≤ℓ<a
q−1 − qtj+1ℓ /t
j+1
a
1− tj+1ℓ /t
j+1
a
1
1− t/tj+1a
Fj+2,1(t
j+1
a ) Fj+1(t
j+1
sj+1
) · · ·Fj+1(t
j+1
1 )︸ ︷︷ ︸
Fj+1(t
j+1
a ) omitted
(C.4)
modulo P−(Uε1,j) · U1,j+1. The iteration of (C.4) using other ordering rules, being
consequences of (A.8) and (A.7),
Fj+2,a(t)Fj+1,a(t
′)(−) =
(
q−1 − qt′/t
1− t′/t
Fj+1,a(t
′)(−) −
q−1 − q
1− t′/t
Fj+1,a(t)
(−)
)
Fj+2,a(t),
Fj+2,a(t)Fj+1,b(t
′)(−) = Fj+1,b(t
′)(−)Fj+2,a(t). a < b
leads to the following result. Denote
α1(x) =
q−1 − qx
1− x
, α2(x) =
q−1 − qx
q − q−1x
, α3(x) =
q − q−1x
1− x
. (C.5)
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Then the product F(t¯j+1[sj+1]) · P
−
(
F js¯′(t¯
j
[sj ]
)
)
modulo P−(Uε1,j) · U1,j+1 is equal to the
following sum:
j∏
i=1
 ∏
si−1<ℓ<ℓ′≤si
α3(t
j
ℓ/t
j
ℓ′)
−1
∑
Aj
· · ·
∑
A2
∑
A1
Y (tj+1asj , . . . , t
j+1
a1
; tjsj , . . . , t
j
1)
×
j∏
i=1
∏
ℓ<ℓ′
ℓ,ℓ′∈Ai
α1(t
j+1
ℓ /t
j+1
ℓ′ )
∏
ℓ<ℓ′
ℓ∈A⊥
i−1
ℓ′∈Ai
α2(t
j+1
ℓ /t
j+1
ℓ′ )
∏
ℓ∈A⊥i−1 ℓ
′∈Ai
α3(t
j+1
ℓ /t
j+1
ℓ′ )
×
−→∏
1≤i≤j
(
Fj+2,i(t
j+1
asi−1+1
) · · ·Fj+2,i(t
j+1
asi
)
)
Fj+1(t
j+1
sj+1
) · · ·Fj+1(t
j+1
1 )︸ ︷︷ ︸
Fj+1(t
j+1
a1
),...,Fj+1(t
j+1
asj
) omitted
.
(C.6)
The sum in (C.6) goes over all non-ordered subsets A1, A2, . . . , Aj of the set A =
{1, . . . , sj+1}. These subsets are defined as follows. Let A0 = ∅ be an empty set.
Denote A⊥0 = A. Define inductively the subsets Ai and A
⊥
i of A
⊥
0 for i = 1, . . . , j
by the relations: Ai ∪ A
⊥
i = A
⊥
i−1. Denote the elements of the set Ai by the letters
asi−1+1, . . . , asi−1, asi. Number of the elements in the subset Ai is equal to si − si−1.
Note also that because subsets Ak is defined inductively through previous subsets
Ak−1, . . . , A1 the summations in (C.6) are not commutative. First, we have to sum
over all possible subsets A1 in A
⊥
0 , then over all possible A2 in A
⊥
1 and so on.
The last line in (C.6) is the inverse string. We can use the relations (A.5) between
the composed currents and the last product of the rational series in the second line of
(C.6) to transform it to the string, again modulo P−(Uε1,j) · U1,j+1:
F(t¯j+1[sj+1]) · P
−
(
F js¯′(t¯
j
[sj ]
)
)
=
j∏
i=1
 ∏
si−1<ℓ<ℓ′≤si
α3(t
j
ℓ/t
j
ℓ′)
−1
∑
Aj
· · ·
∑
A2
∑
A1
× Y (tj+1asj , . . . , t
j+1
as1
; tjsj , . . . , t
j
1)
j∏
i=1
∏
ℓ<ℓ′
ℓ,ℓ′∈Ai
α1(t
j+1
ℓ /t
j+1
ℓ′ )
∏
ℓ<ℓ′
ℓ∈A⊥
i−1
ℓ′∈Ai
α2(t
j+1
ℓ /t
j+1
ℓ′ )
× Fj+1(t
j+1
sj+1
) · · ·Fj+1(t
j+1
1 )︸ ︷︷ ︸
Fj+1(t
j+1
a1
),...,Fj+1(t
j+1
asj
) are omitted
←−∏
1≤i≤j
(
Fj+2,i(t
j+1
asi−1+1
) · · ·Fj+2,i(t
j+1
asi
)
)
.
Let us also decompose the summation over the non-ordered sets Ai = {asi−1+1, . . . , asi}
to the summations over ordered sets A¯i = {asi−1+1 < · · · < asi} and to the sums over
all permutations among fixed {asi−1+1, . . . , asi}. Denote the sum over permutation of
the fixed elements {asi−1+1, . . . , asi} as
∑
perA¯i
. The previous formula can be written
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in the form modulo P−(Uε1,j) · U1,j+1:
F(t¯j+1[sj+1]) · P
−
(
F js¯′(t¯
j
[sj ]
)
)
=
j∏
i=1
 ∏
si−1<ℓ<ℓ′≤si
α3(t
j
ℓ/t
j
ℓ′)
−1
∑
A¯j
· · ·
∑
A¯1
×
j∏
i=1
∏
ℓ<ℓ′
ℓ,ℓ′∈A¯i
α1(t
j+1
ℓ /t
j+1
ℓ′ )
∏
ℓ<ℓ′
ℓ∈A⊥
i−1
ℓ′∈A¯i
α2(t
j+1
ℓ /t
j+1
ℓ′ )
∑
perA¯j
· · ·
∑
perA¯1
Y (tj+1asj , . . . , t
j+1
a1 ; t¯
j
[sj]
)
× Fj+1(t
j+1
sj+1
) · · ·Fj+1(t
j+1
1 )︸ ︷︷ ︸
Fj+1(t
j+1
a1
),...,Fj+1(t
j+1
asj
) omitted
←−∏
1≤i≤j
(
Fj+2,i(t
j+1
asi−1+1
) · · ·Fj+2,i(t
j+1
asi
)
)
.
(C.7)
The summations
∑
perA¯i
can be translated to the q-symmetrization of the series
Y (tj+1asj , . . . , t
j+1
a1
; tjsj , . . . , t
j
1) over the sets of variables {t
j
si−1+1
, . . . , tjsi} for i = 1, . . . , j.
We have the identity of the formal series proved in [KP]:
j∏
i=1
∏
si−1<ℓ<ℓ′≤si
α−13 (t
j
ℓ/t
j
ℓ′)
∏
ℓ<ℓ′
ℓ,ℓ′∈A¯i
α1(t
j+1
ℓ /t
j+1
ℓ′ ) Sym A¯j · · ·Sym A¯1Y (t
j+1
asj
, . . . , tj+1a1 ; t¯
j
[sj]
)
= Sym t¯j
[sj−1,sj ]
· · · Sym t¯j
[s1,s2]
Sym t¯j
[s1]
(
Y (tj+1asj , . . . , t
j+1
a1
; t¯j[sj])
)
. (C.8)
This identity allows to present the r.h.s. of (C.7) in the form∑
A¯j
· · ·
∑
A¯2
∑
A¯1
∏
ℓ<ℓ′
ℓ∈A⊥
i−1
ℓ′∈A¯i
q−1 − qtj+1ℓ /t
j+1
ℓ′
q − q−1tj+1ℓ /t
j+1
ℓ′
× Fj+1(t
j+1
sj+1
) · · ·Fj+1(t
j+1
1 )︸ ︷︷ ︸
Fj+1(t
j+1
a1
),...,Fj+1(t
j+1
asj
) are omitted
←−∏
1≤i≤j
(
Fj+2,i(t
j+1
asi
) · · ·Fj+2,i(t
j+1
asi−1+1
)
)
× Sym t¯j
[sj−1,sj ]
· · ·Sym t¯j
[s1,s2]
Sym t¯j
[s1]
(
Y (tj+1asj , . . . , t
j+1
a1
; tjsj , . . . , t
j
1)
)
.
(C.9)
In its turn, the summation over ordered sets A¯i in (C.9) can be written as q-symmetri-
zation over the set of variables {tj+1[sj+1]}, so finally we obtain the statement of Proposi-
tion C.2. 
Let t¯[s¯] and t¯[s¯′] be the sets of variables defined by collections of segments [0¯, s¯] and
[0¯, s¯′] respectively. Proposition C.2 implies the following
Proposition C.3
F(t¯j+1[sj+1]) · Sym t¯[s¯′]
(
X(t¯[s¯′]) · P
−
(
F js¯′(t¯
j
[sj ]
)
))
=
=
1
(sj+1 − sj)!
Sym t¯[s¯]
(
X(t¯[s¯]) · F
j+1
s¯ (t¯
j+1
[sj+1]
)
)
mod P−
(
Uεj
)
· Uj+1
(C.10)
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Note that the q-symmetrization Sym t¯[s¯′] in (C.10) goes over the set of variables
t¯[s¯′] which does not include the variables t¯
j+1
[sj+1]
. This means that the left hand side
of (C.10) can be written in the form Sym t¯[s¯′]
(
X(t¯[s¯′]) · F(t¯
j+1
[sj+1]
) · P−
(
F js¯′(t¯
j
[sj ]
)
))
. To
prove Proposition C.3 we have to substitute (C.2) into this expression. We need the
following
Lemma C.4 Rational series Sym t¯j−1
[sj−1]
· · ·Sym t¯2
[s2]
Sym t¯1
[s1]
X(t¯s¯′) is symmetric in each
group of variables {tjsi−1+1, . . . , t
j
si
}, i = 1, . . . , j.
Proof of this Lemma results from the definition of the rational series (4.15) and from
the following corollary of (C.8): the q-symmetrization Symv¯Y (u¯; v¯) is a symmetric
series on the set of variables u¯. 
Statement of Proposition C.3 follows now from the identity for the series
Sym t¯j
[sj ]
(
Sym t¯j−1
[sj−1]
· · ·Sym t¯1
[s1]
X(t¯s¯′)×
×Sym t¯j
[sj−1,sj ]
· · ·Sym t¯j
[s1,s2]
Sym t¯j
[s1]
Y (t¯j+1[sj ] ; t¯
j
[sj]
)
)
=
=
j∏
i=1
(si − si−1)! Sym t¯[s¯′] (X(t¯s¯)) . 
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