Abstract. We describe some studies related to the frequency of prime values of integer polynomials.
Introduction
The Bateman-Horn conjecture (see [1] ) states that given m irreducible polynomials f 1 , . . . , f m with integer coefficients, then the number of positive integers k ≤ x such that f i (k) is prime 1 for every
where D is the product of the degrees of the f i , while
where n p (f ) is the number of solutions of f (x) = 0 mod p, where f (x) = f 1 · · · f m .
In this note, we look at the simplest case where m = 1, and study the behavior of the coefficient C(f ), where f is a random monic polynomial 2 in Z [x] . Our model of a random polynomial is one where all the coefficients (except the leading one, which is always equal to 1) are uniformly chosen from the interval [−N, N ], where N is typically equal to 1000. Further, we approximate the constant C(f ) by taking the products over the first several primes (first 3000 primes in the experiment below). Now, there is also a finite probability that C(f ) = 0 -this would be true if the values of f are always divisible by p, for some prime p -obviously the most likely such prime is 2, so it makes sense to look at those f which don't always vanish mod p for any p (or, at least, any p we look at).
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Now, what do we look at?
• What is the mean value of C(f ) over our sample space? (whether all irreducible f or those f satisfying the Bunyakovsky condition? • How are the values of C(f ) distributed (here, it only makes sense to look at those f satisfying the Bunyakovsky condition).
• What are the extremal values of C, and what property of the polynomials involved is responsible? (we have not studied this yet). It should be noted that in the "orthogonal" direction (where we have a number of linear polynomials, which corresponds to the prime k-tuple conjecture), some statistical results were obtained by P. X. Gallagher [2] and E. Kowalski [3] . 
let n(f ) be the number of zeros of f counted without multiplicity. Then, the mean value of n(f ) over all of
Proof. Consider the variety V defined over F p by
The statement of the Lemma is equivalent to asserting that there are p n F p -points on V. However, if we rewrite the equation of V as
it becomes obvious that V is nothing but the affine space A n , so the result follows. Now, in our experiment we sample uniformly from polynomials in Z[x] with coefficients bounded above by C and below by −C, then reduce modulo p. When C is much bigger than P our sample space will contain all of F p , but with somewhat uneven multiplicity. When C is much smaller than p, our sample space contains only a small sliver of F p , so we are asserting that the F p points of V are very well equidistributed. If we average over primes, such a result is true.
where n p (f ) is the number of zeros of f modulo p.
Proof. For each prime, let s f = {d 1 , . . . , d k } be the set of degrees of irreducible factors of f modulo p. Chebotarev's theorem (see, e.g., [8] ) says that the fraction of the primes for which a given s f occurs is the same (asymptotically) as the fraction of the elements of the Galois group of f which have the cycle decomposition with lengths given by s f . If f is irreducible, the Galois group of f is a transitive subgroup of S n . The result now follows from Lemma 2.3
Lemma 2.3. The average number of the fixed points of elements of a transitive permutation group equals 1.
Proof. This follows from Burnside's lemma: for a group G acting on a set X, we have
where |X/G| is the number of orbits of the G action, and |X g | is the number of fixed points of g. Since G acts transitively, the left hand side equals 1. 2.1. The distribution. As you may or may not be convinced by the charts below, the values of C(f ) for Bunyakovsky f (that is, an f which does not vanish identically modulo any prime p) seem to be lognormally distributed 4 . If true, this seems to indicate that the terms 1 − n p /p are independent; the distributions for different p are not identical, but are the ones given by Chebotarev density. Now, independence for (very) small primes follows from the Chinese Remainder Theorem, but when the primes are large compared to the coefficients of our polynomials, that is far from clear.
How prime-rich can a polynomial be?
As we have found (at least experimentally), the average value of C(f ) is 1, which means that a garden-variety monic (irreducible) polynomial of degree d, when given an argument of size around N, is about as likely to give a prime value as a number of size around N d . We say that a polynomial is prime-rich if it is much more likely to give prime values (which means that C(f ) > 1). Of course, since just over a quarter of all polynomials fail the Bunyakovsky condition (the probability that a polynomial with content 1 in Z [x] gives even values always is around 1/4, odd values always is 1/27, and so on), the average Bunyakovsky polynomial is somewhat prime rich, but how well can we do? To find the answer, we computed 5000 random polynomials of coefficients bounded above by 5000 of each of the degrees 2, 3, 4, 5, and found the ones most prime-rich. Below, we give the three richest for each of the degrees we computed, but not before asking:
Of course, if the distribution of C(f ) is genuinely log-normal, then the answer is NO.
One place to look for an answer is in the proof that the product defining C(f ) actually converges. The proof (see [1] ) uses Landau's Prime Ideal Theorem to observe that
for any irreducible f (the constant A f for f (x) = x is the so-called Mertens-Meissel constant M ). In turn, that implies that
which immediately implies that the product converges, and indicates that the size of C(f ) is controlled by the magic constant A f , which does not seem to help that much. Note that if we had some uniform estimate on the convergence speed of the Euler product, then the answer to the Question 3.1 is clearly negative: simply take a polynomial which has no roots for the first k primes (this is easy to do by Chinese remaindering) -the product of the first k terms of the defining product is going to be of order of log k (while the coefficients of the polynomial with given reductions mod p will be of order of e k ) -a uniform estimate on the remainder would finish the job. However, we are not aware of any such uniformity result (notice that it would be enough to have uniformity on average). If we remove the condition of being monic, then the obvious candidate (without Chinese remaindering) is the polynomial
A numerical experiment indicates that C(P 30,2 ) ≈ 9.5. Modulo all of the above, one can ask a more detailed question:
If we look at all f ∈ Z[x] of some fixed degree with coefficients bounded (in absolute value) by N, is it true that the maximal C(f ) is of order log log N ?
One can look further, and look at whether more sophisticated methods of computing C(f ) than just multiplying out the beginning of the Euler products give us any clue. Such methods are described in a number of very nice papers by Nobushige Kurokawa 5 -[4, 7, 5, 6] -Kurokawa shows how to represent C(f ) as a product of Artin Lfunctions. Again, it is not clear how to leverage this to get a bound.
The other obvious question is: It is fairly clear (assuming the truth of the Bateman-Horn conjecture ) that the constant term should be prime (or a product of large primes), and this is borne out by the results below.
Here are the winners (we give top three for each degree):
