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Abstract
We consider the rooted orienteering problem in Euclidean space: Given n points P in Rd,
a root point s ∈ P and a budget B > 0, find a path that starts from s, has total length
at most B, and visits as many points of P as possible. This problem is known to be NP-
hard, hence we study (1 − δ)-approximation algorithms. The previous Polynomial-Time Ap-
proximation Scheme (PTAS) for this problem, due to Chen and Har-Peled (2008), runs in
time nO(d
√
d/δ)(log n)(d/δ)
O(d)
, and improving on this time bound was left as an open prob-
lem. Our main contribution is a PTAS with a significantly improved time complexity of
nO(1/δ)(log n)(d/δ)
O(d)
.
A known technique for approximating the orienteering problem is to reduce it to solving 1/δ
correlated instances of rooted k-TSP (a k-TSP tour is one that visits at least k points). However,
the k-TSP tours in this reduction must achieve a certain excess guarantee (namely, their length
can surpass the optimum length only in proportion to a parameter of the optimum called
excess) that is stronger than the usual (1 + δ)-approximation. Our main technical contribution
is to improve the running time of these k-TSP variants, particularly in its dependence on the
dimension d. Indeed, our running time is polynomial even for a moderately large dimension,
roughly up to d = O(log log n) instead of d = O(1).
1 Introduction
The Traveling Salesman Problem (TSP) is of fundamental importance to combinatorial optimiza-
tion, computer science and operations research. It is a prototypical problem for planning routes in
almost any context, from logistics to manufacturing, and is therefore studied extensively. In this
problem, the input is a list of cities (aka sites) and their pairwise distances, and the goal is to find
a (closed) tour of minimum length that visits all the sites. This problem is known to be NP-hard
even in the Euclidean case [GGJ76, Pap77, Tre00], which is the focus of our work.
One important variant of TSP are orienteering problems, which ask to maximize the number of
sites visited when the tour length is constrained by a given budget. These problems model scenarios
where the “salesman” has limited resources, such as gasoline, time or battery-life. This genre is
related to prize-collecting traveling salesman problems, introduced by Balas [Bal95], where the sites
are also associated with non-negative “prize” values, and the goal is to visit a subset of the sites
while minimizing the total distance traveled and maximizing the total amount of prize collected.
Note that there is a trade-off between the cost of a tour and how much prize it spans. Another
related family is the vehicle routing problem (VRP) [TV02], where the goal is to find optimal routes
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for multiple vehicles visiting a set of sites. These problems arise from real-world applications such
as delivering goods to locations or assigning technicians to maintenance jobs.
We consider the rooted orienteering problem in Euclidean space, in which the input is a set
of n points P in Rd, a starting point s and a budget B > 0, and the goal is to find a path that
starts at s and visits as many points of P as possible, such that the path length is at most B. A
(1 − δ)-approximate solution is a path satisfying these constraints (start at s and have length at
most B) that visits at least (1− δ)kopt points, where kopt denotes the maximum possible, i.e., the
number of points visited by an optimal path.
Arkin, Mitchell, and Narasimhan [AMN98] designed the first approximation algorithms for the
rooted orienteering problem. They considered this problem for points in the Euclidean plane when
the desired “tour” (network in their context) is a path, a cycle, or a tree, and achieved a O(1)–
approximation for these problems. Blum et al. [BCK+07] and Bansal et al. [BBCM04] designed an
O(1)-approximation algorithm for rooted path orienteering when the points lie in a general metric
space.
Chen and Har-Peled [CH08] were the first to design a Polynomial-Time Approximation Scheme
(PTAS), i.e., a (1 − δ)-approximation algorithm for every fixed δ > 0, when the points lie in
Euclidean space of fixed dimension. Their algorithm reduces the orienteering problem into (a
certain version of) rooted k-TSP, and thus the heart of their algorithm is a PTAS for the latter,
where the approximation is actually with respect to a parameter called excess, which can be much
smaller than the optimal tour length. This parameter was introduced by Blum et al. [BCK+07],
and was improved and further refined by Chen and Har-Peled. The algorithm of Chen and Har-
Peled cleverly combines two very different divide-and-conquer methods, of Arora [Aro98] and of
Mitchell [Mit99]. As they point out, a key difficulty in this problem is the relative lack of algorithmic
tools to handle rigid budget constraints.
We design a PTAS for the rooted orienteering problem that has a better running time than
the known running time nO(d
√
d/δ)(log n)(d/δ)
O(d)
of Chen and Har-Peled [CH08]. For fixed δ and
small dimension d, the leading term in their running time is about nO(d
√
d/δ), which we improve
to nO(1/δ). Thanks to this improvement, our algorithm is polynomial even for a moderately large
dimension, roughly up to d = O(log log n) instead of d = O(1).
1.1 Our Results
Our main result is a PTAS for the rooted orienteering problem, with improved running time com-
pared to that of Chen and Har-Peled [CH08].
Theorem 1.1. Given as input a set P of n points in Rd, a starting point s, a budget B > 0, and
an accuracy parameter δ ∈ (0, 1), one can compute in time nO(1/δ)(log n)(d/δ)O(d), a path that starts
at s, has length at most B, and visits at least (1− δ)kopt points of P , where kopt is the maximum
possible number of points that can be visited under these constraints.
Similarly to Chen and Har-Peled [CH08], our algorithm reduces the rooted orienteering problem
to (a certain version of) rooted k-TSP, and the main challenge is to solve the latter problem with
good approximation with respect to the excess parameter. Their algorithm for k-TSP uses Mitchell’s
divide-and-conquer method [Mit99] based on splitting the space into windows. These windows
contain subpaths of the k-TSP path, and the algorithm finds such subpaths in every window and
then combines them into the requested path. The leading term npoly(d) in the running time of
Chen and Har-Peled [CH08] arises from defining each window via 2d independent hyperplanes,
which gives rise to many possible windows. We define a window in a different and more effective
way using only two points, which yields at most n2 different windows. This improvement is readily
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seen in our first technical result (Theorem 3.1), which provides a PTAS for (a simple version of)
rooted k-TSP. For fixed δ and small dimension d, the leading term in our running time is nO(1). For
our main result, we need to solve a more complicated version that we call rooted (m, k)-TSP. This
problem asks to find m paths that visit k points in total, when the input prescribes the endpoints
of all these m paths (see Theorem 3.2).
1.2 Related Work
The orienteering problem was first introduced by Golden et al. [GLV87], and intensely studied since
then. The problem has numerous variants. For example, Chekuri et al. [CKP12] designed an (2+)-
approximation algorithm for orienteering in undirected graphs, and an O(log2 OPT )-approximation
algorithm in directed graphs. Gupta et al. [GKNR15] designed an O(1)-approximation algorithm for
the best non-adaptive policy for the stochastic orienteering problem. For algorithms for orienteering
with deadlines and time-windows see [BBCM04, CK04, CP05]. A survey on orienteering can be
found in [GLV16], and a survey on the vehicle routing problem with profits can be found in [ASV14].
2 Preliminaries
Notation. Let pi = 〈p1, . . . , pk〉 be a path that visits k points of P in Rd, starting at p1 and
ending at pk. The length of pi is denoted by ‖pi‖ :=
∑k−1
j=1 ‖pj+1 − pj‖, and let P (pi) be all the
points in P that are visited by pi. Define the excess of pi to be
E(pi) := ‖pi‖ − ‖pk − p1‖.
Note that the excess of pi may be considerably smaller than the length of pi. Similarly, given a set
Π of m paths, such that each path pii, i ∈ [m], connects endpoints si, ti, we denote the total length
of its m paths by ‖Π‖ := ∑mi=1 ‖pii‖. Let P (Π) be all points visited by Π, i.e. P (Π) = ∪mi=1P (pii),
and let the excess of Π be E(Π) := ∑mi=1(‖pii‖ − ‖ti − si‖).
Given a set P of n points and m pairs si, ti ∈ P , the rooted (m, k)-TSP problem is to find a
set of m paths Π = {pii| i ∈ [m]} with minimum total length, such that each path pii connects
endpoints si, ti, and |P (Π)| = k. A δ-excess-approximation to the rooted (m, k)-TSP problem is
a set of m paths Π = {pii| i ∈ [m]}, such that each path pii connects endpoints si, ti, |P (Π)| = k,
and ‖Π‖ ≤ ‖Π∗‖+ δ · E(Π∗), where Π∗ a solution of minimum length. We define the rooted k-TSP
problem to be the rooted (1, k)-TSP problem.
Given a set P of n points, a budget B, and a starting point s, the rooted orienteering problem
is the problem of finding a path pi∗ rooted at s which visits the maximum number of points of
P under the constraint that ‖pi∗‖ ≤ B. Let kopt denote the number of points visited by pi∗. A
(1 − δ)-approximation to the rooted orienteering problem is a path pi rooted at s which visits at
least (1− δ)kopt vertices under the constraint that ‖pi‖ ≤ B.
Algorithms. Arora [Aro98] gave a PTAS for Euclidean TSP which runs in time n(log n)(d/δ)
O(d)
.
He also showed how to modify the algorithm to solve k-TSP in time k2n(log k)(d/δ)
O(d)
. This is
done by modifying the dynamic program, so that for every candidate cell the program computes
an optimal tour visiting at least k′ points, for each k′ ∈ [k]. (We also note the dependence on log k
instead of log n.) Another simple modification to Arora’s algorithm is to compute m tours which
together visit all points, and this increases the runtime to n(2m log n)(d/δ)
O(d)
.1 Combining these
1For those familiar with Arora’s construction, we must add to each active portal a list of tours incident upon it.
The factor 2m represents the ensuing increase in the number of possible configurations.
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two separate extensions gives a solution to (m, k)-TSP in time k2n(2m log n)(d/δ)
O(d)
.
3 A δ-excess-approximation algorithm for rooted (m, k)-TSP
In this section, we present the δ-excess-approximation algorithm for rooted (m, k)-TSP. Later in
Section 4, we use this algorithm as a subroutine to approximate the orienteering problem. For
purposes of exposition, we will first show how to solve the case m = 1, i.e., rooted k-TSP, using a
plane sweep algorithm (PSA), and then extend this plane sweep algorithm to general m, i.e., solve
(m, k)-TSP.
3.1 Algorithm for rooted k-TSP
We present δ-excess-approximation algorithm for rooted k-TSP, as follows.
Theorem 3.1. Given as input the endpoints s, t ∈ Rd, a set of n points P ⊂ Rd, an integer 2 ≤ k ≤
n, and an accuracy parameter δ ∈ (0, 1), there is an algorithm that runs in time nO(1)(log k)(d/δ)O(d)
and finds a k-TSP path from s to t of length at most OPT + δ · E, where OPT is the minimum
length of a k-TSP path from s to t, and its excess is denoted by E = OPT − ‖t− s‖.
The rest of this section is devoted to the proof of Theorem 3.1. Before attempting the con-
struction and proof, let us present the intuition behind it. First let us rotate the space so that s, t
both lie on the x-axis, with the x-coordinate of s smaller than the x-coordinate of t. Now suppose
that the optimal path pi∗ is monotonically increasing in x. In this case, the optimal tour could
be computed in quadratic time by a simple PSA, a dynamic programming algorithm defined by a
plane orthogonal to the x-axis and sweeping across it from x = −∞ to x =∞. For every encoun-
tered point p ∈ P , the algorithm must determine the optimal tour from s to p visiting k′ points
for all k′ ∈ [k], and since all edges are x-monotone, all these k′ points must have been encountered
previously by the sweep. It follows that in this case the optimal k′-TSP tour ending at p can be
computed by taking an optimal (k′ − 1)-TSP tour ending at each previously encountered point p′,
extending it to p by one edge of length ‖p− p′‖, and then choosing among these tours (all choices
of p′) the one of minimum cost. This PSA ultimately computes the best k-TSP ending at each
possible point, and the minimum among these is the optimal tour.
The difficulty with the above approach is that the optimal tour might be non-monotone in the
x-coordinate. It may contain backward edges, while the PSA algorithm described above can only
handle forward edges. However, for an edge facing backwards, its entire length accounts for excess
in the tour. Hence, in the space (or more precisely, window) containing the backward edge, we can
afford to run Arora’s k-TSP algorithm, and pay (1 + δ) times the entire tour cost in the window.
This motivates an algorithm which combines a sweep with Arora’s k-TSP algorithm. We proceed
with the actual proof, denoting the x-coordinate of a point p by p[0].
Proof of Theorem 3.1. We rotate the space so that s, t lie on the x-axis, and then order all points
based on increasing x-coordinate. For two distinct points p, q ∈ P , we say that p is before q, denoted
p < q, if p’s x-coordinate p[0] is smaller than q’s x-coordinate q[0]; otherwise, we say that q is after
p, denoted q > p. We can make an infinitesimally small perturbation on the points to ensure that
p[0] 6= q[0] for all distinct points p, q ∈ P .
We define a window in Rd to be the space between (and including) two (d − 1)-dimensional
hyperplanes orthogonal to the x-axis. For every point pair a, b ∈ P with a ≤ b (which means
we allow a = b), let w¯a,b be a window of width b[0] − a[0] containing a, b on its respective ends.
Note that a window is bounded in the x direction and unbounded in all other directions, and also
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Figure 1: The window w¯a,b is the space between the two thick gray lines, The solid black lines
represent the subpath Arora(a, b, c, d, 8), and the two dashed lines represent extending it outside
that window.
that a window may have width 0 (if a = b) and then it can contain at most one point of P . We
denote the points of P contained in a window w¯a,b by P (w¯a,b) := {p ∈ P | a ≤ p ≤ b}. Let
W := {w¯a,b | a, b ∈ P, a ≤ b}, and so |W| ≤ O(n2).
Algorithm. For some δ′ = Θ(δ) to be specified below, let Arora(a, b, c, d, k) be the output of
Arora’s (1 − δ′)-approximate k-TSP algorithm on the set P (w¯a,b) and tour endpoints c, d with
a ≤ c, d ≤ b; recall this algorithm returns the length of a near-optimal tour. For every a, b, c, d ∈ P
and k′ ∈ [k], we precompute Arora(a, b, c, d, k′), see Figure 1. We then order the points in P by their
x-coordinate as p1, . . . , pn, and let Pi := {p ∈ P | p ≤ pi}. The algorithm sweeps over p1, . . . , pn
(i.e., by their x-coordinate), and upon encountering point pi, it calculates for every k
′ ∈ [k] a
path from s to pi visiting k
′ points of Pi. However, the algorithm first precomputes approximate
subpaths on many windows using Arora’s algorithm, and thus the sweep is actually stitching these
subpaths together into a global solution.
Let V be a 3-dimensional dynamic programming table with each entry V (pi, d, k
′) for pi ∈ P ,
d ∈ Pi and k′ ∈ [k], containing the length of an already computed path from s to d that visits k′
points in Pi. To initialize the table, for all d, pi satisfying d ≤ pi = s and k′ ∈ [k], we fix entries
V (pi, d, k
′) = Arora(p1, pi, s, d, k′). All other entries are set to ∞. (Note that this forces all paths
to begin at s, even if portions of those paths travel to the left of s.) The algorithm then considers
each pi > s in increasing order, and calculates the entries for all d satisfying s < d ≤ pi and all
k′ ∈ [k], by choosing the shortest path among several possibilities, as follows.
V (pi, d, k
′) = min
{
V (pj , d
′, k′′) +
∥∥d′ − c∥∥+ Arora(pj+1, pi, c, d, k′ − k′′) |
pj ∈ Pi, d′ ∈ Pj , c ∈ Pi \ Pj , k′′ < k′
}
The path associated with this entry combines a previously computed path from s to d′ visiting
k′′ < k′ points in Pj with an Arora subpath connecting endpoints c, d inside window w¯pj+1,pi and
visiting k′ − k′′ points in that window. Connecting these two paths using an edge (d′, c) produces
a path from s to d that visits k′ points in Pi. After populating the table, the algorithm reports the
entry V (pn, t, k).
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Figure 2: The solid black lines represent an optimal k-TSP path pi∗ between s and t for k = 16. It
has 3 backward-facing subpaths pi∗(s, p1), pi∗(p14, p7) and pi∗(p13, p15). After merging overlapping
windows w¯p7,p14 and w¯p13,p15 , we have W
∗ = {w¯p1,s, w¯p7,p15}. The window w¯p7,p15 contains the
subpath pi∗(p8, p13), and thus Ewin(w¯p7,p15 , p8, p13) = ‖pi∗(p8, p13)‖ − |p13[0]− p8[0]|.
The above algorithm computes the length of a path, but as usual it is extends easily to return
also the path itself. It remains to prove that the returned path has length at most OPT + δ · E .
Correctness. We will show that there exists a solution of length at most OPT + δ · E that is
considered by the dynamic program. Let pi∗ be an optimal path from s to t visiting k points of P ,
i.e., |pi∗| = OPT . Given a path pi and two points p, q ∈ P (pi), denote by pi(p, q) the subpath of pi
from p to q.
The solution produced by our PSA represents a set of windows connected by edges between
them. However, some of these windows may be trivial and contain only a single point (and no
edges), so in fact the PSA produces a solution which is a set of non-trivial windows connected by
x-monotone subpaths (i.e., subpaths with only forward edges). As such, our analysis will similarly
split pi∗ into windows and subpaths, where the windows contain all the backward edges of pi∗, and
the remaining edges constitute x-monotone subpaths. Assume that there are ` maximal backward
subpaths in pi∗ (meaning that all edges of these subpaths face backwards), denoted pi∗(bi, ai) for
i ∈ [`], where ai < bi. Clearly, pi∗(bi, ai) is fully contained in window w¯ai,bi . Since these windows
may overlap (have non-empty intersection), we repeatedly merge overlapping windows, i.e., replace
any two overlapping windows w¯ai,bi , w¯aj ,bj by the united window w¯min{ai,aj},max{bi,bj}, until no
overlapping windows remain. We thus assume henceforth that the l windows w¯ai,bi are pairwise
disjoint and denote W∗ := {w¯ai,bi | i ∈ [`]}. See Figure 2 for illustration.
Having merged overlapping windows, we have an ordered set of windows where every two
successive windows are connected by an x-monotone subpath of pi∗. Now for a window w¯a,b ∈ W∗,
let c∗(w¯a,b) and d∗(w¯a,b) be the entry and exit points of the optimal path pi∗ inside w¯a,b; notice
these points are necessarily unique.
Recall that the excess of pi∗ is defined as E(pi∗) = ‖pi∗‖ − ‖t− s‖. Let Ef be all the edges in pi∗
that face forwards, and denote by ‖Ef‖ their total length. Similarly, let Eb be all edges in pi∗ that
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face backwards, and denote by ‖Eb‖ their total length. Clearly ‖Ef‖ ≥ ‖t− s‖, hence every edge
that faces backwards contributes its entire length to the excess E(pi∗), i.e.,
E(pi∗) = ‖pi∗‖ − ‖t− s‖ = ‖Ef‖+ ‖Eb‖ − ‖t− s‖ ≥ ‖Eb‖ . (1)
We now define the excess of a window w¯a,b ∈ W∗ with endpoints c∗ = c∗(w¯a,b) and d∗ = d∗(w¯a,b)
to be
Ewin(w¯a,b) := ‖pi∗(c∗, d∗)‖ − |d∗[0]− c∗[0]|,
which is non-negative because ‖pi∗(c∗, d∗)‖ ≥ |b[0]− a[0]| ≥ |d∗[0]− c∗[0]|. Because the windows in
W∗ are pairwise disjoint, it is immediate that∑
w¯a,b∈W∗
Ewin(w¯a,b) ≤ E(pi∗). (2)
see Figure 2 for illustration.
Applying Arora’s k-TSP algorithm on window w¯a,b ∈ W∗ with endpoints c∗ = c∗(w¯a,b) and
d∗ = d∗(w¯a,b) returns a path of length at most (1 + δ′) ‖pi∗(c∗, d∗)‖, and we would like to bound
δ′ ‖pi∗(c∗, d∗)‖ relative to the excess E(pi∗). To this end, we first bound it relative to backward edges
and excess in that subpath/window, by claiming that
‖pi∗(c∗, d∗)‖ ≤ 2 max{ ‖Eb ∩ pi∗(c∗, d∗)‖ , Ewin(w¯a,b)}, (3)
where Eb ∩ pi∗(c, d) denotes the backward-facing edges in pi∗(c, d). Indeed, the claim holds trivially
if ‖pi∗(c∗, d∗)‖ ≤ 2 ‖Eb ∩ pi∗(c∗, d∗)‖, and otherwise we have ‖pi∗(c∗, d∗)‖ > 2 ‖Eb ∩ pi∗(c∗, d∗)‖ ≥
2|d∗[0]− c∗[0]|, and thus Ewin(w¯a,b) = ‖pi∗(c∗, d∗)‖ − |d∗[0]− c∗[0]| ≥ 12 ‖pi∗(c∗, d∗)‖, as claimed.
It follows that applying Arora’s algorithm with δ′ = 14δ on each of the non-overlapping windows
in W∗ will approximate the optimum ‖pi∗‖ within total additive error∑
w¯a,b∈W∗
δ′ · ‖pi∗(c∗(w¯a,b), d∗(w¯a,b))‖
≤ 2δ′
∑
w¯a,b∈W∗
[Ewin(w¯a,b) + ‖Eb ∩ pi∗(c∗(w¯a,b), d∗(w¯a,b))‖ ] by (3)
≤ 2δ′[E(pi∗) + ‖Eb‖ ] ≤ 4δ′ · E(pi∗) = δ · E by (2) and (1).
Our PSA is a dynamic program that optimizes over many combinations of windows, including
the above collection W∗, and thus the path that it returns, which can be only shorter, must be a
δ-excess-approximation to the optimal k-TSP solution pi∗.
Running time. The table V has O(n3) entries, and computing each entry requires consulting
O(n4) other entries. In addition, one has to invoke Arora’s k-TSP algorithm O(n4) times, each
executed in time k2n(log k)(d/δ)
O(d)
. Thus, the total running time is indeed nO(1)(log k)(d/δ)
O(d)
.
This completes the proof of Theorem 3.1.
3.2 Algorithm for rooted (m, k)-TSP
Having shown how to construct a PSA for k-TSP, we extend this result to the more general (m, k)-
TSP. We can prove the following theorem, which is the extension of Theorem 3.1 to multiple tours:
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Figure 3: Both figures consist on the same points p1, . . . , p6 ∈ Rd, and the two hyperplanes h1 and
h2 are determined by the points p1, p6 and p2, p5 correspondingly. Figures 3a and 3b are differ by
the path that connects the points p2, p3, p4, p5. In Figure 3a the edge (p3, p4) is a backward-facing
edge with respect to h2, while in Figure 3b the edge (p4, p3) is a backward-facing edge with respect
to h1.
Theorem 3.2. There is an algorithm that, given as input m source-sink pairs si, ti ∈ Rd for
i ∈ [m], a set of n points P ⊂ Rd, an integer 1 ≤ k ≤ n, and an accuracy parameter δ ∈ (0, 1),
runs in time nO(m)(log n)(md/δ)
O(d)
and reports m paths, one from each si to its corresponding ti,
that together visit k points of P and have total length at most ‖Π∗‖ + δ · E(Π∗), where Π∗ is the
minimum total length of m such paths.
As before, we first provide the construction, and then demonstrate correctness. The construction
closely parallels that of the PSA for k-TSP, being a collection of x-monotone multi-paths connecting
windows.
For points s, t ∈ Rd, let st be the directed line segment connecting them. Let the angle of st
be the angle of its direction vector to the x-axis. Given a path pi with endpoints s, t, we define the
angle of pi to be the angle of the vector st.
Given a set Π of m paths with respective endpoints si, ti for i ∈ [m] the space may be rotated
and (if necessary) some values si, ti swapped to ensure that in the resulting space each directed
path has angle in the range [0, pi2 − 1m′ ],2 where m′ = 8m3/2 (see Lemma A.1). We execute this
rotation step before the run of the multi-path PSA.
Construction. The construction handles m paths simultaneously. Let S, T be arrays of length
m, with entries S[j], T [j] corresponding to the source-sink pair of the j-th path. Let a window be
defined as in Section 3.1. For some δ′ = Ωm(δ) to be specified below, let Arora(a, b, S, T, k) be the
output of Arora’s (1− δ′)-approximate (m, k)-TSP algorithm on the set P (w¯a,b) and tour endpoint
arrays S, T . (We may assume for simplicity that a ≤ S[j], T [j] ≤ b for all j. If both S[j], T [j] are
null, the algorithm will ignore the j-th path. If exactly one is null, the algorithm with return ∞.)
For every a, b ∈ P , S, T ⊂ Pm and k′ ∈ [k], we precompute Arora(a, b, S, T, k′). The algorithm
then sweeps the x-axis from left to right as before to calculate the solution to subproblems up to
a point pi ∈ P .
Similarly to what was done above, let V be a 4-dimensional lookup table with an entry
V (pi, S, T, k
′) for every pi ∈ P , S, T ∈ Pmi and k′ ∈ [k], that contains the length of computed
paths from sources S to sinks T that together visit k′ points in Pi. For the initialization, we add
2We use pi to denote the mathematical constant, and pi to denote a path.
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a dummy point p0 to P and initialize the single entry V (p0, S, T, 0), where arrays S, T contain all
null points, to be 0. We initialize all other table entries to ∞. Define the distance from a point to
a null point (or between two null points) to be 0. The algorithm considers each pi ∈ P (i ≥ 0) in
increasing order, and computes the entries for all S, T ∈ Pmi by choosing the shortest path among
several possibilities, as follows:
V (pi, S, T, k
′) = min
{
V (pj , S1, T1, k
′′) +
m∑
l=1
‖T1[l]− S2[l]‖+ Arora(pj+1, pi, S2, T2, k′ − k′′) |
pj ∈ Pi, S1, T1 ∈ Pmj , S2, T2 ∈ (Pi \ Pj)m, k′′ < k′
}
As before, this computation combines the length of a previously computed approximated short-
est path to a new Arora multi-path. However, we add to the above description feasiblity require-
ments, which are sufficient to ensure the validity of the final tour. First note that the invocation
to Arora’s algorithm on arrays S, T ensures that a non-infinite solution is possible only if S[j], T [j]
are both null or both non-null for all j. We further require for S, S1, S2 and all j that S1[j] = S[j],
unless S1[j] is null, in which case we require that S2[j] = S[j]. This ensures that the computed
subtour has source S[j]. Likewise, we require for T, T1, T2 and all j that T2[j] = T [j], unless T2[j] is
null, in which case we require that T1[j] = T [j]. This ensures that the computed subtour has sink
T [j]. Also, if S[j] (T [j]) is null, then S1[j], S2[j] (T1[j], T2[j]) must be null as well. This ensures that
the subproblems do not feature additional tours. If these requirements are not met for some set
{S, S1, S2, T, T1, T2}, then the table value is not changed. After populating the table, the algorithm
reports the entry V (pn, S, T, k) for S, T containing the sources and sinks of the master problem.
Correctness. We must show that there is a set of paths Π with ‖Π‖ ≤ ‖Π∗‖+ E(Π∗) which can
be found by the above algorithm. As before, it suffices to show that the optimal solution can be
divided into windows connected by x-monotone paths.
In the analysis of the k-TSP algorithm, we used the fact that any backward-facing edge con-
tributes its entire length to the excess. This does not hold in the (m, k)-TSP case, as the definition
of “backwards” remains with respect to the x-axis, but excess is measured with respect to the angle
of the relevant path, see Figure 3. To address this, we will require the following lemma:
Lemma 3.3. Given parameter 0 ≤ γ ≤ 1 (where γ is a measure in radians) and directed path pi
with angle φ to the x-axis and edge-set E, let E′ ⊂ E consist of directed edges with angles in the
range [φ− γ, φ+ γ]. Then we have ∑
e∈E\E′
‖e‖ ≤ 24
11γ2
E(pi).
Proof. For edge e ∈ E, let p(e) be the length of the projection of e onto segment st, where s, t are the
endpoints of pi. We can charge each edge e a share of the excess as follows. Define E(e) = ‖e‖−p(e);
then by the triangle inequality ‖s− t‖ ≤ ∑e∈E p(e), and thus ∑e∈E E(e) = ‖pi‖ −∑e∈E p(e) ≤
E(pi). Now consider an edge e ∈ E \E′. Recalling the Taylor expansion cos(x) = 1− x22! + x
4
4! − . . .,
we have that
p(e) ≤ ‖e‖ cos(γ) ≤ ‖e‖
(
1− γ
2
2
+
γ4
24
)
≤ ‖e‖
(
1− 11
24
γ2
)
,
and so E(e) = ‖e‖ − p(e) ≥ 1124γ2‖e‖. It follows that
11γ2
24
∑
e∈E\E′
‖e‖ ≤
∑
e∈E\E′
E(e) ≤ E(pi).
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Now take optimal tour Π∗, and letW∗ be defined as in Section 3.1, that is consisting of mergers
of maximal windows which together cover all backward-facing edges (where the direction is defined
with respect to the x-axis). The edges not in windows of W∗ constitute forward-facing paths. Now
consider some window w¯a,b ∈ W∗, and we will show that we can afford to run Arora’s (m, k)-TSP
on this window with sufficiently small parameter δ′.
We begin with the set Eb of backward-facing edges of Π
∗. As the angle of all paths in Π∗ was
shown above to be in the range [0, pi2 − 1m′ ] radians (and backward-facing edges necessarily have
angle greater than pi2 ) we can apply Lemma 3.3 with parameter γ =
1
m′ , and conclude that
‖Eb‖ ≤ 24(m
′)2
11
E(Π∗) = O(m3) · E(Π∗).
We now turn to the set Ef of forward-facing edges of Π
∗. Set E′f ⊂ Ef will contain edges whose
angle is very close to the angle of their path. More precisely, let path pi∗i have angle φi. E
′
f includes
every edge of every path pi∗i with angle in the range
[
φi − 12m′ , φi + 12m′
]
. Now consider edges of
Ef \ E′f : Applying Lemma 3.3 with parameter γ = 12m′ , we have that∥∥Ef \ E′f∥∥ ≤ 24(2m′)211 E(Π∗) = O(m3) · E(Π∗).
Finally, we now turn to the set E′f . First recall that by the Taylor expansion, sin(x) = x− x
3
3! +. . .
Each edge in E′f accounts for a progression in the x-direction of at least
‖e‖ cos
(
pi
2
− 1
2m′
)
= ‖e‖ sin
(
1
2m′
)
≥ ‖e‖
(
1
2m′
− 1
6(2m′)3
)
> ‖e‖ 1
3m′
.
Now consider window w¯a,b ∈ W∗, and its associated paths pi∗i (c∗i (w¯a,b), d∗i (w¯a,b)). Clearly pi∗i (c∗i (w¯a,b), d∗i (w¯a,b))
cannot progress in the x-direction inside the window for more than its length without heading back-
wards, and so
1
3m′
∥∥pi∗i (c∗i (w¯a,b), d∗i (w¯a,b)) ∩ E′f∥∥ ≤ |b[0]− a[0]|+ ‖pi∗i (c∗i (w¯a,b), d∗i (w¯a,b)) ∩ Eb‖ .
Now recall that by construction, each window w¯a,b ∈ W∗ contains backward-facing edges whose
lengths sum to at least the window length, and so
∑
w¯a,b∈W∗ |b[0]− a[0]| ≤ ‖Eb‖. Applying Arora’s
algorithm with parameter δ′ on each of the non-overlapping windows in W∗ will approximate the
optimum ‖Π∗‖ within total additive error∑
w¯a,b∈W∗
m∑
i=1
δ′ ‖pi∗i (c∗i (w¯a,b), d∗i (w¯a,b))‖
≤ δ′
(
‖Eb‖+
∥∥Ef \ E′f∥∥+ ∑
w¯a,b∈W∗
m∑
i=1
∥∥E′f ∩ pi∗i (c∗i (w¯a,b), d∗i (w¯a,b))∥∥)
≤ δ′
(
‖Eb‖+
∥∥Ef \ E′f∥∥+ ∑
w¯a,b∈W∗
m∑
i=1
3m′
[
|b[0]− a[0]|+ ‖Eb ∩ pi∗i (c∗i (w¯a,b), d∗i (w¯a,b))‖
])
≤ δ′
(
‖Eb‖+
∥∥Ef \ E′f∥∥ 3m2.5 · 2 ‖Eb‖)
= O(δ′m5.5E(Π∗)).
So we can afford to execute Arora’s (m, k)-TSP algorithm with parameter δ′ = cδ
m5.5
for suitable
constant c > 1.
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Running time. The table V has nO(m) entries, and computing each entry requires consult-
ing nO(m) other entries. In addition, one has to invoke nO(m) times Arora’s k-TSP algorithm
(modified as explained in Section 2 to find m tours), and each of these is executed in time
k2n(2m log n)(d/δ
′)O(d) . Plugging our δ′ = cδ
m5.5
yields total running time nO(m)(log n)(md/δ)
O(d)
,
which completes the proof of Theorem 3.2.
4 A PTAS for Orienteering
Having shown in Theorem 3.2 how to compute a δ-excess-approximation to an optimal (m, k)-TSP
tour, we can use this algorithm as a subroutine to solve the orienteering problem. As in [CH08], we
show how to reduce the orienteering problem to nO(1/δ) instances of the (O(1/δ), k)-TSP problem.
Lemma 4.1. A (1− δ)-approximation to orienteering problem on n-point set P , a budget B and a
starting point s, can be computed by making nO(1/δ) queries to an O(δ)-excess-approximation oracle
for (m, k)-TSP, with parameters m = O(1/δ) and k = O(kopt ), where kopt denotes the number of
points visited by an optimal path.
Then Theorem 1.1 follows from Lemma 4.1, with oracle queries executed by the algorithm of
Theorem 3.2.
Proof. Let pi∗ be an optimal rooted orienteering path starting at s of length at most B that visits
kopt points of P , let pi
∗(i, j) = 〈pi, . . . , pj〉 be the portion of the path pi∗ from pi to pj , and let
E(i, j) = ‖pi∗(i, j)‖− ‖pi − pj‖ be its excess. Set m = b1/δc, and let αi = d(i− 1)(kopt − 1)/me+ 1
for every 1 ≤ i ≤ m + 1. By definition, we have α1 = 1 and αm+1 = kopt . Furthermore, each
subpath pi∗(αi, αi+1) visits
αi+1 − αi − 1 = (di(kopt − 1)/me+ 1)− (d(i− 1)(kopt − 1)/me+ 1)− 1 ≤ b(kopt − 1)/mc
points, excluding the endpoints pαi and pαi+1 .
Consider the subpaths pi∗(α1, α2), . . . , pi∗(αm, αm+1) of pi∗ and their respective excesses
E1 = E(α1, α2), . . . , Em = E(αm, αm+1).
Clearly, there exists an index ν, 1 ≤ ν ≤ m, such that Eν ≥ 1m(
∑m
i=1 Ei). By connecting the vertex
pαν directly to the vertex pαν+1 in pi
∗, we obtain a new path pi′ = 〈p1, p2 . . . , pαν , pαν+1 , pαν+1+1, . . . , pkopt 〉.
Observe that ‖pi′‖ = ‖pi∗‖ − Eν , and as noted above, pi′ visits at least
kopt − (αν+1 − αν − 1) ≥ kopt − b(kopt − 1)/mc ≥ (1− 1/m)kopt
points of P .
Consider the (m+1)-point skeleton S ′ = 〈pα1 , . . . , pαm+1〉 of pi′. By the definition of Ei, we have
that ‖S ′‖ = ‖pi∗‖ −∑mi=1 Ei. Therefore, by the definition of Epi′ , we have that
Epi′ ≤
∥∥pi′∥∥− ∥∥S ′∥∥ = (‖pi∗‖ − Eν)− (‖pi∗‖ − m∑
i=1
Ei) =
m∑
i=1
Ei − Eν .
By applying an (m, kopt )-TSP oracle on the m pairs (si = pαi , ti = pαi+1) for every i ∈ [m] (i.e.
the pairs are determined by the points of the skeleton S ′) with accuracy parameter 1/m, one can
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compute a path pˆi that visits at least (1− 1/m)kopt ≥ (1− δ)kopt points of P , of length
‖pˆi‖ ≤ ∥∥pi′∥∥+ Epi′
m+ 1
≤ (‖pi∗‖ − Eν) + 1
m+ 1
(
m∑
i=1
Ei − Eν)
= ‖pi∗‖+ 1
m+ 1
(
m∑
i=1
Ei − (m+ 2)Eν)
≤ ‖pi∗‖ ≤ B,
since
∑m
i=1 Ei − (m+ 2)Eν ≤ 0, as implied by Eν ≥ 1m(
∑m
i=1 Ei).
As the value of kopt is not known in advance, the algorithm tries all possible values of k from
1 to n, returning the maximum value k′ for which it finds a tour within budget B (that is, the
algorithm terminates at the failed attempt to find a tour visiting k′ + 1 points). As we proved
above, (1− δ)kopt ≤ k′ ≤ kopt . In addition, since we do not know the optimal orienteering path pi∗
in advance, we guess the m = b1/δc points pαi , which gives nO(1/δ) queries of (m, k)-TSP.
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A Appendix
Lemma A.1. For every unit-length vectors v1, . . . , vm ∈ Rd, there are signs σ1, . . . , σm ∈ {±1}
and a unit-length x ∈ Rd (direction in space) such that
∀i ∈ [m], 〈x, σivi〉 ≥ 1
8m3/2
and thus 0 ≤ angle(x, σivi) ≤ pi
2
− 1
8m3/2
.
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We actually prove that the inner product is at least 1
8m
√
d
, and arguing that without loss of
generality d ≤ m, the stated bound follows.
Proof. Let x ∈ Rd be a random vector where each entry is an iid Gaussian N(0, 1), i.e., chosen
from the distribution x ∼ N(0, Id). Then by Markov’s inequality Pr[‖x‖2 ≥ 4d] ≤ 1/4. Now fix
i ∈ [m]. The inner product 〈x, vi〉 has the same distribution as a standard Gaussian g ∼ N(0, 1),
for which elementary observations about its pdf (like the monotonicity) show that
∀γ ∈ (0, 1), Pr
g
(|g| ∈ [0, γ]) ≤ e1/2 · Pr
g
(|g| ∈ [1− γ, 1]) ≤ e1/2 · 1γ .
Plugging γ = 14m , we have that
Pr
x
(|〈x, vi〉| ≤ 14m) < 12m .
Now applying a union bound over these m+ 1 events (one about ‖x‖2 and one for each i), we see
there positive probability that all these events fail, the vector y = x/ ‖x‖ is a unit-length vector (in
same direction as x) and satisfies
∀i ∈ [m], |〈y, vi〉| > 14m·‖x‖ ≥ 18m√d .
Finally, for each i ∈ [m] we can pick a sign σi ∈ {±1} such that 〈y, σivi〉 is non-negative, and then
〈y, σivi〉 = |〈y, vi〉|. We may assume that d ≤ m, as otherwise we can restrict attention to the span
of the vectors, and conclude the required 〈y, σivi〉 ≥ 18m3/2 .
To bound the angle, let θi :=
pi
2 − angle(y, σivi) and then 18m3/2 ≤ 〈y, σivi〉 ≤ cos(pi2 − θi) =
sin(θi) ≤ θi, where the last inequality relies on observing that θi ∈ [0, pi2 ].
14
