Introduction

Studies of B
Detector and simulation
The LHCb detector [9,10] is a single-arm forward spectrometer covering the pseudorapidity range 2 < η < 5, designed for the study of particles containing b or c quarks. The detector includes a high-precision tracking system consisting of a silicon-strip vertex detector surrounding the pp interaction region, a large-area silicon-strip detector (TT) located upstream of a dipole magnet with a bending power of about 4 Tm, and three stations of siliconstrip detectors and straw drift tubes placed downstream of the magnet. The tracking system provides a measurement of momentum, p, of charged particles with a relative uncertainty that varies from 0.5% at low momentum to 1.0% at 200 GeV/c. Large samples
with the data set used here, were used to calibrate the momentum scale of the spectrometer to a precision of 0.03% [11] . The minimum distance of a track to a primary vertex (PV), the impact analysis a further calibration was made using the decay η → γ γ , which results in a precision of 0.07% on the neutral energy scale.
Muons are identified by a system composed of alternating layers of iron and multiwire proportional chambers. The online event selection is performed by a trigger [12] , which consists of a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage, where a full event reconstruction is made. Candidate events are required to pass the hardware trigger, which selects muon and dimuon candidates with high p T based upon muon system information. The subsequent software trigger is composed of two stages. The first performs a partial event reconstruction and requires events to have two well-identified oppositely charged muons with an invariant mass larger than 2.7 GeV/c 2 . The second stage performs a full event reconstruction. Events are retained for further processing if they contain a displaced J /ψ → μ + μ − candidate. The decay vertex is required to be well separated from each reconstructed PV of the proton-proton interaction by requiring the distance between the PV and the J /ψ decay vertex divided by its uncertainty to be greater than three. This introduces a nonuniform efficiency for b-hadron candidates that have a decay time less than 0.1 ps. Simulated pp collisions are generated using Pythia [13] with a specific LHCb configuration [14] . Decays of hadronic particles are described by EvtGen [15] , in which final-state radiation is generated using Photos [16] . The interaction of the generated particles with the detector, and its response, are implemented using the Geant4 toolkit [17] as described in Ref. [18] .
Selection
A two-step procedure, is used to optimize the selection of B 0 s → J /ψη decay candidates. These studies use simulated data samples together with the high mass sideband of the data (5650 < m( J /ψη) < 5850 MeV/c 2 ), which is not used in the subsequent determination of τ eff . In a first step, loose selection criteria are applied that reduce background significantly whilst retaining high signal efficiency. Subsequently, a multivariate selection (MVA) is used to reduce further the combinatorial background. This is optimized using pseudoexperiments to obtain the best precision on the measured B candidate to a PV. Finally, as in Ref. [21] , the position of the PV along the beam-line is required to be within 10 cm of the nominal interaction point, where the standard deviation of this variable is approximately 5 cm. This criterion leads to a 10% reduction in signal yield but defines a fiducial region where the reconstruction efficiency is uniform.
The second step of the selection process is based on a neural network [22] , which is trained using the simulated signal sample and the high-mass sideband of the data for background. Seven variables that show good agreement between data and simulation and that do not significantly bias the B The requirement on the MVA output was chosen to minimize the statistical uncertainty on the fitted τ eff using a sample of 100 pseudoexperiments. The chosen value removes 94% of background candidates whilst retaining 69% of the signal candidates. After applying these requirements 2% of events contain multiple candidates from which only one, chosen at random, is kept.
Fit model
The effective lifetime is determined by performing a twodimensional maximum likelihood fit to the unbinned distributions of the B In the fit, the decay-time distribution of each component is convolved with a Gaussian resolution function whose width is fixed to the standard deviation of the decay-time resolution in simulated data. A decay-time acceptance function accounts for the dependence of the signal efficiency on several effects. The procedure used to model the decay-time acceptance is described in detail in Ref. [21] . The overall acceptance, A tot , is factorised into the product of the selection ( A sel ), trigger ( A trig ) and vertex ( A β ) acceptance functions, determined as described below. The effect of the selection requirements, dominated by the cut on the displacement of the muons from the PV, is studied using simulation and parameterised with the form
where t is the decay time, and c 0 , c 1 and c 2 are parameters determined from the simulation and summarized in Table 1 . In the second level of the software trigger a cut is applied on the decay length significance of the J /ψ candidate, which biases the decay time distribution. The trigger efficiency, A trig , is measured separately for the 2011 and 2012 datasets using events that are selected by a dedicated prescaled trigger in which this requirement is removed. It increases approximately linearly from 98% at t = 0.3 ps to 100% 4 ps. The resulting acceptance shape is parameterised in bins of decay time with linear interpolation between the bins. Finally, the reconstruction efficiency of the vertex detector decreases as the distance of closest approach of the decay products to the pp beam-line increases. This effect is studied using B + → J /ψ K + decays where the kaon is reconstructed without using vertex detector information [21] and parameterised with the form
where the parameters β and γ are determined separately for the 2011 and 2012 data. The obtained values are summarized in Table 2. In the fit to the data, the shape parameters of this distribution are fixed to the simulation values. The decay time distribution for this component is modelled with an exponential function convolved with the detector resolution and multiplied by the detector acceptance, as discussed above. Combinatorial background is modelled by a first order Chebyshev polynomial in mass and the sum of two exponentials in decay time. In the fit to the data the lifetime of the shorter lived component is fixed to the value found in the fit to the sideband. As a systematic variation of the mass model, an exponential function is considered.
Background from partially reconstructed decays of b hadrons is studied using a simulated bb sample. Using this sample an additional background component, due to partially reconstructed B Table 3 . The fitted signal yields of the two years scale according to the known integrated luminosity and b-hadron production cross-section. There is some tension in the relative yield of the partially reconstructed background between the two years. However, this parameter is almost uncorrelated with τ eff and this tension The main source of systematic uncertainty is due to the modelling of the decay time acceptance function (Section 4). Varying the parameters of the acceptance function within their correlated uncertainties, a variation of the fitted lifetime of 10 fs is found, which is assigned as a systematic uncertainty. Uncertainties on A sel due to the parameterisation of this effect are evaluated to be negligible by replacing the functional form with a histogram. The statistical and systematic uncertainties on A β are evaluated by repeating the fit and varying the parameterisation within its uncertainties. The statistical uncertainty on A trig is propagated by generating an ensemble of histograms with each bin varied within its statistical uncertainty. Systematic uncertainties on A trig are estimated to be small by varying the binning of the histogram and considering an alternative analytic form. In simulation studies the efficiency of the MVA is found to be independent of the decay time within uncertainties. Conservatively, allowing for a linear dependence, an uncertainty of 1.7 fs is assigned.
Results
The influence of the decay time resolution is estimated by increasing its value from 51 to 70 fs. This variation covers the variation of the resolution with decay time and any possible discrepancy in the resolution between data and simulation. The change in τ eff from this variation is negligible. The impact of the uncertainties in f r , the B 0 s -B 0 mass splitting, and the B 0 lifetime are evaluated by repeating the fit procedure varying these parameters within their quoted uncertainties. Further uncertainties arise from the modelling of the time distributions of the background components. In the default fit the lifetime of the short-lived component is fixed to the value found in a fit to the mass sideband. Removing this constraint changes the result by 4 fs, which is assigned as a systematic uncertainty. The uncertainty due to the fixed lifetime of the partially reconstructed component is found to be negligible.
Uncertainties arising from the modelling of the signal and background mass distributions are evaluated using the discrete profiling method described in Ref.
[33] and found to be negligible. Further small uncertainties arise due to the limited knowledge of the length scale of the detector along the beam axis (z-scale), the charged particle momentum scale and the neutral particle energy scale.
The stability of the result has been tested against a number of possible variations, such as the fitted invariant mass range, the requirement on the IP of the muons, the MVA requirement and analysing the sample according to the number of reconstructed PVs. No significant change in the final result is found and hence no further systematic uncertainty is assigned.
All the uncertainties are summarized in Table 4 . Adding them in quadrature leads to a total systematic uncertainty of 11.1 fs which is dominated by the size of the simulation sample used to determine the acceptance and to validate the analysis procedure.
Summary
Using data collected by LHCb, the effective lifetime in the B 0 s → J /ψη decay mode is measured to be τ eff = 1.479 ± 0.034 (stat) ± 0.011 (syst) ps. 
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