Simulación de Protocolos de Enrutamiento para Redes Móviles Ad-Hoc Mediante la Herramienta de Simulación NS-3 by Solera, Marta & Ruiz, Fernando
SIMULACIÓN DE PROTOCOLOS DE ENRUTAMIENTO
PARA REDES MÓVILES AD-HOC MEDIANTE
HERRRAMIENTA DE SIMULACIÓN NS-3
Extracción de resultados en ns-3
Outline
 Tracing genérico
 Generación de trazas pcap.
 Generación de gráficas con gnuplot.
 Flow Monitor
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Outline
 Tracing genérico
 Generación de trazas pcap.
• Ficheros con paquetes capturados por un dispositivo de red 
en formato .pcap.
• Se pueden generar mediante el mecanismo de tracing
genérico o con trace helpers específicos.
• Pueden procesarse con software compatible como Wirsehark
o tcpdump.
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 Generación de gráficas con gnuplot.
• Ficheros ascii de salida de simulación con datos interpretables 
por gnuplot escritos mediante el mecanismo de tracing
genérico.
• Clases específicas integradas (GnuplotHelper y Gnuplot).
 Flow Monitor
• Clase específicas integradas
• Fichero de salida xml que pueden leerse con NetAnim o scripts
Tracing genérico
Tracing en NS3. Trace Sources.
 Señalizan eventos durante la simulación.
 Proporcionan datos asociados al evento:
• Un paquete.
• Parámetros del modelo que han cambiado con el evento.
 Cada objeto ns3 cuenta con una lista de trace sources
asociadas documentadas en la API.
• Ejemplo: Fragmento de la página de la clase YansWifiPhy en 
Doxygen. Observar que las trace sources no son propias sino 
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heredadas (están definidas en la clase padre WifiPhy).
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Tracing en NS3. Trace Sources.
 La información proporcionada por la trace source, se indica 
en la lista de atributos como TracedCallback o como 
TracedValue.
• Ejemplo: Fragmento de la página de la clase WifiPhy en 
Doxygen. Se observan atributos tipo TracedCallback. Si se 
desea utilizar la trace source PhyRxEnd, esta lista nos dice que 
la información proporcionada es tipo <Ptr<const> Packet>
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Tracing en NS3. Trace Sources.
• Ejemplo: Fragmento de la página de la clase TcpNewReno en 
Doxygen. Se observan atributos tipo TracedValue. Si se desea 
utilizar la trace source m_Cwnd (Congestion Window), esta 
lista nos dice que la información proporcionada es tipo 
<uint32_t>
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Tracing en NS3. Trace Sinks.
 Funciones que se ejecutan cuando se produce el 
evento de la trace source a la que están conectadas.
 Reciben como parámetro un objeto del tipo indicado por el 
TracedCallback o TracedValue de su trace source.
• Si es TracedValue, la función debe incluir dos parámetros uno 
para el valor antiguo y otro para el nuevo.
• Si es TracedCallback, sólo es necesario un parámetro.
 Pueden incluir otros parámetros.
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 No devuelven ningún valor (void).
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Tracing en NS3. Trace Sinks.
 Ejemplo 1: Trace Sink para la Trace Source PhyRxEnd de 
YansWifiPhy
static void




Parámetro extra añadido por el usuario
Parámetro obligatorio para una trace 
sink diseñada para conectar con la 
trace source PhyRxEnd de la clase 
YansWifiPhy. Indicado por el atributo 
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 Ejemplo 2: Trace Sink para la Trace Source
CongestionWindow de TcpNewReno
static void
Cwndchange(uint32_t oldCwnd, uint32_t newCwnd)
{
NS_LOG_UNCOND (Simulator::Now ().GetSeconds () << "\t" << newCwnd);
}
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TracedCallback correspondiente en 
Doxygen.
Dos parámetros (valor 
antiguo, valor nuevo) puesto 
que es TracedValue. Ningún 
parámetro extra en este caso.
Tracing en NS3. Conexión de Trace Sinks a Trace Sources.
 Sin contexto:
• Realización de una llamada a la función miembro 
TraceConnectWithoutContext sobre el objeto que contiene la 
trace source. 
• Parámetros: 
o Nombre de la trace source.
o Llamada a MakeCallback con la referencia de la función trace sink.
• Ejemplo:
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ns3TcpSocket->TraceConnectWithoutContext("CongestionWindow",
MakeCallback (&CwndChange));
o ns3TcpSocket es un puntero a la instancia del objeto que contiene la 
trace source.
• Ptr<Socket> ns3TcpSocket = Socket::CreateSocket (nodes.Get (0), 
TcpSocketFactory::GetTypeId ());
o CongestionWindow es el nombre de la trace source.
o CwndChange es el nombre de la función trace sink que queremos 
conectar a la trace source indicada.
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Tracing en NS3. Conexión de Trace Sinks a Trace Sources.
 Con el subsistema Config:
• Todos los objetos en la simulación tienen asignado un 
identificador, el Config Path. El esquema para construir el 
config path de un objeto está indicado en la página Doxygen
de su clase.
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• Para la conexión se utiliza la función Config::Connect. No es 
necesario disponer de una variable con el objeto que contiene 
la trace source, éste es directamente accesible con el config
path.
• Parámetros: 
o Config path de la trace source que queremos conectar.
o Llamada a MakeCallback con la referencia de la función trace sink.
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Tracing en NS3. Conexión de Trace Sinks a Trace Sources.




o La llamada a Config::Connect se realiza directamente, no como método 
sobre una instancia de objeto.
o /NodeList/0/$ns3::MobilityModel/CourseChange es el config path de la trace 
source con la que se desea conectar.
o CourseChange es el nombre de la trace sink que queremos conectar con la 
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trace source indicada.
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Tracing en NS3. Ejemplo 1 (I)
 TcpNewReno
• Trace Source: CongestionWindow, indica un cambio el 
tamaño de la ventana TCP.
• Protected Attributes: 
TracedValue< uint32_t > m_Cwnd
• Trace Sink: 
static void
Cwndchange(uint32_t oldCwnd, uint32_t newCwnd)
{
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NS_LOG_UNCOND (Simulator::Now ().GetSeconds () << "\t" << newCwnd);
}
• Conexión a la trace source (en el programa principal): 





Tracing en NS3. Ejemplo 1 (II)
 TcpNewReno
• Resultado: cada vez que se notifica un cambio en la ventana 
de congestión TCP, la trace sink escribe en el log el momento 
de la simulación en que se ha producido el cambio y el valor 
de la nueva ventana. La salida por pantalla de la simulación 














Tracing en NS3. Ejemplo 2 (I)
 MobilityModel
• Trace Source: CourseChange, indica un cambio en el vector 
de posición o en el de velocidad de un nodo móvil.
• Private Attributes: 
TracedCallback< Ptr< const MobilityModel > > m_courseChangeTrace
• Trace Sink: 
void
CourseChange (std::string context, Ptr< const MobilityModel > 
model)
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{
Vector position = model->GetPosition();




Tracing en NS3. Ejemplo 2 (II)
 MobilityModel
• Conexión a la trace source (en el programa principal): 
std::ostringstream oss;
oss <<
"/NodeList/" << wifiNodes.Get (0)->GetId () <<
"/$ns3::MobilityModel/CourseChange";
Config::Connect (oss.str (), MakeCallback (&CourseChange));
• Resultado: cada vez que se notifica un cambio de curso, la 
trace sink escribe en el log el path de la trace source y la 
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nueva posición. La salida por pantalla de la simulación 
contendrá líneas del tipo:
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/NodeList/7/$ns3::MobilityModel/CourseChange x = 10, y = 0
/NodeList/7/$ns3::MobilityModel/CourseChange x = 9.06541, y = -0.355733
/NodeList/7/$ns3::MobilityModel/CourseChange x = 9.19429, y = 0.635927
/NodeList/7/$ns3::MobilityModel/CourseChange x = 8.9534, y = 1.60648
Generación de ficheros pcap
Generación de trazas pcap
1. Trace Sources y Trace Sinks.
 Consiste en utilizar el mecanismo de tracing para generar 
archivos pcap.
 Las trace sources que corresponden con eventos 
relacionados con paquetes proporcionan el paquete
completo como información.
• Ejemplo: la trace source PhyRxEnd de WifiPhy notifica que un 
paquete ha sido recibido correctamente. Este paquete es el 
parámetro que se pasa a la trace sink conectada.
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 La clase PcapHelper proporciona una manera cómoda de 
generar un archivo .pcap para Wireshark con el contenido 
de estos paquetes.
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Generación de trazas pcap
1. Trace Sources y Trace Sinks.
 Ejemplo: PointToPointNetDevice
• Trace Source: PhyRxEnd, indica que la recepción de un 
paquete se ha completado.
• Private Attributes: 
TracedCallback< Ptr< const Packet > > m_phyRxEndTrace
• Trace Sink: 
static void
RxEnd (Ptr<PcapFileWrapper> file, Ptr<const Packet> p)
{
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file->Write(Simulator::Now(), p);
}
• Conexión a la trace source (en el programa principal): 
PcapHelper pcapHelper;




• Resultado: archivo “capture.pcap” (para Wireshark) con todos 
los paquetes recibidos correctamente por el dispositivo de red.
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Generación de trazas pcap
2. TraceHelpers
 Permiten la generación automática de ficheros .pcap
como resultados de la simulación.
 Existen dos tipos de TraceHelpers:
• DeviceHelper. Activa la captura para parejas nodo/dispositivo 
de red.
o Ejemplo: capturar todos los paquetes del dispositivo wifi del nodo 
“servidor”.
• ProtocolHelper. Activa la captura para parejas 
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protocolo/interfaz.
o Ejemplo: capturar todos los paquetes ipv4 de la interfaz “eth0”.
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Generación de trazas pcap
2. TraceHelpers
 Device Helpers.
• Los objetos tipo Helper para dispositivos de red (CsmaHelper, 
YansWifiPhyHelper…), disponen de los métodos EnablePcap y 
EnablePcapAll.
• EnablePcap es un método sobrecargado que permite 
especificar un prefijo de archivo de salida, un dispositivo o 
conjunto de dispositivos y si se desea activar modo promiscuo. 
La selección de dispositivos puede hacerse mediante:
Un puntero a NetDevice.
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o
helper.EnablePcap ("prefix", nd); //nd es tipo <Ptr>NetDevice
o Un nombre declarado para el dispositivo en el servicio de nombres.
helper.EnablePcap ("prefix", "server/ath0");
o Todos los dispositivos de un NetDeviceContainer.
helper.EnablePcap ("prefix", ndc); //ndc es tipo NetDeviceContainer
o Todos los dispositivos de un NodeContainer.
helper.EnablePcap ("prefix", nodec); //nodec es tipo NodeContainer
o Una pareja ID de nodo e ID de dispositivo.
helper.EnablePcap ("prefix", 21, 1); //dispositivo 1 del nodo 21
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Generación de trazas pcap
2. TraceHelpers
 Device Helpers.
• EnablePcapAll permite activar la captura en todos los 
dispositivos de sistema del tipo del Helper sobre el que se 
llama.
• Los archivos generados por estos métodos se nombran 
automáticamente con el patrón “<prefijo>-<node id>-<device
id>.pcap”. Ejemplo: test1-0-0.pcap
• Los métodos que seleccionan un único dispositivo permiten 
especificar un nombre de archivo en lugar de un prefijo
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mediante un cuarto parámetro booleano.
• Ejemplos:
o Activar captura en el dispositivo csma de índice 0 de un contenedor 
(csmaDevices) en modo promiscuo.
CsmaHelper csma;
csma.EnablePcap ("test1", csmaDevices.Get(0), true);





Generación de trazas pcap
2. TraceHelpers
 Protocol Helpers.
• Funcionamiento análogo a Device Helper. La clase 
InternetStackHelper dispone de métodos similares a 
EnablePcap y EnablePcapAll en dos versiones: IPv4 e IPv6.
• EnablePcapIpv4 es un método sobrecargado que permite 
especificar un prefijo de archivo de salida, un dispositivo o 
conjunto de dispositivos y si se desea activar modo promiscuo. 
La selección de dispositivos puede hacerse mediante:
Un puntero a protocolo Ipv4 y un ID de interfaz.
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o
helper.EnablePcapIpv4 ("prefix", ipv4, 0); //ipv4 es tipo <Ptr>Ipv4
o Un nombre declarado para el protocolo y un ID de interfaz.
helper.EnablePcapIpv4 ("prefix", "serverIpv4", 1);
o Todos los dispositivos de un InterfaceContainer.
helper.EnablePcapIpv4 ("prefix", ifcs); //ifcs es tipo 
Ipv4InterfaceContainer
o Todos los dispositivos de un NodeContainer.
helper.EnablePcapIpv4 ("prefix", nc); //nc es tipo NodeContainer
o Una pareja ID de nodo e ID de interfaz.
helper.EnablePcapIpv4 ("prefix", 21, 1); //interfaz 1 del nodo 21
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Generación de trazas pcap
2. TraceHelpers
 Protocol Helpers
• EnablePcapIpv4All permite activar la captura en todas las 
interfaces.
helper.EnablePcapIpv4All ("prefix");
• EnablePcapIpv6 y EnablePcapIpv6All siguen el mismo 
esquema de funcionamiento.
• Los archivos generados por estos métodos se nombran 
automáticamente con el patrón “<prefijo>-n<node id>-
i<device id>.pcap”.
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• Los métodos que seleccionan una única interfaz permiten 
especificar un nombre de archivo en lugar de un prefijo 
mediante un cuarto parámetro booleano.
• Ejemplos:
o Activar captura en la interfaz 0 de un nodo (accesible mediante le 
puntero node).
Ptr<Ipv4> ipv4 = node->GetObject<Ipv4> ();
InternetStackHelper helper;
helper.EnablePcapIpv4 ("test1", ipv4, 0);
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Generación de trazas pcap
3. Wireshark
 Software analizador de protocolos.
 Permite abrir capturas en formato .pcap como las 
generadas por ns3 mediante los mecanismos anteriores.
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 Una vez abierta, la captura puede analizarse con las 
herramientas disponibles en Wireshark del mismo modo 
que una captura de red real (no simulada).
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Generación de trazas pcap
3. Wireshark
 La ventana principal contiene: 
• Lista de los paquetes de la captura
• Interpretación del paquete seleccionado
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• Contenido binario (hexadecimal) del paquete seleccionado
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Generación de trazas pcap
3. Wireshark
 Una de las operaciones más habituales es el filtrado de la 
captura.
• Filtros predefinidos en analyze -> display filters.
o Cuadro de diálogo filter expressions con todos los campos 
admitidos.
• En el cuadro filter de la pantalla principal es posible escribir 
cualquier expresión válida.
• Ejemplos:
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o Mostrar sólo tráfico SMTP (puerto 25) e ICMP:
tcp.port == 25 or icmp
o Mostrar solo tráfico en rango (local) de direcciones IP.
ip.src==192.168.0.0/16 and ip.dst==192.168.0.0/16
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Generación de gráficas con Gnuplot
Generación de Gráficas con Gnuplot
1. Trace Sources y Trace Sinks
 Utilización del mecanismo de tracing para generar 
ficheros ascii.
 Los ficheros ascii se preparan con el contenido deseado 
para poder importarlos directamente desde gnuplot.
 Se utiliza la clase AsciiTraceHelper para obtener el stream
de salida que nos permite escribir en fichero.
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Generación de Gráficas con Gnuplot
1. Trace Sources y Trace Sinks
 Ejemplo: TcpNewReno (I)
• Trace Source: CongestionWindow, indica un cambio el 
tamaño de la ventana TCP.
• Protected Attributes: 
TracedValue< uint32_t > m_Cwnd
• Trace Sink: 
static void
Cwndchange (Ptr<OutputStreamWrapper> stream, uint32_t oldCwnd, 
uint32_t newCwnd)
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{




Generación de Gráficas con Gnuplot
1. Trace Sources y Trace Sinks
 Ejemplo: TcpNewReno (II)
• Conexión a la trace source (en el programa principal):
Ptr<Socket> ns3TcpSocket = Socket::CreateSocket (nodes.Get (0), 
TcpSocketFactory::GetTypeId ());
AsciiTraceHelper asciiTraceHelper;




• Generación de la gráfica (“test1.png”) a partir del fichero de 
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gnuplot> set terminal png size 640,480
gnuplot> set output "test1.png"
gnuplot> plot "test1.cwnd" using 1:2 title ’Congestion Window’ 
with linespoints
gnuplot> exit
Generación de Gráficas con Gnuplot
1. Trace Sources y Trace Sinks
 Ejemplo: TcpNewReno (III)
• Resultado: archivo test1.png
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Generación de Gráficas con Gnuplot
2. Clase GnuplotHelper
 Utiliza el sistema Data Collection de ns3.
 La clase GnuplotHelper trabaja con “sondas” (probes) que 
se conectan a una trace source.
 Cada instancia produce automáticamente tres archivos: 
datos, control y un script que genera la gráfica (hay que 
ejecutarlo por separado).
 El método configurePlot establece los parámetros de la 
gráfica:
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• Prefijo de los archivos generados.
• Título de la gráfica.
• Etiqueta del eje X.
• Etiqueta del eje Y.
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Generación de Gráficas con Gnuplot
2. Clase GnuplotHelper
 El método PlotProbe configura la sonda:
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• Ruta de acceso a la trace source (path).
• Tipo de salida de la sonda 
o Output para valores numéricos.
o OutputBytes para paquetes.
• Nombre de la serie de datos.
• Valor que indica la posición del nombre de la serie en la 
gráfica.
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Generación de Gráficas con Gnuplot
2. Clase GnuplotHelper
 Ejemplo: TcpNewReno (I)
• Trace Source: CongestionWindow, indica un cambio el 
tamaño de la ventana TCP.
• Protected Attributes: 
TracedValue< uint32_t > m_Cwnd
• Configuración de la gráfica: 
GnuplotHelper plotHelper;
plotHelper.ConfigurePlot("test2", "Congestion Window vs. Time", 
"Time (Seconds)", "Window Size");
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• Configuración de la sonda (en el socket 0 del nodo 0): 
probeName = "ns3::Uinteger32Probe";
oss << "/NodeList/" << nodes.Get(0)->GetId () << 
"/$ns3::TcpL4ProtocolSocketList/0/$ns::TcpNewReno/CongestionWindow";
plotHelper.PlotProbe(probeName, probeTrace, "Output", "Serie 1", 
GnuplotAggregator::KEY_BELOW);
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Generación de Gráficas con Gnuplot
2. Clase GnuplotHelper





La ejecución del script “test2.sh” genera la gráfica “test2.png”.
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Generación de Gráficas con Gnuplot
3. Clase Gnuplot
 Gnuplot es una clase genérica para representar conjuntos 
de datos:
• 2D – Clase Gnuplot2dDataset.
• 3D – Clase Gnuplot3dDataset.
• Los puntos se añaden llamando Add(x, y[,z ]) sobre el dataset
correspondiente.
• El método AddDataset de Gnuplot permite establecer el 
conjunto de datos de la instancia.
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 El archivo final se genera con GenerateOutput
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string fileNameWithNoExtension = "plot-2d";
string graphicsFileName = fileNameWithNoExtension + ".png";
string plotFileName = fileNameWithNoExtension + ".plt";
string plotTitle = "2-D Plot";
string dataTitle = "2-D Data";
• Instanciar y configurar el objeto Gnuplot




plot.SetLegend ("X Values", "Y Values");
plot.AppendExtra ("set xrange [-6:+6]");
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Generación de Gráficas con Gnuplot
3. Clase Gnuplot
 Ejemplo (II):






for (x = -5.0; x <= +5.0; x += 1.0)
Simulación de Redes Loja - 2014
{
y = x * x;




Generación de Gráficas con Gnuplot
3. Clase Gnuplot
 Ejemplo (III):






• Resultado: archivo “plot-2d.plt”. Para obtener la gráfica 
(“plot-2d.png”) se ejecuta el siguiente comando
Simulación de Redes Loja - 2014 40
$ gnuplot plot-2d.plt
Generación de Gráficas con Gnuplot
4. Clase GnuplotCollection
 Esta clase nos permite agrupar varios objetos Gnuplot
de modo que sus gráficas se impriman en un solo archivo.
 No es necesario llamar a setTerminal ni a GenerateOutput
para cada objeto Gnuplot.
 Los Gnuplot se añaden a la instancia de GnuplotCollection
con el método AddPlot.
 Para generar el fichero de salida se llama al método 
GenerateOutput sobre el objeto GnuplotCollection.














 Object that monitors and reports back packet flows 
observed during a simulation
 FlowMonitorHelper
 Configurable attributes:
• MaxPerHopDelay: The maximum per-hop delay that should 
be considered. Packets still not received after this delay are to 
be considered lost.
• StartTime: The time when the monitoring starts.
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• DelayBinWidth: The width used in the delay histogram.
• JitterBinWidth: The width used in the jitter histogram.
• PacketSizeBinWidth: The width used in the packetSize
histogram.
• FlowInterruptionsBinWidth: The width used in the 
flowInterruptions histogram.
• FlowInterruptionsMinTime: The minimum inter-arrival time 
that is considered a flow interruption.
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Flow-monitor. Metrics I
 Structure that represents the measured metrics of an 
individual packet flow.
• bytesDropped. Number of lost bytes.
• delayHistogram. Histogram of the packet delays.
• delaySum. Contains the sum of all end-to-end delays for all 
received packets of the flow.
• flowInterruptionsHistogram. histogram of durations of flow 
interruptions
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• jitterHistogram. Histograma of the packet jitters.
• jitterSum. Contains the sum of all end-to-end delay jitter 
(delay variation) values for all received packets of the flow.
• lastDelay. Contains the last measured delay of a packet. It is 
stored to measure the packet's Jitter.




• packetsDropped. This attribute also tracks the number of 
lost packets and bytes, but discriminates the losses by 
a reason code.
o For instance, in the Ipv4FlowProbe case the following reasons 
are currently defined: DROP_NO_ROUTE (no IPv4 route found for 
a packet), DROP_TTL_EXPIRE (a packet was dropped due to an 
IPv4 TTL field decremented and reaching zero), and 
DROP_BAD_CHECKSUM (a packet had bad IPv4 header checksum 
and had to be dropped).
• packetSizeHistogram. Histogram of the packet sizes.
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• rxBytes. Total number of received bytes for the flow.
• rxPackets. Total number of received packets for the flow.
• timeFirstRxPacket. Contains the absolute time when the first 
packet in the flow was received by an end node, i.e. the time 
when the flow reception starts
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Flow-monitor. Metrics III
• timeFirstTxPacket. Contains the absolute time when the first 
packet in the flow was transmitted, i.e. the time when the flow 
transmission starts
• timeLastRxPacket.Contains the absolute time when the last 
packet in the flow was received, i.e. the time when the flow 
reception ends
• timeLastTxPacket. Contains the absolute time when the last 
packet in the flow was transmitted, i.e. the time when the flow 
transmission ends
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• timesForwarded. Contains the number of times a packet has 
been reportedly forwarded, summed for all received packets in 
the flow.
• txBytes. Total number of transmitted bytes for the flow.
• txPackets.Total number of transmitted packets for the flow.
46
Flow-monitor. Results (xml outfile) I
 A xml file with the stadistics is written by flow-monitor
 void
ns3::FlowMonitor::SerializeToXmlFile(std::string fileNa
me,bool enableHistograms,bool enableProbes )
Serializes the results to an file in XML format.
 Parameters
• fileName: name or path of the output file that will be created
• enableHistograms: if true, include also the histograms in the 
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output
• enableProbes: if true, include also the per-probe/flow pair 
statistics in the output
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flow_nodes->SerializeToXmlFile(“estadistics.xml", true, true);
Flow-monitor. xml outfile II
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txBytes="13836" rxBytes="13836" txPackets="124" rxPackets="124" 
lostPackets="0" timesForwarded="0">
<delayHistogram nBins="122" >
<bin index="0" start="0" width="0.001" count="9" />
<bin index="1" start="0.001" width="0.001" count="36" />
<bin index="2" start="0.002" width="0.001" count="11" />
<bin index="3" start="0.003" width="0.001" count="7" />
<bin index="4" start="0.004" width="0.001" count="8" />
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Flow-monitor. How to read a xml file
 There are some options:
• NetAnim.
• By means of a this script:
o …..src/flowmonitor/example/flowmon-parse-results.py
o ./waf --pyrun "src/flow-monitor/examples/flowmon-parse-
results.py Results_simple_wifi.xml“
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// Install FlowMonitor on all nodes
FlowMonitorHelper flujo;









Flow-monitor . Results I
 The outfile, filename.xml, can be open by NetAnim
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Flow-monitor. Results II
 …..src/flowmonitor/example/flowmon-parse-results.py
 ./waf --pyrun "src/flow-monitor/examples/flowmon-
parse-results.py Results_simple_wifi.xml"
FlowID: 55 (UDP 10.0.0.16/49154 --> 10.0.0.15/14)
TX bitrate: 4.28 kbit/s
RX bitrate: 3.73 kbit/s
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Mean Delay: 107.22 ms
Packet Loss Ratio: 16.13 %
FlowID: 56 (UDP 10.0.0.20/49154 --> 10.0.0.19/14)
TX bitrate: 4.28 kbit/s
RX bitrate: 4.00 kbit/s
Mean Delay: 78.26 ms
Packet Loss Ratio: 9.68 %
Flow-monitor. Results III
// Print per flow statistics
Ptr<Ipv4FlowClassifier> classifier = 
DynamicCast<Ipv4FlowClassifier> (flowmon.GetClassifier ());
std::map<FlowId, FlowMonitor::FlowStats> stats = monitor-
>GetFlowStats ();
for (std::map<FlowId, FlowMonitor::FlowStats>::const_iterator
iter = stats.begin (); iter != stats.end (); ++iter){
Ipv4FlowClassifier::FiveTuple t = classifier->FindFlow (iter-
>first);
if ((t.sourceAddress == Ipv4Address("10.1.1.1") && 
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t.destinationAddress == Ipv4Address("10.1.1.25")){
NS_LOG_UNCOND("Flow ID: " << iter->first << " Src Addr " 
<< t.sourceAddress << " Dst Addr " << t.destinationAddress);
NS_LOG_UNCOND("Tx Packets = " << iter-
>second.txPackets);
NS_LOG_UNCOND("Rx Packets = " << iter-
>second.rxPackets);
NS_LOG_UNCOND("Throughput: " << iter->second.rxBytes * 
8.0 / (iter->second.timeLastRxPacket.GetSeconds()-iter-








Simulación de Redes Loja - 2014 55
