The backpropagation using the conjugate gradient method by Monte Moreno, Enrique et al.
ad. 
58, 
EEE 
ol. 
15 
pc-
and 
pp. 
0.0 ILC 
)air 
.se. 
mlt 
ern 
the 
it 
med 
SIGNAL PROCESSING V: Theories and Applications 
L Torres, E. Masgrau, and M.A Lagunas (eds.) 
@ Elsevier Science Publishers B. V., 1990 1615 
THE BACK PROPAGATION USING THE CONJUGATE GRADIENT METHOD. 
E.Monte,J.B.Marifio and E. Lleida. 
Department of Signal Theory and Communications. 
E.T.S.E. Telecomunicaci6. Apartat 30.002. 08080 Barcelona 
SPAIN. 
ABSTRACT. 
In this paper we present a back 
propagation algorithm, that does ,the 
search of the minima of the cost function 
by means of a conjugate gradient 
method. The reason that justifies the use 
of the new algorithm which has a higher 
aritmetical complexity, is the fact that 
the back propagation algorithm has a 
very slow convergene rate. The 
underlying idea of the new algorithm is 
to use more efficiently the data that is 
presented to the network so that the 
time that it needs to reach an acceptable 
perfomance is greatly reduced. In order 
to update the weights of each unit a 
gradient calculated by means of the 
tipical back propagation equations [2] 
and once this information is known the 
update of the weights is done by means 
of the conjugate gradient method [1]. 
INTRODUCTION. 
The algorithm that we present, 
uses the information about the gradient 
of the cost function. This information is 
back propagated to the hidden layers of 
the network, and then is used to update 
the weights of each unit by means of the 
conjugate gradients method. The 
conjugate gradient method does a 
gradient serach of the minimum of a 
function with only the knowledge of the 
gradient of the function, which is the 
information that the equations of the 
back propagation yield. 
In the first part of the paper, we 
present the deduction of the back 
propagation equations, afterwards in the 
second part we shall introduce the 
conjugate gradient method that uses the 
information about the gradient, that is 
propagated backwards. 
PART I. 
First of all we shall present the 
deduction of the back propagation 
equations so that we shall have the 
gradient of the cost function with respect 
to the weights of each unit. This gradient 
will be used afterwards in the conjugate 
gradient method. 
The cost function is defined as 
follows: 
(1) 
1 ( 2 E=-2 I,I,y. -ref.) p i l,p l,p 
Where the meaning of each 
parameter is: 
E : The cost function. 
: Index of the output unit. 
p : Index that corresponds to the 
input pattern. 
Yi,p : Output of the network that 
corresponds to the "i" output unit, 
when the "p" pattern is presented. 
refi,p: Reference of the unit "i" that 
corresponds to the "p" patterns. 
The arquitecture of the network is the 
following: 
Inputs outputs 
A feedforward neural network. 
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The update of the equations in the back 
propagation as described in [2] is the 
following: 
w .(n + 1) = w .(n) + e · 8
8E +a. · 11 w . (2) I I Wj I 
Where: 
w i : Is the weight "i" of a 
unit. 
'OE 
'Ow i : Is the gradient of the 
error function E with respect to the 
weight wi. which is obtained by 
means of the back propagation 
equations. 
a.: Is the momentum term. 
e: Is the adaptation step. 
It is important to notice that the 
back propagation yields at each moment 
the gradient of the cost funtion in 
relation to a given weight. This 
information is quite usefull in order to 
use the conjugate gradient search, 
because we have a local information of 
the gradient which we can use, in order 
to do the search. One way of doing the 
search of the minimum of the cost 
function is to search along conjugate 
directions. In part 11 we will present the 
way of using the conjugate gradient 
method with the information that we 
have from the gradient which is obtained 
by means of the back propagation. 
PART 11. 
The back propagation equations 
yield the derivative of the cost function 
with respect to each of the weights of the 
network, once one has these derivatives 
the gradient of the cost function can be 
calculated for each unit. This is the only 
information that is needed in order to 
use the conjugate gradient search. In this 
paper the conjugate gradient method will 
not be deduced, this is already done in 
[1]. Instead, we will present directly the 
algorithm and explain how to connect it 
with the back propagation algorithm. 
ALGORITHM. 
Note that in this section the 
simbols w,g,d with the subscript k 
mean a vector, at the iteration number k. 
So when we use wo we mean the vector 
of weights of a given unit at the moment 
zero. 
0. Firts of all, calculate the gradient of 
the cost function at each unit by means 
of the back propagation algorithm. The 
gradient of the error function is: 
(3) 
'OE 'OE _§S_(k))T VE(w ) = (-(k), -s: -(k), ........ , s: k 'Ow 1 uW 2 uW N 
Note that when we use the vector 
notation, the subscript means time 
instead of the index of the weight of the 
unit. 
Where: 
N : is the number of weights 
of the unit. 
VE(w k): is the gradient of the 
cost function at the unit, when 
we have the weights at the time 
k. 
_§S_(k) 
'Ow 2 Is the derivative of 
the cost function with respect to 
the unit number 2, at the 
moment k. 
1- Once we have the value of the 
gradient for the first set of weights of a 
unit (wo). repeat the following iteration. 
(4) 9o = VE(w o) 
T 
2- then for k=O to the number of 
weights of each unit. 
(5) wk+1=wk+a.kdk 
Use an a. that 
E(w k + a.kdk) 
(6) 
(7) 
(8) 
T 
gk+l= VE(w J 
dk+1 =- gk+1 + ~kd k 
minimizes 
f 
) 
a 
If the cost function E> e then wO=wn and 
return to step 1. 
When we use this algorithm, the 
search is done by means of orthogonal 
directions, and thus the algorithm has a 
better estimation of the true gradient, 
yielding better results. 
CONCLUSION. 
In this paper we present a version 
of the back propagation algorithm that 
uses a conjugate gradient method to 
accelerate the convergence of the 
networks. The new algorithm makes use 
of the fact that the back propagation 
algorithm yields the gradient of the cost 
f1;1nction with respect to the weights of 
each unit, which is the information that 
the conjugate gradient method needs to 
update each unit. 
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