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In this paper,wediscuss the higher order linear differential equation f (k)+Ak−1f (k−1)+· · ·+
A1f ′ + A0f = 0 on an angle. We apply Nevanlinna sectorial theory to estimate the growth
of solutions of the equation restricted in the angle and prove the existence of asymptotic
value of the derivative of solutions of the equation in the angle. By using these results we
can improve some known results in the plane.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Let f be meromorphic in the complex plane C, we assumed that the reader is familiar with the notations of Nevanlinna
theory (see. [5,12]). LetΩ(α, β)(0 < β − α ≤ 2pi) denote the angular domain {z;α < arg z < β, |z| > 0}, and for any set
G ∈ C, let G denote the closure of G. Consider the differential equation of the following form
f ′′ + A(z)f ′ + B(z)f = 0, (1.1)
where A and B are functions analytic on Ω(α, β). Suppose f 6≡ 0 is a function analytic on Ω(α, β). We define
M(r,Ω(α, β), f ) = maxα≤θ≤β |f (reiθ )| and the order ραβ(f ) of f onΩ(α, β) by
ραβ(f ) = lim sup
r→∞
log+ log+M(r,Ω(α, β), f )
log r
.
IfΩ(α, β) = C, we shall use ρ(f ) to denote the order of f . It is obvious that if A and B in (1.1) are entire functions and f is a
solution of (1.1) in C, then ρ(f ) ≥ ραβ(f ). Particularly if ραβ(f ) = +∞ for some angleΩ(α, β), then ρ(f ) = +∞.
For the second order linear differential equation
f ′′ + e−z f ′ + B(z)f = 0, (1.2)
where B(z) is an entire function of finite order. It is well known that each solution f of (1.2) is an entire function, and that if
f1 and f2 are any two linearly independent solutions of (1.2), then at least one of f1, f2 must have infinitely order (see. [6]).
Hence,‘‘most’’ solutions of (1.1) will have infinite order. But (1.2) with B(z) = −(1 + e−z) possesses a solution f = ez of
finite order.
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Thus a natural question is: what condition on B(z) will guarantee that every solution f 6≡ 0 of (1.2) will have infinite
order? Ozawa, Amemiya and Ozawa, Langley, and Gunderson studied the question. For the case that B(z) is a transcendental
entire function, Gundersen proved that if ρ(B) 6= 1, then for every solution f 6≡ 0 of (1.1) has infinite order.
In [4], Gundersen studied the generalized equation of (1.2) and proved the following result to guarantee that every non-
trivial solution of the Eq. (1.1) will have infinite order.
Theorem A. Let {φk} and {θk} be two finite collections of real numbers that satisfy φ1 < θ1 < φ2 < · · · < θn < φn+1 where
φn+1 = φ1 + 2pi , and set
µ = max
1≤k≤n
(φk+1 − θk).
Suppose A(z) and B(z) are entire functions such that for some constant α ≥ 0,
|A(z)| = O(|z|α)
as z →∞ in φk ≤ arg z ≤ θk for k = 1, . . . , n, and where B(z) is transcendental with ρ(B) < pi/µ. Then every solution f 6≡ 0
of (1.1) has infinite order.
In 1994,Wu [9] first studied the growth of solutions of the second order linear differential equation in the angle and gave
a generalization of Theorem A.
Theorem B. Let A(z) and B(z) be analytic onΩ(α′, β ′) ⊂ Ω(α, β), where (α < α′ < β ′ < β), such that for some K1 > 0
|A(z)| = O(|z|K1)
as z → ∞ in Ω(α, α′) ∪ Ω(β, β ′). If ραβ(B) < pi/(β ′ − α′) and if there exists a ray arg z = θ ∈ Ω(α′, β ′) such that if for
K > 0
lim sup
r→∞
|B(reiθ )|
rK
= +∞,
then for every solution f 6≡ 0 of (1.1) we havemax(ραα′(f ), ρββ ′(f )) = +∞.
For the high order linear differential equation,
f (k) + Ak−1f (k−1) + · · · + A1f ′ + A0f = 0 (1.3)
where Aj (j = 0, 1, . . . , k − 1) are analytic onΩ(α, β). To the author’s knowledge, there were few papers concerning the
angular behavior of the solution of the differential equation. In this paper, we will investigate the high order case and obtain
some results that extend and improve some known results.
2. Statement and discussion of results
Theorem 1. Let Aj(z)(j = 0, 1, . . . , k − 1) be analytic onΩ(α, β)(0 < β − α ≤ 2pi), if for any K > 0 the θ ′s which satisfy
α ≤ θ ≤ β and
lim inf
r→∞
(A1(reiθ )+ A2(reiθ )+ · · · + Ak−1(reiθ )+ 1)rK
A0(reiθ )
= 0 (2.1)
form a set of positive measure. Then for every solution f 6≡ 0 of (1.3) we have ραβ(f ) = +∞.
By applying Theorem 1, we have the following result which is a generalization of Theorems A and B. Some results in the
plane (see. [1]) can also obtain by them.
Theorem 2. Let Aj(z)(j = 0, 1, . . . , k − 1) be analytic onΩ(α, β)(0 < β − α ≤ 2pi), and let Ω(α′, β ′) ⊂ Ω(α, β), where
(α < α′ < β ′ < β), such that for some K1 > 0
|Aj(z)| = O(|z|K1), (j = 1, . . . , k− 1)
as z →∞ inΩ(α, α′) ∪Ω(β, β ′). If ραβ(A0) < pi/(β ′ − α′) and if there exists a ray arg z = θ ∈ Ω(α′, β ′) such that if for
K > 0
lim sup
r→∞
|A0(reiθ )|
rK
= +∞,
then for every solution f 6≡ 0 of (1.3) we havemax(ραα′(f ), ρββ ′(f )) = +∞.
486 J. Xu, H. Yi / Applied Mathematics Letters 22 (2009) 484–489
Next we consider the case the growth of As(z)(s 6= 0) dominates the growth of A0(z) in some angle. We will get an
important result which prove the existence of asymptotic value of the derivative of solutions of the Eq. (1.3). Similar results
in the plane were proved by Gundersen, Belaïdi and Hamani, Laine. (see, [2,4,7]).
Theorem 3. Let Aj(z)(j = 0, 1, . . . , k−1) be analytic onΩ(α, β)(0 < β−α ≤ 2pi) such that for any arbitrary given constant
K > 0, if z ∈ Ω(α, β)
lim inf
r→∞
Aj(z)zK
As(z)
= 0 (j = 0, 1, . . . , s− 1, s+ 1, . . . , k− 1; s = 1, 2, . . . , k− 1), (2.2)
then if f 6≡ 0 is a solution of (1.3)with ραβ(f ) <∞, we have f (m)(z)→ 0 (m ≥ s) as z →∞ in any subangleΩ(α+ε, β−ε)
of Ω(α, β).
Remark 1. In fact the condition (2.2) is weaker than that in [2,4], we can’t get that f (z) asymptotically tend to a nonzero
constant by the method of [4,11].
3. Some lemmas
The main tool for our proofs is the Nevanlinna characteristic for an angle (see. [3,10]).
In order to prove our theorems, we need Nevanlinna theory on an angular domain. Let f (z) be a meromorphic function
on the angular domainΩ(α, β) = {z;α ≤ arg z ≤ β}, where 0 < β − α ≤ 2pi . Following Nevanlinna define
Aα,β(r, f ) = ω
pi
∫ r
1
(
1
tω
− t
ω
r2ω
)
{log+ |f (teiα)| + log+ |f (teiβ)|}dt
t
, (3.1)
Bα,β(r, f ) = 2ω
pirω
∫ β
α
log+ |f (reiθ )| sinω(θ − α)dθ, (3.2)
Cα,β(r, f ) = 2
∑
1<|bn|<r
(
1
|bn|ω −
|bn|ω
r2ω
)
sinω(θn − α), (3.3)
where ω = pi
β−α and bn = |bn|eiθn are the poles of f (z) onΩ(α, β) that appeared according to their multiplicities. Cα,β(r, f )
is called the angular counting function of the poles of f on Ω(α, β) and Nevanlinna’s angular characteristic is defined as
follows:
Sα,β(r, f ) = Aα,β(r, f )+ Bα,β(r, f )+ Cα,β(r, f ) = Dα,β(r, f )+ Cα,β(r, f ).
We need the following definitions and lemmas for our proofs.
Definition 1. Let B(zn, rn) be open discs in the complex plane. We say that the countable union ∪B(zn, rn) is an R-set if
zn →∞ and∑ rn is finite.
Definition 2 (Sectorial Order).
σα,β = lim sup
r→∞
log S(r;Ω(α, β))
log r
.
From Proposition 2.2.19 in [8], we know σα,β ≤ ρα,β and ρα+τ ,β−τ ≤ σα,β + piβ−α , where τ is a constant satisfying
0 < τ < β−α2 . Obviously, if ρα,β is finite, then σα,β is finite. Conversely, if σα,β is finite, then ρα+τ ,β−τ is finite for the
above τ .
To prove Theorem 1, we need some estimates for the logarithmic derivative in an angle.
Lemma 1. Let f be ameromorphic on the angular regionΩ(α, β)with finite order σ , let Γ = {(n1,m1), (n2,m2), . . . , (nj,mj)}
denote a finite set of distinct pair of integers which satisfy ni > mi ≥ 0 for i = 1, 2, . . . , j, and let ε > 0 and δ > 0 be given
constants.Then there exists K > 0 depending only on f , ε and δ such that∣∣∣∣ f (n)(z)f (m)(z)
∣∣∣∣ < K |z|(n−m)(kδ+2σ+1+ε)(sin kδ(ϕ − α − δ))−2(n−m) (3.4)
for all (n,m) ∈ Γ and all z = reiϕ ∈ Ω(α + δ, β − δ) except for a R-set, where kδ = piβ−α−2δ .
The lemma is due to A. Mokhon’ko for the case of n = 1,m = 0. In [11], Wu generalized the logarithmic derivative
lemma in an angle.
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Lemma 2. Let f (z) be analytic in the regionD = {z|α < arg z < β, r0 < |z| < ∞}, and suppose that |f (k)(z)| is unbounded
on a ray arg z = θ . Then there exists a sequence zn = rneiθ tending to infinity such that f (k)(zn)→∞ and that∣∣∣∣ f (j)(zn)f (k)(zn)
∣∣∣∣ ≤ 1(k− j)! (1+ o(1))|zn|k−j, (3.5)
provided j < k.
The proof of the lemma can be carried out similarity as that of Lemma 3.1 in [7]. We omit it here.
4. Proof of the theorems
Proof of the Theorem 1. Let
δ0 = mes E
= mes
(
θ; lim inf
r→∞
(
A1(reiθ )+ A2(reiθ )+ · · · + Ak−1(reiθ )+ 1
)
rK
A0(reiθ )
= 0
)
,
where α < θ < β and K > 0 is any constant. Then from the hypothesis we have δ0 > 0. Suppose there exists a solution
f 6= 0 of Eq. (1.3) onΩ(α, β) such that ραβ(f ) < +∞. It follows form Lemma 1 that there exist arbitrary small δ > 0, and
constant K andM which depend only on f , ε and δ such that∣∣∣∣ f (n)(z)f (z)
∣∣∣∣ < K |z|M(sin kδ(ϕ − α − δ))−2n (n = 1, 2, . . . , k)
for all z = reiϕ ∈ Ω(α + δ, β − δ), except for an R-set D, where kδ = piβ−α−2δ . We take a fixed δ(0 < δ < δ0/8) such that
the above conclusion holds.
Since the values of θ such that the ray arg z = θ meets infinitely many discs in D form a set of linear measure zero, there
exists a ray arg z = θ0 such that α + (δ0/4) < θ0 < β − (δ0/4), θ0 ∈ E and arg z = θ0 meets at most finitely many discs in
D. For this θ0, we deduce that kδδ0/8 < kδ(θ0 − α − δ) < pi/2. Thus∣∣∣∣ f (n)(reiθ0)f (reiθ0)
∣∣∣∣ < K ′|r|M (n = 1, 2, . . . , k) (4.1)
for all sufficiently large r , where K ′ = K(sin kδ(δ0/8))−2k > 0 is a constant not depending on r . By (1.3) and (4.1), we have
|A0(reiθ0)| ≤ K ′|r|M(A1(reiθ0)+ A2(reiθ0)+ · · · + Ak−1(reiθ0)+ 1)
for all r ≥ r0. This contradicts the fact that θ0 ∈ E. We complete the proof of Theorem 1. 
Proof of the Theorem 2. We consider two cases.
Case 1. If ραβ(A0) = 0, then for any K ,
lim sup
r→∞
|A0(reiθ )|
rK
= +∞, (4.2)
for all θ ∈ (α, α′) or (β ′, β). Otherwise there exist K0 > 0, θ1 ∈ (α, α′) and θ1 ∈ (β ′, β) such that
|A0(reiθ )| < rK0
for θ = θ1, θ2 and all sufficiently large r . It follows from Phragmén-Lindelöf theorem that A0(z)would act as a polynomial in
Ω(θ1, θ2) ⊃ Ω(α′, β ′). It is a contradiction. By applying Theorem 1 to one of the anglesΩ(α, α′) andΩ(β ′, β), we obtain
Theorem 2.
Case 2. If ραβ(A0) > 0, then we have pi/ραβ(A0) > β ′ − α′. Set ε0 = pi/ραβ(A0) − (β ′ − α′) > 0. We deduce from
Phragmén–Lindelöf theorem again that
lim sup
r→∞
log log |A0(reiθ )|
log r
= ραβ(A0),
for all θ ∈ (max(α, α′ − ε0/2), α′) or (β ′,min(β ′ + ε0/2, β)). Thus we obtain Theorem 2 by applying Theorem 1 to one of
the small anglesΩ(max(α, α′ − ε0/2), α′) andΩ(β ′,min(β ′ + ε0/2, β)). 
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Proof of the Theorem 3. Suppose there exists a solution f 6= 0 of Eq. (1.3) onΩ(α, β) such that ραβ(f ) < +∞. It follows
from Lemma 1 that there exist arbitrary small δ > 0, and constant K and M which depend only on f , ε and δ such that for
all k ≥ s ≥ 0, all j = s+ 1, . . . , k, and all r ≥ r1,∣∣∣∣ f (j)(z)f (s)(z)
∣∣∣∣ < K |z|M (4.3)
along some ray arg z = θ0 onΩ(α, β), except for an R-set D.
Suppose now, for a while, that |f (s)(z)| is unbounded on some ray arg z = θ0 on Ω(α, β), except for an R-set D. By
Lemma 2, there exists a sequence of points zn = rneiθ0 , rn →∞ such that f (s)(zn)→∞ and so∣∣∣∣ f (j)(zn)f (s)(zn)
∣∣∣∣ ≤ 1(s− j)! (1+ o(1))|zn|s−j ≤ 2|zn|k (4.4)
for all j = 0, . . . , s− 1 and all n large enough, say |zn| ≥ r2. From (1.3), we next conclude that
|As| ≤
∣∣∣∣ f (k)f (s)
∣∣∣∣+ |Ak−1| ∣∣∣∣ f (k−1)f (s)
∣∣∣∣+ · · · + |As+1| ∣∣∣∣ f (s+1)f (s)
∣∣∣∣ +|As−1| ∣∣∣ f (s−1)f (s) ∣∣∣+ · · · + |A1| ∣∣∣ f ′f (s) ∣∣∣+ |A0| ∣∣∣ ff (s) ∣∣∣ . (4.5)
Combining now (4.3) and (4.4) with (4.5), we have
|As| ≤ K |z|M + K |z|M |Ak−1| + · · · + K |z|M |As+1| + 2|zn|k|As−1| + · · · + 2|zn|k|A0|.
It contradicts with (2.2). Therefore, |f (s)(z)| remains bounded on some ray arg z = θ0 onΩ(α, β), except for an R-set D.
Since ρα,β(f ) is finite, it follows from the definition of ρα,β(f ) that for every ε > 0 there exists Kε(0 < Kε < +∞) such
that
lim sup
r→∞
log+ log+M(r,Ω(α + ε, β − ε), f )
log r
< Kε. (4.6)
From (4.6) we have
log |f (reiθ )| < rKε+1
for all large r and all θ ∈ [α + ε, β − ε]. Noting that f (z) is regular in Ω(α, β), we deduce from the definition of the
Nevanlinna angular characteristic that σα+ε,β−ε(f ) is finite.
LetD1 be the R-set in Lemma1. Then the set of ε forwhich the rays arg z = α+ε orβ−εmeetD1 infinitely often (i.e.,meet
infinitely many discs in D1) has measure zero. Suppose that ε is a number such that 0 < ε <
β−α
2 and arg z = α + ε and
β − ε meet D1 at most finitely many times. For such ε, we have
Sα+ε,β−ε(r, f (s)) = Dα+ε,β−ε(r, f (s))
≤ Dα+ε,β−ε
(
r,
f (s)
f
)
+ Dα+ε,β−ε(r, f )+ O(1)
= Dα+ε,β−ε
(
r,
f (s)
f
)
+ Sα+ε,β−ε(r, f )+ O(1). (4.7)
If |z| = r does not meet D1, by using Lemma 1 and from the definition of Dα+ε,β−ε(r, f (s)f ), we have
Dα+ε,β−ε
(
r,
f (s)
f
)
= O(1). (4.8)
Combining (4.7) and (4.8), we deduce that
Sα+ε,β−ε(r, f (s)) ≤ Sα+ε,β−ε(r, f )+ O(1) (4.9)
for all r except for a set of r with finite linear measure. From this and the definition of the Nevanlinna angular characteristic,
we have σα+ε,β−ε(f (s)) is finite. Therefore, ρα+ε,β−ε(f (s)) is finite by Definition 2. By a standard application of the
Phragmén–Lindelöf principle, we conclude that f (s)(z) is bounded, say |f (s)(z)| ≤ M , in any subangle ofΩ(α+ 2ε, β − 2ε).
For the above ray arg z = θ0, we obtain, for all m < s by (s − m)-fold iterated integration along the ray under
consideration, the boundedness of f (s)
|f (m)(z)| ≤ |f (m)(0)| + |f (m+1)(0)||z| + · · · + 1
(s−m− 1)! |f
(s−1)(0)||z|s−m−1
+M
∫ |z|
0
· · ·
∫ |z|
0
dt · · · dt = O(|z|s−m). (4.10)
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We now obtain from (1.3)
|f (s)| ≤
∣∣∣∣ 1As
∣∣∣∣ (M (∣∣∣∣ f (k)f (s)
∣∣∣∣+ |Ak−1| ∣∣∣∣ f (k−1)f (s)
∣∣∣∣+ · · · + |As+1| ∣∣∣∣ f (s+1)f (s)
∣∣∣∣)
+ |As−1||f (s−1)| + · · · + |A1||f ′| + |A0||f |
)
. (4.11)
Using (4.3), (4.10)–(4.11) and the assumptions (2.2), we conclude that, whenever r ≥ r3
|f (s)(z)| → 0 (4.12)
along any ray arg z = θ0 ∈ Ω(α + 2ε, β − 2ε), except for an R-set D. By the Phragmén–Lindelöf principle again, (4.12)
remains true in the angleΩ(α + 2ε, β − 2ε).
Given now m > s, we may restrict ourselves to the sector Ω(α + 3ε, β − 3ε). We assume that r ≥ r4 is large enough
to satisfy that for an arbitrary z = reiθ , the disk Γ (z) of radius at most ρ = maxs<m≤k((m − s)!)1/(m−s), centered at z, is
contained inΩ(α + 2ε, β − 2ε). Given nowm > s, we may use (4.12) in the Cauchy formula to see that
|f (m)(z)| ≤ (m− s)!
2pi
∫
Γ (z)
|f (s)(ζ )|
|z − ζ |m−s+1 dζ → 0. (4.13)
From this and (4.12) we know the conclusion holds. 
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