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Kapitel 1
Einleitung
1.1 Motivation
In vielen modernen adaptronischen Systemen beispielsweise in der Automobilindustrie, Me-
chatronik, Medizin- und Meßtechnik (von Motoren u¨ber Schalter und Steuerkomponenten
bis hin zu Lautsprechern und Mikrofonen) werden heutzutage piezoelektrische Keramiken
eingesetzt. Die besondere Kopplung zwischen mechanischem und elektrischem Verhalten
ermo¨glicht pﬁﬃge Anwendungen und an verschiedenen Stellen die Ersetzung teurer oder
umsta¨ndlicher Lo¨sungen.
Ein ha¨uﬁger Wunsch ist es, das Verhalten der verschiedenen Materialien rechnergestu¨tzt
zu simulieren. Dafu¨r mu¨ssen entsprechende numerische Methoden bereitgestellt werden
bzw. schon fu¨r andere Problemklassen existierende Methoden angepaßt und erweitert
werden. Ein wichtiges Hilfsmittel fu¨r die moderne numerische Simulation ist die Finite-
Element-Methode. Zur Anwendung dieser Methode in der Hauptsache auf piezoelektrische
Probleme, aber auch auf zu a¨hnlichen Strukturen fu¨hrende spezielle mechanische Aufga-
benstellungen, soll die vorliegende Arbeit einen Beitrag leisten. Dabei besitzt die im Hin-
blick auf Speicherbedarf und Rechengenauigkeit große Vorteile aufweisende Adaptivita¨t
eine wichtige Bedeutung. Die Arbeit gliedert sich wie folgt:
Im restlichen Teil von Kapitel 1 werden einige mathematische Grundlagen eingefu¨hrt,
auf welche im weiteren Verlauf zuru¨ckgegriﬀen wird.
Kapitel 2 beschreibt die technisch-naturwissenschaftlichen Grundlagen und die ma-
thematische Modellbildung, außerdem werden einige in diesem Zusammenhang auf-
tretenden Fragestellungen behandelt.
Kapitel 3 bescha¨ftigt sich mit der Finite-Element-Behandlung der eingefu¨hrten Pro-
blemstellungen, besonderes Augenmerk wird hierbei auf die Adaptivita¨t sowie die
spezielle Behandlung rotationssymmetrischer Probleme gelegt.
Kapitel 4 behandelt die Lo¨sung der resultierenden Gleichungssysteme, welche eine
spezielle Struktur besitzen. Ziel ist dabei eine schnelle und eﬀektive Lo¨sung, wobei
ein enger Zusammenhang zur Wahl einer geeigneten Vorkonditionierung besteht.
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Kapitel 5 bescha¨ftigt sich mit speziellen Randbedingungen und deren Behandlung bei
piezoelektrischen Aufgabenstellungen, außerdem wird ein Rißproblem vorgestellt, fu¨r
das eine analytische Lo¨sung im asymptotischen Fall (unendliches Gebiet) bekannt ist.
Kapitel 6 schließlich befaßt sich mit der numerischen Behandlung von wachsenden
Rissen, die dabei vorgestellten Methoden liefern Handwerkszeug zur Entwicklung
einer Rißwachstumssimulation in piezoelektrischen Materialien.
1.2 Einfu¨hrende Definitionen und Hilfsmittel
Nachfolgend sollen einige ha¨uﬁger benutzte Deﬁnitionen und Ungleichungen kurz vorge-
stellt werden.
1.2.1 Ra¨ume stetig differenzierbarer Funktionen
Sei Ω ⊂ Rd ein Gebiet.
Definition 1.1 Der Raum C(Ω) ist der Raum der auf ganz Ω stetigen Funktionen v(x).
Definition 1.2 Der Raum Cm(Ω) ist der Raum der auf Ω mindestens m mal differenzier-
baren Funktionen, die einschließlich ihrer Ableitungen bis zur m-ten Ordnung auf ganz Ω
stetig sind. Der Raum C∞(Ω) entha¨lt alle auf Ω unendlich oft differenzierbaren Funktionen.
Definition 1.3 Der Raum C0(Ω) ist der Raum der auf ganz Ω stetigen Funktionen, die auf
dem Rand ∂Ω verschwinden. Der Raum C∞0 (Ω) entha¨lt diejenigen Funktionen aus C∞(Ω),
welche lediglich auf einer kompakten Teilmenge von Ω von Null verschiedene Werte anneh-
men. Dies sichert das Verschwinden von v(x) ∈ C∞0 (Ω) sowie aller Ableitungen auf dem
Rand von Ω.
1.2.2 Sobolevra¨ume und zugeho¨rige Normen
Definition 1.4 Der Raum L2(Ω) ist die Menge aller derjenigen skalaren Funktionen v(x),
die u¨ber Ω quadratisch integrierbar sind, d.h. fu¨r die gilt∫
Ω
(v(x))2 dx <∞ .
Definition 1.5 Der Raum H1(Ω) ist die Menge aller derjenigen skalaren Funktionen v(x),
deren verallgemeinerte Ableitungen bis zur 1.Ordnung u¨ber Ω quadratisch integrierbar sind,
d.h. mit Multiindizes α gilt∫
Ω
(
∂αv(x)
∂xα
)2
dx <∞ ∀α mit |α| ≤ 1 .
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Definition 1.6 Der Raum H10 (Ω) ist die Menge aller Funktionen aus H
1(Ω), welche auf
dem Rand ∂Ω verschwinden, d.h.
H10 (Ω) =
{
v ∈ H1(Ω) : v = 0 auf ∂Ω} .
Eigentlich ist dabei die Nullrandbedingung nur im H1-schwachen Sinne gefordert, exakt
definiert man H10 (Ω) als die Vervollsta¨ndigung von C∞0 (Ω) in H1(Ω).
Definition 1.7 Die L2-Norm einer Funktion v(x) u¨ber Ω ist definiert durch
‖v(x)‖20,Ω =
∫
Ω
(v(x))2 dx .
Die H1-Seminorm u¨ber Ω definiert man vermo¨ge
|v(x)|21,Ω =
∫
Ω
∑
|α|=1
(
∂αv(x)
∂xα
)2
dx .
Die volle H1-Norm u¨ber Ω ist definiert u¨ber
‖v(x)‖21,Ω =
∫
Ω
∑
|α|≤1
(
∂αv(x)
∂xα
)2
dx = ‖v(x)‖20,Ω + |v(x)|21,Ω .
1.2.3 Ungleichungen
Friedrichssche Ungleichung: Ist Ω ∈ Rd ein beschra¨nktes Gebiet, so existiert eine
positive Konstante cF = cF (Ω) mit
‖v‖0,Ω ≤ cF |v|1,Ω ∀v ∈ H10 (Ω).
Kornsche Ungleichung: Sei Ω ⊂ Rd (d = 2 oder 3) ein Gebiet mit stu¨ckweise glattem
Rand und besitze ein Teil des Randes Γ0 ⊂ ∂Ω ein positives (d − 1)-dimensionales Maß.
Dann existiert eine positive Konstante cK = cK(Ω,Γ0) mit∫
Ω
ε(v) : ε(v) dx ≥ cK‖v‖21,Ω ∀v ∈
(
H1(Ω)
)d
mit v = 0 auf Γ0 .
Der Verzerrungstensor ε(v) einer Vektorfunktion v wird dabei wie zu Beginn von Abschnitt
2.1.2 deﬁniert.
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Kapitel 2
Grundlagen und mathematische
Modelle
Wir betrachten im Weiteren Probleme in der Ebene (d = 2) oder im Raum (d = 3).
2.1 Lineare Elastizita¨t
Eine ausfu¨hrliche Abhandlung der Elastizita¨tstheorie beﬁndet sich in [17]. Recht umfassen-
de Einfu¨hrungen in das Gebiet der linearen Elastizita¨t ﬁndet man beispielsweise auch in
[8] sowie in [68]. Im weiteren werden einige Grundlagen der linearen Elastizita¨t eingefu¨hrt,
die zum Versta¨ndnis der Mechanik und fu¨r die in dieser Arbeit betrachtete Sondersituation
inkompressiblen Materials sowie die Erweiterung auf piezoelektrische Aufgabenstellungen
beno¨tigt werden.
2.1.1 Beschreibung
Sei Ω ⊂ Rd ein Ko¨rper (Gebiet), welcher im unverformten Zustand aus den Punkten x ∈ Ω
besteht. Der Rand von Ω wird als Γ = ∂Ω bezeichnet. Durch einwirkende Kra¨fte erfa¨hrt
jeder Punkt x ∈ Ω eine Verschiebung u(x) (u : Rd → Rd) und wird somit auf den Punkt
xˆ = x+u(x) im deformierten Ko¨rper Ωˆ verschoben. Eine bildliche Veranschaulichung liefert
Abbildung 2.1.
Formal gilt fu¨r das deformierte Gebiet Ωˆ = Ω+u(Ω). Einschra¨nkungen der Bewegungsfrei-
heit sind dabei durch Randbedingungen 1.Art (Dirichletbedingungen) auf einem Teil des
Randes gegeben:
u(x) = u0(x) , x ∈ ΓD ⊂ Γ . (2.1)
Auf dem weiteren Rand ΓN ⊂ Γ ko¨nnen Randkra¨fte ~g2(x) wirken, verschwinden diese
spricht man von einem freien Rand. Zur Beschreibung dieser Randbedingungen 2.Art
(Neumannbedingungen) werden zuna¨chst weitere Gro¨ßen eingefu¨hrt. Volumenkra¨fte ~f(x)
ko¨nnen in ganz Ω vorgegeben sein, zum Beispiel entsprechen diese der Wirkung der Schwer-
kraft welche proportional zur Dichteverteilung wirkt.
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Ωx
~F
Ωˆ
x+ u(x)
Abbildung 2.1: Undeformierter und deformierter Ko¨rper
2.1.2 Gro¨ßen und Gleichungen
Als abgeleitete und abha¨ngige Gro¨ßen werden zwei Tensoren 2.Stufe betrachtet:
• Verzerrungstensor ε(u) = 1
2
(∇u+ (∇u)⊤), komponentenweise εij = 12(∂iuj + ∂jui) ;
• Spannungstensor σ(u) = C : ε(u) .
Hierbei ist C = cijkl ein Tensor 4.Stufe der als linear-elastischer Tensor bezeichnet wird,
unter Verwendung der Einsteinschen Summenkonvention lautet das Materialgesetz
σij = cijkl εkl . (2.2)
Die Indizes i, j, k, l ∈ N nehmen dabei abha¨ngig von der Dimension Werte zwischen 1 und
d an. Sowohl Verzerrungstensor als auch Spannungstensor sind symmetrisch, d.h. es gilt
εij = εji, σij = σji .
C weist ebenfalls mehrere Symmetrien auf, so daß sich die Anzahl der Freiheiten entspre-
chend reduziert.
Im Spezialfall von St. Vernant-Kirchhoff-Material la¨sst sich der linear-elastische Ten-
sor durch nur 2 Materialkonstanten darstellen, den Elastizita¨tsmodul E der oft in der Ein-
heit MPa (entspricht N
mm2
) angegeben wird, sowie die einheitenlose Querkontraktion ν. Es
gilt E > 0, wobei im allgemeinen E ≫ 1 ist, wa¨hrend die Querkontraktion immer im
Bereich 0 ≤ ν ≤ 0.5 liegt. Diese beiden Materialgro¨ßen kann man (eineindeutig) in die
sogenannten Lame´-Konstanten umrechnen:
2µ =
E
1 + ν
; λ =
Eν
(1 + ν)(1− 2ν) . (2.3)
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Hier gilt das lineare Materialgesetz von Hooke:
σ(u) = 2µε(u) + λ tr(ε(u)) I = 2µε(u) + λ div u I . (2.4)
Das Kra¨ftegleichgewicht im Gebiet wird durch die Diﬀerentialgleichung
div σ(u) + ~f = 0 , x ∈ Ω (2.5)
beschrieben, auf dem Neumannrand ΓN wird Gleichgewicht mit a¨ußeren Kra¨ften gefordert:
σ(u) · n = ~g2(x) , x ∈ ΓN . (2.6)
Dabei bezeichnet n den Einheitsaußennormalenvektor.
Darstellung in Matrix-Vektor-Notation
Neben der Tensorschreibweise existiert eine fu¨r konkrete Rechnungen handlichere Nota-
tion. Man bildet dabei Spannungs- und Verzerrungstensor in Vektoren sowie den linear-
elastischen Tensor in eine Matrix ab. Wir deﬁnieren im Fall d = 3 unter Beachtung vor-
handener Symmetrien:
ε(u) =


ε11
ε22
ε33
2ε12
2ε23
2ε13

 =


∂1u1
∂2u2
∂3u3
∂2u1 + ∂1u2
∂3u2 + ∂2u3
∂1u3 + ∂3u1

 , σ(u) =


σ11
σ22
σ33
σ12
σ23
σ13

 , C = (cij)
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i,j=1 . (2.7)
Man beachte dabei, daß in der Literatur teilweise unterschiedliche Reihenfolgen der ge-
mischten Komponenten existieren, siehe etwa das von hier abweichende
”
Voigt Index Map-
ping“ ([71],[27]) oder die Notation in [28]. Im Fall d = 2 wird eine reduzierte Form verwen-
det:
ε(u) =

 ε11ε22
2ε12

 =

 ∂1u1∂2u2
∂2u1 + ∂1u2

 , σ(u) =

σ11σ22
σ12

 , C = (cij)3i,j=1 .
Unter Verwendung dieser Schreibweise lautet das Materialgesetz (2.2) a¨quivalent
σ(u) = C ε(u) .
Im Fall der Gu¨ltigkeit des Hookeschen Gesetzes (2.4) ist die Matrix C blockdiagonal und
wird durch die Lame´-Konstanten bestimmt:
C =


2µ+ λ λ λ 0 0 0
λ 2µ+ λ λ 0 0 0
λ λ 2µ+ λ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ

 fu¨r d = 3, C =

2µ+ λ λ 0λ 2µ+ λ 0
0 0 µ

 fu¨r d = 2 .
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2.1.3 Schwache Formulierung
Zur Einfu¨hrung einer schwachen Formulierung oder auch Variationsformulierung ist es
zweckma¨ßig, zuerst geeignete Funktionenra¨ume zu deﬁnieren. Man sucht ein Verschiebungs-
feld u aus einem Ansatzraum VD, in welchem verallgemeinerte Ableitungen wenigstens
1.Ordnung existieren sowie die Dirichletrandbedingungen erfu¨llt sein sollen. Ebenfalls ver-
allgemeinerte Diﬀerenzierbarkeit, aber homogene Randbedingungen auf dem Dirichletrand
fordert man fu¨r die Testfunktionen v aus dem Testraum V0. Die verallgemeinerte Diﬀe-
renzierbarkeit sichert man durch die Wahl von Ansatz- und Testraum als Teilmengen des
Sobolevraums
V =
(
H1(Ω)
)d
. (2.8)
Nun deﬁniert man
VD = {v ∈ V , v|ΓD = u0} ,
V0 = {v ∈ V , v|ΓD = 0} .
(2.9)
Die schwache Formulierung des Randwertproblemes erha¨lt man durch Multiplikation (als
Skalarprodukt zu verstehen) von (2.5) mit Testvektorfunktionen v ∈ V0 und anschließen-
de Integration u¨ber Ω. Durch Anwendung der Greenschen Formel unter Beachtung der
Randbedingungen auf ΓN erha¨lt man∫
Ω
σ(u) : ε(v) dΩ =
∫
Ω
~f · v dΩ+
∫
ΓN
~g2 · v ds ∀v ∈ V0 . (2.10)
Dabei ist die doppelte U¨berschiebung σ : ε wieder mit der Einsteinschen Summenkon-
vention zu verstehen als σijεij. Mit Einfu¨hrung einer Bilinearform
a(u, v) :=
∫
Ω
σ(u) : ε(v) dΩ =
∫
Ω
(ε(v))Tσ(u) dΩ
sowie einer Linearform
f(v) :=
∫
Ω
~f · v dΩ+
∫
ΓN
~g2 · v ds
erha¨lt man die schwache Formulierung des Randwertproblems:
Finde u ∈ VD mit a(u, v) = f(v) ∀v ∈ V0 . (2.11)
Man beachte, daß dabei homogene Neumannbedingungen (kra¨ftefreier Rand entspricht
~g2 = 0) automatisch in der Variationsformulierung enthalten sind, obwohl in diesem Fall
das entsprechende Integral verschwindet. Die Dirichletbedingungen steckt man dagegen in
den Ansatzraum. Inhomogene Dirichletbedingungen (u0 6= 0 auf einem Teil von ΓD) haben
zur Folge, daß sich Ansatz- und Testraum unterscheiden. Man kann solche Probleme aber
fu¨r die analytische Betrachtung auf ein Ersatzproblem mit u0 = 0 auf dem Dirichletrand
und somit VD = V0 zuru¨ckfu¨hren:
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Sei u˜ eine beliebige Funktion aus VD (diese braucht nicht die Diﬀerentialgleichung (2.5)
zu erfu¨llen, allerdings gilt u˜ = u0 auf ΓD). Dann gilt die A¨quivalenz
(2.11) ⇐⇒ a(u−u˜, v) = f(v)−a(u˜, v) ∀v ∈ V0 ⇐⇒ a(w, v) = f1(v) ∀v ∈ V0 (2.12)
mit w := u − u˜ ∈ V0 als neues Verschiebungsfeld und f1(v) := f(v) − a(u˜, v) als neue
Linearform.
Unterteilung der Bilinearform
Gilt (2.4) als Materialgesetz, ist es mo¨glich die Bilinearform in 2 Teile aufzuspalten:
a(u, v) = a0(u, v) + a1(u, v) mit
a0(u, v) = 2µ
∫
Ω
ε(u) : ε(v) dΩ = µ
∫
Ω
(ε(v))TC
0
ε(u) dΩ (2.13)
a1(u, v) = λ
∫
Ω
div u div v dΩ = λ
∫
Ω
(ε(v))TC
1
ε(u) dΩ (2.14)
mit Matrizen
C
0
= diag(2, 2, 2, 1, 1, 1) , C
1
= blockdiag(

1 1 11 1 1
1 1 1

 , O ) (d = 3)
C
0
=

2 0 00 2 0
0 0 1

 , C
1
=

1 1 01 1 0
0 0 0

 (d = 2) .
Man beachte dabei
I : ε(v) =
d∑
i=1
εii =
d∑
i=1
∂ivi = div v .
Bemerkung 2.1 Das in (2.13) und (2.14) erfolgte Herausziehen der Lame´-Konstanten
aus den Integralen ist nur erlaubt, wenn Ω aus einem homogenen Material besteht. Bei Vor-
handensein unterschiedlicher Materialbereiche sind die Materialkonstanten ortsabha¨ngig
und die Bilinearformen bilden sich als
a0(u, v) =
∫
Ω
2µ(x) ε(u) : ε(v) dΩ =
∫
Ω
µ(x) (ε(v))TC
0
ε(u) dΩ , (2.15)
a1(u, v) =
∫
Ω
λ(x) div u div v dΩ =
∫
Ω
λ(x) (ε(v))TC
1
ε(u) dΩ . (2.16)
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2.1.4 Reduzierte Zusta¨nde fu¨r 2D-Betrachtung
Es wurden in der vorangegangenen Ausfu¨hrung auch schon reduzierte Darstellungen fu¨r den
zweidimensionalen Fall verwendet, ohne deren Gu¨ltigkeit explizit aus den 3D-Darstellungen
abzuleiten. Sowohl Rechenaufwand als auch technische Herausforderungen sind beim Lo¨sen
zweidimensionaler Probleme erheblich geringer als im dreidimensionalen Fall. Es existieren
deshalb fu¨r verschiedene Fa¨lle, in denen die Aufgabenstellung es zula¨ßt, Reduktionen der
dreidimensionalen Elastizita¨tsgleichungen. Dies ist zum einen der
”
ebene Verzerrungszu-
stand“, welcher na¨herungsweise auf lange Bauteile (z.B. Schienen) zutriﬀt, wobei lediglich
von der 3.Koordinate unabha¨ngige Kra¨fte auftreten. Zum anderen ist eine Betrachtung
du¨nner Platten (Scheiben) mit Kra¨ften in der Plattenebene im
”
ebenen Spannungszustand“
mo¨glich. Außerdem existieren fu¨r Platten mit Kra¨ften senkrecht zur Plattenebene verschie-
dene Plattenmodelle, deren Behandlung gegenu¨ber der u¨blichen 2D-Betrachtung einige Er-
weiterungen erfordert. Als Beispiele sind hier die Kirchhoff-Platte sowie die Mindlin-
Reissner-Platte zu nennen. Eine Beschreibung der verschiedenen Reduktionsmodelle ﬁn-
det man z.B. in [8], an dieser Stelle soll sich auf eine genauere Betrachtung des ebenen
Verzerrungszustandes beschra¨nkt werden. Die schon eingefu¨hrten 2D-Bezeichnungen ent-
sprechen diesem Fall.
Ebener Verzerrungszustand (EVZ)
Als Voraussetzung wird angenommen, daß keine Verschiebung in x3-Richtung auftritt sowie
alle Verschiebungen unabha¨ngig von x3 sind, d.h.
• u3 ≡ 0 ,
• ∂3ui = 0 , i = 1, 2 (, 3) .
Somit ergibt sich ein Verzerrungstensor, welcher nur Komponenten der x1 − x2-Ebene
entha¨lt, was auch die Zustandsbezeichnung rechtfertigt:
ε(u) =

ε11 ε12 0ε12 ε22 0
0 0 0

 .
Hieraus entsteht im Fall der Gu¨ltigkeit des Hookeschen Gesetzes (2.4) der Spannungsten-
sor
σ(u) =

σ11 σ12 0σ12 σ22 0
0 0 σ33

 ,
wobei σ33 = λ tr(ε) = λ(ε11+ε22) gilt. Die Komponente σ33 geht aber nicht in die schwache
Formulierung ein, was deutlich wird wenn man den Integranden der Bilinearform betrachtet
(hier ohne Verwendung der Einsteinschen Summenkonvention):
σ(u) : ε(v) =
3∑
i,j=1
σijεij =
2∑
i,j=1
σijεij + σ33 · 0 = σ2D(u) : ε2D(v)
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mit σ2D und ε2D als den entsprechenden Tensoren fu¨r d = 2. Der Einﬂuß von σ33 ver-
schwindet durch die Multiplikation mit ε33 = 0.
In den Randbedingungen spielt σ33 ebenfalls keine Rolle, da der Vektor der Außennormale
n in der x1 − x2-Ebene liegt und diese Komponente bei der Bildung von σ · n immer auf
eine Null triﬀt. Sie kann deshalb als entkoppelte Gro¨ße betrachtet und fu¨r die Rechnung
ausgeblendet werden.
2.2 Inkompressibles Materialverhalten
Bestimmte Materialien weisen ein inkompressibles oder nahezu inkompressibles Verhalten
auf. Ko¨rper aus inkompressiblem Material behalten bei Verformung ihr Volumen bei, auf
die linear-elastischen Materialkonstanten bezogen bedeutet dies, daß die Querkontraktion ν
im ideal inkompressiblen Fall den Wert 1
2
annimmt. Fast inkompressibles Materialverhalten
liegt vor, wenn ν nahe bei 1
2
liegt.
Ein Problem bei der Formulierung inkompressibler linear-elastischer Probleme tritt auf, da
die zweite Lame´-Konstante bei ν = 1
2
keinen bestimmbaren Wert mehr besitzt. Gleichung
(2.3) liefert fu¨r diesen Grenzfall λ = ∞. Damit ist das Materialgesetz (2.4) nicht mehr
anwendbar, auch existiert der linear-elastische Tensor cijkl aus (2.2) hier nicht als Ganzes.
Bei fast inkompressiblem Verhalten mit Werten von ν sehr nahe an 0.5 wird λ sehr groß und
verschaﬀt somit bei der Zusammensetzung der Bilinearform a(u, v) aus der in (2.13),(2.14)
bzw. (2.15),(2.16) erfolgten Aufspaltung dem Divergenzanteil a1(u, v) aufgrund λ ≫ µ
ein starkes U¨bergewicht. Dies kann bei Nichtbeachtung in der numerischen Berechnung
Instabilita¨ten nach sich ziehen.
Aufgrund der Tatsache daß im ideal inkompressiblen Fall aufgrund der inﬁnitesimalen
Volumenkonstanz gerade div u verschwindet, bietet sich als Ausweg die Einfu¨hrung einer
zusa¨tzlichen Gro¨ße an, dem sogenannten hydrostatischen Druck. Dieser wird durch die
Gleichung
p = λ div u (2.17)
deﬁniert und wird als weitere Unbekannte neben den Verschiebungskomponenten angesetzt.
Die so erzeugte Behandlung als Mehrfeldproblem bezeichnet man als gemischten Ansatz.
Wegen Anwendung des Divergenzoperators wird der Ansatzraum fu¨r den hydrostatischen
Druck einen Grad niedriger gewa¨hlt:
p ∈ M = L2(Ω) .
Die Deﬁnition (2.17) wird in das Materialgesetz (2.4) eingesetzt und als zusa¨tzliche Glei-
chung in das Diﬀerentialgleichungssystem aufgenommen. Das Materialgesetz lautet nach
Einsetzen des hydrostatischen Druckes:
σ(u, p) = 2µε(u) + p I . (2.18)
Bemerkung 2.2 Die Bezeichnung ist dem von der Struktur her a¨hnlichen Stokes-Problem
(Bewegung einer inkompressiblen viskosen Flu¨ssigkeit ohne Konvektion) angelehnt. Im
Stokes-Problem wird fu¨r Geschwindigkeiten u und den Druck p gefordert div u = 0.
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Bemerkung 2.3 Zusa¨tzliche Randbedingungen fu¨r den hydrostatischen Druck sind nicht
notwendig.
2.2.1 Schwache Formulierung
Leichter als die schwache Formulierung komplett neu herzuleiten ist es, die Aufspaltung
der Bilinearform a(., .) zu nutzen und wa¨hrend a0(., .) erhalten bleibt, die Gleichung (2.17)
in die Deﬁnition von a1(., .) einzusetzen. Dies liefert eine Bilinearform
b(p, v) =
∫
Ω
p div v dΩ .
Die Variationsformulierung der Druckdeﬁnitionsgleichung (2.17) nach Multiplikation einer
skalaren Testfunktion q und Division durch λ liefert∫
Ω
1
λ
pq dΩ =
∫
Ω
q div u dΩ .
Deﬁniert man also
k(p, q) =
1
λ
∫
Ω
pq dΩ ,
erha¨lt man schließlich die gemischte Formulierung der Variationsaufgabe:
Problem 2.1 Finde u ∈ VD , p ∈M mit
a0(u, v) + b(p, v) = f(v) ∀v ∈ V0 ,
b(q, u) − k(p, q) = 0 ∀q ∈M . (2.19)
wobei a0(u, v) gema¨ß (2.13) bzw. (2.15) definiert ist.
Man beachte dabei wieder im Falle nicht einheitlichem Materials
k(p, q) =
∫
Ω
1
λ(x)
pq dΩ .
Allgemein ist k(., .) eine symmetrische, positiv semideﬁnite Bilinearform.
Erkennbar ist, daß fu¨r Ko¨rper aus ideal inkompressiblem Material der Faktor 1
λ
und mithin
die Bilinearform k(p, q) komplett verschwindet. Die schwache Formulierung steht in die-
sem Fall in direkter Analogie zu der des Stokes-Problems aus der Stro¨mungsmechanik.
Unterschied ist hier lediglich die Betrachtung von Verschiebungsfreiheitsgraden statt Ge-
schwindigkeitsfreiheitsgraden und eines
”
ku¨nstlichen“ hydrostatischen Druckes. Die prinzi-
piellen Eigenschaften und Probleme bei der numerischen Behandlung u¨bertragen sich vom
Stokes-Problem auf die inkompressible Elastizita¨t. Insbesondere ist fu¨r Existenz und Ein-
deutigkeit der Lo¨sung im Allgemeinen nicht mehr die Elliptizita¨t der Bilinearform a0(., .)
in V0 ausreichend, sondern es wird eine Zusatzbedingung beno¨tigt, siehe dazu Abschnitt
2.2.2.
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2.2.2 Sattelpunktprobleme und Inf-Sup-Bedingung
Das System (2.19) kann als ein Spezialfall des verallgemeinerten Sattelpunktproblems
(2.20) verstanden werden.{
c(u, v) + b(p, v) = f(v) ∀v ∈ V
b(q, u) − k(p, q) = g(q) ∀q ∈M (2.20)
Deﬁniert man das lineare Funktional
L(v, q) = 1
2
c(v, v)− f(v) + b(q, v)− 1
2
k(q, q)− g(q) ,
so erfu¨llt die Lo¨sung (u, p) von (2.20) die Sattelpunktungleichung
L(u, q) ≤ L(u, p) ≤ L(v, p) ∀v ∈ V , ∀q ∈M . (2.21)
Der Nachweis erfolgt durch Einsetzen:
L(u, q)−L(u, p) = b(q − p, u)− 1
2
k(q, q) +
1
2
k(p, p)− g(q − p)
= b(q − p, u)− 1
2
k(p, q)− 1
2
k(q − p, q) + 1
2
k(p, q)− 1
2
k(p, q − p)− g(q − p)
= b(q − p, u)− 1
2
k(q − p, q − p)− 1
2
k(q − p, p)− 1
2
k(p, q − p)− g(q − p)
= b(q − p, u)− k(p, q − p)− 1
2
k(q − p, q − p)− g(q − p)
= −1
2
k(q − p, q − p) ≤ 0
aufgrund der positiven Semideﬁnitheit von k(., .). Analog
L(v, p)− L(u, p) = 1
2
c(v, v)− 1
2
c(u, u)− f(v − u) + b(p, v − u)
=
1
2
c(v, v − u) + 1
2
c(v, u)− 1
2
c(u, u− v)− 1
2
c(u, v)− f(v − u) + b(p, v − u)
=
1
2
c(v, v − u) + 1
2
c(u, v − u)− f(v − u) + b(p, v − u)
=
1
2
c(v − u, v − u) + c(u, v − u)− f(v − u) + b(p, v − u)
=
1
2
c(v − u, v − u) ≥ 0
Die Lo¨sung ist also ein Sattelpunkt.
Daß auch nur die Lo¨sung ein Sattelpunkt ist, folgt fu¨r den Fall daß die Bilinearform k(., .)
verschwindet aus Theorem I.4.2. in [21]. Fu¨r nichtverschwindendes k(., .) bezeichnet man
(2.20) auch als Sattelpunktproblem mit Strafterm. Genauere Ausfu¨hrungen dazu ﬁnden
sich z.B. in [8].
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Fu¨r positiv deﬁnites k(., .) weist man leicht die Eindeutigkeit eines Sattelpunktes und
somit auch der Lo¨sung nach. Sei (u′, p′) ein weiteres Paar welches (2.21) erfu¨llt. Dann gilt
insbesondere mit
v = u′, q = p′
nach Einsetzen
L(u, p) ≤ L(u′, p) ≤ L(u′, p′) ≤ L(u, p′) ≤ L(u, p) ,
was sofort die Gleichheit aller Terme nach sich zieht. Insbesondere folgt mit den U¨berle-
gungen von oben
0 = L(u, p′)− L(u, p) = −1
2
k(p′ − p, p′ − p)
und somit p′ = p. Ferner folgt aus
0 = L(u′, p)−L(u, p) = 1
2
c(u′ − u, u′ − u)
immer aus der positiven Deﬁnitheit von c(., .) die U¨bereinstimmung u′ = u.
Inf-Sup-Bedingung
Fu¨r das Sattelpunktproblem (2.20) gilt im Allgemeinen keine Elliptizita¨t auf V×M, ins-
besondere im Fall k(., .) = 0. Um trotzdem Existenz- und Eindeutigkeitsaussagen treﬀen
zu ko¨nnen, beno¨tigt man zusa¨tzlich zur Elliptizita¨t von c(., .) bzw. a0(., .) eine weitere
Bedingung. Diese wird als (kontinuierliche) Inf-Sup-Bedingung an die Bilinearform b(., .)
bezeichnet:
inf
q∈M,q 6=0
sup
v∈V,v 6=0
b(q, v)
‖v‖V ‖q‖M ≥ β > 0 . (2.22)
Gilt
k(q, q) ≥ 0 ∀q ∈M , (2.23)
c(v, v) ≥ α‖v‖2V ∀v ∈ V (2.24)
und ist die Bedingung (2.22) erfu¨llt, so besitzt das Problem (2.19) eine eindeutige Lo¨sung.
Der Beweis dieser Aussage kann unter Nutzung von U¨berlegungen in [8] und [12] erfolgen,
erfordert allerdings einen umfangreicheren Einstieg in die Materie und soll deswegen an
dieser Stelle nicht ausgefu¨hrt werden. Zu bemerken ist, daß im Fall einer verschwindenen
oder nicht elliptischen Bilinearform k(., .) die Inf-Sup-Bedingung (2.22) sogar notwendig
ist.
2.3 Piezoelektrizita¨t
2.3.1 Begriffskla¨rung und Grundlagen
Der piezoelektrische Eﬀekt wurde 1880 von den Bru¨dern P. und J.Curie entdeckt. Sie stell-
ten fest, daß an bestimmten Kristallen unter mechanischer Beanspruchung Oberﬂa¨chenla-
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Abbildung 2.2: Kuboktaedrische Perowskitstruktur
dungen auftreten. Entdeckt wurde dieser direkte Piezoeﬀekt bei Versuchen mit Turmalin-
kristallen, aber auch andere natu¨rliche Materialien mit Kristallstruktur wie Quarz, Seig-
nettensalz, Zinksulﬁd und Rohrzucker weisen piezoelektrisches Verhalten auf. Umgekehrt
zeigen diese Materialien auch eine Verformung bei Anlegen einer elektrischen Spannung,
was als inverser Piezoeﬀekt bezeichnet wird.
Piezoelektrizita¨t wird bei Kristallen mit polarer Achse, aber ohne Symmetriezentrum be-
obachtet. Durch Kraft oder Druck kommt es zu einem Verschieben der positiven und nega-
tiven Ladungen derart, daß ein elektrisches Dipolmoment entsteht. Piezoelektrische Eﬀekte
treten nur in elektrisch nichtleitenden Materialien auf.
Neben den natu¨rlichen Piezomaterialien gibt es spezielle Keramiken, welche ein deutli-
cheres piezoelektrisches Verhalten zeigen. Fu¨r gewo¨hnlich liegen diese als Werkstoﬀe in
polykristalliner Struktur vor. Gebra¨uchlich sind
• Bariumtitanat: BaTiO3,
• PZT (Bleizirkonat-Titanate): Pb[ZrxTi1−x]O3.
Eine Struktur solcher Materialien auf mikroskopischer Ebene ist die nach dem Mine-
ral Perowskit (Calciumtitanat) benannte Perowskitstruktur, welche im Kristallverbund
Wu¨rfel- und regelma¨ßige Oktaederverbu¨nde aufweist, siehe Abbildung 2.2. In der Mitte
der Kubuszelle beﬁndet sich dabei ein kleines 4-fach positiv geladenes Ion (z.B. Ti4+ oder
Zr4+, an den Ecken des Kubus sitzen 2-fach positiv geladene Ionen wie z.B. Ba2+ oder Pb2+
und in den Mitten der Seitenﬂa¨chen beﬁnden sich Sauerstoﬃonen (O2−). Oberhalb einer
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Abbildung 2.3: Perovskitstruktur in Piezomaterialien
materialspeziﬁschen Temperatur (der Curie-Temperatur) liegt diese Struktur in kubisch-
raumzentrierter Form vor. In diesem Stadium tritt kein Dipolverhalten respektive Piezoef-
fekt auf. Bei Abku¨hlung unter die Curie-Temperatur tritt eine Verschiebung des zentralen
Ions aus der Mitte heraus auf, wobei die gesamte Kristallstruktur eine Verzerrung erfa¨hrt
und sich aufgrund der entstandenen Unsymmetrie ein Dipolverhalten ausbildet. Bildlich
dargestellt sind diese beiden Zusta¨nde in Abbildung 2.3. Genauere Angaben zu Curietem-
peraturen, Gitterabsta¨nden und weiteren Zusta¨nden ﬁndet man z.B. bei Ricoeur [51]
und in den dort angegebenen Referenzen. Eine Einfu¨hrung in die Eigenschaften ferro- und
piezoelektrischer Materialien liefert zum Beispiel Martin [37], eine Zusammenfassung der
Grundlagen der piezoelektrischen Materialtheorie ﬁndet man unter anderem im Buch von
Qin [48].
Polung
Die Kristallstruktur liegt nach Dipolbildung durch Abku¨hlung nicht u¨ber das gesamte
Werkstu¨ck in gleichma¨ßiger Polungsrichtung vor. Vielmehr kommt es zur Herausbildung
von Doma¨nen genannten Bereichen gleicher Dipolausrichtung, welche nur ein lokales Po-
lungsverhalten besitzen. Die Doma¨nen sind in gro¨ßeren Strukturen (Ko¨rnern) zusammen-
gefaßt, die Keramik im Makrobereich besteht wiederum aus einer Vielzahl von Ko¨rnern.
Hierbei weisen kleinere Ko¨rner eine lamellenartige Anordnung der Doma¨nen auf, wa¨hrend
in großen Ko¨rnern die Doma¨nen eine Art Fischgra¨tenmuster bilden. U¨ber die gesamte Mul-
tikristallstruktur ko¨nnen sich die zufa¨llig angeordneten Polungen gro¨ßtenteils gegenseitig
aufheben, so daß nach außen hin kein oder nur ein schwacher Piezoeﬀekt meßbar ist. Ver-
gleiche dazu Abbildung 2.4, in dieser sind die Korngrenzen durch dickere Linien und die
Doma¨nengrenzen durch du¨nnere Linien dargestellt. Die kurzen vollen Pfeile deuten die Di-
polausrichtung der Doma¨nen an. Zu bemerken ist, daß innerhalb eines Kornes nur 90◦- oder
180◦-Doma¨nenwa¨nde auftreten, wa¨hrend u¨ber Korngrenzen hinweg das Dipolverhalten in
fast beliebigen Winkeln wechseln kann.
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Großes Korn Kleineres Korn
Loch
Abbildung 2.4: Schematische Korn- und Doma¨nenstruktur in einer Piezokeramik
Eine ausgezeichnete Polungsrichtung und damit transversalisotropes Materialverhalten
kann durch Anlegen eines starken elektrischen Feldes erreicht werden. Die Polung ist theo-
retisch wirkungsvoller, wenn das elektrische Feld schon wa¨hrend der Abku¨hlung unter den
Curie-Punkt anliegt. Allerdings hat eine Abku¨hlung im elektrischen Feld bei gebra¨uch-
lichen keramischen Piezomaterialien oft ein Zerfallen bzw. Zerbro¨seln des Materials zur
Folge, so daß die Polung nachtra¨glich vorgenommen wird (dazwischen liegt noch der Pro-
zeß des Sinterns). Gegenstand derzeitiger Forschung ist unter anderem auch, inwiefern es
mo¨glich ist die Polungseigenschaften zu verbessern bzw. zu modiﬁzieren, indem zusa¨tzlich
zum elektrischen Feld mechanische Kra¨fte auf das Werkstu¨ck wirken. Siehe hierzu bei-
spielsweise die Publikationen [25], [34] sowie in Verbindung mit numerischen Resultaten
auch aktuell [72]. Wa¨hrend voll isotropes Materialverhalten keine Piezoeﬀekte zula¨ßt, ist
Transversalisotropie mit einer ausgezeichneten Polungsrichtung und isotropem Verhalten
in der dazu senkrechten Ebene der
”
natu¨rliche Zustand“ in Piezomaterialien.
2.3.2 Modelle fu¨r verschiedene Strukturebenen
Korrespondierend mit den in Abbildung 2.4 skizzierten Grob- und Feinstrukturen ge-
sinterter Piezokeramiken existieren Modelle fu¨r das Materialverhalten auf verschiedenen
Auﬂo¨sungsebenen. Eine mikromechanische Modellierung betrachtet dabei das Verhalten
der Polung in jeder Doma¨ne und lo¨st die Doma¨nenwa¨nde sowie im na¨chstgro¨ßeren Maßstab
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die Korngrenzen auf. Zur Berechnung von Verhalten gro¨ßerer Werkstu¨cke ist allerdings eine
mikroskopische Auﬂo¨sung normalerweise weder mo¨glich noch sinnvoll, da die Feinstruktur
selbst nur beispielsweise in Schnittebenen durch Du¨nnschliﬀ sichtbar gemacht werden kann,
was mit der Zersto¨rung des Materials einhergeht. Nebenbei wu¨rde eine exakte Auﬂo¨sung
a¨hnlich wie die Betrachtung der Bewegung jedes einzelnen Moleku¨les in einem Gas beizeiten
jede Rechen- und Speicherkapazita¨t sprengen. Mikrostrukturmodelle bedienen sich daher
zwangsla¨uﬁg stochastischer und synthetischer Feinverteilungen, um eine Berechenbarkeit
herzustellen und Eﬀekte vorherzusagen. Echt aufgelo¨st wird dabei nicht die Mikrostruktur,
sondern die Makrostruktur (dazwischen liegt noch die Mesostrukturebene mit den Ko¨rnern
bzw. Kristallen). Zu einer quantitativen Beschreibung der makroskopisch auftretenden Ef-
fekte (vor allem des Piezoeﬀektes) wird oft eine pha¨nomenologische Modellbildung genutzt,
indem die Verla¨ufe der interessierenden Gro¨ßen in Abha¨ngigkeit zueinander betrachtet wer-
den und wobei die mikromechanischen Eﬀekte wie beispielsweise das Ausrichtungsverhalten
der Doma¨nen durch ihre Wirkung auf die entsprechenden funktionalen oder allgemeiner
hysteretischen Zusammenha¨nge mit erfaßt sind. Bekannte Modelle fu¨r piezoelektrisches
Materialverhalten existieren beispielsweise von Kamlah [33] sowie Schroeder und Ro-
manowski [57],[58] oder Schrade et. al. [56].
In vielen Anwendungen kann auch eine Kopplung mit der Temperatur nicht vernachla¨ssigt
werden, diese verallgemeinerte Situation bezeichnet man als Thermopiezoelektrizita¨t. Fu¨r
genauere Ausfu¨hrungen und Berechnungen dazu sei beispielsweise auf die Publikationen
[24], [59], [54] sowie [65] verwiesen.
2.3.3 Mathematische Problemformulierung
Im Rahmen einer piezoelektrischen Randwertaufgabe sucht man in Erweiterung zur Ela-
stizita¨tstheorie u¨ber einem Gebiet Ω die zwei Felder u (Verschiebung als Vektorfeld mit
den Komponenten ui) und ϕ (elektrisches Potential als skalares Feld). Dabei mu¨ssen in Ω
mechanische und elektrische Bilanzgleichungen erfu¨llt sein sowie auf dem Rand geforderte
Randbedingungen gelten.
Abgeleitete Gro¨ßen, Bilanzgleichungen
Analog zur linearen Elastizita¨tstheorie setzt man
”
kleine Verzerrungen“ voraus und deﬁ-
niert den Verzerrungstensor
εij =
1
2
(∂iuj + ∂jui) . (2.25)
Zusa¨tzlich fu¨hrt man den aus der Elektrostatik bekannten Vektor der elektrischen Feldsta¨rke
ein als
E = −∇ϕ , d.h. Ei = −∂iϕ . (2.26)
Aus den Deﬁnitionsgleichungen (2.25) und (2.26) lassen sich aufgrund Vertauschbarkeit
der Diﬀerentiationsreihenfolge unmittelbar Kompatibilita¨tsgleichungen ableiten:
∂222ε11 + ∂
2
11ε22 − 2∂212ε12 = 0 , ∂2E1 − ∂1E2 = 0 . (2.27)
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Als abha¨ngige Gro¨ßen betrachtet man den (mechanischen) Spannungstensor σ = (σij)
sowie den dielektrischen Verschiebungsvektor D = (Di), welche bei piezoelektrischem Ma-
terial u¨ber die elektromechanische Kopplung jeweils von sowohl elektrischem Feld E als
auch dem Verzerrungstensor ε abha¨ngen.
Im Gebiet Ω gelten Kra¨ftegleichgewicht (2.28) (auch als Cauchy-Equilibrium bezeichnet,
vergleiche (2.5)) sowie Ladungsgleichgewicht (2.29) (Gaußsches Gesetz):
div σ + ~f = 0 , (2.28)
divD − ωv = 0 . (2.29)
Dabei stellt ~f den Vektor der Volumenkra¨fte dar, wa¨hrend ωv das skalare Feld der elektri-
schen Ladungsdichte ist. Auf Teilen des Randes existieren fu¨r Verschiebung und Potential
Dirichlet-Randbedingungen:
u = u0 auf ΓD,u , ϕ = ϕ0 auf ΓD,ϕ (2.30)
sowie Neumann-Randbedingungen:
σ · n = T auf ΓN,u , D · n = −ωs auf ΓN,ϕ , (2.31)
wobei T den durch a¨ußere Kra¨fte aufgetragene Randspannungsvektor und ωs die Randla-
dung bezeichnen. Die Teilra¨nder ΓD,u und ΓD,ϕ ko¨nnen sich in prinzipiell beliebiger Weise
u¨berlappen, wobei die Physik der Aufgabenstellung die Anordnung vorgibt. Analog verha¨lt
es sich mit ΓN,u und ΓN,ϕ. Eine Skizze liefert Abbildung 2.5, in diesem Beispiel fallen die
Dirichletra¨nder fu¨r Verschiebung und elektrisches Potential zusammen, was einem fest ein-
gespannten bzw. angeschweißten Ko¨rper auf einer leitfa¨higen und geerdeten Tra¨gerunterla-
ge entspricht. Die Teile des Randes ohne angegebene u- bzw. ϕ-Randbedingungen besitzen
wiederum homogene Neumann-Randbedingungen und geho¨ren jeweils zu ΓN,∗. Im abge-
bildeten Spezialfall zusammenfallender Dirichletra¨nder fallen somit auch die korrespon-
dierenden Neumannra¨nder zusammen, da Randbedingungen 3.Art oder andere besondere
Randbedingungen der Einfachheit halber hier nicht betrachtet werden.
2.3.4 Hystereseverhalten und Linearisierung
Der Zusammenhang zwischen den elektrischen und mechanischen Feldgro¨ßen weist Nicht-
linearita¨ten mit Abha¨ngigkeiten von der Belastungsgeschichte (
”
Materialgeda¨chtnis“) auf,
welche in Doma¨nenumklappprozessen auf mikromechanischer Ebene begru¨ndet sind und
durch Verbleiben einer nicht reversiblen Polung u¨berhaupt erst das charakteristische Ma-
terialverhalten ermo¨glichen.
Bei Anlegen eines elektrischen Feldes in Polungsrichtung beobachtet man ein nichtlineares
Materialverhalten mit den in Abbildung 2.6 qualitativ dargestellten Hystereseverla¨ufen fu¨r
die dielektrische Verschiebung D sowie die Verzerrung ε, beide uniaxial in Richtung der
Polung betrachtet. Die gestrichelten Linien entsprechen dabei einer
”
Neukurve“, d.h. An-
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ΩΓD
(eingespannt, leitend)
ΓN,u ΓN,ϕ
ΓN homogen
(
”
freier Rand“)
Abbildung 2.5: Skizze einer piezoelektrischen Randwertaufgabe
D
E0 Ec
Pr
ε
E0 Ec
εr
Abbildung 2.6: Dielektrische Hysterese (links) und piezoelektrische Schmetterlingshysterese
(rechts) in schematischer Darstellung
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legen eines elektrischen Feldes in positiver Richtung an eine ungepolte Keramik. Die di-
elektrische Verschiebung, welche hier der Polarisation entspricht, steigt bei wachsender
Feldsta¨rke von E = 0 aus zuna¨chst langsam ungefa¨hr linear an, bis es in der Na¨he der
sogenannten Koerzitivfeldsta¨rke Ec zu einem drastischen Anwachsen der dielektrischen
Verschiebung kommt. Verursacht wird dies durch einsetzende Doma¨nenumklappprozesse
im Material. Bei weiterer Erho¨hung der Feldsta¨rke kommt es zu einer Sa¨ttigung (auch als
Lock-in bezeichnet), wenn die Doma¨nen maximal in Richtung des Feldvektors ausgerichtet
sind. Von diesem Punkt an ist nun wieder na¨herungsweise lineares Materialverhalten zu
beobachten (im Bild durch die rote Sekante dargestellt). Wird die Feldsta¨rke E wieder
auf 0 heruntergefahren verbleibt eine remanente Polarisation Pr, da nur wenige Doma¨nen
sich wieder anders ausrichten verla¨uft die Kurve in diesem Bereich wieder na¨herungsweise
linear. Legt man jetzt eine zunehmende Feldsta¨rke in negativer Richtung an, kommt es zu
einem weiteren anfangs etwa linearen, dann durch wieder einsetzendes Doma¨nenumklap-
pen zu einem drastischem Nachlassen der dielektrischen Verschiebung. Diese erreicht den
Nullwert (vollsta¨ndig depolarisierter Zustand) bei der negativen Koerzitivfeldsta¨rke −Ec,
bei weiter wachsender Feldsta¨rke in negativer Richtung kehrt sich die Polarisation um bis
auch hier wieder ein Lock-in-Zustand erreicht wird. La¨ßt man nun die Feldsta¨rke wieder
in positiver Richtung wachsen, vervollsta¨ndigt sich die Hysteresekurve punktsymmetrisch
zum Koordinatenursprung.
Der Verlauf der Verzerrung u¨ber dem elektrischen Feld verla¨uft achsensymmetrisch zur
senkrechten (ε-)Achse und a¨hnelt einer Schmetterlingsform, daher wird diese ha¨uﬁg als
Schmetterlingshysterese bezeichnet. Hier ﬁndet bei Anlegen des elektrischen Feldes zuna¨chst
eine nahezu lineare Dehnung statt bis es zum Doma¨nenumklappen kommt, was einen star-
ken Anstieg der Verzerrung hervorruft (genauer aufgeschlu¨sselt ﬁndet dieser in 2 Schu¨ben
statt, da 90◦- sowie 180◦-Doma¨nenumklappen stattﬁndet). Bei maximaler Doma¨nenaus-
richtung wird wieder ein Sa¨ttigungsbereich erreicht mit nahezu linearem Zusammenhang
Dehnung zu Feldsta¨rke. Wird das elektrische Feld wieder auf Null heruntergefahren, ver-
bleibt eine remanente Dehnung εr. Fa¨hrt man das Feld in den negativen Bereich, geht die
Dehnung zuna¨chst noch na¨herungsweise linear zuru¨ck und sinkt dann drastisch auf ein Mi-
nimum nahe Null bei Erreichen der negativen Koerzitivfeldsta¨rke. Bei weiter wachsendem
Feld in Gegenrichtung ﬁndet eine Ausrichtung der Doma¨nen um 180◦ umgekehrt statt, was
mit einem schnellen Anwachsen der Dehnung bis in den Sa¨ttigungsbereich verbunden ist,
wobei ein anschließendes Wiederhochfahren des Feldes die Hysterese vervollsta¨ndigt indem
wieder eine minimale Dehnung bei der Koerzitivfeldsta¨rke auftritt.
Der Verlauf der Tangente bzw. Sekante im na¨herungsweise linearen Bereich ist jeweils durch
eine rote Gerade dargestellt. Da bei Lastvera¨nderungen in diesen Teilbereichen sehr ﬂa-
che Hysteresen auftreten (vgl. Abbildung 2.7), bringt die lineare Approximation hier eine
sinnvolle Na¨herung. Auf diese lineare Na¨herung als Modell soll sich im weiteren Verlauf
dieser Arbeit konzentriert werden. Die Beachtung von Hystereseverla¨ufen fu¨r numerische
Berechnungen erfordert kompliziertere Modellansa¨tze, welche hier nicht weiterverfolgt wer-
den sollen. Als Beispiel sei die Verwendung von Preisach-Operatoren genannt, siehe dazu
ausfu¨hrlich Kaltenbacher [32].
Der Nullpunkt war in der Hysteresendarstellung gema¨ß Abbildung 2.6 jeweils auf den Aus-
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Abbildung 2.7: Hysteresenform bei Teildurchlauf im anna¨hernd linearen Bereich
gangszustand der ungepolten Keramik bezogen. Der Zustand mit vorhandener remanenter
Polarisation und remanenter Dehnung bei verschwindendem a¨ußeren Feld ist dagegen der
Ausgangszustand fu¨r eine gepolte Keramik, welcher im Sinne einer lagrangeschen Betrach-
tungsweise benutzt werden soll. Insbesondere wird bei einem piezoelektrischen Bauteil mit
eingepra¨gter (remanenter) Polung von u = 0 und somit einem verzerrungsfreien Zustand
ausgegangen. Fu¨r eine lineare Betrachtungsweise fu¨hrt man somit fu¨r die reversiblen An-
teile die Bezeichnungen
ε˜ = ε− εr , D˜ = D − Pr (2.32)
ein und erha¨lt somit mit unter Weglassen der Tilden die linearisierten konstitutiven Ma-
terialgleichungen:
σ = C : ε−B · E
D = BT : ε+K · E (2.33)
oder komponentenweise im Sinne der Einsteinschen Summenkonvention gema¨ß Abbildung
2.8, welche das Zusammenspiel zwischen den vorhandenen Feldgro¨ßen veranschaulicht. Ne-
ben dem linear-elastischen Materialtensor 4.Stufe C = (cijkl) deﬁniert man hier 2 weitere
Tensoren:
• B = (eijk) als piezoelektrischen Kopplungstensor (3.Stufe) sowie
• K = (κij) als den dielektrischen Materialtensor 2.Stufe.
2.3.5 Schwache Formulierung
Zu einer Variationsformulierung der linearen piezoelektrischen Aufgabe gelangt man durch
eine Erweiterung des Vorgehens im Fall der linearen Elastizita¨t: Multiplikation von (2.28)
mit Testfunktionen v ∈ V0 sowie von (2.29) mit skalaren Testfunktionen ψ ∈M0, anschlie-
ßende Integration beider Gleichungen u¨ber Ω und die Anwendung von Greenscher Formel
bzw. Gaußschem Integralsatz fu¨hrt auf die folgende Variationsaufgabe:
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ui ϕ
? ?
εij =
1
2
(∂iuj + ∂jui) Ek = −∂kϕ
? ?
σij = cijklεkl Di = κijEj
gekoppelt
9
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inverser Piezoeﬀekt (Aktor)
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+ eiklεkl
Piezoeﬀekt (Sensor)
Abbildung 2.8: Feldgro¨ßenabha¨ngigkeit bei linear piezoelektrischem Materialverhalten
Problem 2.2 Finde u ∈ VD , ϕ ∈MD mit
c(u, v) + b(ϕ, v) = F (v) ∀ v ∈ V0 ,
b(ψ, u)− k(ϕ, ψ) = −G(ψ) ∀ψ ∈M0 . (2.34)
Dabei sind die Bilinearformen deﬁniert durch
c(u, v) =
∫
Ω
ε(u) : C : ε(v) dΩ ,
b(ψ, v) =
∫
Ω
ε(v) : B · ∇ψ dΩ ,
k(ϕ, ψ) =
∫
Ω
∇ψ ·K · ∇ϕdΩ ,
(2.35)
und die Linearformen durch
F (v) =
∫
Ω
~f ·v dΩ + ∫
ΓN,u
T ·v dΓ ,
G(ψ) =
∫
Ω
ωvψ dΩ +
∫
ΓN,ϕ
ωsψ dΓ .
Die entsprechenden Ra¨ume sind Teilra¨ume der H1-Hilbertra¨ume
V =
(
H1(Ω)
)d
und M = H1(Ω) (2.36)
mit folgenden Einschra¨nkungen (VD und V0 analog zu (2.9)):
VD =
{
v ∈ V , v|ΓD,u = u0
}
, MD =
{
ψ ∈M , ψ|ΓD,ϕ = ϕ0
}
,
V0 =
{
v ∈ V , v|ΓD,u = 0
}
, M0 =
{
ψ ∈M , ψ|ΓD,ϕ = 0
}
.
(2.37)
Alle 3 Bilinearformen sind dabei oﬀensichtlich beschra¨nkt aufgrund der beschra¨nkten Nor-
men der Materialtensoren C, K und B (vgl. auch die Matrixdarstellung in Abschnitt 2.3.7).
Die Bilinearformen c(., .) und k(., .) weisen zusa¨tzlich folgende Eigenschaften auf:
27
• Symmetrie:
c(u, v) = c(v, u) ∀u, v ∈ V ,
k(ϕ, ψ) = k(ψ, ϕ) ∀ϕ, ψ ∈M .
• V0- bzw. M0-Elliptizita¨t: Es existieren positive Konstanten αc, αk mit
c(u, u) ≥ αc‖u‖21,Ω ∀u ∈ V0 ,
k(ϕ, ϕ) ≥ αk‖ϕ‖21,Ω ∀ϕ ∈M0 . (2.38)
Die Elliptizita¨t von c(., .) erha¨lt man unter der Voraussetzung ΓD,u 6= ∅ analog zum Fall
linear-elastischer Probleme aus der Kornschen Ungleichung. Die Elliptizita¨t von k(., .)
kann unter der Bedingung ΓD,ϕ 6= ∅ mit Hilfe der Friedrichsschen Ungleichung gezeigt
werden, da aufgrund der positiven Deﬁnitheit der Materialmatrix K das Integral∫
Ω
(∇ϕ)TK∇ϕdx
das Quadrat einer a¨quivalenten Norm zu∫
Ω
(∇ϕ)T∇ϕdx = |ϕ|21,Ω
darstellt.
2.3.6 Existenz und Eindeutigkeit
Lemma 2.1 Die piezoelektrische Variationsformulierung (2.34) besitzt im Raum VD×MD
eine eindeutige Lo¨sung (u∗, ϕ∗).
Beweis: Wir fu¨hren in Vektorform zusammengefaßte Gro¨ßen ein:
x :=
(
u
ϕ
)
, y :=
(
v
ψ
)
und deﬁnieren fu¨r x in V ×M eine gewichtete Norm wie folgt:
‖x‖21,Ω,α = ‖u‖21,Ω + α‖ϕ‖21,Ω . (2.39)
Dabei ist α eine positive Konstante.
Weiterhin deﬁnieren wir mit diesen Bezeichnungen eine
”
große“ Bilinearform
a(x,y) = c(u, v) + b(ϕ, v)− b(ψ, u) + k(ψ, ϕ) . (2.40)
Diese weist keine Symmetrie auf, ist allerdings elliptisch aufgrund der Eigenschaft
a(x,x) = c(u, u) + k(ϕ, ϕ) ,
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welches zusammen mit (2.38) und obiger Normeﬁnition ergibt:
a(x,x) ≥ αc‖u‖21,Ω + α
αk
α
‖ϕ‖21,Ω
≥ min(αc, αk
α
)‖x‖21,Ω,α .
Es gilt die A¨quivalenz von (2.34) zu der Variationsformulierung
a(x,y) = f(y) ∀y ∈ V0 ×M0 , (2.41)
wobei f(y) = F (v)+G(ψ). Die Richtung (2.34) =⇒ (2.41) ergibt sich sofort durch Addition
der beiden Gleichungen, wohingegen (2.41) =⇒ (2.34) unmittelbar mit
y1 =
(
v
0
)
sowie y2 =
(
0
ψ
)
folgt. In Analogie zum in (2.12) dargestellten Vorgehen im linear-elastischen Fall la¨ßt sich
(2.41) wiederum auf ein Ersatzproblem mit homogenen Dirichletra¨ndern zuru¨ckfu¨hren:
Suche w = x− x∗ ∈ V0 ×M0, so daß
a(w,y) = f˜(y) := f(y)− a(x∗,y) ∀y ∈ V0 ×M0
mit einem beliebigen Funktionenvektor x∗ =
(
u∗
ϕ∗
)
∈ VD ×MD, der also alle Dirichle-
trandbedingungen erfu¨llt. Die Elliptizita¨t von a(., .) in V0×M0 sichert zusammen mit der
aus der Beschra¨nktheit der Bilinearformen c(., .), k(., .), b(., .) oﬀensichtlich folgenden Be-
schra¨nktheit von a(., .) die eindeutige Lo¨sbarkeit des Variationsproblems nach dem Lemma
von Lax-Milgram. 2
Bemerkung 2.4 Die Gu¨ltigkeit des Lax-Milgram-Lemmas setzt keine Symmetrie von
a(., .) voraus, ein entsprechender Beweis befindet sich z.B. in [26].
Bemerkung 2.5 Die Wichtung α ist bei der Definition der Norm in (2.39) insofern
zweckma¨ßig, als je nach Einheitenwahl von u und ϕ die mechanischen und elektrischen
Anteile sehr unterschiedlich gewichtet eingehen ko¨nnen. Fu¨r die reine Existenzbetrachtung
ist es mo¨glich, einfach α = 1 zu wa¨hlen.
2.3.7 3D-Materialgleichungen (transversalisotrop)
Fu¨r die numerische Behandlung erweist es sich als zweckma¨ßig, in Erweiterung zum Vorge-
hen in Abschnitt 2.1.2 die Tensoren ho¨herer Stufe unter Ausnutzung vorhandener Symme-
trien als Matrizen darzustellen, fernerhin die symmetrischen Tensoren σ und ε wie schon
in (2.7) eingefu¨hrt in Vektorform zu betrachten.
ε(u) =


ε11
ε22
ε33
2ε12
2ε23
2ε13

 , σ(u, ϕ) =


σ11
σ22
σ33
σ12
σ23
σ13


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Im weiteren sei vorausgesetzt, daß Transversalisotropie bezu¨glich der x1–x2–Ebene vorliegt,
was im transversalisotropen Material der Polungsrichtung x3 entspricht. Die Materialpa-
rameter stellen sich dann in Matrizenform wie folgt dar:
C =


c11 c12 c13 0 0 0
c12 c11 c13 0 0 0
c13 c13 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c55 0
0 0 0 0 0 c55

 , B =


0 0 e13
0 0 e13
0 0 e33
0 0 0
0 e61 0
e61 0 0

 , K =

κ11 0 00 κ11 0
0 0 κ33

 ,
(2.42)
wobei c44 =
1
2
(c11 − c12) gilt.
Gema¨ß Abbildung 2.8 ergeben die dreidimensionalen Materialgesetze in Matrix-Vektor-
Schreibweise: (
σ
D
)
=
(
C B
BT −K
)(
ε
∇ϕ
)
(2.43)
2.3.8 Reduktion auf 2D
Die Reduzierung auf zweidimensionale Probleme ist bei transversalisotropem Material
mo¨glich und auch in der Literatur beschrieben. Konkret entspricht eine 2D-Betrachtung
einer Erweiterung des
”
ebenen Verzerrungszustandes“, welcher aus der linearen Elastizita¨t
bekannt ist. Als Anwendungsbeispiele ka¨men a¨hnlich wie im linear-elastischen Fall lange
Bauteile mit fehlender oder gleichma¨ßiger Belastung bezu¨glich der dritten Koordinate in
Frage, bei denen nur das Verhalten im Querschnitt interessant ist. Zu beachten ist, daß die
Polungsrichtung x3 fu¨r Piezoeﬀekte notwendig vorhanden sein muß, abweichend von der
u¨blichen x1–x2–Ebene betrachten wir also einen x1–x3–Querschnitt: ui, ϕ sind unabha¨ngig
von x2, sowie u2 = 0. Unter Verwendung dieser Voraussetzungen ergeben sich verkleinerte
Matrizen und Vektoren, welche im Folgenden kurz dargestellt sind.
ε2D =

 ε11ε33
2ε13

 , σ2D =

σ11σ33
σ13


C2D =

c11 c13 0c13 c33 0
0 0 c55

 , B2D =

 0 e130 e33
e61 0

 , K2D = (k11 0
0 k33
)
Um eine einfache 2D-Darstellung zu erhalten, verwendet man allerdings ha¨uﬁg auch die
folgende umindizierte Schreibweise:
ε = (ε11 ε22 2ε12)
T , σ = (σ11 σ22 σ12)
T ,
C =

c11 c12 0c12 c22 0
0 0 c33

 , B =

 0 e120 e22
e31 0

 , K = (k11 0
0 k22
)
. (2.44)
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Insbesondere folgt mit dieser Darstellung sowohl im dreidimensionalen als auch im zweidi-
mensionalen Fall fu¨r die in (2.35) deﬁnierten Bilinearformen:
c(u, v) =
∫
Ω
(ε(u))TC ε(v) dΩ ,
b(ϕ, v) =
∫
Ω
(∇ϕ)TBT ε(v) dΩ ,
k(ϕ, ψ) =
∫
Ω
(∇ϕ)TK∇ψ dΩ .
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Kapitel 3
Finite-Element-Anwendung
3.1 Allgemeines und Diskretisierung
Der folgende Abschnitt soll eine kurze Einfu¨hrung der Finite-Element-Methode (FEM) mit
Hinblick auf die hier verwendeten Speziﬁken bieten. Fu¨r eine ausfu¨hrlichere Einfu¨hrung
in die FEM sei auf vielfa¨ltige Abhandlungen in der Literatur verwiesen, beispielsweise
[8],[16],[26] oder [31]. Die Finite-Element-Methode lo¨st Variationsaufgaben na¨herungsweise,
indem Approximationen in endlichdimensionale Funktionenra¨ume betrachtet werden, wel-
che dann mit Hilfe der Rechentechnik gelo¨st werden ko¨nnen. Insbesondere mu¨ssen bei den
hier betrachteten Mehrfeldproblemen (Inkompressible Elastizita¨t, Piezoelektrizita¨t) ver-
schiedene Felder approximiert werden. Auf diese Aufgabenklassen bezogen, approximiert
man Problem 2.1 bzw. Problem 2.2 in geeigneten Ra¨umen. Das Gebiet Ω wird hierfu¨r in
ein Netz T von Teilgebieten (Elementen) T unterteilt und es werden endlichdimensionale
Funktionenra¨ume
Vh ⊂ V, Mh ⊂M
sowie
V0h ⊂ V0 , VDh ⊂ V∗D , M0h ⊂M0 , MDh ⊂M∗D
deﬁniert.1 (im Fall inkompressiblen Materials setzt man formal
M0 =MD =M und M0h =MDh =Mh ,
da der Druck keine Dirichletbedingungen besitzt). Damit ist es mo¨glich, die diskretisierte
Version der Probleme 2.2 und 2.1 zu deﬁnieren:
Problem 3.1 Finde uh ∈ VDh , ϕh ∈MDh mit
c(uh, vh) + b(ϕh, vh) = Fh(vh) ∀ vh ∈ V0h ,
b(ψh, uh)− k(ϕh, ψh) = −Gh(ψh) ∀ψh ∈M0h . (3.1)
1Die Ra¨ume V∗D sowie M
∗
D entsprechen dabei den Ra¨umen, in denen die in die Spurra¨ume von Vh
bzw. Mh u¨ber den entsprechenden Dirichletra¨ndern projizierten Dirichletbedingungen u = u0h auf ΓD,u
usw. (bezeichnet auch als diskrete Dirichletbedingungen) erfu¨llt sind. Diese Projektion sichert, daß es bei-
spielsweise im Raum Vh u¨berhaupt Funktionen gibt welche die (diskreten) Dirichletbedingungen erfu¨llen.
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Die diskreten Linearformen Fh und Gh enthalten dabei die in der Diskretisierung appro-
ximierten Neumannrandbedingungen und ggf. rechten Seiten im Gebiet (Volumenkra¨fte,
Ladungsdichten). Im Fall inkompressibler Elastizita¨t (Problem 2.1) verschwindet Gh auf-
grund G = 0.
Die Finite-Element-Ansatzfunktionen ko¨nnen als Linearkombinationen von Basisfunktio-
nen dargestellt werden aufgrund von
VDh ⊂ Vh = spanΦ = span(~φ1, ~φ2, . . . , ~φNu) ,
MDh ⊂Mh = spanΨ = span(ψ1, ψ2, . . . , ψNp) ;
mit Nu = N · d Vektoransatzfunktionen und Np skalaren Ansatzfunktionen.
Dabei bezeichnet N die Anzahl der Freiheitsgrade in Ω fu¨r eine Verschiebungskompo-
nente, wa¨hrend mo¨glicherweise davon abweichend Np der Anzahl der Freiheitsgrade fu¨r
den Druck oder das elektrische Potential entspricht, jeweils ohne Einschra¨nkungen durch
Dirichletrandbedingungen. Damit kann man mit der Identiﬁkation von Φ und Ψ als Zei-
lenvektoren nach der Einfu¨hrung von Koeﬃzientenvektoren u ∈ RNu , p ∈ RNp die FE-
Ansatzfunktionen wie folgt darstellen:
uh = Φu :=
Nu∑
j=1
uj~φj
sowie {
ϕh (piezoelektrischer Fall)
ph (inkompressible Elastizita¨t)
}
= Ψp :=
Np∑
j=1
pjψj .
Basen fu¨r die Ra¨ume der diskreten Testfunktionen erha¨lt man durch die Einschra¨nkung
auf diejenigen Basisfunktionen, die auf den entsprechenden Dirichletra¨ndern verschwinden:
Φ0 =
{
~φ ∈ Φ : ~φ ∈ V0
}
,
Ψ0 = {ψ ∈ Ψ : ψ ∈M0} .
Mit diesen Deﬁnitionen la¨ßt sich (3.1) a¨quivalent als Gleichungssystem (3.2) formulieren,
indem man als Testfunktionen gerade die Basisfunktionen aus Φ0 und Ψ0 benutzt und
somit fu¨r jede Basisfunktion eine Gleichung erha¨lt.(
C B
BT −K
)(
u
p
)
=
(
f
g
)
. (3.2)
Dabei sind die vorkommenden Matrizen und Vektoren der rechten Seite wie folgt deﬁniert:
C = (cij) mit cij = c(~φi, ~φj) ,
B = (bij) mit bij = b(ψj , ~φi) ,
K = (kij) mit kij = k(ψi, ψj) ,
f = (fi) mit fi = Fh(~φi) ,
g = (gi) mit gi = −Gh(ψi) .
(3.3)
An die Ansatzra¨ume werden normalerweise folgende Forderungen gestellt:
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• Vh ⊂ (C(Ω¯))d, d.h. Stetigkeit der Verschiebungskomponenten im gesamten Gebiet
(Ausnahme: Nichtkonforme Elemente)
• – Mh ⊂ C(Ω¯) im Fall piezoelektrischer Probleme, d.h. Stetigkeit des elektrischen
Potentials im Gebiet
– Mh ⊂ L2(Ω) im Fall inkompressibler Materialien, d.h. auch unstetige Dru¨cke
werden zugelassen, es wird lediglich quadratische Integrierbarkeit global gefor-
dert.
• vh|T ∈ (Pr(T ))d ∀ vh ∈ Vh, ∀T ∈ T sowie
qh|T ∈ Ps(T ) ∀ qh ∈Mh, ∀T ∈ T ,
das heißt auf jedem Element T sind die Komponenten der Ansatzfunktionen Poly-
nome kleinen Grades.
Dabei ist nicht jede beliebige Kombination von Elementen geeignet. Um zu brauchbaren
Ergebnissen zu gelangen, muß die Speziﬁk des Problems beru¨cksichtigt werden. Hierbei un-
terscheiden sich trotz der gleichartigen Blockstruktur piezoelektrische Aufgabenstellungen
und inkompressible Elastizita¨t.
3.2 Elementewahl
Fu¨r die FEM-Berechnung ist es notwendig, passende Finite-Element-Ra¨ume zu wa¨hlen. Die
Wahl der ﬁniten Elemente soll dabei die Ziele stabile Berechenbarkeit, gute Approximation
der Lo¨sung sowie mo¨glichst geringen Speicher- und Rechenaufwand zusammenfu¨hren.
3.2.1 Elemente fu¨r inkompressible Materialien, LBB-Bedingung
Im Abschnitt 2.2.2 wurde darauf eingegangen, daß fu¨r eine eindeutige Lo¨sbarkeit des ge-
mischten Variationsproblems (2.19) neben der Elliptizita¨t der Bilinearform c(., .) auf V0
eine Inf-Sup-Bedingung bezu¨glich der Ra¨ume V und M erfu¨llt sein muß. Fu¨r die Aufgabe
in endlichdimensionalen FEM-Ra¨umen Vh, Mh existieren hier analoge Voraussetzungen
fu¨r eindeutige Lo¨sbarkeit:
c(vh, vh) ≥ α‖vh‖2V ∀ vh ∈ V0h , (3.4)
sup
vh∈Vh
b(qh, vh)
‖vh‖V ≥ β‖qh‖M ∀ qh ∈Mh . (3.5)
Dabei sind α und β von der Diskretisierung bzw. von h unabha¨ngige Konstanten.
(3.5) wird nach ihren Entdeckern als Ladysˇenskaya-Babusˇka-Brezzi-Bedingung, kurz
LBB-Bedingung bezeichnet. Eine u¨bliche Bezeichnung fu¨r (3.5) ist auch diskrete Inf-Sup-
Bedingung, da die Gleichung a¨quivalent als
inf
qh∈Mh
sup
vh∈Vh
b(qh, vh)
‖vh‖V ‖qh‖M ≥ β
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geschrieben werden kann. Wa¨hrend die Elliptizita¨tsbedingung (3.4) unmittelbar aus der
entsprechenden Elliptizita¨t der Bilinearform c(., .) im Raum V0 folgt bzw. sogar noch eine
Abschwa¨chung dieser darstellt, folgt die LBB-Bedingung (3.5) im allgemeinen nicht aus
der (kontinuierlichen) Inf-Sup-Bedingung (2.22), sondern ist von der Wahl der Ra¨ume Vh
und Mh abha¨ngig. Die Mißachtung dieser Bedingung bei der Elementewahl kann sich bei
der numerischen Lo¨sung mittels FEM in instabilem Lo¨sungsverhalten (z.B. Auftreten von
Oszillationen in der Lo¨sung) bis hin zu vo¨llig falschen Lo¨sungen a¨ußern. Von daher ist es
wichtig, geeignete Elementepaarungen zu kennen und zu verwenden.
In der Literatur ﬁndet man umfangreiche Ausfu¨hrungen zur LBB-Bedingung und zugeho¨ri-
gen Elementen, hauptsa¨chlich auf das Stokes-Problem und die inkompressible Elastizita¨t
bezogen (welche ja neben analoger Blockstruktur auch analoge Bilinearformen c(., .) und
b(., .) besitzen). Siehe dazu etwa [8],[12],[18],[21],[69]. Neuere Untersuchungen existieren
auch zu anisotropen Elementen, z.B. von Apel et. al. [4],[3],[5] sowie [49].
Beispiele fu¨r nichtzula¨ssige und zula¨ssige Elemente bei inkompressiblem Ma-
terial
Die LBB-Bedingung wird nicht erfu¨llt von Elementen, welche fu¨r Verschiebungskompo-
nenten und Druck den gleichen Ansatzraum benutzen, wie z.B. P1 − P1 oder P2 − P2 auf
Dreiecks- bzw. Tetraederelementen, genauso Qj − Qj auf Vierecks- bzw. Quaderelemen-
ten. Da die Verschiebungen im Gegensatz zum Druck mit einer um einen Grad ho¨heren
(ho¨chsten) Ableitung in die Diﬀerentialgleichung bzw. Bilinearformen eingehen, erscheint
es auch logisch entsprechend niedrigere Polynomgrade fu¨r den Druck zu benutzen. Es zeigt
sich aber, daß dies nicht in jedem Fall ausreicht um die LBB-Bedingung zu sichern. So war
z.B. das Element Q1 −Q0 mit stu¨ckweise bilinearen Verschiebungen und stu¨ckweise kon-
stantem Druck aufgrund seiner Einfachheit lange Zeit popula¨r und ﬁndet sich auch heute
stellenweise noch in FEM-Anwendungssoftware in der Stro¨mungsmechanik. Dieses Element
erfu¨llt die LBB-Bedingung allerdings nicht bzw. nur mit von h abha¨ngiger Konstante, bei
dessen Verwendung tritt oft eine sogenannte Schachbrett-Instabilita¨t auf welche sich durch
einen schachbrettartig auf dem Netz oszillierenden Druck in der Rechnung a¨ußert. Eben-
falls ungeeignet ist die Kombination P1 − P0 mit linearer Verschiebung und konstantem
Druck im Dreieckselement, bei dieser Elementepaarung tritt in einer Dreiecksvernetzung
mit Dirichletrand der Eﬀekt ein, daß der Druck mehr Freiheitsgrade besitzt als die Ver-
schiebungskomponenten ([12], folgt mithilfe des Eulerschen Polyedersatzes), und somit ein
Locking eintritt weil die Verschiebung uh u¨berbestimmt ist. Abhilfe schaﬀen kann hier
z.B. die Bildung von Makroelementen mit zusa¨tzlichen Beschra¨nkungen an den Ansatz-
raum.
Ha¨uﬁg benutzte Elemente welche die LBB-Bedingung erfu¨llen sind die sogenannten Taylor-
Hood-Elemente, welche quadratische Verschiebungen und linearen Druck pro Element
aufweisen, also P2 − P1 bei Dreieck-/Tetraedervernetzung sowie Q2 − Q1 bei Vierecks-
/Quadervernetzung. Im zweidimensionalen Fall darf bei Vierecksvernetzung ebenfalls ein
Serendipity-Element verwendet werden, wobei die Verschiebung von den 9 Freiheitsgraden
im echt biquadratischen Ansatz um einen Freiheitsgrad reduziert wird (weglassen des
”
Ele-
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Verschiebung
Druck
uT ∈ (P2(T ))2
pT ∈ P1(T )
uT ∈ (Q2(T ))2
pT ∈ Q1(T )
Abbildung 3.1: Taylor-Hood-Elemente fu¨r Dreiecks- und Vierecksvernetzung
mentbubbels“ entsprechend xy(1− x)(1− y) im Masterelement (0, 1)2. Ebenfalls zula¨ssig
ist das modiﬁzierte Taylor-Hood-Element (linearer Druck und Verschiebung linear auf ein-
mal komplett verfeinertem Netz, d.h. Unterteilung in
”
Subelemente“ der Gro¨ße h
2
). Die
Verteilung der Freiheitsgrade in den 2D Taylor-Hood-Elementen verdeutlicht Abbildung
3.1.
Weitere zula¨ssige Kombinationen sind P2−P0/Q2−Q0 mit stu¨ckweise konstantem Druck
bei quadratischer Verschiebung sowie das sogenannte Mini-Element Pbubb1 −P1, bei welchem
der Verschiebungsraum aus linearen Funktionen noch durch sogenannte Bubbel-Funktionen
angereichert wird, welche auf dem Rand des Elements verschwinden, d.h.
Pbubb1 = P1 ⊕ span
d+1∏
i=1
λi
wobei λi den linearen Ansatzfunktionen oder auch baryzentrischen Koordinaten entspre-
chen. Eine weitere Mo¨glichkeit die LBB-Bedingung zu erfu¨llen ist die Verwendung nicht-
konformer Elemente, das heißt von Ansatzfunktionen mit Polynomgrad 1 oder gro¨ßer im
Element, die aber trotzdem u¨ber die Kanten nicht stetig sind. Ein Beispiel dafu¨r ist das
Crouzeix-Raviart-Element, welches auf Dreiecksnetzen stu¨ckweise konstanten Druck und
stu¨ckweise lineare Verschiebungen besitzt, wobei die Verschiebungsknoten sich aber in den
Seitenmitten beﬁnden und somit ein global unstetiges Verschiebungsfeld erzeugt wird.
Fu¨r die im weiteren durchgefu¨hrten Rechnungen wurde immer das Taylor-Hood-Element
bzw. dessen Serendipity-Variante bei Viereckselementen verwendet, die urspru¨nglich auch
getestete Variante quadratische Verschiebung und konstanter Druck wurde verworfen auf-
grund schlechterer Approximation des Druckes und außerdem schwierigerer rechentechni-
scher Handhabung bei nur vernachla¨ssigbarer Speicherbedarfsreduktion, da die Druckfunk-
tionswerte in diesem Falle extra dem Element und nicht wie u¨blich den Knoten zugeordnet
werden mu¨ssen.
3.2.2 Elemente fu¨r piezoelektrische Materialien
Aufgrund der a¨hnlichen Struktur der Variationsformulierung sowie des Gleichungssystems
stellt sich die Frage, ob bei der FEM fu¨r Piezoprobleme ebenfalls eine LBB-artige Bedin-
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gung an die Elemente gefordert werden muß. Dies erweist sich allerdings nicht als notwen-
dig, weil aufgrund von Lemma 2.1 schon die strenge Elliptizita¨t der Bilinearformen c(., .)
in V0 und k(., .) in M0 die Existenz einer eindeutigen Lo¨sung sichert und diese Vorausset-
zungen erst recht bei Einschra¨nkungen auf Teilra¨ume V0h ⊂ V0 sowie M0h ⊂M0 erhalten
bleiben. Da hier auch die zugeho¨rigen Diﬀerentialoperatoren respektive die ho¨chsten auf-
tretenden Ableitungen von u und ϕ die gleiche Ordnung besitzen, ist hier die Wahl glei-
cher Polynomgrade in den Ansatzfunktionen eine kanonische Wahl. Die Verwendung von
z.B. Taylor-Hood-Elementen wu¨rde hier eine schlechtere Approximation des elektrischen
Feldes erwarten lassen, die Verwendung von P2 − P0 wa¨re hier sogar ganz unzula¨ssig und
wu¨rde auf ein singula¨res System fu¨hren, da sa¨mtliche ∇ϕ der Ansatzfunktionen in den
Elementen verschwinden wu¨rden.
Fu¨r die zweidimensionalen FEM-Rechnungen wurden wahlweise lineare oder quadratische
Ansatzfunktionen fu¨r beide Felder u und ϕ verwendet, d.h. P1 − P1 oder P2 − P2 bei
Dreiecksvernetzung sowie Q1 − Q1 oder Q2 − Q2 (in diesem Fall wieder als Serendipity-
Variante) bei Vierecksvernetzung.
3.3 Adaptivita¨t
3.3.1 Motivation einer adaptiven FEM
Adaptivita¨t ist ein wichtiger Bestandteil vieler moderner Finite–Element–Anwendungen
und weist einige bedeutende Vorteile auf. So ist es gegenu¨ber der herko¨mmlichen Methode,
ein feines Netz u¨ber das gesamte Gebiet vorzugeben, mo¨glich, mit einer vergleichsweise
groben Vernetzung zu beginnen und das Netz nur an den Stellen zu verfeinern wo dies
eine signiﬁkante Fehlerreduktion bringt. So ist es mo¨glich, z.B. die Umgebung von Singula-
rita¨ten, Randschichten etc. sehr fein aufzulo¨sen, wa¨hrend der Rest des Gebietes mit relativ
glatter Lo¨sung schon durch eine gro¨bere Diskretisierung gut approximiert wird. Entspre-
chend ergibt sich gegenu¨ber einer gleichma¨ßigen Vernetzung eine erhebliche Verringerung
der Anzahl der Freiheitsgrade, verbunden mit Einsparung von Rechen- und Speicherauf-
wand. Nebenbei ermo¨glicht der Beginn mit einem Grobnetz, welches sich im Laufe der
adaptiven Rechung verfeinert, auch den Einsatz eﬀektiver hierarchischer Techniken fu¨r die
Vorkonditionierung und Lo¨sung.
3.3.2 Fehlerscha¨tzung
Fu¨r eine sinnvolle adaptive Rechnung sind Informationen daru¨ber notwendig, an welchen
Stellen das Netz verfeinert (oder auch vergro¨bert) werden soll. Sind analytische Informa-
tionen u¨ber das Lo¨sungsverhalten bekannt, wie etwa das Auftreten von Singularita¨ten an
einspringenden Ecken, kann an den entsprechenden Stellen im Gebiet eine gezielte Ver-
feinerung z.B. in Form einer graduellen Netzanpassung vor der Rechnung erfolgen. Im
allgemeinen Fall ist das Lo¨sungsverhalten allerdings nicht oder nur ungenu¨gend bekannt.
Hier hilft die Verwendung von Fehlerscha¨tzern oder Fehlerindikatoren, welche ein Maß fu¨r
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die Abweichung der berechneten Na¨herungslo¨sung von der exakten Lo¨sung liefern.
Bei dem Begriﬀ Fehlerscha¨tzer unterscheidet man grundlegend zwischen a-priori und a-
posteriori Fehlerabscha¨tzung. Eine a-priori (im Voraus-) Fehlerscha¨tzung liefert eine
Abscha¨tzung u¨ber den Fehler der FEM-Lo¨sung uh gegenu¨ber der exakten Lo¨sung u, ohne
uh selbst zu berechnen. Aufgrund des Lemmas von Cea ha¨ngt die Gro¨ße des Fehlers
‖uh − u‖V im wesentlichen davon ab, wie gut die exakte Lo¨sung u im Finite-Element-
Raum Vh approximiert werden kann.
In die a-priori Abscha¨tzung gehen die gegebenen Daten, das FE-Netz sowie die exakte
Lo¨sung ein. Aufgrund dessen eignet sich die a-priori Scha¨tzung fu¨r analytische Betrach-
tungen, ist aber im allgemeinen Fall aufgrund der unbekannten exakten Lo¨sung nicht fu¨r
eine Nutzung zur adaptiven Netzanpassung geeignet.
Wir konzentrieren uns hier auf eine a-posteriori Fehlerscha¨tzung. Diese zielt darauf ab, den
Fehler uh − u gegen eine lokalisierbare, berechenbare Gro¨ße abzuscha¨tzen, welche nur von
Daten, Netz und FEM-Lo¨sung abha¨ngt. In den letzten Jahrzehnten fand eine umfangreiche
Entwicklung von a-posteriori-Fehlerscha¨tzmethoden statt, so existieren verschiedene Klas-
sen von Fehlerscha¨tzern welche in relativ breiten Problemklassen Anwendung ﬁnden. Eine
U¨bersicht ﬁndet man z.B. in den Bu¨chern von Ainsworth/Oden [1] und Verfu¨rth [70].
Gebra¨uchlich fu¨r elliptische Probleme wie Potentialprobleme oder lineare Elastizita¨t sind
Fehlerscha¨tzer vom Residuumtyp, fu¨r deren Konstruktion ein 1978 erschienener Artikel
von Babusˇka und Rheinboldt [6] als Ausgangspunkt angesehen wird. Residuale Feh-
lerscha¨tzer werten die zur Diﬀerentialgleichung Lu = f geho¨rigen Residuen
rT = L(u− uh)|T = (f − L(uh))|T
auf den Elementen T sowie Spru¨nge von ∇uh · n oder σ · n u¨ber die Elementkanten sj
aus, um die Fehlerverteilung im Netz zu lokalisieren. In [15] sowie fu¨r anisotrope Elemente
in [35] wurde gezeigt, daß dabei die Betrachtung der Kantenspru¨nge die Fehlerscha¨tzung
dominiert. Damit ist es mo¨glich, unter Weglassen der Elementresiduen einen auf Kanten-
spru¨ngen basierenden Residuenfehlerscha¨tzer zu benutzen.
Ein weiterer Ansatz zur Fehlerscha¨tzung ist die Lo¨sung lokaler Dirichlet- oder Neumann-
probleme. Man unterteilt dabei das Gebiet in kleine Teile (Patches) aus wenigen Elemen-
ten und benutzt die errechnete Na¨herungslo¨sung auf den inneren Ra¨ndern als Dirichlet-
oder Neumann-Randbedingungen. Die bei der Lo¨sung der Teilprobleme (diese ist relativ
exakt mo¨glich, da kleindimensional) auftretenden Abweichungen zur approximativen Ge-
samtlo¨sung sind hier Indikator fu¨r den Fehler der FEM-Rechnung sowie dessen Verteilung
im Gebiet.
Eine dritte Strategie zur Fehlerscha¨tzung basiert auf Gradientenmittelung, oft auch als
Zienciewicz/Zhu-Typ Fehlerscha¨tzer bezeichnet (vergleiche [75]). Idee ist hier eine steti-
ge Approximation der Gradienten u¨ber die Elementra¨nder hinweg und Vergleich der daraus
gebildeten Interpolation mit der FEM-Na¨herungslo¨sung.
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Fehlerscha¨tzer fu¨r piezoelektrische Probleme
Fu¨r piezoelektrische Probleme benutzen wir einen Fehlerscha¨tzer vom Residuumtyp, wel-
cher als Erweiterung eines residualen Fehlerscha¨tzers fu¨r linear-elastische Probleme verstan-
den werden kann, der sich auf die Auswertung der Spru¨nge von σ ·n u¨ber die Elementkanten
sowie Abgleich der entsprechenden Werte an den Neumannra¨ndern beschra¨nkt. Dazu deﬁ-
nieren wir fu¨r eine Kante E mit dem Einheitsnormalenvektor n den Sprung einer Funktion
v u¨ber E an einer Stelle x ∈ E durch
Vv(x)Wsj = lim
h→+0
(v(x+ hn)− v(x− hn)) . (3.6)
Das Vorzeichen des Sprungterms ha¨ngt davon ab in welche Richtung der Normalenvektor
n zeigt, ist allerdings fu¨r die weitere Berechnung unerheblich. Folgendes Schema wird zur
Fehlerscha¨tzung genutzt:
• berechne Na¨herungslo¨sung (uh, ϕh) auf Ω =
Nel⋃
i=1
Ti
• erzeuge aus Lo¨sung
”
Sekunda¨rfelder“ εh, Eh, σh, Dh an den Elementgrenzen ∂Ti in
jedem Element
• Berechne dabei die Spru¨nge von σ · n sowie D · n u¨ber die Elementgrenzen und fu¨hre
auf jeder Kante sj eine vektorielle und eine skalare Fehlergro¨ße wie folgt ein:
Rj,σ =


Vσ(uh, ϕh) · nWsj sj innere Kante
T¯ − σ(uh, ϕh) · n sj ⊂ ΓN,u
0 sj ⊂ ΓD,u .
(3.7)
Rj,D =


VD(uh, ϕh) · nWsj sj innere Kante
ω¯s +D(uh, ϕh) · n sj ⊂ ΓN,ϕ
0 sj ⊂ ΓD,ϕ .
(3.8)
• Deﬁniere fu¨r jede Kante Fehlerfunktionale vermo¨ge
η2j,σ = meas(sj)
∫
sj
‖Rj,σ‖2 ds , η2j,D = meas(sj)
∫
sj
R2j,D ds (3.9)
und bilde die Maximalwerte
ηmax,∗ = max
j
ηj,∗ . (3.10)
• Vergleiche nun fu¨r jede Kante sj die Werte ηj,∗ mit den Maximalwerten und markiere
sj zur
− Verfeinerung, falls ηi,σ
ηmax,σ
oder
ηi,D
ηmax,D
groß ,
− Vergro¨berung, falls ηi,σ
ηmax,σ
und
ηi,D
ηmax,D
klein .
(3.11)
Die Entscheidung was unter
”
groß“ bzw.
”
klein“ zu verstehen ist, kann durch ent-
sprechende Parameter als Prozentsa¨tze des Maximalwertes festgelegt werden.
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Diese Strategie der lokalen Fehlerabscha¨tzung soll eine etwa gleichma¨ßige Konvergenz der
Verschiebungs- und elektrischen Felder sichern, gegenu¨ber einer Beschra¨nkung der Fehler-
betrachtung auf die
”
mechanischen Anteile“ ηi,σ. Denkbar wa¨re auch, fu¨r jede Kante eine
gewichtete Summe ηi = α1ηi,σ + α2ηi,D zu benutzen, allerdings erfordert diese Variante
die Wahl einer geeigneten Wichtung, um weder mechanische noch elektrische Gro¨ßen zu
bevorzugen.
Zur Herleitung des Fehlerscha¨tzers fu¨r das lineare Piezoproblem
Deﬁniere fu¨r x =
(
u
ϕ
)
∈ V×M eine H1-Norm gema¨ß
‖ x‖21,Ω = ‖u‖21,Ω + ‖ϕ‖21,Ω
als einen Spezialfall von (2.39). Weiterhin schreiben wir fu¨r den Fehler
e =
(
eu
eϕ
)
:=
(
u− uh
ϕ− ϕh
)
. (3.12)
und deﬁnieren aus den Diﬀerentialgleichungen (2.28),(2.29) die klassischen Residuen
ru(uh, ϕh) = ~f + div σ(uh, ϕh) , rϕ(uh, ϕh) = ωv − divD(uh, ϕh) . (3.13)
Aus (2.34) und (3.1) folgt durch subtrahieren die auch als Galerkin-Orthogonalita¨t des
Fehlers bezeichnete Beziehung:
c(eu, vh) + b(eϕ, vh) = 0 ∀ vh ∈ V0h ⊂ V0 ,
b(ψh, eu)− k(eϕ, ψh) = 0 ∀ψh ∈M0h ⊂M0 . (3.14)
Unter Beachtung der Elliptizita¨t von c(., .) und k(., .) gema¨ß (2.38) existiert nun eine
Konstante c ≥ min(αc, αk) > 0 mit
Jˆ(e) := c(eu, eu) + k(eϕ, eϕ) ≥ αc‖eu‖21,Ω + αk‖eϕ‖21,Ω ≥ c‖e‖21,Ω . (3.15)
Wir deﬁnieren zur Bilinearform
c(u, v) =
∫
Ω
ε(v) : C : ε(u) dx
eine abgewandelte Variante gema¨ß
c˜(u, v) :=
∫
Ω
(∇v)T : C : ∇u dx (3.16)
wobei diese in der H1-Seminorm elliptisch ist gema¨ß
c˜(u, u) ≥
∫
Ω
cmin(∇u)T : I : ∇u dx = cmin|u|21,Ω bei konstantem Material
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mit I als Einheitstensor und cmin als kleinstem Eigenwert des positiv deﬁniten Tensors C.
Analog gilt
k(ϕ, ϕ) ≥ κmin|ϕ|21,Ω
mit entsprechend κmin als kleinstem Eigenwert der Materialmatrix K. Wir fu¨hren nun ein
Fehlerfunktional J(e) ein, welches als Za¨hler Jˆ(e) besitzt:
J(e) :=
c(eu, eu) + k(eϕ, eϕ)√
c˜(eu, eu) + k(eϕ, eϕ)
. (3.17)
Nun scha¨tzen wir den Za¨hler ab:
Jˆ(e) = c(eu, eu) + b(eϕ, eu)− b(eϕ, eu) + k(eϕ, eϕ)
(3.14)
= c(eu, eu + vh) + b(eϕ, eu + vh)− b(eϕ + ψh, eu) + k(eϕ, eϕ + ψh)
∀
(
vh
ψh
)
∈ V0h ×M0h
(3.12),(2.34)
= F (v˜)− c(uh, v˜)− b(ϕh, v˜) +G(ψ˜) + b(ψ˜, uh)− k(ϕh, ψ˜)
wobei
v˜ = eu + vh , ψ˜ = eϕ + ψh. (3.18)
Zur weiteren Abscha¨tzung setzen wir die Deﬁnitionen der Bilinear- und Linearformen ein:
Jˆ(e) =
∫
Ω
~f · v˜ dx+
∫
ΓN,u
T · v˜ ds−
∫
Ω
(ε(v˜) : C : ε(uh) + ε(v˜) : B · ∇ϕh) dx
+
∫
Ω
ωvψ˜ dx+
∫
ΓN,ϕ
ωsψ˜ ds+
∫
Ω
(
ε(uh) : B · ∇ψ˜ −∇ϕh ·K · ∇ψ˜
)
dx
=
∑
T
(∫
T
~f · v˜ dx+
∫
∂T ∩ΓN,u
T · v˜ ds−
∫
T
ε(v˜) : σ(uh, ϕh)dx
+
∫
T
ωvψ˜ dx+
∫
∂T ∩ΓN,ϕ
ωsψ˜ ds+
∫
T
D(uh, ϕh) · ∇ψ˜dx
)
=
∑
T
(∫
T
~f · v˜ dx+
∫
∂T ∩ΓN,u
T · v˜ ds−
∫
∂T
n · σ(uh, ϕh) · v˜ ds+
∫
T
div σ(uh, ϕh) · v˜ dx
+
∫
T
ωvψ˜ dx+
∫
∂T ∩ΓN,ϕ
ωsψ˜ ds+
∫
∂T
n ·D(uh, ϕh) ψ˜ ds−
∫
T
divD(uh, ϕh) ψ˜ dx
)
=
∑
T

∫
T
ru(uh, ϕh) · v˜ dx+
∫
T
rϕ(uh, ϕh)ψ˜ dx +
∑
sj ∈ ∂T
(∫
sj
Rˆj,σ · v˜ ds+
∫
sj
Rˆj,D ψ˜ ds
) ,
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T1,j T2,j
sj
Abbildung 3.2: Veranschaulichung von T1,j und T2,j.
wobei ru, rϕ gema¨ß (3.13) deﬁniert sind sowie Rˆj,σ, Rˆj,D in leichter Abwandlung zu (3.7),(3.8)
als
Rˆj,σ =


1
2
Vσ(uh, ϕh) · nWsj sj innere Kante
T¯ − σ(uh, ϕh) · n sj ∈ ΓN,u
0 sj ∈ ΓD,u .
(3.19)
Rˆj,D =


1
2
VD(uh, ϕh) · nWsj sj innere Kante
ω¯s +D(uh, ϕh) · n sj ∈ ΓN,ϕ
0 sj ∈ ΓD,ϕ .
(3.20)
Dabei wird in der Summation jede innere Kante sj einmal u¨ber das Element T1,j auf
der einen Seite und einmal u¨ber das Element T2,j auf der anderen Seite durchlaufen
(vgl. Abb. 3.2), woraus sich wegen des umgekehrten Vorzeichens des Außennormalenvek-
tors der Kantensprung von σ · n bzw. D · n ergibt. Damit dieser aber in der Gesamtsumme
nicht verdoppelt vorkommt, wird jeder Kante die Ha¨lfte zugeschlagen.
Die verschwindenden Rˆj,∗ auf den Dirichletra¨ndern werden dadurch gerechtfertigt, daß
die entsprechenden Funktionen v˜ sowie ψ˜ so gewa¨hlt werden, daß sie auf dem jeweiligen
Dirichletrand verschwinden. Da die Funktionen vh ∈ Vh und ψh ∈ Mh zur Bildung von v˜
bzw. ψ˜ beliebig gewa¨hlt werden ko¨nnen, setzen wir mit Interpolationsoperatoren Ih an:
v˜ = eu − Ih eu , ψ˜ = eϕ − Ih eϕ .
Nun setzen wir obige Gleichungskette fort und scha¨tzen mit der Cauchy-Schwarzschen
Ungleichung (siehe z.B. [13]) ab:
Jˆ(e) =
∑
T

〈ru(uh, ϕh), v˜〉0,T + 〈rϕ(uh, ϕh), ψ˜〉0,T + ∑
sj ∈ ∂T
(
〈Rˆj,σ, v˜〉0,sj + 〈Rˆj,D, ψ˜〉0,sj
)
≤
∑
T
(
‖ru(uh, ϕh)‖0,T‖v˜‖0,T + ‖rϕ(uh, ϕh)‖0,T‖ψ˜‖0,T
)
+
∑
T
∑
sj ∈∂T
(
‖Rˆj,σ‖0,sj‖v˜‖0,sj + ‖Rˆj,D‖0,sj‖ψ˜‖0,sj
)
.
42
Weiter nutzen wir eine bekannte Interpolationsfehlerabscha¨tzung aus [68], welche besagt
daß ein oben eingefu¨hrter Interpolationsoperator existiert, so daß fu¨r alle e ∈ V×M gezeigt
werden kann
‖v˜‖0,T = ‖eu − Ih eu‖0,T ≤ ChT |eu|1,∆(T ) ,
‖ψ˜‖0,T = ‖eϕ − Ih eϕ‖0,T ≤ ChT |eϕ|1,∆(T ) ,
‖v˜‖0,sj = ‖eu − Ih eu‖0,sj ≤ C
√
hsj |eu|1,∆(sj) ,
‖ψ˜‖0,sj = ‖eϕ − Ih eϕ‖0,sj ≤ C
√
hsj |eϕ|1,∆(sj) .
Dabei sind ∆(T ) und ∆(sj) Teilgebiete von Ω bestehend aus den Mengen derjenigen Ele-
mente, die mit dem Element T bzw. der Kante sj einen nichtleeren Durchschnitt besitzen
(bildliche Darstellung in [68]), C ist eine nur von der Vernetzung abha¨ngige Konstante.
Die Abscha¨tzung von oben la¨ßt sich also fortfu¨hren (die Argumente der Residuen ru und
rϕ werden im Folgenden der Einfachheit halber weggelassen):
Jˆ(e) ≤ C
∑
T
hT
(‖ru‖0,T |eu|1,∆(T ) + ‖rϕ‖0,T |eϕ|1,∆(T ))
+C
∑
T
∑
sj ∈∂T
√
hsj
(
‖Rˆj,σ‖0,sj |eu|1,∆(sj) + ‖Rˆj,D‖0,sj |eϕ|1,∆(sj)
)
= C
∑
T
hT
(‖ru‖0,T |eu|1,∆(T ) + ‖rϕ‖0,T |eϕ|1,∆(T ))
+C
∑
sj∈S
√
hsj
(‖Rj,σ‖0,sj |eu|1,∆(sj) + ‖Rj,D‖0,sj |eϕ|1,∆(sj))
≤ C

√∑
T
h2T‖ru‖20,T
√∑
T
|eu|21,∆(T ) +
√∑
sj∈S
hsj‖Rj,σ‖20,sj
√∑
sj∈S
|eu|21,∆(sj)
+
√∑
T
h2T‖rϕ‖20,T
√∑
T
|eϕ|21,∆(T ) +
√∑
sj∈S
hsj‖Rj,D‖20,sj
√∑
sj∈S
|eϕ|21,∆(sj)


≤ C˜

√∑
T
h2T‖ru‖20,T
√∑
T
|eu|21,T +
√∑
sj∈S
hsj‖Rj,σ‖20,sj
√∑
T
|eu|21,T
+
√∑
T
h2T‖rϕ‖20,T
√∑
T
|eϕ|21,T +
√∑
sj∈S
hsj‖Rj,D‖20,sj
√∑
T
|eϕ|21,T

 .
Dabei bezeichnet S die Menge aller Kanten sj im Finite-Element-Netz. Die letzte Unglei-
chung folgt dadurch, daß jedes Element T bei regula¨rer (insbesondere isotroper) Vernetzung
nur in beschra¨nkt vielen Mengen ∆(T ) bzw. ∆(sj) enthalten ist und somit bei der Sum-
mation vorkommt, die Gesamtsumme vergro¨ßert sich also ho¨chstens um einen konstanten
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Faktor. Damit kann man schließlich unter Beru¨cksichtigung der Deﬁnition der Normqua-
drate |.|1,Ω als Summen u¨ber die Normquadrate |.|1,T weiterscha¨tzen:
Jˆ(e) ≤ C˜

√∑
T
h2T‖ru‖20,T +
√∑
sj
hsj‖Rj,σ‖20,sj

 |eu|1,Ω
+C˜

√∑
T
h2T‖rϕ‖20,T +
√∑
sj
hsj‖Rj,D‖20,sj

 |eϕ|1,Ω
≤ C˜

√∑
T
h2T‖ru‖20,T +
√∑
sj
hsj‖Rj,σ‖20,sj

 1√
cmin
√
c˜(eu, eu)
+C˜

√∑
T
h2T‖rϕ‖20,T +
√∑
sj
hsj‖Rj,D‖20,sj

 1√
κmin
√
k(eϕ, eϕ)
≤ Cc

√∑
T
h2T‖ru‖20,T +
√∑
sj
hsj‖Rj,σ‖20,sj

√c˜(eu, eu) + k(eϕ, eϕ)
+Ck

√∑
T
h2T‖rϕ‖20,T +
√∑
sj
hsj‖Rj,D‖20,sj

√c˜(eu, eu) + k(eϕ, eϕ)
Hieraus folgt schließlich
J(e) ≤ Cc

√∑
T
h2T‖ru‖20,T +
√∑
sj
hsj‖Rj,σ‖20,sj

+Ck

√∑
T
h2T‖rϕ‖20,T +
√∑
sj
hsj‖Rj,D‖20,sj

 ,
was einem element- bzw. kantenweise und ausschließlich aus der FEM-Lo¨sung sowie den
gegebenen Daten bestimmbaren Fehlerscha¨tzer entspricht.
Aufgrund der von Verfu¨rth et. al. gezeigten Dominanz der Kantensprunganteile kann
man die Elementresiduen noch wegscha¨tzen und erha¨lt unter Nutzung der Beziehung
√
a+
√
b ≤
√
2
√
a + b
(folgt sofort durch Quadrieren und Beachtung von (
√
a−√b)2 ≥ 0) mit neuen Konstanten:
J2(e) ≤ c1
∑
sj
hsj
(
‖Rj,σ‖20,sj +
C2k
C2c
‖Rj,D‖20,sj
)
=: c1
∑
sj
(
η2j,σ + c2η
2
j,D
)
.
Dabei sind die Fehlerfunktionale ηj,∗ gema¨ß (3.9) sowie hsj = meas(sj) deﬁniert.
Durch die Gewichtung der Anteile hat man hier auch die je nach Einheitenwahl oft stark
verschiedenen Gro¨ßenordnungen der Materialparameter mit beru¨cksichtigt. Da es aber bei
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verschiedenen Materialien schon problematischer ist, Kanten an Materialgrenzen sinnvolle
Werte zuzuordnen, außerdem im Zusammenhang zwischen Fehlerfunktional J(e) und dem
H1-Fehler von e noch die Kornsche Ungleichung steckt, sichert man die Verringerung bei-
der Fehleranteile leichter durch die in (3.11) angegebenen logischen Verknu¨pfungen. Wenn
beide Fehleranteile um einen bestimmten Prozentsatz fallen, dann unabha¨ngig von der
Gewichtung auf jeden Fall auch der Gesamtfehler. Um zum Zwecke von Vergleichsbetrach-
tungen den Eﬀekt der Gewichtung auszublenden, deﬁnieren wir hier noch zusa¨tzlich mittels
Aufspaltung in beide Fehlerkomponenten Teilfunktionale:
J2σ =
∑
sj
η2j,σ , J
2
D =
∑
sj
η2j,D .
Fehlerscha¨tzer fu¨r inkompressible Elastizita¨t
Hier wird ebenfalls ein Residuumfehlerscha¨tzer benutzt, allerdings beschra¨nkt sich hier die
Auswertung auf die Kantenspru¨nge von σ · n, wobei auch der hydrostatische Druck u¨ber
die Bildung von σ gema¨ß Gleichung (2.18) mit einﬂießt. Man deﬁniert also fu¨r jede Kante
sj unter Beachtung von (3.6) eine Fehlergro¨ße
Rj =


Vσ(uh, ph) · nWsj sj innere Kante
σ(uh, ph) · n− ~g2 sj ⊂ ΓN
0 sj ⊂ ΓD .
(3.21)
und bildet daraus das Fehlerfunktional
η2j = meas(sj)
∫
sj
‖Rj‖2 ds . (3.22)
Mithilfe des gema¨ß (3.10) ermittelten Maximalwertes markiert man nun sj zur{
Verfeinerung
Vergro¨berung
}
falls
ηj
ηmax
{
groß
klein
}
ist.
3.4 Rotationssymmetrie bei piezoelektrischen Aufga-
ben
Zweidimensionale Probleme lassen sich mit der FEM erheblich einfacher, bei gleicher Ge-
nauigkeit auch mit drastisch geringerem Speicher- und Rechenaufwand lo¨sen als dreidi-
mensionale Probleme. Da der Raum um uns herum nun aber einmal dreidimensional ist,
stellen sich die meisten Probleme aus der Praxis auch in 3 Dimensionen. Rotationssymme-
trie stellt hierbei einen Spezialfall dar, in dem sich bestimmte dreidimensionale Probleme
auf eine Betrachtung im Zweidimensionalen zuru¨ckfu¨hren lassen. In diesem Abschnitt soll
die numerische Lo¨sung einer rotationssymmetrischen linear piezoelektrischen Aufgabe auf
eine modiﬁzierte Finite-Element-Rechnung im Zweidimensionalen zuru¨ckgefu¨hrt werden.
Dabei werden U¨berlegungen aus einem vom Autor erstellten Preprint [62] aufgegriﬀen und
erweitert.
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3.4.1 Grundlagen
Zylinderkoordinaten
Zur Betrachtung rotationssymmetrischer Probleme ist es sinnvoll, Zylinderkoordinaten zu
benutzen. Diese transformieren sich aus den kartesischen Koordinaten wie folgt:
r =
√
x2 + y2, φ = arctan
y
x
.
Umgekehrt gilt
x = r cos φ, y = r sin φ.
Die z-Koordinate bleibt bei der Transformation unberu¨hrt. Die Ableitungen transformieren
sich folgendermaßen:
∂f
∂x
=
∂r
∂x
∂f
∂r
+
∂φ
∂x
∂f
∂φ
=
x
r
∂f
∂r
− y
r2
∂f
∂φ
= cosφ
∂f
∂r
− sin φ
r
∂f
∂φ
, (3.23)
∂f
∂y
=
∂r
∂y
∂f
∂r
+
∂φ
∂y
∂f
∂φ
=
y
r
∂f
∂r
+
x
r2
∂f
∂φ
= sinφ
∂f
∂r
+
cosφ
r
∂f
∂φ
.
Rotationssymmetrische Gebiete
Sei Ω ⊂ R3 ein 3D-Gebiet, welches Rotationssymmetrie bezu¨glich der z-Achse erfu¨llt. Die-
ses Gebiet la¨ßt sich in Zylinderkoordinaten parametrisch darstellen als Ω = ω × [0, 2π],
wobei ω der erzeugende Gebietsquerschnitt in (r, z) ist. Zur Veranschaulichung siehe Ab-
bildung 3.3. Sei beispielsweise Ω ein Zylinder vom Radius R und z ∈ [0, H ]. Dann gilt
ω = [0, R]× [0, H ].
Ω
z
ω
Abbildung 3.3: Ein rotationssymmetrisches Gebiet mit erzeugendem Querschnitt
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3.4.2 Abgeleitete Gro¨ßen bei Rotationssymmetrie
Wir betrachten Rotationssymmetrie in dem Sinne, daß die Verschiebung eines Punktes nur
in radialer oder z-Richtung mo¨glich ist, das bedeutet eine Drehung des Ko¨rpers um die
Rotationsachse ﬁndet nicht statt. Fernerhin du¨rfen radiale und z-Verschiebung nicht vom
Winkel φ abha¨ngen. Fu¨r die Verschiebung u gilt daher:
ux = ur(r, z) cosφ ,
uy = ur(r, z) sinφ ,
uz = uz(r, z) .
Die partiellen Ableitungen nach den kartesischen Koordinaten berechnen sich wie folgt:
∂ux
∂x
=
∂ux
∂r
cosφ− ∂ux
∂φ
sin φ
r
=
∂ur
∂r
cos2 φ+
ur
r
sin2 φ ,
∂uy
∂y
=
∂uy
∂r
sinφ+
∂uy
∂φ
cosφ
r
=
∂ur
∂r
sin2 φ+
ur
r
cos2 φ ,
∂uz
∂z
=
∂uz
∂z
.
Mit analogen Rechnungen erha¨lt man
∂ux
∂y
=
∂uy
∂x
=
(
∂ur
∂r
− ur
r
)
sin φ cosφ ,
∂ux
∂z
=
∂ur
∂z
cosφ ,
∂uy
∂z
=
∂ur
∂z
sinφ ,
∂uz
∂x
=
∂uz
∂r
cos φ ,
∂uz
∂y
=
∂uz
∂r
sin φ .
Rotationssymmetrischer Verzerrungstensor
Mit diesen Ableitungstransformationen ist es mo¨glich, den dreidimensionalen Verzerrungs-
tensor ε(u) bzw. dessen Vektornotation wie folgt aufzuschreiben:
ε(u) :=


ε11
ε22
ε33
2ε12
2ε23
2ε13

 =


∂ux
∂x
∂uy
∂y
∂uz
∂z
∂ux
∂y
+ ∂uy
∂x
∂uy
∂z
+ ∂uz
∂y
∂ux
∂z
+ ∂uz
∂x


=


∂ur
∂r
cos2 φ+ ur
r
sin2 φ
∂ur
∂r
sin2 φ+ ur
r
cos2 φ
∂uz
∂z
2
(
∂ur
∂r
− ur
r
)
sin φ cosφ(
∂ur
∂z
+ ∂uz
∂r
)
sinφ(
∂ur
∂z
+ ∂uz
∂r
)
cos φ

 =: A1(φ)εˆ(u) (3.24)
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mit
A1(φ) =


sin2 φ cos2 φ 0 0
cos2 φ sin2 φ 0 0
0 0 1 0
−2 sinφ cosφ 2 sinφ cosφ 0 0
0 0 0 sinφ
0 0 0 cosφ

 , εˆ(u) :=


ur
r
∂ur
∂r
∂uz
∂z
∂ur
∂z
+ ∂uz
∂r

 .
Rotationssymmetrischer Potentialgradient
Das Potential ϕ ist im rotationssymmetrischen Fall eine vom Winkel φ unabha¨ngige skalare
Funktion ϕ(r, z), d.h. ∂ϕ
∂φ
= 0. Der Gradient in kartesischen Koordinaten ergibt sich also
zu
∇ϕ :=

∂ϕ∂x∂ϕ
∂y
∂ϕ
∂z

 (3.23)=

∂ϕ∂r cos φ∂ϕ
∂r
sinφ
∂ϕ
∂z

 =

cosφ 0sin φ 0
0 1

(∂ϕ∂r
∂ϕ
∂z
)
=: A2(φ)∇ˆϕ. (3.25)
Bemerkung 3.1 Eine hu¨bsche Eigenschaft der Matrizen A1(φ) und A2(φ) ist deren Spal-
tenorthogonalita¨t, d.h. man kann leicht nachrechnen
AT1 (φ)A1(φ) = I4, A
T
2 (φ)A2(φ) = I2.
Um die rotationssymmetrischen Bilinearformen zu bilden, ist es noch notwendig die Po-
lungsrichtung festzulegen. Soll diese im gesamten Gebiet echt konstant sein, bleibt bei
Rotationssymmetrie nur die Rotationsachse z u¨brig. Es existieren aber auch Anwendun-
gen z.B. in Hohlzylindern bzw. Ro¨hren, wo die Polung zwischen innerem und a¨ußerem
Rand, also in Radiusrichtung erfolgt. Aufgrund der Kru¨mmung liegt in diesem Fall nur
lokal transversalisotropes Verhalten vor. Im Folgenden wird zwischen axialer und radialer
Polung unterschieden, vergleiche Abbildung 3.4.
3.4.3 Integranden fu¨r die Bilinearformen bei Polung in axialer
Richtung
Verku¨rzte Notation: Im folgenden wird bei der Darstellung von Sinus- und Cosinuster-
men in Matrizen das Winkelargument teils weggelassen. Man denke sich in diesen Fa¨llen
cos := cosφ , sin := sinφ . (3.26)
Die dreidimensionalen Materialtensoren in Matrix-Vektor-Notation sehen hier folgender-
maßen aus:
Cax =


c11 c12 c13 0 0 0
c12 c11 c13 0 0 0
c13 c13 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c55 0
0 0 0 0 0 c55

 , B
ax =


0 0 e13
0 0 e13
0 0 e33
0 0 0
0 e61 0
e61 0 0

 , K
ax =

κ11 0 00 κ11 0
0 0 κ33


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Ω1
zP
Ω2
z
P(φ)
P(0)
Abbildung 3.4: Zylinder mit axialer und Hohlzylinder mit radialer Polung
mit c44 =
1
2
(c11 − c12).
Elastischer Teil c(u, v) Es gilt (mit dΩ = d(x, y, z)):
c(u, v) =
∫
Ω
ε(v) : C : ε(u)dΩ =
∫
Ω
(ε(v))TCax(ε(u))dΩ.
Rotationssymmetrie angewendet auf den Integranden fu¨hrt zu
(ε(v))TCax(ε(u)) = (εˆ(v))TAT1 (φ)C
axA1(φ)εˆ(u) =: (εˆ(v))
T Cˆ
ax
(φ)εˆ(u) mit
Cˆ
ax
(φ) = AT1 (φ)C
axA1(φ)
=


sin2 cos2 0 0
cos2 sin2 0 0
0 0 1 0
−2 sin cos 2 sin cos 0 0
0 0 0 sin
0 0 0 cos


T 
c11 sin
2+c12 cos
2 c11 cos
2+c12 sin
2 c13 0
c12 sin
2+c11 cos
2 c12 cos
2+c11 sin
2 c13 0
c13 c13 c33 0
(c12 − c11) sin cos (c11 − c12) sin cos 0 0
0 0 0 c55 sin
0 0 0 c55 cos


=


c11(sin
4+cos4+2 sin2 cos2) c12(sin
4+cos4+2 sin2 cos2) c13 0
c12(sin
4+cos4+2 sin2 cos2) c11(sin
4+cos4+2 sin2 cos2) c13 0
c13 c13 c33 0
0 0 0 c55(sin
2+cos2)


=


c11 c12 c13 0
c12 c11 c13 0
c13 c13 c33 0
0 0 0 c55

 .
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Das heißt, die transformierte Koeﬃzientenmatrix Cˆ
ax
entha¨lt keine Abha¨ngigkeiten mehr
vom Winkel φ und besteht aus der zweidimensionalen Koeﬃzientenmatrix C2D mit zusa¨tz-
licher erster Zeile und Spalte. U¨ber die zweidimensionalen Koeﬃzienten hinaus wird noch
zusa¨tzlich c12 beno¨tigt. Es gilt
c(u, v) =
∫ 2pi
0
∫
ω
(εˆ(v))T Cˆ
ax
εˆ(u) · r d(r, z)dφ = 2π
∫
ω
(εˆ(v))T Cˆ
ax
εˆ(u) · r d(r, z).
Integrand fu¨r piezoelektrische Kopplung b(ϕ, v)
(ε(v))T Bax∇ϕ = (εˆ(v))TAT1 (φ)BaxA2(φ)∇ˆϕ =: (εˆ(v))T Bˆ
ax
(φ)∇ˆϕ
Bˆ
ax
(φ) = AT1 (φ)B
axA2(φ)
=


sin2 cos2 0 0
cos2 sin2 0 0
0 0 1 0
−2 sin cos 2 sin cos 0 0
0 0 0 sin
0 0 0 cos


T 
0 e13
0 e13
0 e33
0 0
e61 sin 0
e61 cos 0

 =


0 e13
0 e13
0 e33
e61 0

 .
Somit ist auch Bˆ
ax
unabha¨ngig vom Winkel φ und keine zusa¨tzlichen Materialkonstanten
werden beno¨tigt. Die erste Zeile von B2D wird lediglich verdoppelt.
Integrand fu¨r dielektrischen Teil k(ϕ, ψ)
(∇ψ)T Kax∇ϕ = (∇ˆψ)T AT2 (φ)KaxA2(φ) ∇ˆϕ =: (∇ˆψ)T Kˆ
ax
(φ) ∇ˆϕ
Kˆ
ax
(φ) = AT2 (φ)K
axA2(φ)
=
(
cos sin 0
0 0 1
)κ11 cos 0κ11 sin 0
0 κ33

 = (κ11 0
0 κ33
)
.
Daraus folgt, auch Kˆ
ax
ist unabha¨ngig vom Winkel φ und entspricht dem zweidimensiona-
len K2D.
Zu beachten ist noch, daß bei der (numerischen) Integration jeweils die Funktionaldetermi-
nante r als zusa¨tzlicher Faktor einﬂießt. Implementierungstechnisch wird diese z.B. einfach
auf das Gaußgewicht aufmultipliziert.
3.4.4 Integranden fu¨r die Bilinearformen bei Polung in radialer
Richtung
Auch bei radialer Polung sollen die Materialmatrizen wieder geeignet verkleinert werden,
um verku¨rzte Verzerrungsvektoren und Potentialgradienten zu verwenden. Bevor aber ein
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Vorgehen analog zur axialen Polung (Abschnitt 3.4.3) mo¨glich ist, mu¨ssen die Materialma-
trizen bezu¨glich der kartesischen Koordinaten bekannt sein. Diese sind oﬀensichtlich vom
Winkel φ abha¨ngig, da sich die Polungsrichtung mit dem Winkel dreht. Durch Koordina-
tentransformation (Drehung des Koordinatensystems um φ) la¨ßt sich erreichen, daß die
Polungsrichtung in Richtung der gedrehten Achse x˜ zeigt.
x
x˜
y
y˜
φ
Die zum gedrehten Koordinatensystem geho¨rigen Materialmatrizen entstehen demnach
durch Zeilen- und Spaltentausch aus den entsprechenden Matrizen fu¨r Polung in 3-Richtung,
dabei sind die zu den 1- und 3- (respektive x- und z-) Komponenten von ε und∇ϕ geho¨ren-
den Spalten und Zeilen zu tauschen. Das fu¨hrt zu
C˜
rad
=


c33 c13 c13 0 0 0
c13 c11 c12 0 0 0
c13 c12 c11 0 0 0
0 0 0 c55 0 0
0 0 0 0 c44 0
0 0 0 0 0 c55

 , B˜
rad
=


e33 0 0
e13 0 0
e13 0 0
0 e61 0
0 0 0
0 0 e61

 , K˜
rad
=

κ33 0 00 κ11 0
0 0 κ11

 .
Die Umrechnung zwischen originalen und gedrehten Koordinaten erfolgt u¨ber

xy
z

 = QT (φ)

x˜y˜
z

 mit Q(φ) =

 cos(φ) sin(φ) 0− sin(φ) cos(φ) 0
0 0 1

 .
Daraus ergibt sich sofort
∇˜ϕ = Q(φ)∇ϕ (3.27)
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sowie nach umfangreicherer Rechnung
ε˜(u) :=


∂x˜ux˜
∂y˜uy˜
∂zuz
∂y˜ux˜ + ∂x˜uy˜
∂zuy˜ + ∂y˜uz
∂x˜uz + ∂zux˜

 = R(φ)ε(u) (3.28)
mit
R(φ) =


cos2(φ) sin2(φ) 0 cos(φ) sin(φ) 0 0
sin2(φ) cos2(φ) 0 − cos(φ) sin(φ) 0 0
0 0 1 0 0 0
−2 cos(φ) sin(φ) 2 cos(φ) sin(φ) 0 cos2(φ)− sin2(φ) 0 0
0 0 0 0 cos(φ) − sin(φ)
0 0 0 0 sin(φ) cos(φ)

 .
Nun ko¨nnte man aufgrund der Invarianz des Integranden unter Drehung des Koordinaten-
systems bei Rotationssymmetrie die elastische Materialmatrix in kartesischen Koordinaten
mittels
(ε(v))TCrad(φ)(ε(u)) = (ε˜(v))T C˜
rad
ε˜(u) = (ε(v))TRT (φ)C˜
rad
R(φ)ε(u)
als
Crad(φ) = RT (φ)C˜
rad
R(φ)
berechnen (a¨hnlich Brad(φ) sowie Krad(φ)), und schließlich mittels
Cˆ
rad
(φ) = AT2 (φ)C
rad(φ)A2(φ)
und entsprechenden Gleichungen die modiﬁzierten Materialmatrizen bestimmen. Diese
Rechnung ist aber ziemlich umsta¨ndlich und langwierig, es gibt noch einen alternativen
Weg.
Aus (3.24) und (3.28) ergibt sich
ε˜(u) =: A˜1(φ)εˆ(u) mit A˜1(φ) = R(φ)A1(φ) =


0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0
0 0 0 1

 .
Das bedeutet, A˜1(φ) ist vom Winkel unabha¨ngig! Analog fu¨hrt man (3.25) und (3.27)
zusammen:
∇˜ϕ =: A˜2(φ)∇ˆϕ mit A˜2(φ) = Q(φ)A2(φ) =

1 00 0
0 1

 .
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Mit diesen beiden vom Winkel φ unabha¨ngigen Matrizen berechnet man leicht
Cˆ
rad
= A˜T1 (φ)C˜
rad
A˜1(φ) =


c11 c13 c12 0
c13 c33 c13 0
c12 c13 c11 0
0 0 0 c55

 ,
Bˆ
rad
= A˜T1 (φ)B˜
rad
A˜2(φ) =


e13 0
e33 0
e13 0
0 e61

 ,
Kˆ
rad
= A˜T2 (φ)K˜
rad
A˜2(φ) =
(
κ33 0
0 κ11
)
.
Die Bilinearformen ergeben sich entsprechend zu
c(u, v) = 2π
∫
ω
(εˆ(v))T Cˆ
rad
εˆ(u) · r d(r, z) ,
b(ϕ, v) = 2π
∫
ω
(εˆ(v))T Bˆ
rad∇ˆϕ · r d(r, z) ,
k(ϕ, ψ) = 2π
∫
ω
((∇ˆψ)T Kˆrad∇ˆϕ · r d(r, z) .
3.4.5 Anpassung des Fehlerscha¨tzers
Der auf Kantenspru¨ngen basierende Fehlerscha¨tzer ist ebenfalls auf Rotationssymmetrie
anzupassen. Von Interesse sind hierbei die Gro¨ßen
σ · n (vektoriell) sowie D • n (skalar),
wobei n die Außennormale eines Elements bezeichnet.
Außennormale Die Außennormale n =
(
nx ny nz
)T
stellt sich im rotationssymmetri-
schen Fall, sowie unter Benutzung der in Abschnitt 3.4.2 eingefu¨hrten Bezeichnungen wie
folgt dar:
n =

nr cosφnr sin φ
nz

 =: A2(φ)n˜ mit n˜ = (nrnz
)
.
Spannungsteil σ · n Bekannt ist:
σ(u, ϕ) = C : ε(u)︸ ︷︷ ︸
σmech
+B · ∇ϕ︸ ︷︷ ︸
σel
.
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Die Spannung berechnet sich u¨ber die Vektorform
σ = C
6
· ε(u) +B · ∇ϕ .
Bei axialer Polung (bei radialer Polung ist die Herleitung etwa analog) besitzt diese folgende
Anteile:
σmech =


c11 sin
2+c12 cos
2 c11 cos
2+c12 sin
2 c13 0
c11 cos
2+c12 sin
2 c11 sin
2+c12 cos
2 c13 0
c13 c13 c33 0
(c12 − c11) sin cos (c11 − c12) sin cos 0 0
0 0 0 c55 sin
0 0 0 c55 cos

 · ε˜
=


ur
r
(c11 sin
2+c12 cos
2) + ur,r(c11 cos
2+c12 sin
2) + uz,zc13
ur
r
(c11 cos
2+c12 sin
2) + ur,r(c11 sin
2+c12 cos
2) + uz,zc13
(ur
r
+ ur,r)c13 + uz,zc33
(ur
r
(c12 − c11) + ur,r(c11 − c12)) sin cos
(ur,z + uz,r)c55 sin
(ur,z + uz,r)c55 cos

 ,
σel =


0 e13
0 e13
0 e33
0 0
e61 sin 0
e61 cos 0

 · ∇˜ϕ =


e13ϕ,z
e13ϕ,z
e33ϕ,z
0
e61ϕ,r sin
e61ϕ,r cos

 .
In Tensor-/Matrixform zuru¨ckgebracht folgt
σ · n = σ · A2(φ)︸ ︷︷ ︸
σ˜
·n˜
wobei geduldiges Ausrechnen ergibt:
σ˜ = A2(φ)σˆ mit σˆ =
(
c12
ur
r
+ c11ur,r + c13uz,z + e13ϕ,z c55ur,z + uz,r + e61ϕ,r
c55ur,z + uz,r + e61ϕ,r c13(
ur
r
+ ur,r) + c33uz,z + e33ϕ,z
)
.
Es gilt
‖σ · n‖2 = ‖σ˜ · n˜‖2 = ‖A2(φ)σˆ · n˜‖2 = n˜T σˆT AT2A2︸ ︷︷ ︸
I
σˆn˜ = ‖σˆ · n˜‖2.
Entsprechendes gilt auch fu¨r die Kantenspru¨nge, es genu¨gt daher mit den verkleinerten
Matrizen σˆ zu rechnen, wobei im Vergleich zur 2D-Rechnung lediglich die Anteile mit ur
r
auf der Hauptdiagonalen hinzukommen.
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Dielektrischer Verschiebungsteil D • n Etwa analog zum Spannungsteil, aber etwas
einfacher da ∇ϕ sowie D schon in Vektorform sind:
D(u, ϕ) = BT : ε−K∇ϕ = BT ε−K∇ϕ = BTA1(φ)ε˜−KA2(φ)∇˜ϕ
wobei sich wieder nachrechnen la¨ßt:
BTA1(φ) = A2(φ)Bˆ
T
, KA2(φ) = A2(φ)Kˆ
mit
Bˆ
T
=
(
0 0 0 e61
e13 e13 e33 0
)
, Kˆ =
(
k11 0
0 k33
)
.
Somit gilt
D = A2(Bˆ
T
ε˜− Kˆ∇˜ϕ︸ ︷︷ ︸
Dˆ
)
und daraus folgend die Zuru¨ckfu¨hrung auf die erweiterten zweidimensionalen Gro¨ßen:
D • n = DTn = DˆTAT2A2n˜ = DˆT n˜ .
Bemerkung 3.2 Die Zuru¨ckfu¨hrung von rotationssymmetrischen linearen Elastizita¨tspro-
blemen sowie Potentialproblemen auf zweidimensionale FEM sind in dem in diesem Ab-
schnitt beschriebenen Vorgehen als Spezialfa¨lle enthalten und ko¨nnen unter Einsetzung der
entsprechenden Materialparameter u¨bernommen werden.
3.4.6 Numerische Beispielrechnungen
Beispiel 3.1 Wir betrachten einen axial gepolten Vollzylinder vom Radius R = 1 und
Ho¨he H = 2. Dieser ist am unteren Rand (Boden) fest eingespannt und geerdet (homogene
Dirichletbedingung fu¨r u und ϕ bei z = 0). Auf die Deckfla¨che (z = 2) wirkt eine konstante
Fla¨chenkraft senkrecht nach unten, der Rest des Randes wird als kra¨ftefrei und wie auch
die Deckfla¨che als ladungsfrei angenommen.
Adaptive Rechnung mit quadratischen Viereckselementen bis zur U¨berschreitung von 2500
Knoten liefert die in Abbildung 3.5 im Erzeugendenquerschnitt ω dargestellten Verla¨ufe
von Verschiebung und Potential.
Das adaptiv verfeinerte Netz sowie die zugeho¨rigen Iterationszahlen zeigt Abbildung 3.6.
Beispiel 3.2 Als weiteres Beispiel betrachten wir einen axial gepolten Hohlzylinder mit
innerem Radius Ri = 1, a¨ußerem Radius Ra = 2 und Ho¨he H = 2. Die Randbedingungen
werden analog wie im Beispiel 3.1 gesetzt (feste Einspannung und Erdung am unteren
Bodenrand, senkrechte Druckkraft auf Deckfla¨chenring).
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Abbildung 3.5: Radiale und axiale Verschiebung sowie elektrisches Potential mit Isolinien
im druckbelasteten Vollzylinder
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Abbildung 3.6: Verformtes Netz sowie Iterationszahlen beim druckbelasteten Vollzylinder
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Abbildung 3.7: Radiale und axiale Verschiebung sowie elektrisches Potential mit Isolinien
im druckbelasteten Hohlzylinder
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Abbildung 3.8: Verformtes Netz sowie Iterationszahlen beim druckbelasteten Hohlzylinder
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Eine adaptive Rechnung bis zur U¨berschreitung von 2500 Knoten liefert die in Abbildung
3.7 im Erzeugendenquerschnitt dargestellten Verla¨ufe von Verschiebung und Potential.
Das adaptiv verfeinerte Netz sowie die zugeho¨rigen Iterationszahlen zeigt Abbildung 3.8.
Auﬀa¨llig ist eine leichte Ausbeulung des Hohlzylinders nach innen nahe des unteren Ran-
des, wa¨hrend sich mit zunehmender Ho¨he der gesamte Hohlzylinder nach außen verformt.
Der Fehlerscha¨tzer erkennt auch richtig die im Unterschied zum Vollzylinder vorhandene
innere Ecke (innerer Rand des Bodenkreisrings) mit Randbedingungswechsel und bewirkt
dort eine etwas spa¨ter als an der a¨ußeren Ecke einsetzende, aber doch deutliche lokale
Netzverfeinerung. Die Iterationszahlen steigen u¨berraschenderweise im Hohlzylinderbei-
spiel wesentlich weniger stark an als im Vollzylinderbeispiel. Eventuell ist dies der dort
vorhandenen impliziten Restriktion am
”
Rand“ r = 0 geschuldet, welcher nur Rand des
Rechengebietes aber nicht des betrachteten Ko¨rpers ist und in welchem die verwendeten Zy-
linderkoordinaten eine Singularita¨t aufweisen. Dies wu¨rde auch die physikalisch unsinnigen
im Bereich
”
numerischen Schmutzes“ liegenden negativen ausgerechneten Radialverschie-
bungen im Vollzylinderbeispiel erkla¨ren. Aus den semilogarithmischen Darstellungen der
Abbildungen 3.6 und 3.8 ist allerdings zu erkennen, daß in der Tendenz lediglich ein lo-
garithmisches Anwachsen der Iterationszahlen bezu¨glich der Knotenanzahl zu verzeichnen
ist, was der Theorie nach mit den verwendeten Vorkonditionierern (Hierarchische Basen
nach Yserentant) auch zu erwarten ist.
Zur besseren Veriﬁkation der rotationssymmetrischen 2D-FEM-Berechnung konnte zum
Vergleich eine vor kurzem von J.Gla¨nzel auf lineare Piezoprobleme erweiterte Imple-
mentierung einer echten 3D-FEM mit Quaderelementen [22] herangezogen werden. Die
durchgefu¨hrten Vergleichsrechnungen liefern dabei eine weitgehende U¨bereinstimmung der
numerischen Ergebnisse und zeigen gleichzeitig den in Gro¨ßenordnungen niedrigeren Re-
chenaufwand der 2D-rotationssymmetrischen Variante bei vergleichbarer Genauigkeit. Die
Ergebnisse der dreidimensionalen Rechnung zeigen fu¨r den Vollzylinder die Abbildung 3.10
sowie fu¨r den Hohlzylinder die Abbildung 3.11. Die radiale Verschiebung kann hier mit der
vorhandenen Graﬁkroutine nicht separat dargestellt werden, allerdings entsprechen die Ma-
ximalwerte der radialen Verschiebung am Rand gerade der maximalen x-Verschiebung am
Rand, was an den Max/Min-Werten der Skala zumindest in den ersten beiden signiﬁkanten
Stellen mit den Werten aus der 2D-rotationssymmetrischen Rechnung u¨bereinstimmt. Noch
besser ersichtlich ist die (gena¨herte) U¨bereinstimmung mit der zweidimensionalen Rechung
an Schnittbildern mit Darstellung des zweidimensionalen Erzeugendenquerschnittes aus der
3D-Rechnung heraus. Die entsprechenden Bilder inklusive Isolinien fu¨r radiale sowie axiale
Verschiebung beﬁnden sich in Abbildung 3.9. Im Vergleich mit den korrespondierenden Bil-
dern in den Abbildungen 3.5 und 3.7 ergeben sich kaum sichtbare Unterschiede, lediglich
durch das gro¨bere Netz im 2D-Schnitt der 3D-Rechnung bedingt besitzen beispielswei-
se einige Isolinien von ur im Hohlzylinderbeispiel einen groben, nur wenig abgerundeten
Verlauf.
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Abbildung 3.9: Verschiebung in Radiusrichtung sowie axial im Erzeugendenquerschnitt, bei
3D-Rechnung vom druckbelasteten Vollzylinder und Hohlzylinder
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Abbildung 3.10: Verschiebung in x-Richtung sowie axial (z-Richtung), Potentialverteilung
sowie deformiertes Netz nach adaptiver Verfeinerung bei 3D-Rechnung druckbelasteter
Vollzylinder
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Abbildung 3.11: Verschiebung in x-Richtung sowie axial (z-Richtung), Potentialverteilung
sowie deformiertes Netz nach adaptiver Verfeinerung bei 3D-Rechnung druckbelasteter
Hohlzylinder
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Kapitel 4
Lo¨ser und Vorkonditionierung
4.1 Modifizierter Bramble-Pasciak-CG
Die FEM-Diskretisierung einer Variationsformulierung (2.20) fu¨hrt mit Unbekanntenvek-
toren u ∈ RNu sowie p ∈ RNp auf ein Gleichungssystem der Struktur analog zu (3.2):(
C B
BT −K
)(
u
p
)
=
(
f
g
)
, (4.1)
wobei im Fall inkompressibler Elastizita¨tsprobleme g = 0 ist. Neben den in dieser Arbeit
genauer betrachteten Problemklassen fu¨hren auch noch weitere Aufgabenstellungen auf
eine Gleichungssystemstruktur (4.1), etwa die Erweiterung nahezu inkompressibler Elasti-
zita¨t auf große Verzerrungen [14] oder poroelastisches Materialverhalten [23].
Die Matrizen C und K und somit auch die gesamte Systemmatrix A =
(
C B
BT −K
)
sind
dabei symmetrisch. Wa¨hrend C außerdem positiv deﬁnit ist, ist K positiv semideﬁnit,
wobei sowohl verschwindendes K als auch positive Deﬁnitheit auftreten ko¨nnen. Die Ge-
samtmatrix A ist nicht deﬁnit, da xTAx ≤ 0 fu¨r x =
(
0
q
)
. Der gewo¨hnliche CG kann
damit nicht zur Lo¨sung angewendet werden. Als Ausweg fu¨hrten Bramble und Pasciak
einen Lo¨ser fu¨r Sattelpunktprobleme ein ([9]), dieser nutzt die speziellen Blockstrukturen
aus und wird als Bramble-Pasciak-CG bezeichnet. Wir betrachten eine Erweiterung von
Meyer und Steidten [41], welche ein nichtverschwindendes K zula¨ßt. Der modiﬁzierte
Bramble-Pasciak-CG transformiert das Gleichungssystem durch Multiplikation von links
mit einer Matrix
K =
(
C−10 O
δB−10 B
TC−10 −γδB−10
)
,
wobei γ und δ positive Parameter sind,C0 ein Vorkonditionierer fu¨rC sowie B0 ein weiterer
Vorkonditionierer fu¨r das inexakte Schurkomplement
S = BTC−10 B+ γK
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ist. Die neue Systemmatrix ist damit
A = KA =
(
C−10 C C
−1
0 B
δB−10 B
T (C−10 C− γI) δB−10 S
)
.
An den Parameter γ wird die Beschra¨nkung gestellt, daß C − γC0 positiv deﬁnit bleibt.
Außerdem sollen beide Vorkonditionierer C0 und B0 symmetrisch sein. Dann ist A sym-
metrisch und positiv deﬁnit in einem speziellen Skalarprodukt 〈., .〉, welches bei Benutzung
der Blockschreibweise
x =
(
u
p
)
, y =
(
v
q
)
deﬁniert ist durch
〈x,y〉 := ((C− γC0)u,v) + (δ−1B0p,q) =: 〈u,v〉o + 〈p,q〉u , (4.2)
dabei bezeichnet (., .) das u¨bliche euklidische Skalarprodukt im RNu bzw. RNp .
Der modiﬁzierte Bramble-Pasciak-CG entspricht dem u¨blichen CG mit A und 〈., .〉, wo-
bei die (blockweise) Vorkonditionierung gleich enthalten ist. Zu beachten ist, daß fu¨r die
u¨blicherweise benutzten Multilevel-Vorkonditionierer lediglich die Multiplikation mit C−10
implementierbar ist, nicht aber direkt mit C0. Es ergibt sich folgender
Algorithmus 4.1 (Modifizierter Bramble-Pasciak-CG)
1. Setup:
• r(0) = Cu+Bp− f
• w(0) = C−10 r(0)
• r = BTu−Kp− g
• r(0) = BTw(0) − γr
• w(0) = B−10 r(0)
• s(0) = δw(0)
• s(0) = w(0) , q(0) = Cs(0)
• W = 〈w,w〉 = (q(0), w(0))− γ(r(0), w(0)) + δ(r(0), w(0))
• Dabei Test ob (q(0), w(0))− γ(r(0), w(0)) > 0, ansonsten γ verkleinern.
• abbr = ε2aW
2. Iteration:
• u = q +Bs
• v = C−10 u
• v = BT (v − γs) + γKs
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• Berechne 〈As, s〉 = (q, v)− γ(u, s) + (s, v)
• α = − W
〈As,s〉
– u = u+ αs
– r = r + αu
– w = w + αv
– p = p+ αs
– r = r + αv
– w = B−10 r
• Walt =W
• v = Cw
• W = 〈w,w〉 = (w, v)− γ(w, r) + δ(w,w)
• Falls (w, v)− γ(w, r) ≤ 0 verkleinere γ und zuru¨ck zu 1.
Falls W ≤ abbr beende Iteration, Lo¨sung (u,p)T
• β = W
Walt
– s = w + βs
– q = v + βq
– v = δw
– s = v + βs
Die Zwischentests bei der Bildung des Residuumquadrats 〈w,w〉 ko¨nnen bei zu groß gewa¨hl-
tem Parameter γ eine Verletzung der positiven Deﬁnitheit von C − γC0 aufdecken, da
immer r = C0w gilt und somit ((C − γC0)w,w) auf Nichtnegativita¨t getestet wird. Der
maximal zula¨ssige Wert von γ entspricht dem kleinsten Eigenwert von C−10 C und ha¨ngt
damit vom verwendeten Vorkonditionierer, aber auch von der Problemstellung u¨ber die
Steiﬁgkeitsmatrix C ab.
4.2 Wahl geeigneter Parameter
Die in diesem Abschnitt gefu¨hrten U¨berlegungen und numerischen Beispiele sind zum
gro¨ßeren Teil einem Preprint entnommen, welches im Zuge der Projektbearbeitung am
Sonderforschungsbereich 393 entstanden ist [42].
4.2.1 Abscha¨tzung mithilfe von Teilmatrizen
Um den modiﬁzierten Bramble-Pasciak-CG verwenden zu ko¨nnen, sind 2 grundlegende
Herausforderungen zu bewa¨ltigen:
• Finden geeigneter Vorkonditionierer,
• Wahl geeigneter Parameter.
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Vom Vorkonditionierer C0 fordert man die Eigenschaft
µ(C0u,u) ≤ (Cu,u) ≤ µ(C0u,u) ∀u ∈ RNu (4.3)
mit positiven Konstanten µ und µ, welche ein mo¨glichst kleines Verha¨ltnis µ/µ aufweisen.
Zur Erhaltung der positiven Deﬁnitheit ist somit eine Wahl γ < µ erforderlich. Ziel ist es
eine mo¨glichst gu¨nstige Konditionszahl von A zu erreichen, deshalb wurden zum Einﬂuß
von γ und δ auf κ(A) Untersuchungen durchgefu¨hrt. Eine Spektralabscha¨tzung zwischen
A und dem Blockdiagonalteil von A liefert folgendes Lemma aus [41]:
Lemma 4.1 Definiere
M :=
(
C−10 C O
O δB−10 S
)
.
als Blockdiagonale von A. Gilt (4.3) fu¨r den Vorkonditionierer C0, so existieren positive
Konstanten α und α, mit denen die folgenden Ungleichungen erfu¨llt sind:
α〈Mx,x〉 ≤ 〈Ax,x〉 ≤ α〈Mx,x〉 . (4.4)
Beweis: Der Beweis dieses Lemmas wird in [41] u¨ber Spektralu¨berlegungen gefu¨hrt, man
schaut sich dazu die Matrix
M−1A =:
(
I E
F T I
)
an, wobei E = C−1B sowie F T = S−1BT (C−10 C− γI) sind. Die Eigenwerte λ ∈ σ(M−1A)
sind 1 oder haben die Struktur
λ = 1±
√
λ′′ mit λ′′ ∈ σ(F TE) .
Der Spektralradius von F TE la¨ßt sich wiederum abscha¨tzen durch
ρ(F TE) ≤ ρ(I − γC−1C0) ,
mithilfe von (4.3) und daraus folgend σ(C−10 C) ⊂ [µ, µ] fu¨hrt das zu ρ(F TE) ≤ 1− γµ und
schließlich zur Abscha¨tzung (4.4) mit
α = 1−
√
1− γ
µ
und α = 1 +
√
1− γ
µ
.
2
Bemerkung 4.1 Somit ha¨ngen α und α lediglich vom Verha¨ltnis ξ := γ
µ
ab. Die beste
Abscha¨tzung wird demnach bei einer Wahl von γ nahe des maximal zula¨ssigen Wertes
erreicht, zur Bewahrung der positiven Definitheit von C− γC0 gilt die Begrenzung γ < µ.
Die Konditionszahl von A la¨ßt sich abscha¨tzen durch
κ(A) ≤ κ(M)1 +
√
1− ξ
1−√1− ξ = κ(M)
(1 +
√
1− ξ)2
ξ
= κ(M)2− ξ + 2
√
1− ξ
ξ
≤ (4
ξ
−1)κ(M) .
65
Ziel ist es nun, die Kondition von M mo¨glichst klein zu halten, um die Kondition von A
zu beschra¨nken.
Fu¨r das Spektrum von M gilt aufgrund der Blockdiagonalstruktur:
σ(M) = σ(C−10 C) ∪ σ(δB−10 S) = σ(C−10 C) ∪ δσ(B−10 S).
Der Parameter δ skaliert also das Spektrum des unteren Blockes gegenu¨ber dem oberen
Block. Um im CG eine schnelle Konvergenz zu erreichen mo¨chten wir mittels geschickter
Wahl von δ nun die beiden Blockspektren mo¨glichst ineinanderschieben, damit die Kondi-
tion der Gesamtmatrix mo¨glichst klein bleibt. Fernerhin bezeichnen wir mit λmin(T ) und
λmax(T ) den kleinsten bzw. gro¨ßten Eigenwert einer positiv deﬁniten Matrix T . Wir be-
trachten nun die Blo¨cke von M bezu¨glich der in (4.2) deﬁnierten Skalarprodukte. Es ist
leicht einzusehen, daß C−10 C im Skalarprodukt 〈., .〉o selbstadjungiert ist, da gilt:
〈C−10 Cu,v〉o = ((C− γC0)C−10 Cu,v) = ((CC−10 C− γC)u,v)
= (CC−10 (C− γC0)u,v) = ((C− γC0)u,C−10 Cv)
= 〈u,C−10 Cv〉o ∀u,v ∈ RNu .
Analog ist B−10 S wie auch δB
−1
0 S bezu¨glich 〈., .〉u selbstadjungiert, hier gilt mit der oﬀen-
sichtlichen Symmetrie des Schurkomplementes S bezu¨glich (., .):
〈δB−10 Sq,q〉u = (Sq,q) = (q,Sq) = (δ−1B0q, δB−10 Sq) = 〈q, δB−10 Sq〉u .
Bekanntlich gilt somit die folgende Beziehung zwischen den Rayleigh-Quotienten und den
Eigenwerten:
λmin(C
−1
0 C) ≤ Ro(x) := 〈C
−1
0
Cx,x〉o
〈x,x〉o
≤ λmax(C−10 C) , (4.5)
λmin(B
−1
0 S) ≤ Ru(q) := 〈B
−1
0
Sq,q〉u
〈q,q〉u
≤ λmax(B−10 S) . (4.6)
Unter der Bedingung, daß C0 und B0 gute Vorkonditionierer fu¨r die Matrizenblo¨cke C
bzw. S sind, sind die Konditionszahlen
κ(C−10 C) =
λmax(C
−1
0 C)
λmin(C
−1
0 C)
sowie κ(B−10 S) =
λmax(B
−1
0 S)
λmin(B
−1
0 S)
im wesentlichen von der Gro¨ßenordnung O(1). Unmittelbar folgt daraus aber auch fu¨r das
Verha¨ltnis zwischen Rayleigh-Quotienten prinzipiell beliebiger Vektoren u,v ∈ RNu 6= 0
bzw. p,q ∈ RNp 6= 0:
Ro(u)
Ro(v)
≤ κ(C−10 C),
Ru(p)
Ru(q)
≤ κ(B−10 S),
so daß der Quotient zwischen Rayleigh-Quotienten zu verschiedenen nichtverschwindenden
Vektoren immer von der Gro¨ßenordnung O(1) ist.
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4.2.2 Konditionsbeschra¨nkung mittels Parameterwahl
Die Kondition der Blockdiagonalmatrix M ergibt sich aus der Vereinigungsmenge der
Eigenwerte von C−10 C und δB
−1
0 S:
κ(M) = max(λmax(C
−1
0 C), δ · λmax(B−10 S))
min(λmin(C
−1
0 C), δ · λmin(B−10 S))
. (4.7)
Angenommen, wir wu¨rden δ so wa¨hlen, daß λmin(C
−1
0 C) = δλmin(B
−1
0 S) ist. Dann folgt
aus obiger Formel sofort
κ(M) = max(κ(C−10 C), κ(B−10 S)) .
Hier werden die Spektren der Blo¨cke so ineinandergeschoben, daß der untere Rand u¨ber-
einstimmt. Die gleiche Abscha¨tzung ergibt sich auch, wenn man stattdessen λmax(C
−1
0 C) =
δλmax(B
−1
0 S) fordert, oder aber
λmax(C
−1
0 C)
{
+
·
}
λmin(C
−1
0 C) = δλmax(B
−1
0 S)
{
+
·
}
δλmin(B
−1
0 S)
setzt, was eine Aufeinanderschiebung des oberen Spektrumrandes bzw. der (arithmetischen
oder geometrischen) Spektrenmittelpunkte bedeutet. Veranschaulicht werden die beschrie-
benen Situationen in Abb. 4.1, wobei T1 und T2 die Matrizen C
−1
0 C und δB
−1
0 S derart
bezeichnen, daß κ(T1) ≥ κ(T2) gilt. Dabei wird mit σ(Ti) die konvexe Hu¨lle von σ(Ti)
bezeichnet. Das Problem liegt nun darin, daß wir δ nicht einfach nach einer der beschrie-
σ(T1) σ(T1) σ(T1)
σ(T2) σ(T2) σ(T2)
s
s
Abbildung 4.1: Spektrenschachtelung bei optimaler Wahl von δ
benen Varianten wa¨hlen ko¨nnen, da wir die extremalen Eigenwerte von C−10 C sowie B
−1
0 S
von vorneherein nicht kennen. Wir wissen aber, daß beliebig gewa¨hlte Rayleigh-Quotienten
immer innerhalb der Spektrumsgrenzen liegen. Wa¨hlen wir einen Vektor in Blockaufteilung
y =
(
v
q
)
, 0 6= v ∈ RNu , 0 6= q ∈ RNp0, und wa¨hlen wir δ so, daß Ro(v) = δRu(q) ist,
so ergibt sich mittels (4.5),(4.6) sofort:
Ro(v) ∈ [λmin(C−10 C), λmax(C−10 C)] , Ru(q) ∈ [λmin(δB−10 S), λmax(δB−10 S)] .
Immerhin haben wir die Tatsache, daß bei guter Vorkonditionierung λmin und λmax jeweils
”
nah beieinanderliegen“, die Wahl von
δ =
Ro(v)
Ru(q)
(4.8)
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fu¨hrt also schon einmal in die richtige Gro¨ßenordnung. Wir erhalten mit diesem δ nun
eine Abscha¨tzung fu¨r die Kondition von M. In Gleichung (4.7) ko¨nnen wir dazu eine
Fallunterscheidung durchfu¨hren:
• λmin(C−10 C) ≤ δλmin(B−10 S)
⇒ κ(M) = max
(
λmax(C
−1
0 C)
λmin(C
−1
0 C)
,
δλmax(B
−1
0 S)
λmin(C
−1
0 C)
)
(4.8)
= max
(
κ(C−10 C),
Ro(x)λmax(B
−1
0 S)
Ru(q)λmin(C
−1
0 C)
)
(4.5),(4.6)
≤ max
(
κ(C−10 C),
λmax(C
−1
0 C)λmax(B
−1
0 S)
λmin(B
−1
0 S)λmin(C
−1
0 C)
)
= max(κ(C−10 C), κ(C
−1
0 C)κ(B
−1
0 S))
κ(.)≥1
= κ(C−10 C)κ(B
−1
0 S).
• λmin(C−10 C) > δλmin(B−10 S)
⇒ κ(M) = max
(
λmax(C
−1
0 C)
δλmin(B
−1
0 S)
,
δλmax(B
−1
0 S)
δλmin(B
−1
0 S)
)
(4.8)
= max
(
Ru(q)λmax(C
−1
0 C)
Ru(q)Ro(x)λmin(B
−1
0 S)
, κ(B−10 S)
)
(4.5),(4.6)
≤ max
(
λmax(B
−1
0 S)λmax(C
−1
0 C)
λmin(C
−1
0 C)λmin(B
−1
0 S)
, κ(B−10 S)
)
= max(κ(C−10 C)κ(B
−1
0 S), κ(B
−1
0 S))
= κ(C−10 C)κ(B
−1
0 S).
Die graﬁsche Veranschaulichung dieses Sachverhaltes liefert Abb. 4.2.
σ(T1)
σ(T2)
s
s
Abbildung 4.2: Spektrenu¨berlappung mittels einfacher Wahl von δ
Lediglich durch Berechnung je eines oberen und unteren Rayleigh-Quotienten la¨ßt sich da-
mit absichern, daß die Kondition vonM das Produkt der Konditionszahlen der Blo¨cke nicht
u¨bersteigt. Sind die verwendeten Vorkonditionierer hinreichend gut (d.h. κ(C−10 C), κ(B
−1
0 S)
jeweils O(1)), so ist bei Wahl von δ vermo¨ge (4.8) auch κ(M) von der Gro¨ßenordnung
O(1), wobei allerdings die Konstanten im ungu¨nstigsten Fall multipliziert werden. Selbst
eine logarithmische Abha¨ngigkeit der Kondition von N via
κ(C−10 C) = O((ln(Nu))k), κ(B−10 S) = O((ln(Nu))l)
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fu¨hrt fu¨r die Gesamtkondition auf eine lediglich logarithmische Abha¨ngigkeit
κ(M) ≤ O((ln(N))k+l).
4.2.3 Berechnung der Rayleighquotienten
Eine Problematik ist nun noch die Berechnung von Ro bzw. Ru. Wir haben ja z.B. im Fall
von Hierarchische-Basen oder anderen Multilevel-Vorkonditionierungen den Vorkonditio-
nierer C0 nicht direkt vorliegen, sondern ko¨nnen nur einen gegebenen Vektor mit C
−1
0 mul-
tiplizieren. Es besteht aber die Mo¨glichkeit, u¨ber Umformungen berechenbare Ausdru¨cke
zu erhalten:
Ro(v) =
〈C−10 Cv,v〉o
〈v,v〉o =
((C− γC0)C−10 Cv,v)
((C− γC0)v,v)
=
((CC−10 C− γC)C−
1
2
0 y,C
− 1
2
0 y)
((C− γC0)C−
1
2
0 y,C
− 1
2
0 y)
←− v =: C−
1
2
0 y
=
(((C
− 1
2
0 CC
− 1
2
0 )
2 − γC−
1
2
0 CC
− 1
2
0 )y, y)
((C
− 1
2
0 CC
− 1
2
0 − γI)y, y)
=
(C˜(C˜− γI)y, y)
((C˜− γI)y, y) ←− C˜ := C
− 1
2
0 CC
− 1
2
0
=
(C˜(C˜− γI) 12 y, (C˜− γI) 12 y)
((C˜− γI) 12y, (C˜− γI) 12y) ←− C˜, (C˜− γI)
1
2 vertauschbar
=
(C˜z, z)
(z, z)
=
(CC
− 1
2
0 z,C
− 1
2
0 z)
(z, z)
←− z := (C˜− γI) 12y
=
(CC−10 w,C
−1
0 w)
(C−10 w,w)
←− z =: C−
1
2
0 w
Die Vertauschbarkeit von C˜ und (C˜− γI) 12 = f(C˜) ist klar aufgrund der Eigenzerlegung
der Matrixfunktion (C˜ symmetrisch).
Damit la¨sst sich also tatsa¨chlich Ro berechnen, da wir lediglich Vektoren mit C bzw. C
−1
0
multiplizieren mu¨ssen:
Ro =
(Cs, s)
(s,w)
mit s = C−10 w. (4.9)
Fu¨r den unteren Teil gilt
Ru(q) =
〈B−10 Sq,q〉u
〈q,q〉u =
(δ−1Sq,q)
(δ−1B0q,q)
=
(Sq,q)
(B0q,q)
.
Wenn wirB0 direkt kennen (z.B. Diagonalvorkonditionierung fu¨r die Massenmatrix) ko¨nnen
wir somit direkt Ru berechnen, ansonsten folgt mit q = B
−1
0 r die A¨quivalenz
Ru =
(Sq,q)
(B0q,q)
=
(SB−10 r,B
−1
0 r)
(B−10 r, r)
. (4.10)
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4.2.4 Numerische Experimente
Mit dem fu¨r zweidimenensionale gemischte Elastizita¨tsprobleme erstellten Experimental-
programm SPC-Pm2AdMix wurden einige Testrechnungen durchgefu¨hrt, um an Beispielen
die Auswirkung der Parameterwahl zu testen.
Beispiel 4.1 Als erstes Beispiel wurde hier ein Quadrat Ω = [0, 4]2 aus normal elasti-
schem Material (z.B. Stahl) genommen, in welchem ein kleineres Quadrat Ω2 = [1, 3]
2 aus
einem inkompressiblen Material eingelassen ist. Unten (y = 0) ist ein Dirichletrand mit
Verschiebung 0 vorgegeben, wa¨hrend auf einem Teil des oberen Randes (x ∈ [1, 3], y = 4)
in y-Richtung eine konstante Kraft t wirkt. Volumenkra¨fte werden als 0 angenommen. An-
ordnung und Materialparameter siehe auch Abbildung 4.3.
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Abbildung 4.3: Graﬁsche Veranschaulichung von Beispiel 4.1
Die Iterationszahlen im CG bei Wahl verschiedener Werte fu¨r δ (Dreieckselementen mit
globaler Rot-Gru¨n-Verfeinerung bis zu 3 Leveln) zeigt Abbildung 4.4. Mit eingezeichnet
ist das Ergebnis bei automatischer Wahl von δ vermo¨ge (4.8), welches hier je nach Ver-
feinerungslevel Werte in der Gro¨ßenordnung um 30000 annimmt. Dieser δ−Bereich ist im
Diagramm zur leichteren Erkennbarkeit durch senkrechte Linien eingegrenzt. Dabei wurden
als Ausgangsvektoren fu¨r die Berechnung mittels (4.9),(4.10) Vektoren aus lauter Einsen
gewa¨hlt. Das Diagramm zeigt einen relativ chaotischen Verlauf der Iterationszahlen fu¨r
”
kleines“ δ (etwa δ < 100), was im konkreten Beispiel sicherlich damit zusammenha¨ngt,
daß hier bei δ ≤ 3000 in manchen Verfeinerungsschritten aufgrund der konkreten Imple-
mentierung der Wert von γ zwischendurch von 0.01 auf 0.001 abgesenkt wurde, wobei
die aktuelle Iterierte als neue Startna¨herung benutzt wurde und so vermutlich schlechtere
Kondition und ein kleineres Abbruchresiduum vorlag. Etwa analog ist das Ergebnis bei
Vierecksvernetzung (Teilung mit ha¨ngenden Knoten), siehe dazu auch Abbildung 4.5.
Testweise wurde auf einer leistungsfa¨higen Maschine einmal mit adaptiver Verfeinerung
bis zur U¨berschreitung von 10000 Knoten gerechnet. Die dabei aufgelaufenen PCG-Zeiten
verdeutlicht Abbildung 4.6.
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Abbildung 4.4: Iterationszahlen in Beispiel 4.1 bei Dreiecksvernetzung
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Abbildung 4.5: Iterationszahlen in Beispiel 4.1 bei Vierecksvernetzung
Der Eﬀekt abnehmender Iterationszeiten bei δ < 1 motiviert eine genauere Betrachtung,
da dort in einzelnen Verfeinerungsschritten durchaus hohe Iterationszahlen auftreten und
es sich somit um ein scheinbar instabiles Konvergenzverhalten handelt. Fernerhin stellt
sich die Frage, ob bei sehr kleinem (und evtl. auch sehr großem) δ u¨berhaupt Konvergenz
gegen eine sinnvolle Lo¨sung stattﬁndet. Unterscheiden sich na¨mlich die Diagonalblo¨cke der
Gesamtmatrix A in der Gro¨ßenordnung um mehr als ε2 (wobei ε das Abbruch-Epsilon
darstellt), so lo¨st der PCG nur mit dem oberen (oder unteren) Teil der Gesamtmatrix. Bei
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Abbildung 4.6: PCG-Zeiten in Beispiel 4.1 bei Dreiecksvernetzung mit rot-gru¨ner Verfei-
nerung sowie ha¨ngenden Knoten
einem Unterschied in der Na¨he von ε2 wird der andere Teil zwar nicht komplett wegska-
liert, verliert aber an Gewicht und somit an Genauigkeit in der Lo¨sung. Wird also durch
kleines δ der untere Matrixteil nur schwach gewichtet, wirkt hauptsa¨chlich die sehr gute
hierarchische Vorkonditionierung des oberen Teils, was eine beschleunigte Konvergenz er-
kla¨rt. Bei Wahl von δ u¨ber Rayleighquotienten oder eines in der gleichen Gro¨ßenordnung
ist in diesem Beispiel erfreulicherweise nur ein moderates Wachstum der Iterationszahlen
mit steigenderder Knotenzahl festzustellen (bei adaptiver rot-gru¨ner Verfeinerung rund 80
Iterationen beim Start mit 81 Knoten, rund 120 It. bei 1000 Knoten, etwa 200 It. bei 10000
Knoten). Etwa vergleichbar ist die Situation bei totaler Verfeinerung: rund 150 Iterationen
in Level 3 (4225 Knoten), 180 Iterationen in Level 4 (16641 Knoten).
Beispiel 4.2 Als ein weiteres Beispiel wurde die gleiche Versuchsanordnung wie in Bei-
spiel 4.1 genommen, diesmal aber mit einem Quadrat aus einheitlichem Material der Pa-
rameter E = 20000, ν = 0.3.
Der Vorteil bei diesem einfacheren Beispiel ist, daß die berechneten Verschiebungskompo-
nenten der Lo¨sung problemlos auch mit dem herko¨mmlichen Elastizita¨tsprogramm SPC-
Pm2Ad berechnet werden ko¨nnen und so ein Vergleich hinsichtlich Korrektheit zumindest
der u-Komponenten mo¨glich ist. Es wurde wieder mit rot-gru¨ner Dreiecksverfeinerung ge-
arbeitet und Werte von δ aus verschiedenen Gro¨ßenordnungen gewa¨hlt. Außerdem wurde
diesmal ein na¨herungsweise optimaler Wert fu¨r γ insofern ausgewa¨hlt, daß in den PCG-
Iterationen keine Verletzung der positiven Deﬁnitheit von K−γK0 feststellbar war. Dieser
betra¨gt im gesamten Beispiel γ = 0.008. Einige charakteristische Lo¨sungswerte zeigt Ab-
bildung 4.7, die Lo¨sungen sind dabei nach 5maliger Totalverfeinerung untersucht worden.
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Abbildung 4.7: Berechnete Lo¨sungskomponenten im Beispiel 4.2
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Abbildung 4.8: Iterationszahlen im Beispiel 4.2
Auﬀa¨llig ist, daß fu¨r exotische Werte von δ außerhalb etwa der Gro¨ßenordnungen 10−4 . . . 1012
die Verschiebung ux bzw. uy keine sinnvollen Werte mehr ergibt. Man beachte, daß dies
bei dem verwendeten Abbruch-Epsilon von ε = 10−4 gerade die von einem
”
gutartigen“
δ−Wert 104 in der Gro¨ßenordnung um mehr als ε2 abweichenden δ-Werte sind. Der Be-
reich stabiler p-Werte ist dagegen kleiner, der vermutlich korrekte Druck wird zumindest
na¨herungsweise zuverla¨ssig nur fu¨r δ ∈ [30, 109] getroﬀen. Die u¨ber Rayleigh-Quotienten
ermittelten Werte fu¨r δ lagen hier im Bereich 1250..1500, ein optimales Konvergenz- bzw.
Lo¨sungsverhalten scheint aber hier erst bei etwas gro¨ßerem δ ≈ 104 aufzutreten, was auch
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die Darstellung der Iterationszahlen in Abbildung 4.8 belegt.
Beispiel 4.3 Als letztes Beispiel wurde ein Quadrat aus piezoelektrischem Material un-
tersucht, welches gerade der in Abschnitt 5.3.2 beschriebenen FEM-Approximation des
Griffith-Riß mit ρ = 4.25 entspricht. Gerechnet wurde hier mit der Genauigkeit ε = 1e−3.
Auch hier zeigt sich, daß eine Wahl von δ ≈ δray ≈ 1 na¨herungsweise ein lokales Minimum
der Iterationszahlen triﬀt (siehe Abbildung 4.9), wa¨hrend fu¨r stark abweichende δ keine
Konvergenz mehr gegen die exakte Lo¨sung erfolgt (Abbildungen 4.10 und 4.11).
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Abbildung 4.9: Iterationszahlen im Piezo-Beispiel 4.3 mit Vierecksvernetzung.
4.3 Vorkonditionierung des Schurkomplements im pie-
zoelektrischen Fall
Zu den in diesem Abschnitt beschriebenen U¨berlegungen existiert ebenfalls ein Preprint
als Vorarbeit [43].
Im linearen piezoelektrischen Fall u¨berfu¨hrt die FEM die Variationsformulierung (2.34) in
das Gleichungssystem (
C B
BT −K
)(
u
p
)
=
(
f
g
)
, (4.11)
wobei die elastische sowie dielektrische Steiﬁgkeitsmatrix C undK jeweils symmetrisch und
positiv deﬁnit sind. (B ist die aus der piezoelektrischen Kopplung entstehende Matrix.)
Untersucht werden soll zum Zwecke der Anwendung des in Abschnitt 4.1 beschriebenen mo-
diﬁzierten Bramble-Pasciak-CG zur Lo¨sung dieses Systems, ob ein guter Vorkonditionierer
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Abbildung 4.10: Vergleich FEM-Lo¨sung (adaptiv verfeinert bis > 4000 Knoten) fu¨r σ und
D mit asymptotischer Lo¨sung im Punkt (1, 0.25) bei verschiedenen Werten von δ.
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Abbildung 4.11: Vergleich FEM-Lo¨sung (adaptiv bis > 4000 Knoten) fu¨r Verschiebung u
mit asymptotischer Lo¨sung im Punkt (1, 0.25) bei verschiedenen Werten von δ.
fu¨r K in diesem speziellen Fall auch fu¨r das inexakte Schurkomplement
S = BTC−10 B+ γK
ein guter Vorkonditionierer ist. Dazu sind Spektrala¨quivalenzbetrachtungen notwendig,
zuna¨chst untersuchen wir das exakte Schurkomplement.
Lemma 4.2 Es existieren positive Konstanten λ, λ mit welchen die Ungleichungen
λ pTKp ≤ pTBTC−1Bp ≤ λ pTKp ∀p ∈ RN (4.12)
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erfu¨llt sind.
Beweis: Wir formen zuerst den abzuscha¨tzenden Ausdruck um:
pTBTC−1Bp = ‖C− 12Bp‖22 = sup
v
(vTC−
1
2Bp)2
‖v‖22
=sup
u
(uTBp)2
uTCu
mit C−
1
2v =: u .
Die gewu¨nschten Abscha¨tzungen folgen dann aus
a) (u
TBp)2
uTCu
≤ λpTKp ∀u ∈ RNu
b) ∃u∗ ∈ RNu : ((u∗)TBp)2
(u∗)TCu∗
≥ λpTKp
mit von p unabha¨ngigen Konstanten λ, λ.
a) (Obere Abscha¨tzung) Zu zeigen:
(uTBp)2 ≤ λuTCu · pTKp
In Bilinearformen ausgedru¨ckt entspricht dies:
(b(ϕ, u))2 ≤ λ c(u, u) · k(ϕ, ϕ) ∀u ∈ Vh, ∀ϕ ∈Mh
m(∫
Ω
(ε(u))T B∇ϕdΩ
)2
≤ λ
∫
Ω
(ε(u))T C ε(u) dΩ
∫
Ω
(∇ϕ)T K∇ϕdΩ . (4.13)
Zum Beweis der Ungleichung (4.13) werden Vektoren x, w ∈ Rdim(ε) sowie z ∈ Rd benutzt.
Seien x und z beliebige Vektoren. Dann existiert eine Konstante λ (maximaler Eigenwert
des verallgemeinerten Eigenwertproblems BTC−1Bz = λKz), welche folgende Abscha¨tzung
erfu¨llt:
zTBTC−1Bz ≤ λ zTKz . (4.14)
Folglich gilt mit w := C
1
2x folgendes:
(xTBz)2
xTCx
=
(wTC−
1
2Bz)2
wTw
≤ ‖C
− 1
2Bz‖22‖w‖22
‖w‖22
= zTBTC−1Bz
(4.14)
≤ λ zTKz .
Fazit: ∀x, z gilt
(xTBz)2 ≤ λ · xTCx · zTKz . (4.15)
Die Schwarzsche Ungleichung fu¨r Integrale liefert hiermit:(∫
Ω
xTBz
)2
≤ λ
(∫
Ω
√
xTCx
√
zTKz
)2
≤ λ
∫
Ω
xTCx ·
∫
Ω
zTKz .
Damit ist (4.13) bewiesen, mithin gilt auch
pTBTC−1Bp ≤ λ pTKp ∀p ∈ RN . (4.16)
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b) (Untere Abscha¨tzung) Mithilfe von Transformation auf Bilinearformen genu¨gt es
unter Beru¨cksichtigung der Sonderbehandlung von inhomogenen Dirichletrandbedingun-
gen, fu¨r jedes Skalarfeld ϕ ∈ M0h die Existenz eines Vektorfeldes u∗ ∈ V0h zu zeigen, so
daß gilt
(b(ϕ, u∗))2
c(u∗, u∗)
≥ λk(ϕ, ϕ) .
Damit gilt die Abscha¨tzung erst recht fu¨r das Supremum. Wir betrachten zuna¨chst den
Fall d = 2. Setzt man als Einschra¨nkung Vertra¨glichkeit der Dirichletra¨nder im Sinne von
ΓD,u ⊂ ΓD,ϕ voraus, ist es zula¨ssig, zu jedem ϕ ∈M0h ein Vektorfeld
u∗ =
(
0
ϕ
)
∈ V0h
zu wa¨hlen. Daraus ergibt sich ε(u∗) = (0, ∂2ϕ, ∂1ϕ)
T , und mit der Struktur von B2D sowie
C2D im transversalisotropen Fall folgt
εT (u∗)B2D∇ϕ = e22(∂2ϕ)2 + e31(∂1ϕ)2 = (∇ϕ)T
(
e31 0
0 e22
)
︸ ︷︷ ︸
Bˆ
∇ϕ ,
εT (u∗)C2Dε(u∗) = c22(∂2ϕ)
2 + c33(∂1ϕ)
2 = (∇ϕ)T
(
c33 0
0 c22
)
︸ ︷︷ ︸
Cˆ
∇ϕ .
Die entstehenden Diagonalmatrizen Cˆ und Bˆ sind bei den bekannten Piezomaterialien
positiv deﬁnit, ferner gilt
((∇ϕ)T Bˆ∇ϕ = e31(∂xϕ)2 + e22(∂yϕ)2 .
Es gilt also
(b(ϕ, u∗))2
k(ϕ, ϕ) · c(u∗, u∗) =
∫
Ω
((∇ϕ)T Bˆ∇ϕdΩ∫
Ω
((∇ϕ)TK∇ϕdΩ ·
∫
Ω
((∇ϕ)T Bˆ∇ϕdΩ∫
Ω
((∇ϕ)T Cˆ∇ϕdΩ
≥ λmin(K−1Bˆ) · λmin(Cˆ−1Bˆ) = min( e31
κ11
,
e22
κ22
) ·min(e31
c33
,
e22
c22
) =: λ .
Supremumsbildung u¨ber u liefert also sofort
pTBTC−1Bp ≥ λ pTKp ∀p ∈ RN .
Im Fall d = 3 fu¨hrt die Wahl von u∗ =

00
ϕ

 (wiederum in Polungsrichtung) vermittels
ε(u∗) = (0, 0, ∂3ϕ, 0, ∂2ϕ, ∂1ϕ)
T mit a¨quivalenter Rechnung zum gleichen Resultat.
Mit Hinzunahme von (4.16) ist damit die gesamte Abscha¨tzung (4.12) gezeigt. 2
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Bemerkung 4.2 Die Konstante λ, deren Existenz in (4.14) vorausgesetzt wurde, la¨ßt sich
aus den bekannten Materialparametern im betrachteten transversal-isotropen Fall einfach
berechnen. Es ergibt sich, daß sowohl K als auch S0 := B
TC−1B Diagonalmatrizen sind,
fu¨r S0 zeigt man die Diagonaleigenschaft folgendermaßen:
• 2D:
C =

c11 c12 0c12 c22 0
0 0 c33

 =⇒ C−1 =

h11 h12 0h12 h22 0
0 0 h33

 ,
BTC−1B =
(
0 0 e31
e12 e22 0
)h11 h12 0h12 h22 0
0 0 h33



 0 e120 e22
e31 0


=
(
0 0 e31
e12 e22 0
) 0 h11e12 + h12e220 h12e12 + h22e22
h33e31 0


=
(
h33e
2
31 0
0 ∗
)
=:
(
s11 0
0 s22
)
= S0 .
Als konkretes Beispiel wird hier das Material PZT4b betrachtet. Die Materialkonstan-
ten aus [55] bzw. [47] entnommen und auf die 2D-Notation umindiziert ergeben
c11 = 1.39e11 , e12 = −6.98 , κ11 = 6.00e− 9 ,
c12 = 7.43e10 , e22 = 13.84 , κ22 = 5.47e− 9 ,
c22 = 1.13e11 , e31 = 13.44 ,
c33 = 2.56e10 .
Damit folgt fu¨r dieses Material
K =
(
6 0
0 5.47
)
· 10−9, S0 ≈
(
7.06 0
0 4.56
)
· 10−9 .
Hier wa¨re also etwa λ = maxi=1,2
sii
kii
= 1.18 zu wa¨hlen.
• 3D: Analoge Rechnung (hier x3 Polungsachse) mit
C =


c11 c12 c13 0 0 0
c12 c11 c13 0 0 0
c13 c13 c33 0 0 0
0 0 0 c11−c12
2
0 0
0 0 0 0 c55 0
0 0 0 0 0 c55

 , B =


0 0 e13
0 0 e13
0 0 e33
0 0 0
0 e61 0
e61 0 0


ergibt jetzt
BTC−1B = S0 =

s11 0 00 s11 0
0 0 s33

 .
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Am Beispiel PZT4b bedeutet das
K =

6 0 00 6 0
0 0 5.47

 · 10−9, S0 ≈

7.06 0 00 7.06 0
0 0 6.04

 · 10−9 .
Also gilt hier das gleiche λ wie im 2D-Fall.
Fu¨r das Beispielmaterial PZT4b folgt außerdem in der unteren Abscha¨tzung
λ = e31
κ11
· e22
c22
≈ 0.27 , was die Verwendbarkeit des Vorkonditionierers anzeigt.
Inexaktes Schurkomplement mit Vorkonditionierer C0
Existieren positive Konstanten µ, µ (vgl. [41]) mit
µ(C0u, u) ≤ (Cu, u) ≤ µ(C0u, u) , (4.17)
lassen sich diese auch auf die Inversen u¨bertragen (nachzurechnen mittels eines verallge-
meinerten Eigenwertproblems):
µ(C−1v, v) ≤ (C−10 v, v) ≤ µ(C−1v, v) .
Damit folgt aus (4.12) sofort
λ
µ
pTKp ≤ pTBTC−10 Bp ≤
λ
µ
pTKp .
Es gilt also auch im inexakten Schurkomplement die Spektrala¨quivalenz.
Theoretisches Resultat
Sind also (4.12) bzw. (4.17) mit von der Feinheit der Diskretisierung unabha¨ngigen Kon-
stanten λ, λ, µ, µ erfu¨llt (was bei geeigneten Materialien und Wahl eines Vorkonditionierers
C0 optimaler Eﬀektivita¨t gesichert ist) und wird ein zula¨ssiges γ > 0 gewa¨hlt, so folgt
(
λ
µ
+ γ) pTKp ≤ pTSp ≤ (λ
µ
+ γ) pTKp .
Jeder bekanntermaßen gute Vorkonditionierer fu¨r K bewirkt auch eine Vorkonditionierung
des Schurkomplements S, deren Gu¨te von der Gro¨ße der eingehenden Konstanten abha¨ngt.
Ein guter Vorkonditionierer C0 des mechanischen Blocks C ist hier u¨brigens ein zweites Mal
von Vorteil, da ein kleines Verha¨ltnis der Konstanten µ und µ die Abscha¨tzung verbessert.
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Kapitel 5
Besondere Randbedingungen und
Rißra¨nder bei Piezomaterialien
5.1 Besondere Randbedingung fu¨r leitfa¨hige Teilra¨nder
In der technischen Anwendung ko¨nnen Fa¨lle auftreten, in denen ein Teil des Randes mit
einer leitfa¨higen Schicht u¨berzogen ist, z.B. erzeugt durch Aufdampfen eines leitfa¨higem
Materials. Von Berechnungsseite her bedeutet dies, daß auf einem Teilrand Γk ⊂ Γ ein
konstantes elektrisches Potential vorliegt, d.h.
ϕ(x) = ϕk fu¨r x ∈ Γk .
Im Gegensatz zu einer Dirichletrandbedingung ist allerdings der Wert von ϕk nicht vorge-
geben, sondern ergibt sich bei der Berechnung als Lo¨sung. Genauer gesagt reduziert sich
die Anzahl der ϕ-Freiheitsgrade auf dem Teilrand Γk von urspru¨nglich Nk auf 1. Eventu-
ell zu erwartende mechanische Auswirkungen der leitfa¨higen Schicht werden vorerst nicht
beru¨cksichtigt.
Die numerische Behandlung kann mit vergleichsweise geringem Zusatzaufwand direkt in
den Lo¨ser eingebettet werden. Zum Einsatz kommen hierbei Unterraum-Projektionstechniken,
welche fu¨r verschiedene Problemklassen wie FE-Netze mit ha¨ngenden Knoten, Vorhanden-
sein von Rutschrandbedingungen sowie linear-elastische Kontaktprobleme schon erfolgreich
eingesetzt werden (eine recht ausfu¨hrliche Behandlung ﬁndet z.B. in der Arbeit von Unger
[68] statt).
Numerisches Beispiel
Um die Wirkung der verwendeten Technik zu demonstrieren, wird ein Bauteil in liegender
U-Form betrachtet, welches auf einer festen (aber isolierenden) Unterlage befestigt ist und
auf welches von oben eine Kraft wirkt. An den gegenu¨berliegenden Innenseiten beﬁnden
sich leitfa¨hige Schichten, die man sich als aufgedampfte Elektroden vorstellen kann.
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Abbildung 5.1: Startnetz des Beispiels 5.1
Beispiel 5.1 Betrachten Ω = (0, 3)2 \ [1, 3)× [1, 2] mit den Randbedingungen
u = 0 auf ΓD,u = (0, 3)× 0 ,
ϕ = 0 auf ΓD,ϕ = (1, 3)× 1 ,
ϕ = ϕk auf Γk = (1, 3)× 2 ,
σ · n = σ0 auf ΓN,u = (0, 3)× 3 .
Durch die einwirkende Kraft entsteht mittels piezoelektrischer Kopplung zwischen die-
sen beiden Seiten eine elektrische Spannung, welche der Potentialdiﬀerenz entspricht. Die
Startvernetzung der Anordnung mit Viereckselementen ist in Abbildung 5.1 dargestellt.
Nach einigen Schritten adaptiver Verfeinerung ist das verformte Netz sowie die elektri-
sche Potentialverteilung und ihre Isolinien in Abbildung 5.2 dargestellt. Zur eindeutigen
Bestimmtheit ist das Potential an der unteren Elektrode auf Null gesetzt, an der oberen
weist es einen konstanten Wert auf, welcher als Na¨herungslo¨sung ermittelt wird. Die nu-
merischen Ergebnisse zeigen eine starke Verdichtung der Potential-Isolinien entsprechend
hohen Gradienten (elektrische Feldsta¨rke) an den inneren Ecken an, dort liegen mit den
einspringenden Ecken und dem Wechsel der Randbedingung gleich 2 Ursachen fu¨r eine
Singularita¨t des elektrischen Feldes vor. Die Konzentration der Verfeinerung weist darauf
hin, daß der Fehlerscha¨tzer die auftretenden Singularita¨ten identiﬁziert.
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Abbildung 5.2: Deformiertes Netz und Potential nach Verfeinerung
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Abbildung 5.3: Deformiertes Netz und Potential ohne leitfa¨hige obere Innenseite
Zum Vergleich wurde das Beispiel modiﬁziert, indem die Leitfa¨higkeitsrandbedingung auf
Γk einfach weggelassen bzw. in eine homogene Neumannrandbedingung umgewandelt wur-
de. Die Ergebnisse der modiﬁzierten Rechnung zeigt Abbildung 5.3, man sieht daß auf dem
nun freien Randstu¨ck die Isopotentiallinien nun nicht mehr alle zur inneren Ecke abzwei-
gen, sondern in den inneren Rand hineinlaufen. Die Verformung des Rechengebietes a¨ndert
sich dabei nur geringfu¨gig, wie Abbildung 5.4 zeigt.
5.2 Kontaktrandbedingungen
Durch die Deformation des betrachteten Ko¨rpers kann es an Teilen des Randes, im weite-
ren als Kontaktrand ΓC bezeichnet, zu Kontakt mit festen Hindernissen (Body-Obstacle-
Contact) oder aber mit einem anderen Ko¨rper bzw. mit sich selbst (Body-Body-Contact)
kommen. Um eine physikalisch nicht gegebene Durchdringung als Resultat der Berechnung
zu vermeiden, sind zusa¨tzliche Beschra¨nkungen an die Verschiebungsfreiheit zu setzen. Ei-
ne Schwierigkeit gegenu¨ber gewo¨hnlichen Randbedingungen besteht darin, daß die genaue
Kontaktzone ΓC im Vorhinein meist nicht bekannt ist. Im Allgemeinen kann man aber
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Abbildung 5.4: Verschiebung in y-Richtung bei beiden Beispielvarianten im Vergleich
eine
”
kontaktverda¨chtige“ Teilmenge ΓpotC des Randes angeben, so daß ΓC ⊂ ΓpotC gesichert
ist. Fu¨r den linear-elastischen Fall wurde in der Arbeit von Unger [68] die Kontaktpro-
blematik ausfu¨hrlich untersucht sowie Lo¨sungstechniken beschrieben, welche sich relativ
allgemein anwenden lassen da sie auf der Anwendung von Projektionsverfahren direkt im
Lo¨ser fußen. Die Kontaktzone ΓC wird dabei im Verlauf der adaptiven Rechnung erlernt
und zunehmend genauer aufgelo¨st. Somit ist eine Basis gegeben, die Kontaktproblematik
auch auf piezoelektrische Aufgabenstellungen zu erweitern.
In welcher Weise das elektrische Feld in die Kontaktrandbedingungen einﬂießt, ha¨ngt von
der Art des Kontaktes und seiner Modellierung ab. Die am einfachsten zu realisierende
Variante ist der isolierende Kontakt, welcher einem festen Hindernis aus elektrisch iso-
lierendem Material wie z.B. Porzellan, oder einem zweiten deformierbaren Ko¨rper aus
elektrisch isolierendem Material entspricht. In diesem Falle gilt die homogene dielektrische
Verschiebungsrandbedingung
D · n = 0 fu¨r x ∈ ΓC .
Bei Kontakt des Ko¨rpers mit einem weiteren Ko¨rper aus piezoelektrischem Material oder
sich selbst wa¨re die Isolierrandbedingung nur gu¨ltig, wenn die Ko¨rperoberﬂa¨che zumin-
dest auf einer Kontaktseite isoliert ist, z.B. durch einen Isolieranstrich. Andernfalls ist
als elektrische Kontaktrandbedingung hier im Sinne eines ideal leitenden Kontaktes ein
Potentialausgleich zwischen den beiden Kontaktra¨ndern anzusetzen:
ϕ(x1) = ϕ(x2) fu¨r xi ∈ ΓCi sowie x1 + u(x1) = x2 + u(x2) .
Dabei bezeichnet hier ϕ(xi) den Wert von ϕ auf dem Rand ΓCi des (Teil-)Ko¨rpers Ωi,
welcher in Abbildung 5.5 fu¨r den undeformierten Zustand du¨nn gepunktet dargestellt ist.
Im deformierten Ko¨rper dagegen kommen beide Kontaktra¨nder auf der Kontaktkurve ΓˆC
zum liegen.
Die Kontaktrandbedingung fu¨r das Potential mu¨ßte also wiederum beispielsweise durch
eine Unterraum-Projektion realisiert werden.
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Abbildung 5.5: Bezeichnung bei leitendem Kontakt (ΓˆC im deformierten Zustand)
Eine dritte denkbare Art Kontaktrandbedingung wa¨re der Kontakt mit einem Hindernis
oder zweiten Ko¨rper aus leitfa¨higem Material wie Metall. In diesem Falle wu¨rde die Kontak-
trandbedingung fu¨r das elektrische Feld der in Abschnitt 5.1 eingefu¨hrten Randbedingung
entsprechen. In Unterschied zu Abschnitt 5.1 wirkt diese Randbedingung im Kontaktfall
allerdings nur in der Kotaktzone, die im allgemeinen nicht von vornherein bekannt ist.
Beispiel 5.2 Wir betrachten den in Abbildung 5.6 dargestellten quadratischen Ko¨rper Ω
der Seitenla¨nge a aus Piezomaterial, der in einer Raumecke liegt und am unteren sowie
linken Rand in Tangentenrichtung reibungsfrei rutschen kann, wa¨hrend die Normalver-
schiebung jeweils fixiert ist (
”
halbe Dirichletbedingung“ fu¨r die Komponente uy bzw. ux).
An der oberen Seite (y = a) greifen in Normalenrichtung Randkra¨fte und Randladungen
an. Nach der rechten Seite ist zuna¨chst ein freier Rand, allerdings befindet sich in kleiner
Entfernung 0.01a ein senkrechtes Hindernis bis zur halben Ho¨he a
2
.
Die Randbedingungen bewirken ein Zusammendru¨cken des Ko¨rpers in vertikaler Richtung,
wa¨hrend in Richtung der positiven x-Achse eine Ausdehnung erzeugt wird und der Ko¨rper
im unteren Teil gegen das Hindernis gedru¨ckt wird. In Abbildung 5.7 wird die Verformung
von Ω durch das deformierte adaptiv verfeinerte Netz dargestellt, man kann sehr deutlich
eine Konzentration der Verfeinerung am Rand der Kontaktzone beobachten. Zusa¨tzlich
zum Netz sind in Abbildung 5.7 die Ho¨henlinien der Horizontalverschiebung ux darge-
stellt, man erkennt eine nach oben hin zunehmende Ausbeulung des Ko¨rpers oberhalb des
Hindernisses. Die maximale x-Verschiebung liegt hier bei etwa 0.018a.
Exakt die gleichen Lo¨sungsbilder bekommt man, wenn man Beispiel 5.2 modiﬁziert und die
Kraftrandbedingung auf dem oberen Rand zu σyy = σxy = 0 aba¨ndert. Der Einﬂuß der La-
dungsrandbedingung ist in diesem Beispiel aufgrund der gewa¨hlten Gro¨ßenordnung stark
dominierend. Diesen Eﬀekt kann man auch indirekt beobachten: Schaltet man die Piezo-
kopplung testweise einmal aus (Konstanten eij = 0 setzen), so ergibt sich eine maximale
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Abbildung 5.6: Anordnung des Beispiels 5.2 mit mo¨glichem Hinderniskontakt
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Abbildung 5.7: Deformiertes Netz und Isolinien von ux in Beispiel 5.2.
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ux-Verschiebung lediglich in der Gro¨ßenordnung 10
−8a, so daß es zu keinem Hinderniskon-
takt kommt und sich Ω nur sehr gering zu einem Rechteck verformt.
5.3 Stationa¨rer Riß
Ein Riß ist als sehr schmaler Einschnitt in das Gebiet gekennzeichnet und reicht meist
vom Rand her in das Gebiet hinein. Es ist aber auch mo¨glich, daß Risse im Gebietsinneren
existieren (ein gern genutztes Beispiel hierfu¨r ist der spa¨ter vorgestellte Griﬃth-Riß).
Geometrisch la¨ßt sich ein Rißgebiet als Grenzfall eines Gebietes mit einspringender Ecke
ansehen, an der Rißspitze weist dieses im unverformten Zustand einen Innenwinkel von
360 Grad auf. Aufgrund dieser Eigenschaft sind an der Rißspitze Singularita¨ten der Span-
nungskomponenten σij , im piezoelektrischen Fall außerdem auch der dielektrischen Ver-
schiebungen Di zu erwarten.
5.3.1 Analytische Lo¨sungszuga¨nge
Fu¨r spezielle Rißkonﬁgurationen in der unendlichen Ebene wurden von verschiedenen Auto-
ren analytische Lo¨sungsmethoden beschrieben. Ein Ansatz um derartige Problem zu lo¨sen
ist die Verwendung der Methode der komplexen Potentiale, welche einen von Mußche-
lichwili [44] und Lekhnitzkij [36] fu¨r Elastizita¨tsprobleme vorgeschlagenen Formalis-
mus benutzt. Zur Erweiterung auf piezoelektrische Aufgabenstellungen wurden von Sosa
[60, 61] zwei Potentiale U fu¨r die Spannungen und χ fu¨r die dielektrischen Verschiebungen
eingefu¨hrt, man deﬁniert
σ11 = U,22 , σ12 = U,12 , σ22 = U,11 ,
D1 = χ,2 , D2 = χ,1 .
(5.1)
Mit dieser Deﬁnition sind die homogenen Gleichgewichtsbedingungen (2.28) und (2.29) au-
tomatisch erfu¨llt (homogen bedeutet verschwindende Volumenkra¨fte und Ladungsdichte).
Schreibt man das lineare Materialgesetz (2.43) invers auf, erha¨lt man im zweidimensionalen
Fall die folgenden Gleichungen, vgl. [60]:

ε11
ε22
2ε12
E1
E2

 =


a11 a12 0 0 b12
a12 a22 0 0 b22
0 0 a33 b31 0
0 0 −b31 δ11 0
−b12 −b22 0 0 δ22




σ11
σ22
σ12
D1
D2

 . (5.2)
Die Umrechnungsformeln der Materialkonstanten beﬁnden sich im Anhang. Einsetzen von
(5.1) und (5.2) in die Kompatibilita¨tsbedingungen (2.27) und anschließende Elimination des
Potentials χ fu¨hrt gema¨ß [60] bzw. [55] zu einer partiellen Diﬀerentialgleichung 6.Ordnung
in U der Form
(L4L2 + L3L3)U = 0
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mit linear von den Materialparametern abha¨ngigen Diﬀerentialoperatoren Lm der Ordnung
m. Diese Diﬀerentialgleichung la¨ßt sich mit dem Ansatz
U(x1, x2) = U(x1 + τx2)
automatisch befriedigen, wenn die komplexe Zahl τ die charakteristische Gleichung des
zugeho¨rigen Diﬀerentialoperators erfu¨llt. Die im allgemeinen Fall 6 linear unabha¨ngigen
Wurzeln ermo¨glichen die Konstruktion von 6 Funktionen Uj(x1 + τjx2), j = 1, . . . , 6, als
deren Linearkombinationen sich die allgemeine Lo¨sung der Diﬀerentialgleichung darstellen
la¨ßt. Deﬁniert man zj = x1+ τjx2 und stellt nun die Funktionen Uj(zj) mithilfe einer Lau-
rentreihenentwicklung dar (wobei der Koordinatenursprung in die Rißspitze gelegt werden
sollte), erha¨lt man die in [55] angegebene Darstellung
U(x1, x2) =
∞∑
k=1
6∑
j=1
dj(λk)(x1 + τjx2)
λk+2 .
Dabei sind λk allgemeine komplexe Zahlen (so daß λ¯k existiert), und die komplexen Varia-
blen dj(λk) sind die freien Koeﬃzienten der Funktionen (x1 + τjx2)
λk+2. Man bezeichnet
λk auch als Eigenwerte zu den Eigenfunktionen
Uk =
6∑
j=1
dj(λk)(x1 + τjx2)
λk+2 .
Fu¨r eine konkrete Lo¨sung mu¨ssen zuna¨chst die Eigenwerte und dann die Koeﬃzienten
dj(λk) derart bestimmt werden, daß die vorgegebenen Randbedingungen erfu¨llt werden
(im konkreten Beispiel die Randbedingungen an den Rißufern sowie am fernen Rand). In
analoger Weise bestimmt man die Lo¨sung fu¨r das ebenfalls eingefu¨hrte Potential χ und ist
somit in der Lage, die elektromechanischen Felder anzugeben. Interessant fu¨r das Verhalten
in der Rißspitzenumgebung sind vor allem die ersten Eigenfunktionen mit λ1 = −12 , weil
diese die asymptotisch sta¨rkste Singularita¨t darstellen und somit das Nahfeld dominieren.
Die abgeleiteten Basisfunktionen fu¨r σij sowie Dj besitzen dann ein Verhalten proportional
zu r−0.5, wobei r den Abstand zur Rißspitze bezeichnet. Die Koeﬃzienten fu¨r die ersten
Eigenfunktionen bezeichnet man als K-Faktoren oder auch Spannungsintensita¨tsfaktoren.
Die beschriebene Methode wurde unter anderem von Scherzer und Kuna verwendet,
um Eigenfunktionsentwicklungen fu¨r Probleme mit Interface-Eckenkonﬁgurationen anzu-
geben [55]. Xu und Rajapakse ermittelten Lo¨sungen fu¨r einen abknickenden Riß [73] in
Modiﬁzierung zum im folgenden Abschnitt vorgestellten Griﬃth-Problem.
Ein a¨hnlicher formaler Zugang zur Lo¨sung ist die Erweiterung eines von Stroh [63] ein-
gefu¨hrten Formalismus durch Barnett und Lothe [7]. Mit dieser Methode ermittelte
Lo¨sungsdarstellungen fu¨r Rißkonﬁgurationen ﬁndet man unter anderem in [46],[64],[47]
sowie [51].
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Abbildung 5.8: Rißanordnung und Ausschnitt Rechengebiet fu¨r FEM
5.3.2 Der elektromechanische Griffith-Riß
Eine Mo¨glichkeit numerische Berechnungsverfahren fu¨r zweidimensionale Probleme mit
piezoelektrischem Material zu veriﬁzieren, ist die Betrachtung eines Risses der La¨nge 2a in
der unendlichen Ebene. Dieser Riß verla¨uft senkrecht zur Polungsrichtung x2. Als asym-
ptotische Randbedingungen im Unendlichen setzt man Normalspannungen σ∞22 , Schubspan-
nungen σ∞21 sowie ein elektrisches Feld D
∞
2 an.
Analytische Lo¨sungen fu¨r verschiedene Belastungsfa¨lle des Griﬃth-Problems ﬁndet man
beispielsweise in den Publikationen von Suo et.al [64] und Park/Sun [47] sowie dem hier
benutzten unvero¨ﬀentlichten Manuskript von Scherzer [53] fu¨r die folgenden elektrischen
und mechanischen Feldgro¨ßen:
uasi , ϕ
as, εasij , E
as
i , σ
as
ij , D
as
i .
Der Index as steht hierbei fu¨r die asymptotische Lo¨sung. Außerdem ist eine explizite Anga-
be der Spannungsintensita¨tsfaktoren (K-Faktoren) mo¨glich, welche als bruchmechanische
Kenngro¨ßen Bedeutung haben.
Abbildung 5.8 stellt die Anordnung in der unendlichen Ebene dar. Fu¨r die numerische
Berechnung mittels FEM ist es notwendig, ein endliches Teilgebiet auszuschneiden. Dieses
wird hier als ein Quadrat der Seitenla¨nge 2b mit dem Koordinatenursprung im Zentrum
gewa¨hlt. Fu¨r b≫ a ergibt sich eine Anna¨herung zum asymptotischen Griﬃth-Problem.
Aufgrund von Symmetrieeigenschaften genu¨gt es, lediglich einen Quadranten zu betrach-
ten. Dies fu¨hrt auf das zum Einheitsquadrat proportionale Rechengebiet
Ω0 = (0, b)
2 ,
welches mit ﬁniten Dreiecks- oder Vierecks-Elementen vernetzt werden kann. Zusa¨tzlich ist
bei der Vernetzung zu beachten, daß ein Knoten auf die Rißspitze (a, 0) gelegt wird. Die
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Randbedingungen werden hier folgendermaßen gesetzt (Riss-Mode I):
u2 = 0 , x1 = 0, x2 ∈ (0, b)
u2 = ϕ = 0 , x1 ∈ (a, b), x2 = 0
σ22 = σ
∞
22, σ21 = 0, D2 = D
∞
2 , x1 ∈ (0, b), x2 = b
σ · n = 0, D · n = 0 , sonst .
(5.3)
Die asymptotische Lo¨sung sowie bei festgelegtem Parameter b auch die Lo¨sung der Aufgabe
im endlichen Teilgebiet ha¨ngt aufgrund der Linearita¨t der Aufgabe bis auf Proportionalita¨t
vom hier einheitenlos deﬁnierten Verha¨ltnis
ρ :=
D∞y
σ∞yy
· 1010 V
m
(5.4)
ab. Zur Durchfu¨hrung von Beispielrechnungen wurde fu¨r Ω der Gro¨ßenparameter b = 10
gewa¨hlt und die Rißla¨nge a = 1 gesetzt. Schon fu¨r dieses Verha¨ltnis 1:10 von Rißla¨nge
zu Gebietsausdehnung liefert die FEM-Rechnung in der Umgebung des Risses brauchbare
Na¨herungen der asymptotischen Lo¨sung.
Die Betrachtung der analytischen Lo¨sung zeigt außerdem fu¨r den Parameter ρ zwei Grenzfa¨lle
auf:
ρu = −7.9, ρo = 102.5
mit Abweichung der Lo¨sung vom physikalisch plausiblen Verhalten fu¨r ρ /∈ [ρu, ρo] aus den
folgenden Gru¨nden:
• Durchstoßung der Rißlinie (auch als Ligament bezeichnet, ≡ x2 = 0) aufgrund theo-
retisch negativer Werte von u2 im Bereich (0, a) fu¨r Werte von ρ < ρu. Dies wu¨rde zur
Durchdringung mit dem symmetrisch liegenden und dann in positiver x2-Richtung
verschobenen Rißrand von der Seite x2 < 0 her fu¨hren und damit geht die Aufgabe in
ein Kontaktproblem u¨ber. Die unzula¨ssige Deformation ist sichtbar in einer Beispiel-
rechnung mit dem Wert ρ = −100, siehe dazu Abbildung 5.9 (die Netzdeformation
wird zwecks besserer Sichtbarkeit von der Programmgraﬁk u¨berho¨ht dargestellt).
• Selbstdurchdringungseﬀekte in der Umgebung der Rißspitze fu¨r Werte von ρ > ρo.
Verursacht werden diese durch eine Aufdehnung der Rißﬂanken in x1-Richtung, ge-
kennzeichnet durch ε11 > 0 fu¨r x2 = 0 im Bereich x1 ∈ (0, a) einerseits und eine
starke Kontraktion des verbleibenden Teils der x1-Achse resultierend in gegenla¨uﬁ-
gen x1-Verschiebungen andererseits.
Um zu sehen wie nahe die adaptive FEM die asymptotische Lo¨sung approximiert, kann
man die analytischen und numerisch berechneten Werte entlang ausgewa¨hlter Linien ver-
gleichen. Das wa¨re z.B. auf dem Ligament (entlang Rißlinie x2 = 0), oder senkrecht zum
Ligament wie x1 = a, x1 = 2a.
Abbildung 5.10 zeigt die berechnete FEM-Approximation von σ22 entlang des Ligaments im
Vergleich zur asymptotisch exakten Lo¨sung fu¨r die Werte ρ = 10ρo (unzula¨ssig), ρ = ρo (an
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Abbildung 5.9: Verformtes Netz und y-Verschiebung im Teilgebiet [0, 2]2 beim Griﬃth-
Rißbeispiel mit ρ = −100 ohne Kontaktbeachtung.
der Grenze des zula¨ssigen Bereichs) sowie ρ = 1
10
ρo (im Inneren des zula¨ssigen Bereichs).
Die analytische Lo¨sung des asymptotischen Problems ist in allen 3 Fa¨llen gleich, allerdings
ist erkennbar daß die FEM-Lo¨sung im unzula¨ssigen Fall Oszillationen und einen erheblichen
Fehler aufweist, wa¨hrend an der Grenze des zula¨ssigen Bereichs schon eine brauchbare
Approximation vorliegt und im 3.Fall im Inneren des zula¨ssigen Bereichs die analytische
Lo¨sung nahezu exakt approximiert wird.
Weiterhin zeigt Abbildung 5.11 FEM-Lo¨sung und analytische Lo¨sung σ22 auf der Geraden
von der Spitze ausgehend senkrecht zum Ligament. Hier sind ebenfalls fu¨r das unzula¨ssige
ρ = 10ρo Ungenauigkeiten zu erkennen (allerdings geringer und weniger oszillierend als auf
dem Ligament), welche mit Verkleinerung von ρ wieder verschwinden. Hier ist allerdings
auch die analytische Lo¨sung von ρ abha¨ngig.
Da aufgrund des linearen Modells die FEM-Lo¨sung auch fu¨r physikalisch unmo¨gliche De-
formationen eine Na¨herung der analytischen Berechnung herstellen mu¨ßte, stellt sich die
Frage, durch welche numerischen Eﬀekte die beschriebenen Instabilita¨ten und fehlerhaf-
te Approximation bei u¨berho¨hten Werten von ρ zustande kommen. Diese Eﬀekte wurden
sowohl bei der Verwendung quadratischer als auch linearer Elemente in a¨hnlicher Weise
beobachtet. Um Ursachen zu ﬁnden, wird zuna¨chst die numerische Berechnung der frag-
lichen Gro¨ßen aufgeschlu¨sselt. Die Lo¨sung des FEM-Gleichungssystems fu¨hrt zuna¨chst zu
den Unbekanntenvektoren von uh sowie ϕh. Aus diesen werden dann durch Diﬀerentiation
der Ansatzfunktionen die abgeleiteten Gro¨ßen εh und ∇ϕh in den Elementen berechnet,
diese Ableitungen sind allerdings nicht u¨ber die Elementgrenzen stetig und damit an den
Eckknoten nicht wohlbestimmt. Um trotzdem verwendbare Knotenwerte und damit stetige
Funktionen εh sowie ∇ϕh zu bekommen, werden die Werte aus allen im entsprechenden
Knoten zusammenstoßenden Elementen Ti gemittelt, wobei die Werte aus den einzelnen
angrenzenden Elementen mit der Elementﬂa¨che gewichtet werden. In Formeln ausgedru¨ckt
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Abbildung 5.10: Numerisch berechneter und asymptotisch exakter Verlauf von σ22 auf dem
Ligament fu¨r unzula¨ssige und zula¨ssige Werte von ρ.
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Abbildung 5.11: Numerisch berechneter und asymptotisch exakter Verlauf von σ22 auf
Geraden x = a senkrecht zum Ligament fu¨r verschiedene Werte von ρ.
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(x, y) σmech22 σ
el
22
∣∣∣ σ22σmech
22
∣∣∣
(1.0703,0) 3.97589 E+8 -3.91575 E+8 0.015
(1.0703,0.25) 1.82728 E+8 -1.77676 E+8 0.027
(0.9375, 0.0625) 1.42623 E+8 -1.44335 E+8 0.016
Tabelle 5.1: Aufspaltung der Spannungskomponente σ22 in einigen Punkten
λ P1
(
1.0703
0
)
P2
(
1.0703
0.25
)
P3
(
0.9375
0.0625
)
1025 0.015 0.027 0.016
102.5 .07 .11 .025
10.25 .44 .57 .37
4.25 .69 .88 .66
Tabelle 5.2: Verha¨ltnis σmech22 /σ22 fu¨r verschiedene Werte von ρ
berechnet sich fu¨r einen Knoten P also
εh(P ) =
∑
P∈Ti
meas(Ti)∑
P∈Ti
meas(Ti)
· εh(P )|Ti .
Analog berechnet man ∇ϕh(P ).
Zu beachten ist, daß die abha¨ngigen Gro¨ßen σij und Di in der FEM-Berechnung erst im
Nachgang aus den approximierten Verzerrungen und elektrischen Feldvektoren ermittelt
werden. Genauer aufgeschlu¨sselt berechnet man Spannung und dielektrische Verschiebung
als Summen:
σ = σmech + σel := C : ε− B · E ,
D = Dmech +Del := B
T : ε+K · E , (5.5)
mit der Aufspaltung in durch mechanische Verzerrungen und durch elektrisches Feld her-
vorgerufenen Spannungs- bzw. Dielektrische Verschiebungsanteile. Schaut man sich die bei
der FEM-Approximation ermittelten mechanisch und elektrisch induzierten Anteile der
Spannungskomponente σ22 in einigen Punkten nahe der Rißspitze an, so erha¨lt man fu¨r
den zu hoch gewa¨hlten Wert ρ = 1025 die in Tabelle 5.1 dargestellten Ergebnisse. Auﬀa¨llig
ist dabei, daß die elektrisch induzierten Anteile na¨herungsweise das negative der mecha-
nisch induzierten sind, es demzufolge zu einer Stellenauslo¨schung kommt (klassische nume-
rische Instabilita¨t). Die rechte Spalte von Tabelle 5.1 gibt die Gro¨ßenverha¨ltnisse zwischen
der Gesamtspannung und dem mechanisch induzierten Anteil wieder, an den untersuchten
Punkten liegt das Verha¨ltnis zwischen 1 und 3 Prozent. In Tabelle 5.2 werden die Verha¨lt-
nisse zwischen mechanisch induziertem Anteil und Gesamtspannung an den gleichen 3
Punkten fu¨r verschiedene Werte von ρ dargestellt. Zu erkennen ist, daß die numerische
Instabilita¨t mit kleiner werdendem ρ zunehmend verschwindet, was erkla¨rt daß die FEM
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(x, y) Dmech2 D
el
2
∣∣∣ D2Dmech
2
∣∣∣
(1.0703,0) 0.1334 0.1548 2.16
(1.0703,0.25) 0.0597 0.0702 2.17
(0.9375, 0.0625) 0.0469 0.057 2.21
Tabelle 5.3: Aufspaltung von D2 in einigen Punkten bei ρ = 1025
unterhalb des fett gedruckten Grenzfalles ρ = 102.5 wieder brauchbare Ergebnisse liefert.
Anders ist die Situation bei der dielektrischen Verschiebung D. Hier haben die mechanisch
und elektrisch induzierten Anteile gleiches Vorzeichen, weswegen auch fu¨r unzula¨ssig hohe
Werte von ρ keine Instabilita¨tseﬀekte zu beobachten sind, siehe dazu Tabelle 5.3.
Die unterschiedlich stabile Berechnung von σ und D sieht man auch gut bei einer Betrach-
tung der numerischen Lo¨sung in einer Umgebung der Rißspitze, siehe Abbildung 5.12 oben.
Ebenfalls erkennt man eine stabilere Berechnung von sowohl σ als auchD bei ρ = 102.5 und
eine noch stabilere Berechnung bei ρ = 10.25. Es wurde dabei ausgehend vom Grobnetz
jeweils bis zum Erreichen von ca. 3500 Knoten adaptiv verfeinert.
5.3.3 Numerische Beispielrechnung zum Griffith-Riß
Fu¨r den im vorangegangenen Abschnitt 5.3.2 betrachteten Griﬃth-Riß wurde eine Bei-
spielrechnung mit der Parameterwahl ρ = 4.25 (also im Inneren des zula¨ssigen Bereichs)
durchgefu¨hrt. Es wurde dabei mit quadratischen Viereckselementen eine adaptive Verfei-
nerung ausgehend vom Startnetz mit etwa 100 Knoten bis zu einem verfeinerten Netz mit
etwa 5000 Knoten durchgefu¨hrt. Durch die starke Verfeinerung an der Rißspitzensingula-
rita¨t entstehen mit einer rund 20-maligen Halbierung der Elementgro¨ße nahe der Rißspitze
schon sehr winzige Elemente, so daß bei naiver Betrachtung von Knotenkoordinaten nu-
merische Rundungsfehler eine Rolle zu spielen beginnen. Die bei der adaptiven Rechnung
auftretenden Iterationszahlen zeigt Abbildung 5.13. Es ist zu erkennen daß die Iterations-
zahlen mit zunehmender Verfeinerung nicht wesentlich anwachsen, was auf eine sehr gute
Arbeit des Vorkonditionierers hindeutet.
Ebenso wurde der mittels Fehlerscha¨tzer gescha¨tzte Fehlerverlauf aufgespalten in beide
Anteile J2σ und J
2
D und diese in Abbildung 5.14 dargestellt. Hier ist zu erkennen, daß
nach einem Anwachsen des gescha¨tzten Fehlers im ersten Verfeinerungsschritt (welches
dem besseren Erlernen des wahren Fehlers gegenu¨ber dem Grobnetz geschuldet ist) eine
signiﬁkante Reduktion des Fehlerquadrates in beiden Komponenten mit fortschreitender
Netzverfeinerung erfolgt.
Um an einigen abgeleiteten Lo¨sungskomponenten die Konvergenz der adaptiven Rechnung
zu demonstrieren, wurde in dieser Beispielrechnung außerdem in jedem Verfeinerungsschritt
die FEM-Na¨herung fu¨r σyy, σxx sowie σxy am schon im Startnetz vorhandenen Punkt (1, 0.5)
berechnet und zusammen mit der analytischen Lo¨sung im asymptotischen Fall (welche wie
weiter oben erwa¨hnt als Na¨herung fu¨r die korrekte Lo¨sung angesehen werden darf) in Abbil-
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Abbildung 5.12: Isolinienverlauf von σ22 und Dy aus FEM-Berechnung im Teilgebiet
[0, 1.5]× [0, 1] bei ρ = 1025 (oben), ρ = 102.5 (Mitte) und ρ = 10.25 (unten).
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Abbildung 5.13: Iterationszahlen im Griﬃth-Riß-Beispiel mit ρ = 4.25 bei adaptiver Ver-
feinerung.
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Abbildung 5.14: Gescha¨tzter Fehlerverlauf aufgespalten in J2σ (links) und J
2
D (rechts) im
Griﬃth-Riß-Beispiel mit ρ = 4.25 bei adaptiver Verfeinerung.
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Abbildung 5.15: FEM-Lo¨sungsentwicklung mit adaptiver Verfeinerung und asymptotische
Lo¨sung im Punkt (1, 0.5) im Griﬃth-Riß-Beispiel mit ρ = 4.25.
dung 5.15 dargestellt. Hierbei ist eine relativ zu¨gige Konvergenz in die Na¨he der asympto-
tischen Werte zu erkennen. Die verbleibenden Abweichungen sind unter anderem damit zu
erkla¨ren, daß die asymptotische Lo¨sung fu¨r das unendliche Gebiet zur korrekten Lo¨sung im
Rechengebiet mit Unendlichkeitsrandbedingungen an den im Endlichen liegenden Ra¨ndern
(Verha¨ltnis Rißla¨nge zu Gebietsdurchmesser 1:10) nur eine Na¨herung darstellt. Auch ein
Einsetzen der asymptotischen Lo¨sung in die FEM-Randbedingungen (Dirichlet- oder Neu-
mann) an den endlichen Gebietsra¨ndern liefert nur eine Na¨herung aufgrund der relativ
groben Approximation der Randbedingungen im groben Startnetz.
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Kapitel 6
Rißwachstum
Einen speziellen Fall bei Elastizita¨ts- sowie piezoelektrischen Problemstellungen stellen Ris-
se im Material dar. Ursache fu¨r die Rißentstehung sind mechanische Spannungsu¨berho¨hun-
gen im Material, fu¨r die Auslo¨sung von bruchmechanischen Vorga¨ngen sind allerdings nicht
die Spannungen σ an konkreten Punkten entscheidend (welche ja beispielsweise an ei-
ner Eckensingularita¨t schon jede Schranke u¨berschreiten ko¨nnen). Um Rißwachstum und
eventuell auch noch die Richtung des Wachstums vorauszusagen, mu¨ssen komplizierter
zu berechnende Gro¨ßen herangezogen werden. Man kennt zum Beispiel Spannungsinten-
sita¨tsfaktoren, auch als K-Faktoren bezeichnet, welche die Sta¨rke der Singularita¨t an der
Rißspitze kennzeichnen, vergleiche Abschnitt 5.3.1. Das U¨berschreiten kritischer Werte der
Spannungsintensita¨tsfaktoren gilt als ein Kriterium fu¨r das Fortschreiten eines Risses im
linear-elastischen Fall.
Hervorgerufen werden Spannungsu¨berho¨hungen in erster Linie durch mechanische Bean-
spruchung (Einwirkung a¨ußerer Kra¨fte) sowie Materialermu¨dung und damit einhergehende
Zunahme der Spro¨digkeit. Im piezoelektrischen Material kommen aufgrund der Piezokopp-
lung außerdem elektrische Einwirkungen in Frage. Begu¨nstigend wirken sich Materialfehler
und kleinere Defekte aus, von denen ein Riß seinen Ausgang nehmen kann.
Risse ko¨nnen sich entscheidend auf die Eigenschaften von Bauteilen auswirken. So wird
einerseits die Belastbarkeit und damit die Lebensdauer von mechanischen wie piezoelektri-
schen Komponenten herabgesetzt, bei zyklisch belasteten Bauteilen z.B. in Motoren folgt
auf einen Materialriß je nach Rißausrichtung oft schon im na¨chsten Belastungsschritt der
Bruch des Bauteils. Weiterhin sto¨ren Risse die elektromechanische Kopplung in piezoelek-
trischen Komponenten, so daß unter Umsta¨nden ein Bauteil trotz mechanischer Stabilita¨t
unbrauchbar werden kann.
Interessant ist die Untersuchung der Ausbreitung eines Risses. Gelingt es das Rißwachstum
mittels numerischer Simulation vorherzuberechnen, kann dies ein wichtiges Werkzeug bei
der Vorhersage der Wirkung sowie zur Entwicklung von Mechanismen zur Vermeidung
scha¨dlicher Auswirkungen von Rissen darstellen. Ziel ist dafu¨r, das Wachstum eines Risses
zuverla¨ssig zu simulieren.
Die weiteren Betrachtungen beschra¨nken sich auf zweidimensionale Probleme, im allgemei-
nen dreidimensionalen Fall bringt ein nichtstationa¨rer Riß eine erhebliche Verkomplizierung
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Abbildung 6.1: Schematische Problemdarstellung Rißwachstum
der Aufgabenstellung (vor allem geometrisch) mit sich, so daß eine numerische Untersu-
chung im Rahmen dieser Arbeit nicht umfassend erfolgen konnte.
6.1 Erweiterung des linear elastischer Falls
6.1.1 Existierende Arbeiten
Die Entwicklung der linear-elastischen Bruchmechanik ﬁndet seit Anfang des 20. Jahrhun-
derts statt. Ein historischer U¨berblick ﬁndet sich in der Literatur, z.B. [2],[52].
Unter Einbeziehung moderner Methoden der adaptiven FEM o¨ﬀnen sich neue Mo¨glichkei-
ten, Rißfortschrittsprobleme numerisch zu simulieren. Im Rahmen des Sonderforschungs-
bereichs 393 entstand in Zusammenarbeit der TU Chemnitz mit der TU BA Freiberg ein
Finite-Element-Werkzeug zur zweidimensionalen Simulation von Ermu¨dungsrißwachstum
in linear-elastischem Material, siehe [40]. Mit dieser Finite-Element-Simulation gelang es
unter anderem, das Rißwachstum in einem Benchmarkproblem [67] eines Werkstu¨cks mit
Lo¨chern und gegebenem Anriß in guter Na¨herung nachzubilden.
6.1.2 Netzanpassung
Das Fortschreiten eines Risses erfolgt in die bestehende Vernetzung hinein und erfordert
somit die Anpassung des FE-Netzes auf die neue Geometriesituation. Es erfolgt von vorn-
herein eine Beschra¨nkung auf Dreieckselemente, damit vermeidet man eine unno¨tige Ver-
komplizierung da bei
”
schra¨ger“ Teilung eines Vierecks durch einen Riß wieder Dreiecke
entstehen ko¨nnen. Außerdem ist mit Vorausschau auf die Rißwachstumsprozeduren die
Berechnung von Interaction-Integralen gu¨nstiger bei Dreieckselementen mo¨glich.
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Abbildung 6.2: Bezeichnungen zum ins Gebiet hineinwachsenden Riß
Die Algorithmen zur Netzanpassung aus [40] sollen hier zuna¨chst beschrieben werden,
gleichzeitig wird die eingefu¨hrte Notation in spa¨teren Teilkapiteln verwendet. Die Netzan-
passung kann vom linear-elastischen Rißwachstumsproblem direkt fu¨r den piezoelektrischen
Fall u¨bernommen werden. Als Ausgangszustand betrachten wir ein vernetztes Gebiet Ω in
welchem ein Riß a0 existiert. Es kann auch der Fall a0 = ∅ auftreten, wenn zu Beginn des
Rißwachstums lediglich ein Punkt existiert, von dem aus der Riß seinen Ausgang nimmt.
Der Einfachheit halber soll im Folgenden nur an einem Rißende ein Wachstum des Risses
mo¨glich sein, na¨mlich der Rißspitze P0. Die entsprechenden Methoden lassen sich aber auch
auf einen beidseitig wachstumsfa¨higen Riß im Gebietsinneren erweitern.
Die Rißufer von a0, welcher im deformierten Zustand eine O¨ﬀnung aufweisen kann, bezeich-
nen wir mit a+0 und a
−
0 . Vom Ausgangsriß ko¨nnen nun Rißwachstumsschritte stattﬁnden,
welche die Numerierung 1, 2, . . . ∈ N erhalten. Dabei wird im i-ten Wachstumsschritt zum
Riß ai−1 eine Verla¨ngerung ∆ai hinzugefu¨gt, welche von der bisherigen Rißspitze Pi−1 zur
neuen Rißspitze Pi reicht. Siehe dazu die schematische Darstellung in Abbildung 6.2.
Die Rißufer entsprechen im FE-Netz Polygonzu¨gen und sind aus Elementkanten zusam-
mengesetzt. Mit Erkennen der Singularita¨t durch den Fehlerscha¨tzer ist es mo¨glich, auto-
matisch mit einigen Schritten adaptiver Rechnung eine lokale Verfeinerung des Netzes in
der Umgebung von Pn−1 zu erzeugen. Sei eine vorla¨uﬁge Rißverla¨ngerung um ∆a
′
n vorge-
geben, welche als Geradenverbindung von Pn−1 zu einer neuen vorla¨uﬁgen Rißspitze P
′
n
fu¨hrt:
L := ∆a′n = Pn−1P
′
n .
Die Strecke L schneidet dabei Elementkanten oder verla¨uft genau auf solchen, falls L ganz
innerhalb eines Elementes verla¨uft sollte zuvor weiter adaptiv verfeinert werden. Algorith-
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mus 6.1 realisiert die Netzanpassung an die verla¨ngerte Rißlinie:
Algorithmus 6.1 Fu¨r jede Kante sj tue:
1. Bestimme den Schnittpunkt Q von L mit sj, wenn dieser existiert.
2. Falls kein Schnittpunkt, fahre mit na¨chster Kante fort.
3. Untersuche ob Q nah an einem der Endpunkte der Kante liegt:
Sei E = [a,b] mit a,b ∈ R2 als Endknoten, dann gilt Q = α a + (1 − α)b mit
α ∈ [0, 1]. Sei ε mit 0 < ε < 0.5 eine definierte Toleranz.
• Wenn α nahe an 1 liegt (d.h. α > 1− ε), korrigiere a zu Q und fahre mit der
na¨chsten Kante sj+1 fort.
• Wenn α nahe an 0 liegt (α < ε), korrigiere b zu Q und fahre mit sj+1 fort.
• Sonst: Unterteile die Kante sj in Tochterkanten sj1 = [a, Q] und sj2 = [Q,b],
wobei Q als neuer Knoten aufgenommen wird.
Bemerkung 6.1 Die optionale Knotenverschiebung in Schritt 3 verhindert die Entstehung
stark entarteter bzw. anisotroper Elemente.
Zur Vereinfachung wird der Rißzuwachs ∆a′n auf ∆an verku¨rzt, indem die neue Rißspitze
Pn auf den P
′
n am na¨hesten liegenden Schnittpunkt von L mit einer Elementkante zuru¨ck-
gesetzt wird.
Eine zula¨ssige Vernetzung erha¨lt man wieder durch
•
”
Rote“ Teilung jedes Elementes, von welchem 2 Kanten durch L geschnitten werden.
•
”
Gru¨ne“ Teilung jedes Elementes, von dem eine Kante durch L geschnitten wird.
Durch die roten Teilungen entstehen u¨blicherweise noch
”
ha¨ngende Knoten“ auf von der
Rißlinie entfernten Kanten, welche im na¨chsten Schritt mit der gewo¨hnlichen Verfeine-
rungsprozedur durch einen rot-gru¨nen Abschluss beseitigt werden. Zur Veranschaulichung
siehe Abbildung 6.3 (der Abschluß ﬁndet dort in den blaßgru¨n dargestellten Elementen
statt).
Die Rißverla¨ngerung aus allen Wachstumsschritten i = 1, . . . , n ist damit zerlegt in eine
Menge von Kanten
∆a =
n⋃
i=1
∆ai =
⋃
j∈IL
sj ,
wobei IL die zu den Rißkanten geho¨rige Indexmenge darstellt. Jede dieser Kanten ordnet
sich in die Netzhierarchie ein, kommt allerdings im aufgerissenen Netz eigentlich zweimal
vor, na¨mlich an jedem Rißufer. Um diesem Umstand Rechnung zu tragen, wird von jedem
Rißknoten eine Kopie angefertigt, welche unabha¨ngig vom Originalknoten mit Freiheits-
graden ausgestattet ist.
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Abbildung 6.3: Netzanpassung bei wachsendem Riß
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Aus Sicht den Riß entlang in Richtung Rißspitze, bezeichnet man das linke Rißufer mit
”
+“, das rechte Ufer mit
”
−“, die entsprechenden Knotenkopien aus allen Rißverla¨nge-
rungen ausgehend vom Ursprungsnetz entsprechend als
”
+“-Knoten and
”
−“-Knoten. Die
Rißspitze Pn selbst ist kein Rißknoten, sondern gewo¨hnlicher Knoten. Allerdings za¨hlt die
urspru¨ngliche Rißspitze P0 sowie die zwischenzeitlichen Rißspitzen P1, . . . , Pn−1 als Riß-
knoten, sobald der Riß im n-ten Wachstumsschritt weitergewachsen ist.
Insgesamt besitzt das Netz nun Ng gewo¨hnliche Knoten und Nc Rißknoten mit Kopie, wo-
bei u¨blicherweise Nc << Ng aufgrund der eindimensionalen Rißlinie. Insgesamt existieren
damit (Ng+2Nc)·NDoF Freiheitsgrade abzu¨glich der Einschra¨nkungen durch Dirichletrand-
bedingungen, die wir uns der einfacheren Bezeichnung halber schon eingearbeitet denken.
(NDoF...Anzahl der Freiheitsgrade pro Knoten).
Rißrandbedingungen
An den neu entstandenen Rißkanten mu¨ssen jetzt Randbedingungen gesetzt werden, als
mechanische Randbedingungen wa¨hlt man hier den bei Rißo¨ﬀnung kanonischen spannungs-
freien Zustand (homogene Neumannbedingung σ · n = 0), wa¨hrend als elektrische Rand-
bedingung abha¨ngig von der Rißmodellierung mehrere Mo¨glichkeiten in Frage kommen.
Nimmt man an, daß eine Rißo¨ﬀnung stattﬁndet und sich in dem Rißspalt ein impermea-
bles (d.h. elektrisch nicht durchla¨ssiges) Medium beﬁndet, fu¨hrt dies ebenfalls zu einer
homogenen Neumannbedingung D · n = 0. Der andere Extremfall ist die Annahme eines
elektrisch durchla¨ssigen Mediums, was einen ideal permeablen Riß mit einer elektrischen
U¨bergangsbedingung am Rißrand der Form
ϕ−(x) = ϕ+(x) (6.1)
fu¨r Punkte x auf der Rißlinie. Aufgrund der Tatsache, daß die u¨blicherweise im Riß beﬁnd-
lichen Medien Luft oder Vakuum eine um mindestens 3 Gro¨ßenordnungen kleinere Permit-
tivita¨t κ als die Piezokeramik besitzen, erscheint der impermeable Riß als gute Na¨herung.
Allerdings kann ein Riß auch so schmal sein, daß die elektrische Durchdringung an Gewicht
gewinnt oder sogar dominiert (na¨herungsweise permeabler Riß). Betrachtungen zu dieser
Problematik sowie Diskussion einer Zwischenstufe (semipermeable Rißrandbedingungen)
ﬁndet man in [38] und [51]. Ein Grenzfall ist der Kontakt der beiden Rißufer, welcher
durch die elektromechanische Kopplung auch in Teilbereichen eines wachsenden Risses gut
vorstellbar ist. In dem Falle wa¨re (6.1) fu¨r das Potential sowie eine Mehrko¨rperkontaktbe-
dingung der Verschiebungskomponenten anzusetzen (vgl. [68] – Sonderfall Kontakt eines
Ko¨rpers mit sich selbst).
6.1.3 Verschiedene Basisfunktionen fu¨r Strukturen mit wachsen-
dem Riß
Ein Problem bei in das Gebiet hineinwachsenden Rissen besteht darin, daß durch die Geo-
metriea¨nderung nebst Knotenverdopplung die Netzhierarchie gesto¨rt wird. Somit funktio-
niert die hierarchische Vorkonditionierung der Matrizen C und K nicht mehr wie im Fall
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ohne Rißwachstum, da die Rißknoten aufgrund der Kopien nun die doppelte Anzahl an
Freiheitsgraden aufweisen. Als Ansatz um diesen Mangel auszugleichen, benutzten Mey-
er, Rabold und Scherzer in [40] eine Art Mittelung, wobei zwischen der hierarchischen
Vorkonditionierung unter Betrachtung nur der gewo¨hnlichen und der
”
+“-Rißknoten sowie
einer weiteren unter Betrachtung nur der gewo¨hnlichen und der
”
−“-Rißknoten mithilfe
eines geeigneten Restriktionsoperators aus einem vergro¨ßerten Raum (ﬁcticious space) der
Dimension 2 · (Ng+Nc) ·NDoF in den Raum mit tatsa¨chlich vorhandenen (Ng+2Nc) ·NDoF
Freiheitsgraden durchgefu¨hrt wurde.
Eine Mo¨glichkeit die Vorkonditionierung nochmals deutlich zu verbessern, welche hier auf
die piezoelektrische Aufgabenstellung erweitert werden soll, wurde von Meyer in [39]
beschrieben. Zentrale Idee ist dabei die Einfu¨hrung von zwei verschiedenen Typen Basis-
funktionen am Riss. Um die Beschreibung mo¨glichst einfach zu halten, werden im Folgen-
den lineare Ansatzfunktionen betrachtet, eine Erweiterung auf ho¨here Polynomgrade ist
allerdings mo¨glich. Sei
Ψ = (ψ1, . . . , ψNg , ψ
−
Ng+1
, . . . , ψ−Ng+Nc , ψ
+
Ng+1
, . . . , ψ+Ng+Nc)
eine Basis skalarer Funktionen, wobei ψ1, . . . , ψNg gewo¨hnlichen Hu¨tchenfunktionen ent-
sprechen, wa¨hrend ψ−Ng+i sowie ψ
+
Ng+i
fu¨r alle i = 1 . . . Nc halbe Hutfunktionen darstellen
welche an der Rißlinie abgeschnitten sind (analog einer Hu¨tchenfunktion zu einem gewo¨hn-
lichen Knoten am Gebietsrand).
Eine weitere Basis ermo¨glicht ein Springen der approximierten Funktion an der Rißlinie
auf alternative Weise: Deﬁniere
Ψ˜ = (ψ1, . . . , ψNg , ψNg+1, . . . , ψNg+Nc , ψ˜Ng+1, . . . , ψ˜Ng+Nc)
wobei ψNg+i die gewo¨hnlichen Hutfunktionen darstellen (stetig u¨ber die Rißlinie!), sowie
ψ˜Ng+i als Produkt von ψNg+i mit einer Heavyside-Funktion bezu¨glich der Rißlinie deﬁniert
sind. Das bedeutet:
ψNg+i = ψ
−
Ng+i
+ ψ+Ng+i ,
ψ˜Ng+i = ψ
−
Ng+i
− ψ+Ng+i .
(6.2)
Eine Veranschaulichung der verschiedenen Basisfunktionen im 1D-Schnitt liefert Abbildung
6.4. Dabei ist zur besseren Unterscheidbarkeit die Rißlinie etwas auseinandergezogen dar-
gestellt, im undeformierten Netz stoßen
”
+“- und
”
−“-Ufer direkt zusammen und ergeben
stetige ψNg+i sowie Sprungfunktionen ψ˜Ng+i.
Fu¨r das elektrische Potential ϕ wird die Basis Ψ oder Ψ˜ verwendet, wa¨hrend das zweidimen-
sionale Verschiebungsfeld u eine Vektorbasis beno¨tigt. Hier werden analog 2 verschiedene
Basen eingefu¨hrt:
Φ = (φ1, . . . , φ2Ng , φ
−
2Ng+1
, . . . , φ−2Ng+2Nc , φ
+
2Ng+1
, . . . , φ+2Ng+2Nc) ,
Φ˜ = (φ1, . . . , φ2Ng , φ2Ng+1, . . . , φ2Ng+2Nc , φ˜2Ng+1, . . . , φ˜2Ng+2Nc) .
Dabei deﬁniert man fu¨r jedes k = 1, . . . , Ng +Nc
(φ2k−1, φ2k) = (ψk
(
1
0
)
, ψk
(
0
1
)
) =: ψkI ,
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Abbildung 6.4: Zwei Typen von Basisfunktionen an der Rißlinie (hier mit n = Ng)
analog fu¨r k = Ng + 1, . . . , Ng +Nc
(φ−2k−1, φ
−
2k) =: ψ
−
k I , , (φ
+
2k−1, φ
+
2k) =: ψ
+
k I sowie (φ˜2k−1, φ˜2k) =: ψ˜kI .
Die Transformationen zwischen den verschiedenen Basen sind unter Beachtung von (6.2)
recht einfach darzustellen: Ψ˜ = ΨD1 sowie Φ˜ = ΦD2 mit den Blockdiagonalmatrizen
Dj =

 IjNg 0 00 IjNc IjNc
0 IjNc −IjNc

 (j = 1, 2) ,
wobei Ik die Einheitsmatrix inR
k×k ist. Die Inversen vonDj besitzen ebenfalls eine einfache
Darstellung:
D−1j = blockdiag(IjNg ,
1
2
(
IjNc IjNc
IjNc −IjNc
)
) .
Die Anwendung dieser Basistransformation ermo¨glicht es, eine Vorkonditionierung fu¨r die
Matrizen bezu¨glich der speziellen Basen Φ˜ und Ψ˜ zu konstruieren, wa¨hrend fu¨r den Rest der
Rechnung wie FEM-Elementroutinen, Postprozessing sowie Fehlerscha¨tzung unter Nutzung
der Basen Φ und Ψ die gewo¨hnlichen Methoden genutzt werden ko¨nnen.
Wir bezeichnen der Notation in (4.11) folgend mit C, B und K die Matrizen bezu¨glich der
Basen Φ und Ψ, ferner mit C˜, B˜ und K˜ die Matrizen bezu¨glich der Basen Φ˜ und Ψ˜. Die
Basistransformation liefert
C˜ = D2CD2 , K˜ = D1KD1 , B˜ = D2BD1 . (6.3)
Ist also C˜0 ein Vorkonditionierer fu¨r C˜, dann gilt mit C0 := D
−1
2 C˜0D
−1
2 :
C−10 C = D2C˜
−1
0 C˜D
−1
2
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spektrala¨quivalent zu C˜−10 C˜ und folglich ist C0 ein Vorkonditionierer gleicher Gu¨te fu¨r C.
Analog liefert ein guter Vorkonditionierer K˜0 fu¨r K˜ sofort einen guten Vorkonditionierer
B0 := D
−1
1 K˜0D
−1
1 fu¨r K.
Ideen zu A¨nderungen bei Annahme permeabler Risse
Unter der vereinfachenden Modellannahme daß sich die Rißufer nicht wesentlich gegen-
einander verschieben, ist die Einarbeitung der Bedingung (6.1) sehr eﬀektiv mo¨glich, in-
dem einfach aus der Basis Ψ˜ die Funktionen ψ˜Ng+i der entsprechenden Rißknoten entfernt
werden. Damit erzwingt man automatisch gleiches Potential auf beiden Rißufern. Etwas
diﬃziler stellt sich das Problem dar wenn eine Verschiebung der Rißufer gegeneinander
stattﬁndet, d.h. ein Knoten N+i an einem Punkt irgendwo auf einer Kante s
−
j gegenu¨ber
zum liegen kommen kann. In diesem Falle mu¨ssen auf jeden Fall auch die Verschiebun-
gen beru¨cksichtigt werden, es ko¨nnen a¨hnlich zur Bearbeitung von Kontaktproblemen
Unterraum-Projektionstechniken zum Einsatz kommen, welche wiederum leichter in der
Basis Ψ betrachtet werden ko¨nnen. Im Falle eines Rißkontaktes mu¨ssen zusa¨tzlich auch
noch an den Rißra¨ndern Kontaktbedingungen fu¨r die Verschiebungen angesetzt werden,
wobei die kontaktverda¨chtige Zone im Normalfall auf den Riß eingeschra¨nkt werden kann.
6.1.4 Effiziente DD-Vorkonditionierer fu¨r die Steifigkeitsmatri-
zen in der alternativen Basis
Einen Vorkonditionierer fu¨r C˜ kann man wie in [39] beschrieben mit Hilfe einer Gebiets-
zerlegungsmethode (Domain Decomposition approach) gewinnen. Diese Methode eignet
sich auch in Modiﬁkation zur Anwendung bei der Vorkonditionierung der Matrix K˜, dieser
Fall soll hier zuerst beschrieben werden weil aufgrund der skalaren Ansatzfunktionen fu¨r
das Potential die Darstellung etwas einfacher ist.
Betrachte die Struktur der Matrizen K und K˜:
K =

 Kg J− J+(J−)T T− 0
(J+)T 0 T+

 (6.3)=⇒ K˜ =

 Kg J− + J+ J− − J+sym. T− + T+ T− − T+
sym. T− − T+ T− + T+

 ,
wobei
• Kg ∈ RNg×Ng mit den Eintra¨gen kgij = k(ψi, ψj),
• T−, T+ ∈ RNc×Nc mit den Eintra¨gen t−/+ij = k(ψ−/+Ng+i, ψ−/+Ng+j) sowie
• J−, J+ ∈ RNg×Nc mit den Eintra¨gen ι−/+ij = k(ψi, ψ−/+Ng+j).
Der fu¨hrende (Ng +Nc)× (Ng +Nc)-Block von K˜ wird hier mit
Kˆ =
(
Kg J
− + J+
(J− + J+)T T− + T+
)
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bezeichnet, dieser beinhaltet gerade alle Funktionswerte der Bilinearform k(ψi, ψj) mit den
Funktionen
ψi, ψj ∈ Ψ˜, i, j = 1, . . . , Ng +Nc
aus der alternativen Basis untereinander1 und entspricht somit der dielektrischen Steiﬁg-
keitsmatrix fu¨r das Netz ohne Beachtung des Risses. Es ergibt sich die vereinfachte Struktur
K˜ =
(
Kˆ J
JT T
)
mit J =
(
J− − J+
T− − T+
)
sowie T = T− + T+ .
Fu¨r den Hauptblock Kˆ ist jetzt ein Standard-Multilevel Vorkonditionierer anwendbar, be-
zeichnet mit Kˆ0. Insbesondere eignet sich im betrachteten 2D-Fall der Hierarchische-Basen
Vorkonditionierer [74]. Der kleinere Diagonalblock T (symmetrisch mit Dimension Nc) la¨sst
sich bei geschickter Anordnung der Rissknoten sogar exakt invertieren. Numeriert man die
Rißknoten Ng+1, . . . Ng+Nc in einer eindimensionalen Kette entlang der Rißlinie, besitzt
T im Fall linearer Elemente eine tridiagonale Struktur, im Fall quadratischer Elemente pen-
tadiagonale Struktur. Eine Cholesky-Faktorisierung liefert damit eine direkte Anwendung
von T−1 mit dem Aufwand O(Nc).
Um fu¨r die gesamte Matrix K˜ einen DD-artigen Vorkonditionierer zu konstruieren, be-
trachten wir folgende Blockfaktorisierung:
K˜ =
(
I JT−1
0 I
)(
Sk 0
0 T
)(
I 0
T−1JT I
)
(6.4)
mit der (inneren) Schurkomplementmatrix
Sk = Kˆ− JT−1JT ,
welche einer Rang-Nc-Sto¨rung von Kˆ entspricht. Approximiert man die Inverse von Sk
durch den Vorkonditionierer Kˆ−10 , erha¨lt man als na¨herungsweise Inverse von K˜ den Vor-
konditionierer
K˜−10 =
(
I 0
−T−1J I
)(
Kˆ−10 0
0 T−1
)(
I −JT−1
0 I
)
.
Zu bemerken ist dabei, daß alle weiteren Inversen exakt sind und inklusive der Multi-
plikationen mit T−1 direkt durchgefu¨hrt werden ko¨nnen. Eine geeignete Skalierung des
Vorkonditionierers Kˆ0 vorausgesetzt, ergibt sich fu¨r K˜
−1
0 K˜ eine ebensogute Kondition wie
fu¨r Kˆ−10 Sk.
Vorkonditionierung fu¨r linear-elastischen Block
Fu¨r die Vorkonditionierung der Matrix C˜ erweitert man die eben beschriebene Methode
auf Vektoransatzfunktionen mit 2 Freiheitsgraden pro Knoten. Es gilt analog zum dielek-
1Diese entsprechen gerade den gewo¨hnlichen Hutfunktionen.
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trischen Block
C =

 Cu J−2 J+2(J−2 )T T−2 0
(J+2 )
T 0 T+2

 (6.3)=⇒ C˜ =

 Cu J−2 + J+2 J−2 − J+2sym. T−2 + T+2 T−2 − T+2
sym. T−2 − T+2 T−2 + T+2

 ,
wobei der fu¨hrende 2(Ng +Nc)× 2(Ng +Nc)-Block von C˜
Cˆ =
(
Cu J
−
2 + J
+
2
(J−2 + J
+
2 )
T T−2 + T
+
2
)
der elastischen Steiﬁgkeitsmatrix ohne Beachtung des Risses entspricht. Fu¨r diese sind
ebenfalls gute Multilevelvorkonditionierer bekannt. U¨brig bleiben in C˜ die Blo¨cke
J2 =
(
J−2 − J+2
T−2 − T+2
)
sowie T2 = T
−
2 + T
+
2 .
Aufgrund der oben beschriebenen Rißknotenanordnung sowie der pa¨rchenweisen Aneinan-
derreihung der Verschiebungsfreiheitsgrade pro Knoten besitzt T2 im Fall linearer Elemente
blocktridiagonale Struktur, im Fall quadratischer Elemente blockpentadiagonale Struktur
(jeweils mit 2×2-Blo¨cken). Es ist also ebenfalls eine Cholesky-Faktorisierung mo¨glich, wel-
che eine direkte Anwendung von T−12 mit dem Aufwand O(Nc) liefert. Blockfaktorisierung
wie in (6.4) und die Verwendung eines Vorkonditionierers Cˆ−10 fu¨r das innere Schurkom-
plement
Sc = Cˆ− J2T−12 JT2
(Sc entspricht einer Rang-2Nc-Sto¨rung von Cˆ) fu¨hrt zu dem Vorkonditionierer
C˜−10 =
(
I 0
−T−12 J2 I
)(
Cˆ−10 0
0 T−12
)(
I −J2T−12
0 I
)
fu¨r C˜.
Nutzt man den fu¨r K resultierenden Vorkonditionierer fu¨r das gesamte a¨ußere Schurkom-
plement S, so ergeben sich als Vorkonditionierer fu¨r die Blo¨cke C und S unter Beachtung
von (6.3):
C−10 = D2C˜
−1
0 D2 , B
−1
0 = D1K˜
−1
0 D1 .
Aufgrund der mehrmaligen Approximation mit Schurkomplementbildung (wobei in S auch
nochmals C−10 und somit das Schurkomplement aus dem Rissvorkonditionierer fu¨r den
mechanischen Teil versteckt ist) ist ein gewisser Verlust an Eﬀektivita¨t der Gesamtvorkon-
ditionierung durch Aufschaukelungseﬀekte zu erwarten.
6.2 Numerische Beispiele zum piezoelektrischen Riß
6.2.1 Beispiel: Ku¨nstlich wachsender gerader Riß
Um die Netzanpassungsalgorithmen und die Vorkonditionierung im Fall eines wachsenden
Risses zu testen, wurde zuna¨chst ein Beispiel mit einem geraden, in ein Rechteckgebiet hin-
einwachsenden Riß konstruiert. Wegen dem noch fehlenden Bruchkriterium wurde dabei
108
qu16 - (549 nodes)
TU Chemnitz
qu16 - (1144 nodes)
TU Chemnitz
qu16 - (1152 nodes)
TU Chemnitz
qu16 - (1821 nodes)
TU Chemnitz
qu16 - (1833 nodes)
TU Chemnitz
qu16 - (2369 nodes)
TU Chemnitz
Abbildung 6.5: Verformte Netze bei ku¨nstlich gerade wachsendem Riß
zuna¨chst ein ku¨nstliches Rißwachstum implementiert, wobei in jedem Wachstumsschritt
einfach der Riß entlang einer vorher deﬁnierten Richtung um eine vorgegebene La¨nge (In-
krement ∆a) weiterwa¨chst. Zwischen den Wachstumsschritten schließen sich eine Anzahl
von adaptiven Verfeinerungsschritten an, welche das Netz immer hauptsa¨chlich um die neue
Rißspitze verfeinern. Der Einfachheit halber wurden hier immer 3 Verfeinerungsschritte und
anschließend ein Wachstumsschritt simuliert. Abbildung 6.5 zeigt die deformierten Netze
nach den ersten 3 Rißwachstumsschritten sowie 3 Verfeinerungsschritte nach jedem der
Wachstumsschritte. In Abbildung 6.6 wird der Verlauf der Iterationszahlen im betrachte-
ten Beispiel dargestellt. Zu beobachten ist, daß in jedem Wachstumsschritt beim ersten
Lo¨sen mit dem aufgerissenen Netz zuna¨chst eine drastisch hohe Zahl an Iterationen not-
wendig ist, um eine ausreichende Genauigkeitsverbesserung zu erzielen. In den folgenden
Verfeinerungsschritten fallen die Iterationszahlen aber im wesentlichen wieder auf das Le-
vel von vor dem Wachstumsschritt zuru¨ck. Somit bleibt die Anzahl an Iterationen, die fu¨r
die Berechnung jedes weiteren Rißinkrementes beno¨tigt wird, in der Tendenz beschra¨nkt.
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Abbildung 6.6: Iterationszahlen bei ku¨nstlich gerade wachsendem Riß
6.2.2 Beispiel: Ku¨nstlich abknickender Riß
Als weiteres Beispiel wurde ein Riß betrachtet, der zuna¨chst gerade in ein Rechteckgebiet
hineinwa¨chst und dann abknickt um in vera¨ndertem Winkel weiterzuwachsen. Am Beginn
der Rechnung sowie immer zwischen 2 Wachstumsschritten wurden wieder jeweils 3 adap-
tive Verfeinerungsschritte durchgefu¨hrt. Abbildung 6.7 zeigt die resultierenden Netze nach
dem abknickenden Wachstumsschritt, einem folgenden geraden Weiterwachsen sowie einem
nochmaligen abknickenden Wachstum. Zusa¨tzlich jeweils die Netze nach dreimaliger ad-
aptiver Verfeinerung. Das ku¨nstlich krumme Wachstum des Risses erzeugt im Unterschied
zum geraden Riß eine Rißlinie die nicht wie im vorigen Beispiel entlang Elementkanten
wa¨chst, so daß die volle Rißwachstumsalgorithmik getestet wird. Der Einfachheit halber
wurde sich hier auf quadratische Dreieckselemente beschra¨nkt. Die resultierenden Iterati-
onszahlen zeigt Abbildung 6.8.
6.3 Nutzung zur Bestimmung bruchmechanischer Kenn-
gro¨ßen
6.3.1 Vergleich mittels FEM erhaltener Kenngro¨ßen mit Refe-
renzbeispielen
Das erstellte FEM-Experimentalprogramm SPC-Pm2AdPiez wurde im Rahmen einer Ko-
operation mit der TU BA Freiberg vom Kooperationspartner um die Berechnung bruchme-
chanische Kenngro¨ßen aus der FEM-Lo¨sung zum ProgrammΠezoCrack bzw. kurz ΠCrack
erweitert. Die Zielstellung ist dabei, a¨hnlich wie im linear-elastischen Fall [40] zu einer Si-
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Abbildung 6.7: Verformte Netze bei ku¨nstlich krumm wachsendem Riß
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Abbildung 6.8: Iterationszahlen bei ku¨nstlich krumm wachsendem Riß
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Abbildung 6.9: Rißanordnung mit Knick, Quelle: [30]
mulation des zweidimensionalen Ermu¨dungsrißwachstums in Piezomaterialien zu gelangen.
Die nachfolgend aufgefu¨hrten Ergebnisse beﬁnden sich in der Publikation [30] von Jan-
ski et.al. Zuna¨chst wurden fu¨r das Beispiel elektromechanischer Griﬃth-Riß wie in [29]
dargestellt die Intensita¨tsfaktoren KI , KII sowie KIV der Rißsingularita¨t mithilfe der
Interaction-Integral-Technik [19] berechnet und mit den aus der analytischen Lo¨sung [64],[47]
fu¨r das asymptotische Problem bekannten Werten verglichen. Hierbei zeigte sich eine
schnelle Anna¨herung der numerisch bestimmten an die analytischen Werte mit der adapti-
ven Netzverfeinerung, ab dem vierten Verfeinerungsschritt betra¨gt die Abweichung weniger
als 0.5%. Ebenso wurde eine Unabha¨ngigkeit der numerisch berechneten Intensita¨tsfakto-
ren vom Radius der Integrationskontur beobachtet.
Als weiteres Beispiel wurde in [30] eine als Modiﬁkation des Griﬃth-Risses betrachtbare
Rißkonﬁguration mit einem Knick untersucht, dargestellt in Abbildung 6.9.
Die FEM-Lo¨sungen fu¨r verschiedene Abknickwinkel ω wurden mit den von Xu und Ra-
japakse [73] ermittelten Lo¨sungen fu¨r einen abgeknickten Riß in der unendlichen Ebene
verglichen. Dabei zeigte sich ebenfalls eine befriedigende U¨bereinstimmung der Gro¨ßen
KbI , K
b
II sowie K
b
IV
sowohl im rein elektrischen Belastungsfall (Mode IV, im Bild 1. Belastungsfall) als auch
im rein mechanischen Belastungsfall (Mode I, im Bild 2. Belastungsfall). Eine Darstellung
der Resultate bezogen auf die Intensita¨tsfaktoren im Griﬃth-Riß ist in Abbildung 6.10
gegeben. Die Punkte entsprechen dabei den numerisch ermittelten Ergebnissen fu¨r die 7
Werte von ω = −90◦,−60◦,−30◦, 0◦, 30◦, 60◦, 90◦ des Abknickwinkels. Die durchgezogenen
Linien stellen die analytischen Lo¨sungen aus [73] dar.
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Abbildung 6.10: FEM-Lo¨sung und analytische Lo¨sung fu¨r relative Intensita¨tsfaktoren bei
Riß mit Knick im rein elektrischen (links) und rein mechanischen (rechts) Belastungsfall.
Quelle: [30]
Anhand der Bilder ist zu erkennen, daß KbII in diesem Beispiel weniger genau approximiert
wird als KbI und K
b
IV .
6.3.2 Rißwachstumskriterien
Die Diskussion um geeignete Bruchkriterien ist aktuell noch nicht abgeschlossen, vergleiche
dazu beispielsweise [11]. In der Literatur werden verschiedene Bruchkriterien fu¨r lineares
piezoelektrisches Materialverhalten diskutiert, genannt seien hier:
• Totale Energiefreisetzungsrate (Pak [45])
• Mechanische Verzerrungsenergiefreisetzungsrate (Park/Sun [47])
• Stressintensita¨tsfaktoren (Suo et al. [64])
• Lokale Energiefreisetzungsrate (Gao et al.)
In linear-elastischen Materialien sind noch weitere bewa¨hrte Bruchkriterien bekannt, wie
zum Beispiel die maximale Umfangsspannung [20]. Die Anwendbarkeit einiger Kriterien
(eventuell mit Modiﬁkationen) auf piezoelektrisches Materialverhalten ist momentan noch
ungekla¨rt.
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Bis jetzt hat sich noch kein international anerkannter Zugang herauskristallisiert, der in
allen mo¨glichen Belastungsfa¨llen eine korrekte Bruchvorhersage liefert. Eine große Schwie-
rigkeit besteht darin, daß im Vergleich zum gut erforschten linear-elastischen Fall der Ein-
ﬂuß des elektrischen Feldes als zusa¨tzliche zu beachtende Komponente mit nicht allgemein
gekla¨rter Wirkung eine Erweiterung der Methoden erfordert. Fu¨r Erweiterungen gibt es
allerdings eine Vielzahl von denkbaren Varianten. Das erstellte Simulationswerkzeug bie-
tet eine Mo¨glichkeit Bruchkriterien zu testen, indem unter Anwendung eines zu testenden
Bruchkriteriums Rißpfade von Benchmark-Beispielen mit vordeﬁnierten Materialparame-
tern sowie Randbedingungen berechnet werden und mit vorhandenen Daten aus Bruch-
versuchen verglichen werden. In dieser Hinsicht kann gu¨nstigenfalls ein Beitrag geleistet
werden, ein realita¨tsnahes Bruchkriterium zu ﬁnden.
Eine generelle Ungenauigkeitsquelle bei der numerischen Simulation von Rißverla¨ufen be-
steht darin, daß durch die starken Felder nahe der Rißspitzensingularita¨t lokal nichtli-
neares Materialverhalten mit Hysteresen durch Doma¨nenumklappen usw. zu erwarten ist.
Außerdem kann auch die mikromechanische Struktur das konkrete Bruchverhalten beein-
ﬂussen, so ko¨nnte etwa ein Riß bevorzugt entlang von Korngrenzen weiterwachsen. Diese
Eﬀekte lassen sich im verwendeten linearen Materialmodell und selbst in der allgemeineren
makroskopisch-pha¨nomenologischen Herangehensweise nicht vollsta¨ndig erfassen, an dieser
Stelle wa¨re mo¨glicherweise eine Hinzunahme stochastischer Betrachtungen sinnvoll.
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Anhang A
Umrechnungsformeln zum inversen
Materialgesetz im 2D-Fall
Ausgehend vom Materialgesetz (Matrizen und Vektoren hier ohne Unterstriche)(
σ
D
)
=
(
C −B
BT K
)(
ε
E
)
(A.1)
erha¨lt man:
ε = C−1σ + C−1BE
=⇒ E = K−1(D −BT ε) = K−1D −K−1BTC−1σ −K−1BTC−1BE
=⇒ E = (I +K−1BTC−1B)−1K−1D − (I +K−1BTC−1B)−1K−1BTC−1σ
= (K +BTC−1B)−1D − (K +BTC−1B)−1BTC−1σ ,
E = K−1D −K−1BT ε
=⇒ ε = C−1σ + C−1BE = C−1σ + C−1BK−1D − C−1BK−1BT ε
=⇒ ε = (I + C−1BK−1BT )−1C−1σ + (I + C−1BK−1BT )−1C−1BK−1D
= (C +BK−1BT )−1σ + (C +BK−1BT )−1BK−1D .
Folglich gilt also (
ε
E
)
=
(
A B
−BT D
)(
σ
D
)
(A.2)
mit
A = (C +BK−1BT )−1 ,
D = (K +BTC−1B)−1 ,
B = (C +BK−1BT )−1BK−1 = C−1B(K +BTC−1B)−1 .
Mit der Deﬁnition von C, B und K gema¨ß Gleichung (2.44) erha¨lt man leicht die Inversen
C−1 = blockdiag(C−12 ,
1
c33
) mit C−12 =
1
c11c22 − c212
(
c22 −c12
−c12 c11
)
, K−1 =
( 1
κ11
0
0 1
κ22
)
.
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Ausrechnen ergibt schließlich
A =

a11 a12 0a12 a22 0
0 0 a33

 , B =

 0 b120 b22
b31 0

 , D = (δ11 0
0 δ22
)
mit
a11 =
1
α
(c22κ22 + e
2
22) , a22 =
1
α
(c11κ22 + e
2
12) , a12 = −
1
α
(c12κ22 + e12e22) , a33 =
κ11
β
,
b12 =
1
α
(c22e12 − c12e22) , b22 = 1
α
(c11e22 − c12e12) , b31 = e31
β
,
δ11 =
c33
β
, δ22 =
1
α
(c11c22 − c212) .
Dabei sind
α = c11(c22κ22 + e
2
22)− c12(c12κ22 + 2e12e22) + c22e212 , β = c33κ11 + e231 .
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Thesen zur Dissertation
1. Die vorliegende Arbeit bescha¨ftigt sich ausfu¨hrlich mit der Simulation linearer pie-
zoelektrischer Probleme mithilfe der Finite-Element-Methode. In Teilen wird dabei
gleichzeitig auch auf spezielle mechanische Probleme mit inkompressiblen Material-
verhalten eingegangen, da die Struktur der entstehenden Gleichungssysteme(
C B
BT −K
)(
u
p
)
=
(
f
g
)
und somit auch die mo¨glichen Lo¨sungsmethoden Gemeinsamkeiten zum Piezopro-
blem aufweisen.
2. Fu¨r die behandelten Problemklassen
”
Lineare Piezoelektrizita¨t“ sowie
”
Lineare in-
kompressible Elastizita¨t“ wurden im Zuge dieser Arbeit auf der Basis einer adaptiven
FEM-Simulation die Experimentalprogrammvarianten SPC-Pm2AdPiez sowie
SPC-Pm2AdMix implementiert. Diese bilden eine Grundlage fu¨r Beispielrechnungen
und Erweiterungen unter anderem in Richtung Rißwachstum.
3. Der vorgeschlagene und verwendete Lo¨ser (ein modiﬁzierter Bramble-Pasciak-CG)
wurde untersucht und die Anwendung einer speziellen Vorkonditionierung fu¨r den
piezoelektrischen Fall theoretisch unterfu¨ttert. Fernerhin wurde eine Strategie zur
Wahl eines lo¨serspeziﬁschen Parameters vorgeschlagen, theoretisch untersucht und
an ausgewa¨hlten Beispielen erfolgreich auf ihre Wirksamkeit getestet.
4. Die eﬀektive Behandlung rotationssymmetrischer Probleme im Rahmen einer zweidi-
mensionalen FEM mit geringen Erweiterungen konnte fu¨r das lineare Piezoproblem
theoretisch hergeleitet und zuna¨chst fu¨r den Fall axialer Polung als Zusatzvariante
implementiert werden. Eine Erweiterung auf radiale Polung, welche beipielsweise in
Hohlzylinderanwendungen vorkommt, wurde ebenfalls theoretisch untersucht und ist
bei Bedarf mit u¨berschaubarem Zeitaufwand implementierbar.
5. Zum Zwecke einer adaptiven Netzverfeinerungsstrategie wurde ein fu¨r linear-elastische
Probleme vielfach bewa¨hrter Fehlerscha¨tzer auf piezoelektrisches Materialverhalten
erweitert und die Zuverla¨ssigkeit theoretisch nachgewiesen.
6. Besondere Randbedingungen wie leitfa¨hige Ra¨nder oder Kontakt mit festen Hinder-
nissen wurden in die Theorie eingebettet und konnten als Varianten in die Implemen-
tierung mit aufgenommen werden. Desweiteren wurde ein ausfu¨hrlicher Vergleich der
123
mit adaptiver FEM erzeugten Na¨herungslo¨sung eines ebenen geraden Rißproblems
mit der analytischen Lo¨sung fu¨r das zugeho¨rige asymptotische Problem in der un-
endlichen Ebene (elektromechanischer Griﬃthriß) angestellt. Hier zeigt sich, daß aus-
gehend von einem Startnetz mit etwa 100 Knoten dank der Adaptivita¨t schon bei
einem Netz mit etwa 1000 Knoten die asymptotische Lo¨sung vergleichsweise sehr gut
angena¨hert wird.
7. Eine interessante und sehr aktuelle Thematik ist das Wachstum von Ermu¨dungsris-
sen. Der Einbau von wachsenden Rißstrukturen sowie die Anpassung einer geeigneten
Vorkonditionierung auf aufreißende Netze im zweidimensionalen Fall fu¨r das lineare
Piezoproblem konnte im Rahmen dieser Arbeit erfolgen.
8. Das in Kooperation mit der TU BA Freiberg erstellte Simulationswerkzeug ΠCrack
nutzt wesentliche Ergebnisse dieser Arbeit und kann als Grundlage dienen, mo¨gliche
Bruchkriterien fu¨r zweidimensionale Rißwachstumsprobleme in Piezomaterialien zu
testen. Im Hinblick auf eine realita¨tsnahe Simulation sind dabei noch Mo¨glichkeiten
zur Erweiterung zu beachten. Zum Beispiel sei hier die Einbeziehung des Zusammen-
spiels von Rißwachstum und Kontakt zwischen den Rißﬂanken bei mo¨glicher (teil-
weiser) Rißschließung genannt, im Hinblick auf Modellierung und Implementierung
der dabei auftretenden elektrischen und mechanischen Wirkungen.
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