A model for the recognition of tachistoscopically presented words is developed. The model is a "sophisticated guessing" model which takes explicit account of the geometry of the characters which make up the words or letter strings. Explicit attempts are made to account for word frequency effects, effects due to letter transition probabilities, and effects due to physical similarity of character strings to one another. A word recognition experiment using the set of three-letter words is reported, and the model is used to make quantitative predictions of these results as well as to give a qualitative account for a number of results in the literature. Finally, it is shown that under certain simplifying assumptions this sophisticated guessing model is isomorphic with the "criterion bias" model as developed in 1967 by Broadbent.
The process whereby words are recognized has long fascinated experimental psychologists (Erdmann & Dodge, 1898; Huey, 1908; Pillsbury, 1897) . Several related findings have commanded the most attention. For example, more letters per unit time may be apprehended when a word is presented than when a string of unrelated letters is presented (Huey, 1908) . A letter string formed by taking a word and either deleting or replacing one or two letters is often clearly perceived as that word (Pillsbury, 1897) . Other things being equal, words which occur frequently in the language are more easily perceived than those which occur less frequently (Goldia-1 This research was supported by Research Grant NS-07454-06 from the National Institutes of Health. Thanks are due to D. A. Norman for his useful comments on early drafts of this paper.
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3 Now at the University of Rochester. mond & Hawkins, 1958) . The more the statistics of letter strings approximate those of words, the better the perception of the letter strings (cf. Miller, Bruner, & Postman, 1954) . The more predictable a word is within a sentence, the more easily it is perceived (Miller, Heise, & Lichten, 1951; Stowe, Harris, & Hampton, 1963; Tulving & Gold, 1963; Tulving, Mandler, & Baumal, 1964) . Most explanations of these phenomena suggest that they all result from the fact that the subject combines internally provided information about language with externally provided information from the sensory system (cf. Morton, 1969 Morton, , 1970 . By this argument, words are easier to see than nonwords because we can apply our knowledge of the vocabulary of the language. Knowledge of relative frequencies of words in the language allows us to read highfrequency words more readily. Knowledge of syntactic and semantic relations allows us to read words more easily in the context of 99 a sentence. Although most of this is agreed upon, there is much less agreement on the rules whereby the "sensory" and the "internally produced" information are combined. In an important paper Broadbent (1967) outlined four possible rules of combination. Of the four possibilities only two now deserve consideration. These are the "sophisticated guessing" model and the "criterion bias" model. The sophisticated guessing model or "fragment theory" as Neisser (1967) calls it was first proposed by Solomon and Postman (1952) and has since been defended by Newbigging (1961) , Savin (1963) , Kempler and Wiener (1963) , Neisser (1967) , and Catlin (1969) . This model suggests that when a word is presented only a few fragments (letters, phonemes, or features) of the word are perceived; the fragments then serve as constraints on the subset of words from which subjects guess. Thus, subjects make their choices intelligently, based on the evidence available to them. Moreover, their guesses are weighted according to the a priori expectations of the remaining possibilities.
The criterion bias or "signal detectability" model for word recognition was first proposed by Green and Birdsall (1964) and more recently defended by Broadbent (1967) , Morton (1968 Morton ( , 1969 Morton ( , 1970 , Frederiksen (1971) , and Treisman (1971) . This model suggests that subjects have K decision axes, one for each of the K possible words to be presented. When a particular word is presented, subjects have available K observations. All the observations are from orthogonal normally distributed random variables with zero means and unit variance for the K -1 words which were not presented, and with a mean that depends on the signal-to-noise ratio for the word which was presented. A priori expectations simply serve as constants added to each observation. The greater the expectations, the larger the constant. In this paper we show how the experimental findings can be handled by a single model that is neither a sophisticated guessing model nor a criterion bias model but rather a representation that encompasses both of these formulations. The model is based on an analysis of visual features and was originally developed by Rumelhart (1970) and Norman and Rumelhart (1970) for the analysis of the pattern recognition stage of memory. It has since been extended by Rumelhart (1971) to account for the confusions among visually presented letters. Figure 1 illustrates the general theoretical framework which guides the discussion. Visually presented inputs are stored in a visual information store. Critical features of the image are extracted while it resides in the visual information store. The features are assembled into a multicomponent vector and analyzed by the "naming system," the major pattern recognition process. Here physical features combine with a priori expectations to yield an identification or set of identifications of the presented elements. The important part of the model is the specification of the decision rule whereby the features combine with a priori expectations. Proper specification of this rule can yield an explanation of the various word recognition phenomena.
THEORETICAL ORIENTATION
In order to make detailed predictions about the interaction of the sensory data with the internally produced expectations, it is useful to specify in some detail the form that the sensory information is assumed to take. This sensory form must obviously be critically dependent upon the physical structure of the signals. The analysis is much simplified if it is restricted to a particular physical representation for the visually presented letters, although the general prin-ciple ought to apply to all possible physical representations. Following our earlier work (Rumelhart, 1971 ) the analyses of this paper will assume the type font shown in Figure 2a . One can account for confusions among singly presented letters of this font by assuming that the "critical features" of the letters correspond to straight line segments (Rumelhart, 1971) . It is a straightforward (though tedious) matter to analyze other fonts.
The assumptions of the multicomponent model fall into three categories: (a) Representation assumptions-To what physical characteristics of the stimulus do features or components correspond ? What information does the "discovery" or "extraction" of a feature carry? (&) Activation assumptions-What determines the probability that any particular set of features will be extracted in any given exposure? (c) Decision assumptions-Given that a certain set of features have been discovered, what is the probability that it will lead to any specific response? The detailed assumptions of each class are discussed below.
Representation Assumptions
Assumption Rl. A straight line segment of length t t is assumed to be represented by M< components, where n t is proportional to d. Assumption R2. Each component is assumed to be specific with regard to orientation and retinal location.
Assumption Rl ties the use of the term component in an explicit way to the stimulus configuration, in particular, to line segments. The longer the line segment, the more components it contains. Assumption R2 specifies that information about the orientation and location of the line segment which gives rise to a component is carried along with the component in the analysis.
It may be useful to note that components have roughly the same characteristics as Hubel and Wiesel's (1962) "simple" line detectors. That is, they are sensitive to orientation, they are location specific, and longer line segments stimulate a larger number of simple detectors. Whereas the components available for discovery following the presentation of a particular stimulus depend only on the geometry of the stimulus, the set of functional features which can be found depends not only on the geometry of the stimulus which was presented but also on the entire set of possible stimuli which could have been presented. Figure  2b illustrates the 14 functional features defined by the type font illustrated in Figure  2a . It should be noted that the set of functional features associated with any type font (constructed from straight line segments) is the minimal set of line segments required to construct all characters in that type font.
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Activation Assumptions
In most of the experiments analyzed in this paper, stimulus parameters are not varied. Therefore, there is no need to state the complete set of activation assumptions of the multicomponent model. Suffice it to say that the assumptions (Rumelhart, 1971) , yield the result that the probability that feature f t is discovered, given that it is part of the stimulus configuration, is given by
where «« is the number of components in functional feature f t , y is the rate at which components are extracted from the visual information store, T is the duration of the stimulus exposure, and ju is the time constant of the decay of information in the visual information store. It follows from Equation 2 that the probability of finding a particular functional feature, given that it is represented in the stimulus, increases with the length of the line segment (i.e., number of components in the line segment), signal-to-noise ratio (i.e., rate of information extraction), and duration of the stimulus exposure. It should also be noted that for fixed stimulus conditions (signal-to-noise ratio and flash duration) Equation 2 can be written as
where ft is the length of the line segment giving rise to the functional feature, and the effects of all of the other parameters are embedded in the single parameter «.
Decision Assumptions
The decision assumptions are based on the idea that response probability depends upon the interaction between the functional features extracted on a presentation and the subjects' a priori expectations about what will be presented.
Assumption Dl. Let F be the set of functional features extracted. Let C(F) be responses which are still considered possible response alternatives after the set F has been determined. Then response r^ is a member of C(F) if F^s^ and if the total number of functional features in s t , N(s i ), does not exceed the number of such features in F, N(F~) , by more than some number c, then
[3] Assumption D2. A response, r t , is selected according to a Bayesian response rule :
where P(s { ) is the subject's a priori or subjective probability that stimulus st would be presented.' 1 4 It is perhaps useful to note that assumptions Dl and D2 are strictly analogous to the decision assumptions made by Nakatani (1968) in his confusion-choice recognition model. The candidate set on any presentation corresponds to Nakatani's set of "evoked" stimulus alternatives. Both models assume Luce's choice axiom (Luce, 1959) to apply to the elements of the candidate set. There are mild and probably inconsequential differences between the current decision assumptions and those of Nakatani when the candidate set is empty. There are, of course, a wide range of possible decision rules that could conceivably combine with and C(F) [4] Assumption Dl asserts that only those response alternatives which are consistent with the observed set of features F and which are not missing more than c features are considered. Assumption D2 postulates that a Bayesian response rule is employed among elements of the candidate set, and that responses are made according to a the previously stated activation rules. Among the decision rules that can be rejected are (a) a maximum likelihood choice rule and (6) the assumption that all strings consistent with the observed set of functional features become members of the candidate set.
priori expectations when the candidate set is empty.
ANALYSIS OF WORD RECOGNITION
EXPERIMENTS We now specialize our assumptions so that the model makes definite predictions about word recognition. For simplicity, consider only three-letter words written in the font illustrated in Figure 2 . There are 42 functional features defined by that stimulus set (14 for each of the three letter positions). We know the length of each of the line segments, so we can compute the probability that any particular set of functional features will be discovered for each of the possible stimulus strings. To predict the entire distribution of responses for any word recognition experiment that uses three-letter words in this font, we need only specify a, the sensory parameter, c, the decision criterion, and P (.?,•,) (for all t), the subject's expectations. Of the three variables which must be specified, by far the most difficult is the subject's expectancies, P(-fi), for these must be specified for each of the 26 s possible letter strings. This task can be greatly simplified if we can postulate the source of the subject's expectations.
A Priori Expectations
There are at least three levels on which a string of letters can be comprehended. First, a string can be understood as a word. Second, a string can be understood as a syllable or as a sequence of syllables. Third, a string can be comprehended as a meaningless sequence of letters. Perhaps the simplest assumption is that P(JI) is a weighted average of the subjective probabilities that the string is a word, a syllable, or a random letter string.
where /".(.?() represents the subjective probability of string ^ under the assumption that it is a word, f,(si) the subjective probability of string j< under the assumption that it is a syllable, / r (j<) the subjective probability of string s t given that it is a nonmeaningful string of letters, P(WORD) represents the degree to which the subjects weigh the wordlike quality of the strings, P(SYL) the degree to which the subjects weigh syllablelike quality, and P (LETTER) the weight for nonmeaningful quality.
If P(WORD), jP(svL), and P(LETTER) are setlike qualities which are constant for an experiment, and f w (j<), i»(Si}, and f r (j t ) are simple functions of the objective frequencies of the letter strings as words, syllables, or random letters, we have simplified the problem of specifying P(s t ). We need simply determine the subjects' expectancies that words, syllables, or letters are the appropriate level on which to comprehend the stimulus strings and the functions that relate observed frequency of usage of words and syllables to subjective probabilities. We return to the specification of these functions later.
Experimental Procedure
To determine the exact recognition probabilities, an experimental study for the visual recognition of all 726 three-letter strings tabulated by Kucera and Francis (1967) was performed. These 726 strings include all occurrences of three-letter sequences in their sample, and they range from such frequent sequences as THE to such infrequent ones as ZOE.
The apparatus and general procedure follows that described in Rumelhart (1971) . Subjects were first given training in the recognition of single letters presented in the type font. For each subject, the signal-to-noise ratio was adjusted so that he was correct about 50% of the time when presented a single letter. Then, for each subject separately, each of the 726 three-letter strings was presented randomly for two milliseconds. Subjects were required to respond with three letters after each presentation and no feedback was given. The subjects were five undergraduates at the University of California who were paid for their services.
Stimulus Analysis
Not all of the 726 stimuli were clearly recognizable as words. Some strings (such as VOL and CAL) could be recognized as abbreviations, others (such as LOS and SAN) could be recognized as portions of names of well-known cities, others (IST and ICH) were identifiable as foreign words, others (LIZ and JIM) were identifiable as names, and still others (RYC and BIX) were not identifiable (by us) as meaningful strings A string was considered a syllable if (a) the first two letters occurred as the first two letters of English words, (b) the last two letters occurred as the last two letters of English words, or (c) the string contained at least one consonant and at least one vowel (the letter Y was counted as either a consonant or a vowel, whichever was needed for acceptance). Probabilities of syllables were determined by the relative frequencies with which the conditions given in a, b, and c were jointly fulfilled in English (data from Mayzner & Tresselt, 1965) . Table 1 gives the cumulative percentages of the 726 stimuli falling into each of 30 categories determined jointly by word and syllable probabilities. The table shows that 28% of the 726 strings occur at least 10,000 times in the Kucera and Francis count and have syllable probabilities greater than .05. Almost 63% of the total strings were classified both as syllables and as words. About 11% of the strings were neither words nor syllables. Table 2 shows the same classification of all three-letter strings. Here only 2.6% of the strings were both words and syllables, less than 3% were even classified as words, about 12% were classified as syllables, and over 87% of the strings were neither words nor syllables.
Error Analysis
A total of 3,630 (726 X 5) responses were collected in the present experiment. Of these, 1,818 were incorrect. (Responses were counted as correct only when the correct sequence of letters was given in the correct order.) These responses, analyzed with respect to their word and syllable frequency in the English language, are shown in Table 3 . Notice that about 57% of the responses were syllables, whereas from Table 1 we see that 82% of the strings presented were syllables, and from Table 2 that only 12% of all strings were syllables. Similarly, about 26% of the errors were words, whereas 70% of the presented strings were words. It is thus clear that whereas error responses are less like syllables and words than were the set of stimuli, they are more like syllables and words than would be expected from random responses.
ANALYSIS OF THE CORRECT RESPONSES
Each of the 726 stimuli was classified into 27 different classes according to the frequency of occurrence of the entire string, the letter to letter transition probability, and the confusability of the individual letters in the strings. Strings which occurred more than 10 times in the Kucera and Francis (1967) count were classified as high-frequency strings, those which occurred more than once but less than 11 times were classified as medium-frequency strings, and those strings that occurred only once were classified as low-jrequency strings. (There were 276, 249, and 201 strings, respectively, in these three classifications.) In a similar fashion, the strings were classified as having high, medium, or hnv letter predictability, using the tabulations of pairwise occurrences of letters in English compiled by Underwood and Shultz (1960) with one third of the strings put into each of the three categories. Finally, the strings were classified according to the confusability of the individual letters within the word, based on the recognizability of the individual letters. These data were taken from the results of an experiment in which we presented only single letters to subjects. The confusability index is taken to be the complement of the probability that all letters of the presented string would be correctly perceived had the subject successively viewed them as single letters.
These three classifications are not entirely independent of one another. Strings which were classified as high frequency tended also to have high letter predictability. Strings classified as low frequency tended to have low letter predictability. A chi-square test of the independence of string frequency and letter predictability clearly rejects independence (x 2 = 14, df = 4). Letter confusability, however, does appear to be independent of both string frequency and letter predictability (,\ 2 -5.3 and 1.0, df = 4, respectively). The entire classification of the 726 stimuli is given in Appendix C. Table 4 shows the percentage of correct responses in each of the 27 cells of the experiment.
The effect of string frequency averaged over all other variables is shown in Figure  3a . The effect is not extremely large (only about 10%) but is quite definitely there, with the high-and low-frequency points about six standard deviations apart, and high-and medium-frequency points about four standard deviations apart. Figure 3b shows an almost identical effect due to letter predictability. Strings with high transition probabilities are reported correctly about 10% more often than those with low transition probabilities. Figure 3c shows the effect due to confusability of the letters, which yields by far the largest effect-a difference of 20%. Figure 3d shows the interaction between string frequency and letter confusability; Figure 3e shows the interaction between letter predictability and letter confusability, and finally Figure 3f shows the interaction between string frequency and letter predictability.
THEORETICAL ANALYSIS
The first problem for our theoretical analysis is the specification of parameter values. The parameters can be divided into two classes, those affecting the a priori expectations [P(woRD), JP(SYL), P( LETTER)], and those affecting the sensory evaluation (a and c). Estimates for these two sets of parameters were obtained separately. Those affecting a priori expectations were esti-mated from the distribution of errors shown in Table 3 . The detailed assumptions about the functions f w , f a , f r are given in Appendix A. Suffice to say here that we assumed a logarithmic relationship between word and syllable frequency and subjective probability of words and syllables. P(WORD) was estimated to be .12, P(SYL) to be .407, and P(LETTER) to be .473. The estimation procedure is also discussed in Appendix A.
Predictions }or Correct Responses
The remaining parameters, a and c, were estimated from the correct response data of Table 3 . Since we are attempting to give a detailed account of responses to each actual combination of letters, it becomes necessary to generate the model predictions by means of a computer simulation. This causes two problems, both of which arise from the large number of possible threeletter strings. The first problem is that the simulation of a single run of 40 trials per stimulus for each of the 726 stimuli takes from three to five hours (depending on parameter values) on the computer (a PDF 9). Thus, none of the standard parameter estimation routines can be employed since they often require thousands of computations of the function, which would lead to computer times measured in weeks and months. The second problem results from the first: The simulated data is based on only a few observations so that there is variation in the "predictions" as well as in the observed values. This artificially inflates goodness-of-fit measures. To combat these problems, the simulation program was run only over the eight "corner" cells (i.e..those with either high or low values on each of the three factors). This allowed us to simulate 40 trials per stimulus in about 1^ hours of computer time. The parameters a and c were varied until a "good" fit was found to these corner cells. Then these parameter values were taken as the correct ones, and one complete simulation of all of the data was run with 40 trials per stimulus. The results of this run are also shown in Figure 3 and Table 4 with a = .6 and c = 4. A goodness of fit to the cell means of Figure 3 shows a comparison between the observed data and those generated from our simulation. As evidenced by Figure 3 , a, b, and c, the model shows all three main effects in exactly the same way as the observed data. The simulated data do show a slightly larger string frequency effect and a slightly smaller letter predictability effect than the observed data, but the deviations are on an order of from two to three percentage points. Figure 3, d , e, and f, shows the pairwise interactions. Here again, the simulated data bear a close relationship to the observed points. Perhaps the worst deviations are illustrated in Figure 3f . Here we find that the observed data show a definite letter predictability effect even for high frequency strings, whereas the simulated data show only a weak letter predictability effect on such strings. It is nevertheless clear that the simulated data reflect the important properties of the observed data. Out of the 36 points shown in Figure 3 , 21 times the simulated and observed data are within one standard deviation of each other, and on only one point do they differ as much as two standard deviations.
A similar conclusion is evident from Table 4 . The simulated data bear a close resemblance to the observed data. Although some points do evidence differences, it seems safe to conclude that the differences between the observed and simulated data can be attributed to random fluctuations, nonoptimal parameter estimates, and other factors exclusive of the structure of the multicomponent model.
At this point, with the major outlines of the model confirmed, we can proceed to a further analysis of the data, in particular, to account for the detailed pattern of error responses.
Predictions for Error Responses
The assumption that the error response given to a particular string does not depend on the frequency class of the presented string is a naive one. Frederiksen (1971) has recently shown that, with auditory presentations, errors tend to be biased toward the frequency class of the presented stimulus; Broadbent (1967) reported a similar result for disyllabic words. ure 4a shows the cumulative number of error strings falling into several frequency categories for high-and low-frequency stimuli. There are somewhat more highfrequency error responses to high-frequency strings than to those of low frequency. Figure 4c shews a similar relationship between letter predictability and syllable probability. A larger proportion of the error responses to stimuli < which have high letter predictability are highly probable syllables than those to stimuli which have low letter predictability. These effects are strongest for stimulus strings ranging in frequency from 10 to 100 times per million. The results here are clearly in line with those results of previous experimentation. Perhaps a more interesting result is illustrated in Figure 4 , b and d: The simulated data show the same pattern as the observed data. Since this effect is not in any way built into the multicomponent model, it is clear that it must be derived from the structure of the stimuli themselves. Strings of a given frequency class are simply similar to other strings of the same frequency class and thus more often get confused with them than with strings from other frequency classes.
To summarize, the simulation model gives a reasonable account not only for the correct response data, but also for the pattern of the frequency of errors. Further evaluation of the model requires the simulation of a broader range of experiments, especially those which have raised problems for word recognition theories in the past. One such result was reported by Broadbent and Gregory (1968) .
The Broadbent and Gregory Experiment
We have shown (and it is, of course, well known) that high-frequency words are more perceptible than low-frequency words. Similarly, probable letter sequences are more easily read than improbable ones. Owsowitz (1963) , however, found that improbable letter sequences were actually more perceptible than probable letter sequences when imbedded in low-frequency words. Although Biederman (1966) failed to repli- cate Owsowitz's finding using very lowfrequency words, Broadbent and Gregory (1968) were able to replicate this result by using words of intermediate frequency (between 5 and 25 times per million). Table  5 shows Broadbent and Gregory's results. These data are based on only IS words in each of the four categories, but they do illustrate the interaction.
Our own data ( Figure 3f ) fail to show this effect. However, in both our experiment and that of Biederman, there were numerous unrecognizable strings that caused subjects to make responses which were not words at all. This is quite different from the procedure followed by Broadbent and Gregory in which the subjects were assured that all strings were recognizable words. Thus, Broadbent and Gregory found most error responses to be words. Because of these difficulties, one suspects that the strong interaction evidence in Table 4 occurs when the subjects are operating only on the word level of analysis [that is, when P(WORD) is unity in Equation 5 ], To test this hypothesis, we simulated the results for those 510 three-letter strings which we had classified as words. Since the majority of these words also appeared in our high word frequency category, we reclassified these words into finer distinctions, creating three new word frequency categories: more than 100 times in the Kucera and Francis (1967) count, between 10 and 100 times in the count, and fewer than 10 times. In the simulation, the value of .P(WORD) was set to unity. Three sets of values for their parameter sets for a and c were chosen to put the results roughly in the range of the Broadbent and Gregory response probabilities. The results of their three subsequent simulation runs are shown in Figure 5 . The expected interaction is apparent in all three runs. Words in the medium-frequency ranges (roughly that range denned as low-frequency words by Broadbent and Gregory) are better recognized when they also have improbable letter sequences.
CONCLUSION
We have shown in some detail the way in which the multicomponent model accounts for a variety of word-recognition phenomena. It should be pointed out that the multicomponent model could be considered an instantiation of the sophisticated guessing model described by Broadbent (1967) . On the other hand the model is closely related to the criterion bias model as proposed by Broadbent (1967) , or the similar model proposed by Green and Birdsall (1964) . As shown in Appendix B, the multicomponent model is simply a more general case of their model, and, indeed, reduces to theirs with the appropriate simplifying assumptions. The main contribution of the present paper is to put together all of the individual pieces postulated by the earlier models and to carry out the detailed analysis of the stimulus set and decision rule implied by these formulations. Thus, we have shown how the specific shapes of the letters used in the presentation can be incorporated into the theory. One of our results is to demonstrate that one puzzling feature of word-recognition data arises from the actual physical characteristics of the words and not from any psychological process. The analyses performed in the paper are an example of a general principle that applies to perceptual processes in general. Word recognition and, more generally, the study of the reading process, is important as a prototypical example of the way in which sensory input and cognitive knowledge interact in the formation of a perception. The interactions observed in the reading process are probably not simply a specialized function of the perceptual system, but rather only a particularly transparent case of the sensory-memory interaction that is involved in all perceptions.
APPENDIX A
Computation oj Subjects' Expectations
Consider the simple assumption that when a subject makes an erroneous response to some stimulus, the cell of Table 2 into which that response falls is independent of the cell from which the simulus was chosen. (This assumption is the same as that made by Broadbent, 1967 , in his criterion bias model, and by Catlin, 1969 , in his defense of the sophisticated guessing model.) Under this assumption the distribution of errors in Table 2 depends only on the a priori expectations of the subjects. We can thus use the data in Table  2 to estimate the subjects' a prior expectations and use these estimates to predict their behavior on other aspects of the data.
Our task is to determine the functions f w , f s , and f r for Equation 5. We want these subjective probability functions to depend in a simple way on the objective frequencies of the strings. There are a number of requirements we would like to impose on this dependency. For example, we would like subjective probabilities to be montonically related to objective ones; furthermore, it is well known that subjective probabilities are higher than objective probabilities for low values of probabilities and lower than their objective counterparts for high values (cf. Luce & Suppes, 1965) . The sum of the probabilities should be unity. One function which meets these criteria is the log function
where a is a constant greater than 1, and P(SI/W) is the probability of string s it given it is a word. This assumption has several nice properties. First, it is zero for any string which has an objective probability of zero; second, it is monotonic with objective probability but generally overestimates low values and underestimates high ones; third, because observed frequencies of word types are distributed log normally, when a is large, the function is distributed normally; finally, when a is unity and the probabilities are low, the function approximates the objective probabilities. Now, we can derive the subjective probabilities of syllables from the subjective probabilities of letter-to-letter transitions. Let J = (i.jji) represent a three-letter string which has 
where P(x) is the probability of observing the Event x in a syllable, and & is a constant greater than 1. In order to generate subjective probabilities we choose values of a and b such that the minimum value of the constants times the probabilities estimated from the sample is one. That is, a is the number of three-letter tokens in our sample, and b is the number of words from which we estimated our transition probabilities. Now we specify / r (jj) as = 1/26 3 ,
[11] thereby completely specifying the subjective probability functions.
The next task is to estimate values of P(WORD), P(SYL), and P(LETTER) from the distribution of errors shown in Table 3 . A minimum sum squared error solution exists for estimates of P(WORD), P(SYL), and P(LETTER). We get P(WORD) =.12, P(SYL) = .407, and P ( LETTER ) = .473. Table 5 shows a comparison of the error matrix predicted from the assumptions of Equations 5-11. It will be observed that the fit to the data is quite good (^2 = 27.54). It would thus appear that we have a good measure of In many cases, however, it is laborious or impossible to carry out the detailed analyses of the models. More often, we want to make general assumptions about the nature of the set of response possibilities and compute approximations. A small set of assumptions make the model much more tractable. Suppose: from the stimulus set, the probability that they both contain the ith functional feature is 0-.
When these "homogeneity" assumptions are added to those already discussed, write = ft + and Morton (1969) where P(c t ) is probability of a correct response to word i and ft is our a priori expectation that word i is appropriate. With these simplifying assumptions it is rather easy to answer the question of whether the multicomponent model is a sophisticated guessing model or a criterion bias model.
On the face of it, it would seem that the multicomponent model is a sophisticated guessing model in Broadbent's (1967) sense. The assumptions of the model are surely formulated in that context. However, the form of Equation 12 is surprisingly close to the equation employed by Broadbent (1967) (1-f r) we see that the equations are identical. It thus turns out that the same equations employed by Broadbent (1967) and Morton (1969) in a criterion bias formulation are in fact special cases of the multicomponent model -a sophisticated guessing model. It, therefore, is not possible to show that the criterion bias model as formulated above yields a better account of some data than a sophisticated guessing model, since in the worst case the equations of the latter model will reduce to those of the former.
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