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Abstract
A vertex colouring C1;C2; : : : ;Ck of a graph G is called l-bounded (l¿0) if |Ci \ N (u)|6l
for all i=1; 2; : : : ; k and for every vertex u ∈ VG \Ci; here N (u) is the neighbourhood of u. Let
C(k; l) be the class of all graphs having an l-bounded k-colouring. We show that for all k and
l the class C(k; l) can be described in terms of forbidden induced subgraphs. This result implies
the existence of polynomial time algorithms recognizing C(k; l). We also -nd the minimal set
of forbidden induced subgraphs for the class C(3; 1). ? 2001 Elsevier Science B.V. All rights
reserved.
1. Introduction
All the considered graphs are -nite, non-directed without loops and multiple edges.
For basic de-nitions, the reader is referred to [1]. The sets of vertices and edges of
a graph G are denoted, respectively, by VG and EG. The subgraph induced by a set
X ⊆VG is denoted by G(X ). If the vertices u and v are adjacent, we write u ∼ v;
otherwise we write u  v. If X ⊆VG and u ∈ VG\X , then u ∼ X (respectively, u  X )
means that u ∼ x (respectively, u  x) for all x ∈ X . The neighbourhood of a vertex
u ∈ VG is the set N (u) = {v ∈ VG | u ∼ v}; the degree of a vertex is the cardinality
deg u=|N (u)|. We denote (G)=max{deg u | u ∈ VG} and (G)=min{deg u | u ∈ VG}.
A set X ⊆VG is called independent if N (x) ∩ X = ∅ for all x ∈ X . The independence
number (G) of a graph G is the cardinality of the largest independent set in G.
Recall that a k-colouring of a graph G is a partition of the set of its vertices to k
independent sets; some of them can be empty. A k-colouring C1;C2; : : : ;Ck of G is
called l-bounded (l¿0) if
|Ci \ N (u)|6l (1)
for all i = 1; 2; : : : ; k and for every vertex u ∈ VG \ Ci.
 Translated from Discrete Anal. Oper. Res. Ser. 1, Novosibirsk, 5(3) (1998) 3–16.
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Fig. 1.
Let us denote the class of graphs having an l-bounded k-colouring (k¿1 and l¿0)
by C(k; l).
Let ISub(G) mean the set of all induced subgraphs of G. A class of graphs is called
hereditary if ISub(G)⊆P for all G ∈ P. Clearly, each class C(k; l) is hereditary and
C(k; l)⊆C(k + 1; l); k¿1;
C(k; l)⊆C(k; l+ 1); l¿0;
⋃
l¿0
C(k; l) = C(k);
where C(k) is the class of all k-colourable graphs.
Let Z be a set of graphs; we denote FIS(Z)= {G | ISub(G)∩Z = ∅}. If P=FIS(Z),
then Z is called the set of forbidden induced subgraphs for P. A forbidden induced
subgraph H ∈ Z for P is called minimal if ISub(H) \ {H}⊆P.
Recall that the notations Km; Pm and Cn are used, respectively, for a complete graph
on m vertices, a path of m vertices (m¿1), and a cycle of length n (n¿3). Sometimes
instead of FIS({G1; G2; : : : ; Gr}) we shall write FIS(G1; G2; : : : ; Gr).
Proposition 1. (i) C(1; l) = FIS(K2) for all l¿0;
(ii) C(k; 0) = FIS(K1 ∪ K2; Kk+1) for all k¿2;
(iii) C(2; 1) = FIS(C3; 2K1 ∪ K2; C5; K1 ∪ C4);
(iv) C(2; 2) = FIS(C3; 3K1 ∪ K2; C5; C7; G1; : : : ; G4) (Fig. 1).
Proof. (i) C(1; l)=C(1) is the set of all graphs without edges; this set coincides with
FIS(K2).
(ii) Clearly, C(k; 0) is the set of all complete k-partite graphs, that is the meet of
the set of complete multipartite graphs FIS(K1 ∪ K2) and of FIS(Kk+1).
(iii) The inclusion C(2; 1)⊆FIS(C3; 2K1∪K2; C5; K1∪C4) follows from the fact that
these four graphs do not have a 1-bounded 2-colouring. To prove the inverse inclusion,
consider a graph G ∈ FIS(C3; 2K1 ∪ K2; C5; K1 ∪ C4). Clearly, G does not contain add
cycles and thus is bipartite.
If there is an isolated vertex u in G, then K1∪K2 ∈ ISub(G−u) (otherwise 2K1∪K2 ∈
ISub(G)). So, G− u is a complete bipartite graph Km;n. Since K1 ∪C4 ∈ ISub(G), we
have C4 ∈ ISub(G − u), and thus min(m; n)61. Hence G ∈ C(2; 1).
If there are no isolated vertices in G, then each vertex of G is adjacent to all the
vertices of the other part except perhaps one vertex: otherwise 2K1 ∪ K2 ∈ ISub(G).
Hence G ∈ C(2; 1).
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(iv) It can be easily checked that all the enumerated graphs do not have a 2-bounded
2-colouring.
Let G not contain all the enumerated graphs as induced subgraphs. Since the graphs
C3; C5; C7; 3K1 ∪ K2 are not in ISub(G), there are no odd cycles in G; thus, G is
bipartite. If there are no edges in G, then G ∈ C(2; 2). Otherwise, G has at most three
components because 3K1 ∪ K2 ∈ ISub(G). Let i be the number of isolated vertices in
G and n be the number of its non-trivial components. Since n¿1 and n+ i63, only
the following cases are possible.
Case 1: i = 0. For each vertex u ∈ VG there are at most two vertices in the other
part which are not adjacent to u: otherwise 3K1 ∪ K2 ∈ ISub(G). So, G ∈ C(3; 1).
Case 2: i = 1 and n = 1. Let G = K1 ∪ H , where H is a bipartite graph with
parts A and B. Each vertex of A (of B) is adjacent to all vertices of B (respectively,
of A) except perhaps one vertex: otherwise 2K1 ∪ K2 ∈ ISub(H) and thus 3K1 ∪
K2 ∈ ISub(G). It can be easily checked that if |A|¿3 and |B|¿3, then G contains
one of the forbidden induced subgraphs G1; : : : ; G4, a contradiction. Otherwise, we
put the isolated vertex to the larger part of H and obtain a 2-bounded 2-colouring
of G.
Case 3: i = 1 and n= 2. It follows from 3K1 ∪ K2 ∈ ISub(G) that G = K1 ∪ 2K2 ∈
C(2; 2).
Case 4: i=2 and n=1. Since K1∪K2 ∈ ISub(H), we have G=2K1∪H , where H is a
complete bipartite graph Km;n. Since G4 =K1∪K3;3 ∈ ISub(G), we have min(m; n)62.
Now we put the isolated vertices of G to the larger part of H and obtain a 2-bounded
2-colouring, so G ∈ C(2; 2), and Proposition 1 is proved.
So, for small k and l the classes C(k; l) can be -nitely described in terms of forbid-
den induced subgraphs. Let us show that the same holds for all k¿1 and l¿0. This
result will imply the existence of polynomial time algorithms recognizing the classes
C(k; l). At last we shall obtain a description of C(3; 1).
2. Describing C (k; l) in terms of a nite number of forbidden induced subgraphs
Lemma 1. If G ∈ C(k; l) and an independent set I in G contains at least kl + 1
vertices; then in every l-bounded k colouring of G the set I is contained in a colour
class.
Proof. Let C1;C2; : : : ;Ck be an l-bounded k-colouring of G. Since |I |=k¿l + 1=k, at
least one colour class contains at least l + 1 vertices of I . Let |C1 ∩ I |¿l + 1. Then
(1) implies Ci ∩ I = ∅ for all i=2; 3; : : : ; k, and hence I ⊆C1. Lemma 1 is proved.
Let us denote the set of all minimal forbidden induced subgraphs for C(k; l) by
Z(k; l). If k¿2, l¿1, (k; l) = (2; 1), and r ∈ {l + 1; l + 2; : : : ; kl − 1}, we denote
the graph with vertices {u; v1; v2; : : : ; vkl} and edges {uvi | i = r + 1; r + 2; : : : ; kl} by
G(k; l; r).
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Lemma 2. For all k¿2 and l¿1 except (k; l) = (2; 1) and for all r ∈ {l + 1; l +
2; : : : ; kl− 1} the graph G(k; l; r) ∈ Z(k; l).
Proof. Assume that G=G(k; l; r) admits an l-bounded k-colouring C1, C2; : : : ;Ck . Let
I ={v1; v2; : : : ; vkl} and VG \ I ={u}. If for some i ∈ {1; : : : ; k} we have |I ∩Ci|¿l+1
and I \Ci = ∅, then (1) does not hold for the vertices from I \Ci and for the class Ci.
If I ⊆Ci, then u ∈ Ci and |Ci \N (u)|= r¿l+1, so (1) does not hold for the vertex u
and the class Ci. Since |I |= kl, we have |I ∩Ci|= l for all i= 1; 2; : : : ; k. Let u ∈ C1.
Then |C1|= l+ 1, and every vertex v ∈ C1 is adjacent to a vertex from C1, that is to
u. Thus, |I \ N (u)|= |C1 \ {u}|= l¡ r, which contradicts the de-nition of G(k; l; r).
For every vertex x ∈ VG the graph G − x admits a k-colouring with all the colour
classes have cardinality l. Clearly, this k-colouring is l-bounded. Hence G is a minimal
forbidden induced subgraph, and Lemma 2 is proved.
An independent set I in a graph G ∈ Z(k; l) is called stable if for each vertex
u ∈ VG the set I \ {u} is a colour class of every l-bounded k-colouring of G − u.
Lemma 3. Let I be a maximal independent set of a graph G ∈ Z(k; l); where
k¿2; l¿1; and (k; l) = (2; 1). If |I |¿kl+ 1; then I is stable.
Proof. Since for all r=l+1; l+2; : : : ; kl−1 the graph G(k; l; r) ∈ Z(k; l) due to Lemma
1, and |VG|¿ |VG(k; l; r)|, we have G(k; l; r) ∈ ISub(G). Hence, every vertex from
VG \ I is adjacent to at least |I | − l¿l(k − 1) + 2¿2 vertices of I . Since G ∈ Z(k; l),
for all u ∈ VG the graph G − u admits an l-bounded k-colouring C1;C2; : : : ;Ck . Let
I ′ = I \ {u} and |I ′|¿kl+ 1. Due to Lemma 1, the set I ′ is a subset of some colour
class Ci. Since |N (v) ∩ I |¿2 in G, each vertex v ∈ V (G − u) \ I ′ is adjacent to at
least one vertex of I ′. Hence v ∈ Ci, i. e., I = Ci, and the set I is stable. Lemma 3 is
proved.
Theorem 1. For all k¿1 and l¿0 the set Z(k; l) is 3nite.
Proof. Let us assume that contrary to the statement Z(k; l) is in-nite. Due to Propo-
sition 1 we have k¿2, l¿1, and (k; l) = (2; 1). Clearly, Kk+1 ∈ Z(k; l). That is why
a graph from Z(k; l) cannot contain Kk+2. Due to the Ramsey theorem [2] there exists
an in-nite sequence of graphs Gi ∈ Z(k; l) with i = 1; 2; : : : such that
kl+ 1¡(G1)¡(G2)¡ · · ·¡(Gi)¡ · · · : (2)
Since (Gi)¿kl+1, due to Lemma 3 every maximal independent set Ii in Gi is stable.
Let us choose a vertex vi ∈ Ii and build an l-bounded k-colouring Ci1;Ci2; : : : ;Cik of
Gi−vi with Ci1=Ii \{vi}. Set C i1=Ii and C ij =Cij where j=2; 3; : : : ; k. Hence the graph
Gi is k-colourable. We may assume that |C i1|¿|C i2|¿ · · ·¿|C ik |. Let p be the greatest
number j ∈ {1; 2; : : : ; k} such that the sequence {|C ij |}i¿1 is not bounded above. Such
p exists because of (2) and the equality |C i1| = (Gi). Without loss of generality we
may assume that the sequence {|C ij |}i¿1 increases and |C 1p |¿kl+1. Since |C ij |¿|C ip|
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for all i¿1 and 16j6p, the sequence {|C ij |}i¿1 is not bounded above, and each
of its entry is greater then kl + 1. On the other hand, for all j = p + 1; p + 2; : : : ; k
the sequence {|C ij |}i¿1 is bounded above. Let cj be equal to max{|C ij | | i¿1}, where
p+ 16j6k and c =max{cj |p+ 16j6k}.
Let us show that each of C ij ; 16j6p; is a maximal independent set in Gi. If j=1,
it is the case. Let 26j6p and x ∈ C ij ∪ {vi}. Since the k-colouring Ci1;Ci2; : : : ;Cik
of Gi − vi is l-bounded, the vertex x is adjacent to at least |Cij| − l¿(kl+ 2)− l¿4
vertices of Cij = C ij .
Now let x=vi. We must show that the set C ij ∪{vi} is not independent. Suppose that
it is not the case. Choose a vertex wi ∈ Ii \ {vi} and build an l-bounded k-colouring
of Gi −wi. Due to Lemma 3, the set Ii \ {wi} coincides with a colour class C of this
colouring. Due to Lemma 1, the set C ij ∪ {vi} is contained in a colour class. Since
vi ∈ C , we have C ij ⊆C . This contradicts the fact that |Ii|¿kl+2¿5 and each vertex
of Ii \{vi; wi} is adjacent to at least four vertices of C ij . Thus, each class C ij ; 16j6p,
is a maximal independent set. Due to Lemma 3, it is stable.
Denote Pi =
⋃p
j=1 C
i
j and Qi = VGi \ Pi. Let us show that each vertex of Pi is not
adjacent to at least l + 1 vertices of Qi. Suppose that it is not the case for a vertex
y ∈ C it ⊆Pi, i.e., |Qi \N (y)|6l. Build an l-bounded k-colouring Di1; Di2; : : : ; Dik of the
graph Gi − y. Since C ij ; 16j6p, is a stable set, we may assume that Dij = C ij for
all j = 1; 2; : : : ; t − 1; t + 1; t + 2; : : : ; p and Dit = C it \ {y}. Adding y to Dit , we obtain
a k-colouring C i1 ;C
i
2 ; : : : ;C
i
p; D
i
p+1; D
i
p+2; : : : ; D
i
k of Gi. By the construction, condition
(1) need not hold for this colouring only for:
(i) a vertex z ∈ C it and the class C it ;
(ii) the vertex y and a class C ij ⊆Pi; j = t; and
(iii) the vertex y and a class Dij ⊆Qi.
Let us argue against (i). Since the independent set C it is maximal, it follows that z
is adjacent to at least one vertex of C it . If z is not adjacent to at least l+1 vertices of
C it , then due to Lemma 2 the graph G(C
i
t ∪{z}) contains a forbidden induced subgraph
G(k; l; r), a contradiction. The impossibility of (ii) can be proved similarly. At last,
|Dij \ N (y)|6|Qi \ N (y)|6l, so (iii) is also impossible.
Thus, Gi has an l-bounded k-colouring, a contradiction. So, each vertex y ∈ Pi is
not adjacent to at least l+ 1 vertices of Qi.
Denote by qi the number of edges between Qi and Pi in the complementary graph
IGi. Since qi¿(l+1)|Pi|, and (1) holds for every vertex of Qi and every class C ij ⊆Pi,
we have qi6lp|Qi|6lpc(k − p). Hence (l + 1)|Pi|6lpc(k − p) and |Pi|6lpc(k −
p)=(l+ 1).
We obtain a contradiction with |Pi| tending to the in-nity with i →∞. Theorem 1
is proved.
3. Forbidden induced subgraphs of C (3; 1)
Theorem 2. C(3; 1) = FIS(G1; : : : ; G14) (Fig. 2).
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Fig. 2. Minimal forbidden induced subgraphs for the class C(3; 1).
Before proving Theorem 2, let us establish several auxiliary statements.
Denote Zi = {G ∈ Z(3; 1) | (G) = i}; i¿1, and Z∗ =
⋃
i¿4 Zi.
Lemma 4. Z∗ = {G6}.
Proof. Let G ∈ Z∗. Since (Gi)¡ 4 for all i = 1; 2; : : : ; 14, except i = 6, it follows
that G does not coincide with any of G1; : : : ; G5 or G7; : : : ; G14. Moreover, due to the
minimality, G does not contain any of these graphs as induced subgraphs. Let I be a
maximal independent set in G.
Since G1 ∈ ISub(G), and (G)¿4, the following property holds:
Property A. Each vertex u ∈ I is adjacent to all the vertices of I except perhaps one
vertex.
Let H = G − I . Let us prove -rst that H ∈ C(2; 1). Due to the statement (iii) of
Proposition 1, it is suJcient to show that the graphs C3; C5; K1∪C4 are not in ISub(H).
Let C3 ∈ ISub(H). Since G2 = K4 is not an induced subgraph of G, it follows that
each vertex of I is not adjacent to some vertex of C3. Since |I |¿4, there is a vertex
in C3 which is not adjacent to at least two vertices of I . This contradicts Property A.
Now let C5 ∈ ISub(H). Since G5 ∈ ISub(G), each vertex of I is not adjacent to
some vertex of C5. Then it follows from Property A that there are two vertices in I
such that each of them is adjacent to exactly four vertices of C5. These two vertices
together with the vertices of C5 induce G12 or G13, a contradiction.
At last, let F = K1 ∪ C4 ∈ ISub(H). Denote VC4 = {v1; v2; v3; v4} (the vertices are
ordered around the cycle) and VF \ VC4 = {v5}. Since G3; G4 ∈ ISub(G), each vertex
of I is not adjacent to some vertex of C4. Let vi  wi ∈ I with 16i64. Due to
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Property A we have vi ∼ I \ {wi}; 16i64. If v5  w1, then G({v1; v3; v5; w1}) =G1, a
contradiction. That is why v5 ∼ w1. Similarly, v5 ∼ w2. Then VH ∪ {w1; w2} induces
G9, a contradiction.
Thus, H ∈ C(2; 1). Let C2;C3 be a 1-bounded 2-colouring of H . It follows from
the choice of H and Property A that condition (1) need not hold for a vertex u and a
class Ci of the 3-colouring C1 = I;C2;C3 of G only if u ∈ C1 and 26i63. Suppose
that (1) does not hold for a vertex u ∈ C1 and the class C2, i.e., u is not adjacent to
at least two vertices of C2.
If |C2|¿3, then u  C2 (otherwise G1 ∈ ISub(G)). Then due to Property A each
vertex of C2 is adjacent to every vertex of D=C1 \ {u}. Since |D|= |I | − 1¿3, three
vertices each of D together with three vertices each of C2 and u induce G6. Due to
the minimality, G = G6. Thus, the lemma is proved for the case of |C2|¿3.
Let C2 = {v; w}. Suppose -rst that there exists a vertex x ∈ C3 adjacent to both v
and w. Since |I |¿4, it follows from Property A that there exist vertices y; z ∈ I \ {u}
such that each of them is adjacent to x; v, and w. That is why the set {u; v; w; x; y; z}
induces G3 or G4. A contradiction. So, each vertex of C3 is adjacent to only one vertex
of C2.
Since C2;C3 is a 1-bounded colouring of H , we have |C3|62, and H is one of the
graphs 2K1; K1 ∪ K2, or 2K2.
If H = 2K1, then G has a 1-bounded 3-colouring I; {v}; {w}. Now let H = K1 ∪ K2,
i.e., C2 = {v; w}, C3 = {x}, and x ∼ v, but x  w. Let us de-ne a new 3-colouring
C1; {v}; {w; x} of G and show that it is 1-bounded. Since u ∼ x (otherwise G({u; v; w; x})
=G1), it follows from Property A that each vertex y ∈ C1 \ {u} is adjacent to w, i.e.,
condition (1) holds for every vertex of I and the colour class {w; x}.
The case of H = 2K2 can be considered similarly: if C = {x; y}, x ∼ v, and y ∼ w,
then the new colouring C1; {v; y}; {w; x} is 1-bounded, i.e., G ∈ C(3; 1), a contradiction.
Lemma 4 is proved.
Lemma 5. Let G ∈ Z3 \{G1; G3; G4; G9}. Then for every vertex u ∈ VG and for every
1-bounded 3-colouring of the graph G − u the vertex u is not adjacent to at most
one vertex of each colour class.
Proof. Suppose the opposite, i.e., that there exist a graph G in the set Z3 \{G1; G3; G4;
G9} and a vertex u ∈ VG such that there are a colour class (say C1) and two vertices
v1; v2 ∈ C1 not adjacent to u in a 1-bounded 3-colouring C1;C2;C3 of G − u.
The following property follows from the facts that (G) = 3 and G1 ∈ ISub(G):
Property B. Each vertex not belonging to an independent set I of cardinality 3 is
adjacent to at least two vertices of I .
Since u  {v1; v2}, it follows from Property B that |C1| = 2. That is why G has a
3-colouring C ′1 = C1 ∪ {u};C2;C3.
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Fig. 3.
Due to Property B, condition (1) holds for each vertex which does not belong to
C ′1 and the class C
′
1. Since G ∈ C(3; 1), it follows that (1) does not hold for u and
either C2 or C3. By symmetry, we may assume that u is not adjacent to the vertices
w1; w2 ∈ C2. As above, we have |C2|= 2.
The set {u; v1; w1; w2} is not independent and does not induce the graph G1. That is
why v1 ∼ {w1; w2}. Similarly, v2 ∼ {w1; w2}.
Let x ∈ C3. If x  u, then x ∼ C1 ∪ C2 due to Property B. Hence G = G3 and
u ∼ C3. Consider all the possible cases for the graph G − u such that
(i) |C3|63 (since (G) = 3);
(ii) C1;C2;C3 is a 1-bounded 3-colouring;
(iii) each vertex x ∈ C3 is adjacent to at most three vertices of C1 ∪ C2 (otherwise
C1 ∪ C2 ∪ {u; x} induces G4);
(iv) there are no vertices x; y ∈ C3 such that x is adjacent to both vertices of C1 and
to only one vertex of C2, and y is adjacent to both vertices of C2 and to only
one vertex of C1 (otherwise C1 ∪ C2 ∪ {u; x; y} induces G9).
Exactly 6 cases are possible (Fig. 3). Then G ∈ C(3; 1) (the colour of u is 1, and all
the other colours of vertices are shown at Fig. 3), a contradiction. Lemma 5 is proved.
Property C. (G)¿|VG| − 4 for every G ∈ Z3 \ {G3; G4; G9}.
We have (G1) = 0 = |VG1| − 4. For G = G1 we may use Lemma 5: each vertex
u ∈ VG is not adjacent to itself and to at most one vertex of every colour class of a
1-bounded 3-colouring of G − u. The proof is complete.
Property D. If G ∈ Z3 \ {G3; G4; G9}, and I is an independent set of cardinality 3,
then each vertex of I is not adjacent to at most one vertex of VG \ I .
Indeed, if Property D is not satis-ed for u, then deg u6|VG| − 5, a contradiction
with Property C. Property D is proved.
Lemma 6. Z3 = {G1; G3; G4; G9; G10}.
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Fig. 4.
Proof. Suppose that G ∈ Z3 and G ∈ {G1; G3; G4; G9; G10}. Due to the minimality,
G does not contain G1; : : : ; G14 as induced subgraphs (since (Gi) = 3 unless i =
1; 3; 4; 9; 10).
Let I = {u1; u2; u3} be an independent set in G, and H = G − I . Let us prove
that H admits a 1-bounded 2-colouring C1;C2. Then the 3-colouring C1;C2; I of G is
1-bounded due to Properties B and D, i.e., G ∈ C(3; 1), a contradiction. Due to the
statement (iii) of Proposition 1, it is suJcient to prove that C3; C5; K1∪C4 ∈ ISub(H).
First, let F = C3 ∈ ISub(H);VF = {v1; v2; v3}. Since G2 = K4 ∈ ISub(G), we may
assume using Property B that ui  vi with i = 1; 2; 3. We obtain an induced subgraph
shown at Fig. 4a, which admits a 1-bounded 3-colouring. Since G ∈ C(3; 1), it follows
that G contains a vertex z ∈ I ∪ VF . Due to Property D we have z ∼ I .
If z  VF , we obtain an induced subgraph G10 (Fig. 4b), a contradiction. If z is
adjacent to only one vertex of VF (say, to v1), then VF ∪{u2; u3; z} induces G5. If z is
adjacent to at least two vertices of VF (say, to v1 and v2), then {v1; v2; u3; z} induces
G2. In each case, we have a contradiction.
Let C5 ∈ ISub(H). By the reasoning from the proof of Lemma 4, we obtain one of
the induced subgraphs G5; G12, or G13, a contradiction.
At last, as in the proof of Lemma 4, we check that if K1 ∪ C4 ∈ ISub(H), then G
contains as an induced subgraph one of the graphs G3; G4, or G9. A contradiction.
Lemma 6 is proved.
Lemma 7. Z2 = {G5; G7; G8; G11; G12; G13; G14}.
Proof. Let G ∈ Z2 \ {Gi | i = 5; 7; 8; 11; 12; 13; 14}. As above, we see that the graphs
G1; : : : ; G14 do not belong to ISub(G).
Case 1: C5 ∈ ISub(G). Let VC5 = {w1; w2; w3; w4; w5} (the vertices are ordered
around the cycle). If G = C5, then G ∈ C(3; 1), a contradiction. Hence, there is a
vertex u ∈ VC5. Since G5 ∈ ISub(G), there is a vertex in VC5 not adjacent to u. Let
w1  u. The sets {u; w1; wi}; i=3; 4 and {u; w2; w5} are not independent since (G)=2.
Hence u ∼ {w3; w4}, and u is adjacent to at least one of the vertices w2; w5. So, each
vertex not belonging to VC5 is adjacent to three or four successive vertices of C5.
Since G ∈ C(3; 1), there is a vertex v ∈ VC5 ∪ {u}. Clearly, v is also adjacent to three
or four successive vertices of C5. All the possible cases for G(VC5 ∪ {u; v}) (taking
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into account that G2=K4 ∈ ISub(G) and (G)=2) are shown at Fig. 5. All the graphs
at Fig. 5 either coincide with G7; G8; G11; G12; G13, or contain G5, a contradiction.
Case 2: C5 ∈ ISub(G). Since G ∈ C(3; 1), we have n=|VG|¿4. It follows from G2=
K4 ∈ ISub(G) that there are two non-adjacent vertices u and v in G. Let H=G−{u; v}.
If H ∈ C(2), then G ∈ C(3). Since (G) = 2, each 3-colouring of G is 1-bounded. It
follows from G ∈ C(3; 1) that G ∈ C(3) and H ∈ C(2). Since G − u ∈ C(3; 1), and
the cardinality of each colour class is at most (G) = 2, we have n67 and |VH |65.
Since H is not bipartite, there is an odd cycle in it. Since C5 ∈ ISub(G), this cycle is
a triangle T .
Since G2 ∈ ISub(G), we have u  a ∈ VT . Since the set {a; u; v} is not independent,
v ∼ a. Analogously, v  b ∈ VT and u ∼ b. Let VT \ {a; b} = {c}. Since the set
{u; v; c} is not independent, the vertex c is incident to at least one of the vertices u; v.
Let X = VT ∪ {u; v}. Then G(X ) ∈ {F1; F2} (Fig. 6a).
Since the graph G−{b; v} is not bipartite, there is a triangle T ′ in it. Let x ∈ VT ′\X .
Consider -rst the graph F1 (see Fig. 6a). If x  u, then x ∼ {a; c; v} because
(G) = 2. It contradicts the fact that G2 ∈ ISub(G). Hence x ∼ u. Let us show that
x ∼ b. If x  b, then x ∼ v because {b; v; x} is not independent, and x is not adjacent
to at least one of the vertices a and c (otherwise G2 ∈ ISub(G)). Let x  a. Then
G({u; b; a; v; x}) = C5, a contradiction. Thus, x ∼ {u; b}. Since either x  a, or x  c,
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it follows that ac ∈ ET ′. That is why T ′ contains a vertex y ∈ X ∪{x}. As above, we
obtain that y ∼ {u; b}. Then G({u; b; x; y}) = G2, a contradiction.
Now consider the graph F2. Suppose that x ∼ c. Since (G)= 2 and G2 ∈ ISub(G),
we have x ∼ {u; v}; x  {a; b}, i.e., {u; b; a; v; x} induces C5, a contradiction. Thus,
x  c. Since n=7, it follows that VT ′ is either {u; x; y} or {a; x; y}, where y ∈ X ∪{x}.
Analogously, the graph G − {a; u} contains either the triangle {v; x; y} or the triangle
{b; x; y}. Since G2 ∈ ISub(G), we obtain a (not always induced) subgraph shown at
Fig. 6b.
Since {x; u; b; a; v} does not induce C5, it follows that either x ∼ a or x ∼ b. By
symmetry, we may assume that x ∼ a. Since the set {x; v; a; y} does not induce G2,
we have y  a. Similarly, we obtain that y ∼ b and x  b. Consequently, G = G14, a
contradiction. Lemma 7 is proved.
Proof of Theorem 2. It can be easily checked that the graphs G2; G5; G7; G8; G10; : : : ; G14
are not 3-colourable, and the graphs G1; G3; G4; G6; G9 do not admit a 1-bounded
3-colouring. That is why C(3; 1)⊆FIS(G1 − G14).
To prove the inclusion FIS(G1; : : : ; G14)⊆C(3; 1), consider a minimal graph G ∈
FIS(G1; : : : ; G14)\C(3; 1). Clearly, G ∈ Z(3; 1). If (G)¿4, then G=G6 due to Lemma
4. If (G)= 3, then G ∈ {G1; G3; G4; G9; G10} due to Lemma 6. If (G)= 2, then G ∈
{G5; G7; G8; G11; G12; G13; G14} due to Lemma 7. At last, if (G) = 1, then G =G2. In
each of these cases we have a contradiction with the condition G ∈ FIS(G1; : : : ; G14).
Theorem 2 is proved.
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