Abstract -An enhanced covering lemma for a Markov chain is proved in this paper, and then the distributed source coding problem of correlated general sources with one average distortion criterion under fixed-length coding is investigated. Based on the enhanced lemma, a sufficient and necessary condition for determining the achievability of rate-distortion triples is given.
I. Introduction
In the classic problem of multiterminal source coding, M (M ≥ 2) correlated general sources have to be compressed separately from each other in a lossy fashion, i.e., with respect to a fidelity criterion, and then decoded by the common decoder which has access to a side information source that is correlated with the sources to be compressed. This situation is illustrated in Fig. 1 , and it is also called distributed source coding. The well-known Slepian-Wolf coding problem and the Wyner-Ziv coding problem can be regarded as two special cases of this situation. These two special cases were solved in 1970's for stationary memoryless sources [1, 2] , and later extended to the case of general sources [3, 4] . However, for this general problem, no conclusive results are available to date. Even for the special case that the sources are memoryless and stationary and the distortion measure is additive, only inner and outer bounds are derived in [5, 6] , etc. Recently, in [7] , we adopt an information-spectrum approach to solve this open problem for general sources with maximum distortion criterions under fixed-length coding and a general formula for the rate-distortion region is obtained. Though the formula in [7] is incomputable in general and can not be used to obtain the single letter rate-distortion region for correlated memoryless sources, it does provide a very general sufficient condition, which includes many previous results (e.g. in [4, 5] ) as its special cases.
In this paper, we goes further to investigate the problem with average distortion criterions under fixed-length coding. Since the covering lemma for a Markov chain plays an important role in the proofs of these kinds of problems, we established an enhanced covering lemma in Section II, which is the main contribution of this paper. Then in Section III, we investigate the distributed source coding problem of two correlated general sources with one average distortion criterion under fixed-length coding.
II. Covering Lemma
In this section, we will prove a covering lemma in a very general form. For comparison, the original covering lemma in [4] is first shown below.
Lemma 1 (Lemma 1 in [4] ) Let U n , V n and W n be random variables which take values in finite sets U n , V n and W n , respectively, and satisfy a Markov condition
be a sequence of arbitrary functions such that
Then, for any γ > 0, there exists a sequence
The quantity I(V ; W ) in Lemma 1 is called the spectral sup-mutual information rate in the methods of information-spectrum [8] , and it is defined by
where V and W denote the random sequences {V n } ∞ n=1
and {W n } ∞ n=1 which are called general sources in the methods of information-spectrum, and
Pr{Z n > α} = 0 denotes the limit superior in probability of the sequence {Z n } ∞ n=1 of real-valued random variables. Now, let us establish the enhanced covering lemma.
Lemma 2 Let U n , V n and W n be random variables which take values in finite sets U n , V n and W n , respectively, and satisfy a Markov condition
and let {d n } ∞ n=1 be a sequence of arbitrary functions d n :
where
and
for v ∈ V n , w ∈ W n . Then, it follows from (2) and (3) that
We denote E[η (1) n (V n , W n )] by δ n , and define the set
Clearly, by Markov's inequality, we have
Letting ρ be an arbitrary nonnegative real numbers, we define
We generate a sequence
, each independently subject to the identical probability distribution P Wn . Now, let us define the random function F n : V n → W n with respect to the random sequence W Mn n . For any v ∈ V n , define
Clearly, F n satisfies the requirement (4). Next, let us estimate the upper bound of Pr{(U n , F n (V n )) ∈ A n } and
where (a) follows from (7), and (b) follows from (9). Furthermore, we have 
where (a) follows from (10). Letting ρ = I(V ; W ) + γ 2 , we have
as n → ∞, where (a) follows from (12), and (b) follows from (1) and (11). This concludes (5). Second, the expectation E[d n (U n , F n (V n ))] can be written as
where (a) follows from (8), and
Furthermore, we have
where (a) follows from (13), (b) follows from (11), and (c) also follows from the inequality (1 − xy)
for 0 ≤ x, y ≤ 1, n ≥ 1. Then we have
n (ρ)} dβ
n (v, w)
where (a) follows from (8) . Letting ρ = I(V ; W ) + γ 2 , we have
as n → ∞, where (a) follows from (10) and (12), and (b) follows from (1) and (11). This concludes (6) and hence completes the proof.
Remark 1 The main idea of this proof is a combination of the ideas in the proofs of Lemma 1 in [4]
and Theorem 5.5.1 in [8] . However, such a method has its own limitation. Because the minimum operation in (13) should be applied to an ordered set, we can establish covering lemmas with only one average distortion criterion.
By Lemma 2, we can easily obtain the following proposition that is also a generalized version of Lemma 1 in [4] . Proposition 1 (Lemma 2 in [7] ) Let U n , V n and W n be random variables which take values in finite sets U n , V n and W n , respectively, and satisfy a Markov condition
then for any γ > 0, there exits a sequence {F n } ∞ n=1 of random functions F n : V n → W n such that
lim inf
Proof: Letting A n = U n × W n and d n = 1{(u, w) ∈ B n } and then applying Lemma 2, we have lim sup
where F n is the random function constructed in the proof of Lemma 2. Then we have
This proves the proposition.
III. Multiterminal Source Coding
In this section, we will investigate the sufficient and necessary condition for multiterminal source coding with one average distortion criterion.
As depicted in Figure 1 , a multiterminal source coding system can be stated as follows. For simplicity, we will only consider the case of two terminals without side information at the decoder. Given a pair of correlated general sources (X 1 , X 2 ) with finite alphabet X 1 × X 2 , each characterized by an infinite sequence
of n-dimensional random variables X n m taking values in the n-th Cartesian product X n m , the n-length source outputs (X n 1 , X n 2 ) are separately encoded into a pair of fixedlength codewords (φ
n (X n 2 )), and then the common decoder observes these codewords to reproduce the estimates (Y
Here, the pair of encoders are maps defined by φ
n }, and the rate of each encoder is calculated by
The decoders ψ 
Then for such a system with an average distortion criterion, a rate-distortion triple (R 1 , R 2 , D) is said to be f a-achievable if and only if there exists a sequence of fixed-length codes such that lim sup
Therefore, our task is to find the set of all the triples (R 1 , R 2 , D) that are f a-achievable. By applying Lemma 2, we proved the following sufficient and necessary condition. 
with the alphabet {Z
and a pair of function sequences
Remark 2 In Theorem 1, the quantity I(X; Y ) denotes the spectral inf-mutual information rate defined by 
