Limited health literacy can be a barrier to healthcare delivery, but widespread classification of patient health 36 literacy is challenging. We applied natural language processing and machine learning on a large sample of 37 283,216 secure messages sent from 6,941 patients to their clinicians for this study to develop and validate 38 literacy profiles as indicators of patients' health literacy. All patients were participants in Kaiser Permanente 39 Northern California's DISTANCE Study. We created three literacy profiles, comparing performance of each 40 literacy profile against a gold standard of patient self-report. We also analyzed associations between the literacy 41 profiles and patient demographics, health outcomes and healthcare utilization. T-tests were used for numeric data 42 such as A1C, Charlson comorbidity index and healthcare utilization rates, and chi-square tests for categorical 43 data such as sex, race, continuous medication gaps and severe hypoglycemia. Literacy profiles varied in their test 44 characteristics, with C-statistics ranging from 0.61-0.74. Relationships between literacy profiles and health 45 outcomes revealed patterns consistent with previous health literacy research: patients identified via literacy 46 profiles as having limited health literacy were older and more likely minority; had poorer medication adherence represents the first successful attempt to use natural language processing and machine learning to measure health 49 literacy. Literacy profiles offer an automated and economical way to identify patients with limited health literacy 50 and a greater vulnerability to poor health outcomes. 51 52 BACKGROUND AND SIGNIFICANCE 53 An estimated 30.3 million people in the U.S. had diabetes mellitus (DM) in 2015 according to the Centers for 54 Disease Control and Prevention (2017). Like most chronic conditions, DM self-management can be complex and 55 requires that patients frequently communicate with healthcare providers. Health literacy (HL) is generally 56 defined as a patient's ability to obtain, process, comprehend and communicate basic health information [1, 2].
and glycemic control; and higher rates of hypoglycemia, comorbidities and healthcare utilization. This research caregivers) [36] . The final cleaned data consisted of 6,941 patients and 283,216 SMs. These SMs were collated 118 into a single file from which we extracted the linguistic features for each patient, aggregating their SMs. These 119 linguistic features were used to predict HL based on self-reported HL scores obtained from survey data.
120
Variables 121
Primary predictors: The Linguistic Features 122
We used a set of 185 linguistic features, derived from the patients' SMs sent to their clinicians, to predict patients' 123 self-reported HL and create the LPs. We used NLP tools to select features that measure different language aspects, 124 such as text level information (e.g., number of words in the text, token type ratio), lexical sophistication, syntactic 125 complexity, text cohesion (e.g., connectives, word overlap), and affect (S1 Table) . These linguistic aspects have 126 previously been shown to predict literacy levels in non-clinical corpora [37] [38] . NLP tools used to extract these limited HL on any one of the three items. HLSUMTri is a trinary variable computed by summing the Likert scale 145 values obtained for HLPROB, HLCONF, and HLHELP. The HLSUMTri variable had three possible values 146 ranging between 0 and 2. Zero (0) indicates a patient with limited HL, whereas one (1) and two (2) represent a 147 patient with marginal and adequate HL, respectively. The HLAVG scores were computed by taking the mean of 148 HLPROB, HLHELP, HLCONF, and HLLABELS (S2 Table) .
149

Dependent Variable(s): Health Outcomes 150
Using data derived from the EHR, we examined medication adherence based on continuous medication gaps 
155
We considered patients to have poor adherence if CMG>20% and adequate adherence when CMG≤20% [53] .
156
A1c was based on the most recent value collected after the first SM sent since DISTANCE survey completion, positive and negative predictive values (PPV and NPV), and C-statistic (area under the receiver operator 171 characteristic (ROC) curves) were used as measures of model performance using a split sample approach. The 172 resulting LPs were subsequently validated against self-reported HL items previously collected from the patients 173 via in the DISTANCE survey [34] , and the HL-sensitive health outcomes obtained from administrative data from 174 the EHR, described above. We discuss the results of the three models that performed the best for each of the 175 dependent variables.
176
Lastly, to examine whether the ML approaches resulted in patterns similar to those reported in prior literature on 
Aggregated Health Literacy Measures 185
The first analysis to create an LP modeled HLCOMB as the dependent variable. The data for HLCOMB were 186 distributed uniformly, with 3,229 patients having high HL (or no HL limitations), and 3,712 limited HL. The LDA 187 model performed the best for this version of the LP, achieving an accuracy of 60.55% and a C-statistic of 0.63 for 188 the test data (Table 1; bold entries indicate the highest value for a given metric within an LP).
189
The second analysis considered HLSUMTri as the dependent variable to create an LP. Since the HLSUMTri 190 variable had three possible values (classes), we used multiclass classification. The accuracy of the models was 191 lower and ranged between 50.67% and 54.23%. SVM achieved the highest accuracy. However, SVM classified all accuracy of 63.58% and a C-statistic of 0.61. However, the C-statistic was lower than the LDA model of the LP 197 trained using HLCOMB, as was its sensitivity (39.32% vs. 56.10%, Table 1 ).
198
For the third analysis, we considered the HLAVG scores as the dependent variable to create an LP. The data set 199 included 3,173 limited HL and 3,768 high HL instances. Accuracy and other metrics were observed for the SVM 200 version of this LP: accuracy and c-statistic for SVM model were 62.52% and 0.74 respectively. While the 201 specificity was lower, it achieved the greatest balance in PPV and NPV (Table 1) . 
202
Linguistic Characteristics 206
The LP models generally showed that patients with predicted limited HL produced messages having fewer 207 words, and those words were less sophisticated (i.e., more concrete) and demonstrated less lexical diversity (i.e., 208 greater repetition of words). Additionally, patients with limited predicted HL produced more words that 209 expressed negative affect (i.e., more words related to failure and fewer positive words). Lastly, limited predicted 210 HL patients focused less on personal language, using a greater incidence of third person pronouns and fewer first 211 person pronouns.
212
Demographics
213
The average age of our study population at the time of the DISTANCE study was 56.8 (±10); 54.3% were male identified by the LPs to have limited HL were 1-3 years older than high HL patients. In addition, 70.8-76.1% of with high HL.
220 
223
To evaluate whether the LP scores were associated with health outcomes in the anticipated directions, we linked 224 these modeled LP scores to outcomes previously found to be associated with measured HL. The results for 225 medication adherence for LP models using HLCOMB and HLSUMTri lacked significance, whereas the model for
226
HLAVG was statistically significant (Table 3) . Patients with limited HL based on this LP were more likely to have 227 poor medication adherence than high HL patients (24.5%-25.6% vs. 23.2%-23.4%). Patients predicted to have 228 limited HL had higher severe hypoglycemia rates in all the models, with SVM distinguishing the most. In sum, the 229 SVM version of the LP HLAVG appeared to be the LP that performed best. 
230
Healthcare Service Utilization 242
Finally, analyses of healthcare service utilization rates demonstrated that patients with predicted limited HL had on 243 average 10 outpatient clinic visits annually, compared to an average of 8 to 9 among patients with high HL.
244
Similar differences were found for emergency room visits (0.53 vs 0.31) and inpatient hospitalizations (0.25 vs 245 0.13; see Table 5 ). These were significant for all models, although the differences in emergency room visits and 246 inpatient hospitalizations were most robust for the SVM HLAVG version. electronic patient portals yielded models that predicted self-reported HL with a modest but acceptable degree of 260 accuracy. Together, these features, including less sophisticated and less positive language, provide us with a 261 language profile of limited HL patients. While the linguistic features we included have been previously studied 262 to classify literacy [37] [38] , the texts that have been assessed have not been derived from e-mail messages. We
247
263
found that combinations of language features can be applied to SMs to successfully distinguish patients based on 264 self-reported metrics of HL. To our knowledge, this represents the first successful attempt to use NLP to identify 265 patients who have higher likelihoods of self-reported limited HL and vulnerability to worse health outcomes.
266
The ultimate goal of this work is to develop tools to improve communication between clinicians and patients so 267 as to foster "shared meaning". Measuring HL has traditionally been extremely challenging at both the individual 268 and population levels, given the time and personnel demands intrinsic to current HL measurement approaches.
269
An automated LP could provide an efficient means to help identify the subpopulation of patients with limited 270 HL. Given that limited HL is an important and potentially remediable factor influencing the incidence of, 278
Limitations 279
Our study has important limitations. While our patient sample was large and ethnically diverse, and we studied a 280 large number of patients' SMs, we were only able to analyze those patients who had engaged in SM with their 281 clinicians. As such, the SM-based method used in this study can only be applied to patients who use SM.
282
However, recent data suggest that patients with limited HL are accelerating in their use of patient portals, and performance of these LPs in safety net healthcare systems, as well as in patient populations with conditions other 289 than DM. In addition, while limited HL is more heavily concentrated in safety net healthcare settings, this phase 
296
CONCLUSION 297
Population management is increasingly incorporating predictive models and derived scores as a means of risk 298 stratifying and targeting care. Our LPs offer healthcare delivery systems a novel, automated, and economical way 299 to identify the subset of patients who have higher likelihoods of having limited HL. Based on our results, we 300 recommend that researchers and health system planners interested in using NLP to identify limited HL use the 301 version of the LP that we have named SVM HLAVG. The LP-derived information could be used to tailor and 302 target both communication and clinical interventions at the health system level. In addition, LPs could be 303 employed as a provider alert in the EHR to improve individual-level communication, or could be harnessed to 304 provide automated feedback to clinicians as they are composing SMs. Insofar as the subset of patients using SM 305 is large and rapidly growing, a literacy profile will soon be calculable on the majority of patients. While the LP is 306 only a proxy for actual barriers to health-related communication, our research demonstrates that LPs are 307 modestly associated with both self-reported HL as well as health outcomes previously shown to be sensitive to
