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Self-location is defined as the ability to recognize one’s surroundings and reli-
ably keep track of current position relative to a known environment. It is a
fundamental cognitive skill for entities biological and artificial alike: living be-
ings rely on it for performing key behaviors such as nest homing and predator
evasion, whereas mobile robots require it to realize autonomous navigation.
At a minimum, self-location requires the ability to match current sensory in-
put to memories of previously visited places, and to correlate perceptual changes
to physical movement. Humans and other mammals rely mainly on visual cues
for place identification, hinting at the possibility of robot systems using cam-
eras and computer vision algorithms for the same task. However, visual input,
while rich, is notoriously hard to interpret algorithmically, and is subject to
large variations from factors such as lighting conditions, changes to environ-
ment composition, and the presence of moving obstacles.
This thesis proposes a new architecture for vision-based robot self-location,
dubbed the Difference Image Correspondence Hierarchy, or DICH for short.
DICH is inspired by research in biological cognition, constituting a self-location
model that is perception-based instead of metric. Places, and robot location
among them, are defined not in terms of geometric coordinates, but as memory
and sensory patterns consistently correlated over time.
At the same time, DICH has from the beginning been conceived as a prag-
matic approach to autonomous navigation, intended to work under real-world
conditions. Accordingly, a DICH implementation based on well-known software
libraries and off-the-shelf hardware is also presented. A variety of experiments
demonstrate the architecture’s features, its strengths and weaknesses. The the-
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This chapter discusses the subjects this thesis is concerned with, as well as its
objectives. First it defines the problem of autonomous navigation, discussing
its attendant parts and possible approaches. It is noted that self-location is
a central requirement for effective navigation. Biologic self-location strategies
are then described, and proposed as a template for the development of robotics
solutions, helping select methods among the excess of available options. The
Difference Image Correspondence Hierarchy (DICH) is presented as an effort in
that direction, and its main features are briefly summarized. DICH is contrasted
to similar projects in the field of Biologically Inspired Cognitive Architectures
(BICA’s), and shown to lie towards a more pragmatic philosophy. The chapter
concludes with a statement of the objectives intended to be achieved with the
architecture.
1.1 Autonomous navigation
Autonomous navigation refers to the process by which a robot determines and
then traverses a path between its current position and a specified destination.
It is easily the most challenging topic in mobile robotics, as it demands domain
of five distinct competencies: perception of the surrounding environment and
its representation in a map of some sort, localization of the robot relative to
it, path planning from current location to a specified destination, and finally
motion control to execute the plan [1].
Generally speaking, path planning and motion control are relatively easy to
perform, so long as it’s assumed environment structure and robot position are
known with certainty. Therefore, successful navigation is highly dependent on
reliable perception, representation and localization, which are hard to achieve
consistently. The fundamental problem is that those tasks depend on sensor
readings, which by definition are only proxies to the actually relevant environ-
ment states, and imperfect ones at that. So it is that, for example, a laser
scanner takes the time between a pulse is emitted and a reflection detected as a
1
(a) Place cell (b) Grid cell
Figure 1.1: Activations (grey circles) of a single place cell (a) and a single grid
cell (b) in a test subject at different locations within an enclosure. Whereas
the place cell’s activation is closely correlated to the animal’s presence at a
specific environment location, the grid cell is active at multiple, regularly-spaced
locations.
      1 2
3      
(a) Egocentric frame
      1 2
3      
(b) Allocentric frame
Figure 1.2: Difference between egocentric and allocentric reference frames. In
an egocentric frame, distances between landmarks are evaluated relative to the
individual’s own location; in an allocentric frame, landmark distances are eval-
uated relative to each other’s location.
2
proxy for distances from obstacles – but not only are such measures subject to a
degree of uncertainty, they may not always correlate at all with object distance,
e.g., if a reflective object deflects laser pulses away from the sensor.
Responses to this fundamental sensor unreliability issue can be broadly di-
vided between attempts at extracting more reliable invariant representations
from raw input, and devising robust inference methods to derive environment
state information from knowingly noisy readings. Most autonomous navigation
methods will do some degree of both, while leaning more heavily on one or the
other. Beyond this basic characterization, however, a wide variety of approaches
exist, many based on completely different paradigms. For example, Simultane-
ous Localization and Mapping (SLAM) methods typically employ statistical
inference methods to produce a probability distribution of current location over
a Cartesian plane or 3D space [2], while appearance-based methods use invariant
representations and similarity measures to represent current location as the sim-
ilarity between present sensor inputs and collected records of previously visited
places [3].
The large methodological differences among autonomous navigation meth-
ods may seem all but irreconcilable. This is unfortunate, since an overarching
conceptual framework or design philosophy can provide important guidance to
research and development programs, helping define problems and suggesting
ways to find solutions. In such cases it can be useful to look into nature: living
beings often face challenges not dissimilar to those addressed by engineering dis-
ciplines, and can therefore provide inspiration and insights into how they can be
approached. In this case, studying how humans and other animals locate our-
selves in space can help uncover general principles for describing and improving
robot navigation.
1.2 Self-location
Humans constantly maintain a sense of our own location in space, updating
it continuously as we move. This is also true for most mammals and many
other animals. Self-location is the skill of relating sensory input to current
position [4]. Psycho-physiologically, animal self-location is computed in two
distinct brain regions. In the hippocampus, place cells fire in response to specific
locations within an environment, encoding a seemingly egocentric (centered on
the individual itself) representation of spatial location. Meanwhile, grid cells
in the entorhinal cortex combine visual and self-moving cues to produce overall
repeating activation patterns thought to encode allocentric (based on landmark
locations relative to each other) spatial location [5]. Figure 1.1 shows example
activation patterns for place and grid cells, and Figure 1.2 illustrates egocentric
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Figure 1.3: Common elements of a cognitive map. Space is divided in places (a,
b, c) identified by landmarks (1, 2, 3) and connected through paths.
Spatial cognition is the field of study concerned with our ability to acquire,
organize, and use spatial knowledge about environments. Current spatial cogni-
tion research asserts that biologic self-location is mainly supported by cognitive
maps, mental representations of our physical environments, adapted for tasks
such as place recognition and route planning [6]. Several cognitive map models
exist [7], however most of them, in one way or another, incorporate landmarks
as perceptual elements, places as physical locations characterized by particular
landmarks, and paths as associations between places. Figure 1.3 illustrates the
concepts.
Self-location seems to mostly rely on visual cues for sensory input, though
it was also found to adapt well to changes in environment perception and even
composition [8, 9]. Self-motion cues have also been implicated in the process [5].
These stimuli are employed to derive three kinds of knowledge useful for cogni-
tive map construction and use:
• Landmark knowledge of the presence and configuration of particular fea-
tures at each place [10];
• Survey knowledge of estimated shortest-distances between landmarks [11];
• Route-road knowledge of pathways between places [11].
Moreover, cognitive map construction is influenced by several heuristics that
generally contribute to make representations more “regular” than reality – e.g.,
intersections such as street crossings are recorded as forming a 90o angle more
often than they really do [12, 13], and the relative positions of landmarks and
place boundaries are distorted so as to better fit overall conceptual knowledge
of the contexts in which they are located [14].
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1.3 Difference Image Correspondence Hierarchy
(DICH)
The Difference Image Correspondence Hierarchy (DICH) is an effort to solve
the robot localization problem using biologic self-location as a template. It
represents environments as collections of places arranged across paths and char-
acterized by landmarks detected from visual input, while current location is
inferred both from visual input cues (by searching for signals representative of
landmarks) and a history of previous location inferences.
DICH is designed to enable localization in the context of Visual Teach
and Repeat (VT&R) navigation. It assumes a differential drive mobile robot
equipped with a single monocular camera. DICH builds upon previous work on
template matching [15] and experiments in mobile robotics [16, 17], assimilating
additional ideas from spatial cognition, embodied cognition [18] and computa-
tional neuroscience [19].
DICH takes difference images as its basic percept: these encode changes to
visual input over short time intervals, an approach inspired in how our senses
are dependent on change to work properly – for example, if our eyes are kept
fixated onto a static image, vision starts to fade out [20]. Difference images are
further processed by searching for fixation points, and then extracting Regions-
of-Interest (ROI’s) from them. When images have to be compared, these ROI’s
are searched over each other using cross-correlation, a biologically-plausible op-
eration. Finally, models of working memory are used for keeping track of and
detecting trends over match results, which enables the system to reliably com-
pare stored and real-time inputs to estimate current location. These operations
are detailed in Chapter 3.
DICH has a close relationship to the field of Biologically Inspired Cognitive
Architecture (BICA’s). BICA’s combine results from cognitive science, com-
puter science and neuroscience to both advance the understanding of human
and animal cognition, and provide novel solutions to complex computational
problems [21]. They exploit the observation that living systems can be used as
a template to help define vague problems (e.g., “intelligence”) as well as suggest-
ing possible solutions and validation metrics. They can also provide inspiration
for architectures and algorithms not necessarily targeted at “biological” prob-
lems. The opposite is also possible – results from computer science and robotics
being used to assess theories on biologic cognition, suggesting new models or
avenues of investigation.
Human vision and spatial cognition are both widely studied fields with a
wealth of knowledge to offer, therefore a case can be made for the development
of a biologically inspired vision-based autonomous navigation system. In fact,
BICA research has repeatedly approached the problem of self-location; however,
it tends to be taken as a test case to validate proposed cognitive models, rather
than as an objective to be achieved in its own right. Methods are not developed
to match task or environment requirements, but the opposite: given a BICA
implementation, a task and (usually simulated) environment are selected that
5
demonstrate its capacities while abstracting away its limitations. Consequently,
there is no convergence towards a common approach dictated by what works
best under recurring real-world conditions, as is the case in mobile robotics.
Instead, competing interpretations of psychophysiological data lead to diverging
solutions. Such efforts include:
• The Enactive Cognitive Architecture (ECA) [22] can learn complex be-
haviors by chaining together (action, result) pairs. This is demonstrated
by implementing an agent that learns its way across a very simplified 2D
world where movement is atomic (the agent advances in “cell” units and
turns in increments of 90o) and perception is binary (the agent can ei-
ther see an obstacle ahead or not). The agent moves of its own volition,
without an externally specified destination;
• The Learning Intelligent Distribution Agent (LIDA) [23] is based on the
Global Workspace Theory (GWT) [24] of functional consciousness in brains.
Experiments demonstrating its ability for self-location were performed in
an elaborate 3D environment, however the architecture was allowed to
acquire data on landmarks (e.g., their distances from the agent) directly,
rather than having to estimate it from visual observations;
• The Soar/SVS architecture [25] combines symbolic reasoning and prototype-
based visual filters to infer environment state from computer-generated
images depicting a simulated environment. This at least enforces a proper
separation between environment and agent, as the later must parse its
perceptions in order to infer the former’s state, but the idealized environ-
ments are still far removed from the complexity of the real world.
In contrast, mobile robotics regards self-location as a requirement for imple-
menting target applications such as autonomous navigation. Therefore, research
focus on how the problem can be best solved in real-world conditions. These
approaches are not irreconcilable, though – in fact, BICA research could gain
novel insights from approaching the practical challenges inherent to the real
world, while a more architectural and model-driven approach could open the
way for novel solutions to autonomous navigation problems.
DICH, therefore, also constitutes an effort to apply the principles of BICA
development to real-world requirements. While it draws extensively from re-
sults in neuroscience and cognition to build a biologically plausible self-location
model, it has been developed from the beginning to operate in physical robots
and environments, relies exclusively on visual data, and implements a learning
model accommodating of goal-directed training and operation. It is expected
that requiring BICA’s to cope with real-world constraints will promote a con-
vergence towards a set of best practices and methods, as seen in mobile robotics.
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1.4 Research objectives
Research objectives can be roughly divided across three axes: technical, theo-
retical and social.
From a technical standpoint, my objective was to develop a visual naviga-
tion system that was robust while comparatively low-cost in terms of hardware
and complexity. For that reason I decided to focus on monocular vision and
similarity-based input analysis over time, which can be achieved with minimal
resources and setup. I also wanted an architecture that could be easily adapted
to run on multiprocessing platforms, since parallel programming is an ongo-
ing challenge in computer science, and algorithms that can work efficiently in
highly-parallel hardware are widely sought after.
Theoretically, I sought to apply concepts from neuroscience and cognition
to create an autonomous navigation architecture that is perceptual rather than
metric. This is commonplace among appearance-based navigation methods; yet,
as will be discussed in Chapter 2, DICH application of time-consistent estimates
to monocular visual input occupies a very restricted field in that field.
Finally, the availability of an intuitive, low-cost autonomous navigation sys-
tem could have important social ramifications, as non-specialist users could find
new and interesting applications for it. Autonomous cars are currently on the
cusp of entering the consumer market, and are expected to have a tremendous
influence in the transportation industry, enabling a variety of new businesses
and upsetting the old. However these will in all likelihood be closed systems,
whose owners will be discouraged (if not outright forbidden) to tinker with.
DICH opens the possibility of offering consumers an open, low-cost autonomous




This chapter discusses other works in mobile robotics with similar objectives
and/or approaches. It starts with an overview of autonomous navigation ap-
proaches, in particular the SLAM paradigm. The following section makes the
case for appearance-based navigation as a complement to SLAM, as well as an
alternative in its own right. Visual Teach and Repeat (VT&R) is then proposed
as the ideal scenario for appearance-based navigation, and past approaches to
appearance-based VT&R navigation are discussed. Finally, the contributions of
DICH relative to other navigation methods are discussed.
2.1 Autonomous navigation
Arguably the central topic in mobile robotics [1], autonomous navigation is,
in its simplest formulation, the problem of getting a robot to drive from an
origin point to a destination without human intervention. This obviously incurs
a series of attendant problems, from purely physical constraints of autonomy
or terrain traversability, to higher-level cognitive issues such as path planning,
environment representation and sensor data interpretation.
The broad category of navigation methods refers to these later concerns:
given a robot equipped with appropriate sensors and powertrain, such that
the ability to physically perceive and move across the environment is assured,
how can it be driven between specified and destination points without further
human intervention. Navigation methods can be roughly divided into map-
based and mapless, according to whether they depend on globally consistent
environment representations. Map-based methods can be further divided into
metric, which represent the environment geometrically relative to a predefined
coordinate system, and topological, which break down the environment as a set
of discrete nodes connected by relations of reachability [26].
Most navigation methods rely at some level on the existence of landmarks,
enduring environment features that produce consistent, identifiable patterns in
the sensor stream. To estimate robot location, methods assert the presence
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and / or location of particular landmarks by cataloging and searching such
patterns in sensor readings; this usually involves several preprocessing steps to
attenuate the effects of noise or otherwise remove unimportant data. Different
sensors and navigation methods will demand diverse landscape selection and
recognition algorithms.
Simultaneous Localization and Mapping (SLAM) is a popular autonomous
navigation paradigm. In the typical SLAM scenario, a robot, initially without
any knowledge of its surroundings, must explore and construct a metric map-
based representation of the environment, while at the same time keeping track
of its location within it. SLAM methods commonly rely on laser or other range-
finder sensors for input, and employ probabilistic approaches such as particle
filters or the Extended Kalman Filter (EKF) to relate egocentric landmark
location to robot movement across time. However, the operation range of filter-
based SLAM systems is limited by the need to continuously keep track of all
landmarks to ensure estimate convergence, causing computation requirements to
grow steadily as the traversed area increased, and eventually overwhelming the
system [27]. Moreover, as environment scale grows, range-finder sensor readings
become increasingly sparse and unreliable.
2.2 Appearance-based navigation
The limitations of metric map-based navigation systems have motivated work
in topological methods. In particular, appearance-based navigation methods
avoid the limitations of range-finder sensors by employing cameras, and use
image data to construct place representations according to an appearance model.
Environments are represented as collections of places, and current location is
determined in terms of appearance similarity between known places and current
input, which incidentally is closer to how we humans navigate our surroundings.
Several appearance-based methods have been advanced as localization mod-
ules to probabilistic SLAM backends. FAB-MAP and its variants [28] effectively
lifted the operation range restriction of filter-based approaches, but have been
found vulnerable to large appearance variations, as undergone by outside envi-
ronments across seasons or weather conditions. Further research has addressed
this limitation, either by employing image-based appearance models that do
away with features, as in SeqSLAM [29], or by compensating for their weak-
nesses in some way – e.g., the plastic map model [30] repeatedly records features
for the same environments over repeated trips, thus keeping track of appearance
changes over time.
While effective under their prescribed scenarios, these hybrid appearance
/ SLAM methods are computationally expensive, and suffer from accuracy
shortcomings that make them inadequate for some applications, e.g., route-
following [31]. Moreover, they often demand external modules such as visual
odometry [30] (or alternatively, assume the robot was moving at constant speed
for the duration of data records [29]) and expensive omnidirectional [28] or
stereo [30] cameras.
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Table 2.1: Summary of recent appearance-based Visual Teach & Repeat navi-
gation methods, characterized by sensors, test environments, and environment

















Monte Carlo localization [33] Monocular camera Indoors No No






SURFnav [35] 360o camera Indoors No No
Scale-based visual servoing [36] 360o camera Indoors No Yes
Min-warping [37] 360o camera Indoors Yes No
Depth-feature learning [38] Stereo camera Indoors No No
Multi-stereo [39] Pair of stereo
cameras
Outdoors Yes No








(a) Teach step path
I1 I2 I3 I4
(b) Teach step images





(c) Repeat step path
I'1 I'2 I'3 I'4
(d) Repeat step images
Figure 2.1: Visual Teach & Repeat (VT&R) navigation. In the teach step
(a), a robot is driven over a route, collecting visual records (b) of landmarks
[L1, . . . ,L4] (field of view indicated by dashed lines). In the repeat step (c),
the robot retraces the route autonomously, orienting itself by the differences





(a) Monocular camera (b) Monocular image
Figure 2.2: Monocular camera (a) and example image (b). A digital monocular
camera is composed of optic parts (1) for focusing light on an imaging sensor
(2) which an electronic system (3) uses to collect images and send them across





(a) 360o camera (b) 360o image
Figure 2.3: Omnidirectional camera (a) and example image (b). A catadioptric
omnidirectional camera is composed of a base convex mirror (1) that projects
light from all around the system into a top concave mirror (2), sensing it across







Figure 2.4: Stereo camera (a) and example image (b). Stereo cameras are
composed of two monocular cameras (1, 2) sharing a common field of vision
and relaying images to the same control unit (3). They can be implemented as
an integrated setup (4) or by mounting a pair of standalone cameras on a rig
(5).
2.3 Visual Teach & Repeat
Appearance-based methods can also be valuable on their own. They are per-
fectly suitable for Visual Teach and Repeat (VT&R) navigation, where a robot
is first led through a route by a guide (the teach step), and must later au-
tonomously retrace the original path (the repeat step), orienting itself by sensor
readings gathered during the guided stage [41]. See Figure 2.1 for a graphical
example.
A variety of appearance-based methods have been proposed over the years.
Table 2.1 provides a summary of recent contributions. They can be roughly
classified in terms of employed sensors, the perception model used to process
and reason about inputs, and environment conditions evaluated in experiments.
2.3.1 Sensors
Cameras are the main sensor solution in any VT&R system. According to their
optics and output, cameras can be categorized as monocular, omnidirectional
and stereo.
Monocular cameras are composed of optics elements focusing light on an
imaging sensor, controlled by electronics that collect and relay images across
a connection for processing (Fig. 2.2). They remain a popular choice [31, 32,
33, 34] due to their size, cost and simplicity. Moreover, monocular vision ap-
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proaches can be promptly applied to the many already existing robots equipped
with monocular cameras (typically for teleoperation purposes), making them
appealing from a practical standpoint [31].
Omnidirectional cameras are characterized by a 360o field of view in the
horizontal direction. For this reason they are also occasionally called “360o
cameras”. They are typically based on a catadioptric setup [42] that uses mirrors
and lenses to direct light from all around the system into an upward-looking
monocular camera (Fig. 2.3). Because views from all directions are recorded
at once, omnidirectional VT&R methods [35, 36, 37] can potentially navigate
between any two arbitrary points within a known environment, not just along a
recorded route. In practice this is appealing in indoors environments, but not so
much outdoors, where traffic rules and conventions usually restrict movement
to the length of streets and sidewalks.
Finally, stereo cameras are composed of two monocular units sharing a com-
mon field of view, relaying images to a single controller (Fig. 2.4). Image dis-
parities between cameras enable scene depth inference. Accordingly, VT&R
methods based in stereo input [38, 39, 40] can make use of depth values to-
gether with image and feature data for recognizing places.
2.3.2 Perception models
Different sensor solutions display particular strengths and weaknesses, motivat-
ing distinct input processing models and methods to correlate readings to robot
location.
Monocular VT&R methods have to address the fact that, on themselves,
monocular images contain much data but precious little spatial information.
One way around this limitation is to infer spatial information from image data;
this may involve making assumptions about the spatial configuration of the sys-
tem and/or the environment. For example, monocular depth estimation [31] can
be performed to compute 3D coordinates for ground features recorded by a cal-
ibrated monocular camera, provided all features are assumed to lie on a ground
plane local to the robot itself. The combination of 3D coordinates and features
can then be used to construct a locally-consistent map to support navigation.
An alternative is to do away with spatial estimates entirely – for the purposes
of route-following, simple feature matching may be sufficient. This is the ap-
proach taken by the homography estimation method [32], which uses robust
feature matching to relate visual inputs over time and construct a topological
map of the environment. Monte Carlo VT&R [33] takes a similar approach,
employing a particle filter to compensate for imprecisions of feature matching.
Pure-appearance methods may also benefit from environment assumptions, how-
ever: hybrid feature / segmentation path finding [34] uses image segmentation
to detect traversable paths where such structure can be found, complementing
feature-matching procedures and increasing performance in outdoor environ-
ments.
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Omnidirectional VT&R methods are often based on the concept of a hom-
ing vector indicating the direction, and possibly the distance, between current
location and destination. Navigation is then reduced to the problem of com-
puting the homing vector from current input and records previously taken at
the destination. This can be done in a number of ways. SURFnav [35] collects
ans tracks SURF features over time to infer distance and direction of recorded
landmarks. This can be used to produce a series of path-correcting commands
to make the robot converge towards a destination. A similar approach is used in
scale-based visual servoing [36], where the scale component of SIFT descriptors
is used to guide a control module. In contrast, min-warping [37] takes a more
holistic approach to inputs, matching whole images in search of a discrete set
of “warping” operations (translations and scalings) that will minimize mutual
difference, and can be related to robot movements.
Stereo VT&R methods usually combine depth estimates and feature match-
ing looking to compensate for each other’s weaknesses. Depth-feature learn-
ing [38] uses stereo matching to produce feature points combining 3D coordi-
nates computed from visual odometry and a 64-dimensional SURF-based feature
vector. Features are collected in a topological map that is only locally metric-
consistent, but nevertheless enables sufficiently correct localization for naviga-
tion tasks. Outdoor performance is limited, though, since features are weak
against variations in appearance, especially general variations such as those
caused by seasonal changes. Multi-stereo [39] attempts to mitigate this issue by
adding a second stereo camera to the system: with a larger field of view and
increased number of detected features, the probability of successful matching is
increased. Color-constant images can be used to solve this problem the other
way around, ensuring stable inputs to the stereo vision pipeline and thus consis-
tent features [40]. However the algorithm that produces color-constant images
needs to be trained, which may require several trips over target environments.
2.3.3 Environments
The environments robots travel along can be categorized as “indoors” and “out-
doors”. Indoors environments are human-made and include halls, offices, rooms,
corridors and warehouses. They are generally characterized by a regular visual
structure with repetitive elements, an abundance of straight edges meeting at
right angles, and illumination that is either constant or varies among a couple of
highly recurrent states – e.g., office lights might sometimes be off, but otherwise
their positions and intensities remain the same.
In contrast, outdoors environments are dominated by changing illumination
patterns, due to seasonal changes, weather, and the daily cycle of light and
dark. Scenes may still contain the kind of structural regularities found indoors,
especially in urban areas, but often these will at least share space with the
organic shapes of plants and geographical formations. Outdoors environments
include streets, sidewalks, parks, trails and wilderness regions.
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Both indoors and outdoors environments are also subject to change. This
can be gradual, as when ambient brightness slowly decreases in response to
sunny weather turning cloudy; sudden but unwitnessed, as when a piece of fur-
niture is added to a room between visits; or dynamic, caused by the presence of
moving entities such as vehicles or people. Environment changes have important
consequences for VT&R methods: landmarks may be removed between trips,
become unrecognizable due to light changes, or be occluded by passing pedes-
trians. Likewise, transient environment features may be unwittingly selected as
landmarks.
VT&R methods will sometimes explicitly take illumination variations into
account [32, 37, 40, 39], especially when intended to work outdoors, but few
studies give close consideration to the effects of moving elements [34, 36]. As a
result, their suitability for use along people and other vehicles remains largely
unverified.
2.4 DICH and VT&R
The Difference Image Correspondence Hierarchy (DICH) is a monocular appear-
ance-based VT&R method for indoors and outdoors environments, resilient to
illumination changes and the presence of moving elements. It can perform lo-
calization and route-following, and can deal with the kidnapped robot problem
so long as the robot is left somewhere along a known path. As Table 2.1 and the
previous sections show, it occupies a rare niche in the VT&R literature, where
all these features are seldom seen together in a single system.
DICH is image-based, avoiding weaknesses related to visual features. It is
also virtually unique among VT&R systems in its explicit use of record history to
achieve estimation consistency – ambiguous and incorrect estimates are weeded
out by selecting sequences of estimates consistent over time. In most systems
this is a consequence from other constraints (such as the probabilistic prediction-
updating of the Monte Carlo approach [33]), but in DICH it is stated explicitly
from the beginning, and is at the heart of most method parts.
Therefore, DICH constitutes a comprehensive VT&R navigation solution
for robots complying to the most general specifications. The next chapters will







The DICH architecture was designed to work with a differential drive robot [1]
equipped with a single front-mounted camera, under the VT&R navigation sce-
nario. As summarized in Figure 3.1, operation is divided in a manually driven
teach step, and an autonomous repeat step.
During the teach step the robot is driven over a route, collecting a video
record as it goes. This record is used to build a visual account of the route, to
be stored in memory as a list of teach difference images. During the repeat step,
camera inputs are converted to repeat difference images on the fly, and paired
to teach images according to similarity. In this way each repeat difference image
is assigned a place along the route, in terms of positions in the teach list. Teach
/ repeat difference image pairs are also compared for shift, the apparent sliding
of visual features on one image relative to the other. Shift is used to infer
whether the robot is drifting away from the route. Both image pairing and shift
information are then forwarded to a steering module, which drives the robot
according to perceived drift and position along the teach route.
This chapter describes each of the above steps in detail. It opens with a
description of difference images, the architecture’s main percept. Next difference
image pairing is explained, including a solution to the kidnapped robot problem.
Shift estimation follows, and the chapter closes with a description of the steering
model. Table 3.1 below explains the notation used in these sections; see the
appendices for more details on the underlying theory.
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Table 3.1: List of notational conventions used in DICH. Refer to the appendices
for more details.
Notation Description
an List or vector a of n elements.
|a| Number of elements in a list or vector a. For an, |a| = n.
0n A vector of dimension n and all cells equal to zero.
a ++ b List or vector concatenation. For am and bn, a++b = cm+n
such that c = [a0, . . . , am−1, b0, . . . , bn−1].
Am×n Matrix A of m rows and n columns. Usually dimensions are
shown only the first time a matrix is mentioned.
A[i, j]
Element at the ith row and jth column of matrix A.
Indexes start at 0 and count top-to-bottom, left-to-right.aij
ai,j
A[i, :] ith row of matrix A.
A[:, j] jth column of matrix A.
A[i0:in, j0:jn] Rectangular section of matrix A, from top-left element
A[i0, j0] to bottom-right element A[in − 1, jn − 1].∑
A Sum of all elements in matrix A.
A ◦B Hadamard (element-wise) product of matrices A and B. For
Am×n and Bm×n, A ◦B = Cm×n such that cij = aijbij .
A◦n Hadamard (element-wise) power of matrix A. For Am×n,
A◦n = Cm×n such that cij = anij .
f◦(A) Element-wise application of function f to matrix A. For
Am×n, f◦(A) = Cm×n such that cij = f(aij).
Ncc(A,B) Normalized cross-correlation between A and B. For
AmA×nA and BmB×nB such that mA ≤ mB and nA ≤ nB,
Ncc(A,B) = C(mB−mA+1)×(nB−nA+1) such that cij is the


































Steering command Steering controller
Shift
Video record
(a) VT&R navigation (b) DICH architecture
Figure 3.1: Difference Image Correspondence Hierarchy (DICH) working envi-
ronment and abstract diagram. (a) Visual Teach and Repeat scenario. A robot
is first guided through a route (the teach step); later, after being brought back
to the starting point, it must retrace the original path autonomously (the repeat
step), using data collected during the teach step as a guide. (b) The DICH ar-
chitecture. During the teach step, the robot collects a video record of the route,
which is used to generate a sequence of images stored in long-term memory.
During the repeat step these are compared to live visual input, to estimate the
robot’s position along the route and possible drift from it. This information is
used to steer the robot as necessary.
3.1 Difference images
A recurring problem in computer vision is the construction of invariant rep-
resentations – input transformations that consistently correlate to parameters
relevant for a certain application, while being unaffected by other factors. For
example, a visual navigation system could employ a representation that corre-
lated well to the presence of landmarks, while being invariant to other objects
or changes in brightness and viewpoint. A system’s choice of invariant repre-
sentation reflects its a-priori assumptions on environment nature, correlations
between stimuli and world states, and acceptable trade-offs on percept invari-
ance, distinctiveness and computation complexity [43].
In a dynamic context such as autonomous navigation, invariant representa-
tions can be designed by first looking not into immediate inputs themselves, but
rather into how they change over time. This approach is supported by studies
on biologic sensory organs, which have been repeatedly shown to require an ele-
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ment of active change to work properly – e.g., visual perception fades over if eyes
are fixated on a static scene and saccadic movements are suppressed [20]. Bio-
logic senses are under strong pressure to deliver the most reliable information in
the shortest time possible, having evolved to support critical animal behaviors
such as predator evasion. Therefore, the reasoning goes, effective digital sensing
could be achieved by borrowing biologic sensory strategies.
Dynamic Vision Sensors (DVS) apply this idea by measuring luminance dif-
ferences across the visual field, and reporting the coordinates of changes that
crossed a threshold. The resulting bursts of Address-Event Representations
(AER) can be pooled to generate scene shape representations invariant to color,
brightness and surface gradients [44]. DVS are often implemented in hardware,
as banks of digital circuits on a CMOS chip [45]. It is however perfectly possible
to reproduce its dynamics in software, using camera frames as input.
DICH employs difference images as its basic percept, invariant representa-
tions computed in a manner similar to the AER’s produced by DVS devices.
First, immediate differences between luminance images It−1 and It can be de-


















The use of logarithm ratio in formula 3.2 turns threshold δ into a percentage,
making values easier to interpret – reasoning in terms of “δ% difference” is more
intuitive than working with absolute luminance values. The thresholding opera-
tion itself produces a “sparse” representation with a higher signal-to-noise ratio.
Still, experiments show that individual thresholded maps Kt lack consistence
– large variations occur between successive maps at the local level, even if the
general pattern remains similar. This can be mitigated by summing together





Where Jt is a difference image computed over τ maps of threshold δ. Fig-
ure 3.2 illustrates the process.
Given appropriate values for parameters δ and τ , each difference image will
contain regions of high signal concentration (caused by discontinuities such as
edges) surrounded by empty areas (due to smooth object surfaces). Absent of
saturation artifacts, difference images are largely invariant to ambient bright-
ness, providing a degree of normalization across illumination conditions. Close-
by objects will generate larger difference counts than those farther away, al-










Figure 3.2: Difference image computation. (a) Luminance differences between
images are detected by computing relative differences, then thresholding the
result. (b) Thresholded maps are summed to attenuate noise and improve con-
sistency, producing a single difference image. Darker shades of gray indicate
larger change counts.
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depending on whether the robot is moving, which can be used as a self-motion
cue. Finally, each difference image implicitly denotes a spatial range, delimited
by the viewpoints from which the original images were captured.
3.2 Difference image pairing
As mentioned previously, the video record collected during the teach step is
transformed into a sequence of difference images J = [J0, . . . ,Jm], stored in
memory. Each difference image implicitly denotes a place along the route;
therefore, during the repeat step, it’s possible to infer the robot’s position by
computing a difference image J′j from current visual input and searching for its
most similar “pair” Ji among teach difference images. Assuming the pairing is
successful, the robot is expected to be in the vicinity of the viewpoints from
which the images used to compute Ji were captured.
Difference image pairing in DICH works by extracting Regions-of-Interest
from repeat difference images, computing similarity to teach images in terms
of such regions, and finally identifying similarity trends among teach / repeat
image pairs. These steps are detailed below.
3.2.1 Regions-of-Interest
When animals look at their surroundings, their eyes don’t take everything at
once; rather, they dart among interest points (e.g., corners or edges) to appre-
hend a set of visual Regions-Of-Interest (ROI’s), which seem to provide enough
information for effective recognition. This behavior is modeled in computer vi-
sion applications by Image Processing Algorithms (IPA’s), which are used to
select small patches called algorithmic Regions-Of-Interest (aROI’s) from input
images [46]. Image matching can be performed for aROI’s in place of whole
images, reducing resource requirements and increasing generality.
DICH extracts aROI’s from difference images in the following manner. Let
J′j be the j
th difference image computed over a currently ongoing repeat step





J′j [u : u+ l, v : v + l]
]
(3.4)
Where Σ′j [u, v] is the salience of an interest point of coordinates (u+α, v+α),
computed as the sum of J′j values lying inside an aROI of top-left coordinates
(u, v) and side l. Figure 3.3 illustrates the concept. It should be clear that Σ′j












Figure 3.3: Difference image (left) and corresponding salience map (right). The
dashed box around Σ′j indicates the gap (of length 2α) between the boundaries
of J ′j and its own. Dashed squares on J
′
j delimit Regions-of-Interest (ROI’s);
corresponding salience values are indicated on Σ′j by small circles. Darker shades
of gray indicate higher values.
A set of disjoint aROI’s can be selected from Σ′j by iterating over the fol-
lowing steps:
1. Make p a list of all (u, v) for which Σ′j [u, v] > 0, sorted in decreasing
salience order;
2. If |p| = 0 then terminate, otherwise make (u, v) = p[0] and p = p[1:] (i.e.,
remove the first item from p);
3. If Σ′j [u, v] > 0 then record aROI (u, v, l);
4. Make Σ′j [u− l : u+ l, v − l : v + l] = 0, then return to the second step.
In practice it may be preferable to use a separate matrix to keep track
of added / discarded points instead of changing Σ′j itself. Moreover, since
difference image saliences are integers with a known upper bound of τ l2, image
coordinates can be sorted in linear time using a distribution algorithm such as
bucket sort [47], which may require p to be a data structure other than a flat
list. The overall idea, however, remains the same. Algorithm 1 works out the
details of the procedure.
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Algorithm 1 DICH’s aROI selection algorithm. Given a difference image and
a padding value, a list of disjoint aROI’s is returned. The algorithm runs in
linear time as a function of the number of non-zero difference image pixels.
function AROIs(J′mJ×nJj , α, τ)
l← 2α+ 1
m← mJ − l + 1





J′j [u : u+ l, v : v + l]
]
p← [pk = [] | 0 ≤ k < τl2] . List of buckets indexed by salience
for all (u, v) | 0 ≤ u < m , 0 ≤ v < n do
σ ← Σ′j [u, v]
if σ > 0 then
k ← τ l2 − σ . Place more salient points at earlier buckets
p[k]← p[k] ++ [(u, v)] . Append coordinates (u, v) to list p[k]
end if
end for
r← [] . List of returned aROI’s
Em×n ← 0 . Matrix of selected points
for all pk ∈ p do
for all (u, v) ∈ pk do
if E[u, v] = 0 then
r← r ++ [(u, v, l)]







3.2.2 Difference image similarity
If Ji and J
′
j are spatially related, then both images should contain a number of
similar visual elements produced by common landmarks. This can be checked
by comparing aROI’s extracted from J′j to regions of Ji: a high proportion
of visual matches would suggest both images come from the same place, or at
least somewhere close by. A successful recognition would remain possible even
if some aROI’s from J′j or their corresponding regions in Ji were changed, as
aROI’s capturing common visual elements would compensate for the failures of
the others.
A similarity measure based on aROI’s can be defined as follows. Let rj
be a list of aROI’s extracted from J′j according to Algorithm 1. For each
rj,k = (u, v, l), the contents of J
′
j within rj,k are compared to those of Ji within
a neighborhood (u− β, v − β, l + 2β). This is done by defining the following
ranges:
ρj,k = (u : u+ l , v : v + l) (3.5)
φj,k = (u− β : u+ l + 2β , v − β : v + l + 2β) (3.6)
And then finding the maximum cross-correlation response between the con-
tents of ρj,k in J
′
j and those of φj,k in Ji:
s(i, j, k) = maxNcc(J′j [ρj,k],Ji[φj,k]) (3.7)
The similarity s(i, j, k) between individual aROI’s and neighborhoods will
be influenced by the visual elements contained in both. If Ji and J
′
j repre-
sent the same or close places, similar contents will be likely, leading to higher
similarity values. However even then it may not be the case: if the place was
changed between trips (e.g., furniture or other objects were added or removed),
pedestrians and other moving entities were present in either step, or viewpoint
direction diverged to a visible degree, aROI’s and neighborhoods may differ to
the point of irreconcilability. Therefore it’s important that image similarity be




s(i, j, k) (3.8)
Figure 3.4 illustrates the process.
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s (i , j , k )
(b) Normalized cross-correlation
Figure 3.4: Computing similarity between an aROI and a teach difference image.
(a) A number of aROI’s are selected from a repeat difference image J ′j ; for each
patch, a larger neighborhood is extracted from teach repeat image Ji (only
a few aROI’s and corresponding neighborhoods are drawn for clarity). (b) For
each (patch, neighborhood) pair, their normalized cross-correlation is computed,
and the maximum response (indicated here by the black circle) is taken as the
similarity score for that pair. Darker shades of gray represent higher response.
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3.2.3 Similarity trends
The robustness of normalized cross-correlation and the invariance properties of
difference images make aROI-based similarity fairly reliable on average, but not
perfect. The following factors can lead to correlation errors:
1. Repetitive features (e.g. corridors with similar doors or other architectural
elements);
2. Occlusion of neighborhoods, with next best matches being far away from
the correct pair;
3. Very noisy neighborhoods that correlate well to mostly any patch.
Therefore, instead of relying on individual results, consistent similarity trends
over whole image sequences must be identified. This is done by selecting a range
of teach images, comparing each to all repeat images collected in recent history,
and then using linear regression to identify a pairing trend l = (m, b) in the
similarity values.
First, let the history of latest wr repeat images up to current repeat image
J′j be indexed by:
jj =
[
j − wr, . . . , j
]
(3.9)
The range of teach difference images is selected in terms of previous pairing
trend lj−1 = (mj−1, bj−1):
ij =
[
jmj−1 + bj−1 − wt
2
, . . . , jmj−1 + bj−1 + wt
]
(3.10)





ij [u] , jj [v]
)]
(3.11)
That is, Sj contains the similarities between each teach image in the range
indexed by ij and all recent repeat difference images indexed by jj . In a simi-
larity map, high similarity values tend to gather in roughly diagonal clusters –
the direction along which both teach and repeat map indexes increase. A diag-
onal line can be fit over such clusters by sing RANSAC [48] interpolation, thus
finding the immediate trend lh = (mh, bh) which is used to update the previous
estimate:
mj = λmj−1 + (1− λ)mh (3.12)
bj = λbj−1 + (1− λ)bh (3.13)
The use of the above formulas to update estimates, instead of taking lh
directly as the current estimate, is to avoid sudden trend changes caused by
















Figure 3.5: A similarity map represents at each cell the similarity between repeat
(horizontal axis) and teach (vertical axis) difference images. Darker shades of
gray represent higher similarity. The white line indicates the identified matching
trend across the map. Gray lines indicate the estimated pairings between repeat
and teach images.
sustained before they register as trend changes. The image pair (Jp(j),J
′
j) can
thus be selected such that:
p(j) = mjj + bj (3.14)
Where teach difference image Jp(j) is the pair of repeat image J
′
j . Figure 3.5
illustrates pairing function estimation from a similarity map.
The discussion above assumed that for every repeat image J′j , a previous
trend estimate lj−1 is available, thus reducing the problem of trend estimation to
updating the previous estimate with new information. Obviously, this leaves out
the question of how an initial trend can be identified. However this can be done
simply by performing the above procedure for teach range i0 = [0, . . . , nteach−1],
where nteach is the number of difference images in the teach record; repeat range
j0 = [0, . . . , wr − 1], that is, the first wr replay images collected; and bypassing
the update steps defined in Eq. 3.12 and Eq. 3.13. In this way initial position
along the teach route can be determined, solving the kidnapped robot problem.
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3.3 Shift estimation
Difference image pairing estimates show far the robot advanced along the teach
route. The deviation from the original route can be inferred by computing
the shift between teach and repeat images – a length of horizontal sliding of
one image over the other, such that features of both are “matched” as well as
possible. Figure 3.6 illustrates the concept.
Because scenes may change between teach and repeat trips (due e.g. to the
presence of moving elements), it’s not effective to compare images wholesale.
Instead, given a matched pair (Jp(j) = g
′(J′j),J
′
j), columns of width wC are
selected from teach image Jp(j) one at a time and cross-correlated to J
′
j . The
resulting vectors are zero-padded and shifted to account for the different initial
positions of each column, then summed to produce a shift likelihood vector sj




(0n ++Ncc(Jp(i)[:, wCk : wC(k + 1)],J′j))  wCk (3.15)
A shift vector describes shift likelihoods: the central value indicates the
likelihood that no shift has taken place, while values prior to it represent the
likelihood of a shift to the right, and values following, of a shift to the left. Shift
vectors are generally consistent over extended ranges, but abrupt changes are
sometimes observed, especially if there are differences in landscape composition
(e.g. presence / absence of moving elements) between test and repeat streams.






Finally, computing the weighted average of the summed shift vector will









Where kj,0 = hj−1 −  and kj,n = hj−1 +  demarcate a window around
the position of the previous shift (so successive shift estimates will vary more
smoothly over time), with k0,0 = 0 and k0,n = n.
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Figure 3.6: Simplified example of image shift detection. A pair of difference
images (a) are overlaid at different offsets; the offset that produces the smallest
amount of feature mismatch between images is taken as their shift. Example
overlays at a “left” offset (b), no offset (c) and “right” offset (d) are shown. In
this case “left” and “right” are relative to the repeat image J′j – the idea is that
J′j is kept fixed and Jp(j) slides over it.
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3.4 Steering
DICH’s steering model is simple. It assumes a differential mobile platform, that
is, one where motion is provided by a pair of left and right wheels with separate









Where vt and ωt are respectively the robot’s linear and angular velocities,
and l is the distance between the wheels. Given desired values for vt and ωt,
the equations above enable the calculation of suitable values for vL,t and vR,t.
Steering assumes a constant linear velocity v. Angular velocity is varied over
time according to the following rule:
ωt = dω (3.20)
Where ω is a system parameter, and d is computed as:
d =

−1 if hj > 0
1 if hj < 0
0 otherwise
(3.21)
So that, for example, if the robot starts to drift left, a negative angular
velocity is effected so that the robot starts to steer rightwards; the opposite




DICH is implemented as a collection of software modules running inside process
nodes, instantiated on a computer connected to a differential drive mobile robot.
The next sections describe each of these elements in detail.
4.1 Hardware Components
The hardware platform employed in the development of DICH includes a com-
puter platform for running the software on, and a robotics platforms for real-
world experiments. For the former, a fairly standard Lenovo X201 notebook
boarding a dual-core Intel Core i5 clocked at 2.4GHz was used [49]. Each core
can run two hardware threads simultaneously, bringing the number of possible
active execution contexts up to four.
The robotics platform employed for the whole of research was the Yamabico
M1, an original design developed by the Intelligent Robot Lab [50]. It’s a rel-
atively large differential drive robot, at 40cm height, 30cm width and 35cm
length. Yamabico robots are mostly built on milled aluminum parts and com-
modity components. The M1 model in particular boards a power electronics
module feeding two brushless motors and a T-Frog control board [51] from a
pair of 12V batteries housed at the frame’s bottom.
The T-Frog is designed to receive commands in real-time from a PC con-
nected to it through a USB interface. Accordingly, an acrylic board is mounted
at the top of the robot, so that a controller notebook or other portable device
can be placed on it. A Hokuyo URG-04LX laser scanner [52] is also mounted
to the robot’s front, but it was left unused. By default the M1 is not equipped
with a camera; this was solved by the fixation of a Logitech C920 to its top.
The C920 is a common web camera with a 52 degrees diagonal FOV, 4:3 aspect
ratio, and 30 Frames-Per-Second (FPS) frame rate [53]. Figure 4.1 shows the








Figure 4.1: Yamabico M1 differential drive robot, mounted with control com-
puter and front-facing camera. The pre-boarded laser scanner was left unused.
4.2 Software Components
DICH’s software modules were written in C++. Modules communicate using
the Robot Operating System (ROS) message passing framework [54]. Kubuntu,
a KDE-based variation of Ubuntu, was used as the main development and ex-
ecution environment [55]. OpenCV [56] was used for most of the basic image
manipulation tasks, while Intel’s Thread Building Blocks (TBB) [57] provided
function-level parallelization.
The implementation of the DICH method itself is divided across three mod-
ules. The Difference Image module computes difference images from visual
input coming directly from a camera or replayed form a recoding. The Image
Pairing module receives repeat difference images and pairs them teach differ-
ence images from an in-memory base. Finally, the Shift Estimation module
receives repeat difference images along with pairing information, returning shift
estimates between each teach / repeat image pair. The later modules can be
made to share a common in-memory teach record base, thus reducing memory
requirements. A number of minor modules was also implemented, to deal with
assistant tasks such as user interaction.
Different module configurations can be instantiated as node networks to
realize different use cases. These include driving the robot and collecting data
during the teach step, performing localization (and optionally steering) during
the repeat step, and computing ground truth data for performance evaluations.
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4.2.1 Teach network
The teach network is responsible for driving the robot in response to operator
commands, and recording route data as a teach record. Figure 4.2 provides
a graphical representation of the network. Two user interface modules are re-
sponsible for collecting user commands from a terminal prompt and displaying
current sensor input in a GUI window. User commands are sent to a command
translator module that communicates with the steering module, which controls
the robot’s motors. Commands are also sent to a data recorder module, to be
saved to file as teach records along with visual input. In order to avoid recording
useless data, images are saved to disk only when the robot is in movement.
4.2.2 Repeat network
The repeat network is responsible for executing the DICH method on visual
records, collect live visual input during the repeat step, and/or steer the robot.
When started, the network first instantiates a single ROS node running the main
DICH modules, responsible for difference image computation, image pairing
and shift estimation, and loads a teach record to memory (Fig. 4.3). Then, if
running in oﬄine mode, it loads a repeat record for synchronous processing,
writing image pairing and shift estimates to a log file (Fig. 4.4). If however
the network is started in online mode, each DICH module is assigned to its
own thread within the ROS node; this is done so that real-time performance
requirements can be met. Additionally, steering and camera control nodes are
started to establish communication with the robot’s hardware (Fig. 4.5).
4.2.3 Ground truth network
Ground truth data for test sessions (Chapter 5) was computed by manually
comparing the frames of teach and repeat step video recordings. A simple
GUI application was developed for this purpose, shown in Figure 4.6. Given
a pair of teach records representing a teach and a repeat step, the application
displays every τ th frame of the teach record; the user then chooses (using the
UP and DOWN keys) which repeat record frame best matches it, and (using
the LEFT and RIGHT keys) an optimal sliding that best matches the features
of both images. To make feature matching easier for the user, the selected
repeat record frame is superimposed to the teach frame at 50% transparency.
As matches are selected (using the ENTER key), records containing the matched













































Difference images Images Teach
record
Figure 4.3: DICH repeat network initial setup. A single ROS node is instan-
tiated to run the main DICH modules, and teach step records are loaded to a






















Figure 4.4: DICH repeat network in oﬄine mode. After the initial setup is
complete, images are read from a repeat record, localization estimates computed































Figure 4.5: DICH repeat network in online mode. After the initial setup is
complete, each DICH module is assigned to its own thread, and additional




















(a) Ground truth network
(b) Misaligned images (c) Aligned images
(d) Console output
Figure 4.6: Ground truth computation. (a) Network diagram. (b) For every
τ th teach record image, the user selects a repeat frame that best matches it. (c)
Then the user aligns the features of the superimposed image pair. (d) Selected




In order to evaluate DICH for both localization and navigation tasks, three sets
of experiments were performed. Localization experiments used DICH in oﬄine
mode on videos collected in real-world environments, evaluating its ability to
recognize places and detect route deviation under differing environment and
viewpoint configurations. Navigation experiments used DICH in online mode
to evaluate its ability to correctly steer the robot towards a recorded route.
Finally, extremis oﬄine experiments tested the limits of the method, matching
it against video records especially prepared to emphasize specific forms of input
variation. Unless otherwise stated, system parameters were set according to
Table 5.1 below.
A single experiment – also called test session, or simply test – is composed of
two trips over a selected route: a reference or teach step trip, and a comparison
or repeat step trip. During teach step trips the robot was always controlled
by a human operator. Repeat trips for localization and extremis experiments
were also manually driven; only in navigation experiments would the robot drive
itself. For each experiment, test results are reported as similarity maps and shift
maps, along with final estimates and manually computed ground truth data.
Similarity maps are composed by plotting all similarity values computed over
a repeat step on a global coordinate frame, where the horizontal axis represents
repeat image index, and the vertical axis, teach image index. Higher similar-
ity values are represented as darker shades of gray. A full line over the map
indicates image pairings, and a dashed line, ground truth values. Below each
similarity map an error graph shows pairing estimation error for each repeat im-
age: positive values indicate the estimated pairing was further along the teach
record than the ground truth, and negative values, estimates that were further
behind.
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Table 5.1: List of DICH parameters and values used in experiments. Each pa-
rameter is accompanied by a short description and a reference to the Chapter 3
equation where it was first introduced.
Parameter Value Reference Description
δ 0.1 Eq. 3.2 Difference image threshold ratio
τ 5 Eq. 3.3 Difference image accumulation count
mJ 192 - Scaled difference image height
nJ 256 - Scaled difference image width
α 12 Eq. 3.4 Interest point padding
β 12 Eq. 3.7 Region-Of-Interest padding
wr 20 Eq. 3.9 Repeat image range
wt 50 Eq. 3.10 Teach image range
λ 0.98 Eq. 3.12 Image pairing trend update rate
wC 16 Eq. 3.15 Shift estimation column width
v 0.3 Eq. 3.18 Linear velocity
ω 0.1 Eq. 3.19 Angular velocity
Shift maps are constructed simply by plotting averaged shift vectors column-
wise. Higher shift likelihood values are represented as darker shades of gray. The
horizontal axis represents repeat image index, and the vertical axis, image shift.
A full line over the map indicates shift estimates, and a dashed line, ground
truth values. Positive shift values indicate left shift, and negative values, right
shift. Below each shift map an error graph shows shift estimation error for each
repeat image: positive values indicate the estimated shift was further left than
the ground truth, and negative values, estimates that were further right.
5.1 Localization Experiments
Localization experiments evaluated DICH’s performance in detecting and quan-
tifying teach route deviations. Accordingly, the robot was driven manually in
the repeat as well as teach steps, and video records were processed oﬄine af-
terwards. Two separate environments were used for tests, one indoors, another




















Figure 5.1: Indoors experiment environment and localization test sessions. Cor-
ridor “3D” is illuminated from the outside through two windows, while “3B” is
artificially lighted. Points A, B, C and D are roughly 20m apart. Localization











Figure 5.2: Outdoors experiment environment and localization test sessions. A
relatively narrow passage between two buildings lead into a wider open area.
The passage’s floor was flat and smoother than open area’s, which was too
rough and would not allow the robot to reach very far. Localization sessions
“direction” and “speed” are performed in this environment.
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5.1.1 Indoors Experiments
In the indoors environment, two corridors (labeled “3D” and “3B” after the
buildings hosting them) join perpendicularly at one end. Except for two win-
dows at corridor 3D, very little natural light enters the space. Movement sensors
control lighting on corridor 3B, but not on 3D. Test sessions “straight” and “turn
right” were recorded in this environment; see Figure 5.1 for an illustration.
Session “straight” started and ended in corridor 3D; it evaluates the method’s
resilience against moving elements and lighting variations within records. Trip
length was set to 20m, but in the teach step the robot started close to the left
wall and slowly drifted rightwards until stopping close to the right wall, while
in the repeat step the robot remained close to the left wall for the duration of
the route. The corridor was deserted in the teach step, but from frame 144
into the repeat step three people come from behind, staying on the right side
of the field of view until about frame 280. The corridor was initially dark, then
became brighter as the robot moved into windowed and artificially lighted re-
gions. Image pairing and shift estimation test results are shown in Figure 5.3
and Figure 5.4 respectively. Image pairing estimates agreed well with ground
truth data for the first two thirds of the route, then started to diverge; shift
estimates on the other hand remained close to ground truth values until the
end, occasionally diverging but coming back later on.
Session “turn right” emphasizes lighting changes between records and more
dynamic viewpoint changes in a restricted environment, as well as the ability to
match a shorter repeat step against a longer teach step, in a regular environment
with a higher chance of image mismatch. Both teach and repeat steps start at
the end of corridor 3D and continue through corridor 3B after a sharp turn right,
but in the teach step the robot goes much further; it also enters a initially dark
corridor 3B, with lights turning on automatically as it advances. This resulted
in sharp illumination differences between parts of the teach and repeat steps. No
moving elements were present in either step. Image pairing and shift estimation
test results are shown in Figure 5.5 and Figure 5.6 respectively. Image pairing
estimates never quite agreed with ground truth data, but never diverged either;
shift estimates deviated starkly from ground truth while the robot was turning





Figure 5.3: Similarity map and image pairing estimate results for the indoors






Figure 5.4: Shift map and image shift estimate results for the indoors “straight”






Figure 5.5: Similarity map and image pairing estimate results for the indoors





Figure 5.6: Shift map and image shift estimate results for the indoors “turn




In the outdoors environment, a relatively narrow passage between two buildings
led into a wider open area. The passage’s floor was rough enough to add a
noticeable amount of vibration to robot movement; the open area’s floor was
too rough for the robot to reach very far. Sessions “direction” and “speed” were
recorded in this environment; see Figure 5.2 for an illustration.
Session “direction” demonstrates the method’s ability to work outdoors un-
der increasing route divergence, presence of moving elements and travel length
differences. In the teach step the robot moved straight ahead for 20m, eventu-
ally reaching the patch of rough terrain in the open area. A pedestrian came
from behind the robot about from frame 49 into the step, staying on the left
side until about frame 220. In the repeat step the environment was deserted;
the robot advanced for just 15m to avoid the rough surface ahead, all the while
drifting to the right of the teach step route. Image pairing and shift estimation
test results are shown in Figure 5.7 and Figure 5.8 respectively. While neither
estimate ever quite agreed with ground truth values, errors remained low and
constant for the duration of the experiment.
Session “speed” shows how the method deals with speed differences between
steps. In the teach step the robot moved straight ahead for 15m at a speed
of 0.3m/s, whereas in the repeat step it moved at a speed 0.6m/s, while fol-
lowing essentially the same path. The environment was deserted through both
steps. Image pairing and shift estimation test results are shown in Figure 5.9
and Figure 5.10 respectively. As in the previous experiment, while a degree of
divergence between estimates and ground truth was always present, estimates





Figure 5.7: Similarity map and image pairing estimate results for the outdoors






Figure 5.8: Shift map and image shift estimate results for the outdoors “direc-






Figure 5.9: Similarity map and image pairing estimate results for the outdoors






Figure 5.10: Shift map and image shift estimate results for the outdoors “speed”




Localization experiments demonstrate DICH can correctly estimate location
relative to teach step routes despite input variations. However, steering adds a
feedback element that cannot be assessed from oﬄine tests. Therefore indoors
and outdoors navigation experiments were also performed. An initial image
pairing trend l0 = (1, 0) was assumed in order to save time, but parameters
were otherwise the same as in localization experiments.
Indoors navigation experiments were performed in the same corridor 3D and
initial position as the “straight” localization test. Two tests were performed,
dubbed “maintain” and “converge”. Figure 5.11a illustrates the environment
and respective teach routes.
In the “maintain” experiment, for the teach step the robot was driven over
the environment keeping parallel to corridor walls until reaching a destination
point approximately 20m away from the starting position. In the repeat step
the robot set off already in the correct route, and was tasked with remaining
on it. Image pairing and shift estimation test results are shown in Figure 5.12
and Figure 5.13 respectively. Moreover Figure 5.14 shows odometry records for
teach and repeat steps. As can be seen the robot diverged a little from the teach
route towards the end, yet errors remained low for the extent of the repeat trip.
In the “converge” experiment, for the teach step the robot was driven over
the environment drawing a diagonal from a start position closer the left wall
to a destination closer to the right wall approximately 20m away. During the
repeat step the robot, initially advancing parallel to corridor walls, had to steer
itself towards the teach route, converging towards it. Image pairing and shift
estimation test results are shown in Figure 5.15 and Figure 5.16 respectively.
Moreover Figure 5.17 shows odometry records for teach and repeat steps. As
can be seen DICH guided the robot to quickly converge towards the correct
route, with errors kept to a minimum.
Outdoors experiments were performed on a bicycle parking lot behind build-
ing 3D. A single teach trip was recorded, late on the afternoon of a clear weather
day (2017-07-28 18:00 for precise date and time). Two replay trips then used this
record as reference: “evening”, early evening the next day (2016-07-29 19:00),
and “afternoon”, two days later at noon (2016-07-30 12:00). Figure 5.11b shows
a diagram of the environment and example images for each trip.
Image pairing, shift estimation and odometry results for session “evening”
are shown in Figure 5.18, Figure 5.19 and Figure 5.20 respectively. Results
were generally positive: DICH was able to correctly pair images even though
the camera automatically halved its framerate to account for the reduced illu-
mination (this is why the repeat axis of the similarity map is so shorter than the
teach axis). Shift estimates were more timid and varied more slowly than what
was found manually, but mostly it correctly followed the trend of the changes.
Image pairing and shift estimation and odometry results for session “af-
ternoon” are shown in Figure 5.21, Figure 5.22 and Figure 5.23 respectively.
Again image pairing proved very reliable, while shift estimates were compara-












07-28 18:00 07-29 19:00 07-30 12:00
(b) Outdoors navigation environment
Figure 5.11: Navigation experiments environments and teach routes. Sample
images illustrate environment appearance at various circled regions. (a) Corri-
dor 3D from indoors localization experiments was reused for indoors navigation
experiments. (b) A parking lot behind building 3D was used as outdoors nav-
igation environment. Images taken at different times of the day show how the





Figure 5.12: Similarity map and image pairing estimate results for navigation






Figure 5.13: Shift map and image shift estimate results for navigation experi-





Figure 5.14: Odometry results for navigation experiment “maintain”. Horizon-
tal axis is position along the length of the corridor, and vertical axis, along its





Figure 5.15: Similarity map and image pairing estimate results for navigation






Figure 5.16: Shift map and image shift estimate results for navigation experi-





Figure 5.17: Odometry results for navigation experiment “converge”. Horizontal
axis is position along the length of the corridor, and vertical axis, along its width.





Figure 5.18: Similarity map and image pairing estimate results for navigation






Figure 5.19: Shift map and image shift estimate results for navigation experi-





Figure 5.20: Odometry results for navigation experiment “evening”. Horizontal
axis is position along the length of the corridor, and vertical axis, along its





Figure 5.21: Similarity map and image pairing estimate results for navigation






Figure 5.22: Shift map and image shift estimate results for navigation experi-





Figure 5.23: Odometry results for navigation experiment “afternoon”. Horizon-
tal axis is position along the length of the corridor, and vertical axis, along its
width. Dashed line indicates teach step route, and full line, repeat step driving.
59
5.3 Extremis Experiments
Experiments performed on real-world scenarios demonstrate how DICH per-
forms in practice. However, such cases tend to be simultaneously affected by
several different sources of input variation, making an analysis of their relative
effects difficult. For that reason an additional set of oﬄine experiments was
performed, using video records prepared to only (or at least, mainly) contain
specific classes of differences. These make possible to separately evaluate the
performance impact of different variations, and determine at which point they
may cause a method breakdown – a runway divergence between estimates and
ground truth.
For each of the input variation classes identified below, several test sessions
were prepared. Each session is affected by the given variation to a specific degree.
Ground truth data was computed for each session, and the Mean Absolute Error
(MAE) between ground truth and estimates for both image pairing and shift
was computed. Similarity and shift maps for the smallest and most extreme
variations are also shown for comparison. In order to give a fuller account of
variation effect, similarity values were computed for the whole range of teach
and repeat difference images. Unless otherwise noted, all trips were recorded
along the “straight” route in corridor 3D of the indoors environment.
5.3.1 Contrast
In contrast experiments, a reference trip record would be edited by reducing
the contrast in record images by a given amount. Then a localization test
would be performed between original and edited records. Contrast reduction
was performed by the following formula:
I′ = I− c(I− I) (5.1)
Where I is a record image and 0 < c < 1 is a contrast reduction constant.
This formula has the effect of compressing pixel intensity variations around the
mean I by a ratio c; Figure 5.24 shows some examples. Experiments demonstrate
it’s possible to effect a breakdown of DICH estimates by feeding it images of
sufficiently dimmed contrast, however images have to be dimmed to the point
that they become almost unrecognizable; contrast differences as high as c =
0.6 have little to no effect on the method. Experimental results are shown in
Figure 5.25, and shift and similarity maps for c = 0.6 and c = 0.8 are show in
Figures 5.26, 5.27, 5.28 and 5.29 respectively.
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(a) Original image (b) c = 0.6 (c) c = 0.8
Figure 5.24: Contrast deviation test example inputs. (a) Original image. (b)
Reduced contrast by ratio c = 0.6. (c) Reduced contrast by ratio c = 0.8.




















Figure 5.29: Contrast difference c = 0.8 shift map.
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5.3.2 Occlusion
In occlusion experiments, a reference trip record was edited by adding a random
mask of a certain width w (given as a fraction of the visual field’s width) at the
center of record images, then a localization test was performed between original
and edited records. Example images can be seen in Figure 5.30. As in the
previous case, experiments show it is possible to effect a breakdown of DICH
estimates through occlusion alone, but it requires most of the visual field to be
covered. Experimental results are shown in Figure 5.31, and shift and similarity
maps for w = 0.1 and w = 0.6 are show in Figures 5.32, 5.33, 5.34 and 5.35
respectively.
(a) Original image (b) Occlusion w = 0.1 (c) Occlusion w = 0.6
Figure 5.30: Occlusion test example inputs. (a) Original image. (b) Occlusion
mask of width w = 0.1 pixels. (c) Occlusion mask of width w = 0.6 pixels.
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Figure 5.35: Occlusion w = 0.6 shift map.
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5.3.3 Angle
In angle difference experiments, the robot was driven over a straight route sev-
eral times. Before each trip the robot’s camera would be rotated leftward, devi-
ating from the robot’s advancing direction by a set angle, as in Figure 5.36a. Ex-
ample images collected at different deviation angles are shown in Figure 5.36b-d.
DICH proved surprisingly resilient to angle differences, with average error in-
creasing steadily but no breakdown until view angle was all but completely
different. Experimental results are shown in Figure 5.37, and shift and similar-
ity maps for 1o and 30o difference angles are show in Figures 5.38, 5.39, 5.40
and 5.41 respectively.
(a) Angle deviation setup
(b) 0o deviation (c) 5o deviation (d) 10o deviation
Figure 5.36: Angle deviation test setup. (a) Before each test the camera on
top of the robot is turned a certain amount, so its gaze (gray dashed lines) will
deviate from the robots movement direction (black dashed line) by an specific
angle. (b-d) Example images collected at different deviation angles.
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Figure 5.41: Angle difference 30o shift map.
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5.3.4 Direction
While in angle difference experiments the robot would always advance in the
same direction, but “look” at different angles, in direction experiments the robot
always “looked” forward, but advanced at different angles relative to the cor-
ridor’s walls; see Figure 5.42a for an illustration. Because performing this ex-
periment in a corridor would cause the robot to run into walls too quickly, a
larger environment was selected for it: the entrance hall at the 2nd floor of
building 3B. Figure 5.42b-d shows some pictures taken from it. Again DICH
proved surprisingly resilient against changes in direction, breaking down only at
the largest direction differences. Experimental results are shown in Figure 5.43,
and shift and similarity maps for 1o and 30o direction differences are show in
Figures 5.44, 5.45, 5.46 and 5.47 respectively.
(a) Angle deviation setup
(b) 0o deviation (c) 10o deviation (d) 30o deviation
Figure 5.42: Direction deviation test setup.
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In this chapter the experimental results previously reported are discussed, being
interpreted in terms of DICH features. From this the architecture’s strengths
and weaknesses are derived. The chapter concludes with a discussion on possible
extensions and further research.
6.1 Interpretation of Results
In judging the experimental results reported in Chapter 5, it may be more con-
venient to start from the end, looking first into the extremis experiments. These
measure the effects of input variations across specific modes – namely, image
contrast, visual field occlusion, observation angle and direction of advancement.
Results show that as long as route differences are kept to a minimum, DICH can
withstand large input variations over any one mode and still produce consistent
localization estimates. Resilience against each variation mode can be linked to
specific DICH features.
Difference images are largely invariant to contrast differences, thus account-
ing for much of the robustness observed in contrast experiments. What dif-
ferences get through are further abstracted by the use of normalized cross-
correlation, which matches image elements more by their “shape” (i.e., the
phase component of the visual signal) than by their “values” (the magnitude
component). Only when contrast is reduced by 60% do the loss of visual infor-
mation starts to affect the method, and it’s not until it’s reduced by 80% that
it actually breaks down completely.
The use of Regions-of-Interest enables DICH to gracefully work around oc-
clusions: ROI’s assigned to occluding objects will fail to produce good matches,
and similarity estimates will be dominated by those ROI’s that fell on visible
landmarks. As long as the occluded area isn’t large enough to fit most ROI’s,
this remains true even if the occluding objects are more salient than the rest of
the image: what ROI’s can’t fit inside the occluded area will necessarily fall on
valid landmarks.
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Angle differences are trivially accounted for by the use of visual search on
both the image pairing and shift estimation steps of DICH. While normalized
cross-correlation does not account for viewpoint yaw (i.e., rotation around the
vertical axis), on average its effects were insufficient to compromise the overall
method. The bias towards consistent trends in the computation of final pair-
ing and shift estimates also contributed for DICH’s robustness at times when
estimates became ambiguous.
Finally, direction differences are accounted for by the combination of Regions-
Of-Difference, visual search and trend estimation. The use of ROI’s reduce the
impact of relevant visual elements “falling off” image borders due to large view-
point differences, while visual search and trend estimation make possible to make
sense of even poor matches from landmarks recorded from different angles.
All these features contribute to enable successful localization and navigation,
as seen in the respective experiment sessions. The results for the “converge”
navigation experiment were especially positive: even after initially moving to-
wards a different direction, the robot was able to quickly converge towards the
teach route and remain close to it. This indicates that the sort of large direc-
tion differences engineered in some of the localization experiments are unlikely
to occur during navigation, since any deviation would be corrected well before
it was allowed to accumulate.
6.2 Contributions
The Difference Image Correspondence Hierarchy (DICH) is a monocular appear-
ance-based Visual Teach & Repeat (VT&R) method for indoors and outdoors
environments, resilient to illumination changes and the presence of moving el-
ements. It can perform localization and route-following, and can deal with the
kidnapped robot problem so long as the robot is left somewhere along a known
path. It occupies a rare niche in the VT&R literature, where all these features
are seldom seen together in a single system.
DICH is image-based, avoiding weaknesses related to visual features. It is
also virtually unique among VT&R systems in its explicit use of record history to
achieve estimation consistency – ambiguous and incorrect estimates are weeded
out by selecting sequences of estimates consistent over time. In most systems
this is a consequence from other constraints (such as the probabilistic prediction-
updating of the Monte Carlo approach [33]), but in DICH it is stated explicitly
from the beginning, and is at the heart of most method parts. Therefore, DICH
constitutes a comprehensive VT&R navigation solution for robots complying to
the most general specifications.
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6.3 Strengths and Weaknesses
DICH presents several attractive features for system integrators building mobile
robotics solutions. The reliance on a single uncalibrated camera for visual input
makes it suitable to a large number of already-deployed platforms, requiring at
most a relatively inexpensive camera installation. Its ability to perform local-
ization and route following along known paths covers many useful use cases, the
teach-and-repeat approach makes it simple to configure. Its robustness makes
it applicable in a wide variety of environments. In short, DICH constitutes a
comprehensive Visual Teach & Repeat (VT&R) navigation solution for robots
with minimal specification requirements.
Moreover, DICH’s approach to the VT&R problem strikes a favorable bal-
ance between performance and theoretic principles. Starting from a few assump-
tions (consistent robot location over time, inputs correlating to movement) and
applying a set of common concepts (ROI’s, visual cross-correlation, trend esti-
mation) it manages to construct and architecture that is both computationally
light and robust. The use of concepts from human cognition and neuroscience
opens the possibility that DICH may eventually be applied to support research
in those fields.
Nevertheless DICH is not without its shortcomings. As currently defined, the
method includes a large number of free parameters, most of which lack a clear
estimation method. The current, empirically constructed value set proved suffi-
ciently accurate for experimental purposes, however it would still be preferable
if they could be optimized automatically from data sets, or at least estimated
from definite procedures. DICH also suffers from a rather limited environment
representation model. Its one-dimensional formulation may be sufficient for lo-
cation across known routes, but is unable to perform loop-closing or otherwise
locate the robot in bidimensional space.
6.4 Extensions and Further Research
DICH environment representation is purportedly modeled after human cognitive
maps, which are composed of places characterized by landmarks and connected
through paths. Difference images and their contents implicitly represent places
and landmarks respectively, while image order over a record stands in for paths.
What this model misses, however, is the possibility of branching paths: each
place can at most have one place “before” and another “after” it. This could be
addressed by stitching together trip records depending on departure and destina-
tion places, as illustrated in Figure 6.1.This would in turn require a mechanism
for managing teach records, planning paths in terms of record sequences and
combining selected records.
DICH can solve the kidnapped robot problem so long as the post-kidnapping
position is close enough to a known path. However this is a time-consuming
task; moreover, the question of path record selection hasn’t been addressed,







Figure 6.1: Implementing branching paths in DICH. Three teach records cover
intersecting paths over an environment. A repeat trip going from place (i) to
either places (ii) or (iii) could be performed by stitching either record 2 or 3 at
the end of record 1.
should be addressed in future research.
Work on DICH parameters should be a priority for further research. This
could be approached from three fronts: reducing the number of parameters,
perhaps by having some parameters be derived from others; methods for pa-
rameter optimization; and a review of human vision research to select “best”
values from psychophysiological experiments. This last option would have the
added benefit of possible new insights for further method improvements. An-
other goal for future research should be expanding environment representation





The Difference Image Correspondence Hierarchy (DICH) is a biologically in-
spired autonomous navigation method for differential drive robots operating
under the Visual Teach & Repeat paradigm. Its name comes from the use of
difference images as basic percept, searching correspondences between image
contents as main information processing operation, and a modular structure
organized as a hierarchy.
Autonomous navigation is the process by which a robot moves between de-
parture and destination points without further human control. It is subject to a
number of constraints, such as safety and effectiveness. At the bare minimum,
any robot navigation method should include some sort of environment repre-
sentation, and a way to locate robots relative to it. A wide variety of proposed
solutions to both problems exist, to the point that it may actually be difficult
to relate them all in a general model. DICH addresses this point by taking a
biologically inspired view of the localization problem. Self-location is a funda-
mental cognitive skill for living beings, therefore its study can provide relevant
insights and suggest methodological approaches for robotic localization, and by
extension autonomous navigation.
Visual processing in DICH is based on concepts from visual cognition: dif-
ference images mirror the movement bias of visual receptors, aROI’s are in-
spired in fixation points and scanpath theory, and image correlation takes after
convolution-based neural processing models. Spatial cognition meanwhile pro-
vides a basic framework for representing environments as collections of places,
characterized by landmarks, and connected through paths. Crucially, in accor-
dance to the premises of embodied cognition, none of these concepts are directly
represented in the architecture: landmarks influence the contents of difference
images, their differences ensure image pairing will correlate to robot position
along places, and image ordering in memory follows the position of respective
viewpoints along paths, but never does DICH equates these proxy inputs to the
physical quantities from which they originate. This is an important philosophi-
cal aspect, which is not aways observed as it should.
Being completely reliant on visual information for localization, DICH can be
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classified along appearance-based navigation methods, which are ideally suited
for Visual Teach & Repeat (VT&R) navigation. VT&R navigation is performed
in two steps, called “teach” and “repeat”. During the teach step a robot is
driven over a route by a human operator, collecting a video record of the route
in the process. Then in the repeat step it must retrace the route, using the
video record as reference. DICH is a monocular image-based method shown to
be effective both indoors and outdoors. It can perform localization and route-
following along, and can deal with the kidnapped robot problem so long as the
robot is left somewhere along a known path. It occupies a rare niche in the
VT&R literature, where all these features are seldom seen together in a single
system.
DICH navigation can be divided in four steps. First, difference images are
computed from both teach step video records and live camera images: these
encode changes to visual input over time. Teach and repeat difference images are
compared to establish an image pairing trend. Image pairs are then inspected
for shift, the apparent sliding of one image’s visual elements relative to the
other. Finally pairing and shift information are used to steer the robot. These
four steps are repeated in sequence until the robot reaches its destination.
DICH was implemented in C++, as a collection of Robot Operational Sys-
tem (ROS) nodes, running atop an Intel computer connected to a differential
drive robot. It was subjected to three different kinds of experiment, dubbed
localization, navigation and extremis. Localization extremis sought to demon-
strate the method’s capacity for localization under different conditions, both
indoors and outdoors. Navigation experiments evaluated the effect of steering
feedback into the method. Finally extremis experiments checked at which point
specific forms of input variation would cause the method to break down.
Currently the method’s main weakness is the need to set parameters manu-
ally for optimal performance. However, since it assumes a record of a previous
trip is available before operation starts, it may be possible to implement analysis
methods to estimate good initial values for image matching parameters. Extend-





A list is “a linearly ordered collection of values of the same general nature” [58].
A list is denoted by a bold-faced lowercase letter, e.g., a. The contents of a list
are denoted by a sequence of comma-separated elements surrounded in square
brackets, e.g., [1, 2, 3] or [a, b, c]. Lists can contain other lists, e.g., [[1, 2], [3, 4, 5]]
is a list containing two lists, one with two and the other with three elements.
The empty list is written [ ], and the singleton list (containing just one element
a) is written [a]. Unlike a set, a list may contain the same element more than
once: the list [a, a] contains two elements of same value, and is different from
the list [a] which contains only one. Besides being denoted explicitly, lists can
also be defined as generative expressions: the expression [i | 0 ≤ i < 10] is the
list of all integer values from 0 to 9, inclusive.
The length of a list a is the number of elements it contains, and is denoted |a|.
Thus for a list a = [a0, a1, . . . , an−1] containing n elements, |a| = n. Individual
elements are referred by following the list letter with an offset enclosed in square
brackets, so for example a[k] = ak. Alternatively a list item may be referred
by the list letter followed by an offset subscript, i.e., a[k] = ak. Sublists can be
denoted using ranges: for a range u:v such that u < v, a[u:v] = [au, . . . , av−1].
An open range covers all offsets up to either end left unspecified, i.e., a[:v] =
[a0, . . . , av−1] and a[u:] = [au, . . . , an−1].
Two lists can be joined together using the concatenation operator ++. For
two lists a = [a0, . . . , am] and b = [b0, . . . , bn], a ++ b = [a0, . . . , am, b0, . . . , bn].
Individual elements can be appended to either list end by combining concate-
nation with singleton lists, e.g., a ++ [c] = [a0, . . . , am, c]. Element deletion
is not defined explicitly, but list ranges can be used to remove elements from
either end, e.g., a[1:] = [a1, . . . , am], and list concatenation can be combined
with ranges to effect deletion of middle-list elements, e.g., a[:k] ++ A[k + 1:] =
[a0, . . . , ak−1, ak+1, . . . , am].
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A.2 Vectors
For the purposes of this thesis a vector is defined as a list of numbers. Vectors
inherit all list notations and operations, with the only remark that a vector’s
length is called its dimension. When a vector is specified for the first time its di-
mension may be denoted as a superscript, e.g., an denotes a vector of dimension
n; care must be taken however so this isn’t mistaken by an exponentiation. The
term may also be used to refer to a vector’s offset, e.g., a[0] is the “first dimen-
sion” of a. A vector where all dimensions have the same value can be specified
as a bold-faced number with the dimension as superscript, e.g., if z = 0n then
|z| = n and z[i] = 0 for all 0 ≤ i < n.
Vector addition, subtraction, product and exponentiation are defined element-
wise, i.e., for two vectors an and bn:
a + b = [ai + bi | 0 ≤ i < n] (A.1)
a− b = [ai − bi | 0 ≤ i < n] (A.2)
ab = [aibi | 0 ≤ i < n] (A.3)
ax = [axi | 0 ≤ i < n] (A.4)
Vectors can also be shifted. Intuitively, shifting a vector moves its values
“left” or “right” by a given number of positions; values moved “over the edge”
are discarded, and positions left empty are filled with zeros. Formally, the left
shift and right shift operators are defined as:
a k = a[k:] ++ 0k (A.5)
a k = 0k ++ a[:n− k] (A.6)
A.3 Matrices
A matrix is defined here as an extension of the vector concept into two dimen-
sions. It is a natural way to represent bidimensional structure in data sets, such
as in images. DICH makes extensive use of matrices to represent visual inputs,
store and process information.
A matrix is denoted by a bold-faced capital letter, e.g., A, B, C, etc. When
a matrix is specified for the first time, a superscript may be used to indicate
its row and column dimensions: A5×6 indicates that matrix A has 5 rows and
6 columns. Individual matrix cells are denoted by following the matrix letter
with row and column offsets enclosed in the indexing operator [·], so e.g., A[i, j]
denotes the cell at the ith row and jth column of A. Offsets start at zero and
count top-to-bottom and left-to-right, so the top-left cell of A is A[0, 0] while
e.g., A[2, 1] refers to the cell at the third row and second column of A.
Individual rows are denoted by substituting “:” for the column offset at the
index operator, so e.g. A[2, :] refers to the 3rd row of A. Individual columns
are denoted similarly, e.g. A[:, 1] denotes the 2nd column of A. Subsections of














I [ : ,1]
I [2,: ]
I [0 :2,3 :6 ]
Figure A.1: Basic matrix notation. A matrix is denoted by a capital letter
with row and column sizes indicated as a superscript. Cells can be referenced
individually or grouped as rows, columns or bidimensional ranges.
denotes a range covering rows 0 and 1 and columns 3 to 5 of A. It should be
noticed that a range a : b denotes offsets from a to b− 1, so that any two ranges
a : b and b : c are disjoint. Figure A.1 illustrates these notations with examples.
Occasionally it may be cumbersome referring to a matrix cell using the index
notation A[i, j]. In such cases a cell may be denoted by the matrix letter in
lowercase, followed by row and column offsets in subscript. For example, A[i, j]
may be denoted as aij , or ai,j if a clear separation between offsets is warranted.
Most matrices are numeric constructs, but some matrices are defined analyt-
ically in terms of a generative function. For a matrix A where every cell value
is defined as A[i, j] = f(i, j) for 0 ≤ i < m and 0 ≤ j < n, A may be defined in
analytic notation as Am×n = [aij = f(i, j)].
Addition and subtraction are defined for matrices element-wise, i.e.:
Am×n + Bm×n = Cm×n = [cij = aij + bij ] (A.7)
Am×n −Bm×n = Cm×n = [cij = aij − bij ] (A.8)
Matrix multiplication is defined as an extension of the euclidean inner prod-
uct for two dimensions:








Moreover, element-wise matrix multiplication, also known as the Hadamard
product, is defined as:
Am×n ◦Bm×n = Cm×n = [cij = aijbij ] (A.10)
Element-wise matrix exponentiation, also called the Hadamard power, is
defined for any Am×n as:








The combination of Hadamard power and product can be used in lieu of
element-wise division, i.e., for any Am×n and Bm×n:







The concept of element-wise operations can be generalized to arbitrary func-
tions. For a function f and matrix Am×n, the element-wise application of f to
A is denoted as:





There are also operations involving a matrix and a scalar. For a matrix
Am×n and scalar b, the following operations are defined:
A + b = Cm×n =
[
cij = aij + b
]
(A.14)
A− b = Cm×n =
[
cij = aij − b
]
(A.15)














Operations behave as expected in relation to commutativity and other arith-
metic properties, i.e., A + b = b+ A, b−A = −(A− b), etc.
Matrix operations also include some summary operations. The sum of all



















While it was previously said that DICH uses matrices to represent images, some
additional considerations are required in the case of multi-channel images, such
as color images. The main issue is that while matrices are bidimensional con-
structs, multi-channel images span three dimensions: not only picture elements
(or pixels) are disposed in a matrix-like grid, each is composed of multiple val-
ues, corresponding to image channels. For example, in an RGB image, each
pixel contains three values, corresponding to the Red, Green and Blue channels.
Matrix operations can be extended to images if pixels are represented as
vectors. For example, let I be an image such that:
Im×n =
[
iij = [rij , gij , bij ]
]
(B.1)
Where rij , gij and bij correspond to the Red, Green and Blue channel values
of pixel iij . Then by the definitions of vector arithmetic operations (Eq. A.1,
Eq. A.2, Eq. A.3 and Eq. A.4) it’s clear that matrix addition (Eq. A.7), sub-
traction (Eq. A.8), multiplication (Eq. A.9), element-wise product (Eq. A.10)
and exponentiation (Eq. A.11) can all be seamlessly extended to images.
Matrix operations work on multi-channel images channel-wise – channels
are processed independently, as if they were stored in separate matrices. This
separation can be made explicit through the use of the channel function, defined
as:
Ck(I
m×n) = Cm×n =
[
cij = ik | i = I[i, j]
]
(B.2)
The channel function is useful for defining operations that work on an image’s
own channels. For example, the luminance L(I) of image I is defined (according
to the CCIR 601 specification [59]) as:











Figure B.1: Luminance image computation. The Red (R), Green (G) and Blue
(B) channels of RGB image I are extracted and summed after being multiplied
by appropriate weights. The result is luminance image L.
For R(I), G(I) and B(I) respectively the Red, Green and Blue channels of I
defined as:
R(I) = C0(I) (B.4)
G(I) = C1(I) (B.5)
B(I) = C2(I) (B.6)
Figure B.1 illustrates the operation.
B.2 Integral images
Also known as “summed area tables”, integral images are data structures for
quickly computing the sum of a rectangular range on a matrix [60]. Given a











In practice, IΣ can be quickly computed in a single pass over I, exploring
the fact that:
IΣ[i, j] = I[i, j] + IΣ[i, j − 1] + IΣ[i− 1, j]− IΣ[i− 1, j − 1] (B.8)
Once IΣ has been computed, it can be used to evaluate several measure-
ments over arbitrary rectangular matrix ranges in constant time. First, the
sum
∑
I[i0 : in, j0 : jn] can be computed as:∑
I[i0 : in, j0 : jn] = IΣ[i0, j0]− IΣ[i0, jn]− IΣ[in, j0] + IΣ[in, jn] (B.9)
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The magnitude ‖I[i0 : in, j0 : jn]‖ can be computed over I2Σ, the integral
image of I◦2:
‖I[i0 : in, j0 : jn]‖ =
√
I2Σ[i0, j0]− I2Σ[i0, jn]− I2Σ[in, j0] + I2Σ[in, jn] (B.10)
The mean I[i0 : in, j0 : jn] derives naturally from the sum:
I[i0 : in, j0 : jn] =
∑
I[i0 : in, j0 : jn]
(in − i0)(jn − j0) (B.11)
The derivation of the standard deviation std(I[i0 : in, j0 : jn]) is a little more







Applying the binomial theorem to (R−R)◦2 gives:
std(R) =
√√√√∑(R◦2 + R2 − 2 R R)
mn
(B.13)
Given the identities of the sum operator and the definition of magnitude:
std(R) =
√
‖R‖2 +mnR2 − 2 R∑R
mn
(B.14)

























Finally, returning R = I[i0 : in, j0 : jn], m = (in − i0) and n = (jn − j0)
gives:
std(I[i0 : in, j0 : jn]) =
√
‖I[i0 : in, j0 : jn]‖2
(in − i0)(jn − j0) − I[i0 : in, j0 : jn]
2
(B.17)
Where ‖I[i0 : in, j0 : jn]‖ and I[i0 : in, j0 : jn] can be computed from integral
images as shown in Eq. B.10 and Eq. B.11.
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B.3 Image correlation
Measuring the similarity between two images is a common task in computer
vision applications. A typical use case is template matching, where a template
TmT×nT is searched for a best match across an image ImI×nI , such that mT <
mI and nT < nI . Template matching is usually performed by using normalized









Where Iij = I[i : i + mT , j : j + nT ]. The coordinates of the best match
between template and image are the coordinates of the highest value at the
similarity map:
(i∗, j∗) = arg maxNcc(T, I) (B.19)
As it is defined, Eq. B.18 can be expensive to evaluate, even if integral
images are used to speed up the computation of Iij and std(Iij). However, its
expression can be simplified if T is replaced with a normalized template N (T)
such that N (T) = 0 and std(N (T)) = 1:
N (T) = T−T‖T−T‖ (B.20)





















Looking at the formula above, it’s clear that the numerator terms of all cij
could be computed as the cross-correlation N (T) ? I, whereas the denominator
terms could be given by:
D(I,mT × nT ) =
[
dij = std(I[i : i+mT , j : j + nT ])
]
(B.23)
Leading to the following definition:
Ncc(T, I) = (N (T) ? I) ◦D(I,mT × nT )◦−1 (B.24)
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This alternate definition enables some useful optimizations – in particular,
the convolution theorem states that:
N (T) ? I = F−1(F(N (T))∗ ◦ F(I)) (B.25)
Where F(·) is the Fourier transform operator and ∗ denotes the complex
conjugate [62]. The use of fast Fourier transform algorithms and (where a
single visual input is to be cross-correlated several times, e.g. in a visual search
across a sequence of memory records) the caching of Fourier transforms can
significantly speed up computations.
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