We present a feasibility study for the combined use of a passive robotic device, virtual reality and high resolution encephalography (HR-EEG) in the upper limb rehabilitation in stroke patients'. Five virtual environments (VEs) simulating activities of daily living or abstract visuo-motor coordination tasks were developed. They require a series of short, comparable limb movements in two-or three-dimensional space. HR-EEG and kinematic data from the robotic device were recorded synchronously, allowing to epoch EEG signals on the basis of the movement onset and therefore to monitor activation of cortical motor areas during task execution. The analysis of the kinematic parameters confirmed theoretical assumptions, and the movement-related cortical maps showed the expected spatial activation pattern.
Introduction
Virtual reality (VR) is a promising technology for the advancement of upper limb rehabilitation in stroke patients and, in combination with robotic devices, was proved to be capable of overcoming some limitations of traditional motor rehabilitation methods. Recent literature on technically assisted stroke rehabilitation can be divided into two main approaches: the use of either dedicated, mostly active, robotic devices (for an overview see [1, 2] ), or consumer entertainment electronics [3, 4] . The first group of systems offers advanced features like real-time limb position and force measurement, programmable stimuli and precise control of movement repetitions, but these devices tend to be rather complex and expensive, and active actuators may be a risk factor for patient safety [5] . On the other side, consumer electronics are inexpensive, lightweight and may offer a wide range of available software (both commercial and open source), but are lacking position measurement precision and patient assistance such as weight support and/or movement guidance. In order to exploit the advantages of both groups of systems, robotic devices and virtual reality can be combined and used simultaneously during rehabilitation sessions. The combination of videogames and robotic devices can potentially offer, at the same time, the benefit of flexibly deploying scenarios that can be directed towards specific needs and the possibility to monitor the motor system response by measuring kinematic parameters. Following this line, we developed a novel system for post-stroke neuro-motor rehabilitation of upper limbs in stroke patients, which combines virtual environments (VEs) with a novel passive robotic device (Trackhold) for the registration of limbs' movements.
To monitor the neural response of the cortical motor system throughout the rehabilitation treatment, high resolution electroencephalography (HR-EEG) was employed for simultaneous recording of electrophysiological data.
Therefore, we present an integrated system for neuromotor rehabilitation of the upper limbs in stroke patients, which merges VEs, Trackhold and HR-EEG.
Methods

Trackhold
The Trackhold (PERCRO, Pisa, Italy) is a passive, easyto-use robotic device for motor rehabilitation of the upper limb. Its end-effector based design allows the patient's forearm to be easily placed in an arm rest, grabbing the end effector with the entire hand. Interchangeable counter weights may be used to compensate the weight of both the patient's arm and the Trackhold, thus avoiding fatigue during prolonged rehabilitation sessions. The angular rotations of the Trackhold's seven joints are registered at 1 kHz sampling frequency, and the three-dimensional position of the end effector is consequently reconstructed in real-time, allowing the direct use of the kinematic data stream for interaction with the virtual reality training applications. Maximum deflection of the end effector, corresponding to maximum user workspace, adds up to 70 cm on the sagittal axis and to 40 cm on both the axial and coronal axes.
Virtual Reality training applications
We realized five VEs simulating activities of daily living or abstract visuo-motor coordination tasks that are based on series of brief, comparable upper limb movements separated by resting periods. All VEs are exclusively controlled by moving the Trackhold's end effector along trajectories given either in two or three spatial dimensions. Although two VEs (Grab 2D and Grab 3D) rely also on proper perception of depth, we concluded, in accordance with [6] , that immersive stereoscopic projection (e.g. head mounted display) would not improve the overall outcome of the rehabilitation process. Instead, visual stimuli and feedback are presented on a 22-inch LCD monitor, placed in front of the patient at eye level and at distance of 90 cm. Parameters specific of each VE can be changed in order to increase or reduce the difficulty of the task.
Sponge
The scope of Sponge is to piecewise reveal a hidden picture by wiping the screen with a virtual sponge, controlled with corresponding arm movements on the coronal plane. Cleaned areas render fractions of the hidden picture immediately visible, while the remaining parts are still covered by a masking picture (Image 1B). Trials are fulfilled by cleaning a pre-defined percentage of total screen area, ranging from 50% to 100%.
Bug Hunt
Bug Hunt trains hand-eye coordination and pointing on the coronal plane. The end effector's actual position within the Trackhold's workspace is visualized on the screen as a virtual hand holding a fly swatter, while random target positions are highlighted by insects on a brick wall (Image 1C). Aim of this VE is to point precisely and fast toward the target positions. Euclidean distance measure between cursor position (fly swatter) and target position (insect) is used as termination criterion for trials.
Grab 2D
Common activities of everyday life, such as picking up objects and handing them over or placing them in a distant location, are simulated in Grab 2D. Two target positions (TP1 and TP2) have to be consecutively reached within each trial. TP1 is represented by various objects (e.g. cup of coffee, apple or ice cream) placed randomly on a table, in proximity of the patient. TP2 is more distant and indicated by an avatar sitting on the other side of the table (Image 1D). Phase 1 of Grab 2D consists of picking up the object at TP1, and phase 2 consists of handing the object over to the avatar at TP2. Both phases require only arm movements on the axial plane. Euclidean distance between cursor position (hand) and target position (object/avatar) is used to determine the end of each phase.
Grab 3D
Hand-eye coordination is trained with Grab 3D, a pointing task in 3D space. In analogy to Bug Hunt and Grab 2D, the end effector's current position is represented on the screen as a virtual hand. Random target positions are highlighted by butterflies in a small backyard scenery (Image 1E). Scope of this VE is to move on a linear trajectory from actual hand position to target position. The surrounding fence serves as visual delimiter of the maximum reachable workspace. Additional shadows on the ground are shown for both hand and butterfly in order to facilitate correct estimation of depth. Euclidean distance between cursor and target position is used to determine end of trials.
Twirl
Twirl involves coordination of upper limb movements following complex circular trajectories on the coronal plane. The aim of this application is to move the end effector, whose position is represented on the screen by a coloured square box, alongside a circular path, shown as a blue line (Image 1F). The application's background is a geometrically transformed black/white image, which becomes unwrapped as the cursor follows the trajectory. Default parameter configuration consists of 1080° clockwise rotation to complete each trial. 
Experimental Protocol
One right-handed male volunteer participated in the feasibility study. The subject sat on a chair with upright back rest and no arm rests. The Trackhold's base was placed close to the chair and vertically aligned with the back rest. End effector workspace was configured as a cube with equal edge length (20 cm). Each training application was run for 5 minutes with inter-trial breaks of 7 seconds. The subject performed as many repetitions as possible within the available time. 128-channel EEG (amplifier from EBNeuro, Florence, Italy; caps from Electro-Cap International, Eaton, Ohio, USA) was synchronously recorded during the execution of the training applications. Impedances were kept below 5 kΩ and the signal was sampled at a rate of 1024 Hz.
Kinematic data analysis
For each trial we defined: 1) the trial onset (t TO ) as the instant when a new target position becomes visible on the screen; 2) the movement onset (t MO ) as the instant when the end effector starts moving from its resting position; 3) the trial end (t TE ) as the instant at which the trial ends, specified as follows: Sponge: cleaned screen area ≥ 75%; 
HR-EEG data analysis 2.5.1 Preprocessing
The HR-EEG data were preprocessed in MATLAB R2009a (The Mathworks Inc., Natick, Massachusetts, USA) with EEGLAB 10.2.2 (http://sccn.ucsd.edu/eeglab/). A 50 Hz notch filter removed power line noise, while gross artefacts were manually identified and rejected [7] . Bad channels were identified and rejected on the basis of their statistical properties (i.e. a channel is retained if its kurtosis is inferior to the absolute threshold of 5). EEG data were high pass-filtered at a frequency cut-off of 0.5 Hz to attenuate channel drift and better satisfy ICA's stationarity assumption. EEG data were then downsampled to 512 Hz. Spatial Principal Components Analysis (PCA) was used for dimensionality reduction of the EEG to 100 principal components (PCs) prior to applying the extended InfoMax Independent Component Analysis (ICA) algorithm [8] . Artefactual ICs (residual gross, ocular, reference and myogenic) were rejected on the basis of time courses, scalp topography and power spectrum. EEG signals reconstructed with the retained ICs were referenced on Common Average Reference (CAR) and were epoched into segments of 6.0 s duration (-2 to 4 s) using the movement onset (t MO ) as zero-time instant.
Source localization
After coregistration of HR-EEG data on SPM8 standard T1 Magnetic Resonance (MR) template, a forward model was constructed using 8196 vertex cortical meshes and the lead field was computed using the Boundary Elements Method (BEM) available in SPM8 (http://www.fil.ion.ucl.ac.uk/spm). Before model inversion the raw data were downsampled to 200 Hz. The inverse solution was calculated over a time window corresponding to the entire duration of t MO -locked epochs. Source estimate was computed using the multiple sparse priors (MSP) algorithm [9] as implemented in SPM8. Oscillatory source power was summarized as 3D image in terms of contrasts (mixtures of activity estimates) over time and frequency [9] . Time-frequency (TF) contrast images (at interval [0.5, 30] Hz and [-500, 500] ms) were obtained by convolving the single-trial source activity with a series of Morlet projectors and weighting the average power from each condition with a Gaussian window centered at t MO .
Source reconstruction was performed for every training application separately and one image was obtained for each application. Finally, the obtained 3D reconstruction images were superimposed on structural MR SPM template and labeling of the active areas was performed using the probability maps of the Anatomy Toolbox [10] . The results obtained for the training applications correspond well to the theoretical assumptions made on the basis of Fitts's law, a model of human movement primarily used in human-computer interaction. On the other hand, the activations in the right frontal (superior frontal gyrus, SFG) and bilateral temporal (inferior temporal gyrus, ITG) cortex could be related to the cognitive response locked to the visual stimulus. Indeed, it is known that the cortical source of an event-related cogni-tive response after a visual stimulus that involves a decisional process could have both a right frontal localization [11] and an inferior temporal localization [11, 12] .
Results
Kinematic data
HR-EEG data
Image 2 3D source reconstruction image relative to Bug Hunt. The blue crosshairs indicate the activated area in the left motor cortex. It is also possible to observe right frontal and bilateral temporal activation.
Conclusion
The combined use of a novel passive robotic device and VR-based training applications for upper limb rehabilitation was described. Five VEs were implemented for training of distinct movement patterns in either two-or threedimensional space and it was demonstrated that they show strong distinctions in terms of kinematic parameters (trial duration, path length and pace). Synchronous HR-EEG recordings were used to verify the task-related activation of the expected cortical motor areas during exercise. The system's functionality and the usability of the acquired kinematic and EEG data was confirmed on a healthy subject. This combined approach allows to monitor the ongoing rehabilitation progress not only at a the kinematic level, but also at a neurological level. A longitudinal study including acquisitions during rehabilitation therapy of post-stroke patients is currently in progress and will provide new insights that will help to extend current knowledge in the expanding and fast evolving fields of neuro-motor rehabilitation and functional plasticity.
