questions to ask are what variables other than the coast might affect time series properties (or what variables might "coast" proxy for) and why do regions react differently to economic shocks? 3 We use a large panel data set for 62 US metropolitan areas from 1979 to 1995.
The data set includes economic, demographic, and political variables for each of the metro areas. We explore two kinds of hypotheses for serial correlation and mean reversion: information or transaction based explanations and supply based theories.
Housing is highly heterogeneous so that participants have difficulty assessing the instantaneous "true" price for any given property. In general (Quan and Quigley, 1991) , an optimal "appraisal" weights current and past transactions prices of similar properties. As a result transaction frequency can affect the rate of information dissemination in a housing market. Transaction frequency also affects reservation prices in search models of the housing market (Wheaton, 1990) . Whenever economic or demographic variables affect transaction frequency, some metro areas may react either faster or with more amplitude to a given economic shock than other areas.
Further, any given positive economic shock will be easier for an area to absorb if the housing stock can be increased quickly and at low cost. Therefore we hypothesize that variables proxying for the cost and difficulty of adding to the supply of housing should affect the time series properties of housing prices. To preview the conclusions we find evidence that both information dissemination and supply factors influence the dynamics of housing prices.
Our three contributions are first to provide additional evidence on serial correlation and mean reversion in house prices using a much larger panel data set than previously. Our results are consistent with earlier estimates but lie at the upper end of their range. Secondly we analyze the difference equation implied by serial correlation and mean reversion and show that the estimates for most metro areas lie in the damped cyclical range. Third and most importantly, we model and estimate equations relating the extent of serial correlation and mean reversion to possible determinants. We explore the role of information dissemination, supply constraints, and backward-looking expectation formation on market dynamics.
In the next section we develop the difference equation and the empirical specification. The third section describes the panel data set we use for our estimates and the fourth section discusses the empirical results. Simulation results indicate the wide variation in possible dynamics. The final section concludes with suggestions for future research and policy implications.
Model
It is assumed that in each time period, t, and in each metro area there is a fundamental value for housing that is determined by economic conditions. ) (
where P* is the log of real fundamental value in the metro area and X t is a vector of exogenous explanatory variables.
Following Abraham and Hendershott (1996) , value changes are governed by reversion to this fundamental value and by serial correlation according to * 1
where P t is the log of real house values at time t and ∆ is the difference operator. The first term on the right in (2) 
The dynamic behavior of (3) is studied by applying the "z-transform," b n = P n, and then analyzing the resulting "characteristic equation" of the difference equation in (3)
given by 0 ) 1 ( Figure 1 summarizes the analysis. In the figure, the curve defined by
divides the parameter space into a cycles region below the curve and a no cycle region above the curve. The vertical line at α  =1 divides the parameter space into an explosive region to the right of the line and a damped region to the left. When the autocorrelation coefficient is above unity deviations from steady state are magnified over time and the path of values diverges from fundamentals.
From Figure 1 it is clear that many kinds of dynamic behavior can be accommodated within this simple model. Loosely speaking, as the serial correlation coefficient, α , increases, the amplitude and persistence of cycles increases. As the reversion coefficient,  β, increases, the frequency and amplitude of the cycle increases.
The Hypotheses
We wish to explore the causes of differences in the dynamic response of metro areas to shocks to the local economy. In the context of the model, these differences will appear as different estimates of alpha and beta . Therefore we rewrite (2) as ∑ ∑
where the Y i , which may include a subset of X, are independent variables, Y* represents the mean value, and k indexes cities.
Information Costs
An important issue is the choice of the Y i . First we consider the role of information dissemination. In real estate markets information costs are high, transactions are infrequent, and the product is highly heterogeneous. As a result participants have difficulty assessing the current value of properties and may have to use sales distant in time or location for setting reservation prices (Quan and Quigley 1991 ). Markets with a higher level of transactions have lower information costs and thus prices should adjust more quickly to their fundamental value, i.e., mean reversion should be greater. We include population as a measure of the number of transactions and thus information costs.
Another measure of the importance of information derives from models of search in housing markets (Wheaton, 1990, and DiPasquale and Wheaton, 1996) . In these models, a positive real income shock causes existing homeowners to be under housed and thus to move or renovate to increase their housing consumption to the new equilibrium levels. When transactions volume increases, search costs decline and the reservation price for both buyers and sellers increases. Once the adjustment to new housing needs has occurred, transactions volume falls back to its long-run level. In terms of our model, higher real income growth should proxy for higher transactions volume and lower search costs, which should lead to faster mean reversion.
Construction Costs
A second set of hypotheses relate to the real cost of new housing. We identify possible cost effects both within a given market and across markets. Across different markets high real construction costs may serve as indicators of factors that reduce the short-run responsiveness of supply to demand shocks. This may be the case if high real costs are correlated with unpriced supply restrictions. Regulation is an example of one such restriction. Stricter regulations on new development such as minimum lot size or regulatory-induced lags have two effects; they increase the cost of new housing (both in an absolute terms, and relative to existing housing) and they reduce the ability of builders to respond quickly to demand shocks. Mayer and Somerville (2000) show that construction is less responsive to price shocks in markets with more local regulation.
In the context of our model, we hypothesize that higher real construction costs are correlated with slower mean reversion and more serial correlation. The latter effect may be especially controversial. New supply serves to reduce the degree of serial correlation because, in the absence of a futures market, it is one way that participants can arbitrage inefficient pricing. In markets where supply can respond quickly to price shocks, serial correlation should be lower.
Expectations
Finally, we look for evidence of "euphoria" (Capozza and Seguin, 1996) , or backward-looking expectations as an indicator of the degree of serial correlation. Case and Shiller (1988, 1989) and Shiller (1990) posit that serial correlation in real estate markets is partially due to backwards-looking expectations of market participants.
4 Case and Shiller (1988) have conducted surveys of recent buyers,
showing that buyers in booming markets have greater expected house price appreciation than buyers in a control market. Buyers in the booming market indicate that they treat the purchase of a home more as an investment, and discuss housing market changes more frequently. By contrast, buyers in the control market spend less time discussing the housing market, and place more weight on the consumption value of a home, as opposed to its investment value. To the extent that these expectations are incorporated into observed transaction prices, strong markets should have more serial correlation than markets with slower income growth. We include real income growth as an indicator of the state of the economic cycle and long-run population growth is included to measure the role of inertia or backward-looking expectations in serial correlation.
To summarize, higher real income and population growth and a high level of real construction costs are expected to increase serial correlation. Higher real income growth, larger metro area size (population) and a lower level of real construction costs should increase mean reversion. We test these hypotheses below.
Data
Our data are a subset of the large panel data set described in Capozza, Kazarian, and Thomson (1997) . The data for this study cover 62 metro areas for the 17 years from 1979-1995. Included among the variables are median house prices, population, personal income, real construction costs, a land supply index, the consumer price index, mortgage rates, property tax rates, and income tax rates. The data are annual series with the exception of income tax rates, which derive from the decennial census. The land supply index, a measure of the percentage of the land around the city that is available for development, also varies across cities, but not over time. (See Rose 1989 and Seguin 1996 for more detail on this variable.) Table 1 provides summary statistics on the data series.
House Prices
Two variables require more discussion. The first is the median house price series. There is considerable debate over the merits of using median house price data versus repeat sales data. This study uses the NAR median price series because of its long history and extensive coverage of metro areas. Repeat sales data were available at the regional level from the FHLMC but for only a limited number of MSAs. The median and the repeat sales price series exhibit similar overall patterns, but there are The correlations of first differences suggest there will not be a large difference between empirical estimates from the two data series. We report the results of a robustness check using the FHLMC data below.
Because our model estimates the long-run real house price level in the first stage, we take advantage of the level differences within a city obtained with median prices. Repeat sales indexes only measure relative prices within a city over time, but not across different cities, and thus are not well suited for estimation procedures that attempt to exploit the cross-sectional variation by using the absolute dollar value of housing.
Neither median nor repeat sales data are fully quality adjusted. The upward quality drift in the median prices is about 2% per year (Hendershott and Thibodeau, 1990 ) and occurs both because new houses of above average quality are added and because existing houses are renovated. In the typical metro area, much of the quality drift arises from renovations. Repeat sales data include only existing houses so that only the drift from renovations applies. Since typical repeat sales procedures attempt to exclude or adjust for houses that increase in size, the quality drift is mitigated. Many existing houses are renovated soon after purchase. For our purposes, a constant rate of upward drift will not affect the results since we include dummy variables for each year of the sample. A more important issue is systematic changes in the quality of the median house over an economic cycle. If the quality of the median house is systematically different near peaks than it is near troughs, the median price series will over or under estimate cyclical movements. However, as long as this bias is constant across cities, it will not impact our estimates of the factors that affect the cyclicality of prices.
User Cost
The user cost (UC) is a derived variable. It is an attempt to capture the after tax cost of home ownership. Our calculation adjusts ownership costs for taxes and appreciation rates: UC = (Mortgage rate+Property tax rate)(1-Income tax rate) -Inflation rate (7) The source and definition of all the right hand side variables appear in Appendix A.
The metropolitan areas included in the study are listed in Appendix B. Two data issues are worth noting. First, only the tax rate variables vary cross-sectionally so that user cost is mainly a time series variable. Mortgage rates and inflation rates are national series. Second, since the expected appreciation of housing is being measured by the national inflation rate (CPI) during the previous year, the variation in expectations by location, which may be substantial, is not incorporated.
Clearly more sophisticated measures of user cost are possible but beyond the scope of this research.
Empirical Estimates
Our empirics are developed in three stages. First, we estimate the long run price relationship, equation (1). Second, we estimate an adjustment relationship, equation (2), where the serial correlation and mean reversion variables are added to the model. Lastly, we allow the serial correlation and mean reversion coefficients to vary over time and space by estimating equation (6).
Preliminaries: The Long Run Relationship
We begin by fitting a long-run equilibrium equation for real house price levels in a metro area using the annual panel data described in the previous section.
Following the urban asset pricing models of Helsley (1989, 1990 ) and Capozza and Sick (1994) , equilibrium real house prices are modeled as a function of the size of a metro area (population level and real median income), the real construction cost of converting land from agricultural use to new residential structures, an expected growth premium, and the user cost of owner-occupied housing. The equation is estimated in two versions, first using OLS and second using a panel data estimator that controls for both year and metro area fixed effects. These fixed effects will capture any systematic differences in the average quality of housing across cities or over time. All variables are measured in logs.
Estimates from the above equation are given in Table 2 . All variables in model 1 of Table 2 because consumers improve their existing units. 6 The amount of developable land around a city, measured by the land supply index, has a negative and significant effect on the real price level, as would be expected.
The real price elasticity with respect to city size (population) in model 2 is 0.15, smaller than would be obtained from a standard monocentric city urban model.
However, the existence of fringe cities should lower the expected size of the population coefficient relative to a standard urban model. Long-run growth has a large impact on real price levels; a one percent increase in the population growth rate over the last five years leads to 1½ percent higher real house price.
In both models 1 and 2, the coefficients on population level and growth are similar. Perhaps due to limited cross-sectional variation, the user cost coefficients of -0.04 and -0.09 are statistically different from zero, but far from the value of -1.0 predicted by theory. 7 In the empirical work that follows, we use model 2. F-tests of the significance of the time and metro area effects reject that these fixed effects equal zero at the 0.001 confidence level.
Dynamics: the Adjustment Equation
The second stage analysis uses the estimates of P * from the first stage equation to "anchor" the estimates of price changes. In particular, we estimate equation (2) where  α represents the degree of serial correlation, β is the extent of mean reversion, and  γ is the contemporaneous adjustment of prices to current shocks.
If house prices adjusted instantaneously to local economic shocks and real estate markets were perfectly efficient,  γ would equal 1, and α would equal 0 (theory has no prediction about the estimated value of β because actual house prices would never deviate from their long-run fundamentals.) However, abundant academic research has shown that α is positive and economically and statistically significant. For example, Case and Shiller (1989) estimate that annual serial correlation in their 7 In a study using similar cities but decennial data only (1970, 1980 and 1990) , Capozza, Green and Hendershott (1996) find a price elasticity of -0.8, insignificantly different from -1.0.
sample of 4 cities ranges from 0.25 to 0.5. 8 Abraham and Hendershott (1993) obtain an estimate of 0.4 on a panel of 29 cities. When the cities are divided roughly in half, the estimate is 0.5 for the coastal cities versus 0.2 for the inland cities (Abraham and Hendershott, 1996) . When house prices converge to their fundamental values in the long run,  α >0 implies  β >0.
Estimates from this second stage equation are given in the Model 1 of Table   3 . To control for possible omitted local factors that might cause differential appreciation rates, we initially included fixed effects for all MSAs. The subsequent regressions do not include these fixed effects in the second stage because an F-test of the significance of these factors does not allow for rejection at conventional confidence levels and the empirical work is little changed by their exclusion.
The empirical results in Table 3 that house prices take a long time to converge to their long-run values.
Actual prices converge only 25 percent (= β) of this difference every year.
Of course the degrees of serial correlation and mean reversion are not constant across markets. Case and Shiller find the degree of serial correlation varies across four markets and Abraham and Hendershott (1996) report that cities on the coasts (e.g., Boston, New York, San Francisco, Los Angeles) have had far more severe real estate cycles, owing to both higher serial correlation and lower mean reversion, than cities in the Midwest (e.g., Chicago, Milwaukee, Cleveland, Detroit).
Endogenous Dynamic Adjustment
In the third stage, we estimate possible determinants of the degree of serial correlation and mean reversion by interacting variables derived from hypotheses described earlier -population growth (information dissemination), real income growth (search costs, behavioral models), and real construction costs (supply elasticities) -with the serial correlation and mean reversion variables, as in equation (6). That is, serial correlation and mean reversion are allowed to vary both over time and over space.
These estimates, presented in models 2 and 3 in Table 3, To the extent that high construction costs are related to inelastic supply, the costs may be indicative of factors that do not allow the supply of new houses to adjust quickly to demand shocks. Regulation or geography are two examples of such factors. Many types of land use regulation raise development costs and make it more difficult for developers to respond to market signals. Mayer and Somerville (2000) , for example,
show that higher levels of regulation lead to fewer permits and lower supply elasticities. Reduced land availability, either because of historic development or small farms at the periphery of a city, may make land assembly more difficult and expensive.
In model 3, we explore the extent to which geography (the land supply index)
is related to the construction cost result reported earlier. However, the coefficient on the land supply interaction is the opposite of that predicted by theory and not statistically significant.
While the results on the impact of various factors explaining the degree of mean reversion are consistent with the hypotheses, they are weaker in terms of economic and statistical significance. The interaction coefficients are statistically significant at the 5 or 10 percent levels. Metro area size is positively related to the degree of mean reversion, an effect that would be predicted from search models with imperfect information. Information about demand shocks is easier to discern in thicker markets in which comparable units sell more often. Thus prices should adjust more quickly to their fundamental levels because homeowners can more easily determine a price for a house that incorporates latest market information.
The estimates show that prices revert to their mean 6 percentage points faster in a metro area that is twice as large as a comparison metro area.
Also consistent with search models, higher income growth leads to greater mean reversion. As with population, the economic impact of differences in income growth is moderate. A two-percentage point increase in the growth rate of income leads to a three percent increase in mean reversion (10 percent of the total effect).
Finally, a 10 percent increase in real construction costs lowers mean reversion by four percentage points.
Partial Adjustment, Serial Correlation, Mean Reversion and Cycles
Evidence that real estate markets do not immediately adjust to changes in fundamentals and exhibit serial correlation has often been cited as showing that real estate price trends are caused by inefficiencies in real estate markets. That is, inefficiencies in real estate markets lead to prices that do not immediately incorporate all market information and thus exhibit smooth behavior. Others (e.g., Abraham and Hendershott, 1996) have gone further, arguing that these inefficiencies have caused house prices in some areas to significantly "overshoot" their fundamental values, leading to large declines as prices return to their long-run values.
The behavior of house prices in equation (2) is determined by three factors (coefficients): partial adjustment to fundamentals (  γ), serial correlation (α ) and mean reversion (β ) For there to be significant "overshooting." a minimum requirement is that a combination of fast adjustment and serial correlation exist. Without the former, serial correlation just helps prices to more rapidly rise or fall to the new equilibrium;
without the latter, there is nothing to generate overshooting. And even if this combination exists, a series of positive shocks is necessary to get significant overshooting, and a low degree of mean reversion is required or any overshooting will quickly be reversed.
To illustrate these points, we have simulated a six-year period of rapid (four percent) growth in equilibrium real house prices, ending with the equilibrium being 26.5 percent higher. We simulate actual real price and the percentage overshootingthe percentage difference between actual and equilibrium real price. The maximum overshooting is given for combinations of   γ (0.5 and 0.75), α (0.5, 0.667, 0.75 and 0.9) and β (0.1, 0.3 and 0.5) in Table 4 . As can be seen, overshooting is less than three percent for   γ = α =0.5 irrespective of the value of β. If either   γ is raised to 0.75 or α to 0.667, overshooting of 8 percent occurs if mean reversion is very low (β = 0.1). Double digit overshooting requires even higher values of   γ and/or α or even less mean reversion. To repeat, only if we have rapid adjustment to fundamentals, high serial correlation, and low mean reversion can significant overshooting occur. 9 The serial correlation and mean reversion estimates in model 1 are too low and high, respectively, for the existence of significant overshooting.
On the other hand, the estimates of model 2 suggest possible large overshooting. Rapid growth is not likely to do it because growth raises both autocorrelation and mean reversion, the former contributing to overshooting but the latter limiting it. However, high real construction costs both increase autocorrelation and lower mean reversion. And real construction costs are much higher in some areas (the large coastal cities) than in others. More specifically, real construction costs are, on average, forty percent higher during our sample period in Boston, New
York, San Francisco, Los Angeles, Orange County and San Diego than in the rest of the sample. For these six cities, autocorrelation is 0.9 and mean reversion is 0.1 according to our estimates. Accordingly, the simulations in Table 4 suggest the likelihood of 27 percent overshooting in response to six years of four percent real growth.
Robustness Tests
In addition to the specifications reported above, a number of alternative specifications were tried but not reported in the tables. With the available repeat sales price data as the dependent variable in the stage 1 and 2 regression, the results were quite economically similar to the equations in Table 2 but with smaller sample sizes the independent variables were less statistically significant. In the second stage regressions, the repeat sales data exhibit more serial correlation (0.55 versus 0.33) and less mean reversion (0.15 versus 0.25).
As indicated earlier alternative panel error specifications were also tried and tested against the models presented. Finally, because of the importance of supply in the stage three regressions, additional variables on the regulatory structure for
housing supply were compiled and tested. These variables include data on local fees payable by developers (use fees and total fees) as well as the average and maximum times needed in the approval process. None of these regulatory variables was statistically significant at the usual levels in the stage three regressions.
Conclusion
Our results show that variation in the cyclical behavior of real house prices across metropolitan areas is due to more than just variation in local economies.
House prices react differently to economic shocks depending on such factors as growth rates, area size, and construction costs. The results are much strongerstatistically and economically -in explaining serial correlation than mean reversion.
While the average city in the sample has an autocorrelation coefficient of 0.49, a city with a zero growth rate of population and real income and relatively low real From a theoretical perspective in which forward-looking prices should immediately incorporate all available information about future changes in real house prices, the impact of factors affecting serial correlation is difficult to explain.
Consider first the impact of growth rates of real income and population on the momentum in real price changes (autocorrelation). An efficient market should arbitrage (subject to high transaction costs) the expected cyclical behavior of real prices, dampening cycles and reducing autocorrelation. In this sense, the positive correlation between real construction cost and autocorrelation is instructive. In the absence of complete markets, new construction is one means through which investors can exploit inefficient pricing (i.e., home builders can supply more houses when prices exceed their equilibrium level, forcing prices lower). Our results indicate that markets with high construction costs have more autocorrelation.
Like others before us, this paper does not explain why such arbitrage does not occur more quickly. High transaction costs clearly limit the ability of investors to buy housing when its expected future returns are high. However, individual homebuyers and sellers could still incorporate this information in their transactions.
Future research could explore the micro evidence on the behavior of individual homebuyers, particularly the role of liquidity, information, and psychology. Lamont and Stein (1999) show that house prices in metro areas with high levels of leverage are more sensitive to income shocks than house prices in metro areas with less leverage. At an individual level, Genesove and Mayer (2001) show that leverage has a large impact on seller reservation prices in a downturn, affecting both the probability of sale, and the subsequent sales prices. Others have shown that liquidity affects refinancing behavior and mobility. While Case and Shiller (1988) From a policy perspective, this paper suggests ways to reduce the volatility of real house prices. As Shiller (1993) has noted, the development of a futures market could allow investors to buy or sell real estate with much lower transactions cost, ensuring more efficient pricing. In the absence of complete markets, governments could reduce barriers to new construction. In the past, many policymakers have viewed developers as part of the problem--feeding the frenzy in a boom.
However, new construction is just the market's response to high prices. The findings here demonstrate that lower real construction costs have a role in dampening cycles.
Finally, developments in information technology will provide better information to buyers and sellers, allowing them to negotiate more efficient agreements. 
