A class of model reference adaptive control (MRAC) algorithms is investigated which has the special property that the Lyapunov function (and its associated time derivative) describing convergence are quadratic functions of both the position tracking error and the parameter estimation error. A nonlinear equation describing the class of algorithms that provide this type of adaptation is derived.
Introduction
Studies in Model Reference Adaptive Control are still highly popular today even when Astrom
[I] has reported, 15 years ago, over 1,500 papers on the topic at that time with hundreds of experiments conducted. This paper will address a specific class of model reference adaptive control algorithms which have the very interesting property in that both the Lyapunov function (and its time derivative along the motion trajectory) are both quadratically dependent on the tracking error and parameter estimation error. To introduce the problem of interest considered here, a brief description of the conventional method to approach this problem is first presented. parameter vector 8 and its adjustment mechanism require knowledge of y p ( t ) and eo@). We introduce, without proof [3], Lemma (l), as a standard solution to the MRAC problem. L e m m a 1 Let a state-space description (xeRn, eaeR1, vcR", 8cRm) of Figure (1) be of the form:
A Standard MRAC Problem
(1)
The remaining matrices are of appropriate dimensions with A being Hurwitz, the scalar IC is unknown (except for sign), the pair (A,b) is completely controllable with 6 known, and v ( t ) is a measurable variable to be defined in the sequel. For the parameter vector, 8' represents the true value, 8 is the estimate, and e' = 8 -B* is the p a rameter error. With some abuse of notation (mixing bath the Laplace transform variable p with the time domain variables), the error vector resulting from equation (2) admits to the form:
The transfer function H ( p ) is strictly positive red (SPR) (of relative degree no greater than unity).
The adaptation law is given by: and y > 0 controls the rate of parameter adaptation such that the parameters change more slowly than the effects they induce on the error vector eo(t).
(i) As ]!$I + 00, lim V(!$) + 00 (radial unbounded condition).
(ii) V(Q) > 0 if \E # 0 (positive definite property). (iii) To show that V(P) < 0 V P # 0 (negative definite property of V ) , if A is Hurwitz, using the Kalman-Yakubovich lemma (there exist positive definite matrices P and Q such that ATP + P A = -Q and P b = c ) and with the fact that H ( p ) is SPR, then it follows:
It can be shown that:
It is noted that only eo(t) 3 0 as t + 00 is guaranteed and the requirement that 8 + 0 may not occur due to the fact that V does not depend explicitly on 8. The persistent excitation condition can help alleviate this situation.
T h e Persistent Excitation condition
If the stable reference model in Figure 1 satisfies:
where ~( t )
is the input forcing function to the reference model. The persistent excitation condition would normally require, on = [r,eoIT, through the choice of ~( t ) in equation (7): where 3 cyl > 0, I is the identity matrix, and T > 0 for any t > 0. With this condition in place, the biased parameter estimation problem can be mitigated. We wish now to study an alternative approach to this problem.
Derivation of a MRAC Algorithm with both V and V Dependence on Parameter Estimation Error
Define a sliding state variable:
where rn is the true parameter vector and h is the estimate of this parameter. The appendix presents a scalar example [3] which illustrates this well known problem with examples that converge with and without biased parameter estimation error. For this paper, the main result will be presented in terms of a scalar example consistent with the notation in the appendix.
4
Main Result -The Adapta-
t ion Algorithm
The goal is to develop an algorithm t o update the parameter estimator (&(t)) with time update constrained by measured position signals:
with no dependence or knowledge of f i or value of the true parameter on the right hand side of equation (12). This can be realized if the following Lyapunov function is minimized:
where s is the tracking error variable of equation (9) and the positive constants 7 1 and 72 will be specified in the sequel. The time derivative of VI along its motion trajectory is required to be specified via:
where X will be defined in the sequel along with the positive constants y3 and 74. The following assumptions are made: Assumptions: 1. The true parameter vector m remains constant. 2. As shown in the Appendix, the following relationship is satisfied by s(t) (obtained physically via (9)):
s := s + X I (9) where the measured position variable v(t) is specwhere the term:
ified via: 
(20) For notation simplicity, we define A(t) = w(t)s(t)
and let Z = h. It is required to satisfy the following nonlinear differential equation in Z in order to find such a desired adaptation law:
.. .
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The solution of the problem is still very difficult.
It is desired to find a solution Z ( t ) = rTt = m-m to be somehow independent of m and only dependent on m. We present here one possible solution to this problem.
A Possible Solution t o t h e problem:
Assume a special case of the right hand side of equation ( 
Conclusions and Discussion
A modified MRAC algorithm is proposed which gives rise to a V expression depending on quadratic forms of both the tracking error and the parameter estimation error.
A nonlinear differential equation is derived which describes potential algorithms.
A special case of the solution of the derived nonlinear equation is proposed. which is not helpful at this point because the right hand side of equation (24) implicitly depends on the unknown parameter m. The remaining equation that simultaneously must be satisfied requires: 
Since m* is constant, the adaptation law is:
Associated with this scheme of parameter adaptation is the Lyapunov function:
which has time derivative: 
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