Abstract
Introduction
There are two major types of pattern recognition problems: unsupervised (clustering) and supervised classification [1] . In classification problem a collection of labeled (pre-classified) patterns is provided and the problem is to label a newly encountered, yet unlabeled, pattern. Typically, the given labeled patterns which are addressed as training data are used to learn the descriptions of classes which are used to label new data samples [2] [3] [4] [5] . In the case of unsupervised or clustering, the problem is to group a given collection of unlabeled patterns into meaningful clusters. The goal of clustering technique is to associate a label to data samples [6] . Some researches are done for improving performance of classification which uses clustering techniques [7] [8] [9] [10] .
K-Nearest Neighbor classification is one of the most fundamental and simple classification methods and should be one of the first choices for a classification study when there is a little or no prior knowledge about the distribution of the data [11] . This rule classifies x by assigning it the label most frequently represented among the K nearest samples; in other words, a decision is made by examining the labels on the K nearest neighbors and taking a vote.
Some advantages of KNN are: Simple to use, Robust to noisy training data (especially if we use inverse square of weighted distance as the "distance") and Effective if the training data is large. Although KNN has this advantages, it has some disadvantages such as: a) Computation cost is quite high because it needs to compute distance of each query instance to all training samples; b) The large memory to implement in proportion with size of training set; c) Low accuracy rate in multidimensional data sets; d) Need to determine value of parameter K (number of nearest neighbors); e) Distance based learning is not clear which type of distance to use. The computational complexity of the nearest neighbor algorithm, both in space (storage of prototypes) and time (distance computation) has received a great deal of analysis [12] .
Many efforts have been already done to reduce the computational complexity of the KNN algorithm. The performance of a KNN classifier is primarily determined by the choice of K as well as the distance metric applied [13] . However, it has been shown in [14] that when the points are not uniformly distributed, predetermining the value of K becomes difficult. Generally, larger values of K are more immune to the noise presented and make boundaries smoother between classes. As a result, choosing the same (optimal) K becomes almost impossible for different applications.
Researchers have attempted to propose new approaches for augmenting the performance of KNN method. Despite the success and rationale of these methods, there are several constraints in practice such as the effort to tune numerous parameters: DANN introduces two new parameters [15] ; ADAMENN has six input parameters in total which could potentially cause overfitting [14] . Two novel and effective yet easy to implement extensions of KNN method are proposed in [13] whose performances are relatively insensitive to the change of parameters. Both of their methods are inspired by the idea of informativeness. Generally, a point (object) is treated to be informative if it is close to the query point and far away from the points with different class labels. Thanh et al. in [16] introduced KNN-kernel density based clustering for high dimensional multivariate data. Their method is based on the combination of nonparametric KNN and kernel density estimation to overcome difficulties clustering high dimensional multivariate data. Alippi and Roveri in [17] used a new technique to reduce computational complexity in KNN-based Adaptive Classifiers. They showed that using adaptive classifiers can reduce the computational complexity and the memory requirements of KNN classifiers through including condensing editing techniques. Jin et al. in [18] proposed a novel technique, called NNH ("Nearest Neighbor Histograms"), which uses specific histogram structures to improve the performance of the Nearest Neighbors (NN) search algorithms. A primary feature of their proposal is that such histogram structures can co-exist in conjunction with a plethora of the NN search algorithms without the need to substantially modify them. The main idea behind it is choosing a small number of pivot objects in the space, and pre-calculates the distances to their nearest neighbors. They provided a complete specification of such histogram structures and showed how to use the information they provide towards more effective searching. They showed that nearest neighbor histograms can be efficiently constructed and maintained, and when used in conjunction with a variety of algorithms for the NN search, they can improve the performance dramatically. Additionally, choosing the proper value of K is still a crucial task for most KNN extensions, making the problem further compounded.
Recently, few works have been done which use clustering to improve the performance of classification problem. Parvin et al. in [8, 19] have proposed two classification ensemble methods which uses clustering of classes to generate diversity in the ensemble. Also, Mohammadi et al. in [7] have used clustering ensemble technique to improve the performance of neural network ensembles.
Here we use the clustering technique to enhance the performance of K-Nearest Neighbor. In this paper a new interesting approach is proposed which can augment the performance of KNN as well as reducing both time and memory complexity while testing phase. Also the parameter K is tuned adaptively. In fact, the clustering technique finds groups of data which are naturally neighbors to each other. This method which is called, Nearest Cluster approach, NC, applies the clustering techniques for reducing the samples number of training prototypes that needed to compare whenever each test samples entered. Because of increase in number of correct classified testing samples, the performance of KNN classification method is improved. This new method employs both simple and combinational methods simultaneously.
The rest of this paper is organized as follows. Section 2 reviews the background information around clustering techniques and ensemble methods. The proposed nearest cluster approach is expressed in detail in section 3. Section 4 presents experimental results to demonstrate the performance of this scheme. The conclusion is drawn in section 5.
Background

Clustering Technique
Clustering is useful in several exploratory patternanalysis, grouping, decision-making, and machinelearning situations, including data mining, document retrieval, image segmentation, and pattern classification. However, there is little prior information (e.g., statistical models) available about the data in these problems, and the decision-maker must make as few assumptions about the data as possible. It is under these restrictions that clustering methodology is particularly appropriate for the exploration of interrelationships among the data points to make an assessment (perhaps preliminary) of their structure.
The term "clustering" is used in several research communities to describe methods for grouping of unlabeled data. These communities have different terminologies and assumptions for the components of the clustering process and the context in which clustering is used. Thus, we face a dilemma regarding the scope of this survey. The production of a truly comprehensive survey would be a monumental task given the sheer mass of literature in this area. The accessibility of the survey might also be questionable given the need to reconcile very different vocabularies and assumptions regarding clustering in the various communities.
The exploratory nature of clustering tasks strongly request efficient methods that would benefit from combining the power of many individual clustering A New Method for Improving the Performance of K Nearest Neighbor using Clustering Technique Hosein Alizadeh, Behrouz Minaei-Bidgoli and Saeed K. Amirgholipour algorithms. This is the focus of research on clustering ensembles, seeking a combination of multiple partitions that provides improved overall clustering of the given data. Clustering ensembles can outperforms what is typically achieved by a single clustering algorithm in several respects [20] : Robustness. Better average performance across the domains and datasets.
Novelty. Finding a combined solution unattainable by any single clustering algorithm.
Stability and confidence estimation. Clustering solutions with lower sensitivity to noise, outliers or sampling variations. Clustering uncertainty can be assessed from ensemble distributions.
Parallelization and Scalability. Parallel clustering of data subsets with subsequent combination of the results. Ability to integrate solutions from multiple distributed sources of data or features.
There are some works in classification which use clustering techniques for improving the performance of classifiers [7] [8] [9] [10] 19] . Also in this paper both simple and ensemble method in clustering are used to improve the performance of KNN method.
Classification Ensemble
Recently, ensemble techniques have been used in classification tasks with great success [8, 9, 19] . Usually, the combinational methods have more power, robustness, resistance, accuracy and generality rather than single classification [4] . The motivation for this procedure is based on the intuitive idea that by combining the outputs of several individual predictors one might improve on the performance of a single generic one [21] . However, this idea has been proved to be true only when the combined predictors are simultaneously accurate and diverse enough, which requires an adequate trade-off between these two conflicting conditions [22] . Also, Kuncheva in [1] using Condorcet Jury theorem [23] , has shown that combination of classifiers can usually operate better than single classifier. It means if more diverse classifiers are used in the ensemble, then error of them can considerably be reduced. Carney et al. and Drucker et al. in [24] attempt to gain a good compromise between these properties include elaborations of bagging [25] , boosting [26] and stacking [27] techniques.
One of categorization of combining classifiers is dividing them into two groups: generative and nongenerative methods. Generally the generative method is used in most late researches [19, 28] . In generative methods, a set of base classifiers is created by a set of base algorithms or by manipulating dataset. This is done in order to reinforce diversity of base classifiers [28, 29] . Parvin at al. in [4] have proposed a new classification ensemble method which uses small number of diverse classifiers using manipulation of dataset structures.
Nearest Cluster Approach
The main idea of the presented method is to assign the data to the nearest cluster which is naturally consisted of the neighbor points. To implement this idea, first, the data set is divided into three partitions, Train, Evaluation and Test sets. In this study they are chosen randomly 1/3 of instances per each of them. Then the train samples are clustered using a clustering ensemble method. After that, the label of cluster centers which are indicator of cluster members is determined using simple majority vote method. In this method, a new test sample is assigned to the nearest cluster label. The quality of obtained clusters is evaluated applying the evaluation set. The nearest cluster is determined and its label is assigned to the sample. After that, in comparison with the ground truth label of data, the accuracy is achieved. This procedure is iterated Maxiteration times. Finally, a procedure is executed to select a group of the best cluster centers obtained from the clustering techniques as the final classifier. So far, the training of the NC classifier is finished. After here, any test samples are classified using this trained classifier. The pseudo code of the nearest cluster approach is shown in Figure 1 . The algorithm of figure 1 is divided into four main steps which are described in detail in subsections 3.1 to 3.4, respectively.
Clustering Technique
As shown in algorithm of figure 1 , the goal of step 1 is to partitioning the train set into k individual clusters. Expectedly, K (capital) sample is existed in each cluster, if the number of clusters, k (minuscule) is chosen as shown in the equation 1,
where N is the size of the train set. If the number of custers, k, is derived from equation 1, in average, the NC approach would classify according to K nearest samples, like KNN method.
Applying Single k-means
One of the simplest and fastest ways to cluster the train set is to apply k-means algorithm over the data. In this study the original version of k-means is performed which uses random initialization. Since the k-means algorithm is sensitive to the initialization of the centers, it may yield the results which are not efficient while evaluating over the evaluation set. In the proposed method, this is not a big problem, because the existence of just a number of results of proper working k-means is enough for this method. In the proposed algorithm of Nearest Cluster method, the clustering and its evaluation steps are repeated several times. Finally, in the step of selecting the final classifier, a method is performed which uses the best or a set of appropriate clustering results. Figure 2 shows the primary raw results of the NC approach in step 3 over evaluation data set applying k-means for clustering. The results are drawn after 50 individual runs of the steps 1, 2 and 3, comparatively with KNN algorithm over the same data.
Applying Clustering Ensemble Algorithm
Usually, the clustering ensembles can be formalized as follows. Let D be a data set of N data points in ddimensional space. The input data can be represented as an N × d pattern matrix or N × N dissimilarity matrix, potentially in a non-metric space. The k-means algorithm with random initializations for selecting the k cluster centers is the common method for generating the component clusterings which is used here, too. Suppose that P i is the clustering result of the i-th run of the k-means algorithm; and P i (x) is the assigned cluster of sample x in the i-th run. Summarizing various clustering results in a coassociation matrix is proposed by Fred in [30] . Coassociation values represent the strength of association between objects by analyzing how often each pair of objects comes in the same cluster. The co-association similarity between two data points x and y is defined as the number of clusters shared by these points in the clusters of an ensemble. The equation 2 is applied for constructing the co-association matrix.
In this equation, H is the number of iterations which the weak clustering is performed. The function S takes into account the similarity between the point x and y in one iteration of the k-means algorithm. The equation 3 defines this function.
Usually, hierarchical clustering algorithms are employed to find the final target partition from the coassociation matrix. The most common hierarchical consensus functions are: Single Linkage (SL), Average Linkage (AL) and Complete Linkage (CL) [31] . Here, the SL function is used for combining the weak clustering results. Figure 3 shows the raw results of the step 3 of the NC algorithm over evaluation data set applying Note that, it is obvious the clustering ensemble is executed over the train data without considering the class labels; however, the class tags are given. In the NC method, the clustering is employed to reveal the naturally neighborhoods in the space of data features.
Determining the Label of Cluster Centers
In the second step of the proposed algorithm is shown in figure 1 . The class labels are used to specify the labels of the cluster centers which are prototypes of their clusters. In the previous step the training data are clustered. Although their class labels are not considered during clustering phase in this step, the class labels are used to determine the class of cluster prototype. In other words, these two phases are a kind of data reduction.
There are combining methods for aggregating the class labels of the cluster members. When the individual votes of classifiers are crisp (not soft/fuzzy), the Simple Majority Vote is the common logical approach which votes to class j if a little more than n/c of cluster members are assigned to class j [32] . Note that n and c stand for the number of cluster members and the number of classes, respectively. In this paper, the majority vote is used to assign a class label to cluster centers.
Evaluating the Cluster Centers
There are methods for evaluating the clustering results which use external, internal and relative indices [31] . External index needs further information to evaluate the clusters. In this paper, the evaluation set is used for measuring the performance of the different clusterings. It is a kind of using external index. First, the NC algorithm with the specific clustering is trained over the train set. Then, by executing the trained classifier on the evaluation data, the accuracy of this method is obtained using the true class labels of the evaluation data set.
Designing the Final Classifier
As it is shown in Pseudo code of Figure 1 , the steps 1, 2 and 3 are repeated Maxiteration times. In this method there is a procedure to select a set of satisfactory good cluster centers from several times of performing the clustering techniques; however, the cluster centers obtained from any iteration can be considered as a solution.
The Best clustering result
It is a simple traditional method to choose the best clustering result regarding the evaluation set. In this way, the best result of cluster centers is selected as the final classifier. As a result, every test sample is classified with respect to the closeness of the best cluster centers and the nearest cluster tag is assigned to them. Also, the final accuracy of the NC algorithm is derived by applying this classifier on test samples. Although, this method can cause to a little lower accuracy in comparison with the KNN algorithm by increasing the value of K sometimes; it can be performed with a significantly improving the time and memory complexity. In fact, the stored prototypes are reduced to N/K in this method. Since the time complexity of KNN is O(dN ). where d is the dimension of data, N is the number of train samples and K is the number of neighbor samples in KNN, So, the proposed method outperforms the KNN method, noticeably. Hereafter this method is addressed by NCA (Nearest Cluster Algorithm).
Ensemble of the M best clustering result
Since choosing the best one as the final classifier is selected based on evaluating over the validation set, it may be biased to those data some of the times. The alternative approach which benefits simultaneously from results of more than one classifier is combining a
set of good classifiers. In this paper, it is performed using majority vote between a set of classifiers. This method enhances both the accuracy and robustness of the NCA method, significantly; as well as it does not consumes both the time and memory complexity. Based on empirical study usually the best results are obtained when the majority size is chosen equal to 5. Using the constant value of the M for the combination size of classifiers yields to complexity order of O((5* dN 2 /K 2 ) + x) which x is the order of applying majority vote. Since using simple majority vote with a constant majority size consumes the time complexity of order O(1), the order of this method would be O(dN 2 /K 2 ) which is equal to the complexity of NCA method. It is obvious that this combinational method can be applied with K 2 times less order than the KNN method which is O(dN 2 ). Hereafter this method is addressed by NCE (Nearest Cluster Ensemble). When the value of K is chosen to three, the three best primary results are selected for participating in the final classifier ensemble as shown in Figure 4. 
Experimental Results
This section discuses the experimental results and compares the new method with original KNN method.
Data Sets
The proposed method is evaluated on two data sets, namely SA-Heart 1 1 www-stat.stanford.edu/ElemStatLearn disease and MONK-2 [33] . None of the databases included any missing values. The SAHeart data set is a retrospective sample of males in a heart-disease high-risk region of the Western Cape, South Africa. There are roughly two controls per case of CHD. Many of the CHD positive men have undergone blood pressure reduction treatment and other programs to reduce their risk factors after their CHD event. In some cases the measurements were made after these treatments. This data set has nine continuous features and two classes with the number of 463 instances. These data are taken from a larger dataset, described in [34] .
The MONK's problem have been used as the basis of the first international comparison of learning algorithms. There are three MONK's problems. The domains for all MONK's problems are the same. In this paper the MONK-2 is used for testing the performance of the NCE method. It has six features and two classes as well as the 432 instances.
Experiments
All experiments are reported on cross validation procedure so that the data set is divided into three equal partitions. Then all six permutations of the partitions as train, validation and test sets are executed. Finally, the average results of these examinations are reported. For example, Table 1 shows the detailed results of KNN in comparison with the proposed algorithm in all six different runs.
All entries in Table 1 are the number of correct classified samples. The results of the Nearest Cluster method are reported with the different values of parameter M (M is the size of classifier ensemble). The M=1 means the method is based on the best clustering result which is addressed by NCA. The last two columns with M>1 show the results of ensemble method which are addressed by NCE.
The applied clustering ensemble has 50 individual members forming the co-association matrix. The kmeans algorithm is employed as the base clustering technique which is also used for the ensemble. The similarity between points (distance measure) in kmeans algorithm is determined using Euclidian distance. Tables 2 and 3 show the results of the performance of classification using the presented method and traditional method comparatively. NCA and NCE with different parameter of ensemble size are compared with the original version of KNN. In almost all states the proposed methods both in, the number of test samples which are correctly classified and the standard deviation of the obtained performance outperforms the KNN method. In addition, because of the lower number of stored prototypes, these results are gained while the testing phase of the NC approach has less computational burden both in the cases of time and memory rather than the KNN algorithm.
Comparison between the results of the KNN and the NCA method (M=1) in both Tables 2 and 3 demonstrate that although for large values of K (K=5 or 7) KNN method slightly outperforms the NCA, for small value of K (K=3) the NCA has better performance.
Also, the results of the NCE method (M > 1) in Tables 2 and 3 show that this method overwhelm the KNN in almost all states. The highlighted cells in these tables show the best results obtained in each column. It can be obviously derived that the NCE method with M=5 is the optimal method. This conclusion is also illustrated in Figure 5 . Also, Figure 5 investigates the effect of increasing the value of K on the performance of KNN and Nearest Cluster methods comparatively over SAHeart data set. It shows that the accuracy of the proposed method outperforms the KNN method especially in the case of small values of K. Increasing the value of K, gradually the results of KNN become closer to the proposed method. Since the number of clusters is decreased in the Nearest Cluster approach, for values of K>7 the performance of presented method is decreased in comparison with KNN.
Conclusion
In this paper, a new method for improving the performance of the KNN classifier is proposed. The proposed method which is called NC, standing for Nearest Cluster approach, improves the KNN method both in time and memory burden. It also overwhelms the KNN method in the case of accuracy. The NC approach employs clustering technique to find the same groups of data in multi dimensional feature space. To gain more robust cluster centers, the clustering ensemble is used, more effectively. Despite of reducing training prototypes, the clustering techniques can cause to find the natural groups of data. On the other hand, the natural neighborhoods can be successfully recognized by the clustering ensemble technique. Moreover, unlike the KNN method which classifies any sample without considering the data distribution, based just on exactly K nearest neighbor, in the NC approach, the data is grouped into k clusters unequally, according to the data distribution and the position of data samples in feature space. It is demonstrated that the proposed method in this paper has the time complexity of O(dN ) for each test sample during testing phase, the NC approach can be applied K 2 time faster than KNN. The NCE method is examined on two benchmark tasks: SA-Heart and MONK-2. Regarding to the obtained results, it can be concluded that the proposed algorithm is comparatively more accurate and robust than the KNN algorithm. Figure 5 . Effect of increasing the value of K on the performance of the KNN algorithm and the NC methods comparatively over the SAHeart data set
