Crimes emerge out of complex interactions of behaviors and situations; thus there are complex linkages between crime incidents. Solving the puzzle of crime linkage is a highly challenging task because we often only have limited information from indirect observations such as records, text descriptions, and associated time and locations. We propose a new modeling and learning framework for detecting linkage between crime events using spatio-temporal-textual data, which are highly prevalent in the form of police reports. We capture the notion of modus operandi (M.O.), by introducing a multivariate marked point process and handling the complex text jointly with the time and location. The model is able to discover the latent space that links the crime series. The model fitting is achieved by a computationally efficient Expectation-Maximization (EM) algorithm. In addition, we explicitly reduce the bias in the text documents in our algorithm. Our numerical results using real data from the Atlanta Police show that our method has competitive performance relative to the state-of-theart. Our results, including variable selection, are highly interpretable and may bring insights into M.O. extraction.
Introduction
Detecting crime linkage or crime series from a large set of crime incidents plays a vital role in police investigation. Crime linkage detection aims to identify a series of crimes committed by a single perpetrator. The results can help police narrow down the field of search and allocate their manpower more efficiently. Crime linkage can be achieved using physical or other credible pieces of evidence (e.g., fingerprints, DNA, witness statements), which are usually difficult to obtain or even unavailable (Bouhana and Johnson, 2016) . In practice, crime linkage detection is often carried out by finding the modus operandi (M.O.), which are observable traces of the actions performed by the perpetrator when executing the crime (Woodhams et al., 2007) .
Finding M.O. is a highly challenging and usually time-consuming task. Generally speaking, M.O. corresponds to certain of similarity between crime events (Woodhams et al., 2007) , which is not pre-defined for a given crime series and there exists no simple formula. There has been work on extracting M.O. from labeled data (Wang et al., 2015) . The labels provide known linkages between crime incidents that have been fully investigated. However, the majority of the crime incidents are unlabeled, since many cases are unresolved by police. Thus, we need to develop unsupervised approaches to extract M.O., or detect crime linkage from unlabeled police data.
There is a promise in learning M.O. from a wealth of police report data, which contain quite complete information about the crime incidents. The police data are in the format of 911 calls-for-service records: when a 911 call is initiated, a unique incident report is created, and a police officer is dispatched to the scene. When the officer has arrived, he or she starts the investigation, and electronically enters the information about the incident into the report. In particular, the report contains structured and unstructured data. The structured data include time, location (street and actual longitude and latitude), and crime category. The unstructured part includes narratives entered by the officer. The narrative is a free-text, which may be interviews with the witnesses or descriptions of the scene. The police report data is a type of spatio-temporal event data with marks: the spatial location, the time of the event, and the marks correspond to the textual information.
There has yet been an effective tool to extract M.O. or detect linkages from the rich spatio-temporal-textual police dataset, due to their complex nature. On the one hand, most predictive policing models (Short et al., 2010b,a) , including the so-called hotspot prediction, only models the levels of crime density in time and space, and does not take into account the rich textual information. On the other hand, there is prior work (Kuang et al., 2017; Zhu and Xie, 2018b,a) on modeling and analyzing textual part in the reports without considering the spatio-temporal information.
In this paper, we present a framework for detecting crime linkages from spatio-temporal-textual data based on the marked Hawkes process model. Our results, including variable selection, are highly interpretable and may bring insights into M.O. extraction. The Hawkes process captures the spatial-temporal correlation and casual relationships between crime incidents via their self-and mutual-excitation behaviors. The effectiveness of the Hawkes process for modeling crimes has been validated by empirical study and has been widely adopted. To utilize textual information, we introduce a novel embedding approach with variable selection. The variable selection is crucial, since each crime series is linked via a unique set of keywords. We combine the Hawkes process model and text embedding by treating the embedding vectors as marks of the Hawkes process; this approach is inspired by Skip-gram (Mikolov et al., 2013) . Furthermore, to ensure fairness in our variable selection, we adopt a bias reduction technique developed recently in Aliverti et al. (2018) . Our method is shown to be highly effective in real data in terms of the F 1 score compared with the state-of-the-art. 
Motivating example
From June to November 2016, a series of residential burglaries were reported in the Buckhead neighborhood, a residential area in Atlanta. During this relatively short period, 22 houses were broken in with forced entry. Until the end of November 2016, when the perpetrator was eventually arrested, it was identified that all of these incidents were committed by the same person. Upon close inspection, these incidents share a similarity that most of the affected houses having their bedrooms ransacked, drawers pulled out, and valuable jewelry lost. As a result, the keywords frequently appear in their police reports include forced entry, bedroom, jewelry, drawers, and their syntagmatic relationships. These distinct features, including spatial vicinity, same neighborhood, closeness in time, co-occurrence of keywords clearly define the M.O. of the "Buckhead burglary" series compared with other crime series shown in Figure 1 and Figure 2. If these features can be captured from police reports automatically, it will greatly help police investigators to identify the suspect.
This example provides motivation to us from two perspectives. First, the combination of spatio-temporal information with co-occurrence of keywords in the text will reveal the key pattern of the crime. By looking into the distribution of the high TF-IDF value (Gomaa and Fahmy, 2013) keywords in each of the crime series labeled by the police shown in Figure 2 , the co-ocurrence keywords in each crime series is surprisingly interesting and give a vivid picture for each crime series. This means these keywords are highly related to the M.O. of the crime series. Nevertheless, one cannot determine the keywords beforehand, without determining which crimes series. These examples motivate us to incorporate keyword selection in our unsupervised embedding framework. Second, note that some keywords, such as racial descriptions black males, appear frequently in the list of high-frequency keywords of each crime series, which may leads to potential issue of fairness. This example shows that bias reduction is essential to discover the true M.O..
Related Work
According to Porter (2016), there are three main types of approaches to detect crime series committed by the same offender, which are pairwise case linkage, reactive linkage, crime series clustering respectively: (1) pairwise case linkage (Cocx and Kosters, 2006; Lin and Brown, 2006; Nath, 2006) involves identifying whether a pair of crimes was committed by the same offender or criminal group, where each pair is usually considered separately. Works evaluating the similarity between cases according to the weights determined by experts include (Cocx and Kosters, 2006; Lin and Brown, 2006) , and other works learn the similarity from data (Nath, 2006) . However, they do not consider M.O. information of crime series, which violate the most intuitive logic of investigations; (2) reactive linkage (Woodhams et al., 2007; Porter, 2016 ) is a similar approach to pairwise case linkage: start with a seed of one or more crimes, and discovers one crime at a time for a crime series; this does not consider incidents jointly; (3) crime series clustering (Porter, 2016; Adderley, 2004; Adderley and Musgrove, 2003; Dahbur and Muscarello, 2003; Ma et al., 2010; Wang et al., 2015) discover all clusters simultaneously; however, they require label and is a supervised learning approach.
There are some works studying the correlation between general events (not necessarily crimes), which have similar settings as crime linkage detection. A main technique is to learn representations (embeddings) of events and evaluate their similarities in the embedding space. Such work includes Zhang et al. (2017) , which uses the scope of a tweet as context, where time, location and keywords (tokens) in the same tweet should be correlated in a certain degree; Hong et al. (2017) ; Du et al. (2016) using Recurrent Neural Networks (RNN) treating category as marks of events. Thus far, usually, only a small number of discrete marks are considered in the model. However, our problem involves a more complex mark which are text in the so-called spatio-temporal-textual event data (Liu et al., 2010; Andrade et al., 2017; Wang et al., 2012) . There has also been works using similar methodology for solving other problems rather than crime linkage detection. A major difference is that these works do not capture of the complex dependence between marks and space and time. 
Model for event data
Consider spatio-temporal-textual data, which is a tuple consisting of time, location, and text. Given a sequence of n such events (t 1 , s 1 , x 1 ), (t 2 , s 2 , x 2 ), . . . , (t n , s n , x n ). For the i-th event: t i ∈ [0, T ] denotes time, where T is an observation window, and t i < t i+1 ; s i ∈ S ⊆ R 2 denotes spatial location that consists of latitude and longitude, S is a bounded subset of spatial space; x i ∈ T ⊆ R p is the Bag-of-Words representation (Harris, 1954) of raw text, where T is a feature subspace, and p is the dimension of the space, which is typically the total number of keywords in the corpus {x i }.
We model the spatio-temporal-textual events using a multivariate marked Hawkes point process (Daley and Vere-Jones, 2007) as shown in Figure 3 , called spatio-temporal-textual point process. The conditional intensity function of the point process (Rasmussen, 2011) defines the rate of events at a location s ∈ S, time t ∈ [0, T ], and with text x ∈ T . Associated with the process is the history H t of all events up to time t:
where N (C) is a counting measure, defined as the number of events occurring over the set C ⊆ [0, T ] × S × T . |B(v, ∆v)| are the Lebesgue measure of the ball B(v, ∆v) with radius ∆v. Hawkes process is a self-exciting point process with the conditional intensity specified as
where µ(s) is the base intensities, which is constant with respect to the location s. The triggering function g is nonnegative (Reinhart, 2018) . For simplicity, it is often assumed to be separable in space, time, and mark so that
There are many choices for the form of functions g s , g t , and g x , respectively. For the temporal function g t , a commonly used kernel is the exponential function g t (t, t j ) = β exp{−β(t−t j )}, where t > t j and the parameter β > 0 is introduced so that ϕ(x)dx = 1. For the spatial function g s , we choose to discretize the location s into d disjoint zones, then the location s is replaced by a location index k ∈ {1, 2, . . . , d}. Then the spatial correlation can be measured by a coefficient matrix A = {α ij } ∈ R d×d , α ij ≥ 0, where each entry represents the strength of the influence of the subregion indexed by j to the subregion indexed by i: if α ij = 0, then the subregion i has no influence on the subregion j (note that the spatial influence can be directional). In short, g s (s, s j ) is represented by α s,sj . For the textual influence function g x , we first use mapping ϕ : R p → {0, 1} m to project the Bag-of-Words representations into an m-bit binary embedding space, where the text distance can be measured by the inner product of their embedding feature vectors. We use an exponential inner product to evaluate the correlation between two texts: g x (x, x j ) = exp{ϕ(x) T ϕ(x j )}. Therefore, (1) can be reformulated as λ(s, t, x|H t ) = µ(s) + j:tj <t α s,sj βe −β(t−tj ) e ϕ(x) T ϕ(xj ) .
(2)
Recall that s j denotes the location index of the j-th event, and the term α k,sj captures the influence of the previous the j-th event on the current event happened at the location index k. Consider each location index as an individual dimension in the Hawkes process, we model events as a multivariate point process, where the conditional intensity of the k-th dimension is denoted as λ k . For notational simplicity, we omit H t and use h ∈ {0, 1} m to indicate the text embedding ϕ(x) of the event happened at time t, where h j indicates the text embedding of j-th event. Then the conditional intensity for location index k in (2) becomes
The reason that we choose the specific form of the intensity function is twofold. First, the spatial and temporal correlations of the events are captured jointly by the weighted exponential kernel. On the one hand, the influence of the events are causal in time: the current event is only going to be influenced by past events, which is reflected by the partial sum t < t j . On the other hand, the spatial coefficient is used to measure the correlation of two arbitrary locations (rather than based on spatial distance), because crime events are not necessarily influenced by the events in the direct vicinity. This form allows us to learn the spatial influence between events from data and provides a flexible framework. The idea behind the weighted exponential decay kernel is intuitive: a past event with a larger spatial coefficient and in a smaller time interval tend to be more positively correlated to the current event, and vice versa. Second, in term of text descriptions of events, two events with similar M.O., the text of in their crime reports should be semantically correlated. Commonly used measure for semantic similarity includes TF-IDF weighting followed by cosine distance is good enough for most applications (Gomaa and Fahmy, 2013) . However, we adopt the inner product operation on refined feature embeddings as similarity measurement. The similarity is defined by the exponential inner product of their embeddings h i , h j , denoted as exp{h T i h j }.
Learning and inference of model
Equipped with the definition of conditional intensity in Section 2, we can explicitly represent the dependence in the likelihood function (9) through the spatio-temporal coefficients α ij and β. The derivation of the likelihood function is shown in Appendix A. We adopt an EM algorithm approach, and derive a lower bound to the likelihood function. The auxiliary variables {p ij } capture the linkage between crime events, which can be interpreted as the probability of the i-th event linking to the j-th event. The maximizing with respect to {α ij } and {p ij } can be derived explicitly in closed-form, as shown in Appendix B. The optimal linkage probability at the k-th iteration between the i-th event and the j-th event is given by
When updating from the k-th iteration to the (k + 1)-th iteration, we obtain
Interestingly, the optimal p ij is in the form of a softmax function: the text similarity weighted by the spatial coefficient α si,sj , temporal factor e −β(ti−tj ) plus the background intensity µ si in the denominator. This resembles the Skipgram formulation (6), which has been widely used in natural language processing for evaluating the differences between two word embeddings. The form of p ij in (4) makes an intuitive sense in that linkage estimation should take into account time and space, when measuring the similarity between two embeddings:
4 Text embedding for crime events So far we have presented the parts of model for the time and location dependency. Now we will discuss how text dependency is modeled. We use text embeddings {h i } for text documents as the marks of the point processes. Here, we perform text embedding separately (without considering time and location jointly) for two reasons: (1) as discussed in Section 2, the influence function in space, time, and text are decoupled by our assumption;
(2) this leads to more interpretable results: we want to identify the most important keywords that contribute to "clustering" in the embedding space, as these keywords tend to relate to M.O. If we include space and time with text and perform joint embedding, the result will be harder to interpret. Here, we also introduce a new embedding method with variable selection, and include a de-biasing step borrowing the idea from Aliverti et al. (2018) .
Text embeddings with keywords selection
To measure the semantic similarity between text documents while enhancing the keywords that may link to M.O., we propose a new regularized Restricted Boltzmann Machine (RBM) framework for text embedding. A introduction to the vanilla version of RBM are delegated to Appendix C.
Regularization for feature selection. Now we present our new regularized RBM with variable selection. Empirically, directly learning the statistical dependencies between all observed variables (the Bag-of-Words in the corpus) will bring noisy information from irrelevant variables into the model. Thus, we introduce a 1 -regularizer to (11) to mitigate the impact of those noisy variables specifically. To achieve this, we impose an 1 penalty on the probability 1 − P (x i < t|x) (τ is a small constant, we use τ = 10 −2 here, since the impact of a TF-IDF value lower than 10 −2 can usually be ignored), which penalizes the reconstructed observed variables that are sensitive to large values. This penalty introduces a natural way to select the most important features (correspond to observed variables in RBM). A nice property of this penalty is that the corresponding gradient can be computed easily. Given a training data x, we need to solve the following optimization problem. This leads to our new formulation, which performs selection of observed variables for RBM:
By tuning the regularization parameter δ, we can achieve various levels of sparsity in terms of a subset of observed variables {x i }, i = 1, 2, . . . , p.
We solve this optimization problem by gradient descent (note that this is a non-convex problem). Note that 1 − P (x i < τ |x) can be rewritten as the following expression by substituting (13b):
We can directly compute its gradients with respect to w ij and b i in closed-form. By introducing the penalty term, the gradients ∇w ij , ∇b i in (12a) and (12b) are updated by
Training and interpretation. The standard training approach for RBM is applied in the regularized RBM, since we have closed-form of ∇w ij and ∇b i . The objective of the regularized RBM is to maximize the likelihood function defined via the energy function defined in (7). We adopt the k-step contrastive divergence (CD-k) approach for the training, which is approximate the gradient in training RBM via gradient descent (Hinton, 2002) . The Gibbs chain is initialized with a training example of the training set and yields the sample after k steps. The iterations are repeated until local convergence. Regarding variable selection, the effects of the 1 regularization can be interpreted intuitively. The 1 norm yields sparsity within the given subset of observed variables, which means that some variables' norms are set zero, or their activation possibilities tend to produce zero values. During the course of training, only few observed variables will be enhanced in the embedding, though meanwhile, the effect of irrelevant variables will vanish eventually. We impose the penalty on the subset of observed variables that associate the input of the Bag-of-Words vectors and successively eliminate keywords due to the regularization. As shown in Figure 4a and Figure 4b , the regularized RBM disables the most of keywords in the vocabulary (only 280 keywords are retained after convergence) when δ = 10 −3 without losing too much accuracy on training errors. In Figure 4c , we also show a surrogate cross-validation result over δ, in which the model achieves the best performance at some point. Differs from variable selection in a linear model, here we have to perform a reconstruction (similar to back propagation) based on the observed variables. The benefits of denoising observed variables will be presented in the embeddings due to the symmetrical structure of RBM. In Appendix D, we demonstrate the idea of keywords selection by a concrete example.
Reducing text bias
While explicit bias remains everywhere of the fabric of life around us, implicit bias can be extremely hard to detect, such as text description of crime reports. Implicit bias describes the automatic association people make between groups of people and stereotypes about those groups. According to our preliminary analysis on the text data in the crime reports, some keywords that relate to racial minority tend to be systematically correlated with certain criminal activities and behaviors on average. These type of implicit bias is very difficult to spot by relying on police officers to read those crime reports. The accumulation of this unconsciously biased information drives the police sometimes to make incorrect decisions and mislead the investigation work. Similar problems also exist in our scenario, when embedding model is trained using these data, the end result is that documents containing biased keywords could have easily been mapped to the subregion where crime pattern indicated by correlated keywords should be located. Figure 5 : Pearson correlation matrix for selected keywords from the burglary and robbery reports. There are three groups of keywords have been selected, including crime descriptions (burglary, robbery, carjacking, stole, jewelry, arrestee, jail, shot), racial descriptions (black male, black males), and their comparisons (black, male, males). The correlations between crime descriptions and racial descriptions have been highlighted by a black box, and the correlations between crime descriptions and comparisons of racial descriptions have been highlighted by a purple box.
Before performing embeddings {h i } for documents {x i } in the raw text, we will ensure the influence of these biased descriptions will be removed as much as possible. More specifically, the corpus X = {x i } (the set of documents in crime reports) is modeled as Bag-of-Words representations, an n × m data matrix of m keywords measured over n documents, where each entry x ij in the matrix is the TF-IDF value of the j-th keywords in the i-th document. Let X be split vertically into three matrices Z ∈ M n×z , W ∈ M n×w and R ∈ M n×(p−z−w) by three groups of keywords, where the matrix Z denotes the data of z keywords that have bias against what it actually depicts, the matrix W denotes the data of w selected keywords which will be potentially impacted by the biased keywords, and the matrix R denotes the data of remaining p − z − w keywords in the vocabulary. We focus on removing the bias in the text document, that is, make some of the biased keywords are independent of those selected keywords, which might be influenced in the text. We seek to estimate W , an n × w reconstructed data matrix that is orthogonal to Z with minimal information loss.
The problem above can be expressed as a minimization of the Frobenius distance between the original data and the approximated version, W − W 2 F , under the constraint W , Z = 0. We express the reduced rank approximation as W = SU T , where U is a w × k matrix of k linear orthonormal basis vectors and S is the n × k matrix of associated vectors. Given the particular structure of assumption for W , this leads to the following optimization problem:
where G w,k is the Grassman manifold of orthonormal matrices. This optimization problem can be solved by sparse orthogonal to subgroup algorithm (Aliverti et al., 2018) .
Bias reduction in crime documents. Take burglaries and robberies as examples, implicit racial bias has been recorded oftentimes in the text documents of the crime reports, particularly with regard to African American and other minority group individuals. To prove this, in Figure 5 , we hand-pick 8 keywords as crime descriptions, 2 keywords as racial descriptions by experience, and also select 3 other keywords as the comparison of racial descriptions. Then we evaluate their correlation with each other to see if there is any correlation between crime descriptions and racial descriptions. As shown in Figure 5a , keywords black male and black male are highly correlated with crime descriptions (burglary, robbery, carjacking, stole, jewelry, arrestee, jail, shot). As comparison, keywords black, male and males, in turn, have no discernible correlation-ship with the same crime descriptions. After bias reduction shown in Figure 5b , we can see a drastic drop in correlation between racial descriptions and crime descriptions without losing too much information in the raw text data ( W − W 2 F = 3.962, where n = 10, 056, z = 2, w = 8).
To evaluate how these preprocessed keywords data will affect the final embeddings produced by the regularized RBM, an intuitive way is comparing the sum of columns of the weight matrix m j w ij in the RBM for certain rows (keywords). According to Equation 13a, each keyword contributes its own share of influence to every hidden nodes of the RBM. Hence, the sum of the entries of each keywords can be generally used to quantify the influence of a keyword to the embedding space. In Figure 6a , the intensities of the weight matrix fitted by the raw text data display that racial descriptions have higher intensities than the control group (comparisons). It means that the embedding space would be greatly influenced by the TF-IDF value of the racial descriptions. However, in Figure 6b , the influence of the racial descriptions have been constrained to a normal level.
Experimental results
To provide a comprehensive evaluation of our method, we now investigate our approach from following three perspectives. First, we compare our method with other competitors in the same setting. Then we study how the spatial, temporal, and textual information make their own contribution to the model. Furthermore, we discuss how to interpret the fitted spatial coefficients.
Dataset
We study a sample set of crimes reported to the Atlanta Police Department from early 2016 to the end of 2017, in which 10,056 individual 911 calls initiated in the City of Atlanta were recorded. Each 911 calls in the raw dataset uniquely represents an individual crime event, which is associated with a crime code indicating the crime category, the time and location when and where the crime was reported, as well as one or even more paragraphs of text descriptions written by the police officer in charge. The relationship between most of these crime events is unknown. There are a limited number of labeled crime series provided by the Atlanta Police Department, consisting of 56 representative crime events as shown in Figure 1 . These known linked cases include one series of burglaries and five series of robberies, respectively.
We first aim to detect linkage within a given set of unknown burglaries or robberies. We generate a smaller test set by mixing the labeled series with known incidences. We first preprocess the raw dataset as follows: (1) Discretize the location of the crime events into a set of beats. Beats are the most basic geographical units defined by the police, which usually is a subregion of the city that a police officer patrols. In the police configuration, the city is seamlessly divided into 80 disjoint polygons (beats) as shown in Figure 7 , and each beat is identified by its beat code uniquely. (2) Build Bag-of-Words representations for text documents. All the text in the raw data have been preprocessed as Bag-of-Words representations, including 7,039 discrete keywords (bi-grams) and 10,056 documents specifically. (3) Select burglaries and robberies according to their categories and evaluate them separately. We randomly selected a number of burglaries, robberies and other random types of cases from the raw data, mixed them with the 23 labeled burglaries, 33 labeled robberies and their union (56 labeled burglaries & robberies) accordingly. By doing these, we have three datasets as shown in Figure 7 , called burglary, robbery, and mixed, which consists of 349, 333, and 305 crime events respectively. Our particular Figure 7 : Three datasets burglary, robbery, and mixed are evaluated in the experiment. The colored dots in above maps are labeled crime events by the police, and grey dots are the unlabeled random events. The number of events happened in each beat is indicated by the depth of the color green in the maps, which is also used as the background intensity for each beat.
interesting 5 labeled crime series includes 56 crime events.
Evaluation metrics
As linkage detection is essentially an information retrieval problem, where the police need to identify truly linked crime events as much as possible from a large dataset, we adopt the standard performance metric, the F 1 score, which is widely used in the text mining literature for document clustering (Michael et al., 2002) . The F 1 score combines the precision and recall. Since positive and negative samples in crime linkage are highly unbalanced, we do not use ROC curve (true positive rate versus false positive rate) in our setting. The precision P and recall R given number of retrievals with respect to truly linked event pairs are defined as: The F 1 score is defined as F 1 = 2 · P · R/(P + R). To perform a fair comparison for all the methods, we evaluate the method with the highest average F 1 score. Our evaluation is as follows. Given a set of crime events to be investigated, we retrieve a number of most relevant crime events using the algorithm. Only the pairs whose two events have the same labels are identified to be linked. Otherwise, the pair is identified to be irrelevant. Lower bound of data log-likelihood over iterations Figure 8 : Convergence analysis when β = 10 2 . Performance metrics (precision, recall and F 1 score) have an overall increases over the training iteration. For burglary and robbery cases, they generally take 5 iterations to reach the convergence performance. pairs in total, 231 of them are linked, mixed has 46,360 pairs in total, 328 of them are linked. In the following baselines, we will evaluate precision, recall and F 1 score for each dataset accordingly.
Baseline
We compare our spatio-temporal-textual point process (STTPP) method with other competitors (including random-pick strategy) regarding their precision, recall and F 1 scores under the same experimental settings. As an information retrieval problem, we have a wide choices of full-blown approaches. Latent Semantic Analysis performed by Singular Value Decomposition (SVD) and Latent Dirichlet Allocation (LDA) are the most widely used in natural language processing. RBM and Autoencoder are neural network based embedding techniques with unsupervised learning. The aforementioned methods learn distributed representations (embeddings) for documents in another feature space without considering spatio-temporal information. Another popular approach for text embedding is Long Short-Term Memory (LSTM). In Cho et al. (2014) , LSTM is used to encode words in the form of sequence of one-hot vectors into an embedding space for translation purpose. However, it is not be applicable here since the form of the text is TF-IDF, where each entry of the Bag-of-Words is a real number. In addition, it is also extremely time and memory consuming to obtain a text embedding by feeding a fairly large number of one-hot word representations to a LSTM. To obtain comparable results, we also need to perform distance measurement pairwise for the text embeddings, and then retrieve the pairs with the least distances. In general, we adopt the results produced by five iterations of the EM algorithm. Figure 8 shows that the performance of the model achieve convergence usually in only 2 to 5 iterations.
As shown in Figure 9 , each of the methods has been tested on burglary, robbery, and mixed, respectively. Except for the mixed cases with retrieval number N larger than 400, RegRBM outperforms other embedding techniques in terms of their precision, recall and F 1 score. On the basis of RegRBM, STTPP boosts the index nearly twice over the best performance embedding techniques can achieve by considering the spatio-temporal information additionally. 
Temporal coefficient β and interpretation
In this subsection, we study how temporal information contributes to crime linkage detection. From the perspective of the Skip-gram interpretation, the link probability p ij can be viewed as the conditional probability p(h i |h j ) weighted by the impact of spatio-temporal pattern from event i to j. In our formulation, the influence of time and location are controlled by the coefficients a si,sj and β respectively. Note that the (4) intuitively, if a si,sj and β are too small, the impact of spatio-temporal pattern will be minuscule. On the contrary, if a si,sj and β are very large, then the contribution of text could be ignored. Ideally, we hope the model should consider both spatio-temporal information and text with a reasonable proportion of mixture, so as to make the best use of all the information of crimes and achieve the best performance. Figure 10 illustrates the effects of different levels of β to the performance. The vertical dash lines in the figures indicate where the model attains its best performance. We test STTPP with the RegRBM embeddings on three datasets respectively in N = 500 pairs of retrieved results. Note that that a proper range of β leads to better performance. Specifically, in Figure 10 , the model achieves the best performance around β = 0.01 for three datasets. This result proves the idea that the model can effectively take into account the space, time, and text embedding information.
Spatial coefficients α ij and interpretations.
As of now, we have discussed how and why STTPP allies the structured time and unstructured text description with the link probability p ij effectively. In additional to the link probability p ij , the EM algorithm also updates the spatial coefficient matrix A = {α ij } with the purpose of maximizing the lower bound of the log-likelihood. As such, the entries of the attained spatial coefficient matrix with maximal likelihood explicitly reveals the most likely spatial relationship between two arbitrary beats. As shown in Figure 11 , the spatial coefficient matrix is initialized to be a symmetrical structure empirically (Figure 11a ), where each column or row indicated by a single beat is influenced by its nearby beats and itself, and the influence decays exponentially over the distance. The other three spatial coefficient matrix are fitted by our EM algorithm through 5 iterations (the model gets to convergence after 5 iterations) on three datasets (Figure 11b, Figure 11c, Figure 11d ).
To inspect spatial coefficient intuitively, we plot the spatial coefficient matrix as a directed graph shown in Figure 12 , where nodes are the beats represented by rows or columns of the matrix, and link beat i to beat j with an arrow if the entry a ij is above the carefully picked threshold τ = 0.5. In Figure 12a , we see our initialization of the matrix has led to a homogenous influence network over the beats, where each of the beats is influenced by itself and surroundings evenly, although the influence of the beats on the edge is slightly less than the central beats due to fewer neighbor beats that have effect on the edge of the graph. The spatial coefficient matrix is evolved from this homogenous influence network, and, by pushing the lower bound of the log-likelihood upward to its limits, the entire influence network is reshaped completely.
The spatial coefficient for three datasets after 5 iterations are shown in Figure 12b, Figure 12c Figure 11 : Spatial coefficient matrix α ij (11a) Initial spatial coefficient matrix has a symmetrical structure, and regarding anyone of beats, the nearby beats intuitively have larger influence than the remote ones (influence decays exponentially over the distance); (11b) Fitted spatial coefficient matrix by using burglary dataset; (11c) Fitted spatial coefficient matrix by using robbery dataset; (11d) Fitted spatial coefficient matrix by using mixed dataset; Figure 12 : The directed graphs above show the communities structure of influence relationships in three datasets. We extract the most dominant spatial coefficient by thresholding the spatial coefficient matrix carefully, and visualize them as a directed graph. The arrow of the edge shows the direction of the influence between two beats. By counting the "in" and "out" edges, we know either a beat is tend to be influenced by surroundings or spread its impacts to its environment. Specifically, the red dots indicate the beats have more "out" edges than the "in" edges, the blue dots is the opposite, the green dots indicate the beats have equal numbers of "in" and "out" edges, and there is no edges for the grey dots at all. The size of the dots means the differences of the "in" edges and "out" edges regarding each of the beats.
beats, indicated by the big red dots in the graph, are important in the spatial coefficient. They influence their surrounding beats, which means most of the burglaries or robberies happened in non-isolated beats are most likely triggered by these beats. But things become more complicated between mixed cases (Figure 12d ). The pattern of the spatial coefficient become even harder to be captured by visual inspection. Compared with burglaries and robberies, every beat in the graph is active and affects some part of its surroundings regions nearly isotropically.
Conclusions and Discussions
In this paper, we introduce a new framework for modeling spatio-temporaltextual events in crime reports and finding crime linkage on the basis of M.O. without supervision. We use multivariate Hawkes point processes to model spatio-temporal-textual crime events, which capture the complex dependence structure between time, location and text. For text modeling, we propose a novel embedding technique with variable selection which achieves better interpretability, as well as a bias reduction step to ensure the fairness of keywords. Under the context of spatio-temporal-textual events, the method of linkage detection can also be used for many other purposes beyond crime series analysis, such as medical reports, insurance claims, social media data (Twitter) and etc. A Likelihood function for point process model
Let F * (t) = P{t n+1 < t|H t } be the conditional probability that next event t n+1 happens before t given the history of the previous events and let f * (t) be the corresponding conditional density probability. And the conditional intensity function (Barbieri et al., 2013) is defined by λ t = f * (t) 1−F * (t) . From the above definition, we obtain
Using the conditional probability formula, we obtain the likelihood function denoted by L pp (pp is an abbreviation for point process) as follows
By substituting the conditional intensity defined in (3) into (8), we obtain the log-likelihood function log L pp with respect to the spatial coefficient A = {α ij } and temporal factor β for n events in the time interval [0, T ] as
B Learning crime linkage
It can be shown that the likelihood function is a concave function with respect to the spatial coefficient matrix A (Simma and Jordan, 2010) . We introduce an auxiliary variable p ij into (9) without changing any property:
Therefore, we can obtain a concave lower bound of (10) using Jensen's inequality due to the existence of p ij in the formulation.
Note that the lower-bound is valid for every choice of {p ij } which satisfies ∀i, tj <ti
where p ij can be interpreted as a directed edge between i-th event and j-th event represents a link relationship, which indicates how likely i-th event is related to j-th event. In the context of crime data modeling, the above constraint rationalizes p ij by only allowing the edges that future events link to the past events, since future crime events are only affected by the past events and the sum of the probabilities tj <ti p ij that i-th event is influenced by all past events (t j < t i ) should be equal to 1.
To make the lower-bound tight and ensure the improvement in each iteration, we will maximize it with respect to p ij , given the value for A (k) at k-th iteration. Once we have tight lower-bound, we will keep maximizing this lower-bound with respect to {a ij }. This will finally lead to the desired results.
C Background of Restricted Boltzmann Machine
Restricted Boltzmann Machine is a two-layers neural networks and it can be viewed as a probabilistic graphical model (Fischer and Igel, 2012) . The weights of the network, represented as a matrix w = (w ij ), visible bias b = (b i ) and hidden bias c = (c j ), which associate m hidden variables h = [h 1 , · · · , h m ] and p observed (visible) variables x = [x 1 , · · · , x p ]. Here, for the convenience of demonstrating our application, we assume the real observed variables x ∈ R p take the Bag-of-Words as input, and binary hidden variables h ∈ {0, 1} m produce the embeddings. The models can be easily generalized to other types of variables with different activation probabilities (Welling et al., 2005) . A probability is associated with configuration (x, h) as follows:
where the partition function Z is defined as Z = x,h e −E(x,h) , and the energy function E(x, h) is defined as
Here σ is a constant for controlling the shape of the Gaussian distribution; the RBMs' model parameters, θ = (w, b, c), can be learned by maximizing the log-likelihood of marginal probability log L rbm of a set of observed data, log L rbm (θ|{x (k) }) = n k=1 log p(x (k) ),
where the marginal probability p(x) can be derived as follows: p(x) = h p(x, h).
There are extensive works on how to fit RBM models and how to perform training using gradient descent. A popular approach is the so-called k-step contrastive divergence (CD k ) (Hinton, 2002) , which approximates the gradients of the parameters as follow:
∇c j = p(h j = 1|x) − p(h j = 1|x) p(x) .
where · P denote the expectation with respect to a distribution P . A special feature of RBM is that the observed and hidden variables conditioned on each other are mutually independent. The conditional distributions can be written as
p(x i |h), p(h|x) = m j=1 p(h j |x).
And the individual activation probabilities of the hidden and the observed variables are given by
where sigm is a sigmoid function defined as sigm(x) = 1/(1 + e −x ). Figure 13 : Top: the standard deviations of TF-IDF intensity over 2,056 crime events; Bottom: the same plot but the TF-IDF intensity is reconstructed by a fitted RBM with λ = 10 −3 by taking the raw data as input. Top 15 keywords with the highest standard deviations have been annotated by the side of corresponding bars. The x-axis is the 7,038 keywords, and the y-axis is the standard deviations of each keyword.
D Keywords Selection
As shown in Figure 13 , we calculate the standard deviations for each of the keywords in the vocabulary over the 10,056 crime events. Most of the keywords in the dataset vary considerably. However, after reconstructing the same crime events from the regularized RBM, a large number of keywords have been disabled and are always zero values without variation. The remaining activated keywords are very intriguing. We compare top 15 keywords with the highest intensity for both raw dataset and the reconstructed dataset in Figure 13 . Based on the police experience, most of the keywords in the top figure are irrelevant to the criminal behaviors, but the keywords in the bottom figure is the opposite, some of them are highly consistent with the results we present in the motivation example. Other selected words such as Toyota Corolla, drivers door, black leather, silver vehicle, one ounce, outside apartment, or hotel, are also strong indicators to the crime patterns from the perspective of the police.
