We present a case study of time-lapse seismic monitoring of CO 2 injection by time delay tomography. To monitor for 4D changes in the subsurface during CO 2 injection, crosswell seismic data were measured before the injected started and after injection of 3.200, 6.200 and 10.400 tons CO 2 into a porous reservoir sandstone at 1100 m depth. The estimated tomographic velocity image shows a clear time-lapse velocity anomaly on the order of -10 % below the CO 2 injection well head.
INTRODUCTION
According to the Kyoto protocol, the amount of emitted carbon dioxide (CO 2 ) into the atmosphere should be reduced in the next decade. Instead of emitting industrial CO 2 to the atmosphere, it is possible to put the CO 2 back to where it originally came from. That is into the subsurface. A pilot-scale CO 2 sequestration project was carried out between 2003 and 2006 in Nagaoka, Niigata prefecture, Japan. In total, 10.400 tons of CO2 was injected into a porous reservoir sandstone at 1100 m depth. To monitor for 4D changes in the subsurface during CO 2 injection, crosswell seismic data were measured before the injected started and after injection of 3.200 (MS1), 6.200 (MS2) and 10.400 tons (MS4) CO 2 . The monitor state MS3 corresponding to 8.900 tons of injected CO 2 is neglected, because the MS3 and MS4 crosswell data are almost identical. Saito et al. (2006) used ray theory based travel time tomography to monitor this field for CO 2 injection after 3.200 and 6.200 tons CO 2 had been injected. We apply time delay tomography on the time-lapse seismic data to compile 4D images of the injection area for all three injection states. Two approaches to describe the propagation of transmitted waves are used: 1) a linear finite-frequency wave theory and 2) the standard ray theory. The linear wave theory takes the finitefrequency characteristics of propagating wavefields into account. On the contrary, the ray theory is derived using a high-frequency approximation. Consequently, crosswell tomography based on linear finitefrequency wave theory instead of the ray theory is more accurate to image small-scale velocity anomalies. The seismic analysis reveals that most timelapse changes in the sandstone reservoir occurred after monitor state MS1 and MS2, while between the monitor state MS2 and MS4 the 4D differences are rather small. Additionally, the tomographic images compiled with the finite-frequency wave theory show that the time-lapse velocity anomaly is on the order of -10 % below the CO 2 injection well head at 1100 m depth. The 4D velocity perturbation estimated from ray theory is about 25 % weaker.
Field Location and Conditions
The CO 2 injection experiment is located at the Minami-Nagaoka gas and oil field, close to Nagaoka, Niigata prefecture, Japan. It is Japan's first onshore pilot-scale CO 2 sequestration experiment. The reservoir is a porous sandstone bed at 1100 m depth. The overlying 160 m thick formation is mudstone that seals off the reservoir completely. The area around the CO 2 injection well head is a thin permeable zone of 12 m thickness. The average permeability is about 12 millidarcy which was estimated from a pumping test, . Fig. 1 shows the source and receiver well geometry and the reference velocity field that is used in the tomographic inversion experiment. This velocity model was compiled by Saito et al. (2006) . Notice the high-velocity zone below 1100 m depth. The dipping green lines show the orientation of transition zones between permeable geological layers in the formation zone. The source and receiver wells both have a deviation angle of 15
• with respect to vertical. Sources and receivers are placed between 900 m and 1230 m depth. The horizontal distance between the top source and receiver is 92 m, while for the bottom source and receiver the horizontal distance is about 200 meters. The cross section with the target zone between the source and receiver well is virtually coinciding with the vertical direction except for a minor discrepancy.
The injection of almost 100 % pure CO 2 in the thin permeable reservoir zone was started in July 2003. The daily rate of injected CO 2 was between 20 to 40 tons. In January 2005, the total amount of 10.400 tons of CO 2 had been injected into the porous reservoir formation. The temperature and pressure of formation water were 48
• degrees Celsius and 10.8 MPa, respectively. The temperature and pressure are above the critical values (i.e., 31
• and 7.38 MPa). The injected CO 2 was therefore in a supercritical state, .
Data Processing
Oyo corporation, Japan, was in charge of the acquisition of the time-lapse data set. An Oyo wappa source was used to generate compressional energy in the source well. There are 97 shotgathers in the baseline data set, while the monitor data set consists of 79 shotgathers. The number of traces in the shotgathers decreases from 83 to 35 for increasing source depth. The baseline and monitor traces were carefully sorted in order to have a time-lapse crosswell data set with the same source-receiver geometry in both data sets. The final time-lapse crosswell data for the baseline and MS1, MS2 and MS4 consist of 4134 data points. Fig. 2 shows an example of a baseline and MS4 monitor shotgather with normalised amplitude for the source position at 1100 m depth. This is the part of the reservoir target zone very close to the CO 2 injection well head. The first arrival is rather weak in both shotgathers. The strong linear events are tube waves and reflected waves. Notice the similarities between the baseline and monitor shotgather indicating that the source and receiver positions in the monitor survey are well-repeated. However, the stacking procedure to obtain a high S/N-ratio in the seismic data was not identical in the two surveys. This means that the amplitude attribute in the timelapse data sets is unreliable. We do therefore only concentrate on the first arrival time in the baseline and monitor data.
The following data processing steps were applied to the crosswell data:
1. The baseline and monitor data were band-pass filtered between 200 Hz and 1000 Hz.
2. Oyo, corporation estimated the first arrival times per shotgather in the baseline survey (see the baseline first arrival time illustrated with the red line in Fig. 2a ).
3. Oyo, corporation perturbed where needed the baseline first arrival times in the monitor shotgathers to obtain the monitor first arrival times (see the monitor first arrival shown with the blue line in Fig. 2b . The red line is still the baseline first arrival time). This part was also done per shotgather.
4. The time differences between the monitor and baseline first arrival times were calculated in order to estimate the time delay attribute. This time shift attribute was used as data in the time-lapse time delay tomographic monitoring method. 
Methodology for Time Delay Tomography
The time delay tomographic method is used in a timelapse mode. According to Snieder and Sambridge (1992) andČervený (2001) the traveltime t base to first order of approximation of the first arriving P-waves for the source position r s and receiver position r r in the baseline data is given by
where t ref is the reference traveltime inherent to an arbitrary reference velocity model v ref . ∆t base is the traveltime perturbation due to velocity anomalies ∆v base with respect to the reference velocity field. Hence, the baseline velocity field v base (r) at coordinate position r to first order approximation is written as
Similar for the monitor data, the traveltime of the first arrivals for the source position r s and receiver position r r is approximately given by
and the monitor velocity field at coordinate position r is equal to
Notice that the same reference velocity model is used to compute the reference traveltime in the baseline and monitor survey. This means that the monitor time delay ∆t mon includes two components: 1) the time shift from the velocity perturbations with respect to the reference velocity model. This contribution is equal to the baseline time delay ∆t base and 2) the 4D time delay ∆t 4D inferred from the changes in the target velocity field ∆v 4D between the baseline and monitor survey. Thus,
Or, by subtracting Eq. (1) from Eq. (3) and then using Eq. (5), one find that the 4D time shift is equal to the time difference ∆t between the first arrival time of the monitor and baseline P-waves. Hence,
In general for finite-frequency wave propagation, the time delay ∆t(r r , r s ) can to first order of approximation be expressed as a volume integration over the target image area V of the sensitivity function or Fréchet kernel K ∆t (r) times the velocity perturbation field ∆v(r), Spetzler and Snieder (2004) . Hence,
The integration in Eq. (7) is carried out over the target volume between the source and receiver. To compute the Fréchet kernel K ∆t , one must know the source and receiver position, an appropriate reference velocity model and the power spectrum of the recorded wave field. Spetzler and Snieder (2004) give a complete description of expression (7) for finitefrequency wave propagation in 2 and 3 dimensional media.
In contrast to the well-known ray theory that is based a high-frequency approximation, the first order travel time shift in Eq. (7) includes the finite-frequency features of propagating waves. It turns out that the linear finite-frequency wave theory is a natural extension of ray theory. One can show that in the highfrequency limit (i.e., the frequency f → ∞) the time delay predicted in Eq. (7) equals the time shift computed with ray theory, hence where the integration of the velocity perturbation field is along the ray path ray derived from the reference velocity field. Fig. 3 shows examples of finite-frequency sensitivity kernels and ray paths in the crosswell experiment. The reference velocity model in Fig. 1 is used to compute the three Fréchet kernels and ray paths for different source-receiver combinations. The ray paths are indicated with the yellow lines, while the colour scale shows the values of the finite-frequency sensitivity kernels to the velocity perturbation field. Notice that the sensitivity kernels have the most sensitivity in a limited area around the ray paths. This area is the first Fresnel volume. In addition, ray bending effects inherent to the heterogeneous reference velocity model are included in the ray paths and the Fréchet kernels.
By combining Eq. (6) with Eq. (7) for finitefrequency wave theory or with Eq. (8) for ray theory, one finds that the observed time difference ∆t 4D between the monitor and baseline first arrival times is linearly related to the 4D changes in the velocity structure ∆v 4D in the time-lapse data set. Hence, time delay tomography can be used to derive difference velocity models from the crosswell seismic data in order to monitor the reservoir target zone for injected CO 2 .
Least Squares Inversion Approach
A standard linear least squares inversion is applied to compile the time-lapse velocity models from the 4D time delay attributes, Tarantola (1987) . Hence, the estimated model vectorm is computed from
The modelling matrix is given by A, the data and model covariance matrix are denoted C D and C M , respectively, while the data vector with the time delay attributes is written as d. It is necessary to use a regularisation condition to stabilise the inversion problem. The value of the regularisation parameter is carefully chosen as small as possible in order to minimise the effect on the strength of the velocity anomaly. A grid with cells by 6m×6m is used to parameterise the 4D velocity field.
Time-Lapse Monitoring Results
In a tomographic inversion before evaluating the estimated velocity models, it is important to compute the ray path coverage of the target zone for the given acquisition parameters. Non-uniform ray path coverage may bias the inverted model which in inversion theory is known as spectral leakage (Snieder and Trampert, 1999) . Estimated velocity models will only be free of artifacts inherent to the acquisition parameter for the case of uniform ray path coverage. The ray path coverage for the Nagaoka crosswell experiment (the figure is not presented here) shows as it is always the case with crosswell experiments that the top and bottom part of the target zone are undersampled compared to the centered part of the image. However, the area around the CO 2 injection well head show a more or less uniform ray path coverage meaning that the estimated time-lapse velocity models will be less biased.
The time-lapse tomographic models for MS1, MS2 and MS4 compiled with the linear wave theory are presented in Fig. 4 . A velocity anomaly is clearly visible in the porous reservoir below the CO 2 injection well head. The velocity scale is the same in all the subplots of Fig. 4 . By inspection of Fig. 4a and 4b, it is clear that the CO 2 front is expanding since the amount of injected CO 2 is increased from 3.200 tons CO 2 to 6.200 tons CO 2 . However, there seems to be only minor differences between MS2 (Fig. 4b) and MS4 (Fig. 4c) even though another 4.200 tons CO 2 was injected into the aquifer. The observed traveltime delays for MS2 and MS4 are likewise almost identical, indicating that the estimated time-lapse velocity models should as well be similar. The ghost signal of white stripes at the top reservoir is an artifact in the inversion due to noise and non-uniform ray path coverage. This we have confirmed by synthetic modelling, see the next section. The white stripes do not indicate leakage of CO 2 into the cap rock.
The time-lapse tomographic models for MS1, MS2 and MS4 computed with the standard ray theory are shown in Fig. 5 . The velocity scale in Fig. 4 and Fig. 5 is the same in order to make a fair comparison between the linear wave theory and the ray theory. In general, the 4D velocity anomaly compiled with the finite-frequency wave theory is about 25 % stronger in amplitude (i.e., -250 m/s) than the estimated timelapse velocity perturbation from ray theory (i.e., -200 m/s). In addition, the shape of the time-lapse velocity anomaly in Fig. 4 for MS1, MS2 and MS4 is more concentrated, while the 4D velocity field is clearly smoothed out in Fig. 5 for all three monitor times. Again, the ghost signal of white stripes at the top reservoir is artifically generated in the inversion because of noise and non-uniform ray path coverage. used time-lapse well logging to detect the CO 2 breakthrough in an observational well in the same field experiment. They found that the sonic P-wave velocity saturated with CO 2 decreases by -21 %. Xue and Lei (2006) conducted tomographic laboratory experiments where CO 2 was injected in cores of porous sandstone while recording ultrasonic waveform data along the core side. They estimated that the ultrasonic P-wave reduction was between -8 % and -16 % for the saturated sandstone. The time-lapse velocity anomaly estimated from time delay crosswell tomography is on the order of -10 % which is in the range of the findings of Xue and Lei (2006) .
Synthetic Time-Lapse Tomographic Monitoring Experiment
A synthetic inversion experiment was carried out in order to validate the stability and resolution of the time-lapse tomographic method. The source-receiver geometry in the Nagaoka crosswell experiment is applied in the synthetic validation test. To simulate CO 2 injection, a velocity anomaly of -250 m/s with the shape of a wedge is inserted at the location of the well head below the cap rock at 1100 depth. The true model is shown in Fig. 6a .
In the forward modelling part, Eq. (7) was used to compute traveltime delays inherent to the simulated velocity perturbation field in Fig. 6a . The standard least squares inversion in Eq. (9) was used to obtain the synthetic estimated velocity perturbation models compiled with the linear wave theory (i.e., Eq. (7)) and the standard ray theory (i.e., Eq. (8)), respectively. The synthetic inverted models are illustrated in Fig. 6b (wave theory) and 6c (ray theory). Notice that the velocity scale is identical in all three subplots of Fig. 6 , so that the result of wave theory versus ray theory are compared in a fair way. The synthetic model inverted using the linear wave theory reproduces almost exactly the strength of the true velocity anomaly whereas the edges of the structure are a bit smoothed out because of the regularisation condition in use. Notice the small white spots above and lower the main velocity anomaly. These white spots are artificially generated in the inversion because of non-uniform ray path coverage (a figure is not shown in this paper). In contrast, the synthetic estimated velocity model compiled with ray theory clearly underestimate the true velocity perturbation field both in terms of strength and structure of the true velocity anomaly. This synthetic test is an example of the deficiency of ray theory in high-resolution tomography that estimated velocity structures are in general underdetermined and blurted out. Spetzler et Spetzler (2003) and Spetzler and Snieder (2004) show similar examples.
We performed an additional synthetic modelling experiment where the synthetic time delay attributes had been corrupted with random noise. This experiment clearly shows that the unexplained noise component is responsible for the ghost signal above the reservoir area in the estimated 4D velocity models (a figure is not shown here).
In general, the synthetic validation experiment demonstrates that the time-lapse tomographic inversion approach is stabile and well-defined. In addition, we have shown that the linear wave theory is much more accurate than the standard ray theory in the time-lapse tomographic inversion. The synthetic experiment supports the observation in the real experiment that the time-lapse velocity anomaly estimated by wave theory is about 25 % stronger than the one computed with the standard ray theory.
CONCLUSIONS
We have used time delay tomography to monitor a crosswell seismic data set for the effect of CO 2 injection in a porous sandstone reservoir. Two approaches to describe the propagation of transmitted waves are used: 1) a finite-frequency wave theory and 2) the standard ray theory. The tomographic images compiled with the finite-frequency wave theory reveals a clear time-lapse velocity anomaly on the order of -10 % below the CO 2 injection well head. The tomographic 4D velocity field estimated from ray theory is about 25 % weaker. Noise and non-uniform ray path coverage are responsible for the ghost signal of white stripes at the top reservoir in the estimated 4D velocity models. These write stripes do not indicate leakage of CO 2 into the caprock. Time-lapse well logging in the same field experiment showed that the sonic P-wave velocity saturated of the CO 2 saturated sandstone was reduced by -21 %. Tomographic laboratory experiments on CO 2 saturated cores of sandstone indicate that the ultrasonic P-wave velocity decreased in the range of -8 % to -16 %.
