based on KLT and fast DCT are listed in Table II . We can see from this table that the KLT-based and FDCT-based ECSS methods significantly improved the recognition accuracy compared to the baseline, especially under the driving conditions of 30 mi/h and 55 mi/h. The recognition performance using the fast DCT is very close to that using KLT. The WRAs under the driving conditions of idle and 30 mi/h using fast DCT are even slightly higher, though not significant, than the WRAs using KLT.
based on KLT and fast DCT are listed in Table II . We can see from this table that the KLT-based and FDCT-based ECSS methods significantly improved the recognition accuracy compared to the baseline, especially under the driving conditions of 30 mi/h and 55 mi/h. The recognition performance using the fast DCT is very close to that using KLT. The WRAs under the driving conditions of idle and 30 mi/h using fast DCT are even slightly higher, though not significant, than the WRAs using KLT.
In our experiments, the first 2048 noise-only signal samples were used to estimate the nosie AR parameters with an order of four. In general, the noise is required to be relatively stationary, similar to other speech enhancement or noise compensation methods such as spectral subtraction or parallel model combination (PMC). On the other hand, the nosie AR parameters can be updated during speech inactive periods, and in this sense it can track slowly time-varying noise. Experimental results on speech enhancement (Fig. 4) shows that the FECSS method also helped to improve the SNR of the babble noise which is nonstationary.
IV. CONCLUSION
In this study, a fast algorithm has been proposed to approximate KLT for signal-subspace based speech enhancement. It is proven that the DCT is a good approximation to KLT for the covariance matrix of an AR(p) process. For computing the approximate eigenvalues of a symmetrix Toeplitz matrix, the fast algorithm reduces the computation
Experimental results show that the eigenvalues computed from the fast algorithm are very close to those from KLT for AR (10) processes with the AR coefficients extracted from the vowel, stop and nasal type phonemes from the TIMIT database. This fast eigen-decomposition algorithm is incorporated into the ECSS speech enhancement algorithm [2] for robust speech recognition in car and achieved recognition performances very close to those of the KLT-based ECSS algorithm while significantly reducing the processing time.
I. INTRODUCTION
"Efficient training algorithms for hidden Markov models (HMMs) using incremental estimation" by Gotoh et al. [1] discusses alternatives to the usual EM algorithm [2] for estimation of hidden Markov model parameters. The incremental EM procedure proposed by Neal and Hinton [3] , which at each iteration updates the model parameters based on a portion of the training data instead of the entirety of the training data, is applied to HMM training. Gotoh et al. [1] find experimentally that convergence is faster than under the usual EM algorithm. This is a valuable observation which adds to the growing body of evidence that such EM variants can be useful.
Gotoh [2] . However, the incremental EM procedure described by Gotoh et al. [1] is not guaranteed to increase the EM auxiliary function, and monotonic increase in the likelihood is not guaranteed, i.e., it is not a GEM procedure [2] , and this convergence argument cannot be used. We discuss why this is so, and provide conditions under which convergence results can be obtained. We also provide an example of an incremental EM procedure that finds a local maximum in likelihood and but is not monotonic in likelihood.
Gotoh et al. [1] draw the following conclusion in Section V-A. The incremental ML estimation approach has a solid theoretical foundation that extends the standard EM. An important consequence is that the monotone likelihood improvement still holds for this variant and stable convergence is guaranteed. In light of our analysis, this conclusion is not correct. We suggest an alternative conclusion: Incremental EM has a sound theoretical foundation and stable convergence to stationary points can be guaranteed even when the likelihood does not increase monotonically. In practice, these points are local maxima in likelihood (c.f. [4, ch. 3] ). However, this algorithm is not a GEM procedure and claims about its convergence cannot be based on GEM arguments. More general convergence arguments, which we provide, are required [5] . Similarly, incremental EM schemes used in tomography such as ordered subsets EM (OS-EM) of [8] and block iterative EM methods of Byrne [9] are not GEM algorithms, and other arguments are used to show their convergence. In contrast, algorithms such as Publisher Item Identifier S 1063-6676(00)09266-X.
1063-6676/00$10.00 © 2000 IEEE space alternating generalized EM (SAGE) [6] and alternating expectation conditional maximization (AECM) [7] are GEM algorithms, and GEM arguments are used in obtaining their convergence properties.
II. INCREMENTAL EM PROCEDURES NEED NOT SATISFY THE GEM CONDITION
For clarity, we adopt the notation of Dempster et al. [2] . Here, x is a random variable with density f(xj), and y is an incomplete observation, which is completely determined by x. Since the mapping from x to y is many-to-one, y does not determine x, and the conditional density of x given y is k(xjy; ). The EM auxiliary function 
Now suppose that x consists of independent components x1; 111; xT , where xt has density ft(xtj), and that each of the observations y t in y = (y 1 ; 11 1; y T ) is determined by the corresponding xt. These independence assumptions result in the conditional density k(xjy; ) decomposing into a product of component conditional densities 5 T t=1 k t (x t jy t ; ). The EM auxiliary function Using the notation of Gotoh et al. [1] wherex is the observed variable and (x; y) the complete variable, and supposing we process the observations sequentially, the incremental EM algorithm proceeds as follows. In the notation of Dempster et al. [2] , this is a specialization to exponential families of the reestimation procedure
Is this incremental procedure a GEM procedure? If so, (1) the local maxima under the incremental EM algorithm can be different from those obtained under the standard EM algorithm.
III. THEORETICAL CONVERGENCE RESULTS
The behavior illustrated in the previous section is predicted by our theoretical results [5] . It can be shown [5] that the incremental EM algorithm will converge to a stationary point in likelihood under slightly stronger conditions than those that are assumed for obtaining the convergence results for the standard EM algorithm [2] , [11] . In addition to the conditions given there, we assume that 1) argmax T t=1 Qt(jt) is unique for all (1; 1 1 1 ; T ) 2 8 T ;
2) family f(xj) has full support.
The first condition ensures that convergence of the value of the extended auxiliary function guarantees convergence of the parameter. Note that this condition is slightly different from identifiability-it restricts not only the parameterization of the family of densities f(xj)
but also the densities themselves. The second condition is necessary to prevent convergence to singularities of the extended auxiliary function. This assumption is not necessary for the standard EM algorithm because of the regularity assumptions on the model family and assumptions on the initial point (see [11, Eq. (6) ] and the assumption on the initial point in the paragraph following it). While we do not know of a general theoretical explanation of the improved convergence rates of incremental EM found in practice, we note that this procedure is closely related to OS-EM [8] , which is used in tomography. Hero [12] raises the concern that the nonmonotonicity of OS-EM leads "to the additional burden of monitoring the iterations for instability." Our analysis allays these concerns by providing easily verifiable conditions that guarantee the same convergence properties as the standard EM algorithm.
Gotoh et al. [1] suggest that a "decay factor" can be included in the procedure. They refer to a simple linear factor applied to the history. Our convergence analysis suggests that if ML convergence is de-sired, linear interpolation of statistics between iterations is more correct. We note that such modifications have recently proven useful for rapid speaker adaptation [13] .
I. INTRODUCTION
Digital hearing aids are becoming increasingly popular, with new digital signal processing (DSP) technology facilitating smaller and better performing devices. The feedback problem, which causes the "howling" or "whistling" sound when the receiver signal is fed back to the microphone, is also easier to handle in digital hearing aids. Adaptive feedback cancellation algorithms have been developed and tested, which cancel the feedback signal using an internal model of the feedback path, thus allowing for higher gain and improved performance before the hearing aid approaches instability [1] - [6] .
The feedback path model is never perfect, owing to rapid variations in the feedback path, model order limitations, and precision effects, and so a residual feedback signal still exists which hinders any additional gain. In this case, the hearing aid system must be made robust to differences between the feedback path and the model; otherwise the system will go unstable. This study presents a new approach in the design of hearing aid filters. These are designed such that the hearing aid system is robust to any given uncertainty in the feedback path, represented by a multiplicative bound around the feedback path model, while the gain requirements for the hearing loss compensation are satisfied. The robust hearing aid filter will ensure howling-free operation in everyday use. This paper presents the theory and an example of such a robust hearing aid filter design.
II. ROBUST STABILITY IN HEARING AIDS
A typical hearing aid includes a microphone to detect the external sound, a filter to provide the required compensation, a receiver to drive the sound into the user's ear, and a vent to reduce the unnatural feeling induced when the ear is occluded [7] . A block diagram of a hearing aid system is presented in Fig. 1 , where the hearing aid filter H is composed of a forward compensation filter Q and a model of the feedback path G 0 , also referred to as a feedback cancellation filter. A and B are the forward and feedback paths through the vent, and M and R are the electroacoustic responses of the microphone and receiver, respectively. The feedback path G = RBM (1) is the response from the receiver, through the vent, to the microphone, and could also include feedback due to mechanical or electrical paths.
