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Transcription is a fundamental and tightly regulated process in living cells and a
key step in the expression of the information contained in DNA. A wide variety
of experimental assays have been developed that enable genome-wide analysis
of the features of transcription and transcription regulation. We present sta-
tistical analysis combining both large existing datasets and new experimental
assays to explore three aspects of transcription regulation: (i) determinants of
transcription factor binding intensity, (ii) characterization of transcription initi-
ation regions at both promoters and enhancers and (iii) unsupervised identifi-
cation of transcription units.
Transcription factor binding intensity is affected by both DNA sequence and
local chromatin landscape. We aimed to disentangle these influences by com-
bining PB-seq (a new experimental approach developed by Michael Guertin)
with existing modENCODE data in the study of Drosophila Heat Shock Factor
(HSF). PB-seq enabled the estimation of the genome-wide binding energy land-
scape in the absence of chromatin. It further allowed the development of a sta-
tistical model to predict the departure of in-vivo binding intensities (from ChIP-
seq) from the naked chromatin binding intensities (from PB-seq), based on co-
variates describing the local pre heat shock chromatin environment. We found
that DNase I hypersensitivity and tetra-acetylation of H4 were the most influ-
ential covariates. Furthermore DNase I hypersensitivity could also be largely
recapitulated from the remaining covariates. Lastly, PB-seq data was applied to
develop an unbiased model of HSF binding sequences, which revealed distinct
biophysical properties of the HSF/HSE interaction and a previously unrecog-
nized substructure within the HSE.
Transcription initiation regions at promoters and enhancers have conven-
tionally been treated separately, although they share many features in mam-
mals. We examined all transcription initiation sites, for both stable and unstable
transcripts, using GRO-cap (a new experimental assay developed by Leighton
Core). Statistical modeling and analysis of this data, and its contrast with exist-
ing ENCODE datasets, reveal a common architecture of initiation at both pro-
moters and enhancers. This common architecture features tightly spaced (110
bp) divergent initiation with similar frequencies of core-promoter sequence el-
ements, highly-positioned flanking nucleosomes, and two modes of TF bind-
ing. Transcript elongation stability, a feature determined after transcription ini-
tiation, provides a more fundamental distinction between promoters and en-
hancers than the relative abundance of histone modifications and the presence
of TFs or co-activators. These results support a unified model of transcription
initiation at both promoters and enhancers.
Finally, we turn to the identification of transcription units from nascent RNA
assays (GRO-seq and PRO-seq). Although existing annotations focus on stable
RNA transcripts (cleavage and poly-Adenylation point), transcription extends
beyond the cleavage site. As such, the transcription process can potentially in-
fluence surrounding regions. We improve on previous work on the detection
of transcription units by obtaining an unsupervised method that does not de-
pend on RNA product annotations. We use these results to examine post poly-
Adenylation extension and cross-strand RNA polymerase collision effects.
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Proteins, nucleic acids and polysaccharides are among the essential macro-
molecules contributing to the fundamental functions in living organisms. Pro-
teins are the main actors in cell function and participate in virtually every pro-
cess within the cell. Some proteins are enzymes that catalyze biochemical reac-
tions and are vital to metabolism; other proteins have mechanical (structural)
functions in the cytoskeleton, or participate in transport processes, cell signal-
ing, gene regulation, etc.
The production of proteins within the organisms and the regulation of their
functions are thus critical aspects of life. Francis Crick, in 1956, named Central
Dogma the pathway relating DNA, RNA and proteins, where the main pro-
cesses identified are DNA replication, DNA to RNA transcription and RNA to
protein translation.
Not all DNA is subject to transcription; in fact, most transcription is fo-
cused on relatively small sequences, called genes, which encode the informa-
tion needed to assemble proteins. Nevertheless, other regions of the genome
are also transcribed to a lesser extent and are thought to play a role in primary
protein-coding gene regulation. In particular, unstable (rapidly degraded) tran-
scripts are observed upstream of protein-coding genes (sometimes referred to
as upstream anti-sense non-coding RNAs or uaRNAs [109][27]) and at distal
enhancer transcription factor1 binding sites (sometimes referred to as enhancer
1A transcription factor is a protein, or protein complex, that binds DNA, either directly or
indirectly, and influences the amount of transcription either locally or at a distal target. Dis-
tal enhancers where the regulatory regions bound by these factors that have positive effect on
transcription initiation of their target genes.
1
RNAs or eRNAs [78]). Furthermore, non-coding transcripts, such as long inter-
spersed non-coding RNAs (lincRNAs [102]), have been a recent focus of atten-
tion as new methods have enabled their detection. These RNAs can be found
either by themselves or coupled with protein-coding genes (in place of uaR-
NAs) or with eRNAs (short non-coding RNAs produced at enhancer regions),
at enhancer binding sites. For all of these, RNA Polymerase II (Pol II) is the main
molecular complex responsible for transcription, following a similar, highly reg-
ulated, process.
An initial level of transcription regulation occurs through DNA packing
around protein complexes called nucleosomes (the DNA-nucleosome complex
is known as chromatin, although this term is also used to include other DNA-
binding proteins). Formed by two copies of each of the core histones H2A, H2B,
H3, and H4 [92], the nucleosome resembles two parallel disks around which
DNA loops twice, totaling about 146 bp. Various features of these histones, in-
cluding their placement along the DNA sequence, composition (there are vari-
ants of the core histones), and modifications of the free “tails” of the histones,
result in varying degrees of DNA packing. Thus, through modulation of DNA
accessibility, parts of the genome are made available or unavailable to transcrip-
tion initiation and regulatory factor binding. DNA accessibility is thought to be
one of the main forms through which cell differentiation propagates regulatory
state during development of multi-cellular organisms [130].
In the presence of suitably accessible DNA regions, Pol II can then be re-
cruited by transcription factors at the core promoter region and proceed through
its the transcription activity cycle [45] (see Figure 1.1). The cycle starts by the
binding of the core transcription factors, which help recruit Pol II, forming with
2
Figure 1.1: Transcription cycle: 1) Chromatin opening; 2) PIC formation; 3) Initiation;
4) promoter clearance; 5) escape from arrest; 6) productive elongation; 7) termina-
tion. Green balls represent nucleosomes; red rocket represents polymerase; Ps represent
phosphorylations; purple strand represents RNA; other shapes represent transcription
factors. [Adapted from Fuda et al., Nature 461 (10), 2009]
it the pre-initiation complex (PIC). The formation of the PIC, and whether or
not it results in actual productive transcript elongation, often depends on which
protein transcription factors (TFs) are associated with both the promoter region
and more distal enhancer and repressor regions. These transcription factors
interact directly or indirectly with the PIC and are a component of the transcrip-
tion regulation. The next step in the cycle, promoter-proximal pausing, shortly
after elongation initiation, has been observed on a subset of genes, in several
3
organisms. Pol II pausing and accumulation for extended periods is observed
around 50 bp from the transcription start site (TSS). It constitutes a regulatory
step that allows rapid “initiation” of gene transcription following an external
stimulus mediated by a transcription factor, by bypassing the relatively slower
process of assembling the PIC and transitioning into transcript elongation [1].
This is followed by an elongation phase where co-transcriptional processes like
intron splicing occur [113]. This phase is completed with the recognition of se-
quence elements that mark the end of the mRNA transcript (or early transcrip-
tion termination for unstable transcript products) and the cleavage addition of
a polyA tail (long sequence of adenine nucleotides) [83]. The transcription ac-
tivity cycle however does not end here, as Pol II continues to transcribe beyond
this point, producing an independent transcript, until actual transcription ter-
mination. One of the proposed processes for this final termination is a collision
between the transcript degradation machinery and Pol II, as it concurrently con-
sumes the nascent uncapped transcript [115]. Pol II is then free to restart the
cycle again. All steps in the cycle are subject to regulation through direct and
indirect interactions with proteins binding the DNA, the nascent RNA, nucleo-
somes or the Pol II complex itself.
As mentioned, chromatin accessibility is a main factor in transcription reg-
ulation, by either making transcription regions accessible to the Pol II initiation
complex or making distal regulatory regions accessible for transcription factor
binding. The latter is dependent on physical proximity of distal regions and is
subject to chromatin-chromatin bridging by factors like CTCF and cohesin [98].
Naturally, chromatin structure and composition has been a major focus of study
and a driver for important technology development.
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In recent years, the development of short read sequencing technology cou-
pled with Chromatin Imunoprecipitation (ChIP-seq) [69] enabled measurement
of DNA-protein associations on a level not previously possible. It has allowed
measurements of the distribution across the genome of histone variants, post-
translational modifications of histones, bound transcription factors (TF), tran-
scriptionally engaged Pol II, and other important components of transcription
regulation.
In addition, experimental assays have been developed to capture the RNA
products of transcription. These assays can be broadly divided into those based
on stable accumulating mRNA molecules (messenger RNA, the end product of
gene transcription) and those based on mapping nascent RNA (newly synthe-
sized RNA still attached to elongating Pol II). The first group includes RNA-
seq, which is used to map the transcribed regions (exons in the case of protein-
coding genes), and CAGE-seq, which is used to precisely map the start sites of
these stable mRNAs. The second group, which has developed more recently,
includes the global nuclear run-on assay (GRO-seq; [27]), which has enabled
the quantification of RNA synthesis distribution across the genome by engaged
polymerase molecules (among them, Pol II). GRO-seq helps map both the DNA
that is transcribed as part of mRNAs, the spliced out portions (introns) and,
most importantly, the rapidly degraded transcripts (uaRNAs and eRNAs). This
assay, and its higher resolution descendent PRO-seq (precision nuclear run-on
and sequencing; [81]), maps the position of engaged Pol II and relative amounts
present across the genome. These assays thus enable the inference of the pres-
ence of obstacles to transcription and their relative strength, and are informative
about cross-strand collisions between engaged Pol II.
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The development of genome-wide assays and sequencing technologies has
enabled large-scale analysis of many genomes. The goals in genomics are now,
not only to obtain the full genome sequence for many organisms and annotate
their genes, but also to map TF binding sites, chromatin state and accessibility,
transcribed regions, etc., across cell types, developmental stages and experi-
mental conditions — that is, to get a full picture of the genome and associated
proteins, to enable a more complete understanding of genome structure and
(transcriptional) regulation.
Leading this effort are two key projects, ENCODE and modENCODE. The
aim of these two projects is to gather the results of the efforts of researchers
around the world into the understanding of the human (through the ENCODE
project) and the major animal model organisms, D. melanogaster and C. elegans
(through the modENCODE project). The efforts of these large consortia provide
a wealth of information that can be used to further our models of transcription
and gene regulation.
The work reported in this thesis aims to leverage advances in sequence-
based assays and the large datasets available to explore transcription regula-
tion. Chapter 2 is focused upon the differences between the TF binding affinity
to naked DNA versus in-vivo chromatin modulated binding affinity, through
a detailed study of Heat Shock Factor (HSF) binding in Drosophila. Chapter 3
focuses on transcription initiation and uses a variation on a nascent RNA based
assay to characterize divergent transcription initiation site structure, in human
cells, for all Pol II derived transcripts independent of stability. Finally, chapter
4 focuses on unsupervised detection of transcription units (TU) from nascent
RNA and analysis of TU profiles with a focus on post-polyA extension. The
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following sections provide a brief background on technical topics needed to un-
derstand the methods used throughout this work.
1.1 Transcription Factor Binding Models
Research into transcription factor binding is a vast field from both the experi-
mental and computational perspectives. Ultimately, the answers to questions
such as which transcription factors are bound, where are they bound across
the genome and how strongly are they bound at each locations, are necessary
for a comprehensive understanding of transcription regulation. As such, these
questions have been approached through both experimental and computational
methods. This section will give a very brief description of the relevant aspects of
transcription factor binding and the commonly used approaches to elicit exper-
imental binding data and to model the sequence affinity of transcription factors.
Upon activation and entering the cell nucleus, a DNA binding transcrip-
tion factor (TF) protein complex exists in a chemical equilibrium with accessible





In other words, part of the time the TF will be bound to a particular DNA se-
quence (DNA sequence element, or substrate S ; bound state denoted as TF : S )
and otherwise it will be free (as denoted by the ‘+’ sign). The relative time that
the TF is bound will depend on factors such as the concentration of the factor
([TF]), the concentration of accessible DNA ([S]) accounting for relative time that
the DNA is accessible (their may be other proteins competing for binding, such
2Some transcription factors do not bind directly to DNA, but rather to some other protein
complex. Replacing DNA with the target protein will yield a similar description of the process.
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as nucleosomes) and the binding affinity of the TF and the underlying DNA






[TF : S ]
The most commonly used experimental assay to detect binding in in-vivo
conditions is ChIP-seq [69]. Briefly, in ChIP-seq, TF-DNA binding is chemically
frozen in place by a process called cross-linking and, through immunoprecip-
itation, the segments of DNA to which the TF is bound are separated out and
subjected to short-read sequencing. Sequenced reads are mapped back to the
genome and preferentially align (“pile-up”) around the binding sites. Software,
such as MACS [149], has been developed to identify these pile-ups of aligned
reads, and therefore detect “peak” regions on the order of a two to four hun-
dred base pairs that putatively contain as binding sites. Note that most TFs
recognize a very short DNA sequence, typically between 5 and 15 bp, so peak
identification is just an initial step in the analysis. However, peak identification
is not without its difficulties. As in-vivo TFs are interacting with their regula-
tory targets, cross-linking will to some degree indirectly select for these distal
regulatory targets, leading to false-positives. Furthermore, it is not uncommon
to have multiple binding sites in close proximity (a few hundred base pairs or
less), which leads to partially overlapping ChIP-seq peaks, usually detected as
a single broad peak. Finally, ChIP-seq, as with many modern assays, is con-
ducted not for an individual cell but for a population of cells, so the read profile
reflects a mixture of binding events across these cells. Ongoing research is being
conducted to improve resolution, through methods like ChIP-exo [114], and the
use of factor agnostic information such as footprinting methods based on high
density DNAse-seq [63][105].
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TF sequence affinity is typically modeled through a position weight matrix
(PWM), which describes the relative frequency of each nucleotide per binding
position, under a simplifying position independence assumption, and can be re-
lated to binding energy [14][132]. PWMs are either obtained experimentally by
successive selection steps over a pool of small random DNA fragments (SELEX
and related methods; [131][118]) or computationally, by searching for enriched
patterns from a set of experimentally obtained DNA sequences, for example
ChIP-seq peaks, given some background model (MEME [6] and similar meth-
ods). The former approaches tend result in PWMs that more closely reflect the
TF sequence preferences, while the latter approach tends to reflect the genomic
distribution of binding sequences for that factor. These are not likely the same,
as tuning sequence affinity is a possible way through which natural selection
can fine tune transcript regulation. Several attempts have been made to build
models that allow for richer position dependencies without overfitting [9][95],
but they are not currently in widespread use. Furthermore, TFs are sometimes
composed of multiple binding domains, or work as a complex of two or more
copies, with potentially variable spacing in-between [95]. Sometimes the prob-
lem can be made easier through the addition of a sequence set where binding
does not occur or is expected to be depleated [137]. Overall, given a PWM (or
set of PWMs) the next step is to search for binding sites, i.e., sites along a set
of potential sequences, where sequence composition better matches the PWM
than the background model.
TF binding site identification is a hard problem. Typically one is not inter-
ested in all potential sites across the genome, but rather the much smaller subset
that is actually bound in a given condition. As TFs are not the only proteins com-
peeting for DNA binding, it is not necessarily the case that the best binding site
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in a local region is actually the one bound by the factor of interest, although this
is a reasonable heuristic in many cases. Common approaches include focusing
TFBS identification on ChIP-seq peaks, possibly including a peak deconvolu-
tion step, or baring the availability of ChIP-seq data for the factors in question,
reusing DNase-I HS peak information (e.g Centipede method; [106]). Finally,
TF binding sites (TFBS) can be part of larger regulatory modules (see [150] for
an example), which can potentially be used to improve detection.
1.2 Linear Regression
Linear regression models, and generalized linear regression models such as lo-
gistic regression models, are often used as a first step towards understanding
how a quantity of interest Y (response) relates to some observed set of features
or covariates X. The simple model structure lends itself to ease of parameter in-
ference and interpretation, especially with lower dimensional inputs. In general
terms, the regression function r(x) can be defined as:
r(x) = E[Y |X = x] =
∫
y f (y|x)dx
where f (y|x) is the conditional probability of the response given the covariates.
Given a number of observations (Yi, Xi), the goal is to estimate the regression
function. Linear regression models take the form:
Y = Xβ +  or E[Y] = Xβ
where Y and  are vectors of length N, β is a vector of length k, and X is a N × k
matrix. Also, E[i|Xi•] = 0 and Var[i|Xi•] = σi. Generalized linear models extend
this definition to:
E[Y] = µ = g−1(Xβ)
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where g(µ) is named the link function. In particular, for logistic regression, the









The parameter vector β can be inferred through least squares, for linear models
with the error term following a Normal distribution, or using the reweighted
least squares algorithm for logistic regression. In either case, we obtain a set
of estimated parameters (regression coefficients). Direct interpretation of the
coefficient values is useful, but still requires some effort. In particular, it is nec-
essary to normalize the input data such that all input covariates are on the same
scale, to ensure that the coefficients are comparable. It is also possible to test the
hypothesis that each coefficient is zero, thus interpreting the p-values to indi-
cate that the corresponding covariates are useful. One alternative approach is
to estimate the fraction of explained variance ( R2 ) attributable to each covariate
[51][135] (a similar method has been developed for logistic regression [70]).
In genomic studies, however, there are usually a very large number of co-
variates and some interest in modeling interactions. Feature interactions are
generally problematic to handle due to the exponential growth of the number
of interaction tuples as the tuple size grows. This combined with the assump-
tion that many of these features/combinations are not relevant, leads to the
use of sparse regression, where a penalty is imposed on regression coefficients
that push them towards zero. Least Absolute Shrinkage and Selection Operator
(LASSO) proposed by Tibshirani [134], is a popular penalty for feature selection
in linear regression models. One way to express this penalty is to add a term to
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the conditional log-likelihood form of the regression:


















where P(β) is the penalty of the form: P(β) =
∑k
i=1 |βi| and λ is the penalty weight
(usually tuned via cross-validation). Over the years, LASSO has been extended
to several classes of generalized linear models, including logistic regression [42]
and more elaborate models that extend linear regression to incorporate more
advanced models of feature interaction. One such method, rule ensembles [43],
used in Chapter 2, combines small conjunctive rules (decision trees) with lin-
ear regression and applies a LASSO penalty to keep the number of rules under
control. As such, it strikes a compromise between modeling interactions in an
interpretable way and exploring the set of possible interactions. Similar to reg-
ular linear modes, it is also possible to define a measure of relative importance
for covariates in the context of rule ensembles that takes into account not only
the coefficients of each rule, but also in what fraction of the input data do the
rules activate. This is discussed in more detailed in [43].
Overall, linear regression models and their extensions provide flexible tools
to express the relationship between properties of interest, with modest compu-
tational and parametric complexity, making them widely applicable not only in
the interpretation of biological data but also in many other fields.
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1.3 Hidden Markov Models
A hidden Markov model (HMM) defines a probability distribution over a, pos-
sibly infinite, set of finite sequences of values. Here a value is anything over
which a probability distribution can be defined. A Markov model is a set of
random variables, one per position along the sequence, that form a conditional
dependency chain between consecutive positions. That is, the probability of the
random variable ( Zi ) is defined conditional on the value of the random vari-
able at the previous position ( Zi−1 )3 : P(Zi|Zi−1 = v) , together with an initial
state probability distribution P(Zi) (see Figure 1.2A). Given this structure, the
chain can be interpreted as a random walk though the state space (the domain
of Zi ) as time passes on (each position being a time point); in other words, a
generative process where each successive state (Zi value) is obtained from the
previous state (Zi−1 value) according to the probability P(Zi|Zi−1). In a HMM,
at each position there is an additional random variable Xi generated (emitted)
based on the state, according to the distribution P(Zi|Zi−1 = v). The sequence of
Xi is referred to as the observations, or emissions, (typically known values) and
the sequence of Zi is referred to as the hidden state path (typically unknown).
One way to interpret the model is to consider the observations as a noisy read-
out of the true hidden state sequence. HMMs are a very useful framework for
sequence segmentation and find applications in areas like speech recognition,
DNA sequence analysis, among others [110][34].
The hidden state space can be either continuous or discrete, depending on
the application. Similarly, the above definition can be extended from unit time
steps (discrete time) to varying continuous steps (continuous time). In the later
3This is a first-order Markov model. Higher order models are also possible, with Zi depend-
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Figure 1.2: Hidden Markov Model random variable and state graphs. (a) HMM random
variable graph for a sequence of length N: states Z1 . . . ZN , emissions X1 . . . XN . Observed
nodes shaded in light grey. Also shows the implied sequence likelihood function defini-
tion P(X). (b) Example finite automata for a finite discrete state space. Valid transitions
(non-zero transition probability) indicated by arrows (i.e., an arrow from A to B implies
P(Zi = B|Zi−1 = A) > 0). The right side shows the corresponding state initial probabilities
(P(Zi)) and transition probabilities (P(Zi|Zi−1)).
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case, each state change is associated with an event time that drawn from an
exponential distribution. In this work, we restrict ourselves to discrete time and
(finite) discrete state spaces. With a discrete space HMM, the state space can
be represented by a (regular) automaton (see Figure 1.2B), with transition from
state A to state B corresponding to a non-zero probability P(Zi = A|Zi−1 = B).
If the definition of these transition probabilities is identical across the sequence
the HMM is said to be homogenous, otherwise it is called non-homogeneous.
Typically, the hidden states are unknown and we have one or more se-
quences of observations (emissions) with the goal of fitting the model to the
data (parameter inference) and determining the hidden state path (parsing).
Parameter inference is easy if the matching set of hidden states are known, as
parameters can then be directly estimated. When the hidden state paths are un-
known, the maximum likelihood parameter estimates for transition and emis-
sion probability distributions, given a set of observed sequences, are obtained
via Expectation-Maximization (EM) algorithm [32]; a well-known instance of
EM, when both the state space and the observation space are finite discrete sets,
is the Baum-Welch algorithm [11][34]. After obtaining a set of parameter esti-
mates, the HMM model can be used to parse or decode an observed sequence
into a path through the hidden state space. Given a set of parameters and an
observation sequence, the maximum likelihood path (Z) can be obtained via the
Viterbi algorithm [139]. An alternative way to parse an observation sequence
is to compute, at each position, the posterior probability P(Xi|Z) and then chose
the state with maximal posterior probability, known as posterior decoding. This
does not necessarily yield a valid path through the state space. An example
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Xi | Zi = z Pois( z )
P(Z1 = A) = 1
Figure 1.3: Example two-state HMM with Poisson emission distributions. Transition
and emission parameters are shown on the left for the true HMM (used to generate
state path and observations shown on the top two right-side plots), the initial guess
values used for EM and the final EM estimates. Additionally, the bottom two right-
side plots show the viterbi path and the posterior decoding using the estimated EM
parameters.
In practice, HMM models have a number of shortcomings. When used for
segmentation, it is not always the case that the length distribution of the seg-
ments (particular sequences of hidden states of interest) can be well approxi-
mated by regular grammars (combinations of geometric distributions per state).
Parameter inference can be challenging. Although EM is a very effective tech-
nique, it is not guaranteed to find the global maximum over the entire param-
eter space, so parameter initialization plays an important role. In practice, this
comes into play due to the interplay between transition parameters and emis-
sion parameters, namely, a bad initialization or model structure, may lead tran-
sitions into a particular state to have zero probability. For that reason, some-
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times it is necessary to fix parts of the model parameter set using some a priori
knowledge and not estimated via EM. This section introduced the basic con-
cepts and terminology to help an unfamiliar reader to follow the uses of HMMs




ACCURATE PREDICTION OF INDUCIBLE TRANSCRIPTION FACTOR
BINDING INTENSITIES IN VIVO1
2.1 Introduction
Binding of transcription factors (TFs) to DNA elements is necessary to establish
and maintain functional changes in gene expression levels. The mechanism by
which these factors seek out and bind to their cognate motif elements remains
an area of active investigation (reviewed in [39]). TFs are present at cellular con-
centrations that allow binding to sites that are degenerate from the consensus
sequences, and genomes of eukaryotes are littered with potential degenerate
binding sites; however, only a small fraction of potential binding sites are rec-
ognized in vivo. Moreover, TF binding sites vary dependent upon cell type and
cellular conditions. In vivo, TF binding is potentially dependent upon motif
accessibility and the surrounding chromatin landscape. Therefore, determin-
ing a comprehensive set of potential genomic binding sites and quantifying the
joint effects of DNA sequence and chromatin landscape upon binding intensity
remains a challenge.
Experimental approaches to characterize TF binding sites include assays
such as ChIP-seq, protein binding microarrays (PBM) [15], iterative rounds of
protein-DNA binding and selection with a complex oligonucleotide library [89],
or extrapolation from DNase I hypersensitivity regions [63]. However, perhaps
1The content of this chapter is the result of a joint work with Michael Guertin, published
in PLoS Genetics 8(3): e1002610, March 2012. Michael Guertin developed and conducted the
experimental assays. I developed the statistical analysis. Writing and interpretation were a joint
effort.
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the most direct way to determine all potential TF binding sites within a genome
is to incubate purified TF and naked sheared genomic DNA in vitro, and then
specifically quantify the TF-bound DNA [90]. This in vitro method allows bind-
ing sites to be interrogated in their native sequence context without the con-
founding effects of chromatin and cooperation between chromatin-bound fac-
tors.
It is challenging to predict in vivo TF binding accurately even when all po-
tential in vitro binding sites have been characterized, because the chromatin
landscape dramatically influences binding and it changes dynamically with de-
velopment and with alterations in cellular nutrition and environment [53], [86].
Recent TF binding site modeling efforts have considered genomic nucleosome
occupancy or DNase I hypersensitivity data to account for the effect chromatin
has upon in vivo TF occupancy [73][99][106][18].
However, these models are limited in that they rely upon genomic accessi-
bility data and TF binding data produced under the same conditions. To date
there are no data sets that describe the full set of potential TF binding sites, the
chromatin state data prior to binding, and occupied binding sites in vivo, in a
single inducible system. Integration of these three data sets would allow one
to decouple the effect TF binding has upon chromatin state from the effect pre-
existing chromatin state has upon induced TF binding.
The heat shock response of Drosophila is a model system extensively used to
study the general functions of sequence specific activators and how they func-
tion to regulate transcription (reviewed in [54]). The master regulator of the
heat shock genes, Heat Shock Factor (HSF), has a modest affinity for DNA under
non-stress conditions [53][58][48], and upon stress, HSF homotrimerizes and in-
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ducibly binds to a conserved consensus motif at over 400 sites in the Drosophila
genome [53][48]. While over 95% of the HSF binding sites contain an underly-
ing HSF sequence motif element (HSE), the vast majority of predicted genomic
HSEs remain HSF-free following heat shock. Therefore, the chromatin land-
scape most likely plays a prominent role in determining binding of HSF.
Here, we describe an experimental technique, protein/DNA binding fol-
lowed by high-throughput sequencing (PB-seq), to quantify the binding poten-
tial of all binding sites within a genome. We then develop a quantitative model
that incorporates HSF PB-seq data, together with HSF ChIP-seq in Drosophila
S2 cells [53] and S2 cell chromatin data, that accurately predicts observed in
vivo HSF binding profiles. Moreover, our model allows us to quantify the rel-
ative importance of the chromatin features influencing HSF binding intensity.
Finally, we develop a sequence model that uses HSF PB-seq data to character-
izes the relationship between positions within the HSE and provide biophysical
insight into the mechanisms by which HSF interacts with its cognate element.
2.2 Results
2.2.1 Quantification of the absolute binding affinity of all ge-
nomic Drosophila HSEs
We performed an in vitro binding experiment with purified HSF (Figure A.1)
and naked, sheared genomic Drosophila DNA, to derive an accurate set of poten-
tial HSF binding sites in the Drosophila genome. HSF-bound DNA was specifi-
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cally eluted and detected by high throughput sequencing (Methods). The HSF
PB-seq experiment yielded 68% of the sequence tags within peaks. In contrast,
typical ChIP-seq protocols are more inefficient and the majority of DNA (60%
to >99%) sequenced is uninformative background DNA [104].
Peak calling revealed 3952 HSF-binding peaks (p < 0.01; 2848 peaks were
common to both experimental replicates), which include 60% of the previously
identified high-confidence HSF binding peaks in vivo [53]. The naı¨ve expecta-
tion is that every in vivo HSF peak should have a corresponding in vitro peak,
but it is not surprising to observe an incomplete overlap of in vivo by in vitro
peaks, for various reasons. As will be discussed, binding sites detected in vivo
but not in vitro tend to be more degenerate and have higher DNase I accessi-
bility. Additionally, in vivo binding sites that are dependent upon cooperative
interactions with pre-bound chromatin factors, long range DNA interactions,
post-translational modifications of HSF [22], higher-order chromatin structure,
or bridging protein interactions [49] will not be detected in the current form of
PB-seq.
Underlying the in vitro binding peaks, we detected 3735 clusters of HSF
binding site HSE sequences (2896 in peaks common to both replicates) at 20%
HSE False Discovery Rate (FDR). We used clusters of co-occurring sites due to
the uncertainty in HSE detection (see Methods). Furthermore, the majority, 3389
clusters (2586 in peaks common to both replicates) are not detectably bound in
S2 cells in vivo. Figure 2.1 shows two examples of in vitro binding sites flanking
the Cpr67B gene that are not bound in vivo. Moreover, the in vitro binding data
quantifies differences in the in vitro and in vivo HSF binding intensity, such as
the peaks within each of the promoters for Hsp23 and Hsp26 (Figure 2.1).
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Figure 2.1: In vitro binding reveals potential HSF binding sites. The blue box highlights
strong differences in the usage of potential binding sites in vivo at the Cpr67B locus,
while the green boxes highlight differences in the magnitude of binding to major heat
shock genes promoters, despite comparable in vitro binding affinities.
The PB-seq experiment allows for an estimate of the relative binding inten-
sity of each HSE, based on the number of sequence tags associated with it. To
compute the dissociation constant (Kd) values it is necessary to have estimates
for both the fraction of bound and free HSE in the PB-seq experiment. Since
the PB-seq data only provides information on the bound fraction, we needed
to determine the absolute Kds for two HSEs that are found within the PB-seq
data in order to provide enough information to estimate the free fraction (see
Methods).
To generate the HSF/HSE Kd measurements, we performed electrophoretic
mobility shift assays (EMSA). The EMSAs were performed with purified HSF
and HSEs that are only modestly degenerate from the consensus. We found that
HSF binds to the first HSE with ∼ 42.6 pM interval: 36.8-49.4 pM; Figure 2.2A
and Figure 2.2C) and the second HSE with ∼ 224 pM affinity (95% confidence
interval: 181-276 pM; Figure 2.2B and Figure 2.2D). The resulting two absolute
Kd values enabled us to transform PB-seq read depths into absolute Kd values
22
Figure 2.2: Recombinant HSF binds HSEs with picomolar affinity in vitro. A and B) The
mobility of the constant 200 attomole HSE probe shifts into a trimeric-HSF:HSE com-
plex as increasing HSF is added. There is no HSF in the left-most lane, the right-most
lane contains 3 nM HSF (1 nM trimeric HSF), and the intervening lanes contain two-fold
serial dilutions of HSF. C) A hyperbolic curve based on the Kd equation (see Methods)
was modeled using the band shift data, indicating a Kd of 42.6 pM (95% confidence in-
terval of 36.8-49.4 pM). D) A hyperbolic curve based on the Kd equation (see Methods)
was modeled using the band shift data, indicating a Kd of 224 pM (95% confidence in-
terval of 181-276 pM). E) The intensity of each isolated HSE in the Drosophila genome is
transformed to an absolute Kd using the absolute Kds calculated from band shift data
in panels A and B. The Kd values range from 40-400 pM.
(Figure 2.2E and Methods). We confirmed the transformation of the relative
Kd values to absolute Kds by performing band shifts with genomic HSEs of
different predicted Kd values (Figure A.2). The experimental verifications of the
measurements are within the estimated error of the EMSA confidence interval
and the variability between PB-seq replicates (Figure A.3).
Taken together, these measurements allow us to characterize the binding en-
ergy landscape for HSF across the entire Drosophila genome, in the absence of
chromatin. Our estimated Kd values for isolated HSEs in the Drosophila genome
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ranged from 40-400 pM (Figure 2.2E). These in vitro binding results demonstrate
the feasibility and efficiency of combining high-throughput detection methods
with classic EMSA and competition experiments to quantify the binding energy
for the comprehensive set of potential genomic binding sites for a sequence-
specific TF.
2.2.2 Chromatin features and PB-seq data predict HSF binding
intensity in vivo
Our data reveals substantial differences between in vivo and in vitro binding
intensities (Figure 2.3A), underscoring the role of chromatin in determining in
vivo binding site selection and affinity. We found DNase I hypersensitivity was
the most important predictor of HSF binding; therefore, we scaled the in vivo
and the in vitro read counts so that they were approximately equal at in vivo
sites with high DNA accessibility (Methods, Figure A.4). After this normaliza-
tion, we partitioned the binding sites that were detectable in vitro into classes:
“unaffected” sites, bound at comparable affinities in vivo and in vitro (55 red
points in Figure 2.3A; 2% of all sites); “suppressed” sites, with reduced, but de-
tectable, in vivo intensity (365 green points; 13%); and “abolished” sites, below
the in vivo threshold for detection (2223 blue points; 76%). In addition, sites
not detectable in vivo or in vitro were labeled “background” (249 gray points;
9%), and sites with stronger relative in vivo intensity compared to in vitro were
labeled “enhanced” (4 black points; 0.1%).
PB-seq data reveals potential HSF binding sites, providing the opportunity
to model the effect that non-stressed chromatin landscape has upon induced
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Figure 2.3: In vitro and in vivo binding of HSF to genomic HSEs do not correlate. A)
A scatter plot comparing the observed in vivo HSF binding intensity and in vitro bind-
ing intensity for each isolated HSE indicates that the vast majority of in vivo binding
is suppressed (green) or abolished (blue), if we assume that the top seven most DNase
I hypersensitive isolated HSE clusters provide the best estimates for sites that are min-
imally influenced by chromatin. After scaling, red points have similar in vivo and in
vitro intensity, black points may be enhanced in vivo, while green and blue points are
suppressed and abolished, respectively. B) The points from panel A were categorized,
and the resulting bar chart shows the relative frequencies of each category.
HSF binding intensity. There is a wealth of chromatin data available for S2 cells
during unstressed conditions [77][47], and heat-shock induced binding sites of
HSF in S2 cells are also known [53]. We used DNase I hypersensitivity data
[77], MNase data [47] and ChIP-chip data for 9 factors and 21 histone modifi-
cations for unstressed Drosophila S2 cells (Table A.1) [77] to predict the intensity
of inducibly bound in vivo HSF-bound sites (Figure 2.4A, Figure A.5 and Fig-
ure A.6). For our statistical model, we selected a rules ensemble [43], a linear
regression model in which some terms are combinations of covariates known
as “rules”. This approach allowed us to capture fairly complex interactions be-
tween covariates. For example, a rule might apply when H3K27ac and DNase I
hypersensitivity both exceeded designated thresholds (value ranges can also be
expressed). Each rule’s coefficient is added to the predicted value if, and only if,
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the rule applies. When there is only one covariate, the model reduces to a linear
regression.
The Pearson’s correlation coefficient between HSF ChIP-seq data for the
model incorporating all these data sets was r = 0.62 (Figure A.6 and Figure A.7).
As the large number of covariates brings with it some danger of overfitting, we
tested combinations of the four classes of covariates: DNase I hypersensitivity,
MNase, histone modifications/variants, and non-histone factors (Figure 2.4B,
Figure A.6, Figure A.7). Of notice, the correlation of the linear regression model
that incorporates DNase I data was r = 0.64 on the test data (Figure 2.4B and
Figure A.7B). Our study is consistent with a previous study that obtained r =
0.65 for actual and inferred TF binding intensities using a DNase I dependent
model [73].
Other covariate classes produce similar, but lower, correlations. The rules
model using histone modifications and histone variants yielded r = 0.57 (Fig-
ure 2.4B and Figure A.7), while a rules model incorporating non-histone bound
chromatin factors yielded r = 0.58 (Figure 2.4B and Figure A.7). Combining co-
variate classes further improves the correlation to as much as r = 0.70 (Figure A.6
and Figure A.7). We also examined the Receiver Operator Curves (ROC) for the
different covariate combinations (Figure A.8) and found concordant results. If
we assume that the PB-seq, genomic ChIP, DNase I-seq, and MNase-seq ex-
periments are maximally resolved and sensitive, with no experimental noise,
an approximate upper bound is given by r = 0.90, as observed for two HSF-
ChIP-seq replicates [53]. Notably, the higher resolution of the DNase I-seq data,
compared to the ChIP-chip data, may be why DNase I-seq alone is strongly pre-
dictive in the linear regression model and most influential in the rules ensemble
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Figure 2.4: Genomic chromatin and PB-seq data accurately predict in vivo HSF binding
intensity. A) The intensity of in vivo ChIP-seq peaks is not recapitulated by in vitro
PB-seq data; however, genomic DNase I hypersensitivity data and histone modification
ChIP-chip data can be used to accurately predict HSF binding intensity. B) The experi-
mentally determined ratio between in vivo ChIP-seq HSF intensity and in vitro PB-seq
intensity is plotted against the predicted in vivo/actual PB-seq ratio. The Pearson cor-
relation for each model is shown.
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models. Notably, we used the chromatin landscape prior to induced TF binding
to predict binding intensity, whereas previous models have used the chromatin
landscape present when the TF is bound in order to infer binding intensity [73]
or infer binary binding events [106][18] (see Discussion).
Our data and modeling indicated that the presence of active chromatin fea-
tures, such as histone acetylation and DNase I hypersensitivity, had a significant
influence on the predictive power of the model, while repressive features had
minimal influence (Figure A.9). DNase I hypersensitivity was a strongly pre-
dictive covariate in the model when used in a simple linear regression model
(Figure 2.4), or in combination with histone modification and non-histone fac-
tor covariates in the rules (Figure A.9 E- A.9G, A.9J, A.9K and A.9M). Tetra
acetylation of H4 and H3K9ac were the most informative histone marks in the
model that used histone variants and histone modifications as covariates (Fig-
ure 2.5A). GAGA associated factor (GAF), which has a proposed role in per-
mitting HSF binding [82], was the most influential factor in the HSF binding
prediction model that considered all chromatin-binding factors (Figure 2.5B).
2.2.3 Defining genome-wide DNA accessibility by chromatin
composition
The analysis above indicates that DNA accessibility, as measured by DNase I hy-
persensitivity, is a primary determinant of binding intensity. Previous studies
have similarly shown that TF binding sites correlate strongly with DNase I hy-
persensitive sites [73][106][18][68]. For instance, histone acetylation causes lo-
cal chromatin decondensation by reducing the ionic interactions between lysine
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Figure 2.5: Histone acetylation and GAF occupancy are important covariates in predict-
ing HSF binding intensity. Plotted are the relative values of the sums of the coefficients
associated with all rules that reference each covariate in the rules ensemble [43]. Results
are shown for (A) the histone variant and modification model and (B) the non-Histone
factor model.
residues and DNA and promotes accessibility, but the extent to which combi-
nations of histone marks and TFs act together to dictate chromatin accessibility
is not known. Therefore, it is of interest to see whether DNA accessibility can
be predicted from specific features of the chromatin landscape, such as histone
modifications and non-histone chromatin bound factors. In addition, accurate
predictions of DNA accessibility would be of practical use, because direct mea-
surements are often not available.
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Figure 2.6: DNase I hypersensitivity can be inferred using histone marks and MNase
data. A) The intensity of DNase I hypersensitivity landscape is inferred by models
(colors) that use histone modification profiles, non-histone factor profiles, DNase I data
and MNase-seq data. B) The experimentally determined DNase I hypersensitivity data
is plotted against inferred intensity for the various models. The Pearson correlation for
each model is shown.
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To address this question, we applied our rules ensemble framework to pre-
dict DNase I hypersensitivity (the best available proxy for DNA accessibility)
from ChIP-chip data for histone features, non-histone chromatin bound fac-
tors, MNase data and combinations of these covariate pools (Figure 2.6). Tetra-
acetylation of H4 and H3K9 acetylation were most influential in the model that
uses histone modifications, bulk histone and histone variant intensities (Fig-
ure A.10E); the correlation coefficient for this model using the test data is 0.51
(Figure A.11B). The model that uses non-histone factor ChIP-chip data obtains
a correlation of 0.52 (Figure A.11B), which is consistent with TFs having charac-
teristic DNase I hypersensitivity footprints [106][18]. The model that combines
both histone data and non-histone data into a rules model performs the best on
the test set, with a correlation of 0.60 (Figure A.11B). Repressive histone marks
appear to contribute little to generating the DNase I hypersensitivity pattern
(Figure A.10) and the lack of active chromatin marks appears to be sufficient
to package DNA into inaccessible units. These models reinforces the notion
that the biochemical composition of chromatin permits DNase I hypersensitiv-
ity and quantifies the contributions individual modifications, and combinations
thereof, make to DNase I hypersensitivity (Figure A.11). As more and higher-
resolution genome-wide data becomes available, these models will be refined.
2.2.4 Dissection of the Heat Shock Element
PB-seq provides the opportunity to model the sequence-dependent binding
preferences of a purified TF genome-wide and independent of chromatin or
other factors. In the case of HSF, the consensus binding site is well characterized
and consists of three pentamers, “AGAAN NTTCT AGAAN”, (here denoted
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pA, pB, and pC), each bound by a monomer of the HSF homotrimer. Note
that the consensus sequences for pA and pC are identical, while the one for
pB is their reverse complement. Of course, the consensus HSE is a crude sum-
mary that ignores subtleties in the base preferences at each position. A position-
specific scoring matrix (PSSM) provides a somewhat improved description but
still ignores dependencies between positions within the binding site. We sought
to use genome-wide binding sites from PB-seq to produce an improved model
for the sequence preferences at HSEs.
We began by computing the mutual information for all pairs of HSE posi-
tions based on the identified in vitro binding sites. We found negligible evi-
dence of correlated base preferences between positions, but we did observe that
some pentamers within PB-seq peaks adhered closely to the consensus motif
while others did not. This led us to formulate a probabilistic model that allows
each pentamer in an HSE to closely match the consensus (“strict”) or diverge
from it more substantially (“relaxed”), and considers all possible combinations
of pentamer composition (Figure A.12). More specifically, we described each of
the three pentamers using a two-component mixture model, with a latent vari-
able indicating “strict” or “relaxed” binding preferences, and estimated the joint
distribution of these three latent variables from the data.
The model parameters — the position-specific nucleotide probabilities and
prior distribution for the combinations of strict/relaxed pentamers – were esti-
mated from the data by maximum likelihood using an expectation maximiza-
tion algorithm (see Methods). In fitting the model, we considered only the 1309
isolated HSEs, sequence elements that were at least 200 base pairs away from
any other degenerate HSE motif, to avoid complications arising from overlap-
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ping HSEs. The model fit the data substantially better than did a simple PSSM
(lnL = 15442 vs. lnL = 15673 for the PSSM; Akaike information criterion [AIC]
= 15636 vs. AIC = 15763 for the PSSM), suggesting that it effectively captures
important dependencies between positions.
Based on the estimated model parameters, we computed a posterior prob-
ability distribution over all combinations of pentamer stringency and order
for each HSE (Methods; Figure 2.7B). These values were averaged across
HSEs to obtain expected genome-wide fractions of HSEs having each of the
strict/relaxed pentamer combinations. We found that binding sites with strict
pB and pC, and relaxed pA, were most frequent (an expected 38% of sites), indi-
cating that this configuration is preferred (Figure 2.7B). The next most frequent
configurations were a relaxed pB flanked by a strict pA and pC (33%), and a
strict pA and pB combined with a weak pC (29%). Interestingly, combinations
of three strict pentamers occur at negligible frequency. Indeed, only 5 out of
1309 isolated genomic HSEs matched the consensus sequence exactly, while 148
differed from it by a single mismatch. Configurations with at most one strict
pentamer were also rare. Together, these results indicate that the biophysical
interactions of the pentamers within the binding sites are critically dependent
upon their composition and position relative to the other pentamers in an HSE.
While the three estimated strict pentamer matrices were similar (Figure 2.7A
top), the relaxed matrices showed substantial differences with respect to each
other (Figure 2.7A bottom). For example, the relaxed pA matrix indicates that
70-80% of HSEs containing a weak pA have the consensus base at positions
two, three and four. In contrast, position 12 in pC (the analog of position 2
in pA) almost invariably contains a G in all HSEs, while positions 7 and 8 in
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Figure 2.7: Pentamers within the HSEs are dependent upon their consensus match and
also their position relative to the other pentamers. A) The mixture model defines each
pentamer within the HSE as strict or relaxed depending upon how well it conforms to
the canonical HSE. Note that the position of relaxed pentamers strongly influences their
composition. B) A probabilistic sequence model reveals that the presence of two strict
(red) and one relaxed (blue) pentamer provides the best explanation of the data.
pB (analogous to positions 3 and 4 in pA) have only modest base preferences
in HSEs containing a weak pB. This analysis indicates that each monomeric
HSF/pentamer interaction has distinct biophysical properties within the con-
text of the broader HSF/HSE interaction. We also devised a simplified model,
with a single strict matrix shared by all three pentamers, and a single relaxed
matrix obtained by applying a “dampening” factor to the strict matrix (Fig-
ure A.13, Methods). This model further supports the strict/relaxed pentamer
split (lnL = 15908 vs. lnL = 16048 for a single-monomer PSSM; and AIC = 15952
vs. AIC = 16078), although both the full model and the full PSSM fit the data
better (lower AIC). Moreover, not only was the simplified model still able to
reproduce the posterior distributions over pentamer configurations of the full
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model, but it was also able to replicate synthetic patterns from simulated data
(Figure A.14). Finally, the preference for single pentamer degeneracy was also
observed independently by comparing the pentamer-specific KL-divergence in
PSSMs obtained from subsamples of HSF bound peaks (Figure A.15; Methods).
2.3 Discussion
The PB-seq technique combined with EMSA and competition assays provides
a straightforward, yet versatile and powerful framework for characterizing all
potential binding sites in a genome, regardless of tissue specificity, developmen-
tal stage, or environmental conditions. Comparing in vitro and in vivo binding
profiles, in the context of pre-induction genomic chromatin landscape, revealed
DNase I hypersensitivity, H4 tetra-acetylation, and GAF as critical features that
modulate cognate element binding intensity in vivo. Furthermore, DNase I sen-
sitivity was found to be strongly influenced by high GAF occupancy and histone
acetylation, while repressive factors were minimally influential in the statistical
models. Finally, the full set of potential genomic binding sites provided a rich
data set that was used to build more detailed sequence models, which tease
apart substructure and features that are lost with traditional PSSM models.
One initially surprising observation from our study was that 40% of the in
vivo HSF peaks were not found in vitro. We believe that the limited dynamic
range for quantifying in vitro binding affinity may be responsible for the lack of
detectable in vitro peaks. Although we quantify in vitro binding over an order
of magnitude (40-400 pM), the experimental concentrations of HSF and genomic
DNA and our depth of sequencing do not permit the detection of lower affin-
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ity HSF binding sites. For instance, only eleven sequence tags would be pre-
dicted to underlie a hypothetical 5 nM HSF binding site, and these would not
be distinguishable from background. Upon further examination, we find that
the composite HSE representing those in vivo binding sites that were not found
in vitro is more degenerate than those found using both assays (Figure A.16A).
Moreover, the in vivo sites that were not found using PB-seq were also more ac-
cessible in vivo (Figure A.16B), in support of our hypothesis. Performing PB-seq
at a range of protein and DNA concentrations, or increasing sequence coverage
would expand the dynamic range of quantification by PB-seq.
Other possible explanations for this observation include cooperative inter-
actions with pre-bound chromatin factors, long-range DNA interactions, post-
translational modifications of HSF, higher-order chromatin structure, or bridg-
ing protein interactions. The influence of DNA modifications and immediate
flanking sequence do not contribute to this disparity, since we use large frag-
ments of purified genomic DNA. Bridging protein interactions [49], which do
not involve HSF directly binding to DNA, appear not to be responsible for our
results because 95% of in vivo peaks encompass at least one HSE near the peak
center [53]. However, if other proteins were cooperating with HSF in vivo to
enhance HSF binding intensity at low affinity binding sites, then some of these
peaks may not be observed in vitro. Since our PB-seq experiment used recom-
binant HSF in the binding experiments, we would also not capture differences
in binding site affinities that are due to post-translational modifications of HSF
[22]. To overcome these potential limitations, PB-seq could be adapted to in-
clude known bridging/cooperative factors and proteins could be purified from
in vivo sources to capture indirect or modification-dependent interactions.
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The notion that motif accessibility is driving inducible TF binding in vivo
is supported by independent studies of distinct TFs: STAT1, HSF, glucocoti-
coid receptor (GR), and GATA1 [53][68][117][145]. These studies show that the
chromatin landscape prior to TF binding influences inducible TF binding. In the
first study, it was found that a large fraction of STAT1 induced binding sites con-
tained H3K4me1/me3 marks prior to interferon-gamma (IFN-) induced STAT1
binding [117]. Our group previously found that inducible HSF binding sites
are marked by active chromatin compared to sites that remain HSF-free [53].
A more recent study has shown that inducibly bound GR sites are marked by
DNase I hypersensitive chromatin prior to GR binding [68]. Likewise, the per-
missive chromatin state at GATA1 binding sites is established even in GATA1
knock out cells [145]. While these correlations are instructive, no previous at-
tempt has been made to model inducible TF binding using biological measure-
ments of chromatin landscape present prior to TF binding. Recent models have
successfully inferred TF binding profiles using DNA sequence and chromatin
landscape data, generated at the same time the TF is bound [73][99][106][18].
However, these models do not distinguish between the influence TFs have upon
local chromatin and the chromatin features that permit TF binding. In contrast,
we modeled the changes between HSF in vitro binding (PB-seq) and in vivo
binding (ChIP-seq) landscapes as a function of the non-heat shock chromatin
state. This produced a quantitative model describing the important features that
modulate the in vivo HSF binding intensity. Moreover, the use of our rules en-
semble model enabled the capture of potential interactions between these chro-
matin features.
Our study reveals that DNase I hypersensitivity and acetylation of H4 and
H3K9 are strong predictors of inducible HSF binding intensities, however the
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molecular events and factors that precede TF occupancy to maintain accessi-
ble chromatin remain poorly characterized. For instance, the degree to which
pioneering factors or flanking DNA sequence, individually or in combination,
maintain or restrict accessibility remains unclear. A recent study highlights the
biological consequences of maintaining the inaccessibility of TF binding sites, in
order to repress expression of tissue-specific transcription factors in the wrong
tissues. The authors found that ectopic expression of CHE-1, a zinc-finger TF
that directs ASE neuron differentiation, in non-native C. elegans tissue is not
sufficient to induce neuron formation [136]. However, combining ectopic CHE-
1 expression with knockdown of lin-53 did modify the expression patterns of
CHE-1 target genes in non-native tissue, effectively converting germ line cells
to neuronal cells [136]. Lin-53 has been implicated in recruitment of deacety-
lases, and deacetylase inhibitor treatment mimics lin-53 depletion, suggesting
that Lin-53 is actively maintaining CHE-1 target sites inaccessible in germ cells.
Alternatively, functional TF binding sites could be actively maintained in
the accessible state. HSF binding within ecdysone genes has a functional role in
shutting down their transcription [48], and activating ecdysone-inducible genes
containing inaccessible HSEs causes chromatin changes that are sufficient to al-
low HSF binding [53]. In this special case of HSF-bound ecdysone genes, ac-
tive transcription and the corresponding histone marks are mediating access to
HSEs, in order for HSF to bind and repress transcription upon heat shock. A
more recent study has shown that activator protein 1 (AP1) actively maintains
chromatin in the accessible state, so that GR can bind to cognate elements [16].
Although TF accessibility to critical genomic sites appears to be actively
maintained, many binding sites may be a non-functional result of fortuitous
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TFBS recognition. It has long been hypothesized that the binding affinities for
TF/DNA interactions are sufficiently strong to allow promiscuous binding at
the cellular concentrations of TFs and DNA [140][87]. There are roughly 32,000
HSF molecules per tetraploid S2 cell [44] and the dissociation constants for
trimeric-HSF/HSE interactions are in the picomolar range (Figure 2.2E); there-
fore much of the in vivo HSF binding may be non-functional promiscuous bind-
ing. Additional investigation will further illuminate the role of chromatin con-
text in TF binding and the mechanisms by which programmed developmental
or environmental chromatin changes permit or deny TF binding.
Elucidating the rules that govern accessibility is essential for predicting in
vivo occupancy of TFs. Diverse transcription factors [86], from a broad spec-
trum of organisms [68], bind their sequences based on site accessibility. We
found that chromatin accessibility as measured by DNase I hypersensitivity
could be inferred using ChIP-chip data for various histone modifications and
transcription factors. Although our model can infer accessibility based on chro-
matin composition, the mechanism by which accessibility originates is not ad-
dressed. Previous studies have shown that activators, such as HSF, glucocor-
ticoid receptor, and androgen receptor bind to their cognate sites and direct
a concomitant increase in local acetylation, DNase I hypersensitivity, and nu-
cleosome depletion [53][68][141][59]. Androgen receptor also acts to position
flanking nucleosomes marked by H3K4me2 [59]. These post-TF binding chro-
matin changes that occur are the result of acetyltransferase and nucleosome re-
modeler recruitment, both of which functionally interact with activators. For
instance, both GR and GATA1 interact with the nucleosome remodeling com-
plex Swi/Snf [65][67]. Concomitant increases in locus accessibility likely allow
large molecular complexes such as RNA Pol II and coactivators to access the
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region that in turn can reinforce and maintain active and accessible chromatin.
Thorough biophysical characterization of TF binding site properties is criti-
cal for accurate predictions of TF binding sites, underscoring the need for more
complete models of TF binding. While the commonly used PSSM model makes
the assumption of base independence, recent work has revealed that richer
models providing for interactions between positions are necessary [124][60].
Our model captures critical features of the HSF/HSE interaction that are lost
with simpler computational models, namely the interdependencies between the
sub-binding sites of each HSF monomer. Consistent with our model, a series of
in vitro experiments with S. cerevisiae, D. melanogaster, A. thaliana, H. sapien and
D. rerio HSFs indicate that HSF from each of these species can bind to discontin-
uous HSEs containing canonical pentamers that contain intervening five base
pair gaps [36][120]; interestingly, however, C. elegans HSF strictly binds to con-
tinuous HSEs that do not contain gaps [36]. The complex interactions between
positions within a binding site are a critical aspect of inferring whether a poly-
morphism or mutation affects TF binding. These features should prove useful in
providing degenerate HSE sequences for optimal co-crystallization of trimeric
HSF and DNA and inferring changes in DNA sequence that affect HSF binding
within and between species.
In conclusion, the data and models presented here reinforce both the im-
portance of chromatin landscape in modulating in vivo TF binding intensity
and how genome wide, chromatin free, binding assays contribute to the under-
standing of TF sequence binding specificity.
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2.4 Methods
2.4.1 Cloning and purification of recombinant HSF
Drosophila HSF was N-terminally tagged with glutathione s-transferase and a
tobacco etch virus (TEV) protease cleavage site. The C-terminus of the recom-
binant HSF was fused to the 3xFLAG epitope. Recombinant HSF was puri-
fied from E. coli with glutathione resin as previously described H:2010eh, with
the following modifications: HSF-3xFLAG elution was achieved by addition
of 6xHistidine tagged TEV protease and TEV protease was cleared from the
HSF preparation using a Nickel-NTA column. Densitometry was used to show
that the HSF protein preparation was 40% full length HSF-3xFLAG, and known
amounts of bovine serum albumin (BSA) were used to quantify the HSF (Fig-
ure A.1).
2.4.2 Band shift assay
Serial two-fold dilutions of recombinant HSF, from 3 nM (1.5 nM for the
221 pM HSE) to 23.3 pM, was incubated with 200 attomoles of radiola-
beled dsDNA containing modestly degenerate HSEs (chrX:3380775-3380824
(224 pM), chr2L:5009892-500994 (42.7 pM), chr2R:3529792-3529841 (308 pM),
chr3L 13470978-13471009 (221 pM), and chr3L:4073542-4073591 (97.5 pM)) and
allowed to come to equilibrium for 30 minutes in a total of 10 µl of 1xHSF bind-
ing buffer (20 mM HEPES pH 7.9, 10% glycerol, 1 mM EDTA, 4 mM DTT, 3 mM
MgCl2, 100 mM NaCl, 0.1% NP-40, and 300 µg/ml BSA) at room temperature.
Binding reactions were loaded in a 3% agarose TBE (10 mM Tris-HCl pH 8.0, 25
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mM boric acid, and 1 mM EDTA) gel and electrophoresed at 50 Volts for 2 hours.
The HSF-bound probe and free probe were quantified by densitometry and the
dissociation constant, Kd = ([A][B])/[AB], was estimated using a non-linear least
squares method on the function [AB]/[A]total = [B]/([B] + Kd) where [AB]/[A]total
is the measured shifted fraction and [B] is the free HSF trimer concentration.
2.4.3 PB-seq: Genomic in vitro binding experiment
We incubated 600 pM HSF and 2500 ng genomic DNA (sonicated to 100-600 bp
fragment size as previously described [53]) in 1500 µl final volume of 1xHSF
binding buffer and let it come to equilibrium for an hour at room tempera-
ture. We added 20 l ANTI-FLAG M2 affinity gel for 10 minutes and washed
8 times with 1xHSF binding buffer to remove unbound DNA, 3xFLAG peptide
was added to a final concentration of 200 ng/µl to specifically elute HSF and
HSF-bound DNA. The mock IP was done in the absence of recombinant HSF.
We attribute the in vitro binding assay’s low background to the design of the
experiment. Since recombinant C-terminally 3xFLAG tagged HSF was used,
the HSF-associated DNA could be specifically eluted by the addition of excess
3xFLAG peptide. In contrast, standard ChIP protocols rely on non-specific elu-
tion of all protein and DNA that binds the resin.
2.4.4 Illumina library preparation
The sample preparation was as previously described [53], except that 15 rounds
of amplification were performed in this case.
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2.4.5 PB-seq HSF peaks and HSE sites
The PB-seq reads were aligned to the Drosophila Genome (BDGP R5/dm3) us-
ing BWA (v 0.5.8c) [85]. We obtained 5,052,425 uniquely aligned reads for repli-
cate one, 4,694,846 for replicate two and 5,410,049 for the mock. Files that con-
tain raw sequence data and uniquely aligned reads were deposited into NCBI’s
Gene Expression Omnibus (GEO) [10], accession number GSE32570.
We called peaks using MACS (v 1.3.7.1) [149], both for each individual repli-
cate and for the merged set, using a tag size of 55 bp, a starting bandwidth of 100
bp and an appropriate genome size. After experimenting with several p-value
thresholds, we selected a value of p = 0.01, which achieved a good tradeoff
between maximizing the number of called peaks and ensuring consistency be-
tween replicates. Our results were largely unaffected by the “mfold” parameter
(the threshold for fold enrichment relative to background for inclusion in the
peak model), so we left this parameter at its default value.
To improve our sensitivity in binding site detection, we made use of an en-
semble of position weight matrices (PSSMs), rather than a single matrix. We
sampled 10,000 sets of 100 peaks and used the program MEME [7] for motif
discovery in each set. As input, MEME was given the 100 bp sequence cen-
tered at each peak summit. We used a fixed motif width of 14 bp, a second
order background Markov model estimated from the entire peak set, and the
“zoops” model (zero or one site per sequence) with the restriction that at least
75% of the sequences must contain a site. The resulting PSSMs were compared
by KL-divergence against the canonical monomer PSSM (four base pair unit
with consensus AGAA) estimated from the previously published in vivo high-
confidence HSF binding sites detected by ChIP-seq [53]. In each PSSM, one of
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the three monomers had on average about twice the KL-divergence as the other
two. Figure A.15 shows a scatter plot of the KL-divergence of the PSSMs in the
ensemble.
Each peak was scanned for matches to all PSSMs in the ensemble, allowing
for overlapping sites. The score at each position was taken to be the maximum
score across the ensemble. Peaks were split into three groups by GC% quan-
tile, and for each group a 10 kbp sequence was simulated from a second order
Markov model, which was then used to estimate the FDR associated with the
score.
In our context, an appropriate FDR threshold should strike a balance be-
tween recapitulation of in vivo results and limiting the number of spurious
binding sites. In vivo results are defined by high-confidence peaks, which are
ChIP-seq peaks that were called by two peak calling programs and have a cor-
responding binding site sequence underlying the peak [53]. Whereas, spuri-
ous sites are accounted for by limiting the average number of HSE clusters per
peak (set of potentially overlapping HSE no more than 10 bp apart from each
other). Due to the repetitive nature of the HSE, a cluster is a better represen-
tative than a single site of a functional binding locus. We chose a 20% FDR
threshold, which maximizes the fraction of peaks having a single HSE cluster
while ensuring that a large fraction (97%) of the high-confidence in vivo peaks
contain HSEs. This threshold resulted in 3735 clusters (71% with a single HSE,
20% with two HSEs overlapping by 10 bp, ∼ 5% with two HSEs overlapping by
5 bp; see Figure A.17).
The final set of HSE clusters was obtained by combining data from the two
experimental replicates. First, a set of genomic regions was identified by inter-
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secting the peaks from the two experimental replicates, and retaining only those
peaks for which the two replicates were in close agreement (>80% of reads fall
in the overlapping region). We then identified the 2896 HSE clusters that fell in
these regions (∼ 77% of all clusters).
2.4.6 HSE cluster intensity
The problem of measuring the intensity of each peak is complicated by the fact
that some peaks contain multiple, closely spaced clusters, whose contributions
are difficult to disentangle. Furthermore, peaks often include trailing edges that
are dominated by the background signal. To address these concerns we exper-
imented with various measures of intensity based on the output produced by
MACS (wig files giving shifted read counts in 10 bp windows) as well as the re-
ported “bandwidth” B. We considered three measures, applied to a window of
radius B centered at each cluster: maximum read count, read count sum, and an
“integrated” read count based on a biweight kernel (which produces a curve at
each peak that is similar to the one implied by the peak model used by MACS).
We selected the biweight kernel measure, which does the best job of handling
closely spaced clusters (see Figure A.18).
2.4.7 Computing Kd values for all genomic HSE sites
We assume that each HSE site i is at approximately the same initial concentra-
tion in the experiment ([HSEi]initial = C). Furthermore, all sites compete to bind
a shared amount of free HSF, with the remaining unbound concentration de-
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noted by [HSF]. At the end of the experiment, a fraction of site i is bound, with
concentration [HSEi : HSF], and the remainder is unbound, with concentration




The bound HSE concentration is measured by the PB-seq experiment in terms
of the number of reads at element i (Ri). This leaves two unknown quantities,
[HSF] and [HSEi], in units of read counts. The first of these unknowns, [HSF],
can be eliminated by considering instead the relative Kd with respect to a known
reference value (for an HSE present in the experiment). To solve for [HSEi], we
express this quantity as the difference between the initial concentration C and
the measured bound concentration:
[HSEi] = [HSEi]initial − [HSEi : HSF] ∝ C − Ri
By substituting the expression for Kd (above) and dividing by the Kd value for














(C − Ri)Rre f
(C − Rre f )Ri
With the use of a reference dissociation value for a second HSE, we can solve
for C and obtain estimates of the dissociation constants for all other HSE sites
for which read counts are available. Replacing Kd and Ri by the corresponding
values for the second reference HSE and solving for C:
Kre f2d = K
re f
d
(C − Rre f2)Rre f
(C − Rre f )Rre f2 ⇔ C =
(Kre f2d − Kre fd )Rre fRre f2
Kre f2d Rre f2 − Kre fd Rre f
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2.4.8 Heat Shock Element model
Our probabilistic model for HSEs was designed to capture interactions among
the binding preferences of the three monomers that form the HSF homotrimer.
The model consists of three PSSM-based submodels corresponding to the three
5 bp sequences (pentamers) that are bound by the HSF monomers. Each of these
submodels is defined by two PSSMs, one “strict” and one “relaxed”. These three
submodels allow for eight possible combinations of strict and relaxed pentamer
binding. Within each pentamer the positions are considered independent, as in
standard PSSM models.
Formally, let a candidate 15 bp HSE sequence Xk be composed of ran-
dom variables Xi, jk where i is the pentamer index and j is the base position
within that pentamer. Additionally, let each sequence have an associated un-
observed random variable Yk which indicates which of the eight combinations
of strict/relaxed distributions are applied the corresponding Xi, jk (Figure A.12).
For simplicity, our model definition assumes that the middle monomer se-
quence has been reverse complemented and is therefore in the same orientation
as the outer monomer binding sequences. We considered two versions of the
model: a sparsely parameterized “constrained” version and a more parameter-
rich “expanded” version, as described below.
Constrained version
This version of the model assumes that the three monomers share the same
strict and the same relaxed PSSM-based sequence distributions. In addition, it
assumes that the relaxed PSSM is defined as a more degenerate version of the
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strict PSSM. This is accomplished by means of a single “degeneracy” parameter,
which “pulls” the nucleotide distribution at each position toward the uniform
distribution. Specifically, the nucleotide distribution at position j of pentamer i
is defined as:
P(Xki, j = b|Yki ) =








where f bj is the probability of observing nucleotide b at position j of the
monomer and B is the free parameter controlling how close to an uniform dis-
tribution the relaxed version is.
To estimate the model parameters from the HSE sequence data, we first held
B fixed and then estimated the nucleotide frequencies and the prior probabilities
of each strict/relaxed monomer combinations through Expectation Maximiza-
tion (EM). A grid search was then used to find the value of B that maximized
the model likelihood.
Estimating the model parameter updates for EM is simple for the prior but
slightly more complicated for the nucleotide frequencies due to the interde-
pendency between the strict and relaxed distributions. Nevertheless, it can be
solved by using a Lagrange multiplier together with the derivatives of the ex-
pected complete log-likelihood. This produces an estimator that depends on
the Lagrange multiplier and requires the use of a root finding method as part of
the maximization step of EM. Figure A.13C shows the results of the parameter
estimation. To initialize the optimization procedure, the nucleotide frequencies
were estimated from the high-confidence in vivo HSEs from [53].
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Simulation study
To test the performance of this model, we estimated unconstrained
strict/relaxed matrices from real data and simulated data under various distri-
butions of Yk. All of the parameters of the simplified model were then estimated
from this simulated data, and the posterior distribution of Yk under the model
was compared with the values used for simulation (Figure A.14).
Expanded version
This version of the model allows for completely separate PSSMs for the three
pentamers, and completely separate strict and relaxed versions of each of these
models. It has 5×3×3×2 = 90 PSSM parameters plus seven free parameters for
Yk, for a total of 97 free parameters. Parameter estimation is again accomplished
by expectation maximization, but in this case the parameter updates are trivial.
2.4.9 Chromatin effect and DNase I hypersensitivity models
The chromatin effect and DNase models are rule ensemble models, estimated
using the RuleFit R package. This package was also used to estimate the rel-
ative importance of the model covariates. The covariates were obtained from
modENCODE tracks, taking the mean value over a 200 bp window centered on
the target point. Furthermore, these data were filtered to contain only points
that had a value for every covariate used.
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Chromatin effect model
This model estimates the ratio between the in vivo and in vitro intensities at
each site from a set of chromatin covariates. Ratio values were obtained from
the measured intensities using the in vitro HSE cluster coordinates. The set of
HSE clusters was pre-filtered by finding a threshold on the in vitro intensities
that approximately minimized the differences between experimental replicates.
The threshold was obtained as follows: 1) for each candidate in vitro thresh-
old value, collect the mean absolute difference between experimental replicates
for the ratios computed using in vitro intensities above that value; 2) compute
the mean of the values collected in the previous step; 3) pick the first in vitro
threshold that falls below the mean.
The model was estimated on the selected HSE clusters using different combi-
nations of chromatin covariates. For each particular combination, an estimated
Pearson correlation value was obtained from ten-fold cross validation. Further-
more, to obtain the figures presented in this paper, the data was split into 60%
training data and 40% test data. The model obtained on the training data was
used to make the test data predictions shown in the figures and the correspond-
ing Pearson correlation.
DNase I hypersensitivity model
The data set used for this model was independent of the HSE clusters. 10K
points were randomly sampled from across the genome with the restriction that
the points did not fall within the regions shown in the figures presented in this
paper or within 200 bp of the HSE cluster sites. These 10K points were used as
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a training set to build the model used to make the predictions for the browser
tracks and at the HSE cluster regions. They were also used to estimate the Pear-
son correlation via ten-fold cross validation.
Prediction tracks
To produce the in vivo intensity prediction tracks, the chromatin model was ap-
plied to a version of the in vitro intensities that were scaled so that they would
be comparable to the in vitro intensities. To obtain the scaling factor, we selected
the top seven most accessible isolated HSE clusters (as measured by DNase hy-
persensitivity) that had a significant read count. The reason for these restrictions
is that highly accessible sites should be good proxies for sites that are not being
influenced by chromatin effects and the sites with significant in vitro intensity
should produce better estimates of the in vivo to in vitro ratio used for scaling
(see Figure A.4 for point choices).
The browser tracks were produced by collecting values in 50 bp steps with
a 100 bp window average and applying the respective model and scaling (if




ANALYSIS OF TRANSCRIPTION START SITES FROM NASCENT RNA
IDENTIFIES A UNIFIED ARCHITECTURE OF MAMMALIAN
PROMOTERS AND ENHANCERS1
3.1 Introduction
Regulation of transcription is a critical process for directing cell fates during
organismal development and is necessary to maintain homeostasis throughout
the lifespan of all organisms. Promoters and enhancers are major control hubs
for transcription that integrate information from a multitude of signaling path-
ways through binding of signal-responsive activators and repressors. Therefore,
accurately mapping and characterizing these regulatory regions is essential for
defining how cell-specific transcriptomes are generated and maintained.
In mammalian cells, transcription initiation occurs on both strands at pro-
moters and enhancers alike [74][27][123][78]. While this “divergent” transcrip-
tion initiation remains incompletely understood, it is nevertheless a charac-
teristic signature that can be exploited in the identification of active regula-
tory elements [56][97][4]. The signature of divergent transcription is particu-
larly evident when transcriptional activity is assayed using the Global nuclear
Run-On sequencing (GRO-seq) method, owing to its high sensitivity for all
transcriptionally-engaged RNA polymerase regardless of subsequent transcript
turnover rates[27][55][97]. We have recently shown that sensitivity for detect-
1The content of this chapter is the result of a joint work with Leighton Core, (submitted for
publication). Leighton Core developed the GRO-cap assay and, together with Collin Waters,
conducted the experimental assays. I developed and conducted the statistical analysis. Writing
and interpretation was a joint effort with the additional collaboration of Charles Danko.
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ing transcription initiation can be further improved by enriching the nuclear
run-on RNA pool for 5-7meGTP-capped RNAs, using a protocol called GRO-
cap[80][81] (see Methods). When applied to the nematode, C. elegans, GRO-cap
was able to identify previously unknown, rapidly-degraded, TSSs from trans-
spliced genes, thus allowing identification and study of true gene promoters
[80]. In this article, we apply GRO-cap to human cells and show that it effi-
ciently and precisely maps TSSs of coding and non-coding RNAs regardless of
the resulting stability of the transcript. Thus GRO-cap provides a more com-
plete picture of genome-wide initiation than CAGE, which detects mainly sta-
ble transcript initiation. Using our comprehensive, GRO-cap-based annotations
of TSSs, we then report a detailed analysis of transcription initiation sites that
sheds new light on the architecture of both promoters and enhancers across the
human genome.
3.2 Results
3.2.1 Identification of Transcription Start Sites in Human Cells
using GRO-cap
We prepared GRO-cap and GRO-seq libraries from human lymphoblastoid B-
cell (GM12878) and chronic myelogenous leukemic (K562) cell lines. We have
also included a PRO-seq dataset in K562 cells sequenced to high depth ( 365 mil-
lion reads; Table B.1). These are both “Tier 1” cell lines in the ENCODE project,
allowing us to take advantage of abundant publicly available functional ge-
nomic data [25]. The GRO-cap assay efficiently captures TSS information from
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nascent transcripts, evidenced by a dramatic enrichment of GRO-cap signal at
gene promoters and enhancers (Figure 3.1a, b, Figure B.1a). Figure 3.1a shows
a specific example of the classic globin locus where divergent transcription is
seen from active regions including the epsilon globin gene and the upstream
hypersensitive sites (HS) that mark enhancers [101].
To comprehensively identify TSS candidate sites using our data, we devel-
oped a hidden Markov model (HMM) that contrasts GRO-cap with data from
control experiments, in which the critical CAP-removing enzyme, tobacco acid
pyrophosphatase (TAP), is omitted (Figure B.2a,b, Methods). In total, 120K
TSSs were identified in each cell line (117,613 for GM12878, 128,471 for K562),
within the range previously reported (80 to 150 K)[78], [138][143][33]. Predicted
TSS regions are narrow (mean 57 bp, with 95% under 140 bp), but include 69%
of all GRO-cap TAP+ reads. Our candidate TSS regions capture both those with
sharp TSSs as well as those with a more dispersed signal (Figure B.2c,d; Meth-
ods). Predicted TSS regions overlap well with predicted regulatory regions from
the same cell type, as 93% are contained within predicted enhancer or promoter
regions based on patterns of histone modifications (ChromHMM regions)[37].
However, our predictions have much higher resolution than ChromHMM re-
gions, as they cover a much smaller fraction of the genome, 1.6% in overlapping
ChromHMM versus 0.5% in our TSS set (total ChromHMM covers 6%), (Fig-
ure B.2e,f).
In comparison to CAGE, GRO-cap shows a similar composite profile when
aligned to annotated gene TSSs (Figure 3.2a). Importantly, GRO-cap appears
to have reduced “background” levels in genes, as fewer reads map to in-




































































































































Figure 3.1: GRO-cap identifies TSSs in promoters and enhancers (a) A UCSC genome
browser[75] shot of the globin locus near the LCR using K562 cell line data sets gen-
erated or used in this study. The locus contains a portion of the beta-globin locus, in-
cluding the globin epsilon gene and LCR enhancers. The insets are zoomed in views of
the shaded regions that show the divergent GRO-cap (+ strand: dark green, - strand:
light green) signal at the epsilon-globin promoter (left) and two enhancers associated
with the hypersensitive site (HS) 1 (center) and HS4 (right). The locations of the HS
sites are taken from probe location in [5]. ChromHMM regions track is shown on top,
with predicted promoters indicated in red and enhancers in orange. Note that CAGE
signal (+ strand: dark orange, - strand: light orange) is at background levels in the en-
hancer region. (b) GRO-cap dramatically enriches the signal for initiation sites when
compared with GROseq. Composite GRO-seq and GRO-cap reads from the cell line
plotted relative to the TSS.
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reads landing in promoter or enhancer regions (Figure B.3a). The decreased
background for GRO-cap possibly results from differences in the methodolo-
gies (cap-trapping [126] versus the oligo-capping method [94] used to capture
capped transcripts. Furthermore, selection for nascent RNAs avoids overrep-
resentation of post-transcriptionally capped RNAs that can accumulate in cells
[38].
A major strength of the GRO-cap method is the ability to detect initiation of
rapidly degraded noncoding RNAs (ncRNAs)[80]. For instance, GRO-cap can
readily detect TSSs from upstream antisense RNAs (uaRNAs) at protein-coding
promoters, whereas this signal is often absent in CAGE data (Figure 3.1a, 3.2c).
Additionally, GRO-cap coverage of enhancer regions, predicted from histone
modification patterns [37], is improved over CAGE (Figure 3.1a, Figure 3.2d,e,
Figure B.3b,c). We further characterized enhancers captured by GRO-cap by
contrasting our TSSs with ChromHMM enhancers and open chromatin (DNase
hypersensitive (DHS)) regions. This approach subdivides ChromHMM en-
hancers into three main classes: poised (ChromHMM only); open (ChromHMM
and DNAse HS); and transcribed (ChromHMM, DNAse HS and GROcap TSS)
(Figure 3.2f). The transcribed subset is enriched for signs of positive regulatory
activity, namely increased evidence for TF binding (wellington footprints[105];
Figure 3.2g), distal chromatin interactions (ChIA-pet [84]; Figure 3.2h), and re-
duced CpG methylation [96] (Figure 3.2i). In addition, the various histone mod-
ifications change in expected patterns among poised, open, and transcribed en-
hancers (Figure B.4). Together with our previous work [80], these results show
that GRO-cap efficiently maps TSSs at active regulatory regions. Notably, we
both efficiently capture regions identified by CAGE and enrich for active en-
hancer regions missed by CAGE due to the instability of enhancer RNAs (eR-
56
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Figure 3.2: Comparison of PRO-cap with CAGE (a) GRO-cap and CAGE profiles at
protein-coding genes. Genes are broken into three 3 Kb regions covering region around
the TSS, the middle of the gene, and near 3-cleavage/poly-A site. The vertical lines
represent the TSS and 3-cleavage site. (b) Average read density in interior introns
and exons (excluding the first and last of each) as a measure of GRO-cap and CAGE
background signals. (c) GRO-cap and CAGE relative fraction of reads aligned to sense
and divergent (uaRNA) directions at protein-coding genes (counted within underlying
ChromHMM region). (d) GRO-cap and CAGE profiles at transcription factor peaks in
distal enhancers. (e) Fraction of ChromHMM regions containing a detectable GRO-
cap (green) or CAGE (orange) TSS. (f) Comparing enhancer regions based on chro-
matin marks (ChromHMM Enhancers, Ernst. et al) with DNAse HS (OpenChrommatin
consortium) and GRO-cap, reveals three main classes of enhancer regions, poised (no
DNAse HS peak nor GRO-cap TSS; orange), open (DNAse HS peak, but no GRO-cap
TSS; purple) and transcribed (DNAse HS peak and GRO-cap TSS; green), and a negligi-
ble ’other’ (no DNAse HS peak but with GRO-cap TSS; blue). (g-i) These three classes
represent a progression in terms of functional activity, as measured by (g) an increase
in detectable TF footprints (Wellington footprints on DNAse HS,), (h) chromatin links




3.2.2 “Stable” and “Unstable” RNAs at Transcription Start
Sites
Transcription at promoters and enhancers initiates in both forward and reverse
directions, as seen with GRO-seq in previous work [27][56]. To simplify down-
stream analysis, we created a set of “divergent TSS pairs” that was filtered
against cases of partially overlapping initiation pairs (Methods). The result-
ing set is composed of 22,443 TSS pairs (GM12878, 38% of all predictions; K562,
24,894 pairs or 39% of predictions). As both cell lines show similar results, we
will refer to GM12878 data unless otherwise stated. We then classified GRO-
cap-based TSSs into those giving rise to “stable” transcripts (captured by CAGE
and GRO-cap) and those that produce “unstable” transcripts (captured only by
GRO-cap) (Figure 3.3a). In practice, our TSS regions were classified as unsta-
ble in the absence of CAGE reads and as stable if they contained at least 8
CAGE reads (Methods). This threshold is conservative, and above the estimated
CAGE background in introns (Figure 3.3b; gray bars). We focused on high-
confidence sets of both stable and unstable transcripts by further requiring a
high GRO-cap signal (minimum number of reads above the 20% quantile). The
distinction between stable and unstable transcripts is also apparent from other
RNA-based assays. For instance, stable TSSs have strong RNA-seq profiles (Fig-
ure B.5), whereas unstable TSSs have very weak or non-existent RNA-seq pro-
files. These patterns hold for both the polyA-plus and polyA-minus versions of
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Figure 3.3: TSS identification and classification. (a) TSS regions were identified with
a hidden Markov model (HMM) from GRO-cap reads and control, and combined into
pairs of divergent TSSs which where then classified according to the presence of CAGE
signal. (b) CAGE signal histogram at GRO-cap TSSs (orange) overlaid with CAGE back-
ground signal estimated from introns (grey). TSSs were classified as stable if above
threshold indicated by dashed red line, or unstable if they contain no CAGE reads. (c)
Composite profiles of GRO-cap and CAGE aligned to the center of GRO-cap TSS pairs
after classifying pairs based on the stability of the transcript produced. Profiles are
stable::stable (left), unstable::stable (center), unstable::unstable (right).
Divergent TSS pairs fall in three stability classes: Stable:Stable (SS), Unsta-
ble:Stable (US) and Unstable:Unstable (UU) pairs, which were the basis for
subsequent analysis (Figure 3.3a,c, Figure B.6a). These classes cover a wide
range of directional transcription preferences irrespective of the stability class
(Figure B.6c, Methods). The stability of individual TSSs and, by extension,
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the classes of TSS pairs generally correspond to different transcript annota-
tion types (Figure B.6b). Histone marks [128] show a distinct pattern depend-
ing on the pair stability class. For instance, the H3K79me2 elongation mark
shows a clear association with the stable direction (Figure B.7). Furthermore,
UU pairs are more strongly enriched for the proximal H3K4me1 signal than
are SS pairs, while SS pairs are enriched for the H3K4me3 mark. Overall, the
SS and US classes are enriched in chromatin signatures associated mainly with
promoter regions, and correspond to various stable transcripts such as protein-
coding genes and long intergenic non-coding RNAs (lincRNAs) (Figure B.6b).
Although lincRNAs can be found paired with promoters and at enhancers [19],
GENCODE [57] lincRNAs are largely stable by our classification. Altogether,
our TSS pair classes show distinct patterns of RNA and chromatin marks and
correctly cover the expected transcript annotation types. However, our data-
driven classification condenses all transcript types into three fundamental types
for further analysis in an annotation independent fashion.
3.2.3 Transcriptional Level Explains Major Differences in His-
tone Modifications Between Enhancers and Promoters
In general, the ChromHMM distinction between promoters and enhancers fol-
lows our TSS classes, with SS and US pairs mainly found at active promoters
and UU pairs mainly found at enhancers (Figure 3.4a). However, we observe
that a large fraction of UU pairs are classified by ChromHMM as active pro-
moter regions. This observation is unexpected given that active gene promoters
should produce a stable transcript in at least one direction. Inspection of the
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UU pairs classified as active promoters revealed that they have stronger PRO-
seq signals than UU pairs classified enhancers (Figure 3.4b). This raises the
possibility that these UU pairs classified as promoters are instead highly active
enhancers and may share similar histone mark characteristics to those at active
promoters.
In order to investigate the relationship between transcription level and his-
tone marks, we defined a set of stable TSSs from US pairs proximal to annotated
protein-coding genes (putative promoters) and contrasted them with TSSs iden-
tified from UU pairs in TF ChIP-seq peaks that are distal from genes (putative
enhancers). Although these promoters are generally more highly transcribed
than the enhancers (see Discussion), we observed that the H3k4me3/H3k4me1
ratio at both the promoters and enhancers scales with the corresponding level
of Pol II (Figure 3.4c, d). Expanding this analysis to all GRO-cap-identified TSSs
in our TSS pairs, we observed that transcription-associated histone modifica-
tions are directly related to the transcription level and this relationship is main-
tained independently of transcript stability (Figure 3.4e). That is, as the level
of transcriptionally-engaged Pol II increases at TSS pairs, so do transcription-
associated histone modifications. The CpG-binding protein, Cfp1, has been im-
plicated in transcription-independent deposition of H3K4me3 through its re-
cruitment of Setd1[24]; however, its DNA binding domain is dispensable for
targeting H3K4me3 to active genes. Our observed increased H3K4me3 at UU
pairs of active enhancers is likely to be dependent on transcription rather than
simply on an increase in CpG content for this subset of enhancers, because we
see a clear difference in the CpG content at stable and unstable transcripts and
nascent transcription at both (Figure B.8). Thus, the difference in histone mod-
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Figure 3.4: Histone marks at enhancers and promoters scale with Pol II intensity. (a)
Number of TSS pairs from each stability class mapping to different regulatory regions
as designated by ChromHMM. (b) UU pairs mapping to active promoter regions have
a higher PRO-seq signal than those mapping to strong enhancer regions, where active
promoters and strong enhancers are defined by ChromHMM. (c-d) Ratio of mono to tri
methylation of H3k4 at top and bottom deciles of PRO-seq signal in both (c) promoter
and (d) enhancer TSS regions. (e) PRO-seq signal versus indicated histone modifica-
tions at TSS regions. Signal is further split between TSSs classified as unstable (light
blue), stable (red), and points that overlap between the two (light green). Centroid for
each subset in white.
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element or transcript, but rather, this difference appears to be more fundamen-
tally associated with the level of transcription.
3.2.4 Transcription Factor Binding Appears to Drive Initiation
Architecture
Having found an initial link between histone modification patterns and tran-
scription levels, we turned to other features of initiation regions that might de-
termine transcript outcome. We start by more closely examining the architecture
of TSS regions. We previously reported that divergent initiation at human pro-
moters is typically separated by 250 base pairs[27]. However, our original assay
was not designed to detect TSSs per se. Here, we use our high confidence TSS
pairs to refine this analysis and show that divergent initiation occurs, on aver-
age, 110bp apart (Figure 3.5a) with relative small variations between TSS pair
classes (Figure B.9). While divergent initiation is less common in C. elegans, our
estimates of distance between divergent pairs in that species is nearly identical
[80]. Despite the narrow distance, high-resolution ChIP-exo [138] of two general
transcription factors (GTFs) that bind core promoters (TBP and TFIIb) and Pol II
reveals an independent transcription initiation complex forms in each direction
at divergent TSS pairs at promoters and enhancers (Figure 3.5b).
Transcription initiation is often closely followed by promoter-proximal paus-
ing. ChIP-exo data has revealed that the majority of Pol II at promoters is
likely to be in a paused state [138]. Thus, we hypothesized that there might
be some interplay between the strength and location of pausing and divergent
TSS distances. Although we observe distinct pause modes (proximal-focused
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Core and Martins et. al, Fig. 5: Architecture of TSS pairs
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Figure 3.5: Architecture of TSS pairs. (a) Divergent TSSs are tightly packed, with an esti-
mated 110 bp inter-TSS distance, as estimated from the overall distribution of opposing
strand read distances. (b) ChIP-exo profiles [138] for Pol II (black), TBP (green) and
TFIIB (purple), centered on TSS pairs and split between promoter (top) and enhancer
(bottom) regions (ChromHMM). (c) Mnase-seq profiles at protein-coding promoters,
aligned either by GENCODE annotations (top) or GROcap TSS pair centers (bottom).
Peaks corresponding to -1 and +1 nucleosomes are indicated.
and distal-dispersed, as previously found in Drosophila [81], we find no effect
of these modes on divergent initiation distances (Figure B.10a-c). We also ob-
serve no effect on peaks TFIIB positions with different pause modes (proximal-
focused and distal-dispersed)(Figure B.11). This, along with the similar diver-
gent TSS distance results from C. elegans (where pausing is rare), suggests that
pausing location does not feed back and influence the locations of divergent
TSSs.
Although we find symmetric initiation and GTF binding at divergent pro-
moter TSSs, nucleosome positioning is thought to be asymmetric at promoters.
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Typically, when aligned to GENCODE TSSs, there is a well-positioned down-
stream nucleosome (+1 nucleosome), whereas the upstream nucleosome (1 nu-
cleosome) has more variable positioning [122] (Figure 3.5c, top). On the other
hand, nucleosomes are reported to be strongly positioned at both sides of TF-
bound enhancers [46] (Figure B.12). However, when aligned to the center of our
TSS pairs, we clearly see that both nucleosomes flanking the protein-coding US
and SS TSSs are well-positioned (Figure 3.5c, bottom), with similar profiles to
those at enhancers. Thus, the symmetric architecture of initiation regions ap-
plies universally to promoters and enhancers.
The observed symmetries of nucleosome positioning and core promoter fac-
tor binding raise the issue of how sequence-specific TFs bind within this context.
Using TF ChIP-seq data from ENCODE, we observed four main preferences for
pair classes by TFs (Figure 3.6a, Figure B.13-B.26): factors that bind preferen-
tially at SS pairs (e.g., GABP); factors that bind preferentially at UU pairs (e.g.,
PU1); factors that bind indiscriminately at all pair classes (e.g., BCL3) and fac-
tors with a preference for US pairs (e.g., CTCF). In addition, we observed two
clusters by relative position of binding sites within divergent TSS pairs (Fig-
ure 3.6b,c): central binding factors (e.g., SP1) and TSS-proximal binding factors
(e.g., YY1). We are limited by the ChIP-seq sets available, but given the datasets
used (N = 84), most factors fall into the central binding cluster (binding profile
peaks in the center between divergent TSSs; N = 73) versus the TSS binding
cluster (binding profile peaks over TSS position; N = 10) (Table B.2). Interest-
ingly, the TSS-proximal binding cluster includes both GTFs such as TAF1 and
transcription repression factors such as NRSF and Pml (Figure 3.6d), suggest-
ing a potential involvement in transcript stability determination or preferential
targeting of regulation to stable transcripts. These results evoke a model where
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activation of initiation and the surrounding chromatin architecture are driven
by a central-binding activator at both promoters and enhancers alike, and mod-
ulated by TSS-proximal TF binding.
3.2.5 Sequence Predictors of Transcript Stability
Because DNA sequence is known to influence initiation, productive transcrip-
tion, RNA processing and stability, we also examined the sequence composi-
tion near our TSS pairs. In general, we find that sequence conservation and
nucleotide frequency are indicative of transcript stability (Figure B.27a-c). In
particular, SS TSSs are associated with increased C and G nucleotides and in-
creased CpG di-nucleotides within and around pairs. In contrast, UU TSS pairs
are depleted for C, G, and CpG. US TSS pairs display a combination of these
two patterns. Despite these biases, we see similar frequencies of core promoter
elements (TATA and Inr) in the expected positions at all classes of TSS pairs (Fig-
ure B.28a,b). This observation is consistent with ChIP-exo detection of GTFs at
all classes of TSS pairs (Figure B.28c), indicating that other mechanisms might
be dictating the production of stable versus unstable transcripts. Indeed, recent
work has shown that sequences that direct the binding and activity of poly-A
dependent termination machinery or the U1 splicing complex work antagonis-
tically to direct unstable or stable transcription, respectively, at protein-coding
genes [3][100]. In this model, 5-splice sites (SS5) that bind U1 can suppress
poly(A) site (PAS)-dependent termination, thus promoting productive elonga-
tion of protein-coding mRNAs.


























































































































































































































Binding at Unstable/Stable TSS pairs






































Figure 3.6: Modes of TF binding at TSS pairs. (a) Representative ChIP-seq profiles of
different modes of transcription factor binding at different TSS pair stability classes.
Signals are subject to paired subsampling to correct for Pol II signal dependency (top
plot, Methods), (b) ENCODE TF ChIP-seq profiles, anchored on TSS pairs, cluster into
two distinct groups, central binders (green) and TSS binders (blue). (c) Examples of
the two positional modes of binding at US (Unstable,Stable) pairs. (d) Classification
of factors within the TSS binding cluster. The total number of factors in d are greater
than the number of TSS binding factors because factors can be part of more than one
functional group (see Table B.2).
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classes and the premature PAS-dependent termination, we scanned the regions
downstream of TSSs for matches to the poly-A and SS5 motifs and observe that
our stable and unstable TSS classes follow a pattern consistent with these re-
ports (Figure B.29a,b). That is, the SS5 motif is enriched downstream of sta-
ble transcripts but depleted at unstable transcripts, and vice-versa for the PAS
motif. We devised an HMM that incorporates SS5 and PAS motif models and
used it to compare the likelihoods of SS5 binding sites before and after a polyA
site (Figure 3.7a, Figure B.29c). Our results indicate that that SS5 binding sites
strongly tend to precede the PAS on stable transcripts but not on unstable tran-
scripts (Figure 3.7b). These results are consistent with previous observations for
protein-coding genes, and importantly, they demonstrate that these sequence
predictors of elongation hold for all TSSs, including those at enhancers. Fur-
thermore, our HMM can be used to predict transcript stability to high accuracy
(63%), suggesting that these motifs and their spatial relationship are strong de-
terminants in this process.
The link between splicing and stability raises the question of what mecha-
nism prevails at single-exon genes. To address this question, we applied our
HMM to a set of expressed, single-exon genes (N = 105). We find that the most
likely scenario for single-exon genes is the absence of both PAS and SS5 sites
(Figure B.29d), suggesting that promoter-proximal depletion of PAS plays an
important role in determining transcript stability even in the absence of splic-
ing. Also, we compared CAGE to GRO-cap at single exon genes and observe a
reduced ratio in comparison to length-matched spliced genes (Figure B.29e) in-
dicating that the presence of the splicing machinery further augments transcript
stabilization beyond the absence of PAS sites.
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Core and Martins et. al, Fig. 7:  Determinants of RNA stability 
1500 bp
 U1/PolyA
    HMM
    ACGCGCTC....
    None
    U1 first
    Poly-A 


























Stable Transcripts Unstable Transcripts
Figure 3.7: Determinants of RNA stability for both promoters and enhancers (a) Dia-
gram of transcript U1/polyA classification. Each transcript (first 1.5kbp) is processed
through an HMM to determine relative order and occurrence of SS5 and PAS elements.
(b) Estimated path probabilities of alternative element occurrences (neither SS5 nor PAS:
black, SS5 first: orange, PAS first: green) obtained by applying the EM algorithm to each
transcript subset (stable and unstable TSS stability classes). (c) Relative importance of
various transcript factors in a logistic regression of the stability classes, with (green) and
without (red) including the U1/polyA HMM derived signal (posterior path probability
of being in unstable class).
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Finally, we used logistic regression to assess the relevance of TFs in the TSS-
binding cluster to transcription stability. TFs, by themselves, explain only a
small fraction of the variance in stability (R2 = 0.05). Furthermore, when the
signal from the polyA/U1 HMM is also considered, their relative importance
drops considerably (Figure 3.7c). These observations suggest that most of the
information about stability comes from the presence or absence of early poly A
sites and U1 splicing signals, but they do not rule out the possibility that some of
these TFs may be components of the splicing pathway or contribute to feedback
between splicing and expression levels.
In total, this work suggests a very similar architecture exists across all tran-
scription initiation regions. Furthermore, regulatory regions are more distin-
guishable by post-initiation events such as elongation and transcript stability.
3.3 Discussion
Several studies have documented divergent transcription at promoters and en-
hancers [27][78][56][143][127][123], however, the nature and organization of ini-
tiation sites, their underlying DNA elements, and their relationships with TF
binding and nucleosome positions have yet to be reconciled. In this article,
we show that assaying nascent RNAs dramatically increases sensitivity for en-
hancer detection compared with methods that map accumulated RNAs. By con-
trasting our GRO-cap data with CAGE data, we are able to classify TSS pairs
based on the stability of the resulting transcripts. Unstable transcripts are those
that are likely targeted for immediate degradation by the exosome, and thus are
unable (or less likely) to be discovered in assays that detect accumulated RNAs,
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such as CAGE. By contrast, stable transcripts are detectable in both nascent and
accumulated RNA pools. These classifications allow us to work directly from
genome-wide functional genomic assays without reliance on genomic annota-
tions. By analyzing these annotation-free TSSs together with DNA sequences
and functional genomic data, we are able to catalog the precise nature of the
structure and chromatin content at initiation sites. We find that the divergent
TSS pairs at both promoters and active enhancers: 1) have similar frequencies
of canonical core promoter elements, 2) have distinct transcription complexes
at each member of a pair, 3) are separated by 110bp on average, 4) are bound
by a central transcription activator, 5) are flanked on both sides by positioned
nucleosomes, and 6) have histone modifications typically associated with tran-
scription initiation, present in proportion to the amount of transcription. These
results suggest a unified model for the mechanisms that govern transcriptional
initiation at both enhancers and promoters (Figure 3.8a).
3.3.1 Architecture of Initiation Sites
We show that divergent initiation occurs within a window of 90-120 bp, which is
a surprisingly narrow interval considering that a PIC makes contacts up to 50bp
upstream and downstream from the TSS [28]. The close proximity of divergent
initiation events and the evidence for bound TFs between them suggest that
multiple independent polymerase complexes may not simultaneously occupy
the same promoter. One possible alternative is that one polymerase initiates
first and then pauses downstream, allowing enough space for a second poly-
merase to initiate upstream and in the opposite direction. Consistent with this

















































































Core and Martins et. al, Fig. 8: Unified model of transcription initiation at regulatory regions 
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3
Figure 3.8: Unified model of transcription initiation at regulatory regions. (a) Our anal-
ysis of TSSs reveals a common structure across all initiation regions, including promot-
ers and enhancers. In both cases, (first row) a tightly packed (110 bp apart) divergent
TSS pair (+ strand: red, -strand: blue) surrounded by well-positioned nucleosomes
(orange), with independent pre-initiation complexes (separate TBP (green) and Pol2
ChIP-exo peaks (black), second row) and sharing two distinct TF cluster binding modes
(central: green, over TSS: blue; third row). We propose that central, activator TF bind-
ing (USF1 example: purple), in conjunction with core promoter elements, determines
the positioning of the divergent initiation sites. Finally, DNA sequence properties (not
depicted here), possibly in cooperation with other factors, determine the resulting tran-
script type (stable/elongating: protein coding, unstable/terminating: uaRNA, eRNA,
etc.). (b) A model depicting possible progression of enhancer states from chromatin
marked but largely inaccessible regions (left), followed by more open regions through
TF binding (center) and finally, active transcription, which brings with it the associated
chromatin marks (in particular, H3K79me2 and H3K27ac and increased methylation
levels of H3K4; right).
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on chromatin of human cells (K562) is paused approximately 50bp downstream
of the initiation site [138].
In spite of the tight spacing available within divergent TSSs, we find evi-
dence for positional modes for TF binding in these regions, though our data
does not address whether they occur simultaneously. Our results show that
most factors bind between the two divergent TSSs (central binders), suggest-
ing that they play a role in activation and are likely a major determinant of
the overall architecture of initiation sites. On the other hand, the TSS-proximal
transcription factors are primarily enriched for repressors, suggesting that cer-
tain repressors can act by preventing access of the transcription machinery to
critical parts of the core promoter. The apparent tight spacing and organiza-
tion of binding suggests that very few factors simultaneously bind at any given
initiation region. This observation is in agreement with evidence for a small
number of identifiable sequence motifs even when numerous factors are found
in narrow regions by ChIP-seq [41]. Furthermore, ChIP-seq signals can reflect
indirect binding (local or distal tethering), and coinciding signals for different
factors can reflect events that occur within a population of cells, but not simulta-
neously within the same cell. Finally, the close relationship between TF binding
and initiation in our model provides a possible explanation for why protein-
coding coding genes typically have multiple associated mRNAs with small dif-
ferences in TSS location (for example GENBANK mRNAs). These alternative
TSSs likely result from the presence of multiple neighboring binding sites, for
the same or different TFs, that compete as anchors for activator TFs. As a result,
depending on cell type and condition, different TF binding events lead to small
shifts of the initiation site.
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Promoter regions are generally assumed to be quite broad, with promoter-
associated TF binding sites spanning a multi-kilobase region near the TSS, but
our results suggest that initiation regions are primarily defined by a relatively
narrow 100-to-200 bp window. Part of this discrepancy in scale can be attributed
to poor or incomplete annotation of genes, but it may also indicate that multiple
independent initiation regions often act as neighboring enhancers. Although
we have focused here on non-overlapping TSS pairs to simplify our analyses,
we expect that overlapping TSS pairs will represent an aggregate of the local
TF occupancies. In the future, it will be interesting to further investigate TF
occupancy at these more complex regions with the help of higher-resolution
assays, such as ChIP-exo [114].
While our focus here is on mammals, and in particular, human cell lines,
features of our basic model can apply to other metazoans that show predomi-
nantly unidirectional transcription at promoters. For example, Drosophila shows
little divergent transcription at promoters, but divergent TSS pairs at enhancers
[26]. Because both promoters and active enhancers are transcribed in Drosophila
[26][17][77], as in mammals, it seems likely that the absence of divergent tran-
scription in promoters reflects constraints on Pol II orientation. For example,
it is possible that transcription units that encode stable polyA transcripts in
Drosophila have evolved sophisticated core promoters with multiple elements
that dictate the orientation of Pol II [40]. Indeed, Kadonaga and colleagues [71]
have demonstrated a rich collection of elements and interactions at the core pro-
moters of Drosophila genes. This additional feature of the Drosophila genome ap-
pears to help distinguish promoters from enhancer in flies, but it is of limited
use in making the distinction in mammals.
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3.3.2 Transition between enhancer states
Our analyses of DNase-hypersensitivity and GRO-cap data at enhancers gen-
erally support the existence of, and potential progression through, at least
three enhancer states: closed, open, and transcriptionally active. Previous
work suggests that chromatin undergoes a progression from a closed chro-
matin state to an open state required for TF binding and activity at enhancers
[111][20][147][29]. We envision that it is equally plausible to progress in either
direction between states, thus, the poised state could represent enhancers that
have yet to be activated, or dormant enhancers that are vestiges of past activity
[130]. Interestingly, the closed and poised state resemble a form of pre-activated
promoters recently observed during developmental transitions [142], provid-
ing yet another similarity between regulation at promoters and enhancers. In
our model, the poised state could transition into the open and untranscribed
state through binding of a pioneering transcription factor that is required to
open the chromatin prior to full activation by another TF. Also, some poised
enhancers could be open simply because they have relatively poor affinity for
nucleosomes due to underlying sequences. Alternatively, permissive chromatin
could arise concomitantly with TF binding and transcription [20]. In either case,
the transition from the open or poised states to transcriptionally active state ap-
pears to result from strong binding of central, activating transcription factors
(Figure 3.8b). The transcriptionally active enhancer sites identified here are al-
most certainly functionally active, as they are enriched for TF binding, active
histone modifications, distal chromatin links, and depleted for repressive CpG
methylation (Figure 3.8b). However, it will require further work to determine
whether or not all functionally active enhancers (influencing the activity of tar-
get transcripts) generate local transcription. In any case, our results show that
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distinct enhancer states can be detected with various combinations of genomic
data, and that a distinguishing feature of many active enhancers is the presence
of transcription.
3.3.3 Transcription level and histone modifications at en-
hancers and promoters
It is generally thought that distinct mechanisms selectively mark histones at
enhancers and promoters [20]. However, we observe a strong positive corre-
lation between absolute levels of transcription and histone modifications tradi-
tionally associated with transcription activity, including both marks of initiation
(H3K4me3 and H3 acetylation), and early elongation (H3K79me2) [128]. In par-
ticular, enhancers are typically identified as having high levels of H3K4me1 rel-
ative to H3K4me3 [62][61], but we observe a strong positive correlation between
absolute levels of transcription and the H3K4me3/H3K4me1 ratio at active en-
hancers, suggesting that differences in H3K4 methylation patterns at enhancers
and promoters may simply reflect differences in transcription levels. Consistent
with this observation, H3K4me3 has been detected at some active enhancers
[103][79], and can be H3K4me3 can be deposited in a transcription-dependent
manner. For instance, the COMPASS complex that contains the Set1 methyl-
transferase, interacts with the post-initiation forms of Pol II [125] that have also
been shown to be present at active enhancers [79]. Why, then, are enhancers
generally observed to have less transcription initiation and hence H3K4me3
than promoters if transcription factors work identically at both types of initi-
ation sites? Several feedback mechanisms whereby elongation of transcription
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positively contributes to subsequent rounds of initiation have been observed.
One such example involves feedback from the elongation-dependent H3K4me3
mark that can interact with the GTF, TAF3. It seems unlikely that this solely
explains the differences between initiation levels at promoters and enhancers
since this mark is present at both locations. Based on our results that describe
a general splicing-dependent difference in transcript stability at promoters and
enhancers, a more plausible explanation would be feedback from the splicing
machinery. Indeed, increased recruitment of GTFs to promoters in the pres-
ence of a U1 splice site has been observed [30]. In addition, the GTF, TAF15,
has been shown to interact with the U1 snRNP providing another link between
the splicing and initiation complex. In support of this, our results show that
another TAF (TAF1) binds preferentially to the stable side of promoters. There-
fore, mechanisms that underlie deposition of histone modifications at promot-
ers and enhancers may be more related to elongation of transcription and asso-
ciated feedback on initiation rather than selective targeting of these regulatory
elements.
3.3.4 Definition, form and function of enhancers
The original definition of an enhancer describes a genomic locus that stimulates
transcription of another locus independently of its position and orientation rel-
ative to the transcribed locus [8]. Enhancers are often defined as wide regions,
spanning multiple kb, where an abundance of ChIP-seq peaks are found. In
contrast, our observations reveal a short common initiation structure for active
promoter and enhancer sites anchored on a central activating TF, suggesting that
these wide regions may actually be collections of individual initiation units. Our
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results also show that the eventual outcome of transcription initiation is largely
determined by the surrounding sequence and, in particular, by the presence of
splicing signals and absence of poly(A) signals. Consistent with these observa-
tions, spliced lincRNAs are stable transcripts found both in isolation and paired
with protein-coding genes. Furthermore, the common distinction of relative
methylation levels for H3K4 is shown to be associated with transcription level
rather than being a defining characteristic of promoters or enhancers. What
then is a proper description of an enhancer? 3D chromatin links bridging differ-
ent initiation regions have been observed both between traditional enhancers
and promoters and between pairs of promoters [84]. Thus, the implication is
that any initiation region can function as an enhancer, through the central bind-
ing activator, irrespective of the fate of the local transcripts that are generated.
Conversely, it is currently not clear whether some TFs can enhance distal tran-
scription activity without generating local transcription. Precise, high resolu-
tion annotation of TF binding sites should help the field progress towards a
better understanding of local and distal interactions and insulator effects.
3.3.5 Evolutionary implications
Our observations have implications for an intriguing potential relationship be-
tween divergent transcription and the origin of new genes. It has recently been
shown that asymmetries in productive transcriptional elongation favoring the
sense-coding direction at gene promoters can be explained by a disproportional
tendency for promoter-proximal cleavage and polyadenylation shortly after ini-
tiation in the antisense direction, which appears to be associated with the fre-
quent occurrence of PASs in upstream antisense regions of genes [3][100]. Fur-
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thermore, PASs are depleted and U1 snRNP recognition sites (SS5s) are enriched
in the sense direction, consistent with observations that the U1 snRNP com-
plex protects pre-mRNAs from cleavage and polyadenylation [72][13]. Build-
ing on these observations, Wu and Sharp recently proposed a model for the
evolutionary origin of new genes whereby short, unstable upstream antisense
RNAs (uaRNAs) gradually increase in length and stability as mutations elim-
inate PASs and create new SS5s [146]. In this way, uaRNAs could develop,
in a stepwise fashion, first into noncoding RNAs and then into protein-coding
mRNAs, perhaps acquiring splicing capabilities along the way (which, in turn,
would further improve stability). This process could be encouraged by positive
feedback with transcription-associated mutational asymmetries, which are bi-
ased toward G and T nucleotides [50] and therefore would favor the formation
of SS5s and the abolishment of PASs.
Although divergent transcription at enhancers has been acknowledged
[146], most discussion has focused on the emergence of new lincRNAs or genes
immediately upstream of existing genes. In this article, we have shown that
transcription initiation occurs in a bidirectional fashion at thousands of en-
hancers that have fundamentally the same architecture of initiation as tradi-
tional promoters. Thus, if uaRNAs do indeed sometimes develop into genes,
then the genome is replete with potential new genes, many of them far from ex-
isting genes. These observations suggest a possible “life cycle” for new protein-
coding genes in which genomic sequences may first acquire regulatory function
by chance mutations, then become transcribed through enhancer activity, then
gradually produce longer and more stable transcripts, and eventually become
translated and obtain useful functions at the protein level. It is conceivable that
many lincRNAs have limited direct functionality and are intermediate steps or
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discarded by-products of this stepwise process. Additional studies of nascent
RNAs across cell types and species may help to shed light on these important
evolutionary questions.
3.4 Methods
3.4.1 Preparation of GRO-cap, PRO-seq and GRO-seq libraries
GRO-cap libraries for K562 and GM12878 cells were produced precisely as de-
scribed in Kruesi et. al [80]. 1×107 nuclei were used for each GRO-cap library or
control. GRO-seq libraries for K562 cells were produced as described in [144].
GM12878 GRO-seq data is published in Wang et al [144]. PRO-seq libraries were
produced as described previously [81], using the TruSeqTM small RNA adapters
(Illumina), and 5 × 106 nuclei.
3.4.2 Mapping of sequencing data
After sequencing GRO-seq and GRO-cap reads were trimmed to 30 bases, and
mapped first to a single copy of the rDNA locus to remove related transcribed
sequences. Reads that did not map to the rDNA were then mapped to the hg19
version of the human genome. Reads were required to be unique and have no
more than two mismatches. PRO-seq reads (100 bases) were processed essen-
tially as in Kwak et al. [81]. Adapters were removed with cutadapt [93], and
then unique sequences 15bp or greater were that mapped to the hg19 genome
were kept for further analysis.
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3.4.3 Prediction of Transcription Start Sites
Pre-processing of GRO-cap Data
GRO-cap aligned data, normalized by total read counts, was summarized in
fixed intervals of 10 bp along the reference genome, to increase the signal in
low intensity initiation sites and “smooth” away minor misalignments between
the TAP+ and TAP- conditions. Each 10 bp interval was assigned two values,
one summarizing the TAP+ to TAP- signal differences and the other indicating
the presence of a TAP+ “peak”. To summarize the TAP+ to TAP- signal differ-
ence in each interval we assigned the interval to one of three categories: 1) “no
signal” (TAP+ has zero reads); 2) “enriched” (TAP+ >TAP-); or 3) “depleted”
(TAP- >TAP+ >0). To compute the binary “peak” indicator for an interval, we
searched for “depleted” intervals (as per the above definition) within ten 10-bp
intervals (100 bp) in either direction, and if at least two were found, we used
their mean normalized read counts as an estimate of the local background level.
The interval in question was then called “peaked” if its normalized read count
was greater than twice the estimated local background level. We found that
our final predictions were not very sensitive to the threshold for calling peaks,
with a wide range of fold-enrichments producing numbers of predictions that
differed by no more than 3%.
Design of the Hidden Markov Model
Previous CAGE studies have shown that TSS regions can be both “sharp”
(highly peaked) and “broad” [21][121]. As such, we designed our hidden
Markov model (HMM) to have a single background state (B) and two groups of
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alternative states, representing non-peaked (M1) and peaked (M2) TSS regions
(Figure B.2a). The M1 and M2 groups are each composed of three states, and
within each group, these states share the same multinomial emission distribu-
tion for “no signal”, “enriched”, and “depleted” TAP+ read counts. In addition,
the states have a conditionally independent emission distribution for the peak
signal, set such that only the middle state of the M2 group permits “peaked”
intervals. Because multiple peaks can occur in a single peaked TSS regions,
the transitions among the states in the M2 group allow for zero or more steps
between consecutive peaks (middle state). This design enforces a distinction be-
tween sharp and broad TSSs, while avoiding false positives due to highly local
spikes in the data.
Parameter Estimation and Transcription Start Site Prediction
The free parameters of the model were set as follows. Most transition probabil-
ities were set to zero or one according to the constraints of the model design
(Figure B.2a), or were assigned values reflecting a non-informative uniform
prior distribution over possible state transitions (for example, the transitions
out of the first and last states of the M2 group). The two exceptions to this rule
were the self-transition probabilities for the background state and the middle
(peak-emitting) M2 state, which were assigned high (0.99) and low (0.1) values,
respectively, because we expect peaks to be sparse along the genome. The emis-
sion parameters were set approximately based on empirical observations of TSS
regions. In particular, we observed that background regions are mostly devoid
of reads (P(“no signal′′) = 0.9; P(“enriched′′) = P(“depleted′′) = 0.05). By contrast,
non-peaked regions (M1 group; broad TSSs) are dense in “enriched” intervals
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(P(“no signal′′) = 0.09; P(“enriched′′) = 0.9; P(“depleted′′) = 0.01). Peaked re-
gions (M2 group; peaked TSSs) have both “enriched” and “depleted” intervals,
in varying proportions, but because this group is anchored by the “peaked”
indicator, it is not sensitive to the exact emission probabilities as long as “no
signal” is unlikely; therefore, for these states we used P(“no signal′′) = 0.1;
P(“enriched′′) = 0.45; P(“depleted′′) = 0.45.
TSS regions were obtained by running the Viterbi algorithm [139][110] on
the pre-processed GRO-cap data, which finds the most likely path through the
HMM given the data and the model parameters. The predicted TSS regions
were then refined for further analysis as follows. First, regions of longer than
100 bp that were assigned to the M2 state group were split into constituent
“peaked” subregions such that distances of at least 30 bp were maintained be-
tween them. In addition, all regions were trimmed of leading and trailing “de-
pleted” (TAP- >TAP+) intervals. The effects of these post-processing steps can
be seen in Figure B.2b.
3.4.4 TSS Paired Regions
A divergent TSS pair is composed of adjacent TSS regions in opposing orien-
tations (a minus strand TSS region followed by plus strand TSS region) within
150 bp of each other (nearest edges). This threshold was set empirically, after
manual observation of initiation sites, in order to capture the observed distances
between divergent TSS regions (median nearest edge distance was 40 bp). TSS
pairs were further filtered by requiring a high GRO-cap signal (minimum num-
ber of reads above the 20% quantile), so that we could reliably scale the various
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signals of interest by expression level in downstream analysis.
3.4.5 Paired Subsampling
In our analysis of divergent initiation regions, we produced composite profiles
for paired TSSs in a variety of ChIP-based assays. A challenge in interpreting
these profiles is that the marginal distributions of transcription levels often dif-
fer significantly at members of each pair, and other signals of interest, such as
ChIP-seq measures of TF binding, correlate strongly with transcription level.
Thus, apparent differences in the signals of interest may simply reflect differ-
ences in overall transcription level. This is especially a problem for US pairs,
because unstable TSSs tend to have substantially lower transcription levels than
their stable counterparts.
To improve the interpretability of these plots, we generated composite pro-
files by a sub-sampling method that ensures the marginal Pol II ChIP-seq distri-
butions are the same at the left and right TSSs. Briefly, we summarize each TSS
pair by four values: the Pol II ChIP-seq values and the signal of interest, both at
the left and right TSS. For convenience, the Pol II ChIP-seq values are discretized
into bins. We then define a shared “target” distribution for Pol II by pooling the
data for the left and right TSSs. Finally, we subsample from the collection of TSS
pairs (summarized by their four values) in such a way that the left and right Pol
II distributions exactly match the target distribution. This subsampling step is
complicated by the dependency between the left and right Pol II distributions,
but it can be addressed by a simple algorithm that performs a depth-first search
over possible combinations of samples from the original distribution, branches
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of which are terminated whenever the constraints on the subsample are vio-
lated. In practice, we also cull a tree if more than 1000 consecutive siblings of a
search node are found to be invalid, under the assumption that we have reached
an dead end in the search (exploring the full set of alternatives is too costly as
the number can be exponentially large). The induced marginal distributions of
values for the signal of interest at the left and right TSS are then compared. In
this way, differences in the profiles that simply reflect differences in Pol II (a
surrogate for transcription level) are eliminated.
3.4.6 Splicing Signal Hidden Markov Model
To define the hidden Markov model (HMM) for splicing signals, we start with
a 5 splice site (SS5) position weight matrix (PWM) estimated from GENCODE
16 annotations of the first exon for protein-coding genes (Figure B.29b). In addi-
tion, a PWM for poly(A) sites (PAS) was estimated from the sequences reported
in Beaudoing et al. [12]. Finally, a background model was estimated from the
full DNA sequences, assuming independence of sites.
Our HMM combines these motif models in such a way that we can make
inferences about the relative positioning of SS5 and PAS sequence motifs. In
particular, the HMM permits branching from an initial background state into
five alternative paths. Two of these paths visit the SS5 site before an optional
PAS; two others visit the poly-A site before an optional U1 site; and a final path
includes none of the two motif signals. The HMM is structured such that the
transition from the initial background state is taken once and only once (Fig-
ure B.29c).
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We applied this HMM to sequences spanning the first 1.5 kb of TSSs in each
class (stable and unstable). To estimate the relative likelihood of each path,
we computed maximum likelihood estimates of the transition probabilities into
each of the five alternative paths using the Baum-Welch algorithm [34]. Because
the number of free parameters is the same for all paths, no model complexity
penalty is needed for this comparison.
Additionally, the probability of each alternative path for each sequence can
be estimated by setting the uniform transition probabilities out of the initial
background state and then computing the respective the posterior probabilities.
This enables the use of the HMM model as a sequence classifier (by thresholding
the sum of the posterior over the sequence) and it is used bellow as the input
for the stability regression.
3.4.7 Stability Regression
The relative contribution of individual TFs and the splicing signal HMM to-
wards predicting the TSS class (stable or unstable) was assessed by logistic re-
gression. TF signals correspond to sums of ChIP-seq signal in the predicted
TSS region. Relative importance of regression weights was computed accord-
ing to Johnson [70]. Because TF binding patterns are often strongly correlated
with transcription level, we applied the logistic regression to subsamples of sta-




UNSUPERVISED TRANSCRIPTION UNIT IDENTIFICATION
4.1 Introduction
The pursuit of a deeper understanding of transcription regulation has led to
the recent development of experimental methods that map genome-wide tran-
scriptionally engaged RNA polymerases (RNAP) (GRO-seq [27], NET-seq [23]
and PRO-seq [81]). These assays take advantage of short-read sequencing and
specialized chemistry to precisely map the edge of nascent RNAs, therefore
producing density profiles of RNAP across the genome. These profiles reflect
the underlying dynamics of transcription, including effects such as promoter-
proximal pausing and waves of transcription in post-induction time-series [55].
Fundamentally, these assays enable the comprehensive detection and analysis
of both traditional transcription units (protein-coding genes), and less well un-
derstood ones, such as long intergenic RNA (lincRNAs). Importantly, nascent
RNA based assays also capture rapidly degraded transcripts (e.g., divergent
transcription, enhancer RNAs (eRNAs)), a subclass not easily accessible to as-
says based on spliced/accumulating RNA, such as RNA-seq, without requiring
changing in-vivo conditions (e.g. exosome depletion [109]).
The effective identification of transcription units (TUs) from datasets pro-
duced by GRO-seq (and related assays) is not adequately covered by existing
tools designed for RNA-seq, due to the intrinsic differences in the datasets pro-
duced by these two types of assays. RNA-seq, by virtue of being based on
spliced accumulating mRNAs, produces a reasonably uniform sequenced read
distribution (mRNAs are randomly fragmented prior to sequencing) over a rel-
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atively small portion of the genome1. These features, together with paired-end
sequencing, enable methods such as Cufflinks [116] to produce and join contigs
(regions obtained by merging partially overlapping reads) into full transcripts.
In contrast, GRO-seq reflects engaged RNAP positions, estimated to be on aver-
age one per cell per transcript [66], that span the entire TU, and furthermore re-
flect dynamic aspects of transcription (e.g. pausing) and possibly synchroniza-
tion across the sampled cell population. As such, GRO-seq produces a sparse,
non-uniform, read density signal requiring specialized methods for TU identi-
fication.
TU identification is essentially a genome segmentation problem, dividing
regions into transcribed and non-transcribed. Naturally, one of the initial meth-
ods for GRO-seq data made use of a two state hidden Markov model (HMM) to
perform this segmentation [55]. Although some of the model parameters were
set via Expectation Maximization (EM), good model performance required su-
pervised parameter tuning based on existing RefSeq gene annotations. A sub-
sequent method attempted to improve TU identification through a contig based
algorithm, with contig joining performed as a function of density and distance
[2]. Parameters were tuned based on an external transcription initiation dataset,
but even then, performance only surpassed the previous HMM method when
RefSeq annotations were used to control contig merging. In either case, good
performance was dependent on existing annotations, which limits the utility of
these methods.
We improve on previous work by developing an HMM based model that
does not require annotations for parameter estimation, expanding the useful-
1RNA-seq only covers exons, which account for about 3% of the main protein-coding genes
[119], and does not cover transcription beyond the poly-adenylation site, nor unstable tran-
scripts.
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ness of this class of models. Furthermore, we present an approach to inte-
grate transcription initiation signal, when available, directly in the HMM model.
These results are evaluated on a collection of GRO-seq and PRO-seq datasets,
on both human and Drosophila cell lines, with a wide range of read densities.
To perform this evaluation, we combined GENCODE annotations with addi-
tional data sources to obtain cell specific reference sets. Finally, TU predictions
on the K562 cell line are combined with polyA-seq to exemplify the application
of TU predictions to the characterization of the later stages of transcription and
processing.
4.2 Results
4.2.1 Hidden Markov Model
In order to take advantage of nascent RNA based assays (such as GRO-seq and
PRO-seq) to identify transcription units, we applied a two-state hidden Markov
Model (HMM) to a transformation of the read count data. This data transfor-
mation splits the raw, per position (or step), read counts into a sequence of
non-zero read counts and distances to the next non-zero position (or step) (see
Figure 4.1a,b). HMMs using the data transformation have consistent high F1
values (the F1 measure summarizes the balance between precision and recall)
across the wide range of library densities (2 to 143 reads per thousand mappable
bases), with largely better values than equivalent non-transformed HMMs (see
Figure 4.1c, Table 4.1; see Methods for details on evaluation metrics). Further-
more, the fraction of errors per matched reference TU (errors consist of either
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Table 4.1: Nascent RNA dataset information. (*) Maximum read length and value used
to compute mappability. In some cases smaller reads were also mapped. (#) Separate
per base sequencing, read counts after normalization. Rounded to nearest integer.
Read Reads per thousand
Dataset ID Dataset Type Length(*) mappable bases
A hg19/hela GRO-seq 30 2.17
B hg19/k562 PRO-seq 50 3.27
C hg19/k562 GRO-seq 30 6.78
D hg19/imr90 GRO-seq 30 12.60
E hg19/mcf7 GRO-seq 44 32.48
F hg19/gm12878 GRO-seq 30 39.60
G hg19/k562 PRO-seq 100 127.42
H dm3/s2 GRO-seq 26 116.32
I dm3/s2 PRO-seq (#) 26 143.78
over fragmentation or incorrect transcript merging) is also consistently lower
than that obtained by using equivalent non-transformed HMMs, and largely in-
sensitive to library densities (see Figure 4.1d). We experimented with a variety
of emission distributions (data not shown) with the best performances obtained
combining the use of the Geometric distribution for distances with some combi-
nation of Poisson, Discretized Gamma (as used in Hah et al. [55]) and Negative
Binomial. Noticeably, the data transformation reduces the effect of read count
distribution choices (see Figure 4.1c,d), showing a small advantage for the com-
bination of Poisson and Negative Binomial distributions, for background and
transcribed states respectively, which we will use henceforth.
TU detection performance can be improved by incorporating a signal for
TSS locations. We opted to integrate this additional information through the
transition probability function from background to transcribed states (P(Zi =
B|Zi−1 = T )), turning the model into a non-homogenous HMM conditional on
the TSS signal. When defining this probability distribution, it is necessary to
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Figure 4.1: TU HMM data transformation. (a) Read count track is transformed into two
tracks: (1) non-zero read counts and (2) distance between non-zero read count positions.
(b) Two-state HMM model variants (B: background, T: transcribed): normal HMM (top)
states emits read counts and transformed HMM (bottom) states emit both non-zero read
counts and distances to the next non-zero read count position. Performance metrics on
datasets from Table 4.1, (c) F1-measure (harmonic mean of precision and recall; higher
is better) and (d) fraction of errors per matched TU prediction (transcript merge and
fragmentation errors; lower is better), for each combination of normal or transformed
HMM and choice of read count emission distributions (B,T): PNB (Poisson,Negative
Binomial); PG (Poisson,Discrete Gamma); GG (Discrete Gamma,Discrete Gamma).
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that results from overlap between transcripts (e.g. in-gene enhancers). Further-
more, for a general use method, it is desirable to have a simple way to exchange
alternative TSS data sources. We tried two alternative formulations, either a
fixed parameter γ or a function of the TSS region score (see Methods). In Fig-
ure 4.2a,c we show the results with two TSS region sets, GRO-cap predicted
TSS regions (results from Chapter 3) and TSS regions obtained from a compu-
tational method (dREG [31]), in the three datasets where both sources are avail-
able. Overall, adding the TSS information improves performance, both in terms
of precision/recall (summarized in the F1 measure) and in terms of the number
of errors. Effects are more strongly felt with lower density samples and are only
marginally affected by the choice of the γ parameter (a low 0.1 value seems like
a safe default choice). As expected the GRO-cap dataset performs better (and
is less affected by the γ parameter), being derived from a direct experimental
measure of TSS positions, but the computational method is very competitive.
Incorporating the score (from the dREG source) by itself has negative conse-
quences (see Figure 4.2d).
Integration of TSS signals, as described, provides enough constraints to pa-
rameter optimization to permit the useful expansion of model complexity while
keeping with annotation free parameter estimation. As can be seen in the ex-
ample of Figure 4.3, some transcripts have a prolonged post-polyA transcrip-
tion tail. When these transcripts are packed closely to another transcript on the
same strand this leads to incorrect merging of adjacent transcripts. We aim to
counter-act this issue by the addition of an extra decay state (see Figure 4.2b and
Methods), i.e, an extra state, reachable from the main “transcribed” state, that
aims to identify the low level transcription that extends beyond the end of the
main transcribed region. Without the extra TSS signal, this extension leads to
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Baseline (2-state transformed data HMM)
dREG score (2-state HMM)
dREG score + Decay (3-state HMM)
Figure 4.2: Extending the TU HMM. Two variations on the base HMM: (a) transitions
from background state B are defined by external signal; (b) TSS signal and additional
decay state. (c) Two different TSS signal source (GRO-cap, in blue, and dREG, in red,
baseline in black) are tested with different values of the γ parameter in the human
datasets where both are available. Performance metrics, F1-measure (harmonic mean of
precision and recall; higher is better) and fraction of errors per matched TU prediction
(transcript merge and fragmentation errors; lower is better), for each combination of
source and γ value. (d) Comparison of HMM extensions using dREG score as the prob-
ability (see Methods) using the same performance metrics: F1-measure and fraction of
























Figure 4.3: TU incorrect merge example (UCSC Genome Browser screenshot). Tracks
show data for the G dataset (K562) (PRO-seq, polyA-seq, dREG) together with RefSeq
annotations and two sets of TU HMM predictions: 2-state with dREG score as TSS sig-
nal and 3-state with dREG score as TSS signal and extra decay state. Example illustrates
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Baseline (2-state transformed data HMM)
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Figure 4.4: TU HMM variants comparison. Unsupervised HMMs using the data trans-
formation achieve comparable performance with similar error rates to the HMM from
Hah et. al [55]. Addition of dREG as TSS signal and the extra decay state further im-
prove performance and reduce error rate.
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degenerate behavior (see Figure C.1a). Even with the simplified single param-
eter TSS signal version, the results are not satisfactory (see Figure C.1b). How-
ever, in conjunction with the dREG score it improves performance on moderate
or high GRO-seq/PRO-seq library sizes (see Figure 4.2d, Figure 4.3), reversing
the negative impact that the dREG score had by itself.
Overall, the data transformation results in comparable performance to the
HMM by Hah et. al [55] which made use of existing annotations to tune the
model parameters (see Figure 4.4). The inclusion of the GRO-seq derived TSS
signal, from dREG, with the extra decay state, improves the performance, as
measured by the F1-measure, beyond the annotation driven HMM, while re-
ducing the gap in terms of fraction of errors per matched transcript. In the
following, we explore some aspects of transcription unit profiles using the pre-
dictions obtained on G dataset (high density K562 PRO-seq) with the 3-state
HMM incorporating the dREG score based TSS signal.
4.2.2 Transcription beyond the poly-Adenylation site
Contrary to RNA-seq, nascent RNA assays such as PRO-seq capture transcrip-
tion beyond the site of cleavage and poly-adenylation (polyA) of the primary
transcript. We took advantage of the transcription unit predictions from our
HMM to model the variation of the post-polyA extension across genes. Us-
ing published polyA-seq data on K562 cells [88], together with deep sequenced
PRO-seq, we selected TU with at least one polyA cluster (picking the cluster
with the highest read count) and divided them into three regions body, post-
polyA pause and decay (see Methods). Profiles aligned at the polyA site show a
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strong PRO-seq signal accumulation over a wide region (see Figure 4.5a). This
was previously reported as pause induced by the poly-adenylation process [27],
but further study found this to be inconsistent with the profile expected from a
single pause source [52]. The post-polyA pause extends on average 10kb (median
5kb), while the estimated decay is on average 23kb long (median 10kb) (see Fig-
ure 4.5b). This wide range suggests that other factors beyond simple polyA site
induced pausing may be at play. Examination of signal intensity, at the three
stages (before polyA, during the pause region and afterwards) shows strong
correlation of signal intensities, with linear relationship between pre-polyA sig-
nal and signal both at the pause region and afterwards (see Figure 4.5c). We
further classified TUs into ”Paused” and ”Not Paused” by computing a confi-
dence interval on the pause to body ratio (assuming counts follow a Poisson
distribution [35]). This results in 62% (out of 9077 TUs) that are significantly
paused (95% confidence interval of the ratio above one).
Curiously, the ”Paused” class has a significantly higher mean gene body
level (one sided Wilcox test p-value <2e-16) than the ”Not Paused” class, rais-
ing the possibility that a non-linear effect related to cross-strand collisions, or
a feedback effect with promoter-looping, may be at play. Cross-strand colli-
sions between engaged polymerases can result in excessive pausing, although
we found no evidence for this to be the main mechanism controlling post-polyA
pause level (a small cross-strand effect can be glimpsed in Figure C.3, where the
strong post-polyA pause on the negative-strand produces a small local increase
on the plus strand transcription level).
CTCF is one of the TFs responsible for establishing distal chromatin links.
This has led to a variety of regulatory roles being ascribed to it, depending on
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Figure 4.5: Features of TU decomposition. TU were split into three regions, body, post-
polyA pause and decay. (a) PRO-seq and RNA-seq profiles aligned to the polyA site. (b)
Length distributions (truncated at 40kbp) for post-polyA pause region and decay region.
(c) Scatter plot of log10-density of post-polyA pause versus body (left) and decay versus
body (right).
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the regions that are linked [98]. Therefore, it follows that it may play a role when
present at the edge of a post-polyA pause region. However, although CTCF is
prolific across the genome, only 4% of the selected TUs contain a well placed
CTCF element at the edge of the post-polyA pause region (198 in the ”Paused”
class, or 3.5% and 99 in the ”Not Paused” class, or 2.8%). Furthermore, we
found no evidence to support that this subclass behaves differently across an
induction time series (e.g. Celastrol; data not shown).
4.3 Discussion
We presented an unsupervised approach to predict transcription units (TU)
from nascent RNA (GRO-seq/PRO-seq), as well as an approach to perform eval-
uation of the model’s performance. Key to this advancement is the data trans-
formation, which enabled stable parameter inference across a wide range of li-
brary densities. We further explored extensions to the simple two-state model,
incorporating TSS signals from experimental assays (GRO-cap) and from syn-
thetic methods (dREG). Finally, we demonstrate the usefulness of these pre-
dictions by analyzing post-polyA transcription extension and showing that the
paused region extends considerably, 10kb on average; in many cases, a further
low level decay extends the reach of the TU even further.
4.3.1 Data transformation
The data transformation used as a basis for our TU HMM reduces the number
of transitions over minimally informative positions (zero-read count positions
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which are abundant due to the sparse nature of GRO-seq and similar assays), re-
ducing the excessive transcript fragmentation observed in previous work with-
out requiring a supervised parameter tuning [55]. Although in the absence of
noise, both measures are strictly related (under simple Poisson assumptions of
read count distribution), actual data incurs both an excess of zero-read-count
positions, due to both the intrinsic nature of the assay and sequence mappability
constraints, and occasional read spikes due to uneven read amplification. The
added freedom provided by the data transformation, provides increased toler-
ance for these issues and in particular unmappable gaps, as these now translate
into sporadic excessively long distances and thus have less impact on path in-
ference. Furthermore, the data transformation provides a minimal degree of
non-locality to the model, which may contribute to its improved performance.
An interesting perspective on the data transformation is the parallel that can
be drawn between the resulting HMM and a continuous-time HMM, in par-
ticular, it is very similar to a discretized version of the continuous-time HMM
framework. The distance (or time) until the next step is modeled by geometric
distributions, which can be seen as discretized versions of the exponential distri-
butions used in the continuous-time HMM framework. Thus, for the homoge-
nous version of the models (no TSS information), we can rewrite the HMM in a
way that parallels the continuous-time HMM likelihood. This observation pro-
vides a possible approach to bridge these models with the underlying physical
process, as contrary to RNA-seq assays, nascent RNA based assays like GRO-
seq and PRO-seq, map the positions of engaged polymerases across the genome.
The relatively small number of polymerases per gene [66], together with ideas
such as transcriptional bursts [112], may offer a path for further exploration of
these observations.
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4.3.2 TU in the genomic context
The brief analysis of post-polyA TU extension hinted at several issues that af-
fect not only the transcription landscape but may need to be better understood
to improve the model. Issues such as chromatin linking (e.g. via CTCF), which
may result in complex feedback between distal areas of the genome or simply
act as a barrier, will necessarily affect the observed transcription profiles. It is
noticeable that TUs with strong post-polyA pausing also tend to have a higher
activity level in the gene body, this may be the result of promoter looping as
discussed in Grosso et. al [52]. Furthermore, cross-strand collisions between
engaged polymerases leave their footprints on TU profiles, in the form of local
increases in observed GRO-seq/PRO-seq levels. This can potentially result in
incorrect segmentation from simpler models that expect cleaner profiles. These
challenges should be kept in mind as the field advances towards a higher reso-
lution modeling of the biology underlying genome-wide datasets.
This work shows that both different perspectives on the data and the in-
tegration of external constraints (like the TSS signal), open the opportunity to
increase model complexity without sacrificing performance. It is clear that there
is room for the integration of additional, specialized, signal detectors (e.g. for
post poly-A decay), as well as for expanding the model to incorporate inter-TU
interactions, either cross-strand or due to isoform overlap (e.g. via some form of
TSS driven flow diffusion model). Nevertheless, the current state of TU models




4.4.1 Transcription unit evaluation
Active transcription units vary from cell type to cell type and across experimen-
tal conditions. Genes, for example, are usually annotated as groups of alter-
native transcripts with different TSSs, exons and polyA sites, with the active
subgroup varying across conditions. It is therefore necessary to combine con-
dition specific assays with known annotations to produce a reliable validation
set.
Moreover, different types of transcription units require different validation
strategies and datasets. We choose to split transcription unit types in two sets:
long spliced TUs and short transient ones. In the long TU set we find protein
coding genes (and their degenerate forms, such as pseudogenes) and lincRNAs.
This set is readily visible in RNA-seq and CAGE assays and is widely anno-
tated up to the poly-adenylation (polyA) site. The second set is formed mainly
by short enhancer driven transcription and short divergent transcripts at pro-
moters of the first set. The transcripts of the short TU set are subject to rapid
degradation and do not show on RNA-seq or CAGE assays. Moreover, not only
is their annotation much less precise but they are also more variable across con-
ditions. These two sets require different evaluation strategies.
To further complicate matters, transcription units of the short TU set, namely
transient enhancer transcripts, can be contained within transcription units of the
long TU set.
Base pair precision in TU prediction validation is impossible, as should be
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clear by now. Instead, each reference set imposes restrictions on the start and
end of a TU with respect to a matched reference TU. Furthermore, restrictions
are also imposed on how different TUs can overlap with each other.
Overall, the evaluation strategy can be split into three parts: 1) reference set
definition; 2) matching algorithm; 3) evaluation metrics. Which we approach in
turn in the following.
Long spliced reference set
This set of transcription units has good annotation coverage up to the polyA
sites and good assay coverage in ENCODE/modENCODE cell lines. It is char-
acterized in annotations in groups of alternative forms, sharing common DNA.
So, we define a correct TU prediction as one that satisfies the following condi-
tions:
• Only overlaps with a single reference group.
• Starts within TS bases of the reference TSS.
• Extends at least until the annotated polyA site.
We define this reference set by combining the information from three sources
(data and values for GM12878, see Table C.1 for full reference sets)2: GENCODE
16 annotations, ENCODE Long polyA+ RNA-seq and ENCODE CAGE.
Starting with the GENCODE transcript annotations, we selected those with
at least two exons (spliced transcripts) and a minimum amount of RNA-seq read
density in each constituent exon. Two possible ways to set the threshold are to
2These sources are for Human assays, but similar sets could be used for other species.
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maximize the number of transcripts per gene group or to maximize the average
number of exons per transcript (see Figure 4.6). We chose to set it to maximize
included transcripts (log(RNA-seq density) ≥ 0), as these would be subject to
further filtering steps and it leads to a larger number of gene groups (14493 vs
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Figure 4.7: Effects of the various filters on transcript annotations (GM12878 cell line).
The resulting annotations were further filtered by requiring a minimum of 50
CAGE reads within 250 bp of the annotated TSS. This brings the number of gene
groups down to 9107 (with 44585 transcripts; in the GM12878 dataset). Finally,
within each group, transcripts that started within 250 bp of each other were col-
lapsed, resulting in 11565 transcripts (in the GM12878 dataset). The reduction of
transcripts per group and the representation of each GENCODE transcript type
can be seen in Figure 4.7. This filtering step resulted in sharper signal profiles for
relevant assays, including both promoter and gene body marks (see Figure 4.8).
Short transient reference set
The construction of a reliable short transient TUs set is a much harder prob-
lem. By their very nature, transient transcripts do not show up in RNA-seq
or CAGE assays. They are generated at active enhancers and in the divergent
sense of gene promoters, though not all such transcripts are transient (eg. lin-
cRNAs). Adequate identification of transient transcript boundaries is further






















































































Figure 4.8: Profiles of several characteristic gene signals at successive filtering stages.
Start here represents the transcripts selected via RNA-seq thresholding (GM12878 cell
line).
and to overlap gene transcripts.
Short transient transcripts are, nonetheless, initiated in a similar fashion to
regular transcripts (see Chapter 3) and so their presence is revealed in chromatin
assays such as DNAse HS, histone modification ChIP-seq. H3k27ac is a known
mark of transcription initiation and known selector of active enhancers [29][97]),
therefore, we selected as the reference set, the DNAse HS peaks that overlapped
with the H3k27ac peaks (see Table C.1).
As described, not much information exists on the precise definition of short
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transient TU boundaries; so, at a basic level, predicted TUs can be called “cor-
rect” when overlapping with these regions (exceptions, when the reference
short TU is overlapping a reference long TU region, are noted in the next sub
section). If a more strict test is required, we can require that they start within
such a reference region.
Reference matching algorithm
To evaluate a prediction set, it is necessary to mach elements in that set with
those in the reference sets. This will label the elements in both sets with one
of three labels: correct, incorrect or unknown. The totals for each set are used to
define the evaluation metrics described in the next section.
The description of the reference set, in particular the subset of Long spliced
TUs, allows for groups of overlapping alternative TUs (genes, for example, have
multiple alternative transcripts). Since not all TU prediction models allow for
overlapping TUs, we define two match modes: a strict mode, where all alterna-
tive TUs are considered independently and a relaxed mode, where each group
is considered as a single unit. Furthermore, in relaxed mode, predictions are
allowed to break at inner TSS boundaries within a group and are allowed to
merge alternative TUs within a group.
The match process starts by creating, for each element in either set, a list of
the elements in the opposing set that overlap (on the same strand). Note that
if we are conducting the match process in the relaxed mode, then the reference
set is enriched with additional TUs per group that correspond to the relaxed
conditions (breaks at TSSs and merged alternative TUs). Given this information,
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the process is composed of two phases. In the first phase, a sequence of labeling
steps is applied to the prediction set, where the input of each step is the set
that was not labeled in the previous steps. In the second phase, labels of the
prediction set are used to define the labeling of the reference set. The prediction
set labeling steps are:
1. Elements that have empty overlap lists are labeled as unknown.
2. Elements that overlap more than one TU group in the Long spliced TU ref-
erence subset are labeled as incorrect due to over-extension.
3. Elements that match one or more TUs in the Short Transient TU reference
subset (and only in this subset) are labeled as correct3.
4. Elements that match one and only one reference TU are marked as correct
or incorrect according to the rules defined in the previous sections.
At this point, we are left with predictions that overlap only a single isolated
group of Long spliced TUs and zero or more Short transient TUs.
5. Given a particular prediction TU, check if a correct match can be found
against each reference TU in the group of Long spliced TUs, in order of size
(check from longest to shortest)4. If a match is found, the prediction TU
is labeled as correct. The only exception is matching against TU fragment
added when augmenting the reference set in relaxed mode. In this case, the
prediction TU is only labeled as correct if at least one other reference TU
starting at the TSS that lead to the break is also labeled correct5.
3Should we desire to be more strict, require a prediction TU to start within a particular refer-
ence TU and only count it towards that TU.
4Preference is given to Long spliced TUs in the reference set as those are more reliable.
5This is done to prevent an incomplete prediction to be mistakenly labeled as correct.
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6. Given a particular prediction TU, T , if it is covered by another prediction
TU6 and it overlaps a Short Transient TU for which there is an opposing
strand prediction TU that starts at that Short Transient TU, then mark T as
correct7
All remaining unlabeled prediction TUs are labeled as incorrect.
Labeling the reference set is done optimistically, that is, a reference set el-
ement is assigned the best label of its overlapping (matched, ie, used to call
correctness) prediction TUs. Elements with no overlapping prediction TUs are
labeled unknown. In relaxed mode, groups of TUs are combined under a single
label (correct if any of the component TUs is correct).
Evaluation metrics
Given the result of the matching algorithm, we now define the evaluation met-
rics based on the total counts of correct, incorrect and unknown elements: CR, IR,
UR and CP, IP, UP for the reference and prediction sets, respectively.
The first metric is the F1-measure, used in information retrieval and defined as
the harmonic mean8 of precision and recall. To that end, we adapt the traditional






CR + IR + UR
6Avoid labeling parts of a fragmented gene prediction as correct just because it overlaps an
internal enhancer.
7Collision between opposing strands results in increased residence time, which intensifies
the signal of either transcript (the effect size is the subject of further study). As such, we can
expect the opposing strand to be detectable if the sense strand was a true match.
8Reciprocal of the arithmetic mean of the reciprocals.
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The lack of symmetry with respect to the treatment of the unknown label is a
reflection of the incomplete nature of our reference set. We can be reasonably
confident that the TUs of the reference set are indeed present in that experimen-
tal condition, thus they should be counted when computing recall. However,
we do not have a exhaustive reference set and thus cannot make a judgment
call over predicted TU labeled as unknown. So, we have chosen to be optimistic
in defining precision.
The second metric is the fraction of errors per matched reference. Here,
errors are defined to include merging of adjacent transcription groups (deter-
mined when applying step 2 of the matching algorithm) and over fragmenta-
tion (determined when labeling references in the second phase of the matching
algorithm). This metric aims to provide information on the quality of the overall
prediction set, based on the subset that matched with known references.
4.4.2 HMM Parameter Estimation
Maximum likelihood estimates of the free parameters are obtained via Expec-
tation Maximization applied to the various datasets (tracks using 50 bp steps).
In practice, the estimation is performed per chromosome, enabling trivial paral-
lelization of the process. Moreover, parameter estimates from a small chromo-
some (chr22 in humans, chr4 in Drosophila) are used as the initial guess for the
remaining chromosomes, speeding up the process.
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4.4.3 Encoding TSS Information
The TSS signal is incorporated in the HMM model as the probability of a tran-
sition from the background state B to the transcribed state T , P(Zi = T |Zi−1 = B).
We test two alternative approaches. The first is a simplified version, where the
only information provided are TSS regions (in a BED file) and a user defined
value, γ. Locations inside these regions are assigned γ as their transition proba-
bility and locations outside have zero probability of taking that transition. That
is:
PBED(Zi = B|Zi−1 = T ) =

γ if position i is in a TSS region
0 otherwise.
where γ is a user supplied parameter. The other alternative we considered is,
when given a score associated with each TSS region, transform that score into a
probability:
Pscore(Zi = B|Zi−1 = T ) =

f (score j) if position i is in TSS region j
0 otherwise.
In the dREG case, scores are the output of an SVN where the TSS sites have the
value one as the label and non-TSS sites have the value zero as the label. As
such, we take the heuristic approach of using the score directly by clamping it:
fdREG(score j) = min(1, score j).
4.4.4 Post PolyA Decay Extension
Post polyA transcription, after the short tail of similar or higher transcription
level to the main gene body, typically has a very low uniform expression level.
Therefore, we model it with a Poisson distribution, similar to what is done with
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the background state. As this can potentially lead to loss of sensitivity (low
level transcripts absorbed into the decay state), we tested HMMs with multiple
transcript paths bound together to share parameters up to a scale factor (see
Figure 4.9). In the case of the Poisson distribution the scale factor is trivial to
incorporate, just decompose the Poisson rate into a common factor and a fixed
scale value. For the Negative Binomial emission, we apply the scale factor to the
“dispersion parameter” r. We use the following form for the Negative Binomial:
P(X = x|p, r) = Γ(x + r)
Γ(x + 1)Γ(r)
px(1 − p)r.
Replacing r with αr, where α is our scale factor, has the effect of also linearly
scaling the mean (µ = pr1−p ), which works as intended and is consistent with the
behavior of the Poisson distribution.
Transitions from the background state B to any of the T j states are equiprob-
able, so for example, if that probability is defined by γ as described above, then
P(Zi = T j|Zi−1 = B) = γ/K and P(Zi = B|Zi−1 = B) = 1 − γ.
4.4.5 Refined TU Regions
To prepare the TUs for further analysis, we started with the TUs produced by
the 3-state HMM with dREG score based TSS information. These were then
filtered for TUs with at least 5 kbp, excluding the decay region, since we want
to analyze post-polyA pausing and decay and that region is expected to be at
least 4 kb wide. These were then filtered to select those that had at least one
polyA-seq cluster, resulting in 11196 TUs. Thus, TUs were split into main body
(start up to polyA cluster), pause region (polyA cluster up to main body end)











Figure 4.9: Extended TU HMM with multiple paths. All states in each group (T j and
D j) share the same underlying emission parameters, but have their own scale factor
j/K. This constrains the HMM to keep the same relation between transcribed and decay
states to avoid overfit.
Although the HMM’s decay state helps approximate the edge of the main
part of the TU to the start of the decay, it is imperfect. To ensure the best re-
sults in downstream analysis, we refined it by scanning from the polyA site to
the HMM estimated start of the decay edge + 1kb (some TUs don’t have any
decay estimated). Assuming Poisson distributions, we picked the position that
maximized the log-likelohood of the PRO-seq read count probability in the two-
part region (each part has its own lambda, set to the region mean read count).
See Figure C.2 for effect of refinement on PRO-seq and RNA-seq profiles, and
Figure C.3 for a browser shot example.
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APPENDIX A
SUPPLEMENTAL MATERIAL FOR CHAPTER 2
Figure A.1: HSF purification and quantification. A) Purified full-length HSF (arrow)
was estimated to be 40% pure as quantified by a silver stained gel and densitometry. B)
A silver stained gel using known concentrations of BSA (10 ng/l, 5 ng/µl, 2.5 ng/µl,
1.25 ng/µl) was used to quantify the stock concentration of purified full-length HSF
(arrow) at 1.9 ng/µl. Note that one gel is shown, but intervening lanes were removed
for simplicity.
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Figure A.2: A) The mobility of the constant 200 attomole HSE probe shifts into a
trimeric-HSF:HSE complex as increasing HSF is added. There is no HSF in the left-most
lane, the right-most lane contains 3 nM HSF (1 nM trimeric HSF), and the intervening
lanes contain two-fold serial dilutions of HSF. B) A hyperbolic curve based on the Kd
equation (see Methods) was modeled using the band shift data, indicating a Kd of 97.5
pM (95% confidence interval of 59.8-158 pM). C) The constant 200 attomole HSE probe
shifts into a trimeric-HSF:HSE complex as increasing HSF is added. There is no HSF in
the left-most lane, the right-most lane contains 1.5 nM HSF (500 pM trimeric HSF), and
the intervening lanes contain two-fold serial dilutions of HSF. D) A hyperbolic curve
based on the Kd equation (see Methods) was modeled using the band shift data, indi-
cating a Kd of 221 pM (95% confidence interval of 197-250 pM). E) This panel has the
same description as panel A. F) A hyperbolic curve based on the Kd equation (see Meth-
ods) was modeled using the band shift data, indicating a Kd of 308 pM (95% confidence
interval of 214-448 pM).
114
Figure A.3: Each panel shows smoothed 95% confidence intervals (CI) (dotted lines)
for the estimated genomic Kd values (blue lines). The red and green points correspond
to the Kd values determined by the EMSA assays. Error bars indicate 95% confidence
intervals (CIs), as estimated in the non-linear regression (see Methods). Red points in-
dicate those used as references to compute the genomic Kd values in each panel. The
CIs shown in panels A1, B1, A2 and B2 were estimated by propagating various sources
of uncertainty through our formula for estimating Kd values, using the first order Tay-
lor expansion approximation. In panels A1 and A2, only the variance associated with
the reference Kd points was considered, whereas in B1 and B2 the variance associated
with the site intensity estimates was also used. At each binding site in the genome, the
variance in intensity was estimated analytically from the two PB-seq replicates, after
quantile normalization of the PB-seq replicate intensities to remove systematic biases.
In panels C1 and C2, the CIs were computed by sampling the reference Kd values from
normal distributions corresponding to their respective CIs and by selecting site intensi-
ties at random from one of the two PB-seq replicate values (again after quantile normal-
ization). To account for the uncertainty associated with the choice of reference points,
we show the CIs based on the two best EMSA points in the top panels and those based
on the two worst EMSA points in the bottom panels.
115
Figure A.4: These data points (HSE cluster sites) were used to determine the scaling
factor between in vivo and in vitro binding intensities in Figure 2.1 and Figure 2.3. The
top left plot shows how the in vivo to in vitro intensity ratio varies with the number of
points included; dashed line signals the final choice of seven points. Scatter plots show
the top 30 data points (HSE cluster sites) with the highest DNase I signal, against their
in vivo and in vitro intensity values; black indicates the seven chosen points. The points
with higher DNase I hypersensitivity offer the best choice for unbiased scaling.
116
Figure A.5: This UCSC genome browser shot provides additional examples of in vivo
prediction of HSF binding intensity using chromatin and PB-seq data.
117
Figure A.6: The experimentally determined ratio between in vivo ChIP-seq HSF inten-
sity and in vitro PB-seq intensity is plotted against the predicted in vivo/actual PB-seq
ratio. The Pearson correlation for each model is shown.
118
Figure A.7: The bar graphs indicate the Pearson correlation of predictions versus exper-
imental measures for each model used to predict the in vivo/in vitro binding intensity
ratio (Rul: Rules Ensemble model, Lin: linear regression model). The correlations for
both the training data (panel A) and the test data (panel B) are indicated.
119
Figure A.8: ROC plots for in vivo HSF binding predictions. In vitro HSE sites were par-
titioned into bound and unbound cases by applying a threshold to the estimated in vivo
intensity values. Three thresholds were considered: a permissive threshold (shown in
red; 36% bound), a moderate threshold (green; 24% bound) and a strict threshold (blue;
12% bound). Each panel in the figure represents a distinct covariate set (see panel ti-
tles). For each covariate set, the corresponding rules ensemble model was applied to
predict the in vivo intensity of the HSE sites. Each site was then classified as predicted
to be bound or unbound by applying a threshold to these predicted intensities. These
thresholds were varied to produce the Receiver Operating Characteristic (ROC) curves
shown. As a baseline, we show predictions based on the scaled in vitro intensities in
gray. For each ROC curve, we compute the Area Under the Curve (AUC) as a general
measure of prediction performance (higher is better). Notice that the ROC curves are
not highly sensitive to the threshold that is applied to the in vivo intensities, but in
most cases the ensemble model produces a substantial improvement over the baseline
prediction. At the same time, some covariates produce substantially better predictions
than others.
120
Figure A.9: For each of the models shown in Figure A.6 we show the relative importance
[43] of each covariate in the Rule Ensemble model built with each indicated subset of
covariates to predict the in vivo/in vitro binding intensity ratio.
121
Figure A.10: The bar graphs illustrate the relative importance [43] of each covariate
in the Rule Ensemble model built with each indicated subset of covariates to predict
DNase I hypersensitivity.
122
Figure A.11: These bar graphs indicate the Pearson correlation of predicted versus ex-
perimentally measured DNase I sensitivity for each DNase I prediction model (Rul:
Rules Ensemble model, Lin: linear regression model). The correlations for the training
data (panel A) and test data (panel B) are indicated.
123
Figure A.12: The structure of the HSE probabilistic sequence model recapitulates the
structure of the HSE. Each hidden variable Y1,Y2,Y3, determines if the respective under-
lying pentamer bases are drawn from a strict base distribution or a relaxed version.
124
Figure A.13: Pentamers within the HSEs are dependent upon their stringency and po-
sition relative to the other pentamers. A) A composite pentamer matrix was derived
from all pentamers found within PB-seq peaks. B) The strict motif from panel A and a
dampening factor from panel C were used to generate a relaxed motif. C) The damp-
ening factor was optimized to generate a relaxed motif that best explained the data. D)
A probabilistic sequence model reveals that the presence of two strict and one relaxed
pentamer provides the best explanation of the data.
125
Figure A.14: The reduced HSE sequence model predictions are compared for patterns
of strict/relaxed pentamer combinations. Three different simulated patterns are shown
and are recapitulated by the model.
126
Figure A.15: Scatter plots show similarity of each HSE pentamer to the canonical
monomer PSSM. Each point represents a PSSM estimated via MEME by sub-sampling
the in vitro peaks identified by MACS. Pattern of the scatter plot shows evidence for
pentamer divergence occurring on one pentamer at a time (points are spread following
the axis, mainly corresponding relaxed versions of the first and second pentamers).
127
Figure A.16: In vivo HSF binding sites that were either detected or not detected in vitro
have distinct properties. A) The composite PSSM for the 40% of HSF binding sites that
are only found in vivo exhibits more degeneracy than the PSSM from the sites that are
found both in vivo and in vitro. B) The binding sites exclusively found in vivo are
generally more accessible, as measured by DNase I signal, than those sites found both
in vivo and in vitro.
128
Figure A.17: A) Balance between in vivo recall and number of per peak in vitro HSE is
reached at 20% estimated FDR, corresponding to the inflection point for the number of
clusters, as well as near maximal recall of high-confidence in vivo sites. B) An HSE (or
HSE cluster) is considered isolated if the nearest neighbor is more than 200 bp away. An
HSE (or HSE cluster) is considered overlapping if it overlaps with a single other HSE
(or HSE cluster); overlaps between more than two HSE (or HSE clusters) are denoted
as complex overlaps.
129
Figure A.18: Three different measures were compared for computing HSE cluster inten-
sities: max, sum and bi-weight kernel. A) Each measure was incorporated into a scatter
plot of scaled intensities. Max was rejected because it produced a more compressed
range of intensity values. B) In comparing the difference in intensities across replicates,
the bi-weight kernel approach fares slightly better than the sum. C) The difference in
magnitudes given a cluster distance on isolated clusters was compared between mea-
sures. For each distance, the isolated clusters are made to overlap an identical copy
of themselves and the magnitude difference is computed by comparing the value of
the isolated cluster with the partially overlapping, using either the sum or kernel mea-
sures. Average values per intensity quartile show that bi-weight kernel measure intro-
duces less error as a function of distance than the sum measure. D) Replicate intensities
strongly correlate, as predicted, using the kernel measure.
130
Table A.1: ModENCODE identification number or GEO accession number for each data
set used in the paper.
Data Sources
Factor/Modification modENCODE ID/GEO #




















































Figure B.1: Comparison of GRO-cap with CAGE. Shows a browser shot from the UCSC
genome browser showing some of the data sets generated in this study (or previously
published). The insert is a zoomed in view of the shaded region that shows the diver-
gent GRO-cap (+ strand: dark green, - strand: light green) signal at a couple promoters
(ChromHMM: red) and enhancers (ChromHMM: orange). Note that CAGE signal (+
strand: orange, - strand: light orange) is at background levels in the enhancer region.
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Figure B.2: (Caption next page.)
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Figure B.2: (Previous page.) TSS Identification. (a) Hidden Markov model state dia-
gram, with three state groups: B) background; M1) non peaked TSS region; M2) peaked
TSS region (non-trivial transition probabilities indicated as labels to arrows). (b) Effect
of TSS region prediction post-processing (see Methods) on coverage of GRO-cap data
split by relationship between pre and post TAP signal. Overall, there is a small reduc-
tion in the fraction of the GRO-cap library that is covered (in number of 10 bp steps),
with the largest reduction falling on depleted steps (TAP+ <TAP-). (c) Number of TSS
pairs that correspond to each combination of peaked (M2) and non-peaked (M1) subsets
(top) and each combination of broad (B) and narrow (N). (d) Narrow/broad distinction
based on whether over more/less than 50% of GROcap reads are within +/- 2bp of the
mode (best site). There is 45% agreement between the two ways to label pairs (assum-
ing M1 = B and M2 = N). Comparison of narrow and broad TSS regions (from paired
subset) with promoter annotations (ChromHMM, top panel) and CpG Island overlap
(bottom panel; CpG Island track from UCSC Genome Browser). Narrow/broad distinc-
tion based on whether over more/less than 50% of GROcap reads are within +/- 2bp of
the mode (best site). No significant difference is observed in either case. (e) Distribution
of ChromHMM Promoter and Enhancer regions and GRO-cap TSS prediction lengths.
For ChromHMM, we show both the full set (orange) and the subset that has an overlap-
ping GRO-cap TSS prediction (purple). GRO-cap TSS prediction lengths are shown for
both before (Viterbi, red) and after post-processing (blue) (see Methods). (f) Fraction of
the genome covered by predicted TSS regions compared with ChromHMM Promoter
and Enhancer regions. For ChromHMM, we show both the full set (orange) and the
subset that has an overlapping GRO-cap TSS prediction (purple). GRO-cap TSS predic-
tion lengths are shown for both before (Viterbi, red) and after post-processing (blue).
Data are from GM12878 cells.
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Figure B.3: Comparison of GRO-cap and CAGE. (a) Fraction of reads in promoters (light
grey) and enhancers (dark grey) for GRO-cap (76% promoter, 20% enhancer) and CAGE
(60% promoter, 10% enhancer). (b,c) Recovery threshold plots showing the fraction of
total promoters (b), and enhancers (c) that are recovered at varying thresholds of GRO-











































Figure B.4: Histone modifications in enhancer classes. Distribution of ChIP-seq histone
modification signals in each enhancer class (poised: orange, open: purple, transcribed:
















































































































































Figure B.5: Profiles of various RNA sequencing data at TSS pairs after stability classifi-
cation. Metaplot profiles of various types of RNA sequencing data aligned to the cen-
ter of GRO-cap TSS pairs after classifying pairs based on the stability of the transcript
produced. Profiles are stable::stable (left), unstable::stable (center), unstable::unstabled
(right). GRO-seq and GRO-cap data were produced for this study. All other data were























































Figure B.6: TSS pair classes. (a) Pie chart shows relative proportion of TSS pair stability
classes, including “Uncertain” for those in between the two thresholds. (b) Individual
TSSs within pairs were matched to various annotations based on GENCODE anno-
tations or ChromHMM regions (for enhancers). TSSs for each annotation were then
split on stability classifications: stable (orange), unstable (green), undecided (gray). (c)
Orientation indexes (OI) are presented for pairs classified as stable::stable (red), unsta-
ble::stable (orange), unstable::unstable (green). OI scales between zero (bi-directional)
and one (uni-directional) and is defined as 2 × (max(Rp,Rm)/(Rp + Rm) − 1. Rp and Rm
are the plus and minus strand, respectively, GRO-seq reads that fall in the 250 bp down-
stream of the strongest (highest read count) GRO-cap position in the TSS region in each















































































































































































Figure B.7: Profiles of various histone marks or chromatin binders at TSS pairs after
stability classification. Composite profiles of ChIP-seq data for various histone modifi-
cations, variants, or chromatin binding proteins aligned to the center of GRO-cap TSS
pairs after classifying pairs based on the stability of the transcript produced. Profiles
are stable::stable (left), unstable::stable (center), unstable::unstable (right). All ChIP-
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Figure B.8: CpG content vs. transcription and histone modifications at divergent TSSs.
(a) CpG content inside TSS pairs versus PRO-seq signal (left), H3K4me1 (center) and
H3K4me3 (right). Signal is further split between unstable (light blue) and stable (red)
TSSs. Centroid for each subset in white. (b) CpG content outside TSS pairs versus PRO-
seq signal (left), H3K4me1 (center) and H3K4me3 (right). Signal is further split between
unstable (light blue) and stable (red) TSSs. Centroid for each subset is in white. PRO-seq
data are from K562 cells.
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Figure B.9: TSS pair distances at TSS with different stability classifications. (a) Diver-
gent TSS distance distribution obtained by computing, over TSS pairs, the distances
between each combination of plus strand and minus strand positions within +/- 150bp
of the divergent TSS center and where the GRO-cap signal is significantly above the
control signal. Separate estimates obtained for each stability class (SS, US, UU). Esti-
mates vary between 110 and 150 bp. (b) Divergent TSS distance distribution obtained
by computing, over all TSS pairs, the distance between the centers of mass of the TSS
regions in each strand. Estimates between 95 and 115 bp.
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Figure B.10: Promoter-proximal pause versus TSS distance in pairs. (a) Two modes of
promoter-proximal pausing are detectable (via k-means clustering): proximal-focused
and distal-dispersed; this is consistent with previous results in Drosophila [81]. (b) Com-
parison of promoter-proximal pause modes with TSS stability classes shows an enrich-
ment of distal-dispersed pause mode in unstable versus stable and an overall preference
for distal-dispersed pausing across all TSSs. (c) TSS distances between divergent TSSs
(in pairs) segregated by pause mode labeling on each side (P for proximal-focused, D
for distal-dispersed). There is no apparent effect of pausing mode on distance.
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Figure B.11: Promoter-proximal pause versus core promoter factors. ChIP-exo data
[138] composite plots of Pol II (top), TBP (middle) and TFIIB (bottom) aligned to GRO-
cap TSS at both proximal-focused and distal-dispersed pause mode subsets. Note that
ChIP-exo does not necessarily represent the position of each factor as they can cross-link
to the DNA through other factors. Data are from K562 cells.
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Figure B.12: Nucleosome profiles at TSS pairs. Nucleosome profiles at tSS pairs that
map to (a) promoters and (b) enhancers. MNase-seq data is aligned to upstream TSS
(left, divergent), the center of the pairs (center) or the downstream TSS within the pairs
(right, sense). (c) Shows the nucleosome profiles aligned to the center of pairs after
classifying pairs based on the stability of the transcript produced. Profiles are sta-
ble::stable (left), unstable::stable (center), unstable::unstable (right). MNase-seq data
[25] and GRO-cap data from GM12878 cells.
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Figure B.13: Profiles of transcription factors at TSS pairs after stability classification
(1/14). Composite profiles of ChIP-seq data for various transcription factors aligned to
the center of GRO-cap TSS pairs after classifying pairs based on the stability of the tran-
script produced. Profiles are stable::stable, unstable::stable, unstable::unstable. The hor-
izontal dashed lines represent the expected peak signal level if the signal followed the
scaling of Pol II relative to the SS panel. The right panel shows GRO-cap data aligned
to the peak of each individual transcription factor. All ChIP-se data was produced by
the ENCODE consortium in GM12878 cells.
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Figure B.14: Profiles of transcription factors at TSS pairs after stability classification
(2/14). Composite profiles of ChIP-seq data for various transcription factors aligned to
the center of GRO-cap TSS pairs after classifying pairs based on the stability of the tran-
script produced. Profiles are stable::stable, unstable::stable, unstable::unstable. The hor-
izontal dashed lines represent the expected peak signal level if the signal followed the
scaling of Pol II relative to the SS panel. The right panel shows GRO-cap data aligned
to the peak of each individual transcription factor. All ChIP-se data was produced by
the ENCODE consortium in GM12878 cells.
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Figure B.15: Profiles of transcription factors at TSS pairs after stability classification
(3/14). Composite profiles of ChIP-seq data for various transcription factors aligned to
the center of GRO-cap TSS pairs after classifying pairs based on the stability of the tran-
script produced. Profiles are stable::stable, unstable::stable, unstable::unstable. The hor-
izontal dashed lines represent the expected peak signal level if the signal followed the
scaling of Pol II relative to the SS panel. The right panel shows GRO-cap data aligned
to the peak of each individual transcription factor. All ChIP-se data was produced by
the ENCODE consortium in GM12878 cells.
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Figure B.16: Profiles of transcription factors at TSS pairs after stability classification
(4/14). Composite profiles of ChIP-seq data for various transcription factors aligned to
the center of GRO-cap TSS pairs after classifying pairs based on the stability of the tran-
script produced. Profiles are stable::stable, unstable::stable, unstable::unstable. The hor-
izontal dashed lines represent the expected peak signal level if the signal followed the
scaling of Pol II relative to the SS panel. The right panel shows GRO-cap data aligned
to the peak of each individual transcription factor. All ChIP-se data was produced by
the ENCODE consortium in GM12878 cells.
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Figure B.17: Profiles of transcription factors at TSS pairs after stability classification
(5/14). Composite profiles of ChIP-seq data for various transcription factors aligned to
the center of GRO-cap TSS pairs after classifying pairs based on the stability of the tran-
script produced. Profiles are stable::stable, unstable::stable, unstable::unstable. The hor-
izontal dashed lines represent the expected peak signal level if the signal followed the
scaling of Pol II relative to the SS panel. The right panel shows GRO-cap data aligned
to the peak of each individual transcription factor. All ChIP-se data was produced by
the ENCODE consortium in GM12878 cells.
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Figure B.18: Profiles of transcription factors at TSS pairs after stability classification
(6/14). Composite profiles of ChIP-seq data for various transcription factors aligned to
the center of GRO-cap TSS pairs after classifying pairs based on the stability of the tran-
script produced. Profiles are stable::stable, unstable::stable, unstable::unstable. The hor-
izontal dashed lines represent the expected peak signal level if the signal followed the
scaling of Pol II relative to the SS panel. The right panel shows GRO-cap data aligned
to the peak of each individual transcription factor. All ChIP-se data was produced by
the ENCODE consortium in GM12878 cells.
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Figure B.19: Profiles of transcription factors at TSS pairs after stability classification
(7/14). Composite profiles of ChIP-seq data for various transcription factors aligned to
the center of GRO-cap TSS pairs after classifying pairs based on the stability of the tran-
script produced. Profiles are stable::stable, unstable::stable, unstable::unstable. The hor-
izontal dashed lines represent the expected peak signal level if the signal followed the
scaling of Pol II relative to the SS panel. The right panel shows GRO-cap data aligned
to the peak of each individual transcription factor. All ChIP-se data was produced by
the ENCODE consortium in GM12878 cells.
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Figure B.20: Profiles of transcription factors at TSS pairs after stability classification
(8/14). Composite profiles of ChIP-seq data for various transcription factors aligned to
the center of GRO-cap TSS pairs after classifying pairs based on the stability of the tran-
script produced. Profiles are stable::stable, unstable::stable, unstable::unstable. The hor-
izontal dashed lines represent the expected peak signal level if the signal followed the
scaling of Pol II relative to the SS panel. The right panel shows GRO-cap data aligned
to the peak of each individual transcription factor. All ChIP-se data was produced by
the ENCODE consortium in GM12878 cells.
151










































































































































Figure B.21: Profiles of transcription factors at TSS pairs after stability classification
(9/14). Composite profiles of ChIP-seq data for various transcription factors aligned to
the center of GRO-cap TSS pairs after classifying pairs based on the stability of the tran-
script produced. Profiles are stable::stable, unstable::stable, unstable::unstable. The hor-
izontal dashed lines represent the expected peak signal level if the signal followed the
scaling of Pol II relative to the SS panel. The right panel shows GRO-cap data aligned
to the peak of each individual transcription factor. All ChIP-se data was produced by
the ENCODE consortium in GM12878 cells.
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Figure B.22: Profiles of transcription factors at TSS pairs after stability classification
(10/14). Composite profiles of ChIP-seq data for various transcription factors aligned to
the center of GRO-cap TSS pairs after classifying pairs based on the stability of the tran-
script produced. Profiles are stable::stable, unstable::stable, unstable::unstable. The hor-
izontal dashed lines represent the expected peak signal level if the signal followed the
scaling of Pol II relative to the SS panel. The right panel shows GRO-cap data aligned
to the peak of each individual transcription factor. All ChIP-se data was produced by
the ENCODE consortium in GM12878 cells.
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Figure B.23: Profiles of transcription factors at TSS pairs after stability classification
(11/14). Composite profiles of ChIP-seq data for various transcription factors aligned to
the center of GRO-cap TSS pairs after classifying pairs based on the stability of the tran-
script produced. Profiles are stable::stable, unstable::stable, unstable::unstable. The hor-
izontal dashed lines represent the expected peak signal level if the signal followed the
scaling of Pol II relative to the SS panel. The right panel shows GRO-cap data aligned
to the peak of each individual transcription factor. All ChIP-se data was produced by
the ENCODE consortium in GM12878 cells.
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Figure B.24: Profiles of transcription factors at TSS pairs after stability classification
(12/14). Composite profiles of ChIP-seq data for various transcription factors aligned to
the center of GRO-cap TSS pairs after classifying pairs based on the stability of the tran-
script produced. Profiles are stable::stable, unstable::stable, unstable::unstable. The hor-
izontal dashed lines represent the expected peak signal level if the signal followed the
scaling of Pol II relative to the SS panel. The right panel shows GRO-cap data aligned
to the peak of each individual transcription factor. All ChIP-se data was produced by
the ENCODE consortium in GM12878 cells.
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Figure B.25: Profiles of transcription factors at TSS pairs after stability classification
(13/14). Composite profiles of ChIP-seq data for various transcription factors aligned to
the center of GRO-cap TSS pairs after classifying pairs based on the stability of the tran-
script produced. Profiles are stable::stable, unstable::stable, unstable::unstable. The hor-
izontal dashed lines represent the expected peak signal level if the signal followed the
scaling of Pol II relative to the SS panel. The right panel shows GRO-cap data aligned
to the peak of each individual transcription factor. All ChIP-se data was produced by
the ENCODE consortium in GM12878 cells.
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Figure B.26: Profiles of transcription factors at TSS pairs after stability classification
(14/14). Composite profiles of ChIP-seq data for various transcription factors aligned to
the center of GRO-cap TSS pairs after classifying pairs based on the stability of the tran-
script produced. Profiles are stable::stable, unstable::stable, unstable::unstable. The hor-
izontal dashed lines represent the expected peak signal level if the signal followed the
scaling of Pol II relative to the SS panel. The right panel shows GRO-cap data aligned
to the peak of each individual transcription factor. All ChIP-se data was produced by
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Figure B.27: Sequence conservation and composition. (a) PhyloP [108] score for verte-
brates (purple) and placental mammals (orange), aligned to the center of GRO-cap TSS
pairs after classifying pairs based on the stability of the transcript produced. (b) Nu-
cleotide frequencies aligned to the center of GRO-cap TSS pairs after classifying pairs
based on the stability of the transcript produced. (c) Fraction of CpG dinucleotides in
between divergent TSSs in pairs for different stability classes.
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Figure B.28: Sequences at TSS. (a) Sequence logos showing INR element underlying
both minus strand (top) and plus strand (bottom) TSSs at the different transcript sta-
bility classes. Logos obtained by alignment on base with strongest GRO-cap signal
in each TSS region. (b) Occurrences of core promoter elements (TATA, BREd, BREu)
at canonical positions [138]. Top shows individual elements and bottom row shows
combinations of elements. (c) ChIP-exo profiles for TBP and TFIIB [138] (K562 cells)
aligned to the center of GRO-cap TSS pairs after classifying pairs based on the stabil-
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Figure B.29: (a) Five-prime splice site (SS5; top) and poly-A (PAS; bottom) log-odds
score profile in forward (red) and reverse (blue) strands aligned to the center of GRO-
cap TSS pairs after classifying pairs based on the stability of the transcript produced.
Consistent with previous work [3][100], the SS5 motif is enriched downstream of TSSs
that produce stable transcripts, but depleted at unstable transcripts. In contrast, the
PAS motif is depleted downstream of stable TSSs. (b) PWM motifs for SS5 and PAS ele-
ments used in (a). SS5 PWMs obtained from GENCODE annotations with no apparent
difference between protein-coding and lincRNAs. PAS PWM from [12]. (c) HMM dia-
gram for PAS versus SS5 relative motif position analysis. Boxes represent sequences of
states representing the corresponding PWM motifs. Alternative paths capture the var-
ious possible relative element positions. (d) Estimated path posteriors through HMM
for spliced gene transcripts and curated single exon gene transcripts. Single exon set is
further split between histone coding transcripts and other. (2) GRO-cap to CAGE ratios
in the subsets shown in (d).
160
Table B.1: Summary of datasets and mapped reads generated for this study
Length of
mapped
Cell line Assay TAP used? reads (bp) # reads mapped
GM12878 GRO-cap no TAP 30 6541296
GM12878 GRO-cap with TAP 30 27314798
GM12878 GRO-seq N/A 30 105765321
K562 GRO-cap no TAP 30 9267605
K562 GRO-cap with TAP 30 26634162
K562 GRO-seq N/A 30 12721755
K562 PRO-seq N/A 15-100 364790421
Table B.2: Classifications from the literature associated with TFs found in the ’TSS clus-
ter’
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Figure C.1: TU HMMs with multiple transcript paths. (a) (1+2K)-state HMM without
any TSS with signal; K varies from 0 to 5. (b) (1+2K)-state HMM with either dREG or
GRO-cap TSS region signal (γ = 0.1); K varies from 0 to 4.
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Figure C.2: Profiles at pause-decay boundary. Top row shows PRO-seq profiles before
(left) and after (right) the pause edge adjustment. Bottom row shows Nucleus RNA-seq




























Figure C.3: Post-polyA pause area example. Refined post-polyA pause regions indi-
cated by black boxes in the top track.
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Table C.1: Size of TU reference sets. Long references take data from EN-
CODE/GENCODE (human) and modENCODE (Drosophila) sources for annotations,
RNA-seq and CAGE. Human short references are the result of intersecting DNAse HS
peaks (OpenChromatin Consortion) and H3k27ac peaks (ENCODE Broad set for the
first three, ENCODE SYDH set for MCF-7, Epigenome Atlas for IMR90; humans only).
Drosophila short references use only DNAse HS peaks (SRA SRP010823).
Cell Line Long TU Long TU groups Short TU
hg19/gm12878 11566 9108 44716
hg19/k562 11274 8678 43926
hg19/hela 10138 8044 44083
hg19/imr90 14010 10461 30016
hg19/mcf7 13887 10460 14870





The rapid development of next-generation sequencing technology, and derived
assay methods (e.g. ChIP-seq), lead to the rapid growth of genomic dataset
file sizes, with typically over a gigabyte per file. The need to aggregate, visu-
alize and query such large datasets has spurred the development of web data
hubs like the UCSC Genome Browser [75] and, later, the creation of efficient file
formats like the bigWig file format [76]. BigWig files are compressed binary in-
dexed files containing data at several resolutions to allow efficient query by the
UCSC Genome Browser.
The UCSC Genome Browser is accompanied by a set of command line tools
that enable rudimentary manipulation of the file formats it uses, but funda-
mentally they are geared towards browser usage. The need to access bigWig
files, now the common format for processed genomic datasets, has spurred the
creation of both independent data analysis programs (WiggleTools [148]), com-
mand line tools (bwtools [107]), as well as packages for some common scripting
languages (Bio-BigFile for Perl [129], bx-python for Python [133]).
The bigWig R package was created by the present author to enable efficient
read access to bigWig files from within the R programming language, enabling
the easy integration of genomic data with the statistical analysis packages avail-
able to R. It is built on top of the UCSC Genome Browser bigWig C libraries and
features an extended set of query functions and associated utilities to facilitate
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large scale data access. Furthermore, the core of the bigWig R package offers an
intermediate level C API (Application Programming Interface) that can be used
to write other software packages that require access to bigWig files at a higher
level than that which is provided by the UCSC Genome Browser code.
D.2 Description
The bigWig R package defines two types: bigWig and bwMap. The latter encap-
sulates a bigWig file containing per position mappability information for a given
read size (unmappable positions encoded as 1 and mappable positions can ei-
ther be encoded as zeros or omitted from the bigWig file) for use as additional
information in query functions.
At the core, there are three functions for each type ([.] denotes an optional
name component, (.|.) denotes alternative name components, and (...) denotes
the omitted function arguments):
(load|unload|print).bigWig(...)
(load|unload|print).bwMap(...)
which enable loading, unloading and displaying of objects of the corresponding
types. The print.bigWig function will display the same information as pre-
sented by the UCSC Genome Browser command line tool bigWigInfo. The
load.(bigWig|bwMap) functions support loading bigWig files from HTTP
URLs efficiently, with only the queried portions being actually downloaded (re-
mote querying is one of the core features of the bigWig design [76]). In cases
where bigWig datasets are split among multiple files (one file per chromosome),
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the query functions described below will also accept a path prefix/suffix pair (as
a character vector; file path defined as <prefix><chrom><suffix>) in place
of bigWig objects. Given instances of the core objects, the package supplies a
few sets of useful functions:
Query functions There is a simple query function that provides access to the
underlying data representation (query.bigWig), as well as a set of func-
tions that provide higher level access. Higher level functions are named
by joining a set of name components to determine the desired semantics:
[(bed|bed6).](region|step).(bpQuery|probeQuery).bigWig(...)
[(bed|bed6).](region|step).bpQuery.bwMap(...)
From right to left, after the object type, the first component determines
how value intervals1 are interpreted: bpQuery interprets the data from
a single base pair perspective (even if data is stored using intervals) and
probeQuery interprets each interval as a single value. Note that bwMap
only exposes bpQuery functions subset. The next name component de-
termines if a query range is to be reported as a single value (region) or if
it should be split into steps of identical size (step). Finally, the optional
leftmost name component, determines that instead of a single query range,
the function should be repeated for all query ranges present in an R data
frame that has the contents of a BED file. Use bed if the query ranges have
no strand information and bed6 if there is strand information (when us-
ing strand information, two bigWig objects must be passed to the function,
one for the plus strand and one for the minus strand). All these functions
1At its core, bigWig files correspond to a set of non-overlapping coordinate intervals, each
with one associated value
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then support query operators such as min, max, sum and average, that
determine how values are aggregated in each step or region.
BED functions BED data, read into R as a data frame, is the most common
way to specify query ranges. As such, the package provides a series of
utility functions to perform simple transformations on these data frames
(center.bed, fiveprime.bed, downstream.bed, upstream.bed,
threeprime.bed). It also supplies a function that applies a user sup-
plied function to each row in a BED data frame (foreach.bed).
Profile functions A common operation with genomic data is to create sig-
nal profiles that aggregate data across many similar locations across the
genome. The bigWig package provides various utility functions to help
generate these profiles, as well as plot them. Profiles can be generated
that correspond to signal quantiles (with or without subsampling) or to
mean/standard error confidence intervals (with or without bootstrap-
ping).
Altogether, the functions defined in this package, not only facilitate com-
mon operations (e.g. creating profile plots that aggregate data from multiple
locations), but also serve as a useful building block to write custom functions
tailored to the needs of specific genomic data analysis projects.
D.3 Availability
The package source code is available from the present author upon email
request (alm253@cornell.edu). Compilation requires the UCSC Genome
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Browser source, specifically the source for the jkweb library, which is available
for non-commercial uses from Jim Kent [75].
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APPENDIX E
QUICK HMM R/C++ PACKAGE
E.1 Introduction
Hidden Markov models (HMMs) are a commonly used statistical framework
to model data sequences. There are various packages available to define and
apply these models, each with their own set of constraints (see [91] for a recent
summary). The library and R package described here aims to provide rapid pro-
totyping, through the R package interface, layered on top of a C++ library that
provides an efficient implementation of the core algorithms, as well as extension
points to add new emission or transition function distributions. This signifi-
cantly extends the previous available HMM package in R [64] while providing
a transition path between an initial R based prototype and a full independent
program.
The Quick HMM (QHMM) code supports discrete-time first-order HMMs,
with both homogenous and non-homogenous transitions. Emissions can be
uni- or multi-dimensional, with multiple conditionally independent emission
tracks. Furthermore, emission tracks can have missing data (specified sepa-
rately) and, both emissions and transition distributions can make use of extra
(fixed) covariate data. Finally, parameters can be selectively fixed during EM
and parameter sharing can be achieved by specifying groups of states, for tran-
sitions, or groups of state/track pairs, for emissions, that share a common dis-
tribution class (but independent class instances). The code provides implemen-
tations of the following algorithms: expectation maximization (EM) (core code,
each transition/emission distribution must supply its corresponding part of the
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EM loop), forward, backward, viterbi, state posteriors, transition posteriors and
stochastic backtrace.
The current library has implementations for several emission distributions
(discrete, discrete gamma, geometric, poisson, negative binomial) and transi-
tion distributions (discrete, logistic regression, auto-correlation and mixtures of
auto-correlation with covariate based priors).
E.2 C++ Library Architecture
The C++ library is designed with the goal of providing an efficient implemen-
tation of the core algorithms described above, while maintaining a simple and
flexible interface for both the user of the library and the developer of new emis-
sion and transition distributions.
The balance between performance, flexibility and ease of development of
new distributions rests on three aspects: leveraging C++ templates to both pro-
vide alternative implementations for core components and to shift polymor-
phism costs from runtime to compile time; structuring code to avoid paying the
extra runtime cost for unused features; and taking advantage of parallelism by
the use of threads (implemented via OpenMP).
In particular, C++ templates are used to support polymorphism in imple-
mentation choices such as: homogenous versus non-homogeneous transition
tables; single versus multi-track emissions; dense versus sparse transition ta-
bles; two-state special cases for log-sum. This enables the compiler to produce
efficient code targeted at the specific choice of features in use.
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Some features require additional runtime checks, instead of alternative im-
plementations, as such the code is organized to avoid those costs when the fea-
tures are not active, either by use of object wrappers (for missing data and de-
bug checks), or via local caches (transition table is cached in the homogenous
case, avoiding the function call cost required to implement non-homogeneous
HMMs).
Finally, care is taken to isolate this extra complexity from the implementa-
tion of emission and transition distributions by isolating parallelism in the core
code, as well as using iterator objects to keep details such as missing data in
emissions and memory management aspects of posterior computation hidden
from distribution developers.
E.3 R Package Description
The R package provides access to the functionality provided by the C++ library
under an easy to use interface. Usage follows a three step process: (1) creating
the HMM object, (2) setting the initial parameters and options1, and (3) invoking
the required algorithms (passing in the data as R matrices).
Using the dishonest casino example from Durbin et. al [34] (see Figure E.1)
to illustrate these steps, we first define the HMM object. To do so, one must
provide at a minimum four pieces of information:
1. the data shape, i.e., the dimension of each emission and covariate track;
1The QHMM library distinguishes between distribution parameters subject to inference
(simply called parameters) and other constants that control implementation behavior (called
options). These option constants are not to be confused with potentially inferable distribution
parameters that have been marked as fixed.
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Figure E.1: Dishonest casino two-state HMM from Durbin et. al [34].
in our example there is only one unidimensional emission track (the dice
rolls) and no covariates (hence the NULL term);
2. the valid transition table - a matrix that defines which HMM state tran-
sitions (source is row, destination is column) are valid (marked as pos-
itive values) and given them a sequential integer identifier, for each
source state. These identifiers are used both by transition distributions to
match parameters to transitions and enable matching of transitions within
groups for parameter sharing; in our example, the first state has a transi-
tion to itself (id 1) and to the second state (id 2), and the second state has a
transition to the first (id 1) and to itself (id 2).
3. transition distribution names, one per state; in our example they are sim-
ple discrete (also called multinomial) distributions;
4. emission distribution names, one set per state, where each set has one per
emission track; in our example, there is only one emission track and again
discrete distributions are used for both.











The next step is to set the various HMM parameters, which is done with the fol-
lowing code (function arguments follow the pattern: HMM object, state number,
value vector):
set.initial.probs.qhmm(hmm, c(1, 0))
set.transition.params.qhmm(hmm, 1, c(0.95, 0.05))
set.transition.params.qhmm(hmm, 2, c(0.1, 0.9))
set.emission.params.qhmm(hmm, 1, rep(1/6, 6))
set.emission.params.qhmm(hmm, 2, c(rep(1/10, 5), 1/2))
Finally, the appropriate algorithm is called (here Viterbi):
# load code omitted
# ’rolls’ is a vector where die are encoded as the numbers
# 1 through 6
path = viterbi.qhmm(hmm, rolls)
# result ’path’ is an integer vector of state numbers
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More complex examples may require the use of distribution specific options,
setting emission and/or transition groups for parameter sharing, passing ad-
ditional data (covariate or missing data tables), among other things, but this
simple example illustrates the overall structure of the R interface.
E.4 Availability
The package source is available from the present author upon email request
(alm253@cornell.edu). The C++ library can be used independently from the
R source, but full feature availability requires linking with the RMath library or
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