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1INTRODUCCION
El objetivo de esta memoria es estudiar la cantidad de 
información sobre la singularidad de una superficie algebroide 
sumergida, contenida en el proceso de resolución puntual de di 
cha superficie.
Zariski probó en 1938 en su memoria [il] , que para s iii 
gularidades irreducibles de curvas planas sobre el cuerpo de 
los complejos el proceso de resolución equivale al conocimiento 
del tipo topológico y de los exponentes del desarrollo en serie 
de la singularidad. Más recientemente, Hironaka en un curso da­
do en Warwick en 1971, [2], sobre resolución de singularidades
de espacios analíticos complejos mediante explosiones daba a en 
tender que estas ultimas eran útiles no sólo para resolver las 
singularidades sino también para tratar de comprender la estruc 
tura de estas. Indicaba:
"To a disciple of this blessed subject, the singulari­
ties are something that grow and foliate through the transforma 
tions and modifications of the mother nature and whit which we 
are gifted to cultivate with love and care. They will never eli_ 
minated and certainly not improved by repetition after repeti­
tion of savage and reckeless bombardment".
Dentro de esta linea los resultados que hemos obtenido para su­
perficies algebroides sumergidas sobre un cuerpo algebraicamen­
te cerrado y de característica 0 se pueden resumir en:
1) Obtención de un árbol que represente todos los proce 
sos de resolución puntual de la superficie y determinación a par 
tir de dicho árbol, de un subárbol finito que incluya todos los 
procesos significativos de resolución puntual de la superficie.
2) Comprobación de que dicho subárbol contiene suficien 
te información sobre la singularidad, demostrando que cuando 
existen exponentes característicos (superficies cuasiordinarias 
irreducibles) y por lo tanto en criterio "natural" de equisingu 
laridad, el conocimiento de dichos exponentes equivale al del 
árbol.
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Como hemos indicado al principio Zariski introdujo la 
equivalencia de los procesos de resolución, como criterio para 
la clasificación de las singularidades irreducibles de curvas 
planas. Para este tipo de singularidades, el problema de la cía 
sificación (equis inguiaridad puntual), está totalmente resuelto, 
existiendo una serie de criterios que permiten determinar si dos 
curvas son equis inguiares o no. Los principales son:
a) Igualdad del semigrupo de valores
b) Igualdad del tipo topológico
c) Igualdad de los exponentes característicos del desa­
rrollo de Puiseux
d) Igualdad de los procesos de resolución por transfor­
maciones cuadráticas
Siempre en este caso el proceso de resolución del punto singular 
se puede representar mediante un grafo lineal,
donde x q es el punto singular de la curva y x ^ 9x ^ 9......,
son los puntos infinitamente próximos a x q . A cada vertice 
de este grafo se le asocia la multiplicidad del punto singular 
correspondiente. Lejeunne y Teissier en [5] llaman a esta re 
presentación "bambú" de la singularidad. En nuestra terminolo- 
gia este grafo es el árbol de la singularidad. La igualdad de 
árboles resulta pues un criterio de equis inguiaridad equivalen 
te a los anteriores. En el caso de singularidades reducibles, 
la estructura de la singularidad ha sido satisfactoriamente de 
terminada como consecuencia de los trabajos más recientes de 
Zariski expuestos en [ 12] . Para este tipo de singularidades 
los árboles que representan el proceso de resolución no son li 
neales y su igualdad es una relación más debil que la equisin- 
gularidad. (Véase el ejemplo 1.18 del cap. II).
Zariski inició también el estudio de las singularidades 
en dimensión mayor que 1, introduciendo el concepto de equisin-
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gularidad "a lo largo de". Una hipersuperfioie algebroide V 
es equisingular a lo largo de una subvariedad permitida y de co 
dimension 1 VJ, si existe una superifice lisa del espacio am­
biente H, tal que V n H es una curva que es equisingular a 
la curva sección genérica de V transversal a W. Cuando esto 
ocurre se dice que V es una singularidad del tipo dimension 1. 
La estructura de estas singularidades esta completamente deter­
minada por la sección genérica de V transversal a W. De he­
cho si el cuerpo ^  C 5 desde el punto de vista topológico V es 
localmente el producto de una sección plana por una variedad li 
sa). Esta teoría está desarrollada en [13], mediante la utili 
zación sistemática de discriminantes de proyecciones razón por 
la cual su extension al caso de característica positiva es ex­
traordinariamente compleja.
Centrándose en el caso de superficies, las singularida­
des de tipo dimensional 1, son el caso más sencillo de singula­
ridad de superficies algebroides. El problema del estudio de la 
estructura y clasificación algebroide de singularidades más ge­
nerales de superficie dista mucho aún de esta resuelto. Indica­
remos la situación actual del problema respecto de los criterios 
que para curvas hemos enunciado antes:
a) Como el anillo de una superficie algebroide en su pun 
to es de dimensión 2, no tiene sentido utilizar el semigrupo de 
valores.
b) Para superficies sobre C, la conexión entre la es­
tructura de la singularidad y su tipo topológico no es tan estre 
cha. Ni siquiera se sabe si la igualdad del tipo topológico im­
plica la igualdad de multiplicidades (Conjetura de Zariski.
Ve'ase a este respecto [15]).
c) Las singularidades de superficies no tienen en gene­
ral desarrollo en serie. Este desarrollo existe para las super­
ficies cuasiordinarias, que son aquellas que admiten una proyec 
ción finita sobre un plano cuyo discriminante (imagen del lu­
gar de ramificación) es una curva lisa ó bien dos curvas lisas
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transversales. Estas singularidades son en un cierto sentido el 
tipo más simple despues de las singularidades de tipo dimensio­
nal 1. Han sido muy estudiadas no solo por su simplicidad, sino 
porque juegan un papel fundamental en la resolución de superfi­
cies sumergidas, (véase [7]). Lipman en su tesis ([6]) obtiene 
para singularidades cuasiordinarias irreducibles unos pares de 
exponentes del desarrollo en serie, que llama pares caracterís­
ticos, y demue-stra que la igualdad de estos pares es un criterio 
satisfactorio de equivalencia de singularidades cuasiordinarias. 
De hecho obtiene un proceso canónico de resolución de la singula 
ridad y demuestra que el conocimiento de este proceso es equiva­
lente al de los pares característicos.
d) El estudio del proceso de resolución puntual de una 
superficie algebroide S consiste en analizar las sucesiones 
del tipo:
(1) * Sn n-1 S
donde T_. es una transformación cuadrática formal ó una trans­
formación monoidal formal con centro una curva permitida de 
Si ^ , para cada i >_ 1.
Dentro de este estudio C.Romo demuestra en [9] que 
siempre existe una sucesión del tipo (1) tal que las T_. son 
transformaciones y m(S^) = 1 para algún i. Lo hace para hi_ 
persuperficies sobre cuerpos algebraicamente cerrados de carac 
terística cualquiera. T.Sánchez estudia en [lo] la estructura 
de S en relación con las sucesiones de la forma (1) estacio­
narias, es decir que m(S^) = m(S) para todo i. Otro resulta 
do en esta dirección es el ya indicado en (c) de Lipman. La re­
solución "canónica” a la que nos referimos en (c) es una suce­
sión del tipo (1) cuya estructura se determina a partir de los 
pares característicos de la singularidad cuasiordinaria. Por úl_ 
timo indiquemos que R.Piedra en [8], obtiene un teorema de fi 
nitud del tipo del ya citado de C.Romo donde las son trans
formaciones monoidales ó cuadráticas con unas ciertas restriccio 
nes y la superficie de partida S está definida sobre un cuerpo 
de característica cualquiera y tiene una singularidad aislada.
VNuestro primer objetivo es el estudio simultáneo de todas las 
sucesiones del tipo (1), para ello hemos optado por represen­
tar todos los procesos de resolución en un árbol en el sentido 
de la teoría de grafos (véase [l] , cap. 3), de tal forma que 
a cada sucesión del tipo (1) le corresponda una rama del árbol. 
De esta manera de la información que contienen estas sucesiones 
solo nos quedamos con la multiplicidad de las S^. Como se ob 
servará es también de esta forma como se procede para construir 
el árbol de una curva. No obstante en el caso de superficies 
hay dos tipos de transformaciones a tener en cuenta, monoidales 
y cuadráticas y es preciso distinguir en el árbol entre ambas. 
Esto se consigue dando un peso a cada arista del árbol, lo cual 
da lugar al concepto de árbol pesado.
Otra diferencia fundamental con el caso de curvas, es 
que las superficies tienen infinitas transformadas cuadráticas, 
concretamente estas están en correspondencia biunívoca con los 
puntos cerrados del divisor excepcional de la superficie S, 
que es una curva proyectiva 3Ö , entonces para construir un ár 
bol con niveles finitos hay que quedarse solo con un número fi­
nito de dichas transformadas cuadráticas. Esto se consigue de­
mostrando que en cada componente irreducible del divisor excep­
cional, todos los puntos salvo un número finito, dan lugar a sin 
gularidades de tipo dimensional 1, que tienen secciones genéri­
cas equivalentes. Apoyándose en resultados de Zariski [13], se 
demuestra entonces que se puede representar el proceso de reso­
lución de todas esas superficies mediante el de una sola, lo 
cual permite reducir a un número finito de elementos cada nivel 
del árbol. A partir de este hecho se construye el árbol de la 
superficie, y se obtienen los resultados ya citados al princi­
pio en 1 y 2. Posteriormente y basándonos en los árboles de su 
perficies, hemos obtenido una clasificación satisfactoria de 
los puntos dobles de superficies algebroides, que completa la 
que da Kirby en i1*]. Estos resultados no obstante no han si 
do incluidos en esta memoria.
Indiquemos por último que quedan pendientes muchos pro­
blemas sobre la relación de estos árboles con la estructura de
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la singularidad.
Una cuestión cuya importancia se deduce del desarrollo 
de esta memoria, es el estudio completo de los árboles para sin 
gularidades cuasiordinarias reducibles. Concretamente se trata 
ría de conocer que es necesario para determinar el árbol de 
una singularidad cuasiordinaria reducible,aparte de los pares 
característicos de las componentes irreducibles. Otra cuestión 
interesante es la siguiente. Sean S y S* superficies cuyos ár 
boles son isomorfos, y tal que S es irreducible. ¿Es entonces 
S f irreducible?.
Una repuesta afirmativa a esta cuestión permitiría esta 
blecer a partir de los árboles de las superficies irreducibles 
una teoría de equis inguiaridad para superficies análoga a la de 
curvas. Persiste por último el problema de trasladar este estu­
dio a característica positiva, porque según se puede observar 
en lo que sigue el útil algebraico esencial en el estudio es 
el discriminante de una proyección, y este es precisamente uno 
de los "puntos negros" de característica positiva.
Resumimos a continuación el contenido de cada uno de 
los cuatro capítulos en que está dividida la memoria.
.. El Capítulo I está dedicado a exponer los conceptos 
básicos y notaciones utilizados, así como a la obtención de una 
serie de resultados técnicos que se utilizarán en los capítulos 
posteriores.
En la sección primera se resumen las definiciones y re­
sultados previos sobre geometría algebroide, transformaciones 
monoidales y cuadráticas formales y teoría de la equisingulari 
dad en codimensión 1.
Dada una hipersuperficie algebroide V (es decir 
V = Spec(Q ) donde |_J es un anillo local completo cuya di­
mensión de inmersión es dim (V) + 1) otra hipersuperfieie 
V' = Spec(£Jf) se llama transformada monoidal formal de V 
con centro 'peV si Q  ’ se obtiene mediante localización
y complección en un punto cerrado de
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BIANCO) - Proj ( © P  A*n + 1 ) . Si ip es el ideal maximal de
r n >0 r I
D , V' se llama una transformada cuadrática formal.
Como ya hemos indicado se demuestra en esta memoria 
(cap. II) que si S es una superficie algebroide sumergida _ -ipara casi todo punto cerrado del divisor excepcional 3) = tí OtJ,),
U  : B1 ([])   — * S, es el morfismo estructural), la trans
formada cuadrática formal de la superficie en dicho punto Sp 
es una singularidad del tipo dimensional 1. Surje inmediatamen­
te la cuestión de si pertenecientes>p y bpt con P y P 
a la misma componente irreducible de 3) son equivalentes. Para 
verlo es necesario comparar las secciones genéricas de Sp y Spf 
transversales al divisor excepcional. Ahora bien estas secciones 
no se pueden comparar directamente pero como proceden de 
■ V D  ) via localización y complección se pueden comparar via 
este esquema.
Para ello se estudia en la sección segunda de este capí 
tulo, el comportamiento de la sección genérica por localización 
y complección. Primeramente se introduce el concepto de c-anillo. 
Un c-anillo es un anillo local cuyo completado tj^-ádico Q  es 
el anillo local de una hipersuperficie algebroide en su punto 
cerrado. Para estos anillos se puede definir el concepto de 
equ i singularidad a lo largo de un ideal permitido de codimensión 
1, de una forma geométrica, es decir imponiendo que unas ciertas 
secciones sean equis inguiares. De esta forma se extiende la defi_ 
nición de equis inguiaridad de Zariski al caso no completo. Se de 
muestra posteriormente que para un c-anillo [[] se verifica 
que Q  es equisingular a lo largo de ^  si y solo si Q  es
equisingular a lo largo de /p • U • A partir de aquí se obtiene 
una serie de resultados, el más importante es la proposición 3.2 
que permite comparar en los términos antes descritos las seccio­
nes genéricas de Sp y Spl obteniéndose como consecuencia que 
ambas secciones son equis inguiares (cap. II, Teor. 3.4).
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En la sección tercera resumimos los resultados fundamenta 
les de [ó] relativos al comportamiento de las superficies cua- 
siordinarias irreducibles por transformaciones monoidaies y cua 
dráticas y extendemos algunos de estos resultados al caso redu­
cible.
Si S es una superficie cuasiordinaria irreducible, to 
das las transformadas monoidaies y las transformadas cuadráticas 
en las direcciones tangentes a las curvas del discriminante son 
también superficies cuasiordinarias irreducibles cuyos pares ca 
raeterist icos se obtienen a partir de los de S.
Para una superficie reducible S, que es cuasiordinaria 
respecto de un sistema transversal de parámetros, demostramos 
que las transformadas monoidaies y las transformadas cuadráticas 
en las direcciones distinguidas son también superficies cuasior 
dinarias y estudiamos la variación del invariante numérico A(S) 
introducido por Zariski en [l*+] •
Las fórmulas obtenidas para la variación de \(S) per 
miten demostrar en el capítulo III la finitud del árbol A^(S).
Estos resultados no se pueden extender a superficies re 
ducibles que son cuasiordinarias respecto de un sistema de pará 
metros no transversales, ya que al hacer una transformación cua 
drática pueden aparecer superficies no cuasiordinarias, como se 
ve en el siguiente ejemplo: Sea S una superficie de ecuación
5 2 2 3(Z + X Y ) (Z + X Y ) = 0, que es cuasirodinaria respecto 
de {x,y} la transformada cuadrática formal de S en la direc_ 
ción (1,0,0) tiene por ecuación (X^ Z^ + Y ^ ) (Z^ + X^ + Y^) = 0, 
que no es cuasiordinaria.
El capítulo II lo dedicamos esencialmente a la construe 
ción del árbol de una superficie algebroide sumergida.
En la sección primera introducimos el concepto de árbol
pesado. Definimos un árbol como una familia A  - {X . , tt . } . „ Tu i iJíGI
de conjuntos y aplicaciones tal que I=IN ó l={0,l,....,n},
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y Xq = {p } los son conjuntos finitos y X^n X. = (j)
si i^j. Para cada i S I - {o} ïï^  es una aplicación de
X . en X . „ . i î-l
Asociado a cada árbol tenemos un grafo 
G ( A ) = {V ( A  ), L ( A  )} donde el conjunto de vértices es
v ( A  ) = LJ X. y aparece una arista entre tí . ( a . ) y a., 
iSI 1 î i i
con a G X_^ . Un árbol pesado es árbol A  junto con dos apii 
caciones a y 3 de V ( A  ) y L ( A  ) en IN.
Se comprueba por medio de la construcción anterior que 
el concepto de árbol es equivalente al de grafo, conexo sin ci 
clos con una raíz y tal que los "niveles" del grafo son finitos 
Inspirados en las correspondientes definiciones de la teoría de 
grafos se dan las definiciones de subgrafo pesado, isomorfismo 
de grafos , etc .
Como ejemplo de árbol pesado construimos a continuación 
el árbol de una curva algebroide plana C. Este árbol es siem­
pre finito. Si C es una curva irreducible, el árbol A (C)r
tiene asociado un grafo lineal, que es el "bambú" del que ha­
blamos al principio.
Se demuestra a continuación que la equis inguiar idad de 
curvas implica la igualdad (isomorfismo) de sus árboles respec 
tivos. La sección concluye con un ejemplo que demuestra que la 
equisinguiaridad es una relación más fuerte que el isomorfismo 
de árboles, naturalmente en el caso reducible.
La sección 2, se dedica a comparar, en una hipersuper- 
ficie algebroide V con una subvariedad permitida W, la see 
ción genérica de V transversal a W que denotamos por C^, 
con una sección de V por una superficie lisa del espacio am­
biente. Obtenemos así un nuevo criterio de equis inguiaridad.
Sean V = Spec(Q) una hipersuperfieie de dimensión d 
y W una subvariedad permitida de codimensión 1, y 'p G V el 
punto genérico de W. Por definición V es equisingular a lo
largo
sales
de W si existen {x^,. . . ,x^_^ } parámetros W-transver
de V (es decir que las imágenes de x ^ 9...,x^ en 
forman un sistema regular de parámetros) tal que
y son equis inguiares.
El resultado fundamental de esta sección es:
TEOREMA :
Si V es una hipersuperfieie y W una subvariedad per 
mitida y {x^,. . . ,x^_^ } un sistema de parámetros W-transver
sales de V se verifica que:
es equisingular a si y solo si A^CV^^) st
“ W
Teniendo en cuenta la definición de equis inguiar idad en codimen 
sión 1 el teorema anterior nos dá una condición más débil de 
equis inguiaridad.
El hecho de que en este caso coincidan ambas relaciones 
de equivalencia es debido a la semicontinuidad de la multiplici 
dad. Es decir que si ( C ^ , --- ’(CW }r y ( V ( x ) } 1 9 • * * 5 ( V ( x ) } r
son las componentes irreducibles de CTT y V, * se verifica enVi J C x )
general que m ^ V (x)).^ ^  ^ ( Cw ) . ) .
Con esta condición adicional se demuestra por inducción
en la longitud del árbol A (CTJ) que la igualdad de los árbo-r w
les A^CC^) y ^r^(x)^ implica la equisingular idad de
y V, . .(x )
Si V es equisingular a lo largo de W, por([l3], §7).
V se puede desinguiar izar mediante transformaciones monoidales
con centro en subvariedades permitidas de codimensión 1. Se pue
de construir un árbol que represente este proceso de resolución
de V por transformaciones monoidales y como consecuencia de
los resultados de esta sección dicho árbol es isomorfo a A (CTT).r W
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Este hecho lo tendremos en cuenta para la construcción del árbol 
de una superficie.
La sección tercera de este capítulo está dedicada a la 
construcción del árbol de una superficie S. Comienza la sec­
ción con una serie de resultados que justifican la construcción 
del árbol. Los más importantes son los siguientes:
PROPOSICION :
Dada una superficie S definida sobre un cuerpo alge­
braicamente cerrado y de característica 0, existe un abierto 
*11, del divisor excepcional de S , Tú , tal que ‘D-TJl es un nu­
mero finito de puntos y para cada P G*D, P Q cIL si y sólo
si Sp es lisa ó Sp es equisingular a lo largo de 3) P (Cu£ 
va determinada- por D  en Sp ).
Al abierto u  de la proposición anterior lo designamos 
por E(S). Si r son las componentes irreducibles
del divisor excepcional se demuestra utilizando la proposición 
anterior y los resultados de la sección 2 del capítulo I, lo 
siguiente :
TEOREMA:
Si P y P* G E(S )n ^  para algún i, Sp y S f tie
nen singularidades equivalentes en el sentido de que ambas son 
lisas ó bien tienen secciones genéricas transversales al divi­
sor excepcional equis inguiares.
En virtud de este teorema para todo punto de £(S )n 3) #
Sp se puede resolver mediante una serie de transformaciones mo 
noidales con centro en curvas permitidas y por lo que se vio en 
la sección anterior el árbol que describe esta resolución es 
isomorfo al árbol de la sección genérica en un punto cualquiera 
de E m n ' D  i . A esta sección genérica la designaremos por 
C^ . Para hacer la construcción del árbol agrupamos todos los 
puntos de ^ n £(S) en uno de tal forma que al considerar
Xli
los siguientes a este punto se obtenga A^(C^). Esto se con
sigue incluyendo en el primer nivel del árbol todas las C ^ , 
además de las transformadas cuadráticas en los puntos de 33 -^ U»
y todas las transformadas monoidales formales de S. Concreta­
mente, si D - U =  ÍP, , • • • ,PC ,} , W1 ,...,W son las curvas per--L s i n
mitidas de S y para cada i con 1 <_ i <_ h, designamos al 
conjunto de transformadas monoidales de S con centro por
T.M.^CS), definimos entonces T(S) = {C^,...,C^}u
u { S p  , . . . , S p  } u T . M . r j  ( S )  u ..............u T . M . tt CS)
rl s W1 Wr
El árbol se construye tomando Xq = {S}, X^ = T(S) y una
vez construido X^ si existe H 6 X_. tal que m(H) >1,
Definimos X . = U T(H).
m (H ) > 1 ,HGX ._±
La unión de los T(H) es disjunta y las aplicaciones 
tt_. se definen de manera obvia, con lo que se tiene un árbol 
A  - La aplicación a está definida por a(H) =
= m(H) para todo H 6 V ( ^ ). El peso de las aristas se ob­
tiene definiendo:
e(H,H') 0%tHII s i H y H T son curvas
S(H,H') = l , si H 
mac ion
y H ’ son superficies y la transfor 
que pasa de H T a H es monoidal
ß(H,H>) = 0, s i H es una superficie y la transforma-
ción que produce la arista (H,HT) es cua 
drát ica.
El árbol pesado así obtenido G£,a,ß) lo llamamos el árbol t£ 
tal de la superficie S y lo designamos por A.T.(S). Este 
árbol depende en principio del punto elegido en E(S) n 33^ 
para definir C.., pero se demuestra que módulo isomorfismo de 
'árboles pesados A.T.(S) no depende de dicha elección. El ár­
bol A.T.(S) puede ser infinito, de hecho si S contiene una 
curva permitica C, tomando las transformadas cuadráticas su­
cesivas en la dirección correspondiente a C la multiplicidad 
no disminuye y resulta por lo tanto una rama infinita de 
A.T.(S).
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El capítulo III, tiene por objetivo la obtención de un 
subárbol de A.T.(S) que contenga todos los procesos signifi­
cativos de resolución de S y la demostración de que dicho 
subárbol es finito.
Para ello comenzamos por probar que es posible eliminar 
las subvariedades permitidas de codimensión 1 de una hipersuper 
ficie mediante un número finito de transformaciones monoidales. 
Más precisamente si V es una hipersuperfieie con subvariedades 
permitidas de codimensión 1, (necesariamente en número finito 
definimos r , dondeW 1 ,...,Wr ),
6(V) = I Ó(C ) 
i=l 1
6(c )
es el número mínimo de transformaciones cuadráticas necesarias 
para que baje la multiplicidad de la curva _ (sección gené­
rica de V transversal a W^). El resultado esencial de la 
sección 1 es :
TEOREMA: En toda sucesión -------- ► V, „ -- ► ...-----*■
m K K — 1
1 1-- * V ------- VQ = V donde las V\ son hipersuperficies y
T. : V. ------► V. . es una transformación monoidal con centroi i  í-l
una subvariedad permitida de codimensión 1 de V_.  ^, para 
k <_ i <_ 1 , y m(V^.) = ----- = m(V^) = m(V), se verifica que:
no tiene subvariedades permitidas de codimensión 1 
si y sólo si k = 6(V).
El punto esencial del teorema es probar si T : V * 1 -- *■ V
es una transformación monoidal formal con centro una subvariedad 
permitida y de codimensión 1 de V, W y m(VT) = m(V) enton 
ces 5( V T ) = <5(V) - 1.
Para ver esto último se hace previamente un estudio de 
la variación de la sección genérica transversal a W por la 
transformación T, obteniéndose:
a) Si <5(W) >1, el divisor excepcional de V ’,_ iW ’ = T (W) es una subvariedad permitida de V ’ y <5(0^,) =
ô ( CT7 ) -1. W
XIV
b) Si ô(W) = 1, el divisor excepcional no contiene sub 
variedades permitidas de codimension 1.
Estos dos hechos junto con la birregularidad de la trans 
formación T fuera de su centro nos permiten demostrar que siem 
pre <$ ( V ’ ) = <5 CV ) - 1.
La sección 2 se dedica a demostrar un resultado que nos 
permite en la sección siguiente construir un subárbol finito de 
A.T.(S), eliminando las transformadas cuadráticas en direccio­
nes tangentes a curvas permitidas:
PROPOSICION : Sea S una superficie algebroide sumergida, 




* si-i + S
una sucesión de transformaciones monoidales y cuadráticas tal 
que para cada i >_ 1, m(Si ) = m(S) > 1. Entonces existe un 
n tal que Sn es estrictamente cuasiordinaria respecto de k. 
Este resultado fue demostrado por Zariski en [lM-] en
el caso en que todas las T .i son transformaciones cuadráticas.
Para que S sea estrictamente cuasiordinaria basta que 
exista un sistema de parámetros transversales de S, {x,y} 
tal que el discriminante de S respecto de {x,y}, A^x ^
tenga un punto doble ordinario en el origen. La demostración
de la proposición se hace por inducción en el número
l*(Ar -, ) (número mínimo de transformaciones cuadráticas ne-
1x » y j
cesarias para que la transformada cuadrática total de la curva 
A {x,y} tenga como singularidades puntos dobles ordinarios).
Posteriormente se hace una preparación de la ecuación 
de S, que permite controlar la variación de 1*(a . ,) por{x ,y}
transformaciones monoidales y cuadráticas formales. Obtenemos
así que si T : S T --- *■ S es una transformación monoidal o
cuadrática tal que m(S’) = m(S) > 1  y lft(A{x,y>) > 0
existe un sistema transversal de parámetros de (xT ,yT}
XV
tal que :
si T es una transformación
mono idal
y si T es una transformación
cuadrât ica.
La sección 3, se dedica a construir un subárbol finito 
de A.T.(S). Como ya hemos indicado si S tiene una curva per 
mitida tomando las transformaciones cuadráticas en las direc­
ciones tangentes a dicha curva se obtiene una rama infinita de 
A.T.CS); por lo tanto si se quiere obtener un subárbol finito 
hay que eliminar estas transformadas del árbol. No obstante no 
es necesario eliminar todas, basta hacerlo en las superficies 
de A.T.(S) que sea estrictamente cuasiordinarias respecto de 
un cuerpo de coeficientes de S, k fijado. De esta manera se 
obtiene un subárbol pesado de A.T.(S), que denotamos por 
A^(S), porque por construcción A^(S) depende del cuerpo de 
coeficientes elegido en S. Utilizando la proposición citada 
en la sección anterior y los cálculos de la sección 3, cap. I, 
obtenemos la finitud de A^(S).
TEOREMA : Para toda superficie algebroide S y todo cuerpo de 
coeficientes k de S, el árbol A^(S) es finito.
A continuación se procede de igual modo pero eliminando 
de A.T.(S) todas las transformadas cuadráticas en direcciones 
tangentes a curvas permitidas. Se obtiene un subárbol de A.T.(S), 
que denotamos por A*(S). Por construcción A*(S) es un subár_ 
bol de A^(S) para cualquier cuerpo de coeficientes de S, k.
De el teorema anterior se sigue A*(S) es finito, con lo cual 
se obvia la dependencia del cuerpo de coeficientes que antes te^  
níamos.
información al tomar A*(S) en vez A.T.CS), cosa que estudia 
mos si S es cuasiordinaria. Lo ideal sería demostrar que para
Se plantea inmediatamente la cuestión de si se pierde
S y S ’ cuas¿ordinarias, A.T.(S) - A.T.(S’) si y solo si 
A*(S) - A*(S'), se demuestra esta equivalencia en el capítulo 
IV si S y S ’ son irreducibles.
Se construye otro subárbol de A.T.(S), A(S), toman­
do, en cada superficie de A.T.(S) que tenga curvas permiti­
das, las transformadas monoidales únicamente. Veamos a continua 
ción que con este subárbol se pierde información respecto de 
A.T.(S) en el sentido de que existen superficies S y S ’ 
tales que A(S)  ^ X ( S ’), A*(S) i A*(S') y A.T.CS) i A.T.(S’).
(Ej emplo 3.7).
El capítulo IV está dedicado a estudiar la relación en­
tre A*(S) y los pares característicos normalizados de S,
(def. 3.8, cap. I) para una superficie cuas ior dinaria irreduc_i 
ble .
En la sección 1 se demuestra primeramente que si S es 
una superficie cuasiordinaria respecto a un cuerpo de coeficien 
tes k, A *(S ) = Ak (S).
El principal resultado de la sección es:
PROPOSICION : Si S es cuasiordinaria e irreducible el árbol
A*(S) se puede construir a partir de los pares característi­
cos normalizados de S'.
La demostración se hace observando que toda la informa 
ción que aparece en A*(S), multiplicidad, número de componen 
tes del divisor excepcional, número de curvas permitidas, etc., 
se puede obtener a partir de los pares característicos de S y 
de las sucesivas superficies cuasiordinarias que aparecen en 
A*(S). Los pares característicos de estas últimas se obtienen 
a partir de los de S mediante las fórmulas de Lipman (3.9, 
cap. I) con lo que de esta manera se demuestra la proposición.
Como los pares característicos no dependen del cuerpo 
de coeficientes la construcción dada en la proposición anterior 
se puede considerar como un proceso combinatorio que asocia a
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cada familia de pares característicos ¿R. = {(A.,u.)}i i 1 <i<r
un árbol pesado de A*(Jl).
La sección 2 se dedica principalmente a demostrar el re 
cíproco del resultado anterior, es decir que el árbol A*(S) 
determina los pares característicos normalizados de S. Concre 
tamente se demuestra:
TEOREMA : Sean S una superficie cuasiordinaria irreducible y 
&  = { (X ^ , y  ^<£<r los pares característicos normalizados de
S , entonces &  es la única familia de pares característicos 
que verifica que A * ( X )  = A*(S).
La unicidad se obtiene hallando unas formulas que nos 
permiten obtener los pares característicos normalizados de S 
a partir de los pares característicos normalizados de los ele 
mantos del primer nivel del árbol A*(S) y haciendo una induc 
ción en la longitud del árbol A*(S).
La demostración es pues un algoritmo que permite obte 
ner los pares característicos normalizados de S a partir de 
Aí:(S). La demostración es larga pues hay que considerar varios 
casos y ver que en cada caso la información utilizada para obte 
ner las fórmulas a las que antes nos referiamos depende sólo de 
la clase de isomorfía de A*(S).
Basándose en la equivalencia de árboles y pares caracte 
rísticos para superficies cuasiordinarias irreducibles se obtie 
nes el resultado al que hacíamos referencia en el capítulo ante 
r ior.
PROPOSICION : Si S y S ’ son superficies cuasiordinarias irre 
ducibles se verifica que:
A*(S ) - A*CS‘) si y solo 'si A.T.(S) - A.T.(S’)
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Esta memoria está dividida en cuatro capítulos, cada ca 
pítulo a su vez está dividido en secciones. Cada teorema, propo_ 
sición, etc., se identifica por dos números, el primero corres­
ponde a la sección y el segundo al número de orden en la sección. 
Para referirno a un resultado del mismo capítulo damos estos dos 
números. Para referirnos a un resultado de otro capítulo, damos 
los dos números que preceden al resultado seguidos del número 
del capítulo.
Todos los anillos considerados en la memoria son conmu­
tativos, noeterianos y con unidad. Consideramos anillos locales 
con un cuerpo de coeficientes k, que supondremos siempre alge_ 
braicamente cerrado y de característica 0, salvo que se diga 
explícitamente lo contrario.
Las superficies algebroides que aparecen en la memoria 
son siempre supergidas, (es decir hipersuperficies en una varie 
dad tridimensional lisa) aunque por lo general no se diga explí_ 
citamente. De la misma forma siempre se consideran transforma­
ciones monoidales y cuadráticas formales, pero por abreviar se 
suprime a veces el término formales.
1CAPITULO I
Sección 1.-
En esta sección introducimos las notaciones y resultados 
preliminares de geometría algebroide que se utilizarán a lo lar­
go de toda la memoria. Las fuentes utilizadas son esencialmente 
Zariski [2l] , Lipman [lo] y Romo [l4] .
A lo largo de toda la memoria consideraremos hipersuper 
ficies algebroides, es decir esquemas del tipo V = Spec([] ) 
siendo D  un anillo local, completo, reducido y equidimensio
nal, tal que si r = dim ( □  ) el ideal maximal está genera­
do por r + 1 elementos. A una base de de r + 1 elementos se 
le llama un sistema de coordenadas locales de S (ó de Q  ). En 
lo que sigue consideraremos un cuerpo de coeficientes de O  , 
k fijo.
Nota. 1.1. Dado un sistema de coordenadas locales
{x^, . . . , }  en □  , por el teorema de estructura de Cohen
( [ll], 28.J.) existe un homomorfismo suprayectivo
4> : k[[xlt.....Xr+J ]  ---------- * □  ,
tal que = x^; para 1 _< i £ r + 1.
El núcleo de $ es un ideal que tiene todas sus componen
tes de igual dimensión, y como k [ [x^,...,X ] es un dominio
de factorizacion única, este ideal es principal. A un generador
F de ker (p se le llamará una ecuación de V respecto de el
sistema de coordenadas -fx. ,...,x -------------------------  1 1 ’ ’ r+1 } ; F está unívocamente
determinada por {x^ , . . . , x r + ^ } salvo multiplicación por unida_ 
des y se tiene un isomorfismo
4. : k[[x1,...,Xr+1]] J
(F).k[[X1 ,...,Xr + 1]] = □
Como □ es reducido, F no tiene factores múltiples,
y si F = F^......F^ es la descomposición de F en factores
irreducibles y = Spec ( 0  ( p . ).Q ) » v = L-J es la
descomposición de V en componentes irreducibles, que son tam 
bien hipersuperficies. Supondremos salvo mención en contra que 
una tal base de » {x^ , . . . , + ^ } es minimal, es decir que
0  no es regular y m(S) > 1.
DEFINICION 1.2. A un conjunto {x^,. .. jX^} de elementos de J Q  
, se le llama un sistema de parámetros locales de 0  , si exis_ 
te xr + i ® tal que {x^ , . . . , , xr + 1} es un sistema de coor
denadas de 0  y (x^.....x ) . U  es un ideally-primario , si
además la multiplicidad del ideal (x^,...,x )*D es igual a 
m( □  > el sistema de parámetros se llama transversal.
Nota. 1.3. Sean {x.,...,x ,x .} un sistema de coordenadas -----  1 ’ * r 5 r + 1
de G  , y F G k [ [x^,... ,Xr ,X ] una ecuación de S respec 
to a dicho sistema. Entonces {x^,...,x^} son parámetros de 
si y solo si
F(0,. . . ,0,1) / 0, es decir que F(0,..,0,X^+1) =
= XS , (a . +----)r+1 r+1
y F es regular en X . de orden s siendo s > \> = 0(F)r + l —
(orden de F ) .
3Por el teorema de preparación de Weierstrass, existe una unidad 
u tal que
s
u.F = + £ A ¿ . . . . )  X ^  es un polinomio de
Weierstrass en + i ’ con 9.ue s i {x^,...,xr } es un siste
ma de parámetros, podemos siempre tomar una ecuación de V res 
pecto de el que sea un polinomio de Weierstrass. En esta situ£ 
ción la multiplicidad del ideal (x^,...,x ) ([19], pág.
293 ) es s = 0 ( F( 0 ,...,, 0 , X  ^)) y por lo tanto 
0(F(0 , .. .,0,Xp + ^ ) ) no depende de xr + i*
Sea V = 0(F), e in(F) = F . Por lo anteriorV
{X i ,...,x } son parámetros transversales si y solo si s=v 
si y solo si F (0,0,. .. , 0,1 ) i 0.
DEFINICION 1.4. Sea p  6 Spec(Q), se dice que p  es permi­
tido si es regular y Gr*^ □  > es libre sobre t—J/*y.
y  y  r
Nota 1.5. Si 0  es el anillo local de una hipersuperficie
algebroide por ([8], cap II, teor. 2), p G  Spec(D) es per­
mitido si y solo si 0 / p  es regular y m (□*>) = » ( □ ) .
Nota. 1.6. Si p  es un ideal regular de codimension 1 (dimen
n rsion de L—1 /s\ = r-1), existe un sistema de coordenadas de
{ x ^ , . . . , xr ,xr+l>’ tal que { x ^ j . . .,x } son parámetros transr—i
versales de V y (xE ’xr>+l) =p- Sea W = SpecC^J /ß) .
se dice que { X ^ J • 5 r* r+1J es un sistema de coordenadas
de V adaptado a W si cumple la condición anterior. Sea F 
la ecuación de V respecto de un sistema de coordenadas adap­
tado a W, entonces F G (Xr ,Xr+1) k [ [X± , . . . , X^ + J  ]
4P ) =
= m ( 0 )  = V si y solo si F G ( ( , Xr+1 ) . k [ [xx , . . . , Xr + 1] ] )V .
Si esto ocurre, F se puede poner de la forma F = F^ +
+ F + ----, donde para cada i > v F. es una forma de
grado i en X y X . con coeficientes enr J r + 1
k , . . . , ] •
En estas circunstancias es permitido es decir m (□
Dada una subvariedad W de V, se le puede hacer co­
rresponder su punto general p  , de tal forma que W es la ima_
gen de Spec(0/p) en el morfismo inducido por Q  ----*■ 0 / p .
Por esta correspondencia natural al tratar propiedades de las 
subvariedades, nos referiremos indistintamente a estas o a sus 
ideales; asi diremos que W es una subvariedad permitida de V 
6 que p  es un ideal permitido de Q  , que V es equisingular 
a lo largo de W 6 que D  es equisingular a lo largo de p  , 
etc .
Sean } un sistema de parámetros de U y
z e trL tal que {x ^ . . , x^ , z } son coordenadas locales de V.
Consideremos la ecuación de V respecto a dicho sistema
F G k [ [x^ , . . . ,X ] ] [Z] , podemos suponer que F es un polino_
mió de Weierstras. Como F no tiene factores múltiples y
*[[*!»••.V i ]  es un dominio de factorización única que contie
ne un cuerpo de característica 0, por ( [l7], §5.7) el
discriminante de F respecto de Z, DZ (F) = e
al arG k [ [X^ , . . . , Xr] ] es no nulo. Sea D = ....... la des
composición de D en factores irreducibles y sea (D)red =
= ....... D , definimos entonces
5DEFINICION 1.7. Se llama discriminante de V respecto de 
{x1 #...,xr } a la subvariedad de Spec (k [ [xi , . . . ,X ]] ) de 
ecuación (D) red, lo notaremos por Ak{x1 , . . ,xr > ‘{x}‘
Nota . 1.8. 1 { X } depende solo de { x ± ,...,xp } ya que D? (F) 
no depende salvo unidades del z GTfy elegido ( [2 l] , §2 ).
tiene la siguiente interpretación geométrica:
Como {x^,...,x } son parámetros locales, son analiti 
camente independientes y la aplicación
CR. : k[[x^,...,Xr]] k [ [x1 » • • • 5 xr] ] c Q  es inyec_
tiva y determina un morfismo suprayectivo
a* : V = Spec( Q  ) Spec <k[[xl , . . . ,Xr]] ) que
es finito de grado s , siendo s la multiplicidad del ideal
(X,.....xp )D. A {x} está formado por los ^  G Spec (k[[xi5..
*-l•*>xr]]) tal que #(a _1(£p
n >0
) < s .
Sean LL un anillo local, su ideal maximal y
m  el cuerpo residual. Consideremos >p € V = Spec ( □ ) ,
'p tiene una estructura natural de Q-álgebra graduada
ncon lo que T - Proj ( © n ) es un V-esquema
n>o
DEFINICION 1.9. Llamaremos transformado monoidal de V con cen- 
trQ/P  ? si V-esquema T (Si , transformado cuadrático),
Nota. 1.10. Sea 77 : T -- >- V el morfismo estructural. La fibra
-1
TT (fO es isomorfa a Proj ( © ^  n/^.pn ) y es un k-esque-
n>o
6ma proyectivo ( [lu] , prop. 2.3.5).
De la misma forma tt (ft) - Proj (
n>o
n . n + 1 V
?  ' ?  ) -
= Proj (Grp( □  )).
Sea ( ,  . . . , ) Q  = pt , entonces T está recubierto 
por los esquemas afines T = Spec( QX . i
-1tt (p) es un divisor cuya ecuación 
divisor excepcional de T a tt (ft)
en T
X .1 Xn
X .1 * * • • 5 X .1
...... X .1
X . 1
es X . . 1 Se llama
DEFINICION 1.11. Un anillo local [] * es un transformado monoi- 
dal formal de -0 con centro ft (ó transformado cuadrático
formal si ) si D  es la complección de el anillo local
de -1en un punto cerrado de tt (n\).
Para un estudio de las propiedades generales de los 
transformados monoidales formales puede consultarse [2 ] .
Si D es el anillo local de una hipersuperfieie alge- 
broide, todo transformado monoidal formal de O  con centro 
permitido es también el anillo local de una hipersuperficie al_ 
gebroide. En esta memoria consideraremos el caso en que 
ó bien p  es un ideal permitido de codimensión 1. En esta si­
tuación se obtienen unas ecuaciones de ’ a partir de las
de [[] de la siguiente forma.
Not a . 1.12. Sean V = Spec ( □ )  una hipersuperficie algebroide, 
{xi , . . . , xri + i } un sistema de coordenadas de 0  
una ecuación de V respecto de dicho sistema. Entonces
y F Í X j . - . X  )
GrW  Q  ) = k [Xl ’ • • • ,xr+l] / (Fv )k[X1 ,...,X ]
7donde V = 0(F) y F^ = in (F).
Por lo tanto los puntos del divisor excepcional î)= tt~^ (ÍT\) 
están en correspondencia biunívoca con las direcciones 
( a1 , . . . a^ + 1 ) tangentes a V (i.e. tal que F^ ( a1 , ... , ari + 1 ) = 0 )
Sea P G î> y sea (a^,...,a ^) la dirección correspondiente
a P, P G T si y solo si a. i 0.x i 1
Si 0  es el transformado cuadrático formal de
P  f  X  . QL .
en P, y P G T --- , x . , ---- , - E Ü ----X . I X . a . ’ i ’ x . a.i  ^ i i í i
es un sistema de coordenadas de S = Spec (M  ) y una ecuaP P -
ción de Sp respecto a dicho sistema de coordenadas es








Nota. 1.13. Sean V una hipersuperfioie, W una subvariedad
permitida de codimensión 1 de V y p  6 V el punto general 
de W. Consideremos un sistema de coordenadas de V adaptado
a W , (x^.....xr+^} y la ecuación de V respecto a dicho si£
tema F G k [[x± ,...,Xr+1]].
Si V = m (V ) > 1, por 1.6. in (F) = F (X ,X „ ) =V r r+ 1
m a .
= It (X i - c^ Xp ) siendo m _> 1, c. G k y
i = 1 
mI a. = V.
i = l
Sea ’ ( x ’ . . . , x ’ ,XT . ) = - L  ■ F(Xf Y» y ’ Yf Ï1 r* r + l' „,v r  ^ 1 ’* * • ,xr *Xr + 1 }
8Se verifica que F* se descompone en k [ [x^ , , . . . ,X^J ] . [x^ ]
m
en m factores irreducibles distintos F T = Il F T. , siendo
i = l X
un polinomio en X^ + ^ mónico de grado ou, y
a .
F T(0,...,0) = (X^ + ^ ~ cu) 1 . Por lo tanto V tiene exactamente
m transformados monoidales formales con centro W. Llamémosles
1 1 .  1 V . V  . Para cada i, con 1 < i < m. V. tiene por ecua 1 m — — i  ^ —




1.14. En la situación de 1.13 notaremos T.Mtt(V) =
Si C es una curva algebroide plana, el cálculo anterior
, demuestra que C tiene m transformados cuadráticos
1 1  1 1  C i #...,Cm» notaremos T(C) = {C^,...,C }.
El lema siguiente es útil, para determinar la variación 
del discriminante mediante transformaciones monoidales y cuadra 
ticas.
LEMA 1.15. Sea P (X ± ,... ,Xg , Xg + 1 , . . . , Xp ,Z ) 9 k [ [ x ± ,... , Xg ,Xg + 1 , 
**>xr]] [z] (r > s >_ 0), tal que in (P) = ZV + ---- y sea
P 1( ,  ... ,X ^ ,Z ') - —  P(X1#......> + i ,* * *
i Xr
...,x',z.x')r r
Si D^CP) y Dzf(Pf) son los discriminantes de P y P ' 
respecto de Z y Z ’ se verifica
D (P)(X* ,... , X ' ,X* . X ? ----- -X f ,.XT,Xf) =Z 1 ’ ’ s s+1 r r-1 r r
= x;v(v"1) Dz,(P')(x|,..,^,Xjtl....X^ )
9Demostración.- Si R e s un dominio de integridad, y H(Z) es
un polinomio en Z de grado V, se verifica:
D z ( K- H ( Z ) ) _ k 2(v -1) DZ (H(Z))
y DZ (H(K-Z)) _ RV(V-l ) DZ (H(Z)), con K G R,
(c . f . [l7] , §5.7).
En las hipótesis del lema
P ( X ’1
con lo que
Z 1 .X' )r P ’ ( X1
d z (p (x ;,...,x ;,x ;+1 .x ;,...,x ;,z '.x ;)) = <x;v >» V .2(V-l )
. . DZ,(P»(X’,...,X^,Z*))
Ahora bien Dz (P(x’ ,... , X ’ , X^ + 1?X ^ ,... ,X ¿ ,Z » .X¿ )) = XV(V-l )
tanto
. DZ (P(XJ,...}X ^ X ’+ 1 .X^...,X^Z'.X')) y por lo
v(v-i) ( p f ) ( x * X T X T X * ) —r M X 1 5 * * * ’ s 5 s + 1 5 * * * ’ r ;
= DZ (P)(X^ ,x’ ,X* . .xf 5 s ’ s+1 r .. ,xT )r c . q . d .
Citaremos a continuación los resultados fundamentales 
sobre equis inguiaridad de curvas planas y equisingularidad en 
codimens ion 1 .
r
Sea C una curva algebroide plana y sea C = U  c.
i = l
la descomposición de C en componentes irreducibles. A cada 
componente C ^ la llamaremos una rama de C . Sea
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(C) - {C^,....,C } el conjunto de ramas.
Consideremos ahora dos curvas algebroides planas C y
D definidas sobre cuerpos k y k T no necesariamente iguales.
Una biyección tt : (C) ----*• (D) se llama tangencialmente es-
table si verifica que dadas C. v C. 9 C O .  C. v C. tienen ------ 1 3  1 J 3
la misma tangente si y solo si t t( C^ ) y t t( C^ ) tienen la
misma tangente. Si las ramas C.. y tienen la misma tangen
1 1te sus transformados cuadráticos (C..) y (C^) están en el
mismo elemento de T(C). Por lo tanto si ir es una biyección
• 1 1 tangencialmente estable se puede ordenar T (D ) = {D„ ,...,D }1 m
d e  t a l  m a n e r a  q u e  p a r a  c a d a  i ,  1  <  i  <  m 5 tt i n d u c e  u n a
(D_.). Definiremos ahora el con-1biyección ir.. : (C..) --
cepto de (a )-equivalencia ([23], Def. 3.1.), por recurren­
cia en el número de transformadas cuadráticas necesarias para 
resolver la singularidad de C.
DEFINICION 1.16. Una biyección tangencialmente estable
ir : ( C ) ----b (D) se dice que es una ( a ) -equivalenc i a si para
cada Cj 9 (C) m(C^. ) = m(ir(Cj)) y para cada i, 1 <_ i <_ m ,
• 1 1 la biyección inducida por ir, tt^  : (C..) ----► (D^) es una
(a)-equivalencia. Si C es regular tt : (C) -----► (D) es una
(a )-equivalencia si y solo si es regular.
DEFINICION 1.17. Dos curvas algebroides planas C y D son equi- 
s inguiares si existe una ( a )-e qui valenc ia tt : (C) -----► (D).
Nota. 1.18. Dadas dos curvas algebroides C y C ’, con el mismo 
origen, es decir sumergidas en el mismo plano Spec(k [ [x,y]] ) ,
llamaremos (C,C’) a la multiplicidad de intersección de C y 
C T en su origen. Se verifica el siguiente criterio de equisin_ 
gularidad ([23], Prop. 4.5.).
"Dos curvas C y D son equis inguiares, si existe una 
biyección tt : (C) ----->- (D) tal que:
i) m(C..) = m(ir(C^)), para todo G (C)
ii) (C^,Cj) = (Tr(C^),ir(Cj)), para todo C^. y C G  (C)
Sean V una hipersuperficie algebroide, W una subvariedad re 
guiar de V y G V el punto general de W.
DEFINICION 1.19. Un conjunto {x^,...,x ^ } ç * se llama
sistema de parámetros 'p -transversales (6 W-transversales) de 
Q  (o de V) si sus imágenes en , x^,...,x son un
r  nsistema regular de parámetros del anillo local regular 1—1 /p .
Notación 1.20. Sean {x^,...,x^ parámetros 'p -transversa
).0 yr - 1
□
les de D  . Consideraremos 0 ,  N = 0/(x) (x1 , ...,x ^
V, = Spec ( ( x ) □ (x) tiene una base(x)). El ideal maximal de 
formada por dos elementos.
Si dim ( ^(x)) = 2, ^ ( x )  es un anillo local regular.
Si dim( □(.)) = 1 y ^(x) es reducido, V 
algebroide plana.
(x) es una curva
Consideremos la sección genérica de V transversal a 
W (véase 2.2 y 2.5 de la sección siguiente) y la notaremos C^. 
C^ es una curva algebroide definida sobre el cierre algebraico 
del cuerpo residual de 0  . S e  define entonces
12
DEFINICION 1.20. Se dice que V es equisingular a lo largo de
V/, si existen parámetros W-transversales de V, {x , . . . ,x }1 r-1
tal que V es una curva algebroide plana, y V, x es equi-(x) ^
singular a C^. Si esto ocurre se dice que V es una variedad 
de tipo dimensional 1 .
Si V es equisingular a lo largo de W, W es una sub 
variedad permitida y Sing(V) = S V | D(^ no es regular} = W.
DEFINICION 1.21. Un sistema de parámetros transversales de V, 
{x^>...jX^} se llama equis inguiar si el lugar discriminante 
es una variedad lisa.
N_ot_a. 1.22. La principal caracterización de la equisingular idad 
en codimensiôn 1 es:
Sea V una hipersuperficie algebroide, son equivalentes:
i) V es una singularidad de tipo dimensional 1.
ii) Existe un sistema equisingular de parámetros de V.
iii) Todo sistema transversal de parámetros de V es equi 
s inguiar.
Para una demostración, así 
laridad puede consultarse




En esta sección introducimos el concepto de sección ge­
nérica, a la manera de Lipman, estudiándolo en el caso de hiper 
superficies algebroides y extendemos la definición de equisingu 
laridad a una clase de anillos no completos.
DEFINICION 2.1. Sean A y B anillos locales, m el ideal ma­
ximal de A, y ip : A  ► B un homomorfismo local. Conside_
ramos en B la estructura de A-álgebra determinada por \¡j.
Se dice que B es un A-álgebra de Cohen si se cumple
i) B es completa 
ii) B es un A-álgebra plana
iii)m-B es el ideal maximal de B y  B/mB es una ex” 
tensión separable del cuerpo A/ .
DEFINICION 2.2. Sea A un anillo local, P un ideal primo de 
A, se dice que un anillo local B, es una sección genérica de 
A transversal a P si B es un Ap-álgebra de Cohen cuyo 
cuerpo residual es el cierre algebraico del cuerpo residual de
AP *
Nota. 2.3. Dado un anillo local u  y una extensión separable 
K de su cuerpo residual k, la existencia y unicidad salvo 
isomorfismo de una Q-álgebra de Cohen que tenga como cuerpo 
residual K está demostrada en ([20], Th. 19.8.2). No obstan 
te si cart(k) = 0, se puede hacer una construcción explícita 
D-álgebra de Cohen que será útil en lo que sigue.de una tal
14
PROPOSICION 2.4. Sea □ anillo local, k su cuerpo residual,
_.
cart(k) = 0 y D el completado -^ádico de Lj ; k^
□ .
un
cuerpo de coeficientes de
tances 
dual K.
□ â, K es una
, y K una extensión de k, en 
Q-álgebra de Cohen de cuerpo resi
Demostración.- Por ser k c-------------- I
/N
□
□/. kti_= k y G  a kki
k^ - k c K . D  'a., k
cuerpo de coeficientes,
K está definido respecto
co de B con íCL =T[p u  ak^K = ftq.U).U sk k = 
que es un ideal maximal. En efecto, la aplicación
______  . BT : K
con t (c ) = 1 a c +i^S B/i^ , es un homomorfismo de anillos y
como t (1) = 1 S 1 +  ^ , ya que 1 a 1 0 û  , T es inyecti
va, y como k^ c Q  , se comprueba inmediatamente que es sobre, 
luego a  es maximal.
Por ([l5], cor. 2.19) Q  a K es un anillo local cuyo
K1
ideal maximal es a K) al que llamaremos .
Sea \¡j el homomorfismo de D  
ción de los tres:




.  a —► Q  0, K
kl
►0 "0, K ( 1 )
kl
con h(a) = a a 1.
0  -álgebra de Cohen de morfismo estruc­
tural ip} y cuerpo residual K.
Q  a K es una 
kl
D  "í K es un anillo local completo.En efecto ;
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Veamos cuál es la extensión de m
in1 t [ - D a k K = 1ÎI- ( □  .(b .(D K))), ahora bien
/ S
i) nx. □  =iti,
/V *i i ) 'ffj. B = H. , por definición,
A, . (D "a, k ) = <1
» /N
luego V  - a .  que es el ideal maximal de D  ^  K asi
que ip es local y además:
□ S. K / di .
ki % . < □
« □a, K) 
ki
Aa, kk , K/q B //> ~ K%
Como por hipótesis cart(k) = 0 ,  K es una extensión separa­
ble de k.
Por ultimo ip es un homomorfismo plano. En efecto como 
ip es la composición de los tres homomorfismo de (1) basta ver 
que cada uno de ellos es plano. Los dos homomorfismos de los ex 
tremos son la inclusión de un anillo en un completado ádico, que 
es plana.
'A-
E1 homomorfismo h : □  -------„ □  0! K es plano ya que
K1
k^ --- *■ K lo es, y aplicando el teorema del cambio de base
([11], (3.C)) lo es h.
c . q . d .
Observación 2.5. Como consecuencia de la proposición anterior 
podemos hallar la sección genérica de una hipersuperficie trans 





V = Spec(D )
{x1 ,...,xn>
( x 1 , . . . , x r ) 0
y W la subvariedad regular de pun-
un sistema de coordenadas de S, tal 
r <_ n-1, y consideremos el isomor
16
fismo correspondiente
0 ~ k [[X^,...,X ^ ,...,Xn] ]j
(F)k[[xi ,. . . ,X ]]
Sean L el cuerpo de fracciones de k [ [x^ + ^ , . . . , X^]] =
= k( ( X  ^, . . . ,X ) ) y L el cierre algebraico de L. Llamando 
F a F considerado como elemento de
k [ [^r + i » • • • » ^ n] ] * L > • • • > Xr] ] c L [ [X^ , . . . , X^J ] la sección gene 
rica de 0 e s :transversal a p
L[[X ..,X ]] /
'  (F).L[[x1 ,...,X ]]
En efecto
Si R k [ [x± , • • • , X^J J y P = < X1 ,. . .,Xr )R, Rp es
un anillo local regular, en el que {X15. hXe\ es un sistema
regular de parámetros, y cuerpo residual (Rp ) = cuerpo de frac
c ione s (R/P) = L, con lo que e s Rp ~ f i—
i 
i—






Por la proposición 2.4. L es una Rp-álgebra
de Cohen de cuerpo residual L y '
aL L = L[[Xl 9 • • ••*r]]
A  —fiT L
i_J
Como L es algebraico sobre L, L [ [X^ , . . . , X^] L t
= r[[X15. . . ,Xr]] por ([4], §3, Ex. 17).
Se comprueba inmediatamente que F se transforma en F 
por la aplicación que pasa de Rp a Lf [X ,... ,X ]] . Como 
L[[x1 ,...,Xr]] es una Rp-álgebra de Cohen, L [[X^,.. .,Xp]] 
es Rp-plano con lo que
£
L [ [Xi 9 * * * ’Xr]] SRp  ^ ^(F ) Rp ^ eS P/(F)Rp”Plano
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Ahora bien
L[[XX (FÍRp5 L[[xi ,...,Xr]] /
(i)
/((F)Rp ). L[[xi ,...,Xr]] * L[[X1 ,...,Xr]] /(F)L[[X1
y como por construcción (F)Rc P, es P/(F)Rp * (R/(F))p/(F)
□
/ p  ( luego L[[x1 ,...,Xr]]/(F)L[[X1 ,...,Xr]] , es una
□ *3 -álgebra de Cohen cuyo cuerpo residual es L, es decir, es 
la sección de Q  transversal a ?  '
Definimos a continuación una clase de anillos locales 
(c-anillos) que tienen la propiedad de que su completado es el 
anillo local de una hipersuperfieie algebroide en su punto ce­
rrado, y extendemos a ellos la definición de equis inguiaridad 
en codimensiôn 1 de Zariski.
DEFINICION 2.6. Un c-anillo es un anillo local , □ de carac
terística cero que verifica las siguientes condiciones:
o  □
íi ) □
es reducido y excelente
B/I, donde B es un anillo local regular, e
I es un ideal principal de B.
Observación 2.7. Sea □ un c-anillo. Como □ » B/1 , los com
pletadosf^ -ádicos cumplen: □  2S B/f§ y por ser B regular
B ~ k [ [x^,... ,X ]] , con cart(k) = 0.
Como 0  es excelente, Q  reducido implica ([7],
Sch. 7.8.3) que Q  es reducido, luego 0  es un anillo local
completo, reducido, que es el cociente de un anillo de series
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por un ideal principal (IB) es decir, que es el anillo local 
de una hipersuperficie algebroide.
Observación 2.8. Sea □ un c-anillo, “p ideal de □ regular
y de codimensión 1. Para extender la definición de equisingula- 
ridad necesitamos algunas consideraciones:
1) Consideremos el homomorfismo (f) : B ----> B/I --- * O
y sea Pc B la elevación del ideal p  . Sea H G B, tal que 
I = ( H ) TIT. Como H G P, se tiene
D p ~  (B/I)p « Bp/(H)B.
.  D,
( 1 )
p - , P es un ideal regular de B de codimenPor ser B.
sión 2, con lo que Bp es un anillo local regular de dimensión 
2 y dim(Op) = dim(Bp ) - alt ((H)Bp ) = 2-1 = 1.
Consideremos ahora la sección genérica de 0  transver­
sal a 'p , que es D p  ^ K(p ) » siendo KOp) un cuerpo de
coeficientes de D 
entonces :
p  y K(p) su cierre algebraico. Se tiene
dim (□ • ^ “Kep) K('P)) = dim (D-p5 ([I0],pág. 113)
Como □ □es reducido, LJ p  es reducido, y al ser D -p excelen
te ( [7] , Sch. 7.8.3. (ii)), D p  es reducido, con lo que
Ä
K(p) es re^ucido (£7], cor. 7.5.7)
Luego Cg = Spec ( D p  ®K(-p)  ^ es una curva algebroide.
De (1) se deduce fácilmente que la dimensión de inmersión de
Cg es dos, con lo que es una curva algebroide plana.
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2) Sea {x1 , . . . ,x^} un sistema de parámetros p -transver
sales de 0  , como B/P ~ ^/p existe un sistema regular de
parámetros de B', { X ± , . . . , Xd , X¿ + 1 , Xd + 2 > , tal que X.. + I = x..,
1 < i < d.
Utilizando la notación de 1.20:
(X) = D/ ( 9 . . 5 ) G s B/(X ... ,X H)B a
* B/(X1# ... ,Xd )B/(H)B
pero B/(X ^ ,...,Xd ) B es un anillo local regular de dimensión 2, 
y por la misma razón de antes G r n es un anillo local de dimen
sión 1 y dimensión de inmersión 2.
Si Q /  s es reducido, por ser excelente, G , . esV * J \ X )
reducido con lo que Spec ( □  es también una curva algebro^
de plana.
DEFINICION 2.9. Sea Q  un c-anillo, p  un ideal regular de
□de codimensión 1. Se dice que es equisingular a lo largo de
p si existe un sistema de parámetros pj -transversales de
{xi5...,x,} tal que 0 ,  .1 ñ ( X )
□ -
• ^ • ,^d j- <-aj. 4 UC f X ) es reducido Y las curvas algebroi_
des planas C„ = Spec( U n ü ..  V V SnecíG/.. N) sonw p e c ( U p a  } K(p)) y p e c ( U (x) 
equis inguiare s .
^  En la situación de la definición el i^eal p  = p * ^  
de G es también regular, pues 5 que es re§u
lar. Vamos a ver a continuación que Q  es equisingular a lo/S
largo de p si y solo si G es equisingular a lo largo de 
p . Para ello nos apoyaremos en dos lemas.
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LEMA 2.10. Sea C = Spec( □  ) una curva algebroide plana, defi_ 
nida sobre un cuerpo k c Q  algebraicamente cerrado y de ca­
racterística 0. Sea K cuerpo algebraicamente cerrado, con 
k c K. Entonces = Spec( Q  &k K) es una curva algebroide
plana equisingular a C.
Demostración.- Por hipótesis D k[[X,Y]]/(F)k[[X,Y]]
con F G k[[X,Y]j reducido. Luego
□fik K k[[X,Y]]/(F)k[[X,Y]] K — ---*
— k [[x ’Y]] sk K / fi i ).ic[[X,y]] ak K
y K — k [ [X, Y] ] ^ k K/(F01).k[[X,Y]] ^ k K
Por la proposición 2.4, k[[X,Y]] ^ k K es una
k [[X,Y]] -álgebra de Cohen de cuerpo residual K. Por ([4], §3,
Ex. 17) K[[X,Y]] es Probien una ’ k [ [X , Y] ] -álgebra de Cohen
de cuerpo residual K y por la unicidad ([6], Th. 19.8.2) 
existe un k [[X,Y]J-isomorfismo
<|> : k[[X,Y]] 0k K --- --- * K[[X,Y]]
<j)(Fai) = F, de donde D'à, K “ K [ [X , Y] ] / ( F ) k [ [X , Y] ] .
Luego CK = Spec(D K) tiene por ecuación 
F 6 k[[X.Y]] c K[[X,Y]]. Veamos que como consecuencia de esto 
ambas curvas son equis inguiares, es decir la equis inguiaridad 
no depende del cuerpo en que se defina la curva.
Se puede suponer que F es un polinomio de Weierstrass, 
F 6 k[[X]] [Y],
/
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La clase de equis inguiar idad de C depende de la descomposición
(en factores lineales) de F en k * ( (X) ) [y ] (notación de [18] )
Sean (C ) = {ci> • •. ,C } las ramas de C, F = F 1 .....Fr la des-




k= 1 (Y - «UC**
n . = v(F . ),i i 5
n .r i
1
raices conjugadas, con lo que F = n ( n
i=l k=1 (Y - çik)). y
de
los se ¿educen los exponentes característicos de y
las multiplicidades de intersección (C_.,Cj)» es decir se dedu 
ce la clase de equis inguiaridad de C.
Para C^, como F(X,Y) es una ecuación de y,
n .i
F = Il ( II (Y - )) es una descomposición de
i — 1 k = 1 ik
F en factores lineales en K*((X))[Y], los £ik son también 
los desarrollos en serie de C^. Dadas dos raices £,
de F son conjugadas en K si y sólo si lo son en k al ser
ambos algebraicamente cerrados. De esto se deduce que
F = F^ .F^ es la descomposición de F en K [[X >Y]] ,
con lo que C y C^ . tienen el mismo número de ramas. Por úl­
timo como la clase de equis inguiar idad de Cv se deduce de los 
£^k , ambas son equis inguiares.
LEMA 2 « i 0 » Sea Q  un c-anillo, p  un ideal de 0  regular,
de codimensión 1. K(p) y 
O p y  D p  respectivamente.
(p) cuerpos de coeficientes de
Sean A y B las secciones genéricas de




B ----- ----- - A aK(pT ^  -




que '^ 3 n D = "jú ([l2], 17.9). Esto permite definir de
n ^----- ► U  pra natural un homomorfismo local 
es plano ([ll], 3.5.).





El homomorfismo inducido entre los completados
es plano ([5], 10.2.3) 
iximales de Q-Ö y O ^ p  ,
<í> : L-lp





B es una □ f
19 .8.2) a que
V de estructura de
transversal a ,
x'X L J ’
i es una Q p  -álgebra de Cohen.
Por la trans itividad, B es una □  SQ -álgebra de Cohen cuyo
cuerpo residual es isomorfo a k ).
A
T'
e s una Q-p -álgebra de Cohen, luego es una Dp-á.1
gebra de Cohen. Por la proposición 2.4, A là-— ;— . K(/n )KCp ) r es un
A-álgebra de Cohen, y por transit ividad, A r K(ín ) es unan  K(p) í- ____
LJypálgebra de Cohen, cuyo cuerpo residual es isomorfo a K(p) .
De la unicidad de las G-p -álgebras de Cohen con un
cuerpo residual dado se deduce entonces que
B ✓X A fiK(^)
Del lema 1.9 se deduce que Spec(A) y Spec(B) son curvas equi 
s inguiares.
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TEOREMA 1.11. Sea □ un c-anillo, p  un ideal regular de □
de codimension 1. Son equivalentes:
i) D es equisingular a lo largo de r>
/ N  r
ii) Q  es equisingular a lo largo de p
Demostración . - i)
i) implica ii) Empleando la misma notación que en el le_ 
ma anterior, si C. es la curva sección genérica de 0  transo —
versal a ? Cg = Spec(A)
Por hipótesis, existe un sistema de parámetros p-trans_ 
versales de □  , tal que S p e c ( Q ^ ^ )  es equisingular a
•w*
Sean {x^,...,x^} las imágenes de {x^,...,x^} 
□ ------ > □por el homomorfismo
sistema regular de parámetros, de
'/1 es un
□ u .
{ x ^ , •• .,xd>
Por ( [l2] , 17.13),
{ x p ...,x^} es un sistema regular de parámetros de 
D / p  ------ ► j luego {x^,...,x^} es también un siste­
ma de parámetros p-transversales de . Además
/s
( □  )
• A.
□ /N
( X  )  • / (  x ^  , . . .  , *  ) □
□ ( X )
, A
( x1 , ... x^) Q
ASi C a es la curva sección genérica de 
A
/\
□ Astransversal a p  ,
Cg es equisingular a Cg, y Cg es equisingular a S p e c ( Q ^ ^ '
n' ^  /^ s
Spec((U  ) (x ) luego Cg y Spec(([])(x )) son equisin_
□ A'guiares, es decir LJ es equisingular a lo largo de p
ii) implica i) Sea 0  = C/I, con C anillo local re 
guiar. En C existe un sistema regular de parámetros
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íXi 5 * * * »Xd 5Xd + 1 5 Xd + 2 } » tal que ^Xd + l ,Xd + 2^ - c = p (siendo
P ideal regular de C correspondiente a 'p ), y si x. = X. + I
» * * • ,xd + l } es un sistema de parámetros transversales de Ö
En efecto, por ser P regular de codimension 2, existe un sis
tema de parámetros regulares de C, {X*,...,X* n } tal que1 d + 2 ^
(x¿ + 1 * Xd + 2^ C = P. Sea F“ ( X* , . . . , X* + ) la ecuación de D
asociada ra ixj , . .. . ,X•T« «}d + 2 s
J. J«(x* = x': +i i I) • Sea s = V ( F * ) > 1
in(F* ) = _* _F . Por s 1 .
o r ii Ä
3 * J-Xl 5 * * * ,Xd + l } es un sistema de pa
rámetro s transversales de LJ si y solo s i F*s (0 , . . . ,1 ) i 0 .
Si esto no ocurre como F*(Xs * X* ) 1 , ... ,Ad+ 2 ; i o, es
•Xm JaF ( V*'su r * ’
A . V
•’xd+i’1) i 0. Sea (a1 ,... ,ad + 1 ) tal que
^s ^ al * * * * » ad + i » 1 ^ 0 •
Consideramos entonces:
X1 = Xï al Xd+2’•••,Xd+l = Xd+1 ad+l’Xd+2’Xd+2
= X*d + 2
ÍX1 ,...,X } es un sistema de parámetros regulares de C.QT Z /N
La ecuación de Q  resDecto de {xl - - - ’Xd + 2} eS
Xd + 2 ----- ,Xd + l + ad + l Xd + 2
* * * » ad + i 51  ^  ^ 0 5 luego
{*i»...>x } es un sistema de parámetros transverslaes de Q
y P (Xd+l,Xd+2)C (Xd+l "" ad+l Xd+2,Xd+2)C = (Xd+1»Xd+2*C *
En estas condiciones {x^,...,x^} es un sistema regular de pará 
metros de C/P, es decir {x^,...,x^} son parámetros ' ß -trans 
versales de 0 y parámetros X¡ -transversales de D
Como Q es equisingular a lo largo de , y
d + 1} son parámetros transversales de Q  ,••)X por 1.22
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se sigue que {x^,...,x^+^ } son parámetros equis inguiares.
Entonces Spec(( Q  ) ^ ^^) y Cg son curvas equisingula 
res como aparece en la demostración del teorema 4.5(b) de [21] .
□  ,




<□> (x) □ (x) )
/\
( x )
es equisingular a lo largo de
(1), C y 
S
) y Cg son
Una consecuencia de estos resultados es la siguiente 
proposición que es fundamental para la construcción del árbol 
de una superficie.
PROPOSICION 2.12. Sea A un anillo, p un ideal primo de A
y sea X  el conjunto de los ideales maximales de A, m , tal
/\ /Nque pe m , A es un c-anillo, y A>m es equisingular a
lo largo de pA^. Entonces si m . , m ’ G 3C, A^ y A , tienen
XV. xxsecciones genéricas transversales a p y p A  -, respecti
vamente, que son equisingulares.
Demostración.- Sea k = cuerpo de fracciones (A/p), k = cierre 
algebraico de k.
(1) Para todo ideal maximal 
y s i ni g «K, 5 a 
implica en particular que 
luego p A m es regular. Como A 
2.10. la sección genérica de
( Am )
/ V
m' p A^m. D p , es A p
es equisingular a lo largo de p4n 9 esto 
A es regular y de codimensión 1,AP m .
m es un c-anillo por el lema
transversal a >A . es equi mm P
singular a la sección genérica de Am transversal a p> Am ,
Ap-álgebra de Cohen de cuerpo residual k por (1).que es un
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Si tomamos m' 6 X  , y repetimos la construcción ante­
rior resulta que la sección genérica de A^. transversal a 
/\ , . .p A , es equismgular a la sección genérica de A , transver-
I m  °  m 1
sal a A^., que es un A>p-álgebra de Cohen, y ambas son equi_ 
singulares.
c • q < d •
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Sección 3.
Dedicamos esta sección a las singularidades cuasiordina 
rias de superficies, sobre todo al estudio de su comportamiento 
por transformaciones monoidales y cuadráticas. El caso irreduci­
ble ha sido desarrollado por Lipman en su tesis [lo]; nosotros 
extendemos el estudio al caso reducible, con una serie de resul 
tados que se utilizarán para demostrar el teorema de finitud 
C capítulo III).
Sea S = Spec(EJ) una superficie algebroide sumergida, 
y k c Q  un cuerpo de coeficientes de Q  , que considerare­
mos fijo. Vamos a definir una propiedad de S en términos del 
discriminante respecto a un sistema de parámetros, como el dis­
criminante depende del cuerpo k c Q  elegido, esta propiedad 
depende de dicho cuerpo. Así definimos
DEFINICION 3.1. Diremos que S es una superficie cuasiordinaria 
si existe un sistema de parámetros de S, {x,y}, tal que el 
discriminante es una curva lisa, 6 una curva con un
punto doble ordinario, es decir la union de dos curvas lisas 
transversales. Si además {x,y} es un sistema de parámetros 
transversales de S, diremos que S es estrictamente cuasior­
dinaria .
Nota 3.2. Si S es cuasiordinaria, mediante un cambio de pará_ 
metros de la forma x f = h(x,y), y f = g(x,y), se puede conse 
guir que el discriminante ^{x » y»} tenga por ecuación X.Y. 
Sean {x,y} parámetros que cumplen la condición anterior, y
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z tal que {x,y ,z} es un sistema de coordenadas de S.
Consideremos la ecuación de S respecto a dicho sistema;
s
P (X , Y , Z ) = ZS + I A . ( X , Y ) ZS_1, (polinomio de
i = l 1
Weierstrass) como A ^   ^ tiene por ecuación X.Y el di£
criminante Dz (p ) = Xa xb e(x,Y , Z ) , con £(0,0,0) 4 0.
Si P =
r
n P i ’ es la descomposición de F en factores irrei — 1
duc ible s, cada P .1 es también un polinomio de We ierstrass . Pa­
ra cada i > 1 <_ i < r ,  DZ (P.) d iv ide a Dz(p ) con lo que
V pi) = Xa i Y"* « .(X,Y,Z), con a . < a ,i — 5 b .i < b y
£..(0,0,0) 4 0.
Ahora bien si S^,...,Sr son las componentes irredu­
cibles de S, cada S ^ tiene por ecuación P^ , luego es cua 
siordinaria.
Nota 3.3. Supongamos ahora que S es cuasiordinaria e irredu­
cible y sea P(X,Y,Z) una ecuación de S tal que
DZ (P) = Xa Yk e(X,Y,Z). En esta situación P(X,Y,Z) se des_
s
compone en factores lineales, P(X,Y,Z) = 1 1  (Z - H.), don
i = 1 1
de las H.. son series de exponentes fraccionarios, con un deno 
minador fijo, es decir que existe un n tal que
■tyn i /
H i 6 k[[X n , Y /n ]] para todo i ([lo], prop. 1.3). Como P 
es irreducible, las raices H.. son conjugadas, es decir que fi_ 
jada H=H^, para cada j, se tiene
Hj (X/n,Y1/n) = HCo^ X1/n, ü)2 Y 7"), con u” = l, (1)











1 es k-isomorfo a
con j , 1 < i < s, 1 £ j < i
con e..(0,0,0) 13 i 0 , y a . . ,13
n .
k[[x,Y]], para cada i,j 
a . . b . .
es = X 13 Y 13 £ (X,Y,Z)
b.. fracciones de denominador
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Introducimos en el conjunto de pares (a,b), a,b G (2 
una relación de orden:
(a,b) <_ (c,d) si y solo si a<b y c<_d (escribire­
mos (a,b) < (c,d) si (a,b) _< (c,d) y (a,b) i (c,d)).
Consideremos ahora el conjunto X  de los pares (a^jjb^j) an
tes obtenidos, se verifica que este conjunto está totalmente or­
denado por la relación <_ es decir que X  = { ( y^) , . . . .
. . . , ( Xr ,Ur ) } con < ..... < C X ^ , y ) y para cada i
CA.,*.) 0 Z x Z .  A los pares así obtenidos se les llama pares 
característicos de P(X,Y,Z), o bien pares característicos de 
S respecto de {x,y,z}. Estos pares característicos, aparecen 
como exponentes en algún monomio de H, y todo par (a,b) que 
aparece como exponente en H se puede poner como combinación 
lineal con coeficientes enteros de los (A^,v k ), módulo Z x Z  
y se verifican unas relaciones similares a las de los exponentes 
característicos en el caso de curvas (véase [lo], prop. 1.5).
Si consideramos H , la suma de todos los monomios deo
H con exponentes enteros se tiene
X, VU • _ l/_ 1/ _
H = H1 = Hq + X Y H1( X / , Y /n), con ^(0,0) i 0
y por (1), para j >_ 2.
^1 ^1 — 1/n 1/
Hj = Ho + X Y Hj(X J  ), con H (0,0) i 0
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Si hacemos el cambio z f = z - HQ (x,y) obtenemos una
ecuación
p ( X , y , z 1 ) = n ( z f - X
i = l
Si en esta situación 
dinaria respecto de {y,z}, 
respecto de {y,z,x} son
1/ 1/
Y 1 Hi (X , Y n ) (2)
d^=0, y A^ < 1, S es cuasior 
y los pares característicos de S
( ^ i ) = (Ai + 1 " ) para 1 <_ i _< r (3 )
salvo quizás el primero ( )  = (1/A ,0) que puede ser ente
ro (si X^ con m 6 IN), en cuyo caso los pares carac
terísticos son {(A* y.),......,(A',y?)}.2 2 r r
DEFINICION 3.4. Llamaremos ecuación normalizada de S a una 
ecuación del tipo (2), donde (A^y^) 0 Z x Z, y tal que si 
P1 = 0 (resp. A1 = 0) es A1 > 1 (resp. \i± > 1).
Nota 3.5. Se puede deducir la multiplicidad, el cono tangente 
y el lugar singular de S, de los pares característicos de una 
ecuación normalizada de S.
En efecto, en esta situación el grado de P, es el nú 
mero de raices conjugadas de H y existe una fórmula para de­
ducir el número de raices conjugadas s, de {(A^,
( c . f . [l O] , pág 8 2).
Por (2) se tiene que:
m(S) = s, si A1 + y1 >_l
m(S) = s.(A1+y1 ), si X ± + y1 < 1
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El cono tangente tiene por ecuación
s i A. + y > 1 1 1
con (Z + a X .Y ) irreducible
( 1 )
si A1 + y1 = 1 ([lo], th.2.6)
sA sy 
y X .Y si < 1 *
De la misma forma se puede describir precisamente el
lugar singular de S en función de los pares característicos. 
Nosotros solo indicaremos que las únicas curvas permitidas que
tida si y solo si y^ >_ 1 (resp. A^ >_ 1).
Notación 3.6. Si en la situación anterior intercambiamos x e 
y, obtenemos una ecuación normalizada de S, cuyos pares ca­
racterísticos son {(y . , A . ) }„ . . . .i i l£i<r
Si queremos obtener unos pares característicos que representen 
unívocamente a S, se puede definir una relación de equivalen
Podemos tomar un representante canónico de la clase de equiva-
pueden aparecer son las de ideales
hecho, la curva de ideal (resp.
c ia :
o
lencia de {(A.,y.)} , tomando {(a . ,3 •)K ^ ^  tal quei i l<i<r i i l<i<r ^
( a1 , . . . , ) _> ( 3-j_ s . . . • * 3 ) en el orden lexicográfico,
representante le denotaremos por
A este
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DEFINICION 3.7. Sean { (X . , y . ) }„ „ . ^ , los pares característi----------------  i i l<i<r —
eos de una ecuación normalizada de S, llamaremos pares ca- 
racter ist icos normalizados de S a
Nota 3.8. Los pares característicos normalizados de S, no de 
penden del sistema de parámetros, ni del cuerpo de coeficientes 
k c 0  elegido. Veamos ahora la variación de estos pares ca­
racterísticos, mediante transformaciones monoidales y cuadráti 
cas .
Nota 3.9. Sean S superficie cuasiordinaria irreducible, 
P(X,Y,Z) una ecuación normalizada de S y { (X^ ,y.. ) ^ < ¿ < r 
los pares característicos de P(X,Y,Z). Sea 3) = ir (tt^) el 
divisor excepcional de la transformación cuadrática de S.
Por 3.5 (1) los puntos y P^ correspondientes a las
direcciones (1,0,0) y (0,1,0) están en 3) En el caso no
transversal (X^+y^ < 1) el punto P3 correspondiente a la d^ 
rección (0,0,1) está también en y se verifica ([lo], §4).
i) Transformaciones monoidales
Si X^ _> 1, y Cx es la curva permitida de ideal 
(y,z)D, entonces T.M.C^tS) = {S^}, y S^ es una superficie 
cuasiordinaria irreducible, cuyos pares característicos normali 
zados son:
[Q i - 1, y i ^  1 < i <_r
salvo que {(X^-l, y^)} = {(a,0)} con a < 1, en este caso 
los pares característicos normalizados se obtienen aplicando la 
transformación de 3.3 (3).
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Para y^ >_ 1 resulta lo mismo. Además, mCS^) = m(S) si y 
solo si A^+y^-1 >_ 1.
ii) Transformaciones cuadráticas. Caso transversal (X^+y^ <_ 1) 
Sea Sp la transformada cuadrática en P, si 
p e D -  {p ,p } s p es equisingular a lo largo del divisor ex­
cepcional. SD y S_ son superficies cuasiordinarias irre-
P1 P 2
ducibles, cuyos pares característicos normalizados son respecti_ 
vamente:
[(X. >  u.-i,
[ < V  Xi+»ii-1>] 1 < i <r
salvo que se aplique la transformación de 3.3 (3).
Por otra parte, m(Sp ) = m(S) (resp. m(Sp ) = m(S))
1 2
si y solo si X1 + 2y1-l 1 (resp. 2X1+y1~l 1).
iii) Transformaciones cuadráticas. Caso no transversal
(X1+y1 < 1)
En este caso, para todo P s í)  - {P15P2 ,P3 } , Sp es
equisingular a lo largo del divisor excepcional, Sp , S„ yr 1 *2
Sp son superficies cuasiordinarias irreducibles, cuyos pares r 3
característicos normales son respectivamente
[(Ajt l/u1 (l+ui )(l-X1 )-2, l/u1(l+pi)-l)]1<i<r
[ ( p í  +  i / x 1( i + x i ) ( i - u 1) - 2 ,  i /  ( 1+ x i ) - i ) ] 1 < i < r
[((Xi(i-u1 ) + y i .x1 ) / i-\í-ví,(Xiu1+iii(i-x1 ))/i-x1-vi1)]1<i<ri
Salvo que en el primer par los dos términos sean enteros, en
cuyo caso se suprime. En este caso, m(SPl), m(Sp ) y m(Sp )
1 2 3
son menores que m(S).
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DEFINICION 3.10. Sea S superficie cuasiordinaria , llamaremos 
género de S (g(S)) al número de pares característicos norma­
lizados de S .
Observación 3.11. Por lo visto en 3.9 g(Sp ) es g(S) ó
i
g (S ) — 1 J y lo mismo para g(S^).
Nota 3.12. Sean S una superficie cuasiordinaria irreducible,
Y {(*i>Ui)}1<i<r sus Pares característicos normalizados. Se 
demuestra fácilmente por inducción, utilizando ([lo], th. 7.4) 
y 3.10, que S es una singularidad de tipo dimensional 1 si y 
sólo si yi=0 para todo i.
Situación 3.13. Sea S = Spec(Q) una superficie estrictamente
parámetros transversales de S, respecto del cual S sea cua
r
cuasiordinaria y reducible, y sea S = U S . su descomposi
i — 1 1
ción en componentes irreducibles. Sean {x,y} un sistema de
siordinaria y A tiene por ecuación X.Y, y a G tq, talX , y
que {x,y,z} es un sistema de coordenadas de S. Consideremos
la ecuación de S respecto de {x,y,z}
s




z + -------- la ecuación queda de la fors
ma
P ( X , Y , Z ) = ZS + I • A n.(X,Y) ZS 1
i = 2 1
s
Se verifica entonces (c.f. [22], prop. 2.1 y 2.2)
o ,
P(X,Y,Z) = ÏÏ (Z - X Yy 
i — 1
Hi(X1/n YV n ))
35
donde para algún i, H^(0,0)  ^ 0, y si (X_.,y_.) es el primer 
par característico de respecto de {x,y,z}
(X,y) = mínimo {(X ± ,y¿ )}1<i<r
En esta situación definimos siguiendo a Zariski X (S ) = X + y >_ 1.
Consideremos los ideales de Cl , 1 =  (y,z)D e
i = (x,z).n, estos son los únicos ideales permitidos que puede 
contener 0  , y I (resp. I ) es permitido si y solo si
x. y
y >_ 1 (resp. X >_ l) . En esta situación el comportamiento de 
S respecto a transformaciones monoidales y cuadráticas, es el 
s iguiente
PROPOSICION 3.14. En la situación anterior, supongamos que 
y > 1 y sea C la curva permitida correspondiente a I . Se 
verifica entonces:
1) T.M.Cx (S) = {S1}
2) S^ es una superficie cuasiordinaria
.3) mCS^) = m(S) si y solo si X ( S ) - 1 >_ 1, y si esto 
ocurre S^ es estrictamente cuasiordinaria y XCS^) =
= X(S) - 1
El mismo enunciado es cierto cambiando X por y y C por
C .x
Demostración. - Como y >. 1 9 * X+y > 1, ya que si X+y = 1, 
ambos números serían enteros y esto no puede ser pues (X5y) es 
el primer par característico de algún S^. Luego in(P) =
Dado que (y,z)*D es el ideal de C , {x,y,z} es un siste­
ma de coordenadas de S adaptado a C y T.M.C (S) = {S1 }X X 1
por 1 . i y .
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Una ecuación de S„ es1
P1(X1 ’Y1 ’V  = - 7  ^ i ’W V
Y1
Como por hipótesis D^ÍP) = X& Y^ e(X,Y), con e(0,0) i 0 , por
1.15, cap. I .
D (P1 ) = X* yb~s (S-i) e(x y )
1
con lo que Sp es cuasiordinaria.
Hemos visto antes que
s \ h 1/ 1tP(X , Y , Z ) = n (Z - X YU H . ( X / n , Y /n ) ) , 
i = l 1
luego
S -t
Pl(Xl ’Yl íZl ) = n (Zl “ X l Y l'1 H.(x/n , y \/ u ) (1 )
i  =  1  1
Es claro entonces que mCS^) = m(S) si y solo si O(P^) = s 
si y solo si X+y-1 = X (S ) - 1 > 1.
Si esto ocurre S es extrictamente cuasiordinaria y por (1) 
X ( S ^ ) = X ( S ) - 1 .  c.q.d.
PROPOSICION 3.15.- En la situación anterior, los puntos Pp y
correspondientes a las direcciones (1,0,0) y (0,1,0) están 
en el divisor excepcional 3) y se verifica:
1) Para todo P G3>-(P1 ,P2}, Sp es equisingular a lo largo 
del divisor excepcional.
2) SD y Sp son superficies cuasiordinarias y
2. 3
3) m(S ) = m(S) si y solo si X1+2y1 - 1 > 1 y si se cum- ! l i -
ple esto, es estrictamente cuasiordinaria y
X (S ) = X (S ) + y -1, 
rl 1
y lo mismo para S
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Demostración.- Consideraremos dos casos según que X(S ) sea 
igual o mayor que 1 :
a) X(S ) = X+y >1
gEn este caso in(P) = Z , con lo que P y pertene­
cen a © .  Sea DZ(P) = Xa .Yb e(X,Y). Si P ó D - Í P ^ P ^  la 
dirección correspondiente es (a,$,0) con a.(3  ^ 0 con lo
que (a,ß) no anula a la forma inicial de D^(P). En esta si_
tuación se sigue que Sp es equisingular a lo largo de el di^
visor excepcional de un resultado más general demostrado en 
3.1, cap II, por lo que remitimos para la demostración a dicho 
resultado.
Una ecuación de S es
P1
pi (xi * W  = jsXi - V
X1
xi(S_1) Dz (pi ) = xi(x'i-Yi )b e(Xl ’Xl Yi )
luego por 1.15,
Dz = xi+b"s(s"1) Yb eiX^Xj^ Y1 ), con e(0,0) i 0
y por lo tanto Sp es cuasiordinaria.
Por otro lado
pi (xi ’Yi
Como existe un i,
m ( S ) = m(S) = s  
P1
S X +y-l 1/U l/„ 1/r,
) = n (z - * - yIj1 Hi(x1/h,x1/n y 7 ))
i = l
tal que H_.(0,0) i 0, es claro que 
si y solo si X+y-l+y >_ 1.
( 1 )
Si m(S ) = s, {x ,y } es un sistema de parámetros transver- 
!
sales de Sp y S_ es estrictamente cuasiordinaria.
P1 P1
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Además (X+y-l,y) 0 Z x Z, ya que (X,y) 0 Z x Z, con lo que
(1) es una ecuación que cumple las condiciones de 3.13. y en­
tonces X(S ) = X+ 2 y-1 = X(S)+y-l.
1
Para S , la demostración es la misma.
2
b) X(S) = X+y = 1.
Puesto que À y y no pueden ser enteros a la vez,
0 < X < 1, y 0 < y < 1. Ordenamos los H d e  tal forma que 
H.(0,0) i- 0 si l < i < k  y H.(0,0) = 0 si k + 1 < i < s.
i  —  —  i  —  —
Entonces la forma inicial de p es
k
in(p) = n (Z - Xa Yy H.(0,0)).zs_ (2)
i = l 1
Luego (1,0,0) y (0,1,0) anula in(P) y P^ y pertenecen
a 3) . Sea P 6Í>-{P ,P }, si (a,3,y) es la dirección corres
pondiente a P entonces a.3 5* 0, y por la misma razón que
en a) Sp es equisingular a lo largo del divisor excepcional
Se demuestra de la misma forma que en a) que S y S son su
F1 Y 2
perficies cuasiordinarias.
Una ecuación de Sp es
P1 (X1 ’W  = ¿  P(X1 ’X1 V  X1 V  =
X1
= n (Z -Yy . H.(X^/n ,X^/n .Y1/n) 
i=l 1 1 1  1
Por (2), 0(P ) = s-k+ky < s, y por tanto m(S ) < m(Sp ).
1
En este caso X(S)+y-l = X+y+y-1 = y <1.
Para ' V resulta m(Sp ) P2 s-k+kX c . q . d .
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CAPITULO II
Sección 1 . *i)
Esta sección está dedicada a introducir el concepto de 
árbol pesado, concepto esencial en la memoria. La idea es consi_ 
derar un sistema de conjuntos y aplicaciones, y su expresión 
gráfica equivalente, que es un grafo, conexo y sin ciclos y con 
un generador. Estos grafos aparecen al considerar el proceso 
de resolución de una curva mediante transformaciones cuadráticas. 
En el caso de superficies se puede efectuar transformaciones 
monoidales o cuadráticas, para distinguir unas de otras hay que 
dotar de pesos a las flechas del árbol, lo cual da origen al con 
cepto de grafo pesado.
DEFINICION 1.1.- Llamaremos árbol a toda familia de conjuntos y
aplicaciones A - {Xí 9tt 
tal que:
i) Xq es un conjunto con un solo elemento,
ii) Para cada i 6 I, X. es finito, y si i^j X. n X. = 0i 9 J J i J
iii) Para cada i 6 I - {0} , t t _. es una aplicación de X^
Nota 1.2.- Dado un árbol A  = {X . , tí . } . „ _ „ le asociaremos un --------- i i iGI
grafo G = G(A) construido de ,1a siguiente forma:
G(A) = ( V (¿4) , L(¿^)) es un grafo de conjunto de verti-
X.., y el de lados o aristas
i GI
h(A) = {(7Ti(Pí ) ,p ) / iGI-{o}, Pi G Xi> c V ÇA) X V(A)
ces
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Se comprueba fácilmente que G(^ t) es un grafo conexo y sin ci­
clos. Además X = {P }, para todo P G V(y4) - {P } existeo o o
un único camino que va de P a P. (P es una raíz de G(¿4)o o
en la terminología de Berge:, [3], cap. 3).
Para proceder a la construcción inversa, consideremos
un grafo conexo y sin ciclos y que admite una raíz a. Entonces
para cada vértice b de G, b^a, existe un único camino que va
de "a" a "b" y sea 1(b) la longitud de este camino. Para
cada n >1 , consideramos el nivel Nn = {b vértice de G /
/ 1(b) = n} y N = {a} .o
Si b G N , existe un único camino que une a con b, 
n
definimos TTn (b) = b ’, siendo (bf,b) la arista de este cami 
no cuyo extremo es b. Se tiene obviamente que
ir : N n n Nn -1
Sea I = {i G IN / N_. i $} y supongamos que los niveles
son finitos, entonces ^ i ,7íi^iGI5 eS Un cuy°
fo asociado es G.
Existe pues una correspondencia biunívoca entre árboles, 
y grafos conexos, sin ciclos, con una raíz y tal que los niveles 
son finitos.
Utilizando esta correspondencia el concepto de isomorfÍ£ 
mo de grafos se traduce al lenguaje de árboles de la siguiente 
forma :
DEFINICION 1.3.- Un isomorfismo ^ entre dos árboles
A - {Xi’V i 6 I ’ * '  - {ïi con el mismo conjunto de ín_
dices, es una familia \¡j_ = aplicaciones biyectivas,
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ip). : X .Y i i + Y^, de modo que para cada
d iagrama TT
X .i -*» Xi-1
♦i
Y . 1
T  . 1 Yi-1
es conmutativo.
i G I - {0} el
DEFINICION 1.4.- Sean A y A* árboles, se dice que A *  es 
un sub-árbol de A  si y solo si G0$*) es un subgrafo de 
G (A) , es decir V(A*) c V(A) y 
L (A*) = {(P,P») G L (A) / P,Pf G V(A*)}.
Notación 1.5.- Sea A -  un árbol de P G V(A)
si P G X. , consideremos K = {k G I  / k+i0G I},1 o
Y = {P . }, Y. = TT. ^ . (Y ), si 2 G K, definimoso i0 1 i0+l o
_ iY 0 = TT. (Y.), por recurrencia definimos Y. para todo k G K^ 1 Q T ¿. 1 K_ 1Y^ = T T^(Y^. Consideremos entonces J = {k G K / Y^ i $}•
Es claro entonces que {Y. , ir. / Y. }. n _ es un subárbolK 1 0 +K K Kbü
de A  , que notaremos por A (p ). Corresponde a considerar to­
dos los vértices siguientes a P en el grafo G (A) .
DEFINICION 1.6.- Si I = {0,1 n } , diremos que el árbol
•^={xi,TTi}íei es finito y de longitud n , si I=IN , diremos 
que A  es infinito.
Dado un árbol A  , 
ÍP- »P -r +1 » • • • » } tal que
mina rama de A  de origen
una sucesión finita o infinita
tt^ (P^) = P^  ^, i0 + 1 £ k se deno
P . Si # { P . P,  .  .  .  ,  f , . . } = n + 1
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1.a rama se dice finita y de longitud n.
El siguiente lema elemental es útil para determinar cuan 
dio un árbol es finito.
LEMA 1.7.- Un árbol A -  {X . , tt . } . -, T es finito si y solo si ---------  i* i íGI J
t:oda rama de A  es de longitud finita.
demostración.- Es evidente que si A  es finito toda rama de 
es finita. Veamos que la inversa también se cumple.
Supongamos que A  es infinito, i.e. I = IN.
Si para cada P 6 X^, A i P) es finito, entonces 
long (A) = máx (long^t(P) / P G X^} + 1, luego si I = ]N, exis
te un elemento de X ^ , P^, tal que A (P^) es infinito.
Por la misma razón existe G 7 (P^), tal que
A i  P es infinito. Se puede construir de esta forma una rama 
{P0 ,P^,...., } tal que A i  P..) es infinito, para cada i, 
con lo que la rama es infinita, y se llega a contradicción.
Dado un árbol A -  { x . ,7r.}.__, necesitaremos distini i lGI —
guir unos vértices de otros y también entre los lados; esto se 
consigue dando un peso a cada vértice y a cada lado.
DEFINICION 1.8.- Un árbol pesado es un triple (A, a,3) formado 
por un árbol A -  '^í s7Tí ^í q X Y dos apdicaci°nes
a : V Oí) ------------► IN , 3 : L (A) ---------► IN
De forma natural definiremos un isomorfismo de árboles
pesados como un isomorfismo de árboles que conserva los pesos
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es dec ir :
DEFINICION 1.9.- Un
{A, a ,ß) y ( A ,a ’
A y A f tal que
a = a * . ♦i
B ( Pi-15 V
i íGI
DEFINICION 1.10.- Un árbol pesado (¿€*,a*,3*) es un subárbol 
pesado de (A, a, 3) si A  * es un subárbol de A  , y
a* = a I V(¿4* ) y 3* = $|l <¿4*)
Como ejemplo de árbol pesado vamos a describir el árbol 
de una curva algebroide plana, que corresponde a lo que clásica^ 
mente se llama la configuración de puntos infinitamente próximos.
Sea C una curva algebroide plana, si m(C) = 1 toma­
mos X0 = {C} y A -  {X 0} es el árbol de C.
Si m( C ) > 1, definimos XQ = {C} y X1 = T (C ) =
• • » c1}.a
1Si existe C, S X.k 1
1con m(C^) > 1, ponemos
X2 = U  T(ck )
c} 6 X k ! ,m(C^) >1
Dado X . . , í-l si existe C1"1 G X. , í-l tal que m (C1”1 ) > 1, de
finimos X .i
C1"1 G X .i
u
,m(C*"1 ) > 1
T (C1_1 ) . •
Se obtiene de esta forma una sucesión Xo ,X1 , * '., de conjuntos
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finitos. Si existe n 0 tal que para todo 
m(C °) = 1, es entonces I = {0,...,no} 
to y de longitud n0 ; si esto no ocurre 
infinito.
Cn°G X esn 0
y el árbol será fini_
I = IN y el árbol es
Nota 1.11.- Sea T(C) = si Í5¿j C* i C* como
objetos, es decir como elementos de T(C), aunque eventualmen 
te como curvas (esquemas) sean isomorfos. Por la misma razón 
si C, C f son curvas distintas T(C) y T(C’) son conjuntos 
disj untos.
Definiremos las aplicaciones TT . : X . ------► X . ,i i í-l
TTi : X, -------- *■ X eso w1 (C^) = C
Sea X, = U ^ -t 1T ( )  , en virtud de la nota 1.11. losm(cr ) > 1 k
Techk son disjuntos luego para cada
2C G X^ , existe un único
XCD
tHO  ^ tal que C2 G TCC1 ), se define tt2 ( C2 ) = C1 . De la
misma forma se define ir. : X. -----i i X . ^ , para cada
i G I - {0} .
Sea A = los X ± son finitos y por cons
truce ion si i^ j , Xi n Xj = (p. Luego A  es un árbol. Dotare
mos de pesos a este árbol :
a : V Í A )  = LJ X . -----------► ÜN, está definida por:
iGI 1
ot(C?) = m ( c ’), con c ’ G VÍA)
En este caso no se necesita diferenciar entre las distintas aris 
tas de A  , asi que definimos ß como una aplicación constante. 
Por ej emplo :
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3 ( ( C1 1 , c1)) = 1, con (c1 1, c1) e L ( A ) .
DEFINICION 1.12.- Al árbol pesado así construido lo llamaremos 
árbol de la curva C , y lo denotaremos por A^(C) = (A,a,3).
Nota 1.13.- Sea c ’ un vértice de A (C). Si consideramos ----------  r
A ( C ’ ) es claro que (^(CT), a|vO$(C’)), 3 |l (^(C*))) es
Ar (C').
Dada una rama de Jl , {C° , C , C , . . . , C } de longitud
i tal que mCC1 ) = 1, esta rama no es ampliable. Por lo tanto 
el teorema clásico que dice que en toda sucesión
--------- *■ C1 -----► C -----► ----- ------► c° = C, de transfor-
maciones cuadráticas, existe un k tal que m(C ) = 1, nos 
permite afirmar:
LEMA 1.14.- Sea C una curva algebroide plana entonces 
A (C) = es finito.
Demostración.- En efecto toda rama de A. es de longitud finita, 
y por 1.7, A  es finito.
DEFINICION 1.15.- Dada una curva algebroide plana Cs llamare­
mos 1(C) a la longitud de A. , siendo A (C ) = Cí4,a,3)*
Veamos que la equisingularidad de curvas algebroides 
planas implica la igualdad de sus árboles.
PROPOSICION 1.16.- Sean C y D curvas algebroides planas equi_
singulares entonces A (C) y A (D) son isomorfos.r r
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Demostración.- Como C y D son equis inguiares :
1(C) = 0  si y solo si 1(D) = 0, ya que C es regu
lar si y solo si D es regular. Basándose en esto, se comprue 
ba inmediatamente que si C y D son equis inguiares 1(C) =
= 1(D).
Demostraremos la proposición por inducción en 1(C).
Sean C y D tal que 1(C) = 1(D) = 1.
Sean (C) = {61 , . . . ,ôr } y (D) = {Y1 , . .• • V las
ramas de C y D, y supongamos las y^, ordenadas de tal forma
que la (a )-equivalencia, p : (C) ----- *> (D), sea
P(<5¿) = Yi . Como 1(C) = 1, #(C) = #T(C), pues si T(C)
. icontuviera menos de r curvas, existiría C 6 T(C) con al me
•inos dos ramas con lo que m(C ) > 1 ,  y 1(C) > 1.
Así pues X1 = T(C) = {«J... • • > <5r } , con m (ó^ ) = 1i
y Y 1 = T (D ) = . »y1 }r ' con m(y^) = 1i
Definiendo entonces 1> : X0 ------- * Y0, por ip0(C) = D y
*1 : X¿ — * V por ÿ,M (5i> = YÏ- es claro que
i. = (Vrt»Ÿ1 ) es un isomorfismo de A (C) en A (D). u -L r r
Supongamos cierto el enunciado para 
D equisingulares, tal que 1(C) = 1(D) = i.
T (C ) = { c ^ - . - . C 1} y T ( D ) =
i-1, y sean C y 
Sean
y p : (C) ----(D)
una (a )-equivalencia. 
de tal forma que para
„ 1por p, y asi C^ y
i(c£ ) < 1(C) - 1 = i-1,
Supongamos que los D^, están ordenados 
1 <_ k £ d
— * (rv  es la (a )-equivalencia inducida
„1 son equisingulares. Como 
por hipótesis de inducción, existe un
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k 1 1isomorfismo U; entre A (C. ) y A (D. ).— r k J r k
Por la nota 1. 13, A ( c h  = (/t(ch r k k , a 1V ( A ( ) ) ,
ßl L( ^  ))>.. Luego si Ar (C) = (<*,a,ß), con A  = {Xi ,7Ti}
e s A  (c*) = {H1!,TT. k 3 * 3 1 Hj }0<j<l(C^) Hk = { c ho k
y h ? = con l < j < l ( C ^ ) - 1.
(1) Además si i G I - {o}, X. = I_I . , y esta
1 i ( c M < i- i "-1k —
union es disjunta.
De la misma forma si A (D) = (A* con A Y^'i 5 Ti ^ iGI
( 2 ) es Y . =i U ‘ï-i siendo
1(d ;)<i-l k —
(Li , Til Iji^o<i<i(D^) — — k
el árbol de D..k
Así para 1 < k < d, 0 < j , k _ TTk T kiD . : H . ---- y L .yl 1 1
es biyectiva, y por (1) y (2), los ri l<k£d inducen una
yeccion ^ entre xi y Y £ j y se comprueba inmediatamente




\b .vi-l + Yi-1 es conmutativo.
Como al construir A (C, )r k se utilizan las restricciones de a
y ß y las 4»^  conservanJ i estas, entonces la conservani a
y ß.
c . q . d .
43
Nota 1.17.- Si y G (C) es una rama de C , existe un i 
único tal que y 1 G X_^ , con mCy1) = 1, y para cada C f G 
tal que m(C') = 1 j C ’ tiene una sola rama. De aquí se
deduce que: n° de ramas de C = #(C) = #{Cf G V(¿4 ) | m(C’) = 1}.
Ejemplo 1.18.- La equisingularidad de curvas implica la igual­
dad de árboles como hemos visto, pero la inversa no es cierta 
como se ve en el ejemplo siguiente:
Sea k un cuerpo algebraicamente cerrado y de caracte 
rística 0, y sean
□  = k[[X,Y]]/((Y3 + X5).(Y3 + X7 )).k[[X,Y]] ,
[]* = k[[X,Y]]/(Y2+X5)(Y4+X7) * k[[X,Y]]
Sean C = Spec(Q) y D = Spec(n*). Los árboles C y D 
son isomorfos. Concretamente el grafo correspondiente a ambos 
es de la forma:
Ambas curvas tienen dos ramas. Las de C son
Yi = Spec(k[[x,Y]]/(Y3 + X5).k[[x,Y]] ) y 
y2 = Spec(k[[X,Y]]/(Y3+X7 ) k[[x,Y]])
de multiplicidades, mCy^) = 3  y m(y2 ) = 3.
Las de ^  y <S2 tienen multiplicidades, m C á ^  = 2 y 
m(($2) = 4. Luego no puede existir una ( a )-equivalenc ia entre 
(C) = {yisy2} y (D) = {01#<S2}. 
equisinguiares.
Es decir C y D no son
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( [20] , sec. 2 ) , que la
y D = Spec ( QJ * ) , de_ 
pende solo de U  y □  *, y no del cuerpo de coeficientes 
k , elegido, más precisamente se tiene:
"Si □  * . □  *, entonces C y D son equis inguiares, 
sobre cualquier cuerpo de coeficientes algebraicamente cerrado 
y de característica 0 que se elija en Q  y Q * " .
Por la proposición 1.16 esta observación vale también 
la definición de A (C).
Observación 1.19.- Zariski prueba en 
equis inguiaridad entre C = Spec(Q)
para
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Secc ion 2 .
Acabamos de ver que la igualdad de árboles es una rela­
ción más débil que la equis inguiaridad en curvas. El proposito 
de esta sección, es ver que cuando se trata de comparar la sec­
ción genérica de una hipersuperficie V transversal a una sub­
variedad permitida W de codimensiôn 1 con una sección de V 
transversal a W, ambas relaciones coinciden. Es decir, debido 
a la genericidad se eliminan problemas como los del ejemplo.
Situación 2.1.- Sea V = SpecCQ) una hipersuperficie algebroi_ 
de de dimension d, W una subvariedad permitida de dimension 
d-1. Si -p es el punto general de W, como V 'es una hiper 
superficie W es permitida si y solo si m ( Q  ) = m (□p).
Sean {x2 ’...,x^} parámetros
existen z íx1 tal que {x^,...,x
versales de V y ( Z iX l 9X 2 » * * * D
t ida ) .
Sea F( Z,X^ ,x2 ,...,xd ) e k[[z, ,...,XdJj , la ecua
ción de V respecto de este sistema de coordenadas y sea 
V = m(V) = m(F). Las imágenes de z y x. por el homomorfismo
□  en C Tnatural de K (j ) K('P) son un sistema de coorde
nadas de la sección genérica de V transversal a W,
/N
= Spec( □ p  ®k(p) KOp)) (2.5.,. cap. I) respecto del cual una ecua
cion de CTT es: w
f (z ,x 1 ,x 2 ,...,xd ) e k[[x2 ,...,xd]] [[z.x^]
Como W es permitida, la multiplicidad de F en Z,X. es V
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es decir F = F , + F , . „ +------- , con F. forma de grado iV V+l i 0
en Z,X^ con coeficientes en k [[x^ , . . . ,X^] ] , para i > v 
y Fv i 0.
Nota 2.2.- Sean {x^,...,x^} parámetros W-transverslaes de 
V, y sea
V(x) = Spec ^  0/ (x2 ...xd )0)red)
Si m (V(x )) = m(V) = v , como D / (x2 ,...,x¿ ) 0  «
« ^[[Z.Xj] / (Fo (Z,X1 ))
siendo Fq (Z,X^) = F (Z ,X ^ ,0,... , 0 ) = ZV +----- , (por ser
{xj',...,x^} parámetros transversales), y v = m C V ^ ^ )  =
= m((F )red), se sigue que (F )red = F es decir que o o o
F (Z,X„) es una ecuación de V, \*o 1 ( X )
A los transformados cuadráticos de V, * los denotare( X ) —
mos por <v (x ))¿ es decir T(V(x)) ='(Cv (x))\ ,...,(v (x))*}.
PROPOSICION 2,3.- En las condiciones de 2.1, supongamos además 
que m ^V (x )^  = Y r = ^T ^V (X )^  = #T(C^), se cumple que:
i) #T.M.,_(V)w = r , es decir T.MW (V) =■{V1,...,Vr}.
ii) Si 1 <_ i < r y ir . :J i
1V. ---- ► V es la transforma-í
cion monoidal, 'pi = ir 1 (-p ) es un ideal regular de y exis
i *ten parámetros V: .-transversales de V\  ^ {x1} tales que
V*
^ x 1 )
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Demo strac ion.- Como m(V , .) = m(CTT ( X ) w ) = m (V) = V, por 2.2
F (Z ,X1 ) es 0 1 la ecuación de V (x) ’ y si r = #T(V / \ ) es( X )
in ( F0 )
V
= n (Z - 
i = l
- C . 1
a •
Xx ) h con
r








(z - ci aiV y por 1.13, cap I,
#T.M.W (V) = r.
1 . „Los V.., 1 _< i _< r se obtienen explícitamente de la siguiente
forma :
Sea F'(Z' ,X1 , . . . ,Xd ) = X^v F(Z,,Xj,X1 ,X2>...,X(j)
r
entonces F ’( ,  . . . ,X ^ ) = n F \(Z X ^ ) con
i = l
a. -,
(1) F*. (Z’,0,...,0) = (Z-C.) y V. es la variedadi i i
algebroide centrada en ( C , 0 , . . . , 0 ) de ecuación F^.
Consideremos ahora la descomposición de F en elemen-
k
tos irreducibles en k [ [Z, , X 2 ,...,X^]] , F = H F
j = l
(2) Como F = F +F „ +--- , es F . = F + F , „ +------,V V+l j Vj
con V. = m(F.) y F, una forma de grado h en Z,X. con 3 3 h ° 1
coeficientes en k [ [X^»•••,X^]] .
En estas condiciones la forma inicial de F. como eler3
mento de k[[Z,X^ , . . . »Xj] es potencia de una forma lineal en
z y x1 .
En efecto,
rrespondiente a F^
de V . .3
sea V .3
. Por
la componente irreducible de V co 
(2) W es una subvariedad permitida
Si D j  es el anillo local de 
es un dominio de integridad, excelente
en su punto cerrado , 
luego por ( [7] ,
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7.8.3) su cierre integro 0  es un anillo local Es decir en
términos geométricos la normalización de V_. tiene un solo
punto cerrado. Como W es permitida, por ( [2l], pro. 6.1)
la normalización de V. domina a la transformación monoidal de3
Vj con centro W, luego #T.M.^(Vj) = 1. Esto quiere decir 
que in(Fj) es potencia de una forma lineal en Z, .
r a .
Como in(F) = II (Z-C. X. ) , para cada j,
i = l 1
1 <_ j <_ k existe un i, 1 <_ i <_ r , tal que in(F .) = 
ei= (Z - C . X.) , con 3 . < a . .i 1 * í — i
Para cada i, 1 < i < r considero F. = II Fr4 ,
1 j 6H (i) V i
3,
siendo H(i) = {j 6 | tal que in(F^) = (Z-C^.X-1 ).1}
Por construcción F.. es una forma de grado ou en 
k[[x2 .....xd]] [z,x1] . Si i*i' Fi y F^, no tienen ningún
a .
factor en común, puesto que F^(Z,X^,0,...,0) = (Z-C.. X^) 1
a i»y Fí f (Z,X150, . . . ,0) = (Z - C., X ± ) x , y C^C..,.
(3) Luego si i^i1 los ceros de F.. y F.., en
k ((X ^ ,...,X^ )) son distintos.
Como F es una ecuación de CTT sobre k ( ( X0 , . . . ,X , ) )W 2 d
#T(C^) es precisamente el número de ceros de
V II F. en k ( ( X0 , . . . , ) ) . Por hipótesis #T(CW ) = r,i = l
luego F^ tiene r raices y por (3) cada F^ es potencia 
de una forma lineal es decir
a,- _______________F. = (Z - W. X ± ) donde 6 k((&2 , . . . ,Xd ) ) .
54
ai Ot^ ~iPero F. = Z + A ( X2 , . . . , ) X ± Z + --- ,9 k [[X2,... ,Xd]] [X^Z]
luego W. = - -i- A(X2 , . . . ,Xd > S k[[X2 ,...,Xd ]].
Y es claro que W^(0,....,0) = C^.
Para hallar las ecuaciones de (C.T). , consideramosW i
F 1 ( Z ’ , , . . . , X¿ ) como en (1), y sea Z* = Z ? - W^(X2 ,...,X¿ ). En_
tonce s
F*(Z*,X1 , ... ,X , ) = F»(Z* + W .5 1 d i0
r
Pero por (1) F*(Z * ,X ,...,X , ) = ( H
i = l
como W. (0) =C . , si i^i0 F.(0,..1 o 1 o 1
luego es una unidad es decir que
(x2 ,...,xd), x1,x2,...,xd)
F*(Z* + W d (X2 , ... ,Xd ),X1 ,
«i.,0) = (C.-C. ) i 01 1 o
(*o F (Z*+W_. (X^ , . . . , X^ , . . . ,Xd ) es una ecuación de
(V - 0 -
1Consideremos ahora en V. el sistema de coordenadas1 o
1o 1 o  ^o
íz > X 2 » • • • j x d 3" ~ { z / x ^ — W ^ ( x 2 » . . . » ), x1,x2,... , xd } »
. ^ 1La ecuación de respecto de el es
F f( Z * + W  (X ,...,Xd ), X ,...,X ) = u.F. ( Z* + W . (X ,...,X )
x1 ,...,xd)
con u unidad.
En este sistema las ecuaciones del divisor excepcional son
x1 = 0
a .
F . (Z*, 0, ... ,0) = Z* 1-1- O con-lo aue el ideal
corre .-1spondiente Cp ) = = (x^, z ‘
Es claro que {x^0 ,...,x^°} son parámetros 
1de V. y que una ecuación de (V. ) , . .





(5) F. (Z*+W. (0. . .0) ,X„ ,0, . . . ,0) = u -- F(Z*+C.,X. ,0___0)lo 1o 1 V i0 1X1
Esta ultima serie es la ecuación de una transformada cuadrática
de V (x)» Y* que F ( Z , X^ , 0 , . . . , 0 ) es una ecuación de V (x )*
1 1Luego (V, .). y (V. ) . tienen ecuaciones que difieren
'‘X ' 10 1 ° ( X ^ ° )
en una unidad, es decir:
(v, .)*( X ) 1, (V* ) ilo (x °) c . q . d
TEOREMA 2.5.- Sea V una hipersuperficie algebroide, W una
subvariedad permitida de V de codimensión 1 y sean
{x^,. . . parámetros W-transversales de V. Son equivalentes:
i ) es equisingular a C^.
ii) A (V, .)r ( x ) - W
Demostración.- De 1.16 se sigue que i) implica ii). Veamos el re 
cíproco :
Lo haremos por inducción en lCV^^).
Si l(V^x )^ = 1 ,  y empleando las mismas notaciones que 
en la proposición anterior.
Fo (Z,X1 ,0,.. . ,0)
r
= n F .
i=i 01
, con los F .5 OI irreducibles
Como 1(V , x ) = 1, ( x ) r = # T ( V , .) ( x ) y in(F . ) esJ Ol potencia de
una forma lineal.
s
Sea F = n
j=l Fr
con F . 3 irreducible. De la demostra-
ción de la proposición anterior se deduce que s <_ #1(0^) =
= #T(V, .) = r.(x )
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Como m ( V , V ) = m (C„) = ( x ) W m (V ) , Fq es reducida por 2.2,
luego s > r, con lo que s=r . Es claro entonces que se pue
den ordenar los Fi> 1 1  i 1 r, de tal modo que :
Fi(Z,X1 ,0, . . . ,0) = F .OI
r
Luego m(F.) < m(F .). Como m(F) = Y m(F.) = m(F ) = i — oí . „ i  oi = l r
= £ m(F .) se da la igualdad. Es decir que m(F.) = m(F .),
i = l 01
para 1 < i < r.
Si (V,(x >> = { » • • • » Yp 3" » y ( C ^  ) {^^»..»jd^}-, sien
do Yj, (resp. 6.) la rama de V/ x (x ) (resp. C^) de ecuación
Foi (resp. Fi )* La aplicación p : CV(X)) ------- ► <CV ).
*•H
°oIIrs•H
Q. es una (a)-equivalencia y CW y V (x) son
equis inguiares.
Supongamos el resultado cierto para toda hipersuperfieie
tal que 1 ( V ^ ^  ^ ) = k-1, y sea V tal que- A (V, s) -- ► A (CTT)^ r C x ) r W
y 1(V, x) = k.. J ( x )
Sean I = {0,1,...,k} y ** = { X . , 7 y  i ’ i íGI5 J
** = Í Y i ^ i > ieI los árboles de y C^ respectivamente
Sea ip = (lf>i)iex el isomorfismo dado .
Sean X. = 1 T(V, .) = {(V, (x) (x ))1 ......,(V(x))r }
y q  = T(V  = í(cw >î- .....’< V r >
Se puede aplicar la proposición anterior, y suponiendo
que X. e Y. están ordenados de tal manera que si T.M.„(V) = l l  W
= es
(V, ,).(x ) 1 ( v b  .1 (x1)
1 < i < r ( 2 )
57
Sea W_^  la subvariedad permitida de V ^ definida por
¿7 ., y sea CTT la sección de V. transversal a W.. De (4) pi ’ J W . 1 1f 1
de la proposición anterior se deduce que:
(c )*W 1 cw .1
(3)
1 1Veiamos también que unas ecuaciones de V. y (V.) . son,
1 1 ( X 1 )
Fi(Z*,Wi(X2 ,...,Xd ), X1 ,...,Xd ) y Fi(Z* + C i ,X1 ,0,--- ,0)
con lo que m((V.) . ) > m(V^).1 / 1 X — 1
(  X  )
1Como se cumple que m ( ) <_ m(V.), obtenemos
i
m((V, *)*) = m((V*) . ) > m(V^) > m(C„ ) = m((C„)^)( x ) i  i / i> — i — W. W i
(  X  )  i
Por otra parte si es la biyección que tran£
1 1forma (V, .). en (CTT). es:
(  X  )  i  W i
a (<M(V* ,)*)) = m((c„)b < m((V, . ) h  = <x((V, .)*)
1  ( x )  i  W i  —  ( x )  i  ( x )  i
<p^  no es en general la biyección ip^  antes definida. No obstan 
te la igualdad de multiplicidades se verifica, ya que:
(4) "Si A y B son conjuntos finitos, a y 3 aplicaciones
de A y B en . IN respectivamente, y (p, ip : A -----*■ B biyec-
ciones tales que: i) a = a ’ .ip
ii ) a > a ' . (p
entonces a = a f . (p
Con lo que m((C„)*) = m((V, x)^) ^ W i ( x ) i
cp^ es el punto de partida de un isomorfismo £ = ( (f> ^
que intentamos construir, de tal manera qué (£_ transforme
Ar (ÍCW>Í> en Ar ((VCx))1i )-
Veamos como se construye ^
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X2 Um( (V, V ) . > 1( X ) 1 T ( ( V . s( X ) U  T ( ( v b  ) m((V.) . )>1 (x )1 (x1)
m( ( CW
U
)^ ) > 1






Estas uniones son disjuntas. Las segundas desigualdades se obti£ 
nen considerando los isomorfismo (2) y (3).
De la demostración de la proposición anterior se sigue
que en general #T(C ) > #T((V^) . ).w . — i / i %1 ( X )
En este caso #X2 = # por hipótesis, luego para cada 
i, 1 <_ i r , es
#T ( C„ ) = #T((vb . )
Wi 1 (x1)
Con esto nos aseguramos que se puede aplicar la proposición 2. M-, 
y por el mismo razonamiento anterior construir para cada i una 
biyección c{>2 tal que ot . <{>2 a*.
Como e Y2 son unión disjunta, los $2 determinan
una biyección *2 : X2 ----->- Y2 , tal que a . <f>2 > a ’ . Por
se obtiene que a . (f>2 = a T. Es decir (f)^ conserva las muí
tiplicidades.
Este proceso se puede continuar de igual forma hasta 
definir un isomorfismo £ = de Ar^V (x)^ en
W -
1Por construcción, <{> restringido a A ^ C C V ^ ^ K )  es un
isomorfismo en A ((CTT).).r W i
n
Sea F = n F ., 
i=i 1
k[[z,x1 ,x2,...,Xd]].
con F .i irreducible en
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Como A (CTT) - A (V, N), por 1.17 n° de ramas de CT7 = n° der W r ( x ) r W
ramas de V, N = n° de factores irreducibles de F .(x) o
Entonces Fq _. = F^(Z ,X^ ,0,....,0 ) es irreducible, para cada i,
ya que si no lo fuera al ser reducido (es decir no tener
factores múltiples), sería
h = n° de factores de F --> n° de factores de F0 =
= #(v ( x ) } = #(C„) > n° de ramas de V = h, contradicción.
Sean 6 .i (resp. Y¿) las ramas de V, V (resp. CTT) definidas ( x ) r W
por F .OI (resp. F^) para 1 < i < h. Sea
\
p : -----*• (C^) la b iy ecci6n definida por p(6^) = y . .
Entonces p es una (a )-equivalencia. En efecto:
Como F  ^ = F £(Z , 0,.. .,0 ) es claro que p es tangen
cialmente estable. Por otra parte la biyección p^. inducida eri 
1 1tre ((V, n ).) y ( ( CTT ) - ) * (CTT ) es de la misma naturaleza.( x ) 3 j W i W.
1 ^Como hemos visto antes A ((V.) . ) - A (C__ ) y por hipótesisr J / 3 \ r w .( xJ ) 3
de inducción p^ es una (a-)equivalencia. Es claro además 
que m(y^) = m(<5^), es decir que efectivamente p es una 
(a )-equivalencia y V (x ) y son equisingulares.
c • q . d .
COROLARIO 2.5.- Sea V una hipersuperficie algebroide, W una 
subvariedad permitida de V de codimension 1. Entonces, V es 
equisingular a lo largo de W si y solo si existe un sistema de 
parámetros W-transversales de V, {x^,...,x^} tal que
Ar(VCx)) ^  W -
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Demostración.- Por definición, V es equisingular a lo largo de 
W si y solo si existe {x^ , . . .5x^} sistema de parámetros 
W-transversale s de V tal que es equisingular a V (x )» Y
esto es equivalente por 2.4 a Ar ^w^*
Observación 2.6.- Si V es equisingular a lo largo de W, el 
teorema 7.4 de [21] , asegura que se puede desingularizar V 
mediante una sucesión de transformaciones monoidales centradas 
en curvas permitidas. En este caso se puede por lo tanto cons­
truir un árbol que refleje este proceso, haciendo Yq = {v}
Y = T.H (V), Y = U T.M (V ),......
W 2 m(Vi ) >1 i 1
Si A(V) es este árbol, utilizando los cálculos de 2.3 
y 2.4 se obtiene que A(V) - A^CC^). Es decir que el árbol de 
describe el proceso de des inguiarizacion de V mediante 
transformaciones monoidales, siempre que V sea equisingular a 
lo largo de W.
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Sección 3 .
Sea S = Spec( Q )  una superficie algebroide sumergida. 
Consideremos el transformado cuadratico.de S, B ) y el divi_
sor excepcional 2D c— * bi_  (0). sí p es un punto cerrado de
3), llamaremos Sp al transformado cuadrático formal de S con 
centro Sp y  3 > P  a la subvariedad determinada por 2 )  en Sp . 
El propósito de esta sección es demostrar que Sp es equisingu- 
lar a lo largo de p , salvo para un numero finito de puntos 
de D  , y basándonos en este resultado construir un árbol aso­
ciado a S , A . T . ( S ) .
Si 'ff£ = ( x, y, z ) D se puede suponer sin pérdida de gene­
ralidad que P 6 Spec( y entonces
Sp = Spec ( ( □ [ £  , f ] pr >  
y Dp = Spec( ( ( □  [J , fl f } (x ) )red ) ,
luego es un divisor de 'P *
PROPOSICION 3.1.- En las condiciones de partida existe un abierto 
U  de 3D , denso y tal que para todo punto cerrado P de 3) 
se tiene P G u  si y solo si, Sp es regular ó Sp es equisin 
guiar a lo largo de tDp .
Demostración.- Sea (x,y,z} un sistema de coordenadas de S, 
tal que {x,y} son parámetros transversales. Sea P(Z,X,Y) =
= ZV + y A .(X ,Y ) ZV_i 
i = l 1 
{x,y,z}.
la ecuación de S respecto de
Sea D(X,Y) el discriminante de S respecto de {x,y}.
D ( X , Y ) = (DZ (P(X,Y,Z) ) red 
y sea D(X,Y) = Dk (X,Y) + Dk+1(X,Y) + ------
con D_.(X,Y) 6 k[X,Y] , homogéneo de grado i y Dk (X,Y) ¥ 0.
Se verifica entonces que:
"Si P e3) , es tal que la dirección correspondiente 
(a,3,y) verifica que Dk (a,3) ¥ 0, entonces Sp es regular 
o Sp es equisingular a lo largo de 3Dp".
En efecto:
Sea (a,3,y) la dirección correspondiente a P. Como
P^(a,3,y) = 0  y P^ = ZV + ----- , (v = m(S)) es






un término en Z'^ es decir que {xf,yT} es un sistema de pa_ 
rámetros transversales de S. El discriminante de S respecto
En este condiciones, P S Spec( £] Z 5.X * X ) y
{x> X. .  i  , £ . X>X a X a es un sistema de coordenadas de S.
ß Yx f =x, y ’ = y - — X , z 1 = z - — x* J J a aConsideremos en ^  ,
{x’jy’jZ1} es una base de . La ecuación de S res­
pecto de esta base es:
P (X ’ ,Y f ,Z ’ ) = P (X 1 ,Y ? + ¿ X ’, Z * + ^ X 1).a a
, vP tiene un término en Z (v = m(S)), P tendrá también
» \)
de este sistema es
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D (X ’ ,Y ' ) = D(X' , Y* + - X ’ )a
Luego m(D) = m(D) = k, con lo que D^(X’,Y?) = D.CX’jY’ + — X ’)
K K Ot
Entonces :
Dk(l,0) = Dk (l , |) = -i- Dk(a,8) ?! 0 (3)
a
Y î 2 *Por (1) y (2), {x1 , j-j- , -^j-} es un sistema de coordenadas de
V f z *S-.. Llamemos x. = x , y. = aL-r , z. = — r- .P 1 ’ J1 x ' 1 x f
Una ecuación de Sp respecto de {x^jy^jZ^} es
P1(X1 ,T1 ,Z1 ) = -ij P(Xi ,X1 Y1 , Xj Zt ) (*?)
X1
~ » V . . .Como P contiene un termino en Z , P^ contiene también un
„ V . r i  . ^termino en , es decir que ix^,y^x es un sistema de para-
metros de Sp (no necesariamente transversales ya que
m(P1 ) _< m(P)).
Si m( P1 ) = 1, Sp es regular y el enunciado es cierto
Sea P tal que m(P1 ) > 2.
Sea Da, (pi )(x1 ,Y^) el discriminante de P^ respecto
de Z^, teniendo en cuenta (4), y 1.15, cap. I,
X1 (V-1> (P1 )(X1 .Y1 ) = Da ,(P)(X , X Y1 )
1
Con lo que el discriminante de Sp respecto de {x^y^} es
D(X1 ’V  = (V (ri )<Xl-Il))„d Y ))1
Como D(X1S X1 Y1 ) = X* (Dk (l, Y1 )+X1 Dk + 1 (1, Y^ ) +----)
DZ ,CP)(X1>X1 Yl> = X* tDk Cl.Y1 ) t Xt Dk+1(1,Y1 ) +-----)
con a > k.
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D< V V  = <XÎV(V'1) • X ^ Í D ^ l . Y )  ♦ Xt Dk + 1 (1,Y) f------))red
= X1 . (Dk (l,Y) + X± Dk + 1 (1,Y) +----- ) = X1.u(X1,Y1)
donde u (X1 , Yt ) = Dk (l,Y) + xi Dk+i u ’V  +— --, es una uni
dad. ( u ( 0,0 ) = D k ( 1 , 0 ) i 0 por (3 ) ) .
Como D(X1 ,Y1 ) = u(X1 ,Y1 ), {x1 ,y1 > son parámetros
equis inguiares.
Por ser {x^,y^} parámetros la inclusion
k [[x1 ,Y1]] ------ *■ O p ,  determina un morfismo su
prayect ivo
Sp = Speo(Dp) ------------* SpecCk[[xi ,Y1]] )
Sea 4 el cerrado de Spec(k [[x. ,Y^]] ) determinado por el ideal
(D).k[[x1 ,Y1 ]]. Al ser {x^jy^} parámetros equisingualres
-1se verifica que W = 0 (A) es una subvariedad permitida de co
dimensión 1 de Sp , 0 1 W : W ------- * A es un isomorfismo, y
Sp es equisingular a lo largo de W. ([21], Th. 4.5.).
Como D(X1 ,Y1 ) = X^.uCX^jY^) con u(0,0) í 0,
(D) k[[X1 ,Y1]] = (X^ )k [ [X1 , Y1] ] y es claro entonces de la def_i
_ inición de 0 que 0 (A) = W, es la subvariedad de Sp cu­
yo punto genérico es (x^).Up* Este ultimo es precisamente el 
ideal de 3)? , con lo que 3)p = W, y el resultado se sigue, 
es decir
( 5 ) "Si P q D  , es tal que su dirección correspondiente
(as0,y) cumple D(asß) i 0, entonces Sp es regular ó Sp 
es equisingular a lo largo de 3)p".
65
Sea C la curva de 1P ( k ) de ecuación P^(X,Y,Z) = 0 
y H la curva de ecuación D^(X,Y) = 0. Los puntos de 3D no 
considerados en (5) corresponden a C n H.
H es un conjunto de rectas que pasa por (0,0,1) y
(0,0,1) 0 C luego C n H = {a1 ,...,a } es un número finito1 s
de puntos. Para cada i, 1 _< i <_ s , sea P^ el punto de 3D 
correspondiente a la dirección a^. Consideremos
11= {P 9 3D I la dirección correspondiente a P está en
C-H} u {Pi 6 3) I Sp es regular, 6 Spi ies equisingular a lo largo de 3D }
i
Es claro por construcción que P G ^  si y solo si Sp es regu 
lar ó Sp es equisingular a lo largo de 3) p .
Por último <u es 3) menos un número finito de puntos cerra­
dos, luego es un abierto denso de 3)
c . q . d .
Nota 3.2.- La condición "Sp equisingular a lo largo de 3) p" 
sólo depende del anillo local de Sp y del ideal de 3Dp , no 
del sistema de parámetros elegido. Para encontrar el abierto 
V o  , hemos utilizado un sistema de parámetros, en virtud 
de que la equis inguiaridad es intrínseca, u no depende de di_ 
cho sistema.
Dada una superficie algebroide S, al abierto u de 
obtenido en la proposición anterior lo designaremos por E(S)
Observación 3.3.- Dada una superficie algebroide S, puede haber 
puntos P G 3D tales que P g E(S) y sin embargo, ser Sp equi_
Ô6
singular a lo largo de W, con W i 3) p . Esto ocurre en el si­
guiente ejemplo:
Sea S = Spec( □  ),
Q =  k[[X,Y,Z]]/(Z3 + XY2 + X 2Y 2 ).k[[X,Y,Z]]
Sea P el punto correspondiente a la dirección (1,0,0). Una 
ecuación de Sp, se obtiene por:
F l ( Xl ’ Yl ’ Zl ) = “T  ( ( Z 1- Xl ) 3  + Xl ( X : r Yl )2+ Xí ( X l ' Yi ) 2 )  =X .
3 2 2= Z, + Y, + X, Y,1 1 1 1
El anillo local del divisor excepcional 3) p es pues isomorfo a 
k [ [y  ^, Z 1 ] ] / ( Z^+Y2 ) • k [[Y1 , Z^] ] , luego 3)p no es una curva li­
sa, y Sp no puede ser equisingular a lo largo de 3)p . Si con 
sideramos el discriminante de Sp respecto a es:
D(X^,Y^) = Y2 + X^Y2 = Y2(l+X^) y Sp es equisingular a 
lo largo de la subvariedad lisa W cuyo punto genérico es 
(y*)dp. En este caso en los puntos Q de la componente de 
X(S) que contiene a , es S^ lisa, y este hecho es general
bajo las hipótesis de partida.
Dadas dos superficies S y S', diremos que tienen sin_ 
gularidades equivalentes si ambas son lisas, ó si ambas son equi 
singulares a lo largo de una curva lisa y las secciones gené_
ricas respectivas C^, y C ^ f .son equis inguiares.
TEOREMA 3.4.- Sea S una superficie algebroide sumergida, 
r
v -  u ® ,  la descomposición del lugar excepcional en componen 
i = l ~
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tes irreducibles y sea Z^ = Z ( S ) n 3) , 1 <_ i <_ r entonces pa_
ra cada P,Pf G Z^ » Sp y Sp, tienen singularidades equiva­
lentes .
Demostración.- Sea i, 1 <_ i <_ r . Si en Z.. existe algún pun_ 
to P tal que Sp es lisa fijamos ese P, sino tomamos como 
P un punto cualquiera de Z... Es claro que el teorema se redii 
ce a demostrar que: "Para cada P* 6 Z.., Sp y Sp, tienen
singularidades equivalentes” . Veamoslo.
Existe una base de ttt , íx ,y,zl tal que si 
) = Bx u u Bz es el recubrimiento afín correspondien
te a dicha base se cumple que
P G B y P' G BX J X (Bx = Spec([] [£,-•] ) ( 1 )
Los anillos locales de Sp y S_, son respectivamente
□ x iX * X J P □
X £
X * X
Sea 3) = G— u G—  u G— el recubrimiento afín de 3) asociado
yX v z 
a este sistema de coordenadas, si ■□[j-í es
G— - Spec (A / (x).A)
Como G— es un abierto afín de 3) ,X 5 y p y p* están en G—X
por ( 1 ) , G— n 3).r 9 X 1 es una componente irreducible de G— . SeaX
el ideal de A correspondiente a G-X n 3X ; es un ideal
primo y ( x ) . A c y ?  D V i ’ E '' D *p is por (1).
Si en el P fijado al principio Sp es lisa, es Ap
regular luego Ap también. Consideremos P f. Pueden ocurrir
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dos cosas :
i ) Que *Dp. no sea regular. Como P' G E(S), por
la construcción de E , es ■pf regular.
ii) Que f sea regular en P ’. En particular esto
quiere decir que por P ’ solo pasa una componente de 3) . Como 
P' 3 -p., es S>. esta componente con lo que "jCL • A p f es el 
ideal de 3) .
Luego ph Ap, es un ideal regular y p^.Ap, también 
Por otra parte (A_f) =* A ---->• (A_) es regular y es
p -pi f *  P p i
claro que si Ap , es equisingular a lo largo de "p^rAp, y 
P(AfD f ) es regular, A f es regular y Spf es lisa.
• Llegamos pues, a que si en E_. hay un punto con S. 
lisa, todas las S_ , con P* G Z. son lisas.p » i
Si el P G E .i Sp no es lisa,de partida es tal que 
entonces Sp es equisingular a lo largo de 3¡)p , luego 
es regular. Como P G , *0 • es la única componente de
que pasa por es decir que (x)Ap P *
Haciendo lo mismo para P' obtenemos que:
p ,p . « - { * «  Spec(A) I ^  es maximal y Aíp es equisin
guiar a lo largo de 'ph A^ rJ
Aplicando la proposición 2.12, cap. I se sigue que Sp=Spec(A ) 
y S f = Spec(A f) tienen singularidades equivalentes.
Nota 3.5.- Sean P,Pf G y sean C^, C^, las secciones
genéricas de Sp y Spf transversales a su curva permitida.
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Acabamos de ver que y C ^ f son equis inguiares, luego por
1.16 es A (CTT) ~ A ( C _ _. ) . Según la observación 2.6. yr W r W P
Sp, tienen el mismo proceso de desingularización por transfor­
maciones monoidales. Tenemos en cuenta este hecho para la defi­
nición de árbol que se da a continuación.
Para una superficie algebroide S, vamos a construir un 
árbol asociado a S, que refleje de la mejor manera posible to­
dos los procesos puntuales de reducción de la singularidad de S 
mediante transformaciones monoidales y cuadráticas.
Por la nota anterior podemos agrupar todos los puntos de 
E^ en un paquete, ya que el árbol de la sección genérica repre­
senta el proceso de redución de la singularidad de Sp, median­
te transformaciones monoidales para cada P G E^«
Notación 3.6.- Sea 3> = U  3) .. Para cada i, 1 <_ i _< r fije-
i = l
mos un punto P G E . .  A la sección genérica de S . transver-1 P1
sal a S)? . la llamaremos C... C.. depende del punto elegido,
pero módulo equis inguiaridad de curvas, sólo depende de E^. 
Construiremos el árbol de S de forma que C^. G X^, y que al 
considerar el árbol formado por los siguientes a C^, nos de A (C^)
DEFINICION 3.7.- Dada S, llamaremos T(S) = {C„ ,. . . ,C }u ----------------  1 ’ r
u ÍS ,...,S } u T.M.„ (S) u ....  u T . M . TT (S).
pl pn W1 Wk
Donde W^,...,W^ son las curvas permitidas de S, S)- E(S) =
= {P1S...,Pn } y C^, 1 <_ i <_ r son los definidas antes.
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Construyamos el árbol de S:
Si m(S) = 1 ,  S es lisa y X =J o {S} es el árbol de S
Si m(S) >1, definimos Xq = (s) y Xx = T (s ).
Dado x í-i , i>l, construimos X.. por: x i= uHGX . „ í-l
T ( H )
,m(H) >1
Si existe un n G I, tal que para cada H G X , es n *
m( H ) = 1, el conjunto de indices I es {O,...,n } y el ár
bol es finito. Si no existe tal n, I = ]N.
Nota 3.8.- En cada X.., hay dos tipos de objetos, los C ^ ; ' 
que son curvas,y superficies. Si H es una curva T(H) es la 
definida en 1.16. cap I. Si H es una superficie T(H) está 
definida en 3.7.
X.. es además union disjunta de los T(H). Sea
i G I - {o}, para cada H G X., existe un unico H 1 G X. „ ,i -----  í-l
tal que H G T(H’). Se define ir. : X. ------*- X. porí i  í-l r
7T ( H ) = H f .
Cada X^ es finito y si i?íj X.. n X^. = <j>, luego 
A -  {X^ s ïïi^ie I es un Vamos a dotarle de pesos defi­
niendo las aplicaciones a y ß
a : V ( A  ) = X . -----------* TN
iGI 1
Si H G V ( A  ) , a ( H ) = m (H ) .
Dado un lado G L(A ) , ßCH^^H..) G ]N nos
servirá para distinguir el tipo de morfismo que pasa de H.. a
H . .í-l
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Hay tres tipos de morfismos, y definimos:
i) 0(Hi ^,H^) = 1, si y son superficies y
existe una curva permitida W en ^ , tal que
H . 6 T . M . TT(H . „ ) . i W í-l
ii) 0(H_. ^,H_.) = °> si  ^ es una superficie, la
transformación que permite obtener es cuadrática. Es decir
que H. = (H. „)_, para algún P £(H. .) ó bien H. = C.n i í-l P r ■ í-l i y
donde C^. es la sección genérica en un punto de Ej .
iii) (3(H. .,H.) = 1, si H. „ y H. son curvas. Es de-
cir que H.. es una transformada cuadrática de ^ . Como que_
remos reflejar el proceso de resolución de S, y hemos visto 
en 2.6. que una transformación cuadrática en la sección genéri­
ca equivale a una monoidal en la superficie, hacemos 
3(H.. ^,H..) = 1, con lo que consideramos que esta definición 
es coherente con las de i) y ii).
DEFINICION 3.9.- Dada una superficie algebroide S, el árbol 
pesado (A., a, 3) lo llamaremos árbol total de S y lo denota
remos por A.T.(S) = (¿4,a,3).
Observación 3.10.- En principio A.T.(S) no es único, pues co 
mo hemos indicado C^ depende de la elección de P en £^ .
Si H S  V(¿4) es una superficie, es claro que A.T.(H) =
(JÍ(H), ß|V(A(H)), ß | L ( ^ ( H ) ) ) .
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De la misma forma si H 6 V {A ) es una curva, A (H) 
= ( A ( H ) , a|v(j*(H)), 3 |l (^(H))).
Luego si considero P G E , la clase de isomorfia de
A (C.) no depende de P, y por lo anterior la clase de iso_ 
morfia de A.T.(S) tampoco. En adelante llamaremos árbol to 
tal de S a cualquier representante de la clase de isomorfia
Nota 3.11.- Sea H G Y (A) si m(H) = 1 y ß ( *nr ^ ( H ) , H ) = 0,
una curva. Si 3 ( f ^ ( H ) , H ) = 1, entonces es una curva o
superficie según lo sea tt^ (H).
para cada arista (H,Hf) que empieza en H es g(H,Hf) = 1, 
ya que si H es una superficie por la construcción de T(H) 
siempre hay una arista de peso cero.
Ej emplo 3.12.~ Veamos un ejemplo de como funciona la construe 
ción anterior.
S = Spec( [])
El árbol total de S, A.T.(S) es finito y de longitud 5. Su
de A.T.(S) .
entonces H corresponde a un punto de 3) que es regular, lu£ 
go corresponde a la sección genérica en un punto de 3) y es
Si m(H) > 1, entonces H es una curva si y sólo si
Sea
grafo pesado es el siguiente:
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o
Los números que aparecen en los vértices son las mult iplic ida_ 
des. Los números que aparecen entre paréntesis sobre los lados 
son los pesos de las aristas. En este caso son todos cero debi 
do a que no se hacen transformaciones monoidales, por no apa­
recer curvas permitidas en ninguna etapa del proceso. Según la 
caracterización de 3.11 todos los puntos de multiplicidad 1, 
corresponden a curvas, es decir a las secciones genéricas. So­
lo aparece uno en cada caso, porque como se comprueba, el divi 
sor excepcional es siempre irreducible.
Nota 3.13.- A.T.(S) puede ser » infinito, de hecho si S contie 
ne una curva permitida la transformada cuadrática en la direc­
ción tangente a la curva, tiene siempre la misma multiplicidad 
de S ([ló], teor. 3.1.10) y se comprueba (c.f. cap III, Lema 
3.6.) que esta dirección no está en ECS), con lo que el ár­
bol resulta infinito.
Existen además superficies sin curvas permitidas, cuyo 
árbol es infinito, ya que pueden aparecer curvas permitidas en
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alguna etapa posterior del proceso, veamos un caso:
Sea □ =  k[[x,Y,z]] / , , y S = S p e e d )
/ (Z +Xö+Yb)-k[[X,Y,z]]
te^ e S es el único punto singular luego no hay curvas permiti­
das. Si consideramos la transformada cuadrática formal en el pun 
to P correspondiente a la dirección (1,0,0), (P £ X ( S ) ) 
se obtiene :
S = Spec(k[[x,Y,z]]
/  (Z3 + X 5 + X3Y6).k[[x,Y,z]]
)
que tiene una curva permitida, luego su árbol es infinito y por 
lo tanto el de S también.
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CAPITULO III
Dada una superficie algebroide sumergida, el árbol pesa 
do A.T.(S) asociado a S es en general infinito. El proceso 
de comparación de árboles infinitos es difícil, debido a la au­
sencia de periodicidades en la construcción del árbol. Por otra 
parte los árboles finitos, se pueden comparar por un proceso de 
inducción en la longitud del árbol.
Estos dos hechos nos prueban la conveniencia de susti­
tuir el árbol total de la superficie por un subárbol finito, de 
tal forma que este subárbol contenga suficiente información acer 
ca de la singularidad. Lo ideal sería probar posteriormente que 
la igualdad de los árboles "reducidos” equivale a la igualdad de 
los árboles totales.
El problema de reducir el árbol se resuelve suprimiendo 
a partir de un determinado lugar las transformadas cuadráticas 
de S en direcciones tangentes a curvas permitidas. El lugar a 
partir del cual se suprimen estas superficies depende del cuerpo 
de coeficientes k elegido, con lo que el árbol obtenido A^(S) 
depende de k. La finitud se obtiene demostrando en primer lu­
gar que en una superficie solo se pu.eden efectuar un número fi 
nito de transformaciones monoidales sin que decrezca la multiply 
cidad (sección 1). A continuación se prueba (sección 2) que en 
una sucesión infinita de transformadas monoidales y cuadráticas 
de S, con la misma multiplicidad existe una que es estrictamen 
te cuasiordinaria respecto de k. Con estos resultados se demues 
tra en la sección 3 la finitud de A^(S). Por último se constru­
ye un árbol A*(S) que es también finito e independiente de k.
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Sección 1.
LEMA 1.1.- Sean V una hipersuperficie algebroide singular 
(m(V) > 1 )  y W una subvariedad permitida de V de codimension 
1. Si existe 6 T.M.^(V) tal que míV^) = m(V) entonces
T.MW (V) = {V1>.
Demostración.- Sean V = SpeclD)* r = dim(V) y v = m(V) =
= m(V1 ).
Sea ,z} H un sistema de coordenadas de V
adaptado a W (i.e. (xr ,z)*0 es el ideal de W), tal que
{x15...,x } son parámetros transversales de V.
La ecuación de V en este sistema de coordenadas,
F(x19 ...,xr , Z ) , verifica que, in(F) = Z ♦ 1 a. X 1 Zv-i = ,L A i r
s
= n (Z - C . X
D r
a .
)  ^ con
S
S > 1, y ct.
i = l 
= V .
(_j. h M- 1 i—i. ii 
r 1
Entonces T.M.^ = {V^,...,Vg}, siendo V^ el transfor 
mado monoidal formal en la dirección ( 0 , . . . , 0,1,C ) , y 
m(V) £ a . , (por 1.13, Cap. I).
Si existe un elemento de T.M^(V), supongamos que es 
, tal que mCV^) = v, se tiene
S
V = mCV^) £ y £ a. = v, con lo que a. = v
i = 1 1 1
Luego S=1 y T.M.W (V) = {V1>.
c . q . d .
Notación 1.2.- Sea C una curva algebroide plana, llamaremos
6(C), a la parte entera del exponente de contacto de C con 
la curva de contacto maximal, que es igual al número mínimo de
77
transformaciones cuadráticas necesarias para que decrezca la 
multiplicidad de C (c.f. [l], §2).
PROPOSICION 1.3,- En las hipótesis del lema anterior, si
T.M.W (V) = {V1>, con m ( V ) = mCV ^ ,  tí : V ------* V es
el morfismo canónico, y S(C^) > 1  se verifica:
i) El divisor excepcional de ir, tt (W) = , es una
subvariedad permitida de codimensión 1 de V^.
ii) es isomorfa a la transformada cuadrática de C^.
l
Demostración.- Como estamos en la situación del lema anterior,
manteniendo las notaciones, in(F) = (Z - C„ X )V .1 r
Llamando z' = z-c^ Gtl\., es claro que {x^ , . . . , x^ , z 1 }
es un sistema de coordenadas de V. Si F * ( , . .  . , X^ , Z ’ ) es
la ecuación de V respecto de dicho sistema,
(1) F T = F' + F' +------V V + l
donde F^ es una forma de grado i, con coeficientes en 
k[[x^,...,Xr_^]].
En esta situación F' considerado como elemento de
k((x1 ,...,xr _1 ))[[xr ,z]] es la ecuación de C^ respecto de
unos ciertos parámetros. Como ô(C^) > 1 por una transforma
ción cuadrática no decrece la multiplicidad de C-j. Luegow
#T(CW > = 1  y Cw tiene una sola tangente. La forma inicial 
de F ’ como elemento de k((X.,...,X „)) fx ,Z'~|. F f
es por lo tanto potencia de una forma lineal. Es decir
F ? =V(2 ) (Z- - X r H)v e k[[x1>. . . , x r _1]] [Xr>z-]
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con lo que H G k [[x^,... ,X^ ]^ ] .
Consideremos ahora y su anillo local 0^. Como
in(F’) = Z*V , z^ = -—  GÍ]£^  (ideal maximal de 0  ^ ) y
r
{x ^ ,... ,x^ , z^} es un sistema de coordenadas de . Respecto
de este sistema la ecuación de V„ es:1
F, (X„ , . . . ,X ,Z„) = —  (F’(X,,...,X , Z...X ) 1 1  * r ’ 1 ,,v 1 ’ 5 r * 1 r
Por (1) se tiene
X
V „ »F»(X1>...,Xr ,Z1 X ± ) = Xr F^(X1 ,...,Xr_1 ,l,Z1 ) + 
+ Xr+1 Fv+l (Xl>---’Xr-l>1 >Zl ) +------
con lo que
(3) F1(X1 ,...,Xr ,Z1) = Fÿ(X1 ,...,Xr_1 ,l,Z1 ) +
+ Xr C l (Xl .....+ Xr Fv + 2 +
[] __k [ [Xi > * * * 5Xr » Z ]^ ] / rr __
1 /(F1) k[[X1,...,Xr zj]
-1Ahora bien el divisor excepcional de = tt (W),
está determinado por el ideal (x ).D .. En este caso esr 1
□
V ( * r ) D l
/(Xr ,F1)k[[xi,...,Xr,Z1]]
k[[x15 —  ,Xr_i,Zih / rr ,,
/(F1(X1,Xr,_1,0,Z1)) k[[x1,...,Xr_1,Z1]]
Por (3) y (2), F1 ( X ± , . . . ,X p _ 1 , 0 , Z1 ) = » • • • >*-¡.-1 > =
= (Z1 - H)V .
El anillo local de W. en su punto cerrado es
A  , „ ) ^ (x1 ) D 1 red y por lo anterior se tiene que
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D i. n \ /k[[x1,...,xr_1,z1]]/  \ ;
/(xl)L1l/red /((Z1-H)V).k[[xi,...,Xr_1,Z1]]/red
- k[[x^,... ,X^_^ ,Z^ ]]
(Z1-H)k[[x1,...,Xr_1,Z1]]
, que es regular
luego es regular de dimensión r-1.
Prueba de ii)
Es claro por lo anterior que el ideal de es
(xr#z1-H(x1 , . . . ,x 1 ) ) D 1 . Si ponemos z* = - H (x1 , ...
. . . >xr_i ) e>^ li ’ dicho ideal es (xr>, z * ) 0 1 » luego
ix^,...»xr »z^ ; es un sistema de coordenadas de adaptado
a W„ .1
La ecuación de respecto de dicho sistema es:
F*(X1 ,...,Xr ,Z*) = F1 (X1 ,...,Xr ,Z1 + H(X1>...,Xri_1 )), 
con lo que F* S k((X^,...,X i ^ [ [ k r »Z"]] es una ecuación de
V Sea
« v 1* Si (9 //1es el anillo local de C , {z',x }c (¿/ es unw r
sistema de coordenadas de CTT, y por (1) la ecuación de C„W W
respecto de dicho sistema es:
F'(X1 .....Xr ,Z’) 6 k((X1 ,...,Xr_1 ))[[Xr ,Z']]
Sea 9)^ el anillo local de (C„)^, por (2)
T .
z* - z./x - H(x,,...,x .) G . y {x ,z*} es un sistema de i r  i r-l - i r '
1 1 coordenadas de (C^) respecto del cual la ecuación de (Cw > es:
F(Xr ,Z*)= -ij F ’ (Xt , . . . ,Xr _1 ,X ,Xr (Z*+H(X1 ,...,Xr _1 )) =
^r
= F1 (X1 ,...,Xr , Z* + H(X1 ,...,Xr _1 )) = F*(X1 ,...,Xr ,Z*)
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Es decir que las ecuaciones de Cw y (CTT) en unos ciertos" 1 w
1sistemas de coordenadas coinciden, luego Cw - (C ) .
1
W
En particular ô(Cw ) = ô((Cw ) ) = ÓÍC^) - 1 > 0, y
1 ^m(CTT ) = m((CTT) ) = m(CTT) = m(V) = m(V. ) y en consecuencia W. W W 1 J1
es una subvariedad permitida.
c . q . d .
PROPOSICION 1.4.- En las condiciones del lema 1.1, si 
T.M.^(V) = {V^}, con m(V^) = m(V) y 6((C^) = 1, entonces 
el divisor excepcional W no contiene subvariedades permiti­
das de codimension 1.
Demostración.- Consideraremos dos casos, según que CTT tengaw
una sola tangente o varias.
i) Cw tiene una sola tangente.
iEn este caso T.C.(Ctt) = {(CTT) }W w
de la proposición anterior prueba que =
lar y,
cWl “ (cw )11
y la demostración 
_ \TT (W) es regu-
Como ó(C^) = 1, al hacer una transformación cuadrática en 
Cw decrece la multiplicidad, es decir,
m(Cw ) = m((Cw )1 ) < m(Cw ) = m(V) = m(V1 ) 
Con lo que es regular, pero no permitida.
ii) C^ tiene varias tangentes.
Con las notaciones de la proposición anterior, sea 
{x^,...,x ,z} un sistema de coordenadas de V adaptado a W,
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y sea F 6 k [ D V - . - . X  ,Z]] la ecuación de V respecto a di­
cho sistema.
Consideremos la descomposición de F en componentes ho
mogeneas en X ,Z, F = F + F „ +-----& r* * V v+1
Como C^ tiene más de una tangente, F^ no es potencia
de una forma lineal en k((X^,...,X ^ )) [Xr ,z] (1)
Como T.M.^(V) = {V^} y m(V^) = m(V) se cumplen las 
condiciones de la proposición anterior, y siguiendo el mismo 
proceso llegaríamos a que el anillo local (0 del divisor ex­
cepcional es
donde U  ^ es el anillo local de .
Supongamos que existe una subvariedad permitida de codi-
mensión 1 de V, contenida en W. . 1 1 Sea t } el ideal de
, por (2) es (xr ) D lC f .
1
En estas condiciones se verifica:
(3) "Existe s e m i - t i l en Q]1 , tal que (x^
rV-l
y £ $ (x1 ) D 1 y ev «
Sea Ç la clase de £ en
D V ( k 1 ) D 1 y
Ë




por el isomorfismo canónico.
Es claro que EV = 0 , EV 1 0 , y E G M - M2 ,
do M el ideal maximal de k[[x^,...,X  ^, z]] , y M el





Sea E S k[[xit . . . ,Xr _1 ,z]] , tal que
Ë = E + (Fv(X1 ,...,Xr_1 ,l,Z1 )).k[[xi ,...,Xr_1 ,Z1]]
se tiene que EV 6 ( Fv ( X.^  ,. . . ,Xr_1 ,1 , ) ). k [ [x^^,. . . , Xp _1 , Z ±] ]
y que V es el mínimo número con esta propiedad. Por otra 
2parte E G M-M es decir que m(E) = 1, con lo que E es 
irreducible.
Luego EV = G.F (X^ ,...,X  ^, 1 ) , y como
E í? ( (X^ , . . . , , 1, ) ) . k [ [x^ , . . . , X^_^ y
k[[x1 ,...,xr_1 ,z1]] es un dominio de factorizacion única, G
es una unidad. Con lo que F = EV .G~^.
^  V
Por ser G"1 es una unidad, existe H, tal que
G  ^ = HV , y se tiene F = EV .G-1 = EV .HV = (E
V
.H)V .
Pero m (E.H) = 1, Fv (X1#...,Xr_1.l,Z1 ) = (E.H)V
= (Z1+L)V , con lo que f (D ÍV I-1 X M- VI Sä X 4 1 M- 1___1 1____1
E (X^ , . .. , X^_^ , Z ) = ( Z + X ^  L)V lo que contradice (1)
Sólo nos queda demostrar que se verifica (3).
Sea •p> (xr )G1> un ideal permitido y de dimensión r-1. 







- ,t. a  -ix“ ,...,x"} son parámetros trans 
y (x * , z * ) D 1 =
En efecto, como (x 'P , determina un ideal re­
gular 'p en □ 1 /(xr ) D 1 . Teniendo en cuenta los isomorfis- 
mos de (4) proposición 1.3, sp se eleva a un ideal P de
k[[x1 ,...,xr_1 ,z1]].
□ lComo es t V f l  =( 1/(*r>d k “ k[[xi ,...,Xr.1 ,Z1]]/P
P es un ideal regular y de dimensión r-1 en 
k[[x1 ....,xr_1 .z1]] y por ( [1 9] , Th. 26, p.303) existe 
H 6 k[[x^,...,Xr_^,Z^]], tal que
P = (H ).k [ [x^ , . . ,X ^,Z^]], y H forma parte de un
• - 2 sistema regular de parametros, í.e. H 6 M-M .
Luego H = a.X.t----+ a „ X  . +a Z„ +H', con& 1 1  r-1 r-1 1 5
(a^,...,ap_1 ,a) i (0,...,0) y H' G M2 .
Si a^Q, entonces { ,  ... , X^ , H} es un sistema regu
lar de parámetros de k [ [x^ , ...,X ^ ,Z^]] , luego sus imágenes
en U ± por el homomorfismo canónico, {xj..... x*,z"} son
un sistema de coordenadas de V.. Como xl = x.,1 1 1 *
{x*,...,x*} es un sistema de parámetros transversales de .
Como P = (H) k[[X1 ,. . . ,Xr_1 ,Z1]] , es
V = (z*)D . —, y 'Xj - (x",z*)Q,. En caso de que1 / ( x r )D 1 r
sea a=0, a^.^0 para un cierto i, supongamos que i=l.
Consideremos entonces, 2* = H = a„ X„ +----+ a „ ,X „ + H 11 1 r-1 r-1
x* = b x1 + z, X* = X2 ,...,x* = Xr .
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La matriz que relaciona las formas iniciales de las X* 
las X es ,
con




Su determinante es a^, que es distinto de cero, luego 
tX^,...,X ,Z } forman un sistema de parametros regular de 
k [[X^ , . . . , X^ , Z^] ] , y sus imágenes en D^, { x” , . . . , x* , z* }
son un sistema de coordenadas de .
• jt,Además se puede elegir b 6 k, tal que {x“ , . . . , x“}1 r
sean .parámetros transversales de . Es claro además que
'p = ( x * , z * ) D 1 - Así, tanto si a^O como si a=0 encontramos 
un sistema de coordenadas que cumple las condiciones pedidas, 
el £ de (3) va a ser z*.
& ¿Asociado al sistema de coordenadas de , ... , ,  z* }
tenemos un isomorfismo
n  =4. k [ [xi , . . . ,Xp ,Z1]]/(r*)»[[x;.....
• (Rf AAhora bien como {x^,.,.,x‘} son parámetros transversales de 
vi T ? = < * > * ) □ , .  es un ideal permitido es
F*(X* ..,X*,Z*) = Z*V + I A . (X*,... ,X*).X*1.Z*V_11 r .L . i 1 9 r ri = l
Luego Z*V = - ( E A.CX*. . . , X* ) . X* 1. Z*V“1 ) + F* ( X* ... , X* ,Z* )í l  r r  I r
Tomando clases modulo F*, tendríamos en
z “ V = -  ( E A i ( x "  , . . . , x £  ) x * *  z " V G ( x * ) D 1 = ( x r ) D 1
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Por ultimo z',V * $ (x")Lj^, ya que de otro modo pasando a 
k[[x*,...,X*,Z*]] sería
A \ í _ 1 AZ = X B + F * . Hr
Haciendo = 0 en esta igualdad de series y teniendo en
cuenta que F*(X*,...,X" ^,0,Z*) = Z"V +---- resultaría
Z*V_1 = H(X* , ...,X*_1 ,0,Z*).(X*V +----- ), absurdo.
c . q . d •
O b s e r v a c i ó n  1.5.- En la s i t u a c i ó n  d e  la p r o p o s i c i ó n  1.3 y e n
_ iel caso i) de 1.4. tt : = tt (W) W es un ísomor-
fismo. Se puede comprobar basándose en los cálculos de 1.4. 
que en el caso ii) tt no es isomorfismo, aunque sea regii
lar.
Nota 1.6.- Si V es una hipersuperficie de dimensión r, 
Sing(V) es un cerrado propio, y no contiene ninguna componente 
de dimensión r. Si p es el ideal de Sing(V), todo ideal 
regular p de dimensión r-1 que contenga a p  es minimal 
en p  , luego p  contiene solo un número finito de ideales re 
guiares de dimensión r-1. En particular V contiene sólo un 
número finito de subvariedades permitidas de codimensión 1.
DEFINICION 1.7.- Sea una hipersuperfieie algebroide de di­
mensión s>2 y sean W^,...,W_^ las subvariedades permitidas
r
de codimension 1 de V, llamaremos <5(V) = Y <5(0 ) y. u A W . J1 = 1 i
s i<S(V) = o r = 0 .
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TEOREMA 1.8.- En toda sucesión
T T
V. --- -----► V . ------► ------------ y V --- ----V V = Vk k - 1 1 o
donde V.. es una hipersuperficie algebroide, y una trans_
formación monoidal con centro una subvariedad permitida de co-
dimensión 1 de V_.  ^, 1 <_ i £ k , y m(V^) = ----- = m(V^) =
= m(V) > 1  se verifica:
no contiene subvariedades permitidas de codimensión 
1 si y sólo si <5(V) = k.
Demostración : Sea T : V ’ ------*- V una transformación monoi_
dal con centro una subvariedad permitida de codimensión 1 de 
V, tal que m(V’) = m(V) entonces
6 ( V f ) = ô ( V ) - 1
En efecto: Sean W. , . . . ,W (r > 1) la subvariedades permitii r  —  —
das de V y G V = Spec(D) los puntos genéricos
correspondientes. T es birregular en V-W^ ([21], §6 ) lue
go T ' 1 Cp.) = {p : .} si i>2 y ü p i . Este isomor-
fismo se extiende a otro
Op). ak(pi) kfP i ) ~ ök(-pi ) K('Pi)
Por definición estos son los anillos locales de CTT y C77 ,W . w .1 __ 1
siendo W.. la subvariedad de V ’ correspondiente a que
es por lo tanto permitida. Es decir que T induce una biyec-
ción entre las subvariedades permitidas de V-W^ y las de
V f-T  ^ ) tal que Cw C— si 2 <_ i _< r .
i i
Para calcular d(V’) consideramos dos casos:
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_ ^Si <5(C ) = 1, por la proposición 1.4 T (W. ) no w ^ l
contiene subvariedades permitidas, y
Ó(V') = I 6(C? ) = I 6(CW ) = I S(C ) - 1  
i = 2 i i = 2 i i = 1 i
= 0(V) - 1
Si <$(C^  ) > 1, por 1.3, = T ( W1 ) es una subva
riedad permitida y 6 ( C — ) = <5(CW ) - i, con lo que
6 ( V )  = I 6(C¥ ) = 6(CW ) + I S(Crr ) = 
i = l i 1 i= 2 i
r
= 6(C ) - 1 + J <S(C ) = <5(V) - 1
i i=2 "i
Luego en ambos casos ô(V') = <$ ( V ) -1.
En las condiciones del teorema, para cada i > 1 es 
pues Ô(V^) = <5(V) - i, con lo que no tiene subvarieda
des permitidas si y solo si ó(V^) = 0, es decir si y sólo 
si <5(V) = K.
c . q . d .
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Sección 2 .
En esta sección demostraremos un resultado fundamental 
para la construcción de un subárbol finito de A.T.(S) (propo 
sición 2.4). Consideraremos solamente superficies sumergidas 
con un cuerpo de coeficientes k fijo.
PROPOSICION 2.1.- Sea S = Spec(D) una superficie algebroide 
sumergida, C una curva permitida de S y {x,y} un siste 
ma de parámetros transversales de S. Existe un sistema de 
coordenadas de S {x’jy'jz’} adaptado a C (i.e.
es el ideal de C) y tal que A^x t y ty - A{x ^y
Demostración. - Sea z Gf¡^  , tal que {x,y,z} es un sistema 
de coordenadas de S, y sea <í> el homomorfismo asociado a di­
cho sistema
<f> : k[[x,Y,z]] k[[X,Y,Z]] y
(F)k[[X,Y,Z]]
Sea P = como $ es sobre,4 ( p
[[x,Y,z]]/p = 0 / ^  ,
? nto y de dimensión 1, ya que C = Spec ( I—> )  .
que es un anillo regular, comple
con
Luego existe un isomorfismo 
T indeterminada.
* : k[[X,Y,Z]]/p * k[[T]]
Sea H (X ,y ,z ) = H(X,Y,Z) + P.
Como ip es isomorfismo (ipCx), ip(y), ip(z))k[[T]] =
= (T)k[[T]], y por lo tanto alguna de las tres series 
\p(x), ip(y), y ip ( z ) tiene orden uno. Supongamos que sea
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ip(x). Entonces existe un isomorf ismo h : k [ [t] ] ----*■ k [ [t 1 ]
tal que h(ÿ(x)) = T” . Sea iJJ = h . ip, y {¡7 (y) =
= p ( T ’ ) S k[[T']], ÿ(z) = q(T') S k [ [T ’ ] ] .
Se tiene:
Y - p ( X ) S P y Z - q ( X ) 6 P
pues - p(x) ) = t¡Ky) - i¡Kp(x) ) = p(T ’ ) - p(T ' ) = 0, y
(f> es un isomorf ismo.
Ahora bien, es claro que Y-p(X), Z-q(X) forman 
parte de un sistema regular de parámetros de k[[x,Y,z]], lue 
go por ( [l 9] , p. 303 ), el ideal (Y-p(X), Z - q ( X ) ) k [ [x , Y , Z] ] , 
es regular y de dimensión 1. Como
(Y - p(X), Z-q(X) k[[x,Y,Z]] c P, se da la igualdad.
En las hipótesis de la proposición ({x,y} parámetros 
transversales) i^(x) ó ^(y) tienen orden 1.
En efecto si fuera * v(i|/(x)) >1, v(i¡j( y)) >1 y
(ip(z)) = 1, repitiendo la construcción anterior tendríamos:
P = (X - p(Z), Y - q ( Z ) ) k[[x,Y,z]], 
con v(p(Z)) = v(\p(x)) > 1 ,  y v(q(Z)) = v(ÿ(x)) > 1 
Pero F(X,Y,Z) 6 P, o sea
F (X ,Y ,Z ) = (X - p (Z ) )A + (Y - q(Z))B 
y in ( F ) = ZV +----- , in(X - p(Z)) = X, in(Y-q(Z)) = Y
Vcon lo que Z +---- = X A ’ + Y B', que es una contradicción.
Luego es v(i¡j(x )) = 1 ó v(^(y)) = 1. Si
v(ip(x)) = 1, (en el otro caso se hace igual), tenemos que:





z' = 4>(Z’ ) ,
□  y  p  =
X' = X, Y ’ = Y - p ( X ) , Z' = Z - q(X) . Así 
es un sistema de parámetros regulares de 
con lo que si x' = (f) ( X f ) = X, y ? = (j) ( Y ’ ) , 
{x’,y’,z?} es un sistema de coordenadas de
( y ' , z ’ )D .
La ecuación de S respecto a este sistema F' es
F ’CX’jY ’jZ ’) = F (X ’ , Y ’ tp(X'), Z ’ + qCX1 ))
F ' ( 0,0 , Z * ) = F ( 0,0 , Z ’ ) = Z ,V+-----  y {x',y'}
son parámetros transversales de S.
Solo resta pues, comprobar que A{x’,y ’ } A{x ,y }
A {x y} es'ta determinado, por el discriminante de F respecto 
de Z, DZ (F(X,Y,Z)), y A{x,jyl} por Dz ,(F•(X » ,Y • fZ *))
De (1) se deduce Dzf(F 1(X ' ,Y ' ,Z ’ ) = DZ ,(F’(X,Y’ +
+ p(Xf), Z ' + g ( X ’ ) ) = D f ( F ' ( X ' , Y ’ + p ( X ’ ) , Z»).
Como DZ (F) es un polinomio en los coeficientes de F, 
es claro que si DZ (F(X,Y,Z)) = H(X,Y) entonces
Dzr (F(X%Y’+p(X») ,Z» ) = H ( X 1 , Y * + p(X’)).
Luego ^{x* y} se °^‘t^ene a partir de 
por el cambio de coordenadas x ’=x, y f=y-p(x), y ambos son 
isomorfos.
c • q • d •
Nota 2.2.- Dada una curva algebroide plana C, sea 
1 1T(C) = {C^,..^,C }. La transformada cuadrática propia de
1 1 1  1 * 1 1  1 es _ C0 . Llamando C. = C. U E , donde E es el diTTt 2 i i ’ —
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1 * ,  a a
1 - U C*\
Con esta notación el teorema de resolución de curvas al 
gebroides planas, se puede expresar así (c.f. [2 3], See. 4)
"Existe un nQ , tal que para todo n >_ nQ 
contiene únicamente puntos dobles ordinarios".
, n«
Sea 1*(C) = mínimo { n nQ cumple la condición
anterior}.
Es 1(C) < 1*(C) y si C y C son dos curvas planas 
tales que Ce C entonces 1*(C) < 1*(C).
PROPOSICION 2.3,- Sean S y S ? superficies algebroides su
mergidas, T. : S r ----> S, una transformación cuadrática o
monoidal con centro permitido, tal que m(S') = m(S) > 1.
Sean {x,y} parámetros transversales de S., tal que
1*(A ) > 0. Entonces existen parámetros transversales de
{x,y}
S', {x',y '} tal que:
l*(Ar , .,) < l*(Ar ,), si T es una transforma-^ x 5y  j i x  5y  j . j -cion monoidal
y l*(Ar . .-i) < l*(Ar -, ) si T es una transforma-
1 ,y S tX,yí clon cuadrática.
Demostración. - Sean S = Spec(Q), S' = Spec(n') y supon 
gamos que T es una transformación monoidal de S con centro 
una curva permitida C. Sea {x^,y^,z^} un sistema de coor 
denadas cumpliendo las condiciones de la proposición 2.1.
(i-e - A{xlsyi} = ¿{x,y} y .'p = (x1>Zl) D es el ideal de
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c ) . En esta situación los cálculos de la proposición 1.3. de
muestran que existe un único c G K tal que
z T _ 21X1 - c G tt\î ( ideal maximal de □ ’>. y {x ’ ,y * , z f } es
un sistema de coordenadas de S t (xT = X1 , ii H' '—
'
Si Fi es la ecuación de S respecto de {x^ ,yi,Zl^’ la de
S ’ respecto de {X ’ ,y * , z ’} e s
F II/—Ntsi0\>-*«sX -i- F
xvX1
¿(X’ ,Y 1 , X ’ (Z’ - c))
Si V = m( S ) = m (S *), como in(F1 ) = zi +-— -, es
in (F’ ) = _ ’V Z +-----  con lo que {x', y ’} son parámetros trans
versales de S ’.
Ahora bien por 1.15, cap. I
(1) Dz (F1(X1 ,Y1 ,Z1 ) = D (F.(X.,Y,,Z,-o)) =
1 ^1
'V (V ^  1= X (Dz ,(F’(X’ ,Y',X' .(Z'-c) ) =
= x'V (v "1) Dz , (F* (X' ,Y’ ,Z' )
Como Ar i y Af . ,, están definidos respectivamentei- xi >yi-r » y ¿
p°r <DZ (Fl (xl>Yi>Z1 ))red y (Dz ,(F'(X’,Y',Z'))red, hay 
dos posibilidades:
Si
Dz*( F , ) contiene a X ’ como factor, entonces
por (1) A {x1 ,y1 } = A {x',y'} u E ’ siendo E la curva de
ecuac ion X f=0. Y por la nota 2 .2
^ { x - . y } »  ^
y 1}) = 1 * ( A { x . y } ) - '
Si DZ,(F') no contiene a X' como factor entonces
¿ {x',y'} “ A íx1 . y ^ y lí(i{x',y'}) = l S ( 4 {x1)yi} ) =
= 1*(A{x,y})- LueS° en general es
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Supongamos ahora que T es una transformación cuadrática
es decir que S f=Sp, para algún P G 3) (divisor excepcional
de S). Como vimos en la demostración de 3.1, cap. II existe
un sistema de coordenadas {x^,y^,z^} tal que, {x^sY^} son
parámetros transversales de A r , = A <- -, y la direc­t e  »y1 ï ix 5y>
ción correspondiente a P en este sistema de coordenadas es
(1,0,0). En estas circunstancias una ecuación de S'=Sp res
yl Z1pecto de (x' ,y* ,z'}, (xT=x, y'=—  , z ’ = --) es:
X1 X1
F'(Xf,Yf,Zf) = —  F (X’,X’.Yf,X’.Zf)
X1
donde F^ es la ecuación de S respecto de {x^,y^,z^}.
Como in(F^) = Z^ +----, in(F’) = Z +---- , y
m (Sf) = m(S), {xf,y*} son parámetros transversales de S f.
Este sistema cumple la condición l*(Ar . ,,) <{x',y’}
< lA(Aíx,y})-
En efecto por 1.15 cap. II
Dz (F1 )(Xt ,X».Y» ) = X ?V(V_1)Dzf(Ff )(Xf ,Yf ) (2)
Sèa (D (F1 )(Xi ,Yi )) . = H(X. ,Y. ) la ecuación de A r -,1 1 1  red 1 ’ 1 ix^,y^}
Pueden darse dos casos:
Que (1,0) no pertenezca al cono tangente de A r -, ,
i  x-j_ s y J
en este caso como vimos en 3.1, cap. II, ^{x t yt} es lisa y
1Â(i{x',y '}> = 0 <
Que' (1,0) pertenece al cono tangente de '{*, «y-,}
Entonces H(X’,X'.Yf) es la ecuación de la transformada cua­
drática total de Ar -, en la dirección (1,0) (del plano).«■» y ^ i
Por (2), (°z t(F' ) )red es H(Xf,XT.Y’) salvo eventualmente
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el factor X f, luego 
Con lo que
A r . ... c C, donde C G (Ar i ){X T, y } tx1 ,y1>
_  _  i *
< 1*(C) 1  l*(A{x1 ,y1> ) ' 1 = '
- 1 < l*(Ar i )l x,y}
c . q . d .
PROPOSICION 2.4,- Sea S = Spec(D ) una superficie algebroi
de sumergica, k' c Q
y ---------------------------- *  s i + 1
T . „ í + l
un cuerpo de coeficientes de S fijo,
„ Ti> — — — — > S .s .1 s  =  so
donde es una transformación monoidal con centro permitido 
ó cuadrática, para cada i G 3N. Supongamos que para cada i, 
m(S..) = m(S). Entonces existe un nQ , tal que S^ es cuasi_
ordinaria, respecto de y de un sistema transversal de pará_
metros (x
n. n°} de n,
Demostración.- Sea {x,y} un sistema transversal de paráme­
tros de S. Si 1 * ( A £ x j ) = 0, no= 0. Si l*(A^x ^ j ) > 0, 
por la proposición anterior existe un sistema transversal de pa_
rámetros de S {x^,y^}s tal que l*(Ar  ^ -^>) <_ l*(Ar j )
lx ,y x,y
si T. es una transformación monoidal y 1*(A . . ) <1 r 1 1 \lx ,y }
< l*(Ar -, ) si T. es una transformación cuadrática. Cons (x,y} 1  ^ -
' truimos por inducción una sucesión { x ^ y 1} de sistemas trans 
versales de parámetros de S^, tal que si
1* ( A
{x i-1 i-11y  >
) > o 1 * ( A verifica las de
sigualdades anteriores.
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Esta sucesión de sistemas de parámetros verifica que:
Para cada i, con 1*(A . . ) > 0, existe un i' >i
{ x ^ y 1}
tal que 1*(A , ) < 1*(A . . ).
{x1 , y 1 } ( x ^ y 1}
En efecto: Sea Ô(S^), y supongamos que existe i ’,
i < i ? £  i+6(S..), tal que T , : S ^ , -----*■ S_^ f es una
transformación cuadrática es
i*(A . ) < 1*(A ) < — - <
íx ,y } {x ,y }
< 1*(A . . )
{x1 »y1}
Si por el contrario para cada i ’, i £ i f £ i+6(S^), T . f es
una transformación monoidal la sucesión
Ti + <5 ( S . )
Si + 6(Si ) 1 *■
T . „
s — ü ! — * s .1 + 1 i
es de longitud ó(S . ) y por el teorema 1.8, S. N noi i+ o(S ^ )
contiene curvas permitidas, luego Ti + <S(s.) + l es una trans"
formación cuadrática e i* = i+ó(S^)+l.
Como < 1*(A . . ) < ---- £ l*(A^x j) es claro
por lo anterior que existe un nn tal que 1*(A ) = 0n n„{x °,y °}
Nota 2,5.- Como consecuencia de la finitud del árbol A,(S),K
(sección 3) se tiene que n^ -depende sólo de S y de k y 
no de las T . .i
Nota 2.6.- Si en la proposición 2.4. las T_. son siempre trans 
formaciones cuadráticas se obtiene una propiedad demostrada 
por Zariski en ([2 2], prop. 1.2).
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Sección 3 .-
En esta sección, fijado un cuerpo de coeficientes k, 
definimos de manera canónica un subárbol A^CS) de A.T.(S) 
y demostramos que es finito.
Situacion 3.1.- Sea S = Spec(Q) una superficie algebroide 
sumergida, kc 0  un cuerpo de coeficientes de S. Si 
S ’ 6 T(S) es una superficie, k es de manera natural un euer 
po de coeficientes de S ’, así que podemos tomar k como 
cuerpo de coeficientes de todas las superficies de A.T.(S).
Si S es estrictamente cuasiordinaria respecto de k, 
tiene a lo más dos curvas permitidas y C^, Si P_. 6Î)
es el punto del divisor excepcional correspondiente a la direc 
ción tangente a C.., 0 E(S). Entonces
DEFINICION 2.2.- Definimos T^(S) como:
T ( S ) si S no es estrictamente cuasiordinaria, ó si
S es estrictamente cuasiordinaria y no tiene cur 
vas permitidas.
T (S ) - {Sp} Si S es estrictamente cuasiordinaria, tie 
ne una curva permitida C y P G es
el punto correspondiente a C.
T(S) - { S_ ,S } si S es estrictamente cuasiordinaria, 
r 1 r2
tiene dos curvas permitidas y y
p ¿ g 3) es el punto correspondiente a
Ci5 1=1,2,
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Dado este, T^, se construye un árbol de manera análoga 
como se hizo para A.T.(S), es decir
= S, xi = Tk^S ^’ y construido 5 si existe
H G X^ í tal que m(H) > 1 ponemos X^ . = | I T, (H)
1_ 1 HGX*^,m(H) > 1
_ k kTT^  : Xi ------*■ X_. se define de la forma usual. Si
X II {Xk , ^i^iGJ y A - <X i> V i G I ’ J c I , y
xk c 1 x i* si i G J .
es por lo tanto un subarbol de &  . Los pesos los de 
finimos como restricción de a, y 3 a VOí, ) y LO?, ) 
respectivamente. Como no hay confusión posible notaremos a las 
aplicaciones tt^ , a y 3 y a sus restricciones a Æ  ^  de 
la misma forma.
Nota 3.3.- El árbol pesado así construido A^.(S) = ( ^ sajß) 
es un subárbol de A.T.(S), que depende de k, ya que dada 
una superficie S, el que S sea estrictamente depende en 
principio de k. Veamos que A^(S) es finito.
TEOREMA 3.4.- Dada una superficie algebroide sumergida 




Demostración.- Por 1.7., cap. II, basta ver que toda rama de 
A^(S) tiene longitud finita. Supondremos que existe en A,(S) 
una rama infinita y llegaremos a una contradicción.
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En efecto, sea {Sq ,S S . una rama infi­
nita de A,(S), es decir, S. G X., y tt . ( S . ) = S. „ . Entonk i i J í i  í-l —
ces a (S£ ) = m(S^) > 1, para todo i G IN, ya que si existe
-1i G IN con a(S. ) = 1, por construcción ir. .(S. ) = $.o ío r í + l io
Como la multiplicidad no aumenta, es decir si i G I - {o} 
m(S.) <_ m(S^_^), la sucesión de multiplicidades es estaciona­
ria y existe un iQ G IN, tal que si i >_ iQ m(S..) =
= m ( S . ) > 1.
(1) Consideremos entonces {S. , S. S  ^. .i o ’ i0 +l* 5 i* 1>1u — okComo G X.. c X.., por 3.8., cap. II, las S.. pue­
den ser ó bien curvas ó bien superficies. En este caso las S.. 
son superficies, pues si existiera j >_ iQ tal que S. = C^, 
fuera una curva, A^(Sj) = A^CC^), que es finito y no puede 
tener una rama infinita. La sucesión (1) corresponde pues a 
una sucesión de aristas de A^(S)
(Sio,Si0+l)9 (Si0+l5Si0+2)5--- ,(Si ,Si+l)9
Cada arista (S..,S^ + ^) proviene de una transformación T.+^:
si+i S . entre superficies, que es una transformación
cuadrática o monoidal con centro una curva permitida.
Así pues llegamos a una sucesión
T . „
S . --— -- * S .í + l i
T .i +1o + S . ,io 5
infinita y tal que m(S.) = m(S ) > 1, para todo i > i .i o — o
Estamos en las hipótesis de la proposición 2.4 y por lo tanto 
existe un i >_ iQ tal que es cuas iordinar ia respecto de
un sistema transversal de parámetros. Entonces sea
y coni. = min {i >_i 1 — o S ^ es estrictamente cuasiordinaria }
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sideremos S. y X ( S . ). Pueden darse tres casos.
X1 1
i) S¿ tiene dos curvas permitidas, y C2 • Sean P^ ,
P2 los puntos de 3> correspondientes a y C2 respectiva-
ment e .
S(Si ) = »  - {P^,P2), con lo que
T.(S. ) = {S ,S > u T .M_ (S) u T.M.. (S) u { C . ,...,C >1 1 r2 1 • i r
siendo U C^ la sección genérica en .
Luego T (S. ) = T(S, ) - { S ,S_ } = T.Mp (S) U T.M.P (S) uK 11 11 pi p2 Cl C2
Como S . 6 T,(S. ) es una superficie, S. r ST.H.. (S. ) ^ 1^+1 C ^ 1 ^
----- y S^, es una transformación monoidal,y t í 1+i : s í 1+i
como además m(S. ) = m(S. ) por 3.14, cap. I, S.1^ + 1
es estrictamente cuasiordinaria y X(S. „ ) = X(S. ) - 1.
ii+1 xi
ii) S. contiene solo una curva permitida C. Tomamos 
11
un sistema de coordenadas normalizado, de tal forma que la di
rección P, tangente a C sea (1,0,0) y la otra dirección
distinguida P2 sea (0,1,0). Si (X^y^) es el primer par
característico, entonces X^ < 1 > y^ >. 1 y T^(S.. ) =





S T . M . - ( S . ) 
C X1
pertenecer a
S. es una superficie, es claro que
11
ó S. = (S. ) (P„ puede eventual
11+1 11 P2 2
E(S^ ), con lo que necesariamente sería
+ 1 S T .M . (S . )).c h
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Por 3.IM- y 3.15, cap. I, S. es en ambos casos es-
i+1
trictamente cuasiordinaria, y se tiene, respectivamente,
X(S ) = X(S. ) - 1xl+l x!
y X(s. ) = X(s. ) - i + X. < X(S. )
11+1 X1 1 X1
i i i ) S.1 no contiene curvas permitidas. Sea (X^,^)
el primer par característico de S, 0 < X < 1, 0 < < 1
Si  ^ son ^as direcciones distinguidas, por 3.15
caP • I» 2(S) c {( S . )_ , (S. )p }, luego
1 1 1 *2
s í1+i =1 1 1 V >  ' ‘ W
Como m(si1+i ) m(S. ), por 3.15, Cap I) S. . es estric- 1 11 + 1
mente cuasiordina
ria y
X(S. ) = X ( S . ) - 1 + U 6 
1 11 1
X(s ) = X(s. ) - i + X 
1 11 1
En todos los casos llegamos a que S. . es estrictamente cua
11 + 1
siordinaria y que X(S. .) toma uno de los valores
11 + 1
(X(S. ) - 1, X ( S . ) + 1 - X , X(S. ) + 1 - p . } siendo en 
1 X1 11
cualquier caso menor que X(S. ). Como S. es cuasiordi
1 1 11
naria las raices de una cierta ecuación de S. son elementos 
de k[[x1/n , Y1/n]], y ^
1 - X
que
n-a > 1_ 
n — n !
( \  ,P1 ) que es el exponente de un
1 ,U1 5 = (-  ^n * t)n Si X, < 1 i— >
misma forma 1 - y > — M1 - n* con lo
X(s. ) < X(S. ) - i
11+1 n
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Se puede repetir el mismo razonamiento para S. v tenien
+  2 J —
do en cuenta que por ser m(S. ) = m(S. . ) , el primer par
xi ii+1
característico de S. . tiene los mismos denominadores que
11 1
el de S . se deduce
S .i1+ 2
< S . --  i1+i
2
n
Es claro que este proceso se puede continuar, hasta una 
cuasiordinaria (i > i1 ) tal que X(Si) < 1 ,  y por 3.14 y 3.15 
Cap I es m(S.) < m(S. ) = m(S. ), lo que es contradicción. ^-i 11 O
C  • • d  •
Nota 3.5.- Construido A^(S) y comprobado que es finito, res 
ta saber si se pierde información tomando A^(S) en lugar de 
A.T.(S), para lo cual hay que ver que relación existe entre 
A^(S) y A.T.(S) cuando S es cuasiordinaria. Concretamen 
te la situación ideal sería demostrar que:
"Si S y S ’ son superficies cuasiordinarias se verifi 
ca que A.T.(S) ^ A.T.(Sf) si y sólo si Ak (S) =: Ak (S?)".
En el siguiente capítulo veremos que este resultado es 
cierto si S y S ' son irreducibles.
LEMA 3.6.- Si S = Spec(| | ) es una superficie algebroide sumer
g ida, C una curva permitida de S , y P G 3) el punto del 
divisor excepcional correspondiente a la tangente a C , en­
tonces P g E ( S ) .
102
Demostración.- Sea {x,y,z} un sistema de coordenadas de S
adaptado a C, tal que {x,y} son parámetros transversales
de S. La ecuación de S respecto de dicho sistema F es 
pues de la forma
contiene a X como factor. Pueden ocurrir casos:
Que sea H(0,0) i- 0, con lo que S es equisingular a lo 
largo de C , y ya vimos en 3.8. cap I, que Sp no es equi- 
s inguiar.
Que H( X , Y) no sea una unidad, i.e. m(H) = a ^  1. En 
tonces como la dirección correspondiente a P es (0,1,0) 
una ecuación de Sp es
i = i
Entonces DZ (F(X,Y,Z)) = Xa H(X,Y) con a _> v(v-l).
En efecto, si F(X,Y,Z) = ZV + \ A..(X,Y) Z ^ 1
i = 1
entonces
F(X,Y,X.Z) = Xv F(X,Y,Z)
Con lo que
D Z (F(X,Y,X.Z)) = x V(v_1) D Z (F(X,Y,Z))
D(XV F(X,Y,Z)) = (XV )2(V_1) DZ (F(X,Y,Z)) y
DZ (F(X,Y,Z) ) 2v( v-1 )-v( v-1 ) DZ (F(X,Y,Z))
X
y DZ (F(X,Y,Z)) = Xa H(X,Y), donde a > v(v-l) y H no
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I , se tiene
Dz (F1 ) = e z (F)(X1 -Y1 ’X1 ) = (X1-Y1 ).H(X1 .Y1 ,Y1 )
= X^.Y^‘V(V_:L).Ya H(X1 ,Y1 )
Por ser a-v(v-l) + a > 0, Ar -, tiene al menos dos comi » Y^ J
ponentes y como {x^,y^} son parámetros transversales, Sp 
no es equisinguiar, por 1.22.^ cap. I. Luego de cualquier 
modo P 0 E(S ).
Nota 3.7.- Dada una superficie S, se puede obtener un subár 
bol pesado A*(S) de A.T.(S), suprimiendo de A.T.(S) los 
puntos correspondientes a las direcciones tangentes a las cur 
vas permitidas de S. Este árbol es finito e independiente 
del cuerpo de coeficientes de S.
Con más precision definimos T*(S) como
T (S ) , si S no tiene curvas permitidas.
T(S) - {Sp ,. .. ,Sp }, si S tiene curvas permiticas 
1 r
, . . . , y Pj. S es el punto co
rrespondient e a C ^ , 1 <_ i <_ r.
Procediendo como en 3.3, con T*(S) en lugar de T, (S), nos da unK
subárbol A*(S) de A.T.(S). Es claro que dada una superficie 
S, T*(S) c T^(S), con lo que A*(S) es un subárbol de A^CS). 
Por el teorema 3.k . A*(S) es finito.
Nota 3.8.- Se puede considerar otro subárbol Â"(S) de A (S)k





sideran las transformaciones monoidales con centro permitido. 
Si S no tiene curvas permitidas se consideran las transforma 
das cuadráticas. Este es el punto de vista de [l3], por ejem­
plo. En este caso se pierde información respecto de A, (S),K
en el sentido de que existen superficies S y S ’ , tales que 
A(S) - A(S’), A^(S) t A^(S’) y A*(S) f A*(S), como prue
ba el siguiente ejemplo.
EjemP10 3 -9'- Sean D i  = k [[x’Y,Z]] / (z2 + (Y2 + x5)(Y%x7))k[[XjYjZ]]
y □  - k[[x,Y,z]] /
U 2 ' / (Z2 + (Y3+X 5 )(Y3 + X7»k[[x,Y,z]]
y si = Spec(Q  ^ )> S2 = Spec (D2 ) - 
Entonces ACS^) - A(S2 ).
((A(S) se define de la forma usual, a partir de T(S),
donde T(S) = T(S) si S no tiene curvas permitidas, y
T(S) = T.M.c (S) u .... u T.M. (S) , si S tiene curvas per
1 r
mitidas C, ,,.. ,C ).1 r
Se comprueba que el árbol pesado asociado a TCS^) y t’(S2 > es
2
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Veamos que no puede existir un isomorfismo
^ : A*(S^) -----+ A*(S2 ). En efecto. El grafo pesado correspon­
diente a los cuatro primeros niveles de A^CS^) y A*(S2 ) es
2 7 2Z + X (X + Y ) Z2 + x7(x + Y3  *)
Si existiera un isomorfismo teniendo en cuenta que conser
1 1va los pesos sería ^g(S^) = S2 , y ip induciría un isomor-
—  1 —  1fismo entre los árboles de A(S^) y A(S2 ).
1 * 1Ahora bien (resp. tiene una sola curva per
mitida (resp. C^) y la transformación monoidal con cen
2 2tro (resp. C2 ) produce un único punto (resp. S2 )
cuya ecuación es Z2 + X 5 *( X + Y 2 ) (resp. Z2 + X5(X + Y3 ) ) . Es
2 2claro entonces que necesariamente ^ ( S ^ )  = S^. Repitiendo
3 3el razonamiento, encontramos dos superficies y S2 de
ecuaciones Z2 + X 3 (X + Y2 ) Z2 + X3(X + Y3 ) respectivamen
3 3 4te, tal que ^ ( S ^ )  = De la misma forma existen y
S2 de ecuaciones Z2 + X ( X + Y 2 ) y Z2 + X ( X + Y 3 ) tal que
= ^2* Por último los grafos pesados correspondientes
a A(S^) y A(S2 ) son
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que no son isomorfos. Esto prueba que no puede existe el isomor 
fismo ^ .
Para puntos de multiplicidad 2 de superficies algebroi_ 
des, hay una caracterización muy sencilla de cuando la superfi­
cie es estrictamente cuasiordinar ia. Teniendo en cuenta esta ca_ 
racterizacion se puede comprobar de la misma forma que antes 
que A^S.^) 9* A]ç ( S 2 ) •
La caracterización es la siguiente:
"Sea S una superficie con m(S) = 2 ,  y sea
{x,y,z} un sistema de coordenadas de S, tal que la ecuación
ode S respecto de {x,y,z} es F = Z + A^(X ,Y )Z + A2(X , Y ) 
entonces S es estrictamente cuasiordinario si y solo 
(Dz(F))'r d ~ ® es una curva lisa, ó dos curvas lisas que se 
cortan transversalmente".
Este hecho es una consecuencia directa del Teorema 2 de [9 ] .
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CAPITULO IV
Sección 1 . *S
Este capítulo está dedicado a estudiar la relación en­
tre los pares característicos normalizados de una superfice cua 
siordinaria irreducible S, y el árbol A*(S). En esta sec­
ción demostramos (proposición 1.3) que los pares característi 
eos determinan A*(S).
S ituac ion 1.1.- Sea S una superficie irreducible cuasiordina 
ria, respecto de un cuerpo de coeficientes k. Sean r=g(S) y 
{ (^ ¿ »U ¿ ) } 1<: £<r los pares característicos normalizados de S 
(def. 3.7, cap I). En esta situación se verifica que S tie­
ne alguna curva permitida si y solo si X^ >_ 1. Si S tiene
curvas permitidas, > í y S es estrictamente cuasior
dinaria con lo que T*(S) = T^(S).
De 3.9, cap. I, se deduce que para toda superficie S ’ 
de A.T.(S), T*(Sf) = T^(S) con lo que se tiene que A*(S) =
= Ak (S).
Veremos a continuación que los pares característicos ñor 
malizados de S respecto de un cuerpo de coeficientes k, de­
terminan y son determinados por A*(S), con lo que los pares 
característicos son independientes de dicho cuerpo. La demostra 
ción la haremos por inducción en la longitud del árbol A*(S), 
que notaremos 1(S ) (1(S) = 0  si y solo si S es lisa).
En todo lo que sigue supondremos la ecuación de S, ñor
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malizada como en la Sección 3, cap. I y emplearemos las mismas 
notaciones que allí.
Veamos primeramente cuando l(S) = 1.
LEMA 1.2.- Sea S una superficie cuasiordinaria irreducible, 
se verifica entonces:
1(S) = 1 si y solo si g(S) = 1 y el par caracterís_ 
tico normalizado de S, es uno de los siguientes:
(— p- » 0) con m 2 , (1/2,1/2) y (1/3,1/3)
Demostración.- Supongamos que 1(S) = 1.
Si S tiene alguna curva permitida C, sea
T.M.ç(S) = {S^}, como 1(S) = 1, S^ es lisa y g(S^) = 0.
En 3.10, cap. I, teníamos que g(S^) es g(S) 6 g(S) - 1,
luego g (S ^ ) = g(S)-l y g(S) =1. Si S no contiene curvas
permitidas, sea S 3) el punto correspondiente a la direc
ción (1,0,0). S es lisa y entonces g(S ) = g(S)-l y
*1 F1 
g(S) =1. Luego en ambos casos g(S) es 1. Sea
el par característico de S. Distinguiremos tres casos:
a) S tiene curvas permitidas.
Sea C la curva permitida de ideal (x,z ) D ( x 1>d , 
y sea T.M.^(S) = {S^}. El par característico de S^ es 
(X1-l»Vl1 ) salvo que se aplique 3.3 (3), cap. I'y resulte un 
par de enteros. Como S^ es lisa, g(S^) = 0  y 
{CX^-1 )} = {(a,0)}, siendo 1/a = m G IN y m _> 2.
Es decir que (^-1,1^) = (a,0) 5 (X1»l,y1 ) = (0,a).
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Si (X^-l,y^) = (0,a ) , (X^,y^) = (1, 1/m). S tiene una
sola curva permitida, y la dirección (1,0,0) no es tangente 
a dicha curva. Consideremos el punto G í) correspondiente
a (1,0,0). El par característico de S es por 3.9., cap.
, , ! i 1Ij = (X +y -1) = (— , — ), m > 2.1 1  1 1  m m —
De 3.12, cap. I, se deduce que S
F1
laridad de tipo dimensional 1, y por lo tanto
no es una s m g u
G T*(S).
Al ser m > 2, g(SD ) = 1, 
“ F1
te caso 1(S) > 1.
no es lisa, luego en es
Si (X^-1 ,y ^ ) = (l/m,0), entonces (X^y^) =
1= (1 + -j0) es el primer par característico de S. Es claro
que la curva C de ideal (x , 3 ) 0 es la única curva permiti
da. En este caso, el par característico de Sp es (l/m,0),
y aplicando 3.3 (3), cap. I, resulta (m,0) que son enteros
luego g (Sp ) = 0 Y Sp es lisa. Como X.+y. > 1, el rl rl i l
divisor excepcional es irreducible, y al ser Sp lisa, la
F1
sección genérica lo largo del divisor excepcional C es lisag
El punto P2 , corresponde a (0,1,0) que es tangente a C,
luego Sp 0 T*(S). Todo lo anterior nos dice que 
2
T*(S) = ÍCg } U T . M . c (S ) = {Cg ,S1 }, 
y 1(S) es efectivamente 1.
En este caso al ser X^ + y^ —  m(S) = número de rai
ces conjugadas de la ecuación de S. El único monomio caracte 
m + 1
, con lo que el número de raices conjugadasn s t i c o  es X 
es m. Luego
m
m + 1 , 0) determina el árbol A*(S),
cuyo grafo pesado es:
1 10
b) S no tiene curvas permitidas, y el divisor excepcio 
nal es irreducible. Entonces X^ + y^ —  ^ y X^<1, y^<l, con
lo que . 0<X1<1 y 0<y^<l. Consideremos Sp ; el par caracterís
tico de S„ es
t »
(^l’^l) = ^ l ^ l ”1 ’ ^ 1 ^ ’ como Sp es lisa,
g(Sp ) = 0 es decir que se aplica 3.3 (3), cap. I, y1
{ ( X^ ty^-1, ) } = {(ot,0)}, con a = 1/p, p _> 2
Dado que \i± i 0, es (X1 + u1-l,y1 ) = (0,a), con lo que 
Xi+y1 = 1  y y1 = 1/p.
Haciendo lo mismo para Sp , obtenemos:
2
(X^, X^+y^-1) = (1/q , 0) con q 2
luego X^ = 1/q, y X^ + y^ = + 1/p = con p _> 2 y
q >_ 2, es decir que p = 2, q=2 y ( X ± , y ± ) = (1/2,1/2).
Como Sp es regular, la sección genérica en el divi- 
rl
sor excepcional C es lisa y T*(S) = {C }.
§ §
En este caso el monomio característico de una raíz S, 
1 / 2 1 / 2es X .Y que tiene dos conjugados, luego m(S) = 2. El




c) S no tiene curvas permitidas, y el divisor excepcio 
nal de S es reducible.
En este caso, A^+y^ < i , y por lo tanto 0 < A^,
0 < y^. De las fórmulas de 3.9 (iii), cap. I, se deduce 
que el par característico de Sp es (a| ,y^) =
í - A-^-y^
= ( -----— - , í /y1 )
%
= (l/A- ,
Para Sp resulta, (X1 >y1 ) =
1 - A - y. 1 1 ).
Si Pg GtD, es el punto correspondiente a (0,0,1),
*1 u.,el par característico de Sp es (----?------ , ----:------).
p3 1 “ A1 " yl 1 " Ai ~ pl
Como 1(S) = 1, g (Sp ) = g(Sp ) = g (Sp ) = 0.*1 r2 r3
En esta situación siempre es A^ = y^ > 1 , luego por la obser 
vación 3.11, cap. I, en los tres casos (A^,y|) G I x  ]N.
A.
Luego
1 - A. - y. 1 1
U. 1 6 Z,
1 - xi - “i
Por otro lado
1 . *1 n 
~ 1 - “I - y  G ,
A1 A1
con lo que A^ = y^.
1 - x i - u i 1 - 2A G IN y 1 - 2Ai G IN,
= 1 - 2 A 1 , con lo que 3 A± = 1 y ( A ^ y ^  = (1/3,1/3)
Por ultimo si (1/3,1/3) es el par característico de 
S, el divisor excepcional tiene dos componentes irreducibles.
tSi C y C son las secciones genéricas en cada una de las& o
componentes, entonces como Sp y SD son lisas, y cada com
P1 p 2 “
ponente de 3) pasa por uno de los puntos P^ y P2 ,
m(C ) = 1  y m(Cf) = 1. Por lo tanto T*(S) = {c ,C*} y g g g g
M S )  = 1.
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ce es
En este caso el único monomio característico que apare 
1/3 1/3X .Y , con lo que el número de raíces conjugadas es
3 y m(S) = 3(A^+y^) = 3 . ( — ) = 2. El grafo pesado correspon­
diente a A * ( S ) es por lo tanto
í o )
c . q . d
PROPOSICION 1.3.- Sea S una superficie cuasiordinaria irredu 
cible, se puede determinar A*(S) a partir de los pares carac 
terísticos normalizados.
Demostración.- Haremos la demostración por inducción en l(S). 
Si 1(S) = 1 hemos visto en el lema 1.2 que en los tres casos 
posibles, se determina el árbol conociendo el par característi 
co normalizado de S.
Supongamos el enunciado cierto para toda superficie S
con I(S) < n-1 y sea S una superficie tal que 1(S ) = n .
Sean r = g ( s )  y {(Ai ,yi )}l<i<r los pares característicos
normalizados de S • Consideremos cinco casos según que sean:
i) xi > Vi > i
ii) X± > !, P ! < 1
i i i ) X ± < 1, V4 < i y A1+y1 > 1
iv ) A1+y1 = 1
v) A1+y1 < 1
Veamos que en todos los casos se puede construir el árbol a par 
tir de los pares característicos.
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i) Sea S tal que _> jí _> 1 .
S tiene pues dos curvas permitidas, y C^. El divi
sor excepcional es irreducible. Sea C la sección genérica 
en un punto P 6 E(S). En este caso E(S) = 2)- {p1 íP2 >^
y como P^ y P 2 corresponden a las direcciones tangentes a 
C1 y C 2 » es
T*(S) = T.M. (S) U T.M. (S) U {C } = {S1#S9 ,C } ^^ L 2 S 1 ¿ §
Se tiene que l(S^) _< n-1 y 1(S2) n-1 , y por la hipótesis
de inducción, A*(S^) y A*(S2 ) se pueden calcular a partir
de los pares característicos normalizados de S^ y S^ res
pectivamente; estos pares a su vez se calculan a partir de
{ ( )  }1<i<r por las fórmulas de 3.9. (i), cap. I, luego
A*(S^) y A*(S2 ) se determinan a partir de {(X.., vu )}^<¿<r •
Veamos que pasa con la sección genérica C .
t *1 l/tn l/rnSi P ( X , Y , Z ) = n ( Z - X  .Y .H.(X , Y ' )) es una
i = l 1
ecuación normalizada de S, una ecuación normalizada de SDP1
-  t X +y -1 y 1 1 1
es P(X1#Y1 ,Z1 ) = E (Z1 - X 11 Yl Hi(Xl » Xi • Yi )}
En este caso A^+V^-l > 0, con lo que P(0,Y1 ,Z1 > = Z^ ,
y el divisor excepcional en Sp , tiene (x ,z )*D_ ,1 rl 1 1  Pj_
que es primo de 2.12, cap. I, se deduce que C es isomorg -
fa a la sección genérica de SD transversal a . Por
1 1([lo], th. 6.2) la clase de equis inguiaridad de la sección ge 
nérica de Sp transversal a la curva de ideal (x^jZ^vD- 
se puede obtener de los pares característicos de Sp , y por
lo tanto de los pares característicos de S, con lo que estos
pares característicos determinan A (C ).
r g
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Al ser X“ = T*(S) = {S.,S ,C }, el árbol A*(S) se* ë
obtiene uniendo los árboles A*(S.), A*(S0 ) y A (C ). En
1  ¿  V  g
A*(S) solo se introduce un nuevo vértice, S y tres nuevas
aristas (S,S*), (S,S ) y (S,C ). Los pesos en las aris
ë
tas son 3(S,S1 > = 1, ß(S,S2 ) = 1  y ß(S,C ) = 0. Por
ë
último a(S) = m(S) = t, donde t es el número de raíces
X i y i í. 1.
conjugadas de X .Y H^(X m , Y m ) que se puede obtener 
a partir de {(X^ ,y^) >1< .< , por 3.6, cap. I.
ii) Sea S , tal que X^ ^  i y u1 <  1. •
S tiene entonces una curva permitida ci ,  el punto P2
corresponde a la dirección tangente a C^(X i i 1 )  con lo que
sp e
2
T*CS )  .  . El divisor excepcional es irreducible. Sean
la sección genérica en 2) y T.M. (S) =  
L1 ísi }
entonces
T*(S) =  i » Sp^ j  Cg} ô  T * ( S )  = {si> C }  (2 )  g
según que P ± g ZCS) 6 p± e z ( s ) .
Ahora bien, como son los pares
característicos de Sp y Xl+yl_1 > ° > por 3.12, cap .  I ,





. 0 ,  para todo i .  Si esto ocurre como p  tiene por
ideal ( x ±  ,  z 1 )  D  ^ ,  como en el caso i), sp,
-L
es equisingular
a lo largo de 3>p y ?1 G E(S). Por lo tanto se puede deter
minar en que caso de (2) estamos a partir de {  (  X^ 5y £  )  •
Al ser Xi+Pi-í >  o ,  todo lo hecho en i) para deter
minar A (C ) * S vale también en este caso, con lo que A*(S^),
A*(Sd ) y A CC ) se determinan a partir d e ' {(X • >u • )}*r g r 1 ÍVr Hi Jl<i<r
A *(S ) se obtiene uniendo los tres árboles anteriores. Por cons
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trucción 3(S,S ) = 1, B(S,Sp ) = O y 3(S,C ) = 0. El
1 s
peso de S, m(S) es el número de raíces conjugadas de una 
raíz de P(X,Y,Z) que se determina a partir de { ( X , y ^  ^< ,
con lo que tenemos construido el árbol A*(S) a partir de los 
pares característicos de S.
y > 1 •iii) Sea S tal que X^ < 1, y < 1
El divisor excepcional de S es irreducible, y S no
tiene curvas permitidas. El primer par característico de
S? , (X^ + y^-1, ) , verifica que 0 < A^+y^-1 y 0 < y^
con lo que: Sp no es una singularidad de tipo dimensionalr 1
1 y P^ 0 £(S). Para Sp^, se verifica lo mismo, con lo que
T*(S) = {Sp , Sp , C }P1 P 2 §
Por la hipótesis de inducción A*(S0 ) y A*(SP ), dependen derl -2
los pares característicos de S.
p2
y por lo tanto de
{ ( X .,y . ) } . . Como
i  i  l < i < r
X.+y.-l > 0, A_(C_) se obtiene de1 1  ’’ "r g
la misma forma que en i) y la construcción de A*(S) se comple 
ta como en los dos casos anteriores.
iv) Sea S tal que X^+y^ = 1
En este caso S no tiene curvas permitidas, y el divi­
sor excepcional de S, es irreducible, luego T*CS) =
= {Sp , Sp , C } salvo que P. ó P estén en E(S), en cu 
r  ^ ^ 2  g  ± Z
yo caso no aparecen en T*(S).
En estas condiciones P^ G ECS) si y solo si 
regular si y solo si r=g(S) = 1 y y^ = 1/p, con
e s
entero.
En efecto. Sea P(X,Y,Z) una ecuación normalizada de
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S, en este caso al ser X^+y^-1, resulta que
y- 1tP(X1 ,Y1 ,Z1 ) = H (Z - Y 
i=l
1 Hi(X1/m Y 1/m , x / m )) (3)
y {(X^ + u^-l,y ^ )}^<£<r son unos pares característicos de S.
Si , es equis inguiar, X^ + y.. - 1  = 0 para todo ahora
bien si r > 2, ^2+y2 > *1+U1 = 15 lueg° r = 1 » Y C0,y1 ) es el
par característico de con lo que es equisingular a
lo largo de la curva C de ideal ( ^ » Y j ^ D i  (Sp = S p e c ( D 1 )).
Como
0 = X1 = P(0,Y1 ,Z1 ) = n (z ± - y 1 Hi(o,o)) = zx + ---
i = 1
t .y
---+ a Y .1
es una ecuación del divisor excepcional 3D > este no coincide
P1
con la curva C. Así pues G E(S) si y solo si St-, es 
1
regular y esto ocurre si y solo si v(P) = t.y^ = 1, es decir
1 . . .yt = ^ • Para P^ se verifica lo mismo, con lo que se puede
determinar T*(S) a partir de { ( X . . y . ) } „  ^. ^  .i l l  <_i <r
A*(Sp ) y A *(S p ) se pueden construir por la hipóte- 
1 2
sis de inducción. Veamos como se determina A (C ). En este ca
r  g  _
so el primer par característico de P, es por (3) (0,y ),
con y^ < 1. Si consideramos {x^,z^} como parámetros obtene 
mos una ecuación cuyo primer par es (0,1/y^) (3.3 (3), cap.
I), con lo que ( y ^ j Z ^ D ^  es permitido.
Consideremos T.M.c (Sp ) = {s"^}.
Se puede entonces por una serie de transformacion.es mo- 
noidales y aplicaciones de 3.3 (3), cap. I, obtener una superfi 
cié Sh tal que el primer par (0,y’1 ) sea entero. Como 3)p
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tiene por ecuación X =0, el ideal de 3)p no está conteni 
do en el centro de las sucesivas transformaciones monoidales. 
Por la birregularidad de estas transformaciones fuera de su cen 
tro, se comprueba que es isomorfa a la sección genérica de 
transversal a la curva de ideal ( x ^ z ^ D ^  (para verlo se 
consideran las sucesivas ecuaciones del tipo (3) que aparecen). 
Pueden ocurrir dos cosas :
Si r=g(S) = 1, entonces S, es h regular y Cg también
Si r=g(S) >1, entonces A (C ) r g sé puede calcular a
part ir de los pares característicos de S^ como en el caso i),
ahora bien S^ esta en el árbol A* ( Sp ) 
rl y la sucesión de
transformados monoidales se puede determinar a partir de 
luego los pares característicos de se pueden por lo tanto
deducir de {(X± ,y .)}±<i<r.
Así pues A^(Cg) se determina a partir de los pares 
característicos de S, y la construcción de A*(S) se comple 
ta como en los casos anteriores.
v) Sea S tal que A^  ^ < 1.
El divisor excepcional de S, tiene dos componentes
irreducibles D. y D 0 . Sea C1 1 2  g (resp. c2)g la sección ge-
nérica en un punto de 3 ^  n E(S) (resp. 3)2 n 1 (S ) ). Como
S no tiene curvas permitidas, T* (S) = {c1 g u
u {Sp I P i  g E ( S )  , 1 < i  < 3}’.
Veamos que se puede determinar si 
{(Ai )>1<i<r. Se verifica que 
Sp es regular si y solo si g(S)
P ¿ e l(S) 
P1 e E(S )
= r = 1 y
a partir de 
si y solo si
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i-Xl-Pl
j 1/y^) G N xN. En efecto. El primer par caracterîs
tico de S 1 - A -y. 1 1■n cumple que A ’ = -----
P1 1 yl > ° y ni = 77- > 0,
con lo que Sp  ^ no puede ser una singularidad del tipo 1. Así 
pues, G X(S ) si y solo si Sp es regular, y es claro que
esto ocurre, si g(S) = 1  y (X^,p^) son ambos enteros. Para 
^2 y P 3 se obtiene la misma caracterización.
En este caso como A^+y^ 1» una ecuación de Sp
e s
t  1 - X  - y
P(X1 ,Y z ) = . n (z X 1 1
i = l 1
t .y.
yi 1'm 1l 1/
- q  Hi(x1,m ,x/- .y/ ”1 ) )
con lo que P(0>Y^,Z^) = a.Y^ X , y entonces es
el ideal de . Ahora bien, en esta situación {x^,z^} son
parametros transversales de Sp , y los pares característicos1
Sp respecto de {x^,z^,y^} son los que aparecen en la
^  -1formula de 3.9. (iii), cap. I. Asi que A (C ) se deduce der g
los pares característicos de Sp aplicando ([lo], th. 6.2)
y por lo tanto solo depende de {(A.,y.)K .
1 1  l<i<r
A (C‘ ) se procede igual con Spo
Para
En esta situación, A*(S)
se completa como en los otros casos. Como A ^ y ^  < 1» entonces
por 3.6, cap. II, ot(S) = m(S) = t(A^ty^), siendo t el núme-
X. ]A 1. 1
ro de raices conjugadas de X .Y H . ( X / m , Y 1 m ) .
c . q . d .
Observación 1.4.- El cuerpo k no interviene para nada en las 
consideraciones hechas en la proposición anterior, asi mismo en 
( [10] , th. 6.2) se halla la clase de equisingularidad de la see
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ciôn genérica mediante un algoritmo que no depende del cuerpo 
base. Por lo tanto el proceso anterior se puede considerar co 
mo una operación que asocia a cada familia de pares caracterís 
ticos ^  ¿ ) }1<; £ <r> un árbol pesado A*(S), siendo
S cualquier superficie, tal que es el sistema de pares
característicos normalizados de S.
Escribiremos entonces A* ( $ )  = A*(S).
Recordemos por último que existe una condición necesaria y sii 
ficiente para que una familia $  sea la familia de pares ca 




En esta sección demostramos que A‘f(S) determina los 
pares característicos normalizados de S, y como consecuencia 
de ello obtenemos que para superficies cuasiordinarias irredu­
cibles la igualdad de los árboles reducidos (A*(S)) es equi­
valente a la igualdad de los árboles totales.
TEOREMA 2.1.- Sea S una superficie cuasiordinaria irreduci-
ble, y sean { ( A ^ ) } ^ . , (r = g(S)) los pares caracterís
ticos normalizados de S, entonces $  = {(A.,y.)K . esi l  1<i<r
la única familia de pares característicos que verifica 
A*($ ) = A * ( S ) .
Demostración.- La unicidad la obtenemos dando un método explíci 
to para calcular los pares característicos normalizados de S 
a partir de los pares de los elementos de X* = T*(S), con lo 
que se tiene el teorema por inducción en 1(S). La demostra­
ción es de hecho un algoritmo para obtener los pares caracterís 
ticos normalizados de S a partir de A*(S).
Al igual que en 1.3. consideraremos varios casos, con 
la diferencia que ahora se conoce A*(S), y hay que demostrar 
en cada caso que toda la información utilizada para obtener los 
pares característicos depende sólo de A*(S).
Sea S superficie cuasiordinaria irreducible, y sea 
C^i ,y 1 ) el primer par característicos normalizado de S. Vea 
mos primeramente que se determina cual de las cinco condiciones
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de 1.3. cumple S, a partir de A*(S).
En efecto :
(X1 » Pi ) verifica i) si y solo si S tiene dos curvas per 
mitidas y esto ocurre si y solo si existen superficies 
S*,S** e X* = T *(S ) tal que ß(S,S*) = 1 y ß(S,S**) = 1.
( X^ , y^ ) verifica ii) si y solo si S tiene una sola 
curva permitida, es decir, que existe una única superficie 
S* 9 X * , tal que ß(S,S*) = 1.
Si S es tal que X^ + y^ —   ^» X^ < l s < 1, y
Sp y las transformadas cuadráticas de S en las direc
*1 F2 -
ciones distinguidas, se comprueba utilizando los cálculos de
3.9., cap. I , que m (S p ^  ) + m( Sp )O 1 1 ) m (S ) > m(S)
si X +y 1 1 > 1 y m (Sp ) + m 1
( S p  ) 
F 2
= m( S ) si X1+U1 = 1.
Se sigue entonces que :
(Xt , y 1 ) verifica iii) si y solo si el divisor excep
cional de S es irre.ducible , S no tiene curvas permitidas
y existen superficies S*,S** 9 X* = T*(S) tales que 
m(S*) + m(S**) > m(S). (X^5y^) verifica iv) si y solo si
el divisor excepcional de S es irreducible, S no tiene cur 
vas permitidas, y no existen superficies S*,S** 9 X* tales 
que m(S*) + m(S**) > m(S).
Por último (X^sy^) cumple v) si y solo si el divi_
sor excepcional es .reducible y esto ocurre si y solo si exis
ten dos curvas C., C. en T*(S) = X*.1 2  1
Es claro por lo que hemos visto en 1.2 que si 1(S) = 1, 
A*(S) determina el par característico de S. Supongamos el 
enunciado del teorema cierto para toda superficie cuasiordina-
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ría tal que l(S) <_ k-1, y sea S tal que 1(S) - k. Consi 
deramos varios casos.
i) S tiene dos curvas permitidas.
Hemos visto en 1.3, que en esta situación T*(S) 
contiene dos superficies, S* y S** y que g(S*) = g (S * *) =
= g(S) = r. Sean «  V  gi > }1 <i <r y {( y. ,
los pares característicos normalizados de S* y S** que por
la hipótesis de inducción son únicos y se obtienen a partir de 
A*(S*) y A*(S**), es decir a partir de A*(S).
Con las notaciones de 1.3, T*(S) = {S^, S , C } y
los pares característicos normalizados de S„ y son res-1 J 2
pectivamente (véase 3.10, cap. I).
Necesariamente {S^, S2 ) = { S*, S** } es decir que
S1 = S* y S2 = S** ó S1 = S** y S2 = S*
Como 1(SA ) _< k-1 y 1(S**) _< k-1 por la unicidad de los
pares característicos normalizados se tiene:
[a i‘1 ->1i)]1<i<r = y
ó bien
{ ( y . jó.)}.. yi i 1<i<r J (2)
)]1<i<r = {(a . , ß . )}i i l<i<r
Para simplificar notaremos (A) ~ ( A^  s• • • jAr ) j y
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(X) - (1) = ( X £ - 1 Xp-1 ) , etc. Escribiremos (X) >_ (y) 
cuando (X^. .v,Xr ) es mayor o igual que (y 1 , . . . ,yp ) en
el orden lexicográfico.
Teniendo en cuenta como se define la igualdad de pares
característicos, (1) y (2) implican que
{(X)-(l), (y), (X), Cu) - ( i )> = {(a), (8), (y), (6)}
Como {(X . ,y . ) }^<. , son los pares normalizados de S,
(X) (y)» con lo que
( X ) = máx { (a), (3), (y), ( <5 ) } = máx {(a), (y)}
Una vez conocido (X) se puede hallar (y). En efecto, si
(X) = máx {(a), (y)} = (y) se verifica entonces (2) con lo
que [(X-.y.-l)]^.^ = {( y . , 6 .)} , es decir
{(X), (y) - (i)} = {(y), C6)} y Cy) = (<5) + (1)
Si máx {(a), (y)} = (a), entonces (y) = (3) + (1)
Estas fórmulas permiten obtener (X), y (y) a partir de los
pares característicos normalizados de S* y S** que son uni
eos por la hipótesis de inducción; luego los pares caracterís­
ticos normalizados de S son únicos.
ii) S tiene una sola curva permitida.
Sea S* G T*(S), tal que 3(S,S*) = 1 ,  y sean 
{(a .,3 . )}„  ^  ^ , los pares característicos de S*, conocidosi i 1
por la inducción. Pueden ocurrir tres cosas:
a) m(S*) = m(S),
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b) m(S*) < m(S) y el divisor excepcional de S* 
es reducible.
c) m(S*) < m(S) y el divisor excepcional de S*, 
es irreducible.
Si { ( X i , u _. ) } ^ < £<r>, son los pares característicos de 
S, vimos en 3.15, cap. I, que m(S*) = m ( S ) , si y solo si
Xl+yl"1 - 1#
a) En este caso X^+y^-1 >_ 1, con lo que 
{ ( X.^-1 son los pares característicos de (es d£
cir no es necesario aplicar 3.3 (3), cap. I) y r' =g(S^) =
= g (S * ) = g (S ) = r.
Consideremos Sp , los pares característicos de Sp
1
son por la misma razón de antes {(X . + y .-1,y . ) }„ ^   ^ . r i *1 ,Ki l<i£r
Si existe S** G T*(S) por lo visto en 1.3, necesaria
m en te, S** = S p ^ . Sean entonces ^"^i,^i^i<i<p los Pares
característicos normalizados de S**, únicos por hipótesis.
De la unicidad se deduce que
= ' {<Yi.«i>}l£l£r
Como X1+y1-l >_ 1 > y1 ,
( X )  + ( y )  -  ( 1 )  = ( y )  y Cy)  = ( ó )
Despejando
(X) = (y) - (<5) + (1)
Si no existe S** en T*(S), quiere decir que G £ ( S ) con
lo que Sp es equisingular (Sp no puede ser regular, pues 
1 1
en este caso X^+y^-1 > 1), luego por 3.12, cap. I, X^ = 0
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para 1 _< i <_ r .
Como S = S*, por la unicidad, {(X) - Cl), (p)} = 
= {(a), (3)} y al ser en este caso y^ = 0,
(y) = C3) y (X) = (a) + Cl)
b) Supongamos que m(S*) < m(S) yeldivisor excepcional de
S* es reducible. Entonces X1+y1~l < 1, en CX1-l»y1 ) son 
ambos numeros distintos de 0, pues sino se aplicaría 3.3 (3), 
cap. I, y el divisor excepcional de S* sería irreducible.
Así pues X1+y1-l > 0  y y1 > 0 con lo que CX1+y± -1,y1 )
es el primer par característico de Sp^, y aparece en T*(S) 
otra superficie S**. Sean {( Y i 9 ^ i ) <i <r í°s Par,es carac­
terísticos de S**. Como necesariamente S** = Sp , por la
unicidad de los pares característicos normalizados de S** es
Hemos visto que X^-l > entonces X^+y^-1 > y^ , con lo
que (X) + (y) - (1) = (y) y, (y) = ( <$ ) y
CX) = (y) - (ó) + (1).
c) Supongamos que m(S*) < m(S) y el divisor excepcio 
nal de S* es irreducible.
Si esto ocurre, ya hemos indicado en b) que se aplica 
3.3 (3), cap. I, a S* = S^, es decir que
{(X^-l,y^)} = {(c,o)}, con c < 1
Si 1/c no es entero, (l/c,0) es el primer par característi 
co de S* y g (S* ) = g(S). Si 1/c es entero, g(S*) = g ( S ) - l .
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Ahora bien, de 3.15, cap. I se deduce que en este caso
que
m ( S * ) = m ( S1 )
1/c m(S ) m(S* ) *
(A^+y^-1)m(S) = c.m(S), es decir
Si rc(gT) no es entero, entonces (l/c,0) es el pri­
mer par característico normalizado de S. Hay que determinar 
si A^ -1 = 0  6 y^ = 0.
Si A^-l = y^ i 0, y entonces el primer par ca­
racterístico de Sp es (A^+y^-ljy^) = (y1 ,y1 ) con lo que 
P1 0 US)  y Sp  ^ = S** G T * ( S ) . Si i(yi >ôi)}1<i<r son
los pares característicos normalizados de S**, Y t  = 61  = y 1  i 0 .
Esta ultima condición es también necesaria para que
A^-l = 0, pues si A^-l > 0 Y = 0, entonces (A^-1,0)
es el primer par característico de Sp , con lo que ó bien
1
G £(S) ó bien P^ 0 E(S) y el primer par característico 
de S** = Sp G T*(S) verifica que <5^ = y^ = 0.
Así pues el que A^-l = 0 ô y^ = 0 se determina
a partir de A*(S).
Si A^-l = c > 0, (A^y^) = (l + c,0). Si r ^ 2
entonces,
y los pares característicos normalizados de S* = S^ se obtienen 
aplicando 3.3 (3), cap. I, es decir
{(l/c,0)} u { ( ( A .-c ) . 1/c ,  y . ) }  .i i 2 <i<r
Llamemos en este caso ( A )  = ( A 2 , . . . , A  ) ,  ( a ) = Ccx2 , . . . ,a ), etc
127
Por la unicidad de los pares característicos normalizados de 
S * se tiene
— (X) - (1) - (a), y (y) = ($), luego
a > = w  ((a) + (1))
Si y^ = c 5* 0, CX^jy^) = (l,c) , y si r >_ 2
{(^i”l »y¿)>i<i<r = ^(0,c)} u ((X ^ - l ) } 2<i<r y los Pares c£ 
racterísticos de S* son entonces
{(l/c,0)} u {(Xi-l+c) c* ^i"1)^2<i<r
Por la unicidad
- ((y) - (1) + (c)) = (a) y (X) - C D  = (3)
Por lo tanto
(X) = (6) + ( 1 ) y (u) = (a) + Cl) - (”Í£Í 1 )m( S ) m( S )
Si m( S ) m ( S* ) es entero, entonces g(S*) = g(S) - 1.
En este caso se determina si X.-1 = = c, a partir
del árbol de S, en los mismos términos que en el caso ante­
rior. El resto se hace igual, es decir, si
{ (ou , 3^ ) con l°s pares característicos normalizados
de S* (X) = ( X i ) ,  (y0 ,...,y ) = (y ) entonces
(X) = c((a) + (1)), (y) = (0), cuando (X^»y^) =
= (1 +c,0 ) y (y) = c(a) + (1 ) - (c), (X) = (3) + (1 ),
cuando (X^,y^) = (l,c). Con esto se termina la demostración
en el caso ii ) .
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iii) Sea S una superficie sin curvas permitidas, con el 
divisor excepcional irreducible, y tal que existen superficies 
S*,S** S T *(S ) con m(S*) + m(S**) > m(S).
En este caso, X^+y^-1 > 1  y 0 < X^ < 1 y
0 < y1 < 1.
Vimos en 1.3 que T*(S) = {Sp , Sp , C } y que
1 r2 S
g(Sp ) = g (Sp ) = g (S ) . Entonces {Sp , S_ } = {S*, S**}.
*1 2 í P2
Sean {( ct^  , 8i )} í < i<p , y ^i<i<r los Pares caracte-
rísticos de S* y S**, únicos por la hipótesis de inducción.
Como X^ > X^ + y^-1 y * y^ > X^ +y^-l, los pares
característicos normalizados de Sp y Sp son respectivamente
1 2
{(X., X.+p.-l)}llilr y {(»., Xi+U.-l)>llilr
Ahora bien, S* = Sp y S** = Sp , 6 S* = SD y S** = Sp .
1 *2 P2 2
Por la unicidad de los pares característicos normalizados es
(X) = (a) y (y) = (y) 6 bien (X) = (y) y
(y) = (6)
Es decir que {(X), (y)} = {(a), (y)} con lo que
(X) = máx {(a), (y)} y (y) = min {(a), (y)}
iv ) Sea S , una superficie sin curvas permitidas, con di_ 
visor excepcional irreducible, y tal que no existen superficies 
S*, S** e T*(S ) con m (S * ) + m’(S**) > m(S).
En este caso es X1+y1 = 1, 0 < \ ± < 1 y 0 < y± < 1 .
En 1.3 (iv) vimos que P. G £(S) si y solo si Sp es1 r i
regular (i=l,2). Además de la ecuación (3) de*1.3 se dedu­
ce que
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m(Sp ) = li^.m(S) y m(Sp ) = X..m(S)
1 *2
Sean S*,S** G T*(S) superficies (si T*(S) no contiene 
dos superficies tomamos la sección genérica que es entonces re_ 
guiar).
Si m(S*) = m (S * *) 
X^ = y y por lo tanto
es, m(Sp ) = m(Sp ) es decir que 
1 2 
(X1 ,y1 ) = (1/2,1/2).
m ( S * )
Si m(S*) y m(S**) son distintas,
> m(S**) entonces S. = S*
( X u ) - ( MSm(S **) .
" ( m(S) ’ m (S ) ’
supongamos que 
= S * y entonces
Una vez conocido distinguiremos tres casos:
a) 1/X^ no es entero.
Entonces g(Sp^) = g(S*) = g(S).
Sean { ( a_. , 3^ ) } ^ <¿<r » los pares característicos ñor 
matizados de S*. Como X^+y^-1 = 0, los pares característi­
cos de Sp son 
*2
í(Xi* Xi + 1Ji-1)}l<i<r
Se obtienen los pares característicos normalizados aplicando 
3.3 (3), cap. I, es decir {(-^ + X1 ) , + •
Por la unicidad ((X) - (1) + X1( D )  = (a) y
A1
(X) + (y) - (1) = (f3). Despejando se obtiene
(X) = XjOCa) + ( D )  - (D,- (y) = ( 0) + (2 ) - X^Ca) + ( 1 ) )
b) 1/X^ es entero y 1/y^ no es entero. 
Entonces g(Sp ) = g(S**) = g(S), y si
{(Ti > ¿i)}1<i<r son los pares característicos normalizados de
130
S**, se deduce como antes que
( X )  = u 1 ( C y ) + C D )  -  ( 1 ) ,  ( y )  = ( ó )  + ( 2 )  -  y 1 ( ( y )  + ( 1 ) )
c) 1/X^ y l/y1 son ambos enteros.
Entonces X^ = 1/a, y 1 = 1/b, 1/a + 1/b = 1, lu£
go a = b = 2 y
( X 1 , y 1 ) = ( 1 / 2 , 1 / 2 )
En este caso es claro que g(Sp ) = g(Sp ) = g(S) - 1. Como su
1 2ponemos que 1(S) = k > 1, entonces g(S) >_ 2, g(Sp ) =
1
= g( Sp ) >_ 1, con lo que Sp y Sp están en T*(S). Por 
¿ rl r2
lo tanto {Sp , Sp } = {S*, S**}. 
rl r 2
Sean {( a .i » ) }  i < i<r -± 5 ^ ^ i ’V ^ K K r  los Pares caracte­
rísticos normalizados de S* y S** respectivamente.
Los pares característicos de Sp son
{ ( X 1+ V 1- l , V 1 ) } 1<1<p = { ( 0 , 1 / 2 ) }  u ( a . + p . - l . p . ) } ^ . ^
Aplicando 3.3 (3), cap. I, resulta:
{(0,2)} ü { U i + Ui-1, 2Ui + l)}2<i<r
con lo que los pares característicos normalizados de Sp son
1
[(X.+U.-1, 2U . + l)]2lilr
De la misma forma, se obtiene para Sp ,
P2
[(Xi+y.-l, 2X^ + 1)] 2<_i<r
Si notamos (X) = (x2 ,...,xr ) y (y) = Cy2 , ... ,yr ), de
{S p , S p } r 9 *9 = {s*, S**} y de la unicidad de los pares caracte
rísticos normalizados se deduce que
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{ ( X )  + ( y )  -  ( 1 ) ,  2 ( X ) + ( I ) ,  2 ( y  ) + ( 1 ) }  =
= { ( a ) ,  ( 3 ) ,  ( y ) ,  ( 5 ) }
Como (X) _> (y), es
2 ( X )  + (1) = max {(a), ( 3 ) ,  (y)* ( <5 )} = mâx { ( a ) ,  (y)} 
Supongamos que max { ( a ) ,  (y)} = ( a ) ,  entonces
(X) = |c(a) - (D>
Por lo tanto Sp = S* y CX)  + ( y )  - ( 1 )  = ( 3 )  luego
2
( y )  = ( g )  + ( 1 )  -  j ( ( a )  -  C D )
En el caso en que máx { ( a ) ,  (y)} = (y), entonces
( X )  = I  ((Y) - C D )  y  ( u )  = C « )  + C D  -  y  ( ( y )  + ( D )
v) Sea S una superficie sin curvas permitidas, y tal
que el divisor excepcional 3D , es reducible. Si (X^y^) es
el primer par característico normalizado de S, X^+y^ <. i.
Sean Sp , Sp , Sp como siempre. Hemos visto en 1.3 que 
1 2 3
G E(S) si y solo si m(Sp ) = 1. Como suponemos que
i
1(S) = k > 1, de los cálculos de 1.2 se deduce que P^ 0 E(S ) 
para algún i=l,2,3. En T*(S), hay por lo tanto tres ele­
mentos al menos. Podemos tomar, S*, S**, S*** 6 T*(S) corres
pondientes a Sp , Sp , Sp . Si algún i, P. G £(S),
1 2 3 1
Sp 0 T*(S ) , pero correspondiente a Sp aparece la curva
1 i
sección genérica que es en este caso regular y tiene por lo tan 
to la misma multiplicidad de . • Con esta salvedad estos
tres elementos verifican que
{S*, S**, S***} = {SP , Sp , Sp }
1 2 r3
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Para determinar que igualdades se dan entre estas superficies
recordemos que si m(S) = p'.CX^+y^) entonces m(Sp ) = p.X1
1
y m(Sp ) = p.y. , con lo que 
2
m(Sp ) + m (Sp ) = m(S)
1  ^2
Distinguiremos entonces tres casos, según que entre los números
haya uno, dos o tres iguales a m(S).
Todos los números de (3) son iguales a m(S), cuando 
m(S*) = m(S**) = m(S***) y se deduce fácilmente de los cálcu­
los de 1.2 (iii), que esto último ocurre si y solo si
a) Sea S tal que solo uno de los números de (3) es 
igual a m(S) y supongamos que es m(S*) + m(S**), entonces
Se sigue de 1.2 que max {g(S*), g(S**)} = g(S) -1 si y solo
m C S * ) + m C S * * ) , m ( S * ) +m(S***), m(S**) + m(S***) (3)
(X^jy^) = (1/3,1/3) si y solo si 
g(Sp ) = g(Sp ) = g (Sp ) = g(S) - 1
1 2 r 3
(4)
{s*, 3**} = {Sp , Sp }
1 2
i - x1-p1
si los pares (1/X^, --- -^---  ), d / y 1 son ente
ros, lo cual ocurre si y solo si X^ 1_ n *
Consideremos entonces tres casos:
S verifica que máx (g(S*), g(S**)} = g(S) y
m(S*) / m(S*). Supongamos que m(S*) > m(S**), como
k.y1 y m(Sp ) k.X^, necesariamente S* = S
En el primer par característico de S
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1 1(t—  , --- 1----- ) no pueden ser ambos números enteros, ya que
si 1/X^ es entero, entonces 1 ^ 1 Ü1 con
1
a “ \ >A1
g(S*) = g(Sp ) = 
r 2
g( S ) .
Sean {( X i .Uj )>1 <i<r los pares característicos nor­
males de S. Al ser 1 " < T—  , los pares carac
terísticos normalizados de Sp resultan aplicando 3.9 (iii),
*2
cap. I :
U  + * . ) - ! ,  U i + d + X.) - 2)>llilr
Por la unicidad de los pares característicos normalizados se ve 
rifica entonces:
(a) = ((1) + (X)) - (1), ( ß ) = (y ) +
i - y
((l)+(X))-(2)
Por lo tanto À  ^ = ——  y despejando en estas igualdades obtene
i
mos :
(X) = —  ((a) + (1)) - (1)
al
(y) = (ß) + (2) -
1 + ß.
a. ((a) + (1))
a2 ) S verifica que g(S) = max (g(S*), g(S**)}, y 
m(S*) = m(S*^). En este caso X^ = y =^c y 1/X^ no es entero, 
ccn lo que g(Sp ) = g(Sp ) = g(S). --  ”
Sean { ( ou , g.. ) } 1 y { < Y* > « ± ^  los pares
característicos normalizados de S* y S** respectivamente.
Los pares característicos normalizados de Sp y Sp
*1 Y 2
se obtienen utilizando las formulas de 3.9 (iii),cap. I. El 
resultado es respectivamente
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(X. + —  d  + y.) - 2, - d + y . )  - 1)i c i c 1
y + ^  (1 + V ’2 ’ O
Como (X) _> (y) y c < 2*5 se obtienen las siguientes desigual_
dade s
i  ( d ) + ( x ) ) - ( i >  > (u) + —  ( d ) + ( x ) )  - ( 2 )c c
(y) + —  ( ( l )  + (X)) - (2) > (X) + —  ( d )  + (y)) - (2)c — c
i  ( d ) + ( x ) )  - d )  > i  ( d )  + (y>) - d )
Teniendo en cuenta estas desigualdades y la unicidad de los pares 
característicos para S* y S** resulta:
^  ((1) + (X) ) - (1)* = max {(a), (y)}
Si (a) (y), por ejemplo (a) > (y), necesariamente Sp = S*
r 2
con lo que (X) y (y) se calculan mediante las formulas de a^ ) .
que necesariamente (X) = (y) con lo que {(a), (3)} = {(y),(5)}
y son ciertas también las formulas de a^.
aq ) S verifica que max (g(S*), g(S**)} = g(S) - 1.
En este caso X1 = y1 = 1/n. Como g(S) =
= mâx {g(S*), g(S**), g(S*** )} por (4), (S***) = g(S) y n es
mayor que 3.
Si (a) = (y), es claro de las desigualdades anteriores
Sean {(y^,6^)}^<¿<r los pares característicos normaliza 
dos de S * * *.
El primer par característico de Sp3 es (l/n-2, l/n-2).
Las formulas de 3.9 (iii), cap. I, aplicadas a este caso
Por la hipótesis de inducción se tiene entonces que
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í ( r ) , ( « ) }  = ( X )  ( y ) ) ,  2 z l  ( 2 ^ 1  ( y )  + |  ( X ) ) }
Coimo ( X ) >_ ( y ) y n > 3 se verifica
n-1
n C X ) +
1
n Cy) . 11-1 ( \ 1 n (W)
Con lo que :
, X n- 2 (Y) = n (n-in CX) + Ï  (y))
(6) = —  n
(n-i
n (y) + n (X>>
Despejando (X) y (y) obtenemos
CX) = n Á . ((n-1)(y) - (6))
(n-2)((n-1)2-l)
(y) =
2n . ( (n-1 ) ( <5 ) - (Y))
(n-2)((n-1)2-l)
b) Sea S una superficie tal que solo dos de los números 
de (3) son iguales a m(S). Supongamos que m(S) i m (S * * ) +
+ im(s***) es decir que m(S*) i m(S**) = m(S***). Consideramos 
dos casos :
b^) Se verifica que m(S*) > m(S**) = m(S***).
Como m(Sp ) > m(Sp ), necesariamente S* = Sp .
*2 “ 1 2
En este caso se comprueba de la misma forma que en a^ que
g(S*) = g(S). Los pares característicos normalizados de S se
obtienen entonces a partir de los de S* por las formulas dedil
cidas en el caso a*.1
b2 ) Se verifica que m (S* ) < m(S** ) = m(S***).
Luego S* = Sp y {sA A , S * * * } = ÍSp , S }. p2 F 3
En este caso m (S_ ) = p 2 P •xi y m (Sp ) = p(i-X1-y1 ) 3
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con lo que X^ 
tero, ya que si 
mente n > 3,
1 - X^-y^. En estas condiciones
1 n-2
h. = n ’
entonces = n y
y ^ sería mayor que Xi-
1
como
no es en 
necesaria
El primer par característico de Sp es entonces
1 H  2(t—  , D  y el de Sp , (1 , -r— ), con lo que g(SD ) = g(Sp ) =
A1 P 2 A1 P2 3
= g(S).
Sea (a^,ß^) el primer par característico de S** y
el de S***, entonces solo uno de los números ß^ y
es igual a 1, con lo que se determina si S** = Sp 6 bien
2
S*** = SD . Una vez determinado esto, los pares carácteristi- P2
cos de S se obtienen mediante las formulas del caso a^ .
c) Sea S una superficie tal que los tres números de
(3) son iguales a m(S). Por ( ) se verifica entonces que
g(S*) = g(S**) = g (S * * *) = g(S) - 1 y CX1 , y 1 ) = (1/3,1/3),
y g(S) >_ 2. En este caso se deduce de las formulas de 3.9.
(iii), cap. I, que los pares característicos normalizados de
Sp , Sp y Sr, son respectivamente 
1 *2 p3
[(3U.+2, 2U . + X i ) ] 2 l . l r ,
[(2X.+P., 3X.+2)]2lilr, y
[(2Xi + p^, 2U . + X i )]2lilr
Sean ' {(0 4 , ß*) ,<5. ) , í < > Pi ) } i<i<r -l
los pares característicos normalizados de S*, S** y S*** res
pectivamente, que son conocidos a partir de A*(S). Como
{S*, S**, S***} = (Sp , Sp , Sp }, por la hipótesis de induc_
1 P2 P3
cion se verifica, si ponemos (X) = (Xgj.-.jX ), y 
(y ) = (y 2 , ...,yr ) que
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{ ( a ) ,  ( g ) ,  ( y ) ,  (S), ( n ) ,  ( p ) }  = { 2 ( X ) + ( y ) ,  3( X)  + ( 2 ) ,  3 ( y )  + ( 2 ) ,  
, 2 ( y ) + ( X ) ,  2( X)  + ( y ) }
Sea (m) = máx {(a), ( B ) ,  (y), (â), (n), (p)}. Como (X) >_ (y) 
se verifican las siguientes desigualdades
3(A) + (2) > 2(X ) + (y), 3(A) + ( 2 ) > ( A ) + 2 ( y ) y
(5)
3(X ) + (2) > 3(y) + (2)
Por lo tanto (m) = 3(X ) + (2) y
CX) = I ((m) - (2))
Si el máximo (m) es alcanzado por uno solo de los vectores 
(ot), (y ) , (n)s supongamos que (y), entonces necesariamente 
Sp^ = ^** y Por 1° tanto
2 ( A )  + ( y )  = ( 6 ) ,  y  ( u )  = ( .6)  -  2Cy )
Si (m) es igual a dos vectores de (a), (3) y (y) entonces 
(m) = max {(X) + 2(y), 2(A) + (y), 3(y) + (2)} y ccrmo en ( 5 ) 
solo hay una desigualdad no estricta necesariamente
3(A) + (2) = 3(y ) + (2) = (m), y 
( y )  = ( X )  = I ((m) - ( 2 ) )
c • q • d •
Nota 2.2.- Es claro de 1.3 y de 2.1 que dadas dos superficies 
cuasiordinarias irreducibles, S y S ’ se verifica que:
A*(S ) - A *(S 1 ) si y solo si S y S T tienen los mismos 
pares característicos normalizados.
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Veamos ahora como consecuencia de este resultado que pa 
ra superficies cuasiordinarias irreducibles, el conocimiento de 
A*(S) equivale al conocimiento de A.T.(S), es decir se veri­
fica la siguiente proposición:
PROPOSICION 2.3.- Sean S y S ’ superficies cuasiordinarias 
irreducibles, entonces A*(S) = A*(S’) si y sólo si A.T.(S) = 
= A.T.(S’ ) .
Demostración.- Si A*(S) = A*(ST). por 2.2 los pares caracte­
rísticos normalizados de S y S T coinciden. Ahora bien, se pue 
de demostrar de la misma forma que en 1.3 que dada una superfi-
cie S el conjunto = T(S) y los pares característicos ñor
malizados de las superficies de T(S) (que son cuasiordinarias 
irreducibles), dependen sólo de los pares característicos norma 
lizados de S. Por inducción se demuestra que para todo i, 
con 1 i <_ longitud de A.T.(S), se verifica lo mismo para 
(la longitud de A.T.(S) puede ser infinita).
Se tiene entonces que A.T.(S) y A.T.CS') solo depen 
den de los pares característicos normalizados de S y S ’ que 
coinciden y por lo tanto A.T.(S) =; A.T.(Sf).
Veamos ahora que dada una superficie cuasiordinaria irr£ 
ducible S, A*(S) se puede determinar a partir de A.T.(S).
En efecto. Supongamos conocido A.T.(S’). Pueden darse tres ca­
sos :
i) Existen superficies S*,S** 6 X^ = TCs ) tal que 
$ ( S, S * ) = (3(S,S**) = 1. Entonces S tiene dos curvas permiti_
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das, y según vimos en 1.3, i), T(SÍ) contiene cuatro superfi­
cies, dos de las cuales S***, S * * * * verifican que 3(Ëf,S***) = 
= $(S,S****) = 0. Estas superficies corresponden a las transfor 
madias cuadráticas formales de S en las direcciones tangentes a 
las curvas permitidas y por lo tanto X* = T*CS) =
= T ( S ) - { S * * * , S * * * * } .
ii) Existe una única superficie S* 6 T(S) tal que 
3(S , S * ) = 1. En este caso S tiene una sola curva permitida.
Si es el primer par característico normalizado de S,
se tiene que A^ 1 < y^. El primer par característico de 
SP1 es Vi1 ) y el de ¡3p , ( X ± , A1+y1-l ). Según
3.15, cap. I, m(Sp ) = m(S) si y solo si A.^+y^-1+y^ < 1. 
Consideramos entonces dos casos:
a) En T(S) existe una única superficie S** tal que
3(S, S**) = 0 y m(S**) = m(S). Entonces es S** = S_ y
2 .
por lo tanto corresponde a la dirección tangente a la curva per
mitida y T * ( S ) = T ( S ) - {s**}.
b) En T(S), existen dos superficies S** y S*** ta-
les que $(S, S**) = $(S, S * * * ) = 0 y m(S**) = m CS***) = m(S)
Entonces *l+2yl~1 - 1 * Si además *1 +u1 -1 _> 1 entonces
Sp tiene dos curvas permitidas y Sp tiene una curva permi-2 F1
tida. Si Ai+Ui-Í < 1, entonces SP2
tiene una sola curva
permitida y Sp no tiene curvas permitidas. Es claro enton-
1
ces que observando el número dé curvas permitidas se puede deter
minar si S** = S 5 S*** = S , y una vez hecho esto,
_ 2 2 T *(S ) = T(S) - {Sp }.
2
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iii) No existen superficies X* G T(S) tal que ß(S,S*) 
En este caso S no tiene curvas permitidas y
A _ _
= T *(S ) = T(S). Iterando el proceso anterior, se determina
AXC para cada i, con 1 £ i £ 1(S), a partir de A.T.(S) y 
por lo tanto A*(S).
Como consecuencia de lo anterior si A.T.(S) = A.T.(S’) 
entonces A*(S) = A*(S’).
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