Stochastic evolution equations with compensated Poisson noise are considered in the variational approach. Here the Poisson noise is assumed to be time homogeneous with σ-finite intensity measure on a metric space. By using finite element methods and Galerkin approximations, some explicit and implicit discretizations for this equation are presented and their convergence is proved.
Introduction
There exist many results for numerical approximations of stochastic evolution equations driven by both continuous and càdlàg martingales. In particular, for numerical stochastic evolution equations driven by Wiener noise, results exist concerning the rate of convergence (see [11] ), finite difference approximations of linear stochastic partial differential equations (see e.g. [7] and references therein) and numerical approximation of stochastic evolution equations in the semigroup framework (see e.g. [16] and references therein). More recently results concerning explicit schemes for equations with operators not satisfying the linear growth condition have been obtained in [12] as well as [14] .
For stochastic partial differential equations driven by càdlàg martingales in the semigroup framework one should mention e.g. [2, 3, 13, 15] (and references therein). Numerical schemes for linear stochastic integro-differential equations of parabolic type arising in non-linear filtering of jump-diffusion processes have been obtained in [6] .
To the best of our knowledge, numerical schemes for (general) stochastic partial differential equations with Poisson noise/Lévy noise have not yet been considered in the variational setting.
In the article [10] I. Gyöngy and A. Millet studied discretizations of stochastic partial differential equations with Wiener noise in the variational setting. In this paper we will generalize their approach by adding also compensated Poisson noise. More precisely we consider the equation
with respect to a Gelfand triple V ֒→ H ֒→ V * . We assume V to be a reflexive separable real Banach space which is continuously and densely embedded into the Hilbert space H. V * stands for the dual space of V containing H * , the dual of H, as a dense subset. Identifying H with H * , we obtain the dense and continuous embeddings V ֒→ H ֒→ V * . A solution of the equation above is supposed to be a càdlàg H-valued stochastic process u taking values in V almost everywhere and therefore has a V -valued predictable modificationū.
In the above equation W is a cylindrical Wiener process in a Hilbert space U. We denote by N a Poisson random measure, independent of W , which is considered to be time homogeneous with σ-finite intensity measure ν on a metric space E.Ñ is the compensated Poisson random measure corresponding to N. The coefficients A, B and F take values in V * , L 2 (U, H) and H respectively. Here, L 2 (U, H) is the space of Hilbert-Schmidt operators from U to H. In this article, following [10] , we assume hemicontinuity and boundedness of A (cf. (C4) and (C3) below), and monotonicity and coercivity conditions on (A, B, F ) (cf. (C1) and (C2)).
Following [10] , we give explicit and implicit numerical schemes for the above equation. We will consider numerical schemes with respect to equipartitions of the time interval [0, T ] into subintervals [t i−1 , t i ] and the approximated value of u at time t i will be calculated implicitly or explicitly. In the explicit scheme, the operators A, B and F at every time will be replaced with their integral means, taken on the previous time subinterval. Orthogonal projection to a finite dimensional subspace of V with respect to the inner product of H is also essential for this explicit scheme. Similarly, in the implicit scheme, the operators B and F will be replaced with their integral means taken on the preceding time subintervals, but A will be replaced with its integral mean taken on the current time subinterval. The orthogonal projection to finite dimensional subspaces is optional in the implicit method and this will give us two types of implicit schemes.
For the mathematical background on the variational approach to stochastic evolution equations we refer to [17] , [19] , [21] , and [24] . For stochastic partial differential equations driven by Lévy noise or more general Poisson random measures we refer to the books [1] and [23] .
About the Equation
Let V be a reflexive separable Banach space, embedded densely and continuously in a Hilbert space H. Its dual space H * is then densely and continuously embedded in V * . Identifying H with its dual space H * using Riesz' isometry, we obtain the Gelfand triple V ֒→ H ֒→ V * . We denote with , the duality between V and V * and with ( , ) H the inner product in H.
We will be interested in equations of the following type
where u is a càdlàg H-valued process andū is its predictable V -valued modification. Let (Ω, F , F t , P) be a complete probability space such that the filtration F t satisfies the usual conditions, i.e. it is right continuous and F 0 contains all P -null sets.
Let W be an adapted cylindrical Wiener process in a Hilbert space U such that for t > s, W t − W s is independent of F s . Let N be an adapted time homogeneous Poisson random measure on
Here E is a metric space and E is its Borel σ-field. We assume that the intensity measure ν of N is σ-finite on the metric space (E, E) where E is countable union of compact sets, and that N ((s, t] , .) is independent of F s , as for the Wiener process. Finally, letÑ := N − dt ⊗ ν be the compensated Poisson random measure associated with N.
In the next step let us specify the measurability assumptions on the coefficients A, B and F . Using the notation of [18] , let BF be the σ-field of progressively measurable sets on [0, T ] × Ω, i.e.
Let P denote the predictable σ-field, i.e. the σ-field generated by all left continuous and F t -adapted real-valued processes on [0, T ] × Ω. We denote by (L 2 (U, H) , 2 ) the space of Hilbert-Schmidt operators from the Hilbert space U to H. Then we assume that
are measurable. Note that predictability of F is required, since it is integrated with respect to the Poisson random measure. Now we shall make five assumptions on the operators A, B and F and the initial condition ζ. Let p ∈ [2, ∞) and q be its conjugate i.e. 1/p+1/q = 1. Let K 1 ,K 1 and K 2 be non-negative integrable functions on [0, T ] and λ be a positive integrable function on [0, T ]. The following conditions will be needed throughout the paper:
(C1) Monotonicity condition on (A, B, F ): almost surely for all x, y ∈ V and all t ∈ [0, T ],
(C2) Coercivity condition on (A, B, F ): almost surely for all x ∈ V and all t ∈ [0, T ],
(C3) Growth condition on A: there exists α ≥ 1 such that almost surely for all x ∈ V and all t ∈ [0, T ],
(C4) Hemicontinuity of A: almost surely for all x, y, z ∈ V and all t ∈ [0, T ],
The monotonicity condition (C1) can be weakened as follows:
Indeed, let u t be a solution to equation (1) and let γ t := exp − 1
If A, B, and F satisfy (C1') it follows thatĀ,B andF satisfy (C1). If A, B, and F satisfy (C2) and (C3) thenĀ,B andF satisfy (C2) and (C3). If A, B, and F satisfy (C4) and K(t) ≤ Cλ(t), t ∈ [0, T ] for some constant C, thenĀ,B andF satisfy (C4).
Example 2.1 (Stochastic parabolic equations). An example for this set-up is the equation
Here, (W t ) t≥0 is standard one-dimensional Brownian motion, θ ∈ (−1, 1), and f : R → R is Lipschitz continuous. In this case, V = H 1,2 (R) and V ⋆ = H −1,2 (R) (see [22] ).
Proposition 2.2. Condition (C3) together with each of (C1) and (C2) gives respectively the following conditions on (B, F ):
(2)
where
Proof. We get by (C3) that
So using Young inequality we have
Combining these inequalities with (C1) and (C2) yields
Now we are going to define the solution of equation (1) . First we remind the notion of modification of a stochastic process. Definition 2.3. Let z be a stochastic process.z is called a modification of z if for dt ⊗ Palmost all (t, ω) ∈ [0, T ] × Ω,z(t, ω) = z(t, ω).
such that the equation
Remark 2.5. Suppose that z is an adapted càdlàg stochastic process in H that dt ⊗ P-almost everywhere belongs to V . Since V is a Borel subset of H and
The following existence and uniqueness theorems hold (see [5, 8] 
Theorem 2.7. Assuming (C1)-(C6), the solution of (1) in the sense of Definition 2.4 is unique and satisfies for all t ∈ [0, T ],
We will prove Theorem 2.6 by numerical approximations. To prove Theorem 2.7, we use the following theorem of [9] with the constant stopping time τ ≡ T . Theorem 2.8. [9, Theorem 1] Let Λ be an increasing adapted real valued stochastic process with càdlàg trajectories. Assume z and y are respectively V and V * -valued progressively measurable stochastic processes. Suppose that z(t) V , y(t) V * and z(t) V × y(t) V * are locally integrable with respect to dΛ t , i.e. their trajectories are almost surely integrable with respect to dΛ t . Let h(t) be an H-valued locally square integrable càdlàg martingale and τ denote a stopping time. Set D = {(t, ω) ∈ [0, T ] × Ω : t ≤ τ (ω)} and suppose that for all v ∈ V , and dΛ t ⊗ P-almost every (t, ω) ∈ D we have
Then there exists a subset Ω ′ ⊆ Ω with P(Ω ′ ) = 1 and an adapted càdlàg H-valued process likez that is equal to z for dΛ ⊗ P almost all (t, ω) and has the following property instead of (6):
and the following Itô formula for · 2 H holds:
where [h] t is the quadratic variation of h and ∆Λ(s) is the value Λ(s) − Λ(s−). If y(s) / ∈ H, we set y(s) 2 H := ∞. Proof of Theorem 2.7. We first prove the uniqueness of the solution. Let u (1) and u (2) be two solutions for equation (1) with predictable V -valued modificationsū (1) andū (2) respectively.
Let us calculate u
by means of the Itô formula from the previous theorem. For this purpose, we set z(t) =ū
Note that dΛ t ⊗P and dt⊗P are absolutely continuous with respect to each other and therefore dΛ t ⊗ P-a.e. is equivalent to dt ⊗ P-a.e. By (2) we obtain that h is a càdlàg square integrable H-valued martingale. It is obvious that y and z are progressively measurable. From the assumptions of Theorem 2.8, it remains to check the local integrability of
Applying Hölder inequality, we get
So the conditions of Theorem 2.8 with τ = T hold and u (1) −u (2) which is the càdlàg H-valued modification of z satisfies
is a local martingale. The monotonicity condition (C1) gives
Let σ n ↑ ∞ be stopping times such that m t∧σn , t ≥ 0 are martingales. Using Fatou's lemma, we have
and therefore the uniqueness is proved. For demonstrating equation (5) for solution u, we assume now that z =ū, dΛ s = λ(s)ds, y = A s (ū s )λ(s) −1 and
Then (6) and other conditions in Theorem 2.8 with τ = T hold and we get (5) .
Suppose that X is a separable Banach space, ϕ is a positive integrable function on [0, T ] and p ∈ [1, ∞). For simplicity let us denote with L p X (ϕ) the space
Denote with L p X (ϕ, BF) and L p X (ϕ, P), the subspaces of L p X (ϕ) consisting of progressively measurable and predictable, respectively, processes. When ϕ ≡ 1, we use the notations L p X , L p X (BF ) and L p X (P). Denote by G the following Banach space
Let G BF be subspace of G , consisting of progressively measurable processes. G BF is a Banach space too. Note that since for every X-valued adapted stochastic process like z, there exists a sequence of bounded continuous stochastic processes that converges to z in L p X (ϕ), so G BF is dense in L p V (λ, BF). Following [10] , we characterize the solution of equation (1). Definition 2.9. Denote by A, the set consisting of quadruples (ξ, a, b, f ) with the following conditions
Let (ξ, a, b, f ) belong to A and x be the stochastic process as in part (v) of the above definition corresponding to the quadruple (ξ, a, b, f ). For y ∈ G and initial condition ζ, set
The next theorem which is an analogue of [10, Theorem 2.7] characterizes the solution of equation (1) and will be used for the proofs of the approximation theorems.
Theorem 2.10. Assume conditions (C1)-(C5). If for some (ξ, a, b, f ) ∈ A, and every
then the stochastic process x corresponding to (ξ, a, b, f ) as in part (v) of Definition 2.9, has an H-valued càdlàg modification which is a solution of equation (1) with initial condition ζ in the sense of Definition 2.4.
Proof. By Theorem 2.8, x has an adapted càdlàg H-valued modification, so it is sufficient
By choosing ǫ = 0, it follows that
and growth condition (C3) implies that the functions A s (x s + ǫz s ), z s are dominated by an integrable function on [0, T ] × Ω. Hence, by dominated convergence,
Now we are going to discretize space and time and the σ-finite measure ν. Then we will apply these discretizations to the equation (1) and formulate explicit and implicit numerical schemes in the next section.
Discretizations
Let us first introduce our space discretization. Let V 1 ⊆ V 2 ⊆ · · · be an increasing sequence of finite dimensional subspaces of V such that ∞ n=1 V n is dense in V . Consider the orthogonal projection operator Π n from H onto V n . Extend its domain to the space V * such that the operator remains continuous and linear and denote the obtained operator again by Π n . Let B n = {e 1 , e 2 , . . . , e ln } be a basis of V n , orthonormal in H such that B 1 ⊆ B 2 ⊆ · · · . Then Π n has the following form:
∀x ∈ V * Π n x = e 1 , x e 1 + e 2 , x e 2 + · · · + e ln , x e ln Proposition 3.1. The following properties hold for Π n :
. .} be an orthonormal basis of U andΠ l be the orthogonal projection from U to span {g 1 , g 2 , . . . , g l }. Set
To approximate the compensated Poisson random measure, we use assumption (C6), which says there exist an increasing sequence E 1 ⊂ E 2 ⊂ E 3 ⊂ · · · of compact subsets of E, having finite ν-measure, such that ∞ l=1 E l = E. For every l ∈ N, let D l := E l 1 , E l 2 , . . . , E l r l ⊂ E be a partition of E l finer than E 1 , E 2 \ E 1 , . . . , E l \ E l−1 such that for every 1 ≤ j ≤ r l , the diameter of E l j is less than ε l . We suppose that ε l ↓ 0 as l → ∞ for convergence of the numerical schemes.
Concerning time discretization, we divide the time interval [0, T ] into m subintervals of equal length and set δ m = T /m, t i = iδ m , 0 ≤ i ≤ m. Now we wish to use these discretizations of time and the spaces U, H, V, E to present explicit and implicit numerical schemes for equation (1).
The Explicit Numerical Scheme
Let us first formulateÃ m ,B m andF m,l as approximations of operators A, B and F . For all x ∈ V , all ξ ∈ E and all t ∈ (t i−1 , t i ] we set
The explicit discretization scheme is as follows
is a left continuous step function. When n, l and m tend to infinity, the stochastic processes u n m,l may not converge. Let us first introduce the following notation (see [10] ). Now the following convergence theorem for the explicit scheme, analogous to [10, Theorem 2.8], holds. Theorem 3.3. Suppose conditions (C1)-(C6) with p = 2 and 0 < λ ≤ 1. If n, l and m tend to infinity such that
then the sequence of stochastic processes u n m,l converges weakly in L p V (λ) to u, a solution of equation (1) . In addition u n m,l (T ) converges strongly in L 2 (Ω; H) to u(T ).
For D = (0, 1), V = W 1,2 0 (D), H = L 2 (D), Au = ∂ 2 u ∂x 2 , and e n := sin(nπ·), n ∈ N the condition (11) reads as n 3 m → 0.
The Implicit Numerical Schemes
Here we discretize the operators B and F in the same way as in the explicit scheme. But for the operator A we set the value of its discrete approximation A m at time t to the average of A over the subinterval containing t, instead of its preceding subinterval. More precisely,
With respect to the above introduced discretization of time, space U and the measure ν we then define the following scheme u m,l (t 0 ) := ζ,
Adding the projection Π n , we get another implicit scheme:
Equations (12) and (13) have unique solutions u m,l (t i ) and u n,m,l (t i ) respectively, for m sufficiently large. This fact is stated in the next theorem which is similar to [10, Theorem 2.9].
Theorem 3.4. Assume conditions (C1)-(C6) with p ∈ [2, ∞). Then there is an integer m 0 ≥ 1 such that for every m ≥ m 0 and l ≥ 1, equation (12) has a unique solution u m,l (t i ) that is F t i -measurable and E u m,l (t i ) p V < ∞ for each i = 1, 2, . . . , m and l ≥ 1. Similarly there exists an integer m 0 such that for every m ≥ m 0 and n, l ≥ 1, equation (13) has a unique solution u n,m,l (t i ) that is F t i -measurable and E u n,m,l (t i ) p V < ∞ for each i = 0, 1, . . . , m. The convergence theorem for the implicit schemes, which is analogous to [10, Theorem 2.10], is given as follows:
Theorem 3.5. Assume (C1)-(C6) with p ≥ 2. If m and l converge to infinity, then u m,l converges weakly in L p V (λ) to u, the solution of equation (1) and u m,l (T ) converges strongly in L 2 (Ω, H) to u(T ). Similarly, if m, l and n tend to infinity, u n,m,l converges weakly in L p V (λ) to u and u n,m,l (T ) converges strongly in L 2 (Ω, H) to u(T ).
Proof of Results

Convergence of the Explicit Scheme
First we obtain the integral form of equation (10) .
and for t 0 , κ 1 (t 0 ) = κ 2 (t 0 ) = t 0 . Then
We wish to prove boundedness of u n m,l and the integrands of the above equation We will get that (ζ, a ∞ , b ∞ , f ∞ ) belongs to the set A and I y (ζ, a ∞ , b ∞ , f ∞ ) ≤ 0 for all y ∈ G BF . So by Theorem 2.10,ū ∞ will have a modification which is a solution of equation (1) . This will complete the proof. We need the following lemma which states some inequalities between the different norms associated with the spaces of the underlying Gelfand triple.
Proof. The triangle inequality and Cauchy-Schwartz inequality imply that
Proof of Theorem 3.3. The first step asserts the boundedness of u n m,l and also the integrands of equation (14).
Step 1. If 0 < γ < 1 and I γ := {(n, m, l) : α δ m C B (n) ≤ γ}, then the following functions of (n, m, l) are bounded on I γ :
Proof of Step 1. By the definition of the explicit scheme, i.e. equation (10), for 0 ≤ i ≤ m, we have 
and by the Cauchy-Schwartz inequality
The coercivity condition (C2) and the growth condition (C3) with 0 < λ ≤ 1 yield that the right hand side of (15) is less than or equal to
Now define ρ := 1 − αδ m C B (n). Since (n, m, l) ∈ I γ , we have ρ > 0 and
Summing up the above inequality for i = 0, 1, 2, . . . , k, with 0 ≤ k ≤ m + 1, we get
the second term on the left hand side of inequality above, and using induction and the fact that
The sequence C 1 + 
so (iv) is also bounded over I γ . By the definition ofB m and Cauchy-Schwartz inequality we have
Similarly
By using Proposition 2.2, we get sup (n,m,l)∈Iγ
Hence, (iv) and (v) are bounded too, and the proof of Step 1 is completed.
Step 2.
Let (n, m, l) be a sequence from I γ for some γ ∈ (0, 1), such that m, n and l converge to infinity. Then it contains a subsequence, denoted also by (n, m, l), such that (i) u n m,l converges weakly in L p V (λ) to some progressively measurable processū ∞ , (ii) u n m,l (T ) converges weakly in L 2 (Ω; H) to some random variable u T ∞ , (iii) A · u n m,l (·) converges weakly in L 2 V * (λ −1 ) to some progressively measurable process a ∞ , 
and for all z ∈ V , almost surely
Proof of Step 2. The convergences in (i)-(v) can be immediately concluded from Step 1, except the fact thatū ∞ and a ∞ are progressively measurable. Note thatū ∞ (t) and a ∞ (t) are F t+δm -adapted processes for each m ≥ 1, so they are F t -adapted and also B([0, T ]) ⊗ Fmeasurable. Hence they have progressively measurable modifications, that will replace them in the following (see e.g. [20, 2013] ). It remains to prove (vi). Fix N ∈ N. It is sufficient to verify (vi) for z ∈ V N because ∞ N =1 V N is dense in V . Both sides of (17) belong to the Hilbert space L 2 R (λ, BF). Therefore to verify (17) , it is sufficient to prove that the inner products of both sides and any ϕ ∈ L 2 R (λ, BF ) are the same, i.e. ,
Note that the integral form of the explicit scheme (14) yields for z ∈ V N and n ≥ N
Taking the inner products of both sides and ϕ, we get for n ≥ N,
A s u n m,l (s) , z ds λ(t)dt,
and
A s u n m,l (s) , z ds λ(t)dt, Our goal is to identify the limits of J i 's and R i 's. For J 1 , consider the linear operator
. S 1 is bounded, because by Hölder inequality we have that
So, S 1 is continuous with respect to the weak topologies. Thus by (iii), i.e. ,
we obtain that S 1 A · u n m,l (·) ⇀ S 1 (a ∞ ) in L 2 R (λ), therefore
Now for J 2 , take S 2 , the bounded linear operator as follows:
The boundedness of S 2 yields that S 2 is continuous with respect to the weak topologies. Therefore, by using Π nB m · u n m,l (κ 1 (·)) Π l ⇀ b ∞ (in L 2 L 2 (U,H) (BF )), we obtain that
Similarly, let us define the linear operator S 3 as
So S 3 is bounded linear operator and therefore it is continuous with respect to the weak topologies. Since Π nF m,l · u n m,l (κ 1 (·)), * ⇀ f ∞ , we get
Now we wish to prove that the "R i "s tend to zero. Cauchy-Schwartz inequality and the fact 0 < λ ≤ 1 yield
Hence, when (n, m, l) ∈ I γ for 0 < γ < 1, n ≥ N and m → ∞ then R 1 → 0. For R 2 , using Cauchy-Schwartz inequality, we have
ds .
Thus R 2 → 0 when m → ∞, n ≥ N and (n, m, l) ∈ I γ for γ ∈ (0, 1). Finally, the computation for R 3 is as follows:
implies that R 3 → 0, when m → ∞, n ≥ N and (n, m, l) ∈ I γ for γ ∈ (0, 1). Now we have proven that the limit of the right hand side of equation (20) is the right hand side of equation (19) . By the fact that u n m,l ⇀ū ∞ we deduce the similar result for the left hand side, so equation (17) is obtained. It remains to prove (18) . Both sides of this equation belong to the Hilbert space L 2 (Ω; R), so it is sufficient to prove that the inner product of both sides with ψ ∈ L 2 (Ω; R) and z ∈ V N are the same. Thus we wish to verify the following equality
for ψ ∈ L 2 (Ω; R) and z ∈ V N . Fix N ∈ N and z ∈ V N . By equation (14), we get for n ≥ N that Taking the inner products of both sides and ψ, we get for n ≥ N
whereJ
Assume thatS 1 is the linear operator from L q V * (λ 1−q , BF ) to L q (Ω; R), defined bỹ S 1 (g) := T 0 g(s), z ds for all g ∈ L q V * (λ 1−q , BF ).S 1 is bounded, so it is continuous with respect to the weak topologies. This continuity gives that Similarly, the linear operator
This equation for t = T , together with the equation (18), implies that u ∞ (T ) = u T ∞ a.s. By Itô's formula (see Theorem 2.8), we have that
Therefore inequality (22) implies that
Hence by Theorem 2.10, u ∞ must be a solution of equation (1) which is unique. Setting y = u ∞ , we get d = 0 which implies that a subsequence of u n m,l (T ) converges strongly in L 2 (Ω, P; H) to u ∞ (T ). Since there exist a unique limit for any convergent subsequence of u n m,l and u n m,l (T ), and every subsequence of them has a convergent subsequence, all sequences converge. Thus the proof of theorem is complete. (iii) D satisfies the growth condition, i.e. there exists K > 0 such that for every x ∈ V ,
Convergence of the Implicit Schemes
(iv) D is coercive, i.e. there exists constants C 1 > 0 and C 2 ≥ 0 such that
Then for every y ∈ V * , there exists x ∈ V such that D(x) = y and
If there exists a positive constant C 3 such that
then for any y ∈ V * , the equation D(x) = y has a unique solution x ∈ V .
Proof of Theorem 3.4. Let Id : V → V and Id n : V n → V n be the identity maps. It is easy to check that the operators
have the properties (i)-(iv) stated in Proposition 4.2 and satisfy (23) . Using Proposition 4.2, each of equations D(x) = y and D n (x) = y has unique solution. According to (23), D −1 and D −1 n are continuous and hence they are measurable. So the existence of unique F t i -measurable solutions to (12) and (13) follows inductively. We use induction on i to prove that E u n,m,l (t i ) p V < ∞. The proof of E u m,l (t i ) p V < ∞ is the same. According to the previous proposition, we get that 
Step 1. There exist an integer number m 0 and constant L > 0 such that for every m ≥ m 0 and n, l ≥ 1 the value of u n,m,l L ∞ ([0,T ],dt;L 2 (Ω;H)) + u n,m,l
It is evident that there exist some integer m 1 such that for every m ≥ m 1 :
So by taking α i := 
By using induction on i, it is easy to check that E u n,m,l (t i ) 2 H ≤ 2C(1 + 2α 1 )(1 + 2α 2 ) · · · (1 + 2α i−1 ). So E u n,m,l (t i ) Therefore by inequality (27), the boundedness of u n,m,l in L p V (λ) follows. The boundedness of A · u n,m,l (·) in L q V * (λ 1−q ) is obtained from the growth condition (C3). The boundedness of the fourth and the fifth summand in relation (25) can be obtained in the same way as the proof of parts (iv) and (v) of Step 1 in the proof of Theorem 3.3.
Step 2. Let (n, m, l) be a sequence such that m, n and l converge to infinity. Then it contains a subsequence, denoted also by (n, m, l), such that (i) u n,m,l converges weakly in L p V (λ) to some progressively measurable processū ∞ , (ii) u n,m,l (T ) converges weakly in L 2 (Ω; H) to some random variable u T ∞ , (iii) A · u n,m,l (·) converges weakly in L q V * (λ 1−q ) to some progressively measurable process a ∞ , (iv) Π nB m · u n,m,l (κ 1 (·)) Π l converges weakly in L 2 L 2 (U,H) (BF ) to some process b ∞ ,
(v) Π nF m,l · u n,m,l (κ 1 (·)), * converges weakly in L 2 ([0, T ] × Ω × E, P ⊗ E, dt ⊗ P ⊗ ν; H) to some process f ∞ , The limits of J i , i = 1, 2, 3 can be obtained similar to the limits of J i , i = 1, 2, 3 of (20). Now we wish to prove that the "R i "s tend to zero. Hölder inequality yields Therefore inequality (32) implies that
Hence by Theorem 2.10, u ∞ must be a solution of equation (1) which is unique. By setting y = u ∞ one obtains that d = 0. The weak convergence of u n,m,l (T ), combined with the fact that d = 0, implies that a subsequence of u n,m,l (T ) converges strongly in L 2 (Ω, P; H) to u ∞ (T ). Since there exist unique limits for any convergent subsequences of u n,m,l and u n,m,l (T ), and on the other hand each subsequence of these sequences has a convergent subsequence, the whole sequences u n,m,l and u n,m,l (T ) converge. Thus the proof of theorem is complete.
