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oday, the vast majority of the communications on the
Internet are between nodes located in non-transit (i.e.,
stub) networks. Stub networks are primarily composed
of medium and large enterprise customers, universities,
public administrations, content service providers (CSPs), and
small Internet service providers (ISPs). These networks
exploit a widespread practice called multihoming, which con-
sists of using multiple external links to connect to different
transit providers. By increasing their connectivity to the Inter-
net, stub networks potentially can obtain several benefits,
especially in terms of resilience, cost, and traffic performance
[1]. These are described as potential benefits because multi-
homing per se cannot improve any resilience, cost, and traffic
performance. Accordingly, multihomed stub networks require
additional mechanisms to achieve these improvements. In par-
ticular, when an automatic mechanism actively optimizes the
cost and end-to-end performance of the traffic routed among
different links connecting a multihomed stub network to the
Internet, it is referred to as intelligent route control (IRC).
During the last few years, IRC has attracted significant
interest in both the research and the commercial fields. Sever-
al vendors are developing and offering IRC solutions [2–4]
that increasingly are being adopted by multihomed stub net-
works. Most available IRC solutions follow the same princi-
ple, that is, they dynamically shift part of the egress traffic of
a multihomed subscriber from one of its ISPs to another,
using measurement-driven path switching techniques. IRC sys-
tems operate in relatively short timescales — even reaching
switching frequencies on the order of a few seconds — allow-
ing IRC users to balance cost and performance criteria
according to the priority and requirements of their applica-
tions.
Despite these strengths, IRC practices have one major
weakness, that is, they try to achieve a set of local objectives
individually without considering the effects of their decisions
on the performance of the network. Recently, it was discov-
ered that in a competitive environment, IRC systems actually
can cause significant performance degradation rather than
improvement. In [5], the authors show that persistent oscilla-
tions can occur when independent controllers become syn-
chronized due to a considerable overlap in their measurement
time windows. To avoid synchronization issues, the authors
propose randomized IRC strategies and empirically show that
the oscillations disappear after introducing a random compo-
nent in the route control decision.
It is important to note that although randomization offers a
straightforward mechanism to mitigate the oscillations, it can-
not guarantee global stability. This issue raises concerns given
the proliferation of IRC products because as the number of
interfering IRC systems increases, randomization becomes
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Abstract
Multihomed subscribers are increasingly adopting intelligent route control solutions
to optimize the cost and end-to-end performance of the traffic routed among the
different links connecting their networks to the Internet. Until recently, IRC practices
were not considered adverse, but new studies show that in a competitive environ-
ment, they can lead to persistent traffic oscillations, causing significant performance
degradation rather than improvements. To cope with this, randomized IRC tech-
niques were proposed. However, the proliferation of IRC products raises concerns,
given that randomization becomes less effective as the number of interfering IRC
systems increases. In this article, we present a more scalable route control strategy
that can better support the foreseeable spread of IRC solutions. We show that by
blending randomization with adaptive filtering techniques, it is possible to drasti-
cally reduce the interference between competing route controllers, and this can be
achieved without penalizing the end-to-end traffic performance. In addition to the
potential improvements in terms of scalability and performance, the route control
strategy outlined here has various practical advantages. For instance, it does not
require any kind of protocol or coordination between the competing IRC middle-
boxes, and it can be adopted readily today because the only requirement is a soft-
ware upgrade of the available route controllers.
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less effective, and hence, the more likely it is that the oscilla-
tions reappear. In light of this, it is necessary to explore more
scalable route control strategies that can safely support the
foreseeable spread of IRC solutions.
In principle, two research approaches can be taken. On the
one hand, the research community could formally study the
stability properties of IRC practices and provide guidelines on
how to design IRC systems with guaranteed stability. Unfortu-
nately, several challenging stages must be completed properly
before a formal study of stability can be conducted. For
instance, accurate measurements are required to understand
comprehensively the actions of the closed-source IRC systems
deployed today (e.g., [2–4]) and thereby, model the stochastic
distribution of path switches in a competitive IRC environ-
ment. Only after characterizing the distribution of path
switches, is it possible to formally study the stability aspects of
competitive IRC.
In the absence of such characterization, the practical alter-
native is to find ways to drastically reduce the potential inter-
ference between competing route controllers without
penalizing the end-to-end traffic performance. This is precise-
ly the challenge addressed in this work. This article makes the
following contributions:
• We show that although randomization offers a straightfor-
ward way to mitigate the oscillations, it leads to a large
number of unnecessary path switches.
• We report some of our recent results on the development of
strategies blending randomization with a lightweight and
more “sociable” route-control algorithm. The term sociable
route control (SRC) refers here to a route control strategy
that explicitly considers the potential implications of its
decisions in the performance of the network and can adap-
tively restrain its intrinsic selfishness depending on the net-
work conditions.
• We show that a simple enhancement to randomized IRC
systems, such as endowing them with an SRC
algorithm supported by adaptive filtering
techniques, is enough to drastically reduce
the number of path switches, and most impor-
tantly, this can be accomplished without
penalizing the end-to-end traffic perfor-
mance. Extensive simulations show that with
SRC, it is possible to reduce the overall num-
ber of path switches between approximately
40 to 80 percent on average (depending on
the load on the network) and still obtain bet-
ter end-to-end traffic performance than with
randomized IRC techniques in a competitive
environment.
The rest of the article is structured as follows.
First, we present the basics of IRC. Then, we
overview the most relevant related work. Next,
we analyze some general aspects of different
IRC strategies and describe the SRC approach
together with some of our main results. We con-
clude with directions for future research in the
area of IRC.
The Basics of IRC
A typical IRC scenario with two different con-
figurations is shown in Fig. 1. The IRC box at
the top of Fig. 1 is connected by a span port off
a router or switch so although the egress traffic
is controlled by the box, it is never forwarded
through it. The IRC box in the multihomed net-
work at the bottom of Fig. 1 is placed along the
data path so traffic always is forwarded through it. Typically,
the former configuration offers a more scalable solution than
the latter, in the sense that it is able to control and optimize a
larger number of traffic flows.
Conceptually, an IRC system is composed of the following
three modules (Fig. 1):
• Monitoring and measurement module (MMM)
• Route control module (RCM)
• Reporting and viewer module (RVM)
The existing IRC systems can control a moderately large
number of flows1 toward a set of target destination networks.
These target destinations can be configured manually or dis-
covered by means of passive measurements performed by the
MMM. By using passive measurements, the MMM can rank
the destinations according to the amount of traffic sourced
from the local network and subsequently optimize the perfor-
mance for the traffic toward the D destinations at the top of
the rank. The MMM also uses passive measurements to moni-
tor the target flows in real time and analyze packet losses,
latency, and retransmissions, among others, as indicators of
conformance or degradation of the expected traffic perfor-
mance. To assist the RCM in the dynamic selection of the
best egress link to reach each target destination, the MMM
probes all the candidate paths using both Internet Control
Message Protocol (ICMP) and Transmission Control Protocol
(TCP) probes.
The set of active and passive measurements collected by
the MMM enables IRC systems to concurrently assess the
quality of the active and the alternative paths toward the tar-
get destinations. The role of the RCM is to dynamically
n Figure 1. The IRC model. IRC systems are composed of three modules: the
monitoring and measurement module (MMM), the route control module
(RCM), and a reporting and viewer module (RVM).
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1 Typically this is on the order of several hundreds and even thousands,
using a configuration like the one shown at the top of Fig. 1 with several
border routers.
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choose the best egress link for each target flow, depending on
the outcome of these measurements. More specifically, the
RCM is capable of taking rapid routing decisions for the tar-
get flows, often avoiding the effects of issues such as distant
link/node failures2 or performance degradation due to conges-
tion.3
The third module of an IRC system, namely the RVM, typ-
ically supports a broad set of reporting options and provides
online information about the average latency, jitter, band-
width utilization, and packet loss experienced through the dif-
ferent providers, summaries of traffic usage, associated costs
for each provider, and so on.
Overall, IRC offers an incremental approach, complement-
ing some of the key deficiencies of the Interior Gateway Pro-
tocol/Border Gateway Protocol (IGP/BGP)-based route
control model. It is worth emphasizing that the set of candi-
date routes to be probed by IRC boxes usually is determined
by IGP/BGP; so conversely to overlay networks [8], IRC boxes
never circumvent IGP/BGP routing protocols. The effective-
ness of multihoming in combination with IRC is confirmed
not only by studies like [8], but also by the increased trend in
the deployment of these solutions.
In this article we deal with the algorithmic aspects of
IRC systems so hereafter we focus our attention on the
RCM in Fig. 1 — the functionality of the MMM and RVM
modules essentially is orthogonal to the proposals made in
this work.
Related Work
In [9], the authors simultaneously optimize the cost and per-
formance for multihomed stub networks, by introducing a
series of new IRC algorithms. The contributions of that work
are fundamentally theoretical. For instance, the authors show
that an intelligent route controller can improve its own per-
formance without adversely affecting other controllers in a
competitive environment, but the conclusions are drawn at
traffic equilibria (traffic equilibrium is defined by the authors
as a state in which no traffic can improve its latency by unilat-
erally changing its link assignment). However, after examining
and modeling the key features of conventional IRC systems, it
becomes clear that they do not seek this type of traffic equi-
libria. Indeed, more recent studies, such as [5], show that in
practice, the performance penalties can be large, especially
when the network utilization increases.
In light of this, and considering the current deployment
trend of IRC solutions, it becomes necessary to explore alter-
native IRC strategies. These new route control strategies
should always improve the performance and reliability of the
target flows, or at least, they should drastically reduce the
potential implications associated with frequent traffic reloca-
tions, such as persistent oscillations causing packet losses and
increased packet delays [5].
Although most commercially available IRC solutions do not
reveal in depth the technical details of their internal operation
and route control decisions, the behavior of one particular
controller is described in detail in [10]. That work also pro-
vides measurements that evaluate the effectiveness of differ-
ent design decisions and load balancing algorithms. Akella et
al. also provided rather detailed descriptions and experimental
evaluations of multihoming in combination with IRC tools, as
in [1, 8, 11]. These research publications, along with the docu-
mentation provided by vendors, allowed us to capture and
model the key features of conventional IRC techniques. A
similar approach was followed by the authors in [5]. For sim-
plicity, and as in [5, 8, 10], we consider traffic performance as
the only criteria to be optimized for the target flows.4
The General IRC Network Model
The general IRC network model is composed of a multi-
homed stub network S, a route controller C, the transit
domains, and a set of target destinations {d} with cardinality
|d| = D to be optimized by C. The source domain S has a set
of egress links {e}, with |e| = E. For the sake of simplicity,
we keep the notation in the granularity of destinations (d),
but the model easily can be extended to consider various flows
per target d.
To dynamically decide the best egress link for each target
destination d, the MMM in C probes all the candidate paths
through the egress links e of S. Then, the collected measure-
ments are processed and abstracted into a performance func-
tion Pe(d,t) at time t, associated with the quality perceived for
each of the available paths toward the target destinations d.
Let N(d) denote the number of available paths to reach d.
Because N(d) usually represents the number of candidate
paths in the forwarding information base (FIB) of the BGP
border routers of S, N(d) ≤ E ∀ d.
We assume that the better the end-to-end traffic perfor-
mance perceived by C for a target destination d through
egress link e, the lower the value of the performance function
Pe(d,t).
In this framework, IRC strategies can be taxonomized into
two categories, namely, reactive route control (RRC) and
proactive route control (PRC). RRC practices switch a target
flow from one egress link to another only when a maximum
tolerable threshold (MTT) is met. The MTTs are application-
specific and typically represent the maximum acceptable pack-
et loss, the maximum tolerated packet delay, and so on, for a
given application. Beyond any of these bounds, the perfor-
mance perceived by the users of the application becomes
unacceptable.
PRC strategies, on the other hand, switch traffic before any
of the MTTs are met and in turn, can be taxonomized into
two categories: those that can be called fully proactive (FP),
and those that follow a controlled proactivity (CP) approach.
FP IRC practices always switch to the best path. Therefore,
the dynamic optimization problem addressed by a FP route
controller is to:
Find the min{Pe(d,t)} ∀ d, t and enforce the redirection of the
corresponding traffic to the egress link found.
The alternative offered by CP is to keep the proactivity, but
switch traffic as soon as the performance becomes degraded
to some extent, typically represented by a relocation threshold
(Rth). The dynamic optimization problem addressed by CP-
based strategies can be formulated as follows.
Let ebest denote the egress link utilized to reach d at time t,
and let e′ be such that Pe′(d,t) = min{Pe(d,t)} for destination d at
time t.5 A CP-based route controller would switch traffic to d
from ebest to e′ whenever Pebest
(d,t) – Pe′(d,t) ≥ Rth, with Rth > 0.2 The timescale required by IRC systems to detect and react to a distant
link/node failure is very small compared to that of the general IGP/BGP
routing system [2–4, 6].
3 This cannot be automatically detected and avoided with BGP [7].
4 Cost reductions are typically accomplished by aggregating traffic toward
non-target destinations over the cheapest ISPs.
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After extensive evaluations and analysis, we confirmed that
PRC performs much better than RRC. The reason for this is
that proactive approaches can anticipate network congestion
situations, which in the reactive case, typically demands sever-
al traffic relocations when congestion already was reached. In
addition, we found that in a competitive environment, CP-
based route control strategies can outperform the FP ones.
Therefore, our SRC algorithm (outlined in the following sec-
tion) is supported by a CP-based route control strategy.
Sociable Route Control
In the SRC strategy that we conceive, each controller remains
independent so the SRC boxes do not require any kind of
coordination with one another — just as conventional IRC
systems operate today. Moreover, our SRC strategy does not
introduce changes in the way measurements are conducted
and reported by conventional IRC systems, so both the MMM
and the RVM in Fig. 1 remain unmodified. Our SRC strategy
introduces changes only on the algorithmic aspects of the
RCM.
High-Level Description of the SRC Strategy
For simplicity in the exposition, we focus on the optimization
of a single application, namely, voice over IP (VoIP), and we
describe the overall SRC process for the round-trip time
(RTT) performance metric. For a comprehensive and formal
analysis, the reader is referred to [12].
Our goal is that a controller C becomes capable of adap-
tively adjusting its proactivity, depending on the RTT condi-
tions for each target destination d. To be precise, a sociable
controller analyzes the evolution of the RTT, that is,
{RTTe(d,t)}, and depending on its dynamics, the controller can
restrain its traffic reassignments adaptively (i.e., its proactivi-
ty). To this end, the RCM processes the RTT samples gath-
ered from the MMM using two filters in cascade (Fig. 2). The
first filter corresponds to the median RTT, Me(d,t), which is
constantly computed through a sliding window. This approach
is used widely in practice because the median represents a
good estimator of the delay that the users’ applications cur-
rently are experiencing in the network. These medians are
precisely the input to the second filter, where the social
nature of the route control algorithm covers two different
facets:
• CP
• SRC
Controlled Proactivity
On the one hand, the proactivity of box C is controlled to
avoid minor changes in the medians triggering traffic reloca-
tions at S. This prevents interfering too often with other route
controllers. For this reason, our sociable controllers filter the
medians.
The second filter in Fig. 2 works like an analog-to-digital
(A/D) converter, with quantization step ∆, and its output is
one of the levels of the converter Qe(d,t). The right-hand side
of Fig. 2 illustrates how the instantaneous samples of RTT are
filtered to obtain the median Me(d,t), and then, the latter is fil-
tered to obtain Qe(d,t).
As described earlier, IRC systems compare the quality of
the active and alternative paths by means of a performance
function Pe(d,t), which as shown in Fig. 2, is fed by Qe(d,t). The
controller C would switch traffic toward d only when the vari-
ations of Qe(d,t) cause that Pebest
(d,t) - Pe(d,t) ≥ Rth. A more detailed
description of the route selection process is shown in Algo-
rithm 1. For simplicity, only the stationary operation of the
algorithm is summarized. The randomized nature of Algo-
rithm 1 is discussed later. The timer in Step 8 is also intro-
duced later.
For the RCM described here, we simply used the outcome
of the digital conversion as the performance function Pe(d,t),
that is, the number of quantization steps in the quantification
level Qe(d,t). Similarly, Rth represents the difference in the
number of quantization steps that Pe(d,t) must reach to trigger
a path switch.
Overall, the advantage of this filtering technique is that it
produces the desired effect (i.e., controlled proactivity)
because it prevents minor changes in the medians from trig-
gering unnecessary traffic relocations at S.
Socialized Route Control
The second facet of the social behavior of the algorithm
relates to the dynamics of the median RTTs; more precisely,
n Figure 2. Filtering process and interaction between the monitoring and measurement module (MMM) and the route control module
(RCM) of a sociable route controller. The Randomized SRC Algorithm within the RCM is outlined in Algorithm 1.
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5 We notice that with CP, ebest might be different from e′.
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with how rapid the variations are in the median values that
are typically computed by IRC systems using a sliding window.
The motivation for this is that when the median values start to
show rather quick variations, the algorithm must react so as to
avoid a large number of traffic reassignments in a short
timescale. Such RTT dynamics typically occur when several
route controllers compete for the same resources, leading to
situations where their traffic reassignments interfere with each
other. To cope with this problem, we turn the second filter in
Fig. 2 into an adaptive filter. This filter is endowed with an
adaptive quantization step ∆(d,t) for each target destination d
that is automatically adjusted by the algorithm according to
the evolution of the median RTTs. If the RTT conditions are
smooth, the quantization step is small, and more proactivity is
allowed by the controller C. However, if the RTT conditions
could lead to instability, the quantization step ∆(d,t) automati-
cally increases, so the number of changes in the values of
Qe(d,t) is diminished or even stopped until the network condi-
tions become smooth again. This has the effect of desynchro-
nizing only the competing route controllers. Therefore, the
filtering technique outlined here allows a controller C to
“sociably” decide whether to switch traffic to an alternative
egress link or not, in the sense that the degree of proactivity
of C is constantly adjusted by the adaptive nature of the sec-
ond filter.
For the sake of simplicity, we focused here on the optimiza-
tion of a single performance metric (the RTT), but the con-
cept of SRC is general and can be extended to consider other
metrics, such as available bandwidth, packet losses, and jitter.
When multiple metrics are used, two straightforward
approaches can be followed.
On the one hand, a combination of two or more metrics
can be used in the same performance function Pe(d,t). For
instance, [12] introduces a more general performance function
based on a non-linear combination of the quantification level
Qe(d,t) and the available bandwidth (AB) in the egress links of
the source network. This, in turn, can be extended to consider
the AB along the entire path to a target destination d, using
available bandwidth estimation techniques like the one
described in [5]. With this approach, the weights of the differ-
ent metrics combined in Pe(d,t) can be tuned on an application
basis, for example, to prioritize the role of the AB over the
RTTs (or vice versa) depending on the application type.
On the other hand, multiple performance functions Pe(d,t)
can be used (e.g., one for each metric), and the selection of
the best path for each target destination can be performed by
sequentially comparing the performance functions Pe(d,t) and
tie-breaking similarly to the BGP tie-breaking rules [7]. With
this approach, the order in which the performance functions
are compared can be tuned on an application basis. For exam-
ple, a controller might select the path with the maximum AB,
and if there is more than one path with the same AB, choose
the one with the lowest RTT.
In either case, adaptive filtering techniques are required to
prevent rapid variations in the performance metrics consid-
ered.
Randomization
Randomization is present in Algorithm 1 in two different
ways: implicitly and explicitly. On the one hand, the route
control decisions in Algorithm 1 are inherently stochastic for a
number of reasons, for example, due to its adaptive features
along time, the fact that different controllers might have con-
figured different thresholds Rth, and others. On the other
hand, we explicitly use a hysteresis switching timer TH that we
introduced in a previous work [13] and that guarantees a ran-
dom hysteresis period after each traffic relocation. More pre-
cisely, traffic toward a given destination d cannot be relocated
until the random and decreasing timer TH = 0. A similar
approach was used in [5] for one of the randomized algo-
rithms presented there.
Performance Evaluation
The performance of our SRC strategy is compared against
that obtained with:
• Randomized IRC
• Default IGP/BGP routing
Evaluation Methodology and Simulation Set Up
The simulation tests were performed using the event-driven
simulator J-Sim [14]. All the functionalities of the route con-
trollers were developed on top of the IGP/BGP implementa-
tions available in this platform.
Network Topology — The network topology was built using
the Boston University Representative Internet Topology
gEnerator (BRITE) [15]. The topology was generated using
the Waxman model with (α, β) set to (0.15, 0.2) [16], and it
was composed of 100 domains with a ratio of domains to
inter-domain links of 1:3. This simulated network aims at
representing a set of ISPs that can provide connectivity and
reachability to customers operating stub networks. We
assume that all ISPs operate points of presence (PoPs)
through which the stub networks are connected. We consid-
ered 12 uniformly distributed stub networks across the
domain-level topology as the traffic sources toward the set
of target destinations. These source networks are connected
to the routers located at the PoPs of three different ISPs.
We considered triple-homed stub networks given that signif-
icant performance improvements are not expected from
higher degrees of multihoming [1]. For the stub networks
containing target destinations, we considered 25 uniformly
distributed destinations across the domain-level topology.
This offers an emulation of 12 × 25 = 300 IRC flows com-
peting for the same network resources during the simulation
run time.
Furthermore, given that IRC solutions operate in short
timescales, we assumed that the domain-level topology
remains invariant during the simulation run time.
n Algorithm 1. Randomized SRC algorithm.
Input: d – A target destination of network S
{e} – Set of egress links of network S
Pe
(d,t) – Performance function to reach d through e at time t
Output: ebest – The best egress link to reach target destination d
1:  Wait for changes in P
(d,t)
ebest
2:  if P
(d,t)
ebest – Pe
(d,t) < Rth ∀e ≠ ebest then go to Step 1
3:  /* Egress link selection process for d */
4:     Choose e′ as Pe′
(d,t) = min{Pe
(d,t)}
5:     Estimate the performance after switching the traffic
6:     if P
(d,t)
ebest – Pe′
(d,t)
Estimate ≥ Rth then
7:         Wait until TH =0 /* Hysteresis Switching Timer */
8:         Switch traffic toward d from ebest to e′
9:       ebest ← e′
10:      P
(d,t)
ebest ← Pe′
(d,t)
11:   end if
12:  /* End of egress link selection process for d */
13:  Go to Step 1
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Simulation Scenarios — We run the same simulations sepa-
rately using three different scenarios:
• Default IGP/BGP routing, where BGP routers choose their
best routes based on the shortest AS-path
• BGP combined with the SRC strategy at the 12 source
domains
• BGP combined with randomized IRC systems at the 12
source domains
For a more comprehensive comparison between the differ-
ent route control strategies, we performed the simulations for
three different network loads. We considered the following
load factors (L):
• L = 0.450, low load corresponding to an average occupancy
of 45 percent of the egress links capacity
• L = 0.675, medium load corresponding to an average occu-
pancy of 67.5 percent of the egress links capacity
• L = 0.900, high load corresponding to an average occupan-
cy of 90 percent of the egress links capacity
Simulation Conditions — The simulation tests were conducted
using traffic aggregates sent from the source domains to each
target destination d. These traffic aggregates were composed
of a variable number of multiplexed Pareto flows as a way to
generate the traffic demands, as well as to control the network
load during the tests. The flow arrivals were modeled accord-
ing to a Poisson process and were independently and uniform-
ly distributed during the simulation run time. This approach
aims at generating sufficient traffic variability to support the
assessment of the different route control strategies.
In addition, we used the following method to generate traf-
fic demands for the remaining Internet traffic, usually referred
to as background traffic. We started by randomly picking four
nodes in the network. The first one chosen acts as the origin
(O) node, and the remaining three nodes act as destinations
(D) of the background traffic. We assigned one Pareto flow
for each O-D pair. This process continues until all the nodes
are assigned with three outgoing flows (including those in the
multihomed stub domains and those in the ISPs). All back-
ground connections were active during the simulation run
time.
Furthermore, the frequency and size of the probes sent by
the route controllers were correlated with the outbound traffic
being controlled, just as conventional route controllers do
today [2–4].
Finally, we assume that the route controllers have pre-
established performance bounds (i.e., the MTTs) for the traf-
fic under control. For instance, the recommendation G.114 of
the International Telecommunication Union-Telecommunica-
tion Standardization Sector-(ITU-T) suggests a one-way-delay
(OWD) bound of 150 milliseconds to maintain a high quality
VoIP communication over the Internet. Thus, for VoIP traf-
fic, the maximum RTT tolerated was chosen as twice this
OWD bound, that is, 300 ms.
Objectives of the Performance Evaluation
Our evaluations have two main objectives.
Assess the Number of Path Switches — The first objective of
the simulation study is to demonstrate that the sociable nature
of our SRC strategy contributes to drastically reducing the
potential interference between competing route controllers.
To this end, we compared the number of path switches that
occurred during the simulation run time for the 300 compet-
ing IRC flows for the SRC and randomized IRC scenarios.
The number of path switches is obtained by adding the num-
ber of route changes that are required to meet the desired
RTT bound for each target destination d.
It is worth emphasizing that in both the randomized IRC
and SRC strategies, the route controllers operate indepen-
dently and compete for the same network resources. This
allows us to evaluate the overall impact on the traffic caused
by the interference between several standalone route con-
n Figure 3. Number of path switches (top) and <RTTs> (bottom) for L = 0.450 (left), L = 0.675 (center), and L = 0.900 (right).
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trollers running at different stub domains. Thus, when analyz-
ing the results for the different route control strategies, it is
important to keep in mind that we take into account all the
competing route controllers present in the network.
To contrast the number of path switches under fair condi-
tions, we made the following decisions. First, both the ran-
domized IRC and SRC controllers are endowed with the
same (explicit) randomization technique [5, 13]. This approach
avoids the appearance of persistent oscillations that might
lead to a large number of path switches in the case of conven-
tional IRC [5]. Second, both types of controllers follow a con-
trolled proactivity approach. We have conducted the
simulations modeling the same triggering condition Rth for
both of them. The main difference is that in the SRC case,
the social adaptability of the controllers can result in the trig-
ger being reached more often, or less often, depending on the
variability of the RTTs on the network.
End-to-End Traffic Performance — The second objective of the
simulation study is to demonstrate that the drastic reduction
in the number of path switches obtained with our SRC strate-
gy can be achieved without penalizing the end-to-end traffic
performance. To this end, we compared the RTTs obtained
for the 300 flows in the three different scenarios, namely,
default IGP/BGP, SRC, and randomized IRC.
Main Results
The top of Fig. 3 illustrates the total number of path switches
performed by both the randomized IRC and SRC strategies,
in all the stub networks, and for the three different load fac-
tors: L = 0.450 (left), L = 0.675 (center), and L = 0.900
(right). The number of path switches is contrasted for differ-
ent triggering conditions, that is, for different values of the
threshold Rth (shown on a logarithmic scale).
Several conclusions can be drawn from the results shown in
Fig. 3. In the first place, the results confirm that SRC drasti-
cally reduces the number of path switches compared to a ran-
domized IRC technique.6 An important result is that the
reductions are significant for all the load factors assessed. For
instance, when compared with randomized IRC, our SRC
strategy contributes to reductions of up to:
• 77 percent for Rth = 1 and 71 percent for Rth = 2 when L =
0.450
• 75 percent for Rth = 1 and 74 percent for Rth = 2 when L =
0.675
• 34 percent for Rth = 1 and 36 percent for Rth = 2 when L =
0.900
The second observation is that the reductions in the num-
ber of path switches offered by the SRC strategy become
more and more evident as the proactivity of the controllers
increases, that is, for low values of Rth, which is precisely the
region where IRC solutions operate today. It is worth recall-
ing that these results were obtained when both route control
strategies were complemented by the same randomized deci-
sions. This confirms that in a competitive environment, SRC
is much more effective than pure randomization in reducing
the potential interference between route controllers.
On the other hand, our results show that when the route
control strategies become less proactive, that is, for higher val-
ues of Rth, randomized IRC and SRC tend to behave compar-
atively the same so SRC does not introduce any benefit over a
randomized IRC technique.
To assess the effectiveness of SRC, it is mandatory to con-
firm that the reductions obtained in the number of path
switches are not excessive, resulting in a negative impact on
the end-to-end traffic performance. To this end, we first ana-
lyze the performance of randomized IRC and our SRC “glob-
ally,” that is, by averaging the RTTs obtained by “all”
competing route controllers. This is shown at the bottom of
Fig. 3 and in Fig. 4. The end-to-end performance obtained by
“each” route controller individually, is shown in Fig. 5.
The bottom of Fig. 3 reveals that as expected, both SRC
and randomized IRC perform much better than IGP/BGP for
all values of L and Rth, and the improvements in the achieved
performance become more evident as the network utilization
increases. In particular, SRC is capable of improving the
〈RTTs〉7 by more than 40 percent for L = 0.675 and by more
than 35 percent for L = 0.900 when compared with IGP/BGP.
Moreover, the 〈RTTs〉 obtained by SRC and IRC are compar-
atively the same and particularly for L = 0.675, SRC not only
drastically reduces the number of path switches, but also
improves the end-to-end performance for almost all the trigger-
ing conditions assessed. It is worth emphasizing that a low value
of Rth together with a load factor of L = 0.675 reasonably reflect
the conditions in which IRC currently operates in the Internet.
Our results also reveal an important aspect: by allowing
more path switches, some route controllers can improve
slightly their end-to-end performance, but such actions have
no major effect on the overall 〈RTTs〉. Indeed, a certain num-
ber of path switches is always required, and this number of
path switches is what actually ensures the average perfor-
mance observed in the RTTs at the bottom of the Fig. 3 (this
becomes clear as the proactivity decreases).
By analyzing Fig. 3 as a whole, it becomes evident that the
n Figure 4. Complementary cumulative distribution function (CCDF) of the RTTs for the 300 competing IRC flows, for Rth = 1, and 
for L = 0.450 (left), L = 0.675 (center), and L = 0.900 (right).
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obtained by all competing route controllers in the network.
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selection of the best triggering condition actually depends on
the load present in the network. For this particular case, the
best trade-offs are Rth = 30 for L = 0.450, Rth = 10 for L =
0.675, and Rth = 7 for L = 0.900, which is a reasonable pro-
gression to lower values of Rth because the route controllers
require less proactivity when the network utilization is low.
The corollary is that the triggering condition should be adap-
tively adjusted as well, depending on the amount of traffic
carried through the egress links of the domain. We plan to
investigate this in the future.
Figure 4 compares the distribution of the RTTs obtained by
IGP/BGP, SRC, and randomized IRC for the 300 competing
IRC flows, for the three different load factors assessed, and
for Rth = 1, which as mentioned above is in the range of oper-
ation of the IRC solutions presently deployed in the Internet.
To facilitate the interpretation of the results, we use the com-
plementary cumulative distribution function (CCDF).
An important observation is that under high egress link uti-
lization, that is, L = 0.900, there is a fraction of 〈RTTs〉 for
which the bound of 300 ms is exceeded in the case of
IGP/BGP; whereas both SRC and the randomized IRC fulfill
the targeted bound.
To complete the analysis, Fig. 5 provides a more granular
picture than Fig. 4 because it shows the CCDFs of the RTTs
obtained by each of the 12 competing route controllers. The
figure shows the results for the three studied scenarios and for
all the load factors assessed when Rth = 1. Our results show
that the targeted bound of 300 ms is satisfied by both SRC
and randomized IRC in all cases and for all controllers.
IGP/BGP, however, shows a distribution of large delays given
that the shortest AS-paths are not necessarily the best per-
forming paths. Figure 5 also shows that when considering
boxes individually, randomized IRC achieves slightly better
end-to-end performance for some of them but at the price of
a much larger number of path switches:
• ≈ 435 percent larger for L = 0.450
• ≈ 400 percent larger for L = 0.675
• ≈ 80 percent larger for L = 0.900 when Rth = 1.
Conclusion
In this article, we examined the strengths and weaknesses of
randomized IRC techniques in a competitive environment.
We proposed a way to blend randomization with a sociable
route control (SRC) strategy, where by sociable, we mean a
route control strategy that explicitly considers the potential
n Figure 5. CCDFs for IGP/BGP routing (top), SRC (center), and randomized IRC (bottom), for L = 0.450 (left), L = 0.675 (center),
and L = 0.900 (right).
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implications of its decisions in the performance of the net-
work and with the ability to adaptively restrain its intrinsic
selfishness depending on the network conditions. We have
shown that in a competitive scenario, our SRC strategy is
capable of drastically reducing the potential interference
between controllers without penalizing the end-to-end traffic
performance. This makes SRC more scalable and promising
than pure randomization, given the proliferation of IRC sys-
tems in the Internet.
SRC strategies, like the one described in this article, also
have a number of practical advantages; for example, they do
not require any kind of coordination between the competing
IRC boxes; and they can be supported by a lightweight soft-
ware implementation based on well-known filtering tech-
niques, with no additional requirements to be adopted other
than a software upgrade of existing IRC systems.
Among the open issues in the area, the most important
is the lack of a stochastic model characterizing the distri-
bution of path switches in a competitive environment.
Studies like [5] have shown that randomized techniques
are effective in desynchronizing some route controllers
when their measurement windows are sufficiently over-
lapped; however, they cannot guarantee stability. Only
after characterizing the distribution of path switches will it
be possible to formally study the local and global stability
aspects of competitive IRC. Furthermore, the proposals
and results described here apply to the optimization of
VoIP traffic, but the conception of blending randomization
with an SRC strategy is general in scope so our work can
be extended to control other kinds of traffic flows concur-
rently,  as well  as consider other performance metrics
besides the RTT.
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