New perspectives on learning, inference, and control in brains and machines by Merel, Joshua Scott
New perspectives on learning, inference, and
control in brains and machines
Joshua Scott Merel
Submitted in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
under the Executive Committee







New perspectives on learning, inference, and
control in brains and machines
Joshua Scott Merel
The work presented in this thesis provides new perspectives and approaches for problems
that arise in the analysis of neural data. Particular emphasis is placed on parameter fitting
and automated analysis problems that would arise naturally in closed-loop experiments. Part
one focuses on two brain-computer interface problems. First, we provide a framework for
understanding co-adaptation, the setting in which decoder updating and user learning occur
simultaneously. We also provide a new perspective on intention-based parameter fitting and
tools to extend this approach to higher dimensional decoders. Part two focuses on event
inference, which refers to the decomposition of observed timeseries data into interpretable
events. We present application of event inference methods on voltage-clamp recordings
as well as calcium imaging, and describe extensions to allow for combining data across
modalities or trials.
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In neuroscience, we study the brains of biological agents who interact with their environments.
An organism receives stimulation of their sensory apparatus, the nervous system performs
computations, and muscles are coordinated to produce structured output through actuators
that engage with the environment. Interactions with the environment inherently occur in
“closed-loop”, meaning the organism’s behavior affects the environment, in turn affecting the
sensory signals they receive. Indeed, we even understand organisms to have internal models
to predict the sensory consequences of their actions.
In order for the field to study complex, naturalistic behavior, neuroscience experiments
are increasingly coming to reflect the closed-loop cycle of perception and action that
characterizes real-world settings. A key approach to studying closed-loop neural systems is
through experimentation consisting of acquisition of signals from the brain, online signal
processing, and experimental perturbations including changes to the sensory environment
in ways that reflect the information acquired from behavior and decoded neural activity.
Closed-loop experiments allow for rich investigation of neural activity during learning (e.g.
while the organism learns to control the actuators, via the decodable neural activity), as well
as affording an opportunity to observe the brain while it performs naturalistic behaviors.
A specific class of closed-loop experiments consists of mammals, usually primates, from
whom we record activity in motor and premotor cortical brain regions for the purpose of
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decoding and controlling an effector, such as a cursor on a computer screen or a virtual
or robotic arm. Such basic research in animals has already begun to forge a path towards
clinical motor neuroprosthetics which may help provide opportunities for individuals with
impaired mobility to control useful effectors directly through intentional modulation of
their neural activity. Both from a rehabilitation engineering perspective and from a basic
science standpoint, we wish to efficiently and optimally leverage neural interfacing abilities
towards the goals of the experimental or engineering setting. To this end, we are compelled
to understand closed-loop learning both from the perspective of the user and from the
perspective of the machine (or algorithm).
Another setting for closed-loop experiments arises when we, the scientists, wish to interact
directly with the neural activity or wish to rapidly extract information. Such experiments
require automated and robust inference from the observed data to infer relationships between
the multiple recorded neurons or between neurons and inputs or outputs with respect to
the focal circuit. Concretely, making sense of neural activity during the experiment arises
through in vivo mapping where the functional and physiological properties of the system,
such as connectivity, are probed through targeted stimulation and model-based inference.
The work presented in this thesis is intended to provide new perspectives and approaches
for problems that arise in the analysis of neural data, with an emphasis on parameter fitting
and automated analysis problems that would arise naturally in closed-loop experiments.
This thesis is divided into two parts. In part one, we focus on brain-computer interfaces
(BCI). In part two, we focus on event inference, which refers to the decomposition of observed
timeseries data into interpretable events.
The remainder of this introductory chapter proceeds by first providing some brief, high-
level background and then providing a conceptual overview of the efforts pursued in the two
parts of the thesis.
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1.2 Preliminaries: the roles of theory, statistics, and compu-
tation in neuroscience
In technical disciplines such as science, statistics, or engineering, theory usually refers to the
set of research that is mathematical and focused on the formalization of objects of interest
in the field. Because mathematical tools are often hard to apply when considering the full
complexity of real problems, theory often simplifies objects of interest in order for the math
to be tractable. That said, this tendency towards simplification is not just a deficiency.
Research approaches that rely on simplifications, at their best, enable the ability to look
at complex problems, see through the details, and focus on the most relevant features. In
practice, conducting theoretical research is about examining apparently complex settings
and finding ways of formalizing the relevant components of those settings.
Conceptually, theory consists of taking an apparently complicated word problem, thinking
about it for a while, formalizing it in terms of some formal language that we know how to
work with (e.g. math), and examining the formalization for useful properties that are now
more clear than before formalization. Oftentimes the “analysis” of the formal statement of
the problem leads to new insights as well as useful consequences.
Computation comes into the practice of theoretical research in multiple ways. A first use
arises when the formalized object is too hard to comprehend by inspection. Theorists from
different backgrounds have different attitudes towards formal objects remaining too “messy”.
On one extreme, some theorists will continue to simplify problems until they are analytically
tractable, even if it sacrifices much of the realism of the reduced object of study. On the
other extreme, theorists will take the formalized object and translate the formalization
into computer code in order to run simulations and explore the properties of that system.
The former approach is often considered more rigorous, because there is a cleanliness in
scrubbing a problem into something directly accessible with elegant mathematical tools (and
sometimes an impressiveness if the mathematical tools are advanced). However, the latter
approach can often provide straightforward insights that are more realistic, albeit sometimes
hard to immediately conceptualize. In practice, much of theory makes use of some amount
of formal inspection alongside simulations, which may provide a more complete (or at least
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concrete) picture.
The use of computation also arises when formal models of a given object of interest have
been developed and these tools are set to be applied to understand real systems. With a
model in hand, we can use computation to perform inference, prediction, and control. That
is, the parameters of a model may be fit to a specific real system and inspected. The model
of that system can predict the future states of that system. And the consequences of inputs
to the system can be predicted, such that the inputs could be designed in order to control
the system.
For our purposes, statistics is the science of statements that can be made based on data.
Needless to say, when fitting models to data, there is a heavy reliance on statistical tools –
well-established tools have guarantees provided by their accompanying theory. Broadly, it is
within the purview of statistics and machine learning to describe the kinds of models that
can explain different types of structure (or patterns) in data and to develop the tools to fit
such models to data acquired from real systems.
When describing models, a popular framework is Bayesian statistics (in a broad sense), the
spirit of which permeates this text as well as much other contemporary research in statistical
machine learning and applications. In this way of formulating models, all descriptions of
objects of interest are probabilistic and the model states relationships between probability
distributions of different parts of the system.
For even a basic overview of the parts of this thesis, it will be useful to make reference




p(A|B) ∝ p(B|A)p(A) (1.2)
At a high level, this statement essentially describes the probabilistic relationship between
two objects of interest, A and B. Specifically, the statement describes the basic calculation
for how to compute the probability of one of these given knowledge of the other. We require
some knowledge of the probability of A generally (i.e. p(A)) as well as some knowledge
of the probability of B, given knowledge about A (i.e. p(B|A)). We can then invert the
relationship and compute probability of A given some knowledge about B (i.e. p(A|B)).
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Since we know that p(A|B) is a probability distribution (and therefore sums to 1), if we
can compute it up to proportionality, we can in principle omit p(B) and compute it as the
normalization factor. A and B can each be made into multiple variables (e.g. each as a
vector of variables) without immediate conceptual difficulty.
This is much clearer by making A and B concrete in a way that is somewhat widespread
in statistics. A tends to be some underlying latent variable or parameter of interest in the
application and B tends to be the observed data. So we have:
p(parameters|observations)︸ ︷︷ ︸
posterior





This ends up being very natural for data analysis, because the prior term states our
beliefs about the parameter of interest before looking at the data and the likelihood term
formalizes how we think the data arises based on the unknown parameters of interest. The
computation of the probability distribution over parameters of interest from observations is
referred to as posterior inference.
As a simple psychological example, consider interacting with a person you know and
observing them making some overt behavior. For example, perhaps you observe this person
laughing. You presumably already know how often they tend to laugh (i.e. the prior) as
well as how likely some set of factors are to make them laugh (i.e. the likelihood). As the
simplest form of computation, you could (hypothetically) exhaustively enumerate in your
mind all of the causes that might make them laugh and compute the posterior distribution –
in this case the probability of each explanation of the laughing. Depending on how much
you know about this person (implicitly captured here by the richness of the prior model
and the likelihood model), you will get different levels of certainty about what causes the
observed behavior.1.
By applying this basic paradigm to real problems, we can make surprising progress. We
are now prepared to conceptually examine the topics of this thesis.
1For concreteness, richer models allow for additional context to be taken into account. For example, the
prior can be made more informative in this sort of situation by including dependence on recent history (e.g.
if there is known structure that the person is more likely to laugh today if they laughed the previous day).
Similarly the likelihood can be made to capture more richness if the observation is not simply that the person
is laughing, but also includes, for example, the setting.
CHAPTER 1. INTRODUCTION 6
1.3 Thesis overview
In part one, we examine brain-computer interfaces. A focal problem relates to the design of
a decoder, which can be thought of as a function which translates neural activity into the
control of an effector, such as a cursor on a screen. A Bayesian formulation of this problem
might specify a prior distribution over cursor trajectories and a model corresponding to
how the user’s intention relates to neural activity. The decoder implemented would be the
result of the Bayesian computation that takes the observed neural activity and infers the
intended cursor trajectory. Decoders may be variously parameterized and often not explicitly
Bayesian. However, while not always specified in a way that cleanly differentiates between
them, the decoder will usually have parameters conceptually corresponding to both the prior
and likelihood. In general, the parameters of the decoder may not be known and may be
changed over time by an algorithm that “learns” them.
The work presented in part one considers two problems. First, in chapter 2 we examine a
setting in which we expect co-adaptation – by this we mean a setting in which the parameters
of the decoder are being updated by an algorithm at the same time as the user is learning.
User learning is modeled as changes in the underlying relationship between the neural activity
and user intention regarding the effector. We first formalize and describe what will happen
if decoder parameters are updated optimally and if the user also learns. For a certain class
of decoders, and under assumptions on the way the user learns, the prospect of finding an
encoder-decoder pair that work together well turns out to be good. Moreover, it turns out
that the co-adaptation dynamics can be circumvented altogether and, at least for a simple
BCI-like task, people can learn to control fixed decoders that have been precomputed to
anticipate where co-adaptation would have led.
In chapter 3, we take a different perspective and consider a setting where, ignoring user
learning, we want to rapidly learn a decoder for a high-dimensional system (i.e. a full arm is
higher dimensional insofar as each joint angle is an independent degree of freedom, whereas
a cursor on a computer screen is low dimensional). To tackle this problem, we re-interpret
recent ideas about parameter fitting of a decoder for a cursor task, which make use of a
model of the user’s goal-directed intention. We observe and flesh out a relationship between
this approach and imitation learning, a well-established framework in machine learning.
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From this new perspective, it becomes more clear how to train decoders for high dimensional
tasks by leveraging optimal control tools combined with online learning.
In part two, we consider the problem of automatically analyzing and annotating timeseries
of neural activity. Again, the problem can be seen in a Bayesian formulation. For the
simplest setting, we observe a timeseries from a single neuron (either from electrophysiology
or calcium imaging). The timeseries can be meaningfully interpreted by decomposing it
into events – post-synaptic currents, post-synaptic potentials, spikes, or bursts, depending
on the setting. The underlying parameters of interest are the times of events (as well as
other parameters), and we can use models which describe how the noisy timeseries that we
observe arise in relation to the underlying events. By placing a prior over the number of
events we expect to see, we can infer the number and times of events that “explain” an
observed timeseries.
More specifically, in chapter 4, we focus on finding post-synaptic currents in noisy
voltage-clamp data. Compared to other methods for detecting events in these timeseries, our
approach performs favorably. We then extend the single trace model such that we can combine
voltage-clamp data with calcium imaging in order to perform “mapping experiments”. By
looking at these multiple data sources across multiple neurons, we provide tools that can
help to “map” the functional synaptic strengths between neurons.
In chapter 5, we provide a separate extension of the single-trace event inference methods
for the calcium imaging setting. The chapter describes and applies event detection ideas
for the purpose of pooling information from multiple trials of stereotyped behavior and
neural activity. Appropriately leveraging multiple trials worth of data allows for decreases
in posterior uncertainty for parameters of interest.
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Perspectives on learning in
brain-computer interfaces





The work presented in this chapter was previously published in PLoS Computational Biology,
and was co-authored with Donald M. Pianto, John P. Cunningham, and Liam Paninski.
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Abstract
Neuroprosthetic brain-computer interfaces are systems that decode neural activity into
useful control signals for effectors, such as a cursor on a computer screen. It has long been
recognized that both the user and decoding system can adapt to increase the accuracy of
the end effector. Co-adaptation is the process whereby a user learns to control the system
in conjunction with the decoder adapting to learn the user’s neural patterns. We provide a
mathematical framework for co-adaptation and relate co-adaptation to the joint optimization
of the user’s control scheme (“encoding model”) and the decoding algorithm’s parameters.
When the assumptions of that framework are respected, co-adaptation cannot yield better
performance than that obtainable by an optimal initial choice of fixed decoder, coupled with
optimal user learning. For a specific case, we provide numerical methods to obtain such
an optimized decoder. We demonstrate our approach in a model brain-computer interface
system using an online prosthesis simulator, a simple human-in-the-loop pyschophysics setup
which provides a non-invasive simulation of the BCI setting. These experiments support
two claims: that users can learn encoders matched to fixed, optimal decoders and that, once
learned, our approach yields expected performance advantages.
Author Summary
Brain-computer interfaces are systems which allow a user to control a device in their
environment via their neural activity. The system consists of hardware used to acquire
signals from the brain of the user, algorithms to decode the signals, and some effector in the
world that the user will be able to control, such as a cursor on a computer screen. When the
user can see the effector under control, the system is closed-loop, such that the user can learn
based on discrepancies between intended and actual kinematic outcomes. During training
sessions where the user has specified objectives, the decoding algorithm can be updated as
well based on discrepancies between what the user is supposed to be doing and what was
decoded. When both the user and the decoding algorithm are simultaneously co-adapting,
performance can improve. We propose a mathematical framework which contextualizes
co-adaptation as a joint optimization of the user’s control scheme and the decoding algorithm,
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and we relate co-adaptation to optimal, fixed (non-adaptive) choices of decoder. We use
simulation and human psychophysics experiments intended to model the BCI setting to
demonstrate the utility of this approach.
2.1 Introduction
Brain-computer interfaces (BCI) allow for a user to control effectors, such as a cursor on a
computer screen, by the modulation of neural activity. For this approach to be practical for
clinical settings, performance optimization through user learning and decoder tuning is a
critical issue (see [Shenoy and Carmena, 2014] for review). While it is clear that closed-loop
control (i.e. control with user feedback) differs from open-loop, off-line decoding [Koyama
et al., 2010], there is much uncertainty as to the benefit of co-adaptation, namely using
adaptive decoding algorithms in a setting where the user is also learning. There is optimism
that co-adaptation should yield performance better than the simpler scheme of presenting
a fixed decoder in closed-loop and user learning, but a rigorous framework for clarifying
these issues has been lacking. Here we offer such a theoretical framework. According to this
theory, for arbitrary, fixed decoders, performance after the user has learned should differ,
but for a correct choice of fixed decoder, only the user needs to learn in order to obtain
optimal performance. While this result may initially seem surprising, it becomes apparent
when the problem is cast as a joint optimization over encoders and decoders. We begin by
reviewing co-adaptation and then motivate our approach.
2.1.1 Co-adaptation
When the BCI system is closed-loop such that both the user can learn and the decoding
algorithm can adapt, we have a setting which permits co-adaptation [Taylor et al., 2002;
Orsborn et al., 2014]. Changes in system performance may be driven by distinct types of
adaptation: (1) All of the adaptation may occur due to the decoder and the user might
not learn on relevant timescales [Kowalski et al., 2013]. (2) The user may learn in response
to a fixed decoder [Carmena et al., 2003; Ganguly and Carmena, 2009]. (3) Both the user
and the decoder might change, but the end result might perform no better than if only
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either the decoder or the user had learned. (4) In the most fortunate case, co-adaptation
might be able to permit some synergistic result where both the user and the decoder learn
in a collaborative fashion which yields high performance. Results in the literature hint
suggestively at possibility (4), yet it is difficult to distinguish this from possibility (3) because
even if both decoder and user adapt, it may not be clear which drove the performance
improvements [Orsborn et al., 2014]. Here we investigate this open question.
While previous work has examined how decoder parameters should adapt in closed-loop
settings in order to improve over static decoders [Dangi et al., 2014; Kowalski et al., 2013;
DiGiovanna et al., 2009], there has not been an emphasis on doing so while explicitly
considering how the user adapts. We define the decoder as the external system which
decodes neural activity into end effector (BCI) control signals. The encoder then is the user’s
internal encoding of intention into neural activity. As a clarifying example, neurons with
simple tuning curves imply a linear encoding model in some cases, and a user’s adaptation
of the encoder could correspond directly to tuning curve shifts [Orsborn et al., 2014;
Lagang and Srinivasan, 2013; Carmena et al., 2003; Ganguly and Carmena, 2009]. For a
given, fixed decoder, different encoding models will perform differently and better encoders
will be those that, in some sense, match the decoder well. We will show that it is possible
to compute the “best” encoding model for a given decoder – that is, some encoding model
exists that minimizes the mean squared error (MSE) performance for a given decoder subject
to signal-to-noise ratio (SNR) constraints. Similarly, for a given encoding model, there exists
a best decoder in the MSE sense [Merel et al., 2013]. When a given decoder is presented
to a user, optimal performance will be obtained if the user adapts such that encoding is
optimally matched to the decoder. With this knowledge, one might imagine it useful to
attempt to shape the user’s neural tuning properties [He and Srinivasan, 2014] or otherwise
attempt to guide the user to a certain encoding scheme which has been determined will
optimize performance.
2.1.2 Motivation for our approach
Conceptually motivated by co-adaptation and BCI-user learning, we propose a framework for
jointly optimizing the encoding model and decoder of a BCI under a minimum mean square
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error (MMSE) objective. The central premise of this work is that closed-loop co-adaptation
is a special case of this joint encoder-decoder optimization problem, so an optimal decoder
can be computed in advance, effectively circumventing the co-adaptation process. The
core of our approach amounts to “pre-computing” the limit of an idealized co-adaptation
process in which the user (hypothetically) optimally learns in order to obtain an optimized
encoder-decoder pair. Instead of focusing on the temporal dynamics of learning in closed-loop
[Merel et al., 2013], we abstract to the space of encoder-decoder pairs and characterize how
well different encoder-decoder pairs perform relative to one another. We pre-compute an
optimal decoder which we can present as a fixed decoder to the user; given our modeling
assumptions, the performance of this decoder by definition should not be surpassed by one
obtained through co-adaptation. We emphasize that closed-loop learning by the user will
still be critical to learn to control the fixed decoder, but that the decoder will not also need
to be adapted.
In a very general sense, learning by both the user and the decoder is equivalent to
an optimization of performance with respect to these components. This perspective is
essential, as it allows us to critically investigate co-adaptation as a mathematical optimization
procedure, rather than an ill-defined “synergistic” training process. Co-adaptation then
amounts to a specific approach to optimizing this objective over time – a coordinate descent
approach where the user updates the encoder, and then the BCI system updates the decoder,
iteratively. Seen from this perspective, it becomes clear that this objective function over
encoder-decoder pairs could instead be descended using some other optimization strategy,
and then a fixed, pre-optimized decoder could be presented to the user and learned. Such a
setting would obviate co-adaptation. This approach could break down in a few key places:
(1) The optimization could be intractable. (2) We may not be able to characterize the user
objective. (3) We may not be able to characterize the constraints on user learning.
It is worth emphasizing that these issues are present for co-adaptation as much as any
generic optimization approach. Co-adaptation may not do a good job of obtaining optima
of the objective function, and without knowing the user’s objective or constraints on user
learning, co-adaptive decoder updates may be very difficult to tune or suboptimal.
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In the remainder of this work, we specify a MSE objective, and we work through the
joint encoder-decoder optimization framework for the case when encoding is linear and the
decoder is a steady state Kalman Filter (SSKF). We assume that the SNR of the neurons
is constrained and that it is difficult for the user to learn encoding models in which the
correlation structure of the neural activity must change too much. We also assume that
the user is aware of the MSE objective and is motivated to optimize this objective. Our
model form is broadly consistent with other Kalman Filter decoding schemes employed in
contemporary BCI. However, in particular settings, the objective function and the constraints
on learning of the encoding model could be specialized. We return to the opportunity for
specialization in the discussion after presenting our results.
Finally, we validate the pre-computed decoder in computer simulations as well as in an
online prosthesis simulator (OPS) [Cunningham et al., 2010], a psychophysics platform which
can serve as a test-bed for BCI. The OPS demonstrations are fully transparent (e.g. allowing
us to specify neural signal and noise characteristics) so they allow us to gain insights into
how the approaches we are studying work, and we show that our approach provides decoders
which are both plausibly learnable and permit performance improvements on point-to-point
reaching tasks.
2.2 Results
2.2.1 Encoder-Decoder system framework
Allowing for changes to both the decoder and encoder, we here show how to obtain encoder-
decoder pairs which theoretically yield better performance than would be obtained either by
learning an arbitrary, fixed decoder or adapting the decoder when the user is not learning.
Although conceptually applicable generally, we apply our framework to the conventional
Kalman filter (KF), which serves as a reasonable choice of decoder for BCI system. KF
decoding approaches have been made to have adaptive parameters in various ways [Dangi
et al., 2014; Kowalski et al., 2013; Gilja et al., 2012a; Orsborn et al., 2014]. However, no
previous work has directly considered the co-adaptation problem as a joint optimization
problem over pairs of encoders and decoders. Here we review the KF and then show how to
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derive optimal encoder-decoder pairs.
2.2.1.1 Review of Kalman Filter for neuroprosthetics
Fig. 2.1: BCI decoding framework. Top figure depicts the general setting where neural activity is taken
together with prior information to decode an estimate of the underlying intention. When in closed loop,
sensory (visual) feedback is provided which can allow the user to modify intention and also permit changes to
the encoding model. Bottom figure depicts the steady state Kalman filter (SSKF), a simple exemplar of the
general setting in which A, F , & G are matrices which multiply the vectors xt, yt, or x̂t−1. Contributions
from Fyt and Gx̂t−1 combine additively.
To build a Bayesian decoder, we will need both an “encoding model” (or encoder),
mapping user intention to neural activity, as well as a “prior model”, which relates the
variables capturing user intention across time (Fig 2.1). In the simple case of controlling a
cursor on a screen, the encoding model relates user intention about kinematic variables (such
as cursor position and velocity) to neural activity. The prior relates these kinematic variables
across time, effectively serving to smooth them. The Bayesian decoding algorithm combines
the prior and encoding model using Bayes rule to infer the user’s intended kinematics from
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neural activity [Wu et al., 2006]. The Kalman filter (KF) is a simple Bayesian decoder and
is widely used as a decoder for cursor control neuroprosthetic applications [Wu et al., 2006;
Kim et al., 2008; Gilja et al., 2012a; Dangi et al., 2014; Orsborn et al., 2014].
For the KF, the kinematic variables are related by a first order autoregressive process
(AR(1)), which serves as a prior model over cursor trajectories.
xt = Pxt−1 + zt (with zt ∼ N (0, Q)). (2.1)
Here xt is a vector of size n, corresponding to the number of dimensions to be controlled (i.e.
the kinematic variables corresponding to user intention). P is therefore an n by n transition
matrix which characterizes the physical dependencies between variables across timesteps.
This prior equation encourages posterior estimates of consecutive time points to be nearby
if the noise covariance, Q, is small.
We then specify an observation model, which in our case will be the linear encoding of
the kinematic variable in the neural activity with additive Gaussian noise.
yt = Axt + εt (with εt ∼ N (0, C)). (2.2)
Here yt is a vector of size k, the number of observed neural signals. This observation
could be any observation of user intent such as binned spiking activity, electrocorticography,
electroencephalography, peripheral electromyography, or other methods. Conceptually the
observation matrix A (size k by n) corresponds to the encoding model parameters. For this
model, the Kalman filter is known to be the optimal Bayesian decoder and it also minimizes
the squared error of the decoded variables with respect to the actual value [Kalman, 1960;
Ho and Lee, 1964].
The Kalman filter has transients due to initial conditions, but we are interested in
the performance of the user and decoder on longer timescales, so we will make use of the
simplifying assumption that the system is in steady state. It has been shown that very little
performance is lost in BCI settings using steady state approaches [Malik et al., 2011]. It
is well known that a decoder of the following form corresponds to a steady-state Kalman
Filter (SSKF) [Simon, 2006]:
x̂t = Fyt +Gx̂t−1. (2.3)
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Matrices F and G correspond to decoding model parameters, and x̂t is a vector of size n. F
and G depend on the Kalman model parameters A,C,P , and Q, and solving for the SSKF
parameters is standard [Simon, 2006]. The solution is:
F = ΣSSA
T (AΣSSA
T + C)−1. (2.4)
G = P − FAP. (2.5)
where ΣSS is the fixed point solution to the Riccati equation:
ΣSS = P (ΣSS − ΣSSAT (AΣSSAT + C)−1AΣSS)P T +Q. (2.6)
2.2.1.2 Joint optimization of the encoder and decoder
F and G are parameters of the decoder, so they are free to be selected by the decoding
algorithm. A corresponds to the user’s encoding model and is not directly selectable by
the experimenter. However, assuming the user can learn and is motivated to perform well,
presenting a fixed decoder should cause the user to attempt to match the decoder with the
corresponding optimal encoding model. Learning here corresponds to exploring the space of
mappings between intention and neural activity (captured by A), and the user can change
A by modulating how their intention corresponds to desired control in the kinematic space
(i.e. the mapping from “what the user thinks” to “what the end effector does”).
The problem we want to solve then is the joint optimization of the encoder and decoder.
In the general Kalman filter decoder setting, we solve for parameters F and G, but A is
specified. By solving for A also, we are finding the KF solution for an optimal encoder. This
joint optimization space is equivalent to that covered by co-adaptive settings in which the
KF parameters can adapt and the user can learn – that is, any setting in which the user
learns and the decoder is a Kalman filter variant is subsumed by our approach of looking at
the whole space of user encoders and KF decoders.
For the problems we consider, we are provided with a source distribution for the kinematic
intention variables xt, given by the AR(1) model parameters P and Q which are assumed
known (these can be engineered for the task). We optimize over encoding model parameters A
and the decoder parameters F and G with respect to a minimum mean square error (MMSE)
objective. The solution depends on the statistics of the neural signal yt, predominantly
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given by the observation noise (C). For the following derivations, we assume the noise
covariance (C) is known, although it would be estimated in practice. Also, in practice the
neural activity would be pre-processed – we assume zero-mean signals.
2.2.1.3 Optimal solution for AR(1) kinematics
In trying to determine the optimal encoder-decoder pair, we consider the objective function
to be MMSE, so the objective is (see equations (15)-(18) of Section 2.6 for more details):
E(A,F,G) =E[(x̂t − xt)T (x̂t − xt)] = tr[E[x̂tx̂Tt ]− 2E[xtx̂Tt ] + E[xtxTt ]] (2.7)
=tr((FA− I)Σx(FA− I)T ) + tr(2(FA− I)E[xtx̂Tt−1]GT )
+ tr(FCF T ) + tr(GE[x̂t−1x̂Tt−1]GT ),
(2.8)
where Σx is the marginal covariance for xt given by the (zero-mean) process distribution in
eq. 2.1:
Σx = E[xtxTt ] = PE[xt−1xTt−1]P T + E[ztzTt ] (2.9)
= PΣxP
T +Q. (2.10)
This is a Lyapunov equation and the solution is standard, as P and Q are assumed known.
We can solve for Σx (and thereby the marginal distribution xt ∼ N (0,Σx)) by iterating the
matrix recursion to convergence or by vectorizing and solving for the covariance in closed
form [Laub, 2005].
The choice of encoding A determines the signal strength in the observed neural data yt,
which also carries an additive noise component with covariance C, as shown in equation
2.2. If we simply attempt to optimize encoding and decoding for the MMSE objective in
an unconstrained fashion, we will obtain the trivial solution of A → ∞. Such a solution
corresponds to arbitrarily high firing rates of neurons.
To capture the physiological requirement that neurons cannot be active with arbitrary
magnitude and/or arbitrarily low noise, we must penalize the signal power while encouraging
it to be as distinct as possible from the noise power. Additionally, when considering the
optimal encoder-decoder pair, we want to constrain the optimal encoding model to a set
which is feasible for the user to learn. Several studies suggest that BCI users can only adjust
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neural activity such that it does not violate certain features of the neural activity structure
[Chase et al., 2012; Hwang et al., 2013; Sadtler et al., 2014]. To capture the basic structure
of some of these limitations, we can place a simple phenomenological constraint on the
encoder which prohibits the covariance of the neural activity from deviating too much from
an initial, native setting. Specifically, a standard approach for multivariate signals is to
use a trace-of-quotient penalty – this is also used in linear discriminant analysis and other
methods that share this motivation [Cunningham and Ghahramani, 2015].




Σy = E[ytyTt ] = AΣxAT︸ ︷︷ ︸
Σsig
+C. (2.13)
For our class of models, this joint activity constraint ensures that both signal and noise
correlations in neural activity are appropriately respected. If future experiments reveal
additional constraints that restrict the set of encoding models learnable by the user, it would
be straightforward to model them and incorporate them into an updated penalty. In the
simpler case where neural signal constraints are unknown and we only wish to focus on noise
constraints, we can replace Σy with C yielding GSNR(A) = tr(C−1AΣxAT ).
We add the Gjoint(A) penalizer to our objective and arrive at the main optimization
problem we are trying to solve. The full objective for the minimum MSE encoder-decoder
pair subject to this penalty on the encoding scheme is:
L(A,F,G)∗ = E(A,F,G) + λGjoint(A). (2.14)
The λ parameter enforces a specific magnitude of the constraint (which can be tuned as a
Lagrange multiplier to match the SNR of the actual system). This objective function serves
as a key theoretical statement of this paper insofar as it describes a well-defined optimization
problem that summarizes optimal co-adaptation.
We optimize the full objective (equation 2.14) with respect to F ,G, and A. For A
held fixed, the optimal F and G follow from standard methods for solving for the optimal
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SSKF (i.e. linear-quadratic estimator). For F and G held fixed, we can take explicitly the
gradients of this objective with respect to encoding model parameters A. We alternate
between gradient-based optimization of A given F ,G and optimization of F ,G given A – this
is a coordinate-wise optimization of the full objective to obtain a joint local optimum (see
Section 2.6 for full derivation).
2.2.1.4 Characterization of solutions
Conceptually, we compare the optimal coding solutions of the form described in the previous
section with those that follow from using a static, linear decoder instead of a Kalman filter:
x̂t = Fyt. (2.15)
Such a decoder corresponds to the setting where each timestep of the process x1...T is
sampled independently and identically distributed (i.i.d.) from a Gaussian, rather than from
an AR(1) process. Work on “robust coding” has solved the optimal encoder-decoder problem
for i.i.d. input without temporal correlations – versions of this problem are explored in the
context of neuroscience in [Doi et al., 2007; Doi and Lewicki, 2011; Doi et al., 2012], and an
abstract variant of this problems was solved much earlier in the control literature [Lee and
Petersen, 1976]. If we consider only the marginal statistics of our kinematic variables (which
are Gaussian), the solution of our problem aligns with the classical robust coding solutions
(see Section 2.5 for details). The solution to the full problem from the preceding section
appropriately generalizes this marginal solution. In the limit of P → 0 which eliminates
the temporal dependencies, the KF-decoder solution turns into this marginal solution (see
Section 2.6).
For the AR(1) case, we have empirically studied the objective function using both penalties
with up to k=200 neural channels to control n=3 dimensions. As long as parameters are
initialized to the correct order of magnitude (for numerical stability), optimized encoders
and decoders obtained from different, random initializations converge to the same value of
the objective function. The parameters (A,F ,G) obtained are different but the invariant
objective function value suggests that most local optima may comprise a set of solutions
which obtain the same error. The observation of multiple equivalent optimal solutions is
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consistent with the various indeterminacies in our problem – that is, L(A,F,G)∗ does not
change if the encoder A and the decoder F are both operated on in ways which preserve
the quantities in the objective function. In this work, we only focus on situations where
the kinematic variables correspond to position, so P ∝ In×n and Σx ∝ In×n. In general,
if there are other variables such as velocities, then P will have a block which is ∝ In×n
and other blocks which relate the variables to position according to physical relationships
(see [Gilja et al., 2012b] for an explicit presentation of this). Choices of parameters (such
as a structured P and a full rank signal covariance with the Gjoint(A) penalty) can break
most of the indeterminacies, in some cases leaving only a sign indeterminacy (i.e. F and A
may both have signs of parameters inverted with no affect on the objective). Overall, it is
clear that our algorithm obtains optima for which performance is not dominated by other
encoder-decoder pairs.
2.2.2 Validation of framework
Having provided the framework and described the encoder-decoder optimization methods,
we validate our approach in two settings. We first examine the coding schemes arising
from simulations and verify that our approach yields interpretable solutions. Following
the simulation results, we show the results of psychophysics experiments implementing our
approach on an online prosthesis simulator (OPS), a system which tracks overt human body
movements and generates synthetic, closed-loop data.
2.2.2.1 Finding good encoder-decoder pairs (simulation)
In this section, we wish to build intuition for the optimized encoder-decoder pairs we obtain.
Consider a generic case in which there are k “electrodes,” each having independent signal
and noise, and we wish to design a decoder having only a single output degree of freedom
(DOF), a 1D x̂t. In this case, the encoder is a k × 1 matrix mapping intention xt to the
k-dimensional neural observation yt. The decoder is a 1× k matrix mapping from yt to an
estimate x̂t.
We can simulate this setting by constructing signal and noise covariance matrices, and we
can numerically compute the optimal decoder parameters. The optimization procedure finds











































(a) Example 1: Simulated covariances (specified). Em-
pirical covariance is sum of signal and noise covariances.
Encoder
Decoder











































(c) Example 2: Simulated covariances (specified). Em-
pirical covariance is sum of signal and noise covariances.
Encoder
Decoder
(d) Example 2: Encoder-
decoder pair (computed)
Fig. 2.2: Two simulated examples of signal and noise covariances which give easily interpretable encoder-
decoder optima. In (a) & (c) we generate a signal covariance (Σsig) and noise covariance (C) which sum to
the empirical covariance (Σy). These covariances are sufficient statistics for the optimization procedure and
allow us to determine the optimal encoder-decoder pair for these channels. In (b) & (d) we visualize the
corresponding optimal encoder and decoder. For example 1 (a) & (b), the optimized encoder-decoder pair
transmits information along dimensions 2 & 5 which have the highest SNR (i.e. signal magnitude is same for
all dimensions and noise is lowest for dimensions 2 & 5). For example 2 (c) & (d), the signal is a rank 1
matrix and the encoder parameters preferentially encode higher signal dimensions. The obtained decoder
parameters again reflect preferential decoding of dimensions with high signal and low noise.
encoders which have good signal subject to constraints on the magnitude of the encoded
variables (i.e. for fixed SNR level). The encoder corresponds to the A matrix, visualized
as the encoder in Fig 2.2. The corresponding decoder parameters F should rely on the
more strongly encoded dimensions, with more decoder weight on those dimensions which
are less noisy. The decoder parameters G are also important, but they largely reflect the
prior dynamics parameters P which in this case are proportional to the identity matrix.
Indeed, in simple example simulations here, we see that signal is coded along dimensions
with less noise. In example 1 (top row of Fig 2.2), signal is present and equally strong for
all dimensions, and noise is lowest for dimensions 2 and 5. We optimized the encoder and
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decoder for the specified covariances, and we see that, consistent with intuitions, optimal
encoding and decoding relies primarily on the two, high-SNR dimensions. An optimal
decoder may ignore noisy channels in favor of not mixing less reliable channels with the
more reliable channels if this is best for the objective function. In example 2 (bottom row
of Fig 2.2), signal covariance reflects decreasing signal on higher numbered dimensions.
The noise is the same as in example 1. The optimized encoder encodes the high signal
dimensions preferentially and the decoder reads out the dimensions which both have high
signal and low noise (e.g. dimension 2 is decoded more strongly than dimension 1 since
it is considerably less noisy). In 1D control, the only indeterminacy is of the sign of both
the encoder and decoder. Both of these examples validate that our optimization yields
encoder-decoder pairs which conform to our intuition of what constitutes a good encoding
scheme. If it is believed that the representations available in a specific setting should be
subject to additional constraints, these should be included in the objective.
The key point is that the encoder and decoder are matched. Recall that in the prosthetic
setting, the user’s initial encoding will be arbitrary, but users who change their encoding
(i.e. adapt their control scheme) to match the optimized encoder, will potentially be able
to obtain optimal performance when using the corresponding decoder. The feature of our
framework, that neurons not relevant for the decoder will have decreased encoding weight,
has experimental corroboration in BCI settings from work showing that neurons not used
by a decoder have decreased modulation [Jarosiewicz et al., 2008; Ganguly et al., 2011].
2.2.2.2 Online prosthesis simulation for 1D control
In order to thoroughly examine our approach when we know how neural activity is generated,
we tested our framework with human subjects in a general setting where all features of the
system are observed and controlled. To this end, we used an online prosthesis simulator
(OPS) to validate our approach in experimental demonstrations [Cunningham et al., 2010].
In this system, an able-bodied user made overt movements which were detected and used
to drive an artificial population of neurons (see methods for full details of our OPS). The
simulated neurons were decoded in realtime, enabling the user to control a cursor (via overt
movements) in closed-loop, where the overall system performs analogously to a BCI. We
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Fig. 2.3: Pipeline for OPS experiments with a single-trial trace for the “pinball” (point-to-point reaching) task
(subject 2, SNR-case 3, using the pre-computed decoder). The top-most plot depicts target position observed
by user, in response to which the user makes overt movements reflecting their intention. The second plot
depicts these overt user movements captured by the motion-capture sensor and pose tracking software. The
third plot depicts simulated neural activity which was synthesized by reweighting, mixing and adding noise
to the raw movement data. The bottom-most plot depicts decoded cursor positions (1D) during the task.
Target remains fixed until acquired by the cursor, noted by black markings around target transition times.
Trajectories are smooth and under/overshoots are common, visual feedback being crucial to performance.
present an example pipeline of the experiment in Fig 2.3 – the user sees a static target and
makes overt movements reflecting intention, the overt movements drive synthetic neural
activity, and a cursor position is decoded from the synthetic activity. Here, the encoding
model is considered the mapping from user intention (i.e. where the user wants the cursor
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to move) to noisy neural activity, and decoding goes from neural activity to cursor position.
If the appropriate signals are available, it is natural for a neuroprosthesis to use biomimetic
control – for example, using the neurons which correspond to imagined left-right movement
of the hands to control left-right movement of a cursor. With the OPS, we set out to explore
a relevant regime where the user is inclined to use a biomimetic decoder (e.g. moving their
hands naturally to control a cursor), but higher SNR is available in other, non-biomimetic
dimensions which might be less likely to be explored. By deciding what body movements
generate neural activity and how much noise is present for various neural channels, we can
construct cases which require the user to learn in order to achieve optimal performance. Näıve
motor-imitation control will not suffice because the native movement dimensions are noisier.
Closed-loop learning is required in this setting so the user can learn the non-biomimetic
scheme.
The purposes of these OPS demonstrations are (1) to examine how much performance
might be expected to improve if optimal encoder-decoder pairs are used instead of sub-
optimal, initial mappings and (2) to examine the extent to which non-biomimetic schemes
are learnable. To this end, we compared the use of a pre-computed, fixed decoder for the
cursor task with biomimetic schemes to illustrate the sense in which our approach finds
better solutions. Given that we only receive signal from a small number of control dimensions
(i.e. overt movement channels) and we wish to make some of these control dimensions noisy,
we restricted attention to 1D cursor versions of the task. We compute the optimal decoder
according to our framework and use it for the cursor task, expecting that the user should be
able to learn it. As described when presenting our framework, this decoder corresponds to a
theoretically obtainable end-result of a co-adaptation process having occurred, for which
user learning was permitted.
2.2.2.3 OPS Experimental results
After a few minutes of free exploration during which the user could become comfortable
controlling the cursor (see methods for full description), subjects were evaluated on the
“pinball” (point-to-point reaching) task. We compared subjects across two decoder conditions:
whether the decoder was derived from motor-imitation initialization (described in methods)
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Fig. 2.4: Comparison of the two decoding conditions for subject 2, SNR-case 3. The top plot depicts single
trial data with a motor-imitation initialized decoder. The cursor moves more smoothly (i.e. oversmoothed)
and it is difficult to reach extremally-located targets. This smoothness is reflected in a slow falloff for the
autocorrelation function (ACF) of the cursor position. The bottom plot depicts a matched trial with a
pre-computed decoder. The user’s better control derives from a decoder with comparable local smoothness,
but more responsiveness. Empirically the ACF has correspondingly sharper falloff.
or using the jointly optimized, pre-computed decoding approach which follows from our
framework. Each subject participated in three cases of the experiment, with each case
differing in SNR level as well as how the overt movements mapped to neural signals (see
methods). These three cases are different in details but are meant to provide multiple,
independent demonstrations of the same effects.
We first consider single-subject comparisons using each of the two classes of decoders.
We observe that our method performs visibly better than the motor-imitation decoder (see
Fig 2.4 for a representative example trial). In general, during motor-imitation decoder
conditions, dynamic range of the cursor was limited (by noise, finite range of movement, and
limb constraints) so subjects had difficulty reaching all extremal-located targets (see Fig
2.4). Weaker encoding leads to limited range of motion on screen and slower responsiveness
on screen as a consequence of heavy smoothing/dampening, arising from relying more on the
Kalman filter prior than the noisy observation. The level of smoothing is set automatically
when optimizing the KF decoder to appropriately balance reliance on the prior and the
encoding model. If the decoder places less weight on the prior, it does so because it has a
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subject 4 , case 3
Fig. 2.5: Cursor autocorrelation functions for all subjects and all conditions. For each SNR case, motor-
imitation decoder curves are depicted in blue and the pre-computed decoder overlays it in red. Better
controllability would be expected to be reflected in faster ACF falloff. In almost every case, falloff was faster
for the cursor control using the pre-computed decoder (SNR-case 2 did not follow this trend as reliably – see
main text for discussion).
sufficiently informative encoding model. Higher reliance on the prior indicates the use of a
less informative encoding model, and less smoothing in this setting would have suboptimal
error, permitting more jitter without compensating improvements in control. If encoding
were stronger for noisier neural dimensions, the noise in those dimensions would be amplified,
thereby undermining decoding. The timescale of smoothing can be empirically characterized
by the autocorrelation function (ACF) of the cursor position when the user controls it, with
slower autocorrelation falloff corresponding to slower, more sluggish control and heavier
smoothing (see rightside panels of Fig 2.4). The timescale of smoothing in the decoder
due to the prior arises in large part from the dominant eigenvalue of the G matrix of the
decoder (which for a 1D setting is simply the value of G). Indeed, we find that G is larger
for motor-imitation decoder conditions whenever the motor-imitation decoder ACF decays
slower than the pre-computed decoder ACF (not shown).
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The details of the single-trial data shown in Fig 2.4 generalize to all three task conditions,
across multiple subjects. Cursor ACFs across subjects and conditions are presented in Fig
2.5, with motor-imitation decoder conditions plotted in blue and pre-computed decoder
conditions plotted on the same plots in red. The slower falloff in the ACF for motor-imitation
decoder conditions indicates less controllability for this class of decoder. Moreover, when
encoding uses low-SNR channels, the KF decoder has perceptible lag insofar as optimal
decoding will rely more on the prior. This is reduced when using higher-SNR neural activity
because the encoding model contributes more reliable information, which in turn requires
less smoothing by the optimal decoder. For a given level of noise, there is necessarily a
trade-off between responsiveness and posterior variance. Taken together, these features
tended to make performance better when using the pre-computed decoder relative to the
motor-imitation decoder as the former took better advantage of the available signal along
less noisy dimensions (see Fig 2.6). Significance across decoders is tested with one-sided
unpaired t-tests (p < .05) on time between acquisitions. In nearly all cases and across
subjects, the performance of the pre-computed decoder dominates the performance using
the motor-imitation scheme.
All three SNR cases were designed with the expectation that user “motor-imitation”
behavior would consist of moving both hands together left or right to control a horizontal
cursor (i.e. moving both hands rightwards to get the cursor to move rightwards, etc.).
However, subjects 2 and 3 predominantly used one hand during SNR-case 2 motor-imitation
trials, and this happened to correspond to a good non-biomimetic scheme – the distance
between hands served as a signal which strongly drove neural activity. Consequently, the
motor-imitation decoder had decent signal as these subjects’ motor-imitation preferences
coincidentally aligned with high SNR dimensions. This meant that the pre-computed
decoder did not have enough room to do meaningfully better. This is reflected both in the
insignificant differences in performance (Fig 2.6) and also in the similar ACFs for case 2
across decoders (Fig 2.5).
In addition to the performance differences between decoders, we examined how well the
subjects learned to control the cursor via the decoders, essentially to verify the learnability of
the pre-computed decoder. To demonstrate this, we provide plots comparing the parameters


































































































































Fig. 2.6: Each subfigure depicts performance comparisons for the different decoders in various SNR conditions
for a particular subject. The quantity compared is the number of targets per time and and significance is
tested with one-sided unpaired t-tests (p < .05) on time between acquisitions. In general, subjects tend to
perform better on the task using the pre-computed decoders rather than those initialized by motor-imitation.
of the optimal encoding models against the estimated actual encoding model of the user
(Fig 2.7 – see methods for details of estimation of encoding models). For each subject
and decoder type, we compare the estimates of the subject’s encoding model parameters
(how strongly the user relies on each neural channel) of all conditions against the optimal
encoding model parameters for the decoder presented. The optimal encoder parameters
for the motor-imitation and pre-computed decoders are not related and were in fact found
to be quite distinct (data not shown). The purpose of this figure is merely to assess the
extent to which each user was able to approximately match their encoder to the optimal
encoding strategy. Relatively high correlations for both decoders for all subjects suggest
that users have successfully learned an encoding scheme which approximately matches the
decoder. This implies that differences in performance are related to the coding scheme and
do not have to do with inadequate user learning. Effectively, for these examples using the
OPS, the pre-computed decoder seemed to realize the theoretically expected performance
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motor−imitation r = 0.75
pre−computed r = 0.96
(a) subject 1


































motor−imitation r = 0.74
pre−computed r = 0.99
(b) subject 2


































motor−imitation r = 0.90
pre−computed r = 0.96
(c) subject 3


































motor−imitation r = 0.86
pre−computed r = 0.79
(d) subject 4
Fig. 2.7: All subjects learned the coding schemes. Each plot compares, for each decoder, an estimate of the
user’s learned encoder parameters against the optimal encoder parameters for a given subject, aggregated
across signal cases. The optimal parameters for the two decoders are unrelated. A reference line is depicted
on each plot and correlation coefficients are provided for each decoder (All correlations are significantly
different from zero, p << .01). Each point corresponds to a comparison between how much weight the user
gave each channel vs how much weight the channel would have been given if optimally learned. Points near
zero correspond to channels not heavily used. While perfect match would not be expected, the relatively
strong correlations indicate that both decoder classes are learned reasonably well by all subjects.
improvements, and these decoders seemed empirically quite learnable.
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2.3 Discussion
The key contributions of this paper are to establish co-adaptation methods as joint optimiza-
tion problems over encoder-decoder pairs and to propose our approach for pre-computing an
optimized decoder. For Kalman filter decoders and under our modeling assumptions, we
showed that co-adaptation should not be able to do better than our approach in theory. To
test the approach empirically, we also presented 1D OPS validation, in which our approach
provided significantly better performance than the motor-imitation decoding approach.
Instead of devising rules for adapting the decoder, we have presented an approach which
characterizes what the user and decoder ought to do to complement one another, and we
demonstrated that the user can match the optimal strategy in the 1D setting.
2.3.1 Revisiting co-adaptation
Our framework points to some qualitative insights into co-adaptation. In presenting our
framework, we pointed out a non-obvious property of KF-decoder updates – updates to
the decoder that are designed to be optimal for the current encoding model can allow for
improvement if the user learns further (i.e. adapts the encoding model). This is effectively
why co-adaptation can serve as a coordinate descent algorithm. Implicitly, this property,
coupled with the recognition that the user encoding can change, has permitted various
approaches that attempt to track these changing encoders, using Kalman Filtering (e.g.
CLDA [Orsborn et al., 2014]) as well as reinforcement learning (e.g RLBMI [DiGiovanna et
al., 2009]). In both settings, the decoder is adapted in a principled fashion which permits
tracking as a user adapts, so user and decoder collaboratively improve task performance
(via a coordinate-descent-like method). These approaches may adapt the decoder slowly
over many days. However, there is an intrinsic trade-off between lag and noise when using
adaptive methods – the decoder can either adapt slowly when it has enough information to
make good steps or adapt quickly but be highly susceptible to noise in the updates [Bobrow
and Murray, 1993]. Slow updating induces delays in decoder adaptation which may make
exploration by the user difficult because the user may attempt to explore on timescales
shorter than the lag.
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We can contextualize our pre-computation approach relative to standard co-adaptive
methods, by viewing pre-computed decoders as an attempt to push towards a certain logical
extreme, essentially with the decoder “adapting” entirely before any user learning takes
place. Leveraging available information about the statistics of the recorded signals, the
decoder can change pro-actively to prompt the user, who may not be learning very efficiently,
to move in a direction in which better performance is expected. This is effectively what
our algorithm was designed to do. A core intuition in assessing the relationship between
these approaches is the observation that if one dimension of neural activity has less noise
than another, optimal decoding will rely more heavily on the less noisy dimension. If noisy
and non-noisy dimensions initially have non-zero weight, perhaps co-adaptation can be
used to tune the relative strengths. However, this tuning can also be computed directly
given estimates of signal and noise statistics. We believe our framework helps clarify the
performance opportunities available when using fixed or adaptive decoders.
2.3.2 Relationships to other approaches
Our approach is broadly consistent with the literature on joint source-channel coding, but
we are not aware of neural modeling being performed using our formulation. In the control
literature, others have derived solutions to the related problem of optimizing time-varying
observation models for the time-varying Kalman filter, but their result does not extend to
the steady state case and concludes with a numerical analysis showing that their solution
can be very suboptimal for our setting [Ramabadran and Sinha, 1989].
There also exists other research which has looked into control schemes for “body-machine
interfaces”, for example using a sensor-wired glove with many degrees of freedom (DOF) to
control a cursor-on-a-screen [Mosier et al., 2005; Danziger et al., 2009; Danziger, 2014]. This
research is generally consistent with our approach, and also uses the term co-adaptation
in a way which refers to situations where a user learning over time can be complemented
by the decoder adapting to the new encoding of the user. The body-machine interface
literature discusses various options for selecting the encoder, but they do not model the
effects of noise or the relative differences between different encoder choices. One approach
uses principal component analysis (PCA) on calibration data and then maps the first
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n principal components to the n effector DOFs by an arbitrary mapping which can be
relatively straightforward for the user to then learn by exploration [Casadio et al., 2012;
Casadio et al., 2011]. Our approach resembles the PCA approach if noise and temporal
correlations are ignored, since we also rely on unsupervised collection of second order
statistics. However, neural noise plays a significant role for us. Consider that in our 1D
demo the total covariance has high variance in noisy dimensions. A näıve application of
the PCA-based decoding scheme will result in a decoder which most heavily relies on the
noisiest dimensions simply because they have more variance. Alternatively, when an adaptive
decoder is used, the adaptation proceeds from a reasonable initialization [Danziger et al., 2009;
Danziger, 2014] – for the neural case, our approach helps find a reasonable scheme without
depending upon any well chosen initialization.
2.3.3 Further considerations
There are a few points to be aware of when interpreting the results of this paper. We
optimize encoder-decoder pairs for the target tracing task, and we rely on similarity between
tracing and the pinball tasks for the derived optimal solutions to hold in the pinball case.
Additionally, we still have a free parameter in our optimization, λ, for tuning the magnitude
of the neural activity constraints. For OPS experiments, we did not optimize performance
over λ; rather, we tuned it very crudely to the parameters of the synthetic neural activity
and held it fixed across subjects.
A limitation of the present study is that learning in an OPS setting may be different from
learning in real BCI or across classes of BCI [Jackson and Fetz, 2011; Green and Kalaska, 2011]
– for example, myoelectric interfaces engage later stages of a motor hierarchy, so timescales
and constraints of learning may be different [Jackson and Fetz, 2011]. Consequently the
extent of learnability and timescale of learning of our fixed, optimized decoder may vary
by setting (OPS vs BCI type). While the OPS may serve as a relevant proxy of BCI in
many respects [Cunningham et al., 2010], ultimately experiments in specific settings will be
required to test the utility of our approach to each.
That said, both the decoding approach and the OPS can be modified to incorporate
other features of the neural activity such as neural dynamics. While not conventionally
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modeled in BCI, recent research has revealed dynamical components to neural activity in
motor cortices [Churchland et al., 2012]. For such a class of neural activity used for the
neuroprosthesis, one could consider the extensions yt = Axt +Bx̂t−1 +Dyt−1 + noise as a
model of the neural activity. Moreover, although we used kinematic signals as the inputs to
our simulated neurons, other user-controllable signals (e.g. muscle activity) could be used as
inputs into the encoding model, possibly affecting the results. The inputs to the OPS are
merely intended to serve as reflections of user intention and not necessarily what the real
neural activity encodes in normal, non-BCI behavior.
We lastly emphasize that our methods require estimation of the neural noise covariance,
so a calibration session used to examine neural activity is of crucial importance. For real
neural applications, the neural signal and noise components could be estimated using various
neural factor analysis methods [Byron et al., 2009; Macke et al., 2011].
2.3.4 Future directions
We have made an initial attempt to build learnable decoders using a new joint optimization
framework. We have focused on the linear-Gaussian setting which is implicit when KF
decoders are employed. There will certainly be model mismatch, and insofar as this model
proves too simple, the way forward is to incorporate additional features of the encoding
model and constraints on user learning. While our approach is very clear about the extent
to which it relies upon the accuracy of these assumptions, it is worth emphasizing that
co-adaptation approaches are equally (if implicitly) dependent on these assumptions. For
example, the structure and timescale of decoder updates in co-adaptive approaches directly
impact how well users can learn [Danziger et al., 2009] or whether the user learns at all
[Kowalski et al., 2013]. By making these assumptions explicit, we hope that we can improve
the adaptive decoder engineering process.
Additionally, while KF decoders are still widely used in BCI, future improvements may
require nonlinear decoding methods, so we may wish to extend our framework to certain
classes of nonlinear encoder-decoder pairs. For example we could consider observations
with Poisson noise in the encoding and point-process decoders or otherwise parameterize
the neural noise covariance to scale with the magnitude of the signal (i.e. signal-dependent
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noise as in [Harris and Wolpert, 1998]). Generally, any processes (even discrete ones)
could be specified for x and y. Following the conceptual approach proposed here, the
objective function over encoder and decoder parameters could be specified and optimized
subject to constraints. Furthermore, a full decoding system would certainly incorporate
additional components such as modifications for increased stopping reliability [Golub et al.,
2014] and approaches for longer-timescale nonstationarity tracking as in [Li et al., 2011;
Bishop et al., 2014].
In our OPS experiments the modeling assumptions hold by construction, so how signif-
icantly results will deviate from those of this paper in physiological experiments is open.
Also, we admittedly focused on low dimensional control in order to gain conceptual ground,
but this is simpler than high dimensional control. It remains to be explored how much more
difficult user learning is in high dimensional settings, and what modifications will be required
to assist users in learning optimal encodings. Additionally, more detailed characterization of
the learning process may become relevant.
If applying our framework to human BCI, there are a number of practical opportunities.
For example, it may be interesting to develop interfaces which indicate to the user how much
control is available for some number of DOF and permit the user to select how to map control
to the BCI effector. Users may have specific preferences to invert certain dimensions of
control or request more precision on a certain effector DOF even at the expense of precision
for other DOF. Such user-specific modifications are entirely amenable within our approach.
2.4 Materials and Methods
All simulations, optimizations, and experiments were conducted using custom code in Matlab.
As noted when presented in the text, full derivations of our methods are provided in Section
2.6. The remainder of this methods section describes the experimental methods.
2.4.1 Ethics statement
Human protocols were approved by the Columbia University Morningside Institutional
Review Board – all subjects read an IRB-approved informed consent document and provided
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verbal consent (Protocol Number: IRB-AAAM6407).
2.4.2 Online prosthesis simulator as a model of BCI
The Online prosthesis simulator (OPS) is an experimental platform that tracks overt
movements of the user, uses the movements to simulate noisy neural data, and then decodes
the synthetic data by a brain-computer interface (BCI) decoding algorithm [Cunningham et
al., 2010; Kowalski et al., 2013]. We captured the overt movements of able-bodied users with
a Microsoft Kinect. The Kinect interfaces to a standard computer via usb and signals were
analyzed in real time in matlab (middleware for Kinect-to-Matlab follows [Kowalski et al.,
2013]). Kinect data for our experiments was collected at approximately 10Hz. Movement data
was used to simulate neural signals by an arbitrary scheme, selectable by the experimenter –
we chose to generate neural activity by de-meaning the movement signals, linearly mixing
them, and adding independent Gaussian noise to each neural channel. This simulated neural
data was then analyzed by realtime BCI algorithms during experiments. The decoded results
of the simulated data were presented as feedback to the user so the user could change their
movements. See Fig 2.8 for a visual depiction of this system.
The user’s kinematic intention (xt) should correspond to an attempt to control the cursor
towards a target presented on the screen. The overt arm movements of the user are used to
simulate a population of synthetic, noisy neural units (yt). The encoding model (A) is the
estimated linear mapping from xt to yt. During the task, the neural activity is combined
with the decoded estimate of the previous timestep (x̂t−1) to determine the current cursor
position (x̂t). The decoded cursor position comes from the use of the optimal steady state
Kalman filter (using F and G via equation 2.3).
In some high level sense, the user could explore the space of mappings from their behavior
to visible feedback. While the user could not change how their overt movements map to
neural activity, the user could change the relationship between “kinematic intention” and
simulated neural activity – this is the relationship we call the encoding model. That is,
changes in how the user made overt movements when intending to obtain certain decoded
kinematics will cause changes in the encoding model (estimated parameters A).
We emphasize that these overt movements are not supposed to correspond to overt
























Fig. 2.8: OPS setup is depicted and related to real BCI. The cartoon on the left depicts the OPS: (a)
Actual overt movements of the user are detected. (b) Synthetic neural activity is generated in some fashion
derived from the overt movements. (c) The decoder sees only the simulated activity and provides a decoded
estimate of the cursor position. (d) The cursor is placed on the screen along with the target permitting visual
feedback. The flow diagrams on the right compare how data is generated in a real BCI versus the OPS and
the relationship between the variables. While there is no direct link relating intended kinematics and overt
movement (or volition), these variables are conditionally related. If the user desires to produce a certain
decoded kinematics and doing so requires some modulations of the neural activity which are controlled by
the overt movement, then the user should modulate overt movement in a way that reflects their intended
kinematics.
movements in a BCI setting; rather, these overt movements are simply supposed to provide
arbitrary volitional signals which the BCI system will exploit to perform a task. BCI permits
the use of any neural signals which are correlated with user volition – for example, even
imagined speech has been used to control a 1D cursor [Leuthardt et al., 2011]. The OPS
could be driven with arbitrary control signals, and overt movement signals seem a reasonable
model of the class of signals which may in part be used to drive a real BCI.
2.4.3 Experimental procedures
To analyze optimal encoder-decoder pairs, we have been considering the objective function
of a “tracing” task (a.k.a. pursuit tracking), in which the user has a time-varying kinematic
intention and the decoder attempts to optimally estimate the kinematics. This objective is
standard, physically meaningful, and the methods developed from it yield smooth priors.
We validated our methods using the OPS on a “pinball” task (a.k.a. point-to-point reaching)
CHAPTER 2. ENCODER-DECODER OPTIMIZATION FOR BRAIN-COMPUTER
INTERFACES 38
where the user controls a smoothly moving cursor towards targets, as this is more realistic
for applications.
In this work, we presented the results of a 1D pinball task. We present data from 4
subjects (none of whom are authors of the study or otherwise directly affiliated with this
project). Subjects were explained the rules of the “game” they were to play but were not
described details of simulated neural activity (some had performed prototype versions of the
experiment previous to participation in the experiments reported here). Before beginning
the task, we collected calibration data for each user – the user was instructed to move
around freely in an unstructured way. During this time, the user saw realtime video (RGB
image frames) of themselves with skeletal tracking superimposed, in order to see how well
the Kinect tracking worked. This unstructured phase was to get estimate of the empirical
neural activity covariance (i.e. estimated as the sample covariance of the neural responses).
The subjects participated in one session for each of two decoders (“motor-imitation”
and “pre-computed”, described more below) in each of three “signal cases”. Signal cases
consisted of specifications of how strongly the simulated neural channels were driven by
different tracked body movements of the user (described more below). Between each of
these six conditions, subjects were given a break until they felt ready for the next. For each
signal case, the two decoder sessions were presented with the motor-imitation trial first,
followed by a trial where the cursor was controlled by the pre-computed decoder. These
trials were independent and the decoders were unrelated so the order mattered only so the
control strategy the user learned when using the pre-computed decoder would not affect the
motor-imitation control scheme. For block-order validation see Fig S1.
Each session consisted of two key phases, “free exploration” and “testing.” During free
exploration, the user controlled a cursor on a screen via closed-loop OPS control, and there
was no target. During this time, the user was prompted to explore and try to learn as well
as possible how to control the cursor – this phase gave the subject an opportunity to learn,
and nothing about the decoder was changed. Exploration rapidly provides information
about how the user’s intentions relate to the movement of the cursor. The user can adjust
their control strategy, in turn, adjusting the tuning of the simulated neurons – this process
constitutes learning in this task. After a few minutes of exploration, a target appeared
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and the user was prompted verbally to move to the testing phase when ready by holding
the cursor at the target for a few seconds (subject 1 moved directly to the testing phase
without having to hold a target first, and this subject reported having had adequate time
in free exploration). During testing, a single target at a time was presented, surrounded
by a visible halo. The user attempted to control their cursor to the target and attempted
to “acquire” the target by holding the cursor in the halo-region (holding is indicated by a
color change of the region inside the halo). After a short period of time, if the cursor is
held within the halo (≈1s), the target is acquired, disappears, and a new target is randomly
placed at a new location. Targets that were not acquired after ≈15s were treated as misses,
and a new target replaced them. The subject was instructed to acquire as many targets as
possible in the ≈3min duration of the testing phase. Before beginning the task, the entire
trial structure was verbally described to each subject, and verbal reminders of trial-stage
(at transitions) were provided by the experimenter. A video depicting the experimental
procedures is included as Movie S1.
2.4.4 Decoders
The two decoders tested were selected either by “motor-imitation” initialization or by
pre-computing the optimal encoder-decoder pair and presenting the optimal decoder. Trials
with “motor-imitation” decoders begun with an extra phase (at the beginning of the free
exploration phase), during which a target moved smoothly on the screen. The user was
instructed to “trace” the target with their hand movements, thereby providing the “native”
control mapping of making rightwards and leftwards movements of their hands to control a
cursor along the horizontal axis (without visual feedback, i.e. open-loop). This OPS phase
provided supervised data which permitted estimation (by recursive least squares – an online
algorithm for linear regression) of a motor-imitation encoding model, a control scheme which
is as close as possible to user default control. The motor-imitation decoder refers to the
optimal decoder corresponding to this encoding model, which can be computed directly
from the estimated encoding model.Alternatively, for the pre-computed decoder trials, we
used covariance information determined from the calibration data to estimate an optimal
encoder-decoder pair according to our joint optimization approach presented in this paper,
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and we presented the pre-computed optimal decoder to the user. This second approach
does not require labeled data; rather it merely optimizes the encoder-decoder pair such that
good task performance results after the user learns how to use the scheme. Selection of the
decoder is unsupervised, and this approach relies on the user to adapt to match the fixed
decoder.
We note that P and Q (i.e. the prior dynamics parameters of eq. 2.1) are the same
for both cases, with P selected just under 1 (i.e. .99) to discourage drift and Q selected
to be small (.01), which was determined by the sample rate and the distances in the task
to permit appropriate movement rates for this task. Strictly, Q is a free parameter which
affects smoothing, but it should be selected in a task-dependent manner matched to the
speed of target movement (or distance between targets).
2.4.5 Signal cases
Using the OPS, we are able to arbitrarily specify mappings of user movements to the
simulated neural data as well as setting noise levels across channels – this corresponds to the
blue box of the OPS flow diagram in Fig 2.8. To compare results across subjects, we selected
three pre-defined mappings by which overt movement would drive simulated neural channels
(k=6) along with corresponding neural noise structure. These could be thought of either as a
small number of electrodes or pre-processed neural data (e.g. after dimensionality reduction).
Noise is the same order of magnitude as the signal – this is realistic for single units. For each
channel, noise is set to a fixed high or low value, with high noise set to be approximately
the same magnitude as the signal of a heavily used channel and low noise set to be less than
the signal power of a heavily used channel (per channel). Optimal encoder-decoder pairs
necessarily take into account user calibration data so it is not possible to know in advance
precisely what the optimal encoder-decoder pair will be. With that said, the optimal coding
scheme should leverage the highest SNR dimensions. For comparison, the motor-imitation
scheme which the user initializes will consist of rightwards and leftwards movements to
control the cursor rightwards and leftwards respectively.
Case 1: Simulated neural activity is linearly modulated by positions of the right hand in
horizontal and vertical dimensions – one channel driven by horizontal movement, another by
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vertical movement. Noise is low in the vertical dimension channel and high in the horizontal
dimension channel, so the optimal encoder-decoder pair will predominantly encode the
movement axis in the y movements of the right hand.
Case 2: Simulated neural activity is linearly modulated by horizontal position of both
hands together as well as distance between hands – one channel driven by the sum of the
two hands’ horizontal position, another channel by their difference. The channel driven by
distance between hands has low noise so the optimal encoder-decoder pair will predominantly
encode the movement axis in channel corresponding to the distance between hands.
Case 3: Simulated neural activity is linearly modulated by positions of each hand in
horizontal and vertical dimensions independently – separate channels are driven by each of
these variables. Noise is low on the simulated activity driven by vertical dimension of each
hand, so subjects should move both hands together vertically.
We compared all subjects on all three cases of signal-noise structure using both motor-
imitation initialized decoders and pre-computed decoders. The above cases were selected
with the intent of highlighting differences between näıve, motor-imitation schemes and
schemes which permit better performance by coding in dimensions that are not natively
leveraged. The intention was to see if optimization of the decoder yielded performance
differences and how learnable the schemes were.
2.4.6 Estimation of encoding models
In the results, we made use of estimated user encoding models, comparing them with optimal
encoding models. To estimate the user encoding models during the pinball task, we simply
performed linear regression from target positions to neural activity during the pinball phase.
This assumes that the user is attempting to control the cursor such that it moves directly
towards the target.
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Supporting Text
2.5 Encoder-decoder optimization for i.i.d Gaussian input
Here we present a derivation of the optimization routine for the optimal encoder-decoder
pair when the input distribution is i.i.d. Gaussian. This problem is essentially the same as
the core problem presented in Doi et al. (2007) – we present the solution here for a general
covariance structure. If the input x is actually drawn from an AR(1) process, we could
consider only the marginal statistics and this encoder-decoder solution would be optimal for
the class of decoders without a prior model.
Using the linear decoder, consider that
x̂t − xt = FAxt + Fεt − xt (2.1)
= (FA− I)xt + Fεt (2.2)
E(A,F ) = E[(x̂t − xt)T (x̂t − xt)] = tr(E[(x̂t − xt)(x̂t − xt)T ]) (2.3)
= tr(E[(FA− I)xtxTt (FA− I)T + 2(FA− I)xtεTt F T + FεtεTt F T ])
(2.4)
= tr((FA− I)Σx(FA− I)T ) + tr(FCF T ) (2.5)
E(A,F ) is our objective function and has free parameters for the encoder and decoder.
In this formulation, we want to first try to solve for the decoder. Things work out nicely
because we can solve for the decoder in closed form in terms of the encoder. We then plug
this back into the overall objective function which now is in terms of encoder parameters
and then we can optimize this objective. We use techniques from matrix calculus to solve






[tr((FA− I)Σx(FA− I)T ) + tr(FCF T )] (2.6)
= −2ΣxAT + 2FAΣxAT + 2CF T (2.7)
(set = 0) (2.8)
ΣxA
T = F (AΣxA
T + C) (2.9)
F = ΣxA
T (AΣxA
T + C)−1 (2.10)
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We incorporate the SNR penalty, GSNR(A) (from the main text), by adding it to the
objective. It only enters into the gradient-based optimization of A, so it is fully incorporated
by adding the appropriate gradient to the gradient of the MSE objective when computing
the gradient with respect to A. The gradient of GSNR(A) with respect to A is:
∂
∂A
GSNR(A) = C−1AΣTx + C−1AΣx = 2C−1AΣx ∝ λC−1AΣx (2.11)
using some appropriately chosen λ to enforce a particular SNR constraint. Taken together,
the update rule for A is given by A← A+ η∆A, where η is a small, fixed stepsize and the
step-direction ∆A is given by:
∆A = −FΣx(In − FA)T − λC−1AΣx (2.12)
We can consider this algorithm for robust coding without a AR prior to be a sort of
baseline against which the other methods ought to be compared - obviously a fair comparison
requires limiting the SNR comparably.
Note that in this section, the covariance Σx is the marginal covariance of the variable
x. If x is actually an i.i.d. process, this is simply the covariance, however we use Σx in the
main paper to refer to the marginal covariance of the AR(1) process (Σx = PΣxP
T +Q).
Σx here corresponds to the AR(1) marginal covariance, so as P → 0, then Σx → Q.
2.6 Encoder-decoder optimization for AR(1) input
In this section, we show how to optimize the encoding model using a gradient rule on the
objective function for the AR(1) source (i.e. a gradient rule for updating A). This would
serve as a step in an algorithm to find the optimal encoder-decoder pair. In this section,
G = P − FAP is always assumed, since this is the requirement for unbiased Kalman Filter
estimates.
2.6.1 Notation and Preliminary Results
It is useful to state some results for Kalman filters. First we define the prediction as
x̂t+1|t = E[xt+1|y1:t] = E[Pxt + zt+1|y1:t] = PE[xt|y1:t] = Px̂t|t (2.13)
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The associated prediction covariance for this estimate is given by
Σt+1|t = E[(xt+1 − x̂t+1|t)(xt+1 − x̂t+1|t)T |y1:t] (2.14)
= E[(Pxt + zt+1 − Px̂t|t)(Pxt + zt+1 − Px̂t|t)T |y1:t] (2.15)
= PE[(xt − x̂t|t)(xt − x̂t|t)T ]P T + 2PE[(xt − x̂t|t)zTt+1] + E[zt+1zTt+1] (2.16)
= PΣt|tP
T +Q (2.17)
where the last line comes from defining the posterior covariance, Σt|t = E[(xt−x̂t|t)(xt−x̂t|t)T ],
and recognizing that E[(xt − x̂t|t)zTt+1] = 0. In steady state we will denote the prediction
covariance as, ΣSS. It satisfies the following steady state Riccati equation
ΣSS = P (ΣSS − ΣSSAT (AΣSSAT + C)−1AΣSS)P T +Q (2.18)
Note that this equation has no dependence on F . Standard results (see e.g. [Lancaster and





P T +Q (2.19)
This equation facilitates the calculation of derivatives later.
The last result on Kalman filters is for the posterior covariance. Observing that we can
write
x̂t|t = x̂t|t−1 + F (yt −Ax̂t|t−1) = x̂t|t−1 + FAxt − FAx̂t|t−1 + Fεt (2.20)
we have
xt − x̂t|t = (I − FA)(xt − x̂t|t−1)− Fεt (2.21)
which allows us to write
Σt|t = E[(xt − x̂t|t)(xt − x̂t|t)T |y1:t] (2.22)
= E[
(
(I − FA)(xt − x̂t|t−1)− Fεt
) (
(I − FA)(xt − x̂t|t−1)− Fεt
)T
] (2.23)
= (I − FA)Σt|t−1(I − FA)T + FCF T − 2(I − FA)E[(xt − x̂t|t−1)εTt ]F T (2.24)
= (I − FA)Σt|t−1(I − FA)T + FCF T (2.25)
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In steady state, we will denote this Kalman posterior covariance by ΣKP . The objective
function can be written as
E(A,F ) = E[(x̂t − xt)T (x̂t − xt)] (2.26)
= tr(E[(x̂t − xt)(x̂t − xt)T ]) (2.27)
= tr(ΣKP ) (2.28)
2.6.2 Minimizing the posterior variance
To minimize the KF posterior variance, we minimize the trace of the covariance of the current
state estimate, given by Eq. (2.25), with respect to F and A, subject to regularization on A.
We ignore regularization, taking for granted that the gradient of the GSNR(A) with respect
to A should be incorporated into the updates as in appendix 2.5.










(I − FA)ΣSS(I − FA)T + FCF T
)
(2.31)
where the final step uses the definition of the prediction covariance in Eq. (2.14) and the
result in Eq. (2.25) for the posterior covariance.
Taking the derivative of Eq. (2.31) with respect to F , recalling from Eq. (2.18) that ΣSS








In order to calculate the derivative of Eq. (2.31) with respect to A, one must take into
account that ΣSS is a function of A. In [Konstantinov et al., 1993], they calculate the








in order to concisely express the differential, ∂AΣSS, in response to changes in A as a solution
to
∂AΣSS −ATc ∂AΣSSAc = −ATc ΣSS∂A(ATC−1A)ΣSSAc (2.34)
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Straightforward manipulations allow the calculation of ∂vec(ΣSS)/∂vec(A) ≡ DAΣSS from
(In2−ATc ⊗ATc )∂Avec(ΣSS) = −(In2 +Knn)
(
(ATc ΣSS)⊗ (ATc ΣSSATC−1)
)
∂Avec(A) (2.35)
where ⊗ is the Kronecker product. Finally, the derivative with respect to A can be written
∂E(A,F )
∂A









We optimize the encoder and decoder jointly via a coordinate-wise algorithm on the
objective – we alternate between updating A via a gradient-based method (with appropriate
regularization) and computing the optimal F ,G parameters.
2.6.3 Relationship between AR(1) and i.i.d input solutions
We would like to conclude by verifying that the solution to the full problem appropriately
generalizes and outperforms the marginal solution from appendix 2.5. In the limit of P → 0
which eliminates the temporal dependencies, we wish to confirm that the solution for the
optimal SSKF goes to the optimal marginal solution. Recall that we solve for F and G by
F = ΣSSA
T (AΣSSA
T +C)−1 and G = P − FAP respectively, where ΣSS is the fixed point
solution to the Riccati equation, ΣSS = P (ΣSS − ΣSSAT (AΣSSAT + C)−1AΣSS)P T +Q.
As P → 0, most of the Riccati equation is eliminated, leaving only the Q term, so ΣSS →
Q. This remaining covariance term is precisely the marginal covariance Σx when P → 0 (by
equation Σx = PΣxP
T +Q). The solution for F then becomes F = ΣxA
T (AΣxA
T + C)−1,
which is the same as the solution for F obtained by solving for the marginal solution for F
as done in appendix 2.5. And trivially, the solution for G→ 0 as P → 0. We see that the
optimal decoder without prior dependencies becomes the optimal marginal decoder.
Furthermore, we can simulate a channel (x → y → x̂) with x drawn from an AR(1)
process and run the algorithm to optimize the encoder-decoder pair for a fixed value of the
penalty parameter, λ. We can perform this optimization and examine the simulated error of
optimal encoder-decoder pairs as a function of various magnitudes of the λ for the GSNR(A)
penalty (see Fig 2.9).
We expect that properly treating the AR(1) prior should improve recovery, and indeed
we see this improvement reflected in Fig 2.9 for moderate SNR levels. In the very high SNR
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Fig. 2.9: Demonstration of decoding performance of optimized encoder-decoder schemes. We compare
performance using the linear i.i.d. decoder which is optimized for marginal statistics vs. the SSKF decoder
which is optimized for AR(1) prior structure. (a) Curves correspond to the task error. The y-axis is log-scale
with 100 = 1 error reflecting the error obtained by using the mean value as the decoded estimate. As
SNR increases, error decreases at different rates for the two decoding approaches. (b) Example traces of a
kinematic variable show difference in decoding performance between methods when SNR ≈ 3 and x ∼ AR(1).
Simulation here uses xt to be dimension n = 3 (i.e. 3D kinematics, with only one dimension visualized in the
traces) and yt to be dimension k = 5 “electrode” channels. Overall, SSKF performs much better. Notice the
SSKF decoder yields a visually far less noisy decoded estimate at the same SNR (this difference between
traces can be expressed either as MSE or as a difference in of r2 = .7 for SSKF vs. r2 = .51 for marginal).
regime, the AR(1) prior is unnecessary and G→ 0 – the signal is high enough that we can
trust the observations and the prior becomes less useful. In lower SNR regimes, we rely
more on the AR(1) prior structure and less on the observations. However, as SNR→ 0, we
can do no better than simply guessing the mean value of the process yielding a maximal
value that the error can reach.





The work presented in this chapter is a version of work intended to be published, and was
co-authored with David Carlson, Liam Paninski, and John P. Cunningham.
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Abstract
Neuroprosthetic brain-computer interfaces function via an algorithm which decodes neural
activity of the user into movements of an end effector, such as a cursor or robotic arm. In
practice, the decoder is often learned by updating its parameters while the user performs a
task. When the user’s intention is not directly observable, recent methods have demonstrated
value in training the decoder against a surrogate for the user’s intended movement. We
describe how training a decoder in this way can be seen as an imitation learning problem,
where an oracle or expert is employed for supervised training in lieu of direct observations,
which are not available. Specifically, we adapt a generic imitation learning meta-algorithm,
dataset aggregation (DAgger, [Ross et al., 2011]), to train a brain-computer interface
in arbitrary dimensions. By interpreting existing learning algorithms for brain-computer
interfaces in this framework, we provide analysis of regret, a standard metric of learning
efficacy. Using this interpretation, we characterize the space of algorithmic variants and
bounds on their regret rates. Existing approaches for decoder learning have been performed
in the cursor control setting, but it has not been clear how these approaches will scale to
naturalistic complexity settings, such as controlling a high degree-of-freedom robotic arm.
Leveraging our proposed imitation learning interpretation, we couple parameter updating
with an oracle produced by optimal control software, yielding rapid decoder learning in
simulations of neuroprosthetic control of an arm.
Author Summary
There are various existing methods for rapidly learning a decoder during closed-loop brain
computer interface (BCI) tasks. While many of these methods work well in practice,
there is no clear theoretical foundation for parameter learning. We offer a new, unifying
interpretation, by recasting the closed-loop decoder learning setting as an imitation learning
problem. This has two major consequences: first, our approach clarifies how to seamlessly
extend intention-based algorithms to any BCI setting, most notably more complex settings
like control of an arm; and second, this framework allows us to leverage theoretical results
from an existing literature on the regret of related algorithms. After first demonstrating
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algorithmic performance in simulation on the well-studied setting of a user trying to reach
targets by controlling a cursor on a screen, we then simulate a user controlling an arm
in order to grasp a wand. Finally, we point to various extensions in the online-imitation
learning literature that may be useful in the BCI setting.
3.1 Introduction
Brain-computer interfaces (BCI, or brain-machine interfaces) translate noisy neural activity
into commands for controlling an effector via a decoding algorithm [Serruya et al., 2002;
Taylor et al., 2002; Carmena et al., 2003; Hochberg et al., 2006]. The neural signals are
assumed to encode the intended movements of the user. A core objective in decoder design
is to rapidly learn a well-performing decoder during a training phase. For a healthy user
who is capable of making overt movements (as in a laboratory setup with non-human
primates [Serruya et al., 2002; Taylor et al., 2002; Carmena et al., 2003; Gilja et al.,
2012a]), it is possible to observe neural activity and movements simultaneously in order
to directly learn the mapping between movement intention and neural activity, known
as the encoding model. Implicitly, we assume the overt movements reflect intention, so
this mapping provides a relationship between neural activity and intended movement.
State-of-the-art decoding is usually achieved by a Kalman filter (KF) [Wu et al., 2006;
Gilja et al., 2012a] (see [Zhang and Chase, 2015] for review).
However, in many cases of interest the user is not able to make overt movements, so
intended movements must be inferred or otherwise determined. This insight that better
decoder parameters can be learned by training against some form of assumed intention
appears in [Gilja et al., 2012a], and extensions have been explored in [Dangi et al., 2013;
Dangi et al., 2014]. In these works, it is assumed that the user intends to move towards the
current goal or target in a cursor task, resulting in parameter training algorithms that result
in dramatically improved decoder performance on a cursor task.
Specifically, in the recalibrated feedback intention-trained Kalman filter formulation
(ReFIT, [Gilja et al., 2012a]), the decoder is trained in two stages. First, the subject makes
some number of reaches using its real arm. The hand kinematics and neural data are used
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to train a Kalman filter decoder. Next, the subject engages in the reach-task in an online
setting using the fixed Kalman filter decoder. The decoder could be updated naively with
the data from this second stage (gathered via closed loop control of the cursor). However,
the key parameter-fitting insight of ReFIT is that a demonstrably better decoder is learned
by first modifying this closed-loop data to reflect the assumption that the user intended
at each timestep to move towards the target (rather than the movement that the decoder
actually produced). Specifically, the modification is that the instantaneous velocity from
the closed-loop cursor control is rotated to point towards the goal to create a goal-oriented
dataset. The decoder is then trained on this modified dataset. ReFIT additionally proposes
a modified decoding algorithm. However, we emphasize that we distinguish between the
problem of learning parameters and selection of the decoding algorithm, and this paper
focuses on the problem of learning parameters (for discussion concerning decoding algorithm
selection, see [Zhang and Chase, 2015]).
Shortcomings of ReFIT include both a lack of understanding the conditions necessary for
successful application of its parameter-fitting innovation, as well as the inability for the user
to perform overt movements required for the initial data collection when the user is paralyzed
(as would be the norm for clinical settings [Hochberg et al., 2006; Hochberg et al., 2012;
Gilja et al., 2015]). The closed-loop decoder adaptation (CLDA) framework has made steps
towards generalizing the ReFIT parameter-fitting innovation [Dangi et al., 2013]. The
CLDA approach built on ReFIT, effectively proposing to update the decoder online as
new data streamed in using an adaptive scheme [Dangi et al., 2013; Dangi et al., 2014].
However, even with these steps, it remains hard to see how to generalize these insights to
more complex tasks, such as control with realistic multi-joint arms. In the present work, we
further generalize this problem, formalizing the style of parameter fitting employed in both
ReFIT and CLDA approaches as a special type of online learning problem, called “imitation
learning.”
That intention-based BCI parameter fitting corresponds to imitation learning has not been
understood in previous treatments. Traditionally, in imitation learning (or “apprenticeship
learning”), an agent must learn what action to take when in a particular situation (or
state) via access to an expert or oracle which provides the agent with a good action at each
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timestep. The agent can thereby gradually learn a policy for determining which action to
select in various settings. This setting can be formally related to online learning [Ross et al.,
2011], wherein an agent makes sequential actions and receives feedback from the environment
regarding the quality of the action. In our BCI setting, instead of a policy that asserts which
action to take in a given state, we have a decoder that determines the effector update in
response to the current kinematic state and neural activity. Formally, the decoder serves
the role of the policy; the neural activity and the current kinematic pose of the effector
comprise the state; and the incremental updates to the effector pose correspond to actions.
The assumption that we know the user’s instantaneous “true” intention is formalized as an
intention-oracle. With this oracle, training amounts to the application of supervised methods
to determine the relationship between the neural activity and the intended kinematics.
Our work addresses core issues in the application of intention-based parameter fitting
methods. (1) By explicitly viewing parameter fitting as an imitation learning problem, we
can cleanly describe a family of algorithms, provide general guarantees for the closed-loop
training process, and provide specific guarantees for standard choices of parameter update
rules. (2) The recognition of the need for an intention-oracle motivates the proposal of a
general use of optimal control to infer intention. We provide a concrete approach to derive
goal-directed intention signals for a model monkey arm in a reaching task. Simulations of
the arm movement task demonstrate the feasibility of leveraging intention-based parameter
fitting in higher dimensional tasks – something fundamentally ambiguous given existing
work, because it would not have been clear how to infer intention for high-dimensional tasks
or arbitrary effector DOF representations. The conceptual clarity and theoretical leverage,
previously unavailable, over BCI training with intention-based parameter fitting should
enable the application of this technique to arbitrary settings.
In the next section, we recast the learning problem. We then describe a family of CLDA-
like algorithms which encompasses existing approaches. By relating BCI learning algorithms
to their general online learning counterparts in this way, we can leverage the results from
the larger online learning literature. Our theoretical characterizations of the algorithms take
the form of statements about “regret.” Regret is a measure of the performance of a learning
algorithm relative to the performance if that algorithm were set to its optimal parameters. In
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the online learning literature, there is a considerable body of results on the regret of various
general classes of algorithm, and we can apply known bounds to specific algorithms in the
BCI setting. However, while bounds are highly informative about dominant terms, they are
often ambiguous up to proportionality constants. Therefore, we employ simulations to give
a concrete sense of how well these algorithms can perform and provide a demonstration that
even learning to control a full arm is feasible using this approach.
For simulations in this work, we employ linear encoding of kinematic variables because,
in addition to having a history in the BCI literature [Wu et al., 2006], this corresponds to an
operationally useful encoding model employed in recent, well-performing applications in the
closed-loop BCI [Gilja et al., 2012a; Gilja et al., 2015]. We do not intend to claim that simple,
linear encoding models as assumed when employing Kalman filter decoders correspond to
the reality of innate neural computation in motor cortex. Nonlinear filtering approaches that
make more realistic assumptions about neural encoding have been explored offline [Shoham
et al., 2005; Wang et al., 2009; Nazarpour et al., 2012]. However, it is not clear that offline
results employing more realistic encoding models always translate performance gains to
closed-loop settings [Koyama et al., 2010]. Nevertheless, there have been successes using
more complicated decoding algorithms in closed-loop experiments [Shpigelman et al., 2009;
Li et al., 2009; Sussillo et al., 2012]. In addition, recent scientific work has sought to
understand a role of intrinsic dynamics in motor cortices [Churchland et al., 2012], and
dynamics-aware decoders are also being developed [Kao et al., 2015]. Intention-based
parameter fitting does not depend, in any general way, on the encoding model assumed by
the decoding algorithm. Consequently, a key benefit of the proposed theoretical framework
is that we obtain guarantees regarding performance of algorithms even for more complicated
classes of decoders. In short, the meta-algorithm we describe is largely agnostic to the details
of the encoding.










Fig. 3.1: A BCI has an effector, such as a robotic arm, with predefined degrees of freedom. Given a task
objective (e.g. an objective function corresponding to reaching and grasping a target), an intention-oracle
can be computed to provide the intended updates to the arm kinematics. The actual trajectory of the arm is
evaluated deterministically from the neural activity via the decoder. In practice, the oracle update would be
recomputed at each timestep to reflect the instantaneous best movement in the direction of the goal.
3.2 Results
3.2.1 Components of the imitation learning approach for BCI
The problem that arises in BCI parameter fitting is to learn the parameters of the model in
an online fashion. In an ideal world, this could be performed by supervised learning, where
we observe both the neural activity and overt movements, which reflect user intention. In a
closed-loop setting, we would then simply use supervised online learning methods. However,
for supervised learning we need labelled movement data. Neither overt movements nor user
intent are actually observable in a real-world prosthetic setting. Imitation learning, through
the usage of an oracle or expert, helps us circumvent this issue.
We will show that various online-imitation learning algorithms can be applied in the
BCI setting once the structural relationship between the BCI design and imitation learning
settings is made explicit. To begin, we describe the core components of BCI algorithms that
follow the imitation learning paradigm – effector, task objective, oracle, decoding algorithm,
and update rule (Fig. 3.1).
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The effector for a BCI is the part of the system that is controlled in order to interact
with the environment (e.g. a cursor on a computer screen [Gilja et al., 2012a] or a robotic
arm [Hochberg et al., 2012; Putrino et al., 2015]). Minimally, the degrees of freedom (DOF)
that are able to be controlled must be selected. For example, when controlling a robotic
arm, it might be decided that the user only controls the hand position of the robotic arm
(e.g. as if it were a cursor in 3D) and the updates to the arm joint angles are computed
by the algorithm to accommodate that movement. A model of effector dynamics provides
a probabilistic state transition model, which permits the use of filtering techniques as the
decoding algorithm. The default assumption for dynamics is that the effector does not move
discontinuously, which yields smoothed trajectories.
The task objective refers to the performance measure of the task. For example, in a
cursor task, the objective could be for the cursor to be as close as possible to the goal as
rapidly as possible, or it may be for the cursor to acquire as many targets as possible in some
time interval. Other objectives related to holding the cursor at the target with a required
amount of stability have also been proposed (e.g. “dial-in-time”, [Gilja et al., 2012a]). The
objective may include be additional components related to minimizing exertion (i.e. energy)
or having smooth/naturalistic movements. Insofar as this task has been communicated to
the user (verbally in the human case or via training in the case of non-human subjects), the
user’s intention should be consistent with this objective, so it is appropriate to consider the
task objective to correspond to the user’s intended objective.
Imitation learning requires an oracle or expert to provide the labelled data. When overt
movements are available, we use overt movements as a proxy for the intended movements.
Interpreting the parameter-fitting innovation of ReFIT in the imitation learning framework,
the choice to train using goal-directed velocity vectors [Gilja et al., 2012a] can be seen as
an implicit selection of intention-oracle (a model of the user’s intention). Indeed this is
a reasonable choice of oracle as it is goal-directed, presumably reflects user intent, and
provides a sensible heuristic for the magnitude of the instantaneous oracle velocities. More
generally, the oracle should be selected to match the users intention as closely as possible
(for example by compensating for sensory delays as in [Golub et al., 2013]). When the task
objective is well-specified and there exists a dynamics model for the effector, routine optimal
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control theory can be used to produce the oracle (along the lines of [Ross and Bagnell,
2012]). That is, from the current position, the incremental update to the effector state in
the direction of the task objective can be computed. For a cursor, a simple mean-squared
error (MSE) objective will result in optimal velocities directed towards the goal/target, with
extra assumptions governing the magnitudes of those velocities.
Different BCI algorithms also differ in their choice of decoder family and update rule.
Ultimately all of these decoders can be abstracted as learned functions mapping neural
activity and current effector state to kinematic updates (e.g. this is straightforward for the
steady-state Kalman filter, see methods). The parameters of the model will be adapted by
an update rule, which makes use of the observed pairs of data (i.e the intention-oracle and
the neural activity). We note that we can take either of two complementary perspectives –
we can use our data to directly update decoder parameters or alternatively we can update
the encoding model parameters and compute the corresponding updated optimal decoder
(i.e. using Bayes rule to combine the encoding model and the effector dynamics model to
decode via Bayesian filtering). In principle, either of these approaches work, but in this work
we will directly adapt decoder parameters because it is simpler and closer to the convention
in online learning.
In very general decision process settings, a function mapping from states to actions is
called a policy – in BCI settings, this is the decoder. The details of this mapping can be
specified in a few essentially equivalent ways. Most consistent with the state-action mapping
is for the policy to produce an action corresponding to an update to the state of the effector.
If the effector state consists of positions, then these updates are velocities but the effector
state could also be instantaneous velocities, forces, or other variables in which case the
actions correspond to updates to these state variables which imply updates to the pose of
the effector.
Relatively more familiar in BCI research is the use of a policy as decoder when Re-
inforcement learning (RL) is being used (see [Mahmoudi et al., 2013; Bryan et al., 2013;
Pohlmeyer et al., 2014], or even with error signals derived from neural activity in [Iturrate
et al., 2015]). In a high-level sense, reinforcement learning and imitation learning are both
part of the same policy-based formalism. However, the learning framework used to train the
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decoder-policy depends on the available information. RL is applicable when feedback is only
occasionally available (e.g. when the task is successful), and updates assign credit backwards
in time to actions that preceded the reward or penalty. For example, if the only available
information were the success or failure of reaches, it would make sense to use updates derived
from reinforcement learning. Restricting the updates to this information will lead to very
slow policy learning as many reaches will be required. In the context of BCI training, wherein
tasks are appropriately well-constrained, principled assumptions can be made about the
users instantaneous assumption (i.e. that it is goal directed) which, when combined with a
model of how kinematics follow from intention, provides the additional information to move
from reinforcement learning to imitation learning. When we can provide an intention oracle,
we are in the imitation learning setting and we want to train the policy to match the oracle.
In imitation learning, each action can be directly compared to the oracle, so learning of the
general policy occurs from the examples – this will yield considerably more rapid learning
than RL. The same policy could also be learned from hybrid RL and imitation updates, and
this would be well-advised if the oracle is noisy or of otherwise low quality (see Discussion).
3.2.2 Parameter updating through imitation learning
We will formalize the closed-loop data collection process in BCI and present this process as
part of an imitation learning meta-algorithm. This meta-algorithm has some interchangeable
parts, so it can be interpreted as providing a family of algorithms. This algorithm will
subsequently be shown to encompass a range of reasonable closed-loop BCI approaches. This
perspective is consistent with the CLDA framework [Dangi et al., 2013], but by formalizing
the entire approach as a meta-algorithm, we gain additional theoretical leverage.
We set up the process such that the data is split into reach trajectories k = 1, . . . ,K
that each contain a sequence of Tk < T discretized time points, and K is not necessarily
known a priori. Each Tk corresponds to the time it takes for a single successful reach. The
kth reach is successful when some task objective, such as the distance between the cursor
position and a goal position gkt, is satisfied to within some ε (more generally, the goal gkt
corresponds to any sort of target upon which the objective depends). At each time point
within a reach, t, we assume that we have the current state of the effector xkt, as well as a
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vector nkt that corresponds to neural activity (e.g. spike counts). bold lower-case letters
(x, n, g, . . . ) denote column vectors. The combination {nkt,xkt} constitute the current
input to the decoder.
In BCI, we want a decoder π ∈ Π (i.e., a policy π within the space of policies Π) that
transforms the state information (x,n) into an action that matches the intention of the
user. An imitation learning algorithm trains the policy to mimic as closely as possible the
oracle policy π∗, which gives the oracle actions okt = π
∗(xkt,nkt,gkt). Note that the oracle
policy is not a member of Π (i.e. π∗ /∈ Π): this distinction is important as the learnable
policies π do not have access to goal information. Because we have finite samples, we
use an instantaneous loss `(π(xkt,nkt),okt). In the cursor control case, this loss could be
the squared error between the oracle velocity and the decoder/policy velocity. We write




t=1 `(π(xkt,nkt),okt), where D(k) refers to the set of
data {xkt,nkt,okt}t∈1...Tk from just the kth reach, and D(1:k) refers to the combined set of
data {xk′t,nk′t,ok′t}k′∈1...k,t∈1...Tk′ from reaches up to k.
The core imitation learning meta-algorithm is presented in Alg. 1. This meta-algorithm
is the general structure for different learning algorithms, and the update line is distinct
for alternative learning methods (each update takes the current decoder and dataset
and produces the new decoder). It presents the online-imitation learning meta-algorithm
dataset aggregation (DAgger) [Ross et al., 2011], described as it applies for the BCI setting.
We emphasize that this meta-algorithm is specified only once the effector, task objective,
oracle, decoding algorithm, and parameter update rule are determined. DAgger gradually
aggregates a dataset D with pairs of state information and oracle actions at each time point.
The dataset is used to train a stationary, deterministic decoder, which is defined as the
deterministic optimal action (lowest average loss) based on the state information, which
includes both the neural activity (n) and the effector state (x) in the BCI setting.
The meta-algorithm begins with a well-behaved (i.e. stable, albeit poorly performing)
initial decoder and uses this decoder, possibly blended with the oracle, to explore states.
Specifically, the effective decoder is given by βiπ
∗+ (1−βi)π(k), where π∗ is the oracle policy
and π(k) is the current decoder. When this mixing is interpreted literally as a weighted
linear sum, this approach is equivalent to assisted decoding in the BCI literature (as in
CHAPTER 3. NEUROPROSTHETIC DECODER TRAINING AS IMITATION
LEARNING 60
Algorithm 1: Imitation learning perspective of decoder training
Initialize dataset D(0) ← ∅
Initialize decoder π(0)
Input/select β1, . . . , βK
for k = 1 to K trajectories do
Initialize effector state, xk1 ← x0, (or continue from end of previous trajectory)
Randomly select goal state, gkt from set of valid goals
Initialize t← 1
while distance(xkt,gkt) > ε and t < T do
Acquire neural data nkt
Query oracle update okt = π
∗(xkt,nkt,gkt)
Update state via assisted decoder:
xk,t+1 ← βkπ∗(xkt,nkt,gkt) + (1− βk)π(k)(xkt,nkt)
t← t+ 1
end
Aggregate D(1:k+1) ← D(1:k) ∪ {(xkt,nkt,okt)}t=1,...,Tk
π(k+1) ← update(π(k),D(1:k+1)) (See Alg. 2)
end
return best or last π
[Velliste et al., 2008] or [So et al., 2014]), where the effective decoder during training is a
mixture of the oracle policy and the decoder driven by the neural activity – in [Ross et al.,
2011], the policy blending is probabilistic (see Text S1 for detailed distinction). The assisted
decoder may reduce user frustration from poor initial decoding, and helps provide more
task-relevant sampling of states. As training proceeds, the effective decoder relies less on
the oracle and is ultimately governed only by the decoder. For example, βi may be set to
decrease according to a particular schedule with iterations, or as an abrupt example, β1 = 1
and βi>1 = 0.
For each time point in each trajectory, the state information and oracle pair are incor-
porated into the stored dataset. The decoder is updated by a chosen rule at the end of
each trajectory (or alternatively after each time step). We note that computational and
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memory requirements are less for updates that only require data from the most recent stage
(D(k+1)); however, using the whole dataset is more general, may improve performance, and
can stabilize updates.
3.2.3 Relating BCI and online learning
The core idea of leveraging an intention-oracle to implicitly perform parameter learning via
imitation learning comes from ReFIT [Gilja et al., 2012a]. Through an ad hoc motivation
that was subsequently empirically justified, the ReFIT algorithm made use of modified
velocity vectors in order to update parameters in a fashion which incorporated the user’s
presumed goal-directed intention. Through the lens of the present meta-algorithm, the
decoder is well-initialized, many trajectories are collected using this initial decoder, the
oracle is computed, and a single update is performed after many reach trajectories are
collected.
The CLDA framework extracted the core parameter-fitting principle from ReFIT, allowing
for the updates to occur multiple times and take different forms [Dangi et al., 2013]. The
simplest update consistent with this framework is gradient-based decoder adaptation. Under
this scheme the decoder is repeatedly updated and the updates correspond to online gradient
descent (OGD). This general class of BCI algorithms take observations in an online fashion,
perform updates to the parameters using the gradient, and do not pass over the “old” data
again. This update takes the form:
π(k+1) = π(k) − 1
ηk
∇πL(π(k),D(k+1)), (3.1)
which simply means that decoder parameters are updated by taking a step in the direction
of the negative gradient of the loss with respect to those parameters. 1ηk corresponds to the
learning rate.
Another option for an update is to smoothly average previous parameter estimates with
recent (temporally localized) estimates of those parameters computed from a mini-batch –
that is, to perform a moving average (MA) over recent optimal parameters. This update
takes the form:
π(k+1) = (1− λ)π(k) + λ arg min
π
L(π,D(k+1)) (3.2)
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Algorithm 2: Selected direct decoder update options
Switch:
Case – Online gradient descent (OGD), Eqn. 3.1:
π(k+1) = π(k) − 1ηk∇πL(π
(k),D(k+1))
Case – Moving average (MA), Eqn. 3.2:
π(k+1) = (1− λ)π(k) + λ arg minπ L(π,D(k+1))
Case – Follow the (regularized) leader (FTL), Eqn. 3.3:
π(k+1) = arg minπ L(π,D(1:k+1))
return π(k+1)
for λ ∈ [0, 1]. In practice, the second term here corresponds to maximum likelihood estimation
of the parameters. An update of this sort is presented as part of the CLDA framework as
smoothBatch [Dangi et al., 2013].
Another reasonable parameter update in the BCI setting is to peform a full re-estimation
of the parameters given all of the observed data at every update stage. This can be
interpreted as a follow-the-leader (FTL) update [Shalev-Shwartz, 2011]. This update takes
the form:
π(k+1) = arg min
π
L(π,D(1:k+1)). (3.3)
Here all data pairs are used as part of the training of the next set of parameters. We will see
in the next section that this update can provide especially good guarantees on performance.
DAgger was originally presented using this FTL update, utilizing the aggregated dataset
[Ross et al., 2011]. We note that this sort of batch maximum likelihood update is discussed
as a CLDA option in [Dangi et al., 2014], where a computationally simpler, exponentially
weighted variant is explored, termed recursive maximum likelihood (RML). For BCI settings,
data is costly relative to the memory requirements, so it makes sense to aggregate the whole
dataset without discarding old samples. For all of these updates, especially early on, it can
be useful to include regularization, and it is straightforward to incorporate this into the
definition of the loss. We summarize the parameter update procedures in Alg. 2.
Adaptive filtering techniques in engineering are closely related to the online machine
learning updates we consider in this work. OGD is a generic update rule. In the special
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case of linear models with a mean square error cost, the solution that has a long history in
engineering is called the least mean square (LMS) algorithm [Widrow and Stearns, 1985].
Also, in the same setting, when FTL corresponds to a batch LS optimization, its solution
could be computed exactly in an online fashion using recursive least squares (RLS) [Plackett,
1950] – for more background on LMS or RLS see [Sayed, 2003].
We will more concretely discuss the guarantees of these algorithms in the subsequent
section. We remark that all of the algorithms described so far make use of our generalization
of the key parameter-fitting innovation from ReFIT, but they differ in parameter update
rule. Additionally, algorithms can differ in the selection of the decoding algorithm, effector,
task objective, and oracle. For example, if some objective other than mean squared error
(MSE) were prioritized (e.g. rapid cursor stopping) and it was believed that user intention
should reflect this priority, then the task objective and oracle could be chosen accordingly.
3.2.4 Algorithm regret bounds
In this section we provide theoretical guarantees for the BCI learning algorithms introduced
above. We will do this by importing the core theorem for DAgger [Ross et al., 2011], and
combining it with adaptations of previously known results from the online learning literature.
We provide specific terms and rates for the representative choices of parameter update rules
(discussed in previous sections, summarized in Table 3.1).
The standard way of assessing the quality of an online learning algorithm is through a
regret bound [Shalev-Shwartz, 2011], which calculates the excess loss after K trajectories











A smaller regret bound or a regret bound that decays more quickly is indicative of an
algorithm with better worst-case performance. Note that π[ is the best realizable decoder
(Π is the set of feasible decoders, which may have a specific parameterization and will not
depend on the goal), so π[ is not equivalent to the oracle. Since π[ will need to make use of
noisy neural activity, the term `(π[(xkt,nkt),okt) is not likely to be zero.
The core theorem of [Ross et al., 2011] (see Text S1 for our restatement), can be
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Table 3.1: Summary of regret for selected algorithms.
Online Learning Algorithm Closest BCI Algorithm Regret




K) [Kivinen and War-
muth, 1995]
O(logK)∗ [Hazan et al.,
2007]
Moving Average SmoothBatch [Dangi et al.,
2013]
O(K)
Follow-the-leader CLDA-style maximum likeli-
hood [Dangi et al., 2014]
O(logK) [Hazan et al.,
2007]
∗ Bound obtained only under restrictive conditions (see main text).
paraphrased as stating: Alg. 1 will result in a policy (i.e. decoder) that has an expected
total loss bounded by the sum of three terms: (1) a term corresponding to the loss if the best
obtainable decoder had been used for the whole duration; (2) a term that compensates for the
assisted training terms (βk); (3) a term that corresponds to the regret of the online learning
parameter update rule used.
Since the regret of various online optimization algorithms is well-studied, we emphasize
that the power of this theorem is that it allows analysis of imitation learning through
regret bounds for well-established online optimization methods. Regret that accumulates
sublinearly with respect to observations implies that the trial-averaged loss can be expected
to converge. We usually want the regret accumulation to occur as slowly as possible. A
goal of online learning is to provide no-regret algorithms, which refers to the property that
limK→∞RegretK(Π)/K = 0.
In this work, we have introduced three update methods that serve as a representative
survey of the simple, intuitive space of algorithms proposed for the BCI setting (see Table
3.1). Leveraging the theoretical tools, we can provide regret bounds for the imitation learning
variants, here specifically assuming linear decoding and a quadratic loss (see Text S1 for full
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details). This analysis is based on the steady-state Kalman filter (SSKF) (see methods), but
could be generalized to other settings.
OGD is a classical online optimization algorithm, and is well-studied both generally and
in the linear regression case. The regret scales as O(
√
K) [Kivinen and Warmuth, 1995]
(recall k indexes the reach trajectory). We note that in order to saturate the performance of
OGD, the learning rate must be selected carefully, and the optimal learning rate essentially
requires knowledge of the scaling of the parameters. Different parameters in practice typically
require different learning rates [Duchi et al., 2011]. OGD is most useful in an environment
where data is cheap because the updates have very low computational overhead – this is
relevant for many modern large-data problems. In BCI applications, data is costly due to
practical limits on collecting data from a single subject, so a more computationally intensive
update may be preferable if it outperforms OGD.
Under certain conditions, OGD can achieve a regret rate of O(logK) [Hazan et al., 2007],
which is an improved rate (and the same order as the more computationally-intensive FTL
strategy we discuss below). This rate requires additional assumptions that are realistic
only for certain practical settings. Asymptotically, any learning rate ηk that scales as O(k)
will achieve this logarithmic rate, but choosing the wrong scale will dramatically negatively
impact performance, especially during the crucial, initial learning period. For this reason,
we may desire methods without step-size tuning.
We next consider the guarantees available for the moving average update. This algorithm
suffers from regret that is O(K), so it is not a no-regret algorithm (see analysis presented in
[Dangi et al., 2013] where there is an additional steady-state error). Conceptually this is
because old data has decaying weight, so there is estimation error due to prioritization of a
recent subset of the data. While this method has poor regret when analyzed for a static
model (i.e. neural tuning is stable), it may be useful when some of the data is meaningless
(i.e. a distracted user who is temporarily not paying attention), or when the parameters of
the model may change over time. Also, in practice, if λ is large enough, the algorithm may
be close “enough” to an optimal solution.
An approach that may improve regret rates relative to OGD at the expense of additional
computational cost is Follow-the-leader (FTL) (or if regularization is used, Follow-the-
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regularized-leader (FTRL, a.k.a. FoReL)) [Shalev-Shwartz, 2011]. Under mild conditions
that hold for the SSKF learned with mild regularization, FTL obtains a regret rate of
O(logK) [Hazan et al., 2007] (see Text S1 for details and discussion of constants). Thus,
keeping in mind these bounds are worst-case, we expect that using FTL updates will provide
improved performance at the expense of increased computational cost relative to OGD
or MA. We validate these theoretically motivated expectations in simulations in the next
section. We note that BCI datasets remain small enough that FTL updates for sets of
reaches should be tractable, at least for initial decoder learning in closed-loop settings.
While the focus here is on static models, we note that there is additional literature
concerning online optimization for dynamic models. Here dynamic refers to situations where
the neural tuning drifts in a random fashion over time. Intuitively, something more like
OGD is reasonable, and specific variants have been well characterized [Hall and Willett,
2015]. If the absolute total deviation of the time-varying parameters is constrained, these
approaches can have regret of order O(
√
K) [Hall and Willett, 2015]. A dynamic model may
provide better fit and therefore provide lower MSE despite potential for additional regret.
3.2.5 Simulated cursor experiments
The first set of simulations concerns decoding from a set of neurons that are responsive to
intended movement velocity (see methods for full details). In these simulations, there is a
cursor that the user intends to move towards a target, and we wish to learn the parameters
of the decoder to enable this. The cursor task (leftside panel of Fig. 3.2) is relatively simple,
but the range of results we obtain for well-tuned algorithm variants is consistent with our
theoretically-motivated expectations. Indeed, in the right panel of Fig. 3.2, we see that the
OGD algorithm, which takes only a single gradient step after each reach, performs less well
than the FTL algorithm that performs batch-style learning using all data acquired to the
current time. MA performs least well, though for large values of λ (i.e. .9 in this simulation),
the performance can become reasonable.
We also note that updates may require regularization to be stable, so all algorithms were
provided equal magnitude `2 regularization (the regularization coefficient per OGD update
was equal to 1/K times the regularization coefficient of the other algorithms). After fewer


























Fig. 3.2: Left panel is a cartoon of the cursor task. The blue cursor is under user control and the user intends
to move it towards the green target. On a given reach trajectory, the cursor is decoded according to the
current decoder yielding the path made up of red arrows. At each state, the oracle intention is computed
(green arrows) to be aggregated as part of D and incorporated into the update to the decoder. In the right
panel, we compare the performance of the algorithms on a simulation of the cursor task (loss incurred during
each trial k). We use Alg. 1 with the three update rules discussed (Alg. 2 and Table 3.1). Intuitively,
OGD makes less efficient use of the data and should be dominated by FTL. Moreover OGD has additional
parameters corresponding to learning rate which were tuned by hand. MA performs least well, though we
selected λ to be sufficiently close to 1 as to permit performance to gradually improve (smaller lambda leads
to more unstable learning). Each update index corresponds to the inclusion of 1 additional reach. The entire
learning procedure is simulated 100 times for each algorithm and errorbars are 2 standard errors across the
simulations.
than 10 reaches the OGD and FTL appear to plateau – this task is sufficiently simple that
good performance is quickly obtained when SNR is adequate. We note that we have opted
to show sum squared error (SSE) rather than MSE (in Fig. 3.2 and elsewhere), because it
reflects the aggregated single timestep error combined with differences in acquisition time
– MSE normalizes for the different lengths of reach trajectories, thereby only providing a
sense of single timestep error (compare to Fig. S1).
To get a sense of the magnitude of the performance improvements (i.e. the scale of the
error in Fig. 3.2), we can visualize poorly-performed reaches from early in training and
compare these against well-performed reaches from a later decoder (Fig. 3.3). While the
early decoder performs essentially randomly, the learned decoder performs quite well, with
trajectories that move rapidly towards the target location. See Mov. S1 for an example
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movie of cursor movements during the learning process.
Fig. 3.3: Left panel visualizes 100 3D reach trajectories for a poorly-performing initial decoder (trained on 1
reach). Right panel visualizes 100 trajectories for a well-performing decoder fit from 20 reaches (approximately
at performance saturation for this level of noise). Each trajectory is depicted with yellow corresponding to
initial trial time and blue corresponding to end of trial (time normalized to take into account different reach
durations). The goals were in random locations, so to superimpose the set of traces, all positions have been
shifted relative to the goal such that goal is always centered. Observe that the initial decoder is essentially
random and the learned decoder permits the performance of reaches which mostly proceed directly towards
the goal (modulo variability inherited from the neural noise). Units here relate to those in Fig. 3.2 – here
referring to position as compared with MSE of corresponding velocity units.
We emphasize that FTL essentially has no learning-related parameters (aside from the
optional `2-regularization coefficient). On the other hand, OGD and MA have additional
learning parameters that must be set, which may require tuning in practical settings. The
OGD experiments presented here are the result of having run the experiment for multiple
learning rates and we reported only the results of a well-performing learning rate (since this
requires tuning, it may be non-trivial to immediately achieve this rate of improvement in a
practical setting where the learning rate is likely to be set more conservatively). Too large
a learning rate leads to divergence during learning, and too small a learning rate leads to
needlessly slow improvement.
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3.2.6 Simulated arm-reaching experiments
























Fig. 3.4: Left panel depicts arm model in MuJoCo software and a trajectory of the arm during a simulated
closed-loop experiment, after the decoder has learned to imitate the optimal policy (for illustration). This
particular trajectory consists mostly of movement of an elbow joint, followed by slight movements of the
middle finger and thumb when near the target. Right panel depicts a comparison of loss (here SSE of decoded
joint angular velocities relative to oracle) as a function of reach index for the different update rules (similar
to Right panel in Fig. 3.2). In this plot, we consider only the loss for the shoulder, elbow, and wrist DOF as
these are the dominant DOF (curves are similar when other critical joints are included). We see that FTL
again gives good performance both in terms of rate of convergence and resulting solution (see Fig. 3.6 or
Mov. S2 for a sense of the quality of the performance). The entire learning procedure is simulated 50 times
for each algorithm and errorbars are 2 standard errors across the simulations.
In this section we introduce a fundamentally new opportunity, moving beyond algorithmic
capabilities that have yet been explored. We demonstrate the utility of the imitation learning
framework through simulation results on a high dimensional task – BCI control of a simulated
robotic/virtual-arm (Fig. 3.4). Whereas existing algorithms have not been generalized to
more complicated tasks, our perspective allows for seamless generalization to an arm effector.
In general cases, the simple ReFIT-style oracle of rotating instantaneous velocities towards
the “goal” is not feasible – the goal position could be non-unique and the different degrees
of freedom (DOF) may interact nonlinearly in producing the end-effector position (both
of these issues are present for an arm). Instead, we introduce an optimal control derived
intention-oracle. As our proof of concept, we present a set of simulated demonstrations of
reaches of an arm towards a target-wand. We envision this could be incorporated into a BCI
setting such as that described in [Putrino et al., 2015], where a user controls a virtual arm
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in a virtual environment. Extension to a robotic arm is also conceptually straightforward, if
a model of the robotic arm is available.
For these simulations, we implement the reach task using a model of a rhesus macaque
arm in MuJoCo, a software that provides a physics engine and optimal control solver
[Todorov et al., 2012]. The monkey arm has 26 DOF, corresponding to all joint-angles at
the shoulder, elbow, wrist, and fingers. The task objective we specified corresponds to the
arm reaching towards a target “wand,” placed in a random location for each reach, and
touching the wand with two fingers. Following from the task objective, at each timestep the
optimal control solver receives the current position of the arm and the position of the goal
(i.e. wand position), from which it computes incremental updates to the joint angles. These
incremental updates to the joint angles correspond to oracle angular velocities and we wish
to learn a decoder that can reproduce these updates via Alg. 1. See methods for complete
details of the simulations.
Perhaps surprisingly, given that this arm task is ostensibly more complicated than cursor
control, we see that task performance rapidly improves with a small number of reaches
(Right panel Fig. 3.4, and see Mov. S2 for an example movie of arm reaches during the
learning process). This relatively rapid improvement makes sense when we consider the data
acquisition process that arises from Alg. 1 – we expect that early improvement should occur
through ability to leverage the most widely used DOF (i.e. shoulder, elbow, and to a lesser
extent wrist). More gradually, the other degrees of freedom should improve (i.e. finger and
less-relevant wrist DOF).
To empirically examine the rate at which we can learn about distinct DOF, we conduct
an analysis to see how well we can characterize the mapping between intention (per DOF)
and neural activity. At each stage of the learning process (k = 1...K), we use the aggregated
dataset D(1:k) to estimate the encoding model by regression (see methods, Eqn. 3.5). The
encoding model corresponds to the mapping from intention to neural activity and our ability
to recover this (per DOF) reflects the amount of data we have about the various DOF. To
quantify this, we can compute correlation coeffcients (per DOF, across neurons) between the
true encoding model parameters (known in simulation) and the encoding model parameters
estimated from data aggregated up through a given reach. We expect this correlation to
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Fig. 3.5: Panels depict correlation between “true” encoding model and estimated encoding model parameters
as a function of index over reach trajectories (for a single trial). Each curve corresponds to the correlation
for a different DOF. The encoding model parameters are not directly guaranteed to converge. We see, as
expected, that the encoding model will improve for specific DOF in proportion to the extent to which those
dimensions are relied on to perform the task. Shoulder DOF are crucial for the task, being implicated in
most reaches, so are learned rapidly. Wrist and finger joints are relatively less critical for task performance,
so are learned more gradually. In the thumb and middle finger panels above, the least well-learned DOF
(thumb DOF 3 and mid DOF 3) can be interpreted as the “distal inter-phalangeal joint” (i.e. the small joint
near tip of the finger), which is not heavily relied upon in this reach task.
generally improve with increasing dataset size; however, regret bounds do not provide direct
guarantees on this parameter convergence. The key empirical observation is that DOF more
integral to task performance are learned rapidly, whereas certain finger DOF which are less
critical are learned more gradually (Fig. 3.5).
Similarly to the cursor tasks, we want to provide a sense of the magnitude of the
performance improvements. For this case, it is difficult to statically visualize whole reaches.
However, we can look at an example shoulder DOF and depict the trajectory of that joint
































































Fig. 3.6: Plots depict reach trajectories of a representative shoulder DOF for 4 paired examples of reaches,
from separate re-initializations of the decoder (i.e. different trials). Left panels show a poorly-performing
early decoder (k=2), and right panels show a well-performing decoder (k=30). Rows correspond to matched
pairs of reaches for different repeats of the experiment. Blue curves correspond to the actual decoded pose
of the DOF over time, and red arrows depict the local oracle update (only visualized for a subsampling of
timesteps). For the early reaches, observe that the decoder does not always proceed in the intended direction.
For the late reaches, observe that actual pose updates are quite consistent with the oracle and trajectories
are shorter because the targets are acquired more frequently and more rapidly.
during a reach (Fig. 3.6). Branching off of the actual trajectory, we show local, short-term
oracle trajectories which depict the intended movement. Note that the oracle update takes
into account other DOF and optimizes the end-effector cost, so it may change over time
as other DOF evolve. We see that the early decoder does not yield trajectories consistent
with the intention – the decoded pose does not move rapidly, nor does it always move in the
direction indicated by the oracle. The late decoder is more responsive, moving more rapidly
in a direction consistent with the the oracle. In the four examples using the late decoder, the
arm successfully reaches the target, so the reach concludes before the maximum reach time.
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3.2.7 Model Mismatch
An important potential class of model mismatch arises when there is a discrepancy between
the “oracle” policy and the true intention of the user (in such cases the oracle is not a proper
oracle and is better thought of as an attempt at approximating an oracle). We can consider
this setting to suffer from “intention mismatch”.
In our basic simulations, we have assumed we have a true intention oracle. When such
an oracle is available, this represents the ideal statistical setting and our simulations provide
a sense of quality of algorithmic variants in this setting. However, we next consider the
realism of this assumption and the consequences if it is not correct. There are a few classes
of deviations we might expect between a true user’s intention and the intention oracle.
A broad class of intention mismatch corresponds to fixed linear operators applied to the
user intention. For example, such an operator in the cursor task may correspond to the user
always aiming some fixed angle away from where the oracle is aiming, or a shift is applied.
The magnitude of the intention would also fit into this class modulo concerns about SNR
as a function of intended velocity (i.e. smaller signals having lower SNR if noise is of fixed
magnitude). For any systematic bias corresponding to a fixed linear operator, the learned
decoder simply undoes the linear operation and performs as well as if this operation was not
applied (this is straightforward to reason through and has been verified in simulations, not
shown).
A second class of intention mismatch corresponds to random noise applied to the user
intention that is not known by the oracle. For example, it is straightforward to assume the
the user’s actual intention in a single timebin is inherently variable due to noise inherited
from sensory feedback noise, or due to inherent variability in biological control. For such a
case, we can perform simulations identical to those performed previously, but we can model
the actual user intention (that drives the simulated neural activity) as a combination of
a random intention and the oracle intention. The magnitude of the intention noise here
corresponds to the magnitude of the random intention relative to the oracle (i.e. 100%
noise indicates that actual user intention is a linear combination of the oracle intention and
a random vector of equal magnitude). We emphasize that here the oracle is not correct
and there is additional noise in the system that is from the random intention. We can



















































Fig. 3.7: Plots depict decline in performance (i.e. loss between noise-free oracle and decoded intention)
with intention noise model mismatch using sum square error (SSE) over the duration of a reach for (left)
cursor task and (right) arm reaching task trajectories, comparable to performance curves in Figs 3.2 and 3.4
respectively. In each task, noise performance curves are obtained when the user’s intent is a noisy version
of the oracle, captured by a linear combination of intention oracle and a random vector. The noise level is
indicated by a noise percentage, corresponding to the magnitude of the noise relative to the intention oracle
signal.
verify empirically that there is not catastrophic failure with this intention noise variant of
model mismatch (See Fig 3.7, note that base case has been redone with slightly lower noise
to more clearly assess effect of this new noise source). Naturally, performance (i.e. loss
between noise-free oracle and decoded intention) decreases when there is additional noise. A
prominent feature is that the decline in performance is graceful rather than catastrophic.
The final class of intention mismatch occurs when the oracle is systematically and nonlin-
early distinct from the oracle. Intuitively this would mean that the oracle is systematically
and reliably wrong in a state dependent way – i.e. the direction the oracle is wrong, depends
upon the current pose. In low dimensions (e.g. for the cursor task), this is intuitively rather
hard to obtain. For the full arm task, it is ostensibly easier for there to be mismatch of this
sort. However, we propose that it is a plausible assumption that one-step mismatch may
be well modeled by random deviations, because when the problem consists of sequential
decisions, it is not clear how systematic discrepancies between the one-step-ahead oracle and
the one-step-ahead intention would arise. So as long as the intention mismatch is moderate,
its effect on learning should be no worse than the effect of the noise variant of intention




In this work we sought to understand and conceptually strengthen closed-loop decoder
training approaches by analyzing their theoretical properties and generalizing them through
a connection to imitation learning. Specifically, we have focused on the parameter learning
problem, complementing other research that focuses on the problem of selecting a good
decoder family [Zhang and Chase, 2015]. Our perspective allows the parameter learning
problem to be established on a firmer footing within online learning, for which theoretical
guarantees can be made. This is crucial since ReFIT-based approaches are being translated
to human clinical applications where performance is of paramount concern [Gilja et al., 2015;
Jarosiewicz et al., 2015]. Moreover, we have demonstrated that this approach now permits
straightforward extension to higher dimensional settings, enabling rapid learning even in
the higher dimensional case. In scaling existing algorithms to an arm-control task, we
have provided generic approaches to solve two issues. First, imitation learning (using data
aggregation) provides the generic framework for updating parameters. Second, we have
employed a generic, optimal control approach, which can be used to compute intention-oracle
kinematics in arbitrary BCI settings.
It is a key point that Alg. 1 results in preferential acquisition of data that enables
learning of the most task-relevant DOF. This follows from the fact that the sampling of
states in closed-loop is non-uniform, since the current decoder induces the distribution of
states visited during the next reach. Exploration is not explicitly optimized, but more time
is spent in relevant sets of states as a consequence of preferential sampling of certain parts
of what can be a high dimensional movement space. This clarifies the potential utility of
assisted decoding, which may serve to facilitate initial data collection in positions in the
movement space that are especially task-relevant. In this work, the decoder used is of a
relatively simple form (steady-state velocity Kalman filter, described in methods), but this
intuition about differential exploration of different regions of the movement space is a core
basis for the generality of the theoretical guarantees for DAgger-like learning and holds for
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more complicated decoders.
While we have focused on a simple, parametric decoder, the parameter learning approach
presented in this paper straightforwardly extends to more complicated decoders. For
example, we may wish to allow the neural activity to be decoded differently depending on
the current state of the effector. Since DAgger was originally proposed to learn policies
that would yield sequences of actions without user-input, we can design hybrids of policies
and decoders. By building into the decoder an expressive mapping that captures state-
transition probabilities, a policy-decoder hybrid could exploit regularities in the dynamics of
intended movements to heavily smooth trajectories based on their plausibility. Similarly,
this framework accommodates decoders which operate in more abstract spaces (such as if
the available neural activity sent action-intention commands rather than low-level velocity
signals).
A particularly interesting opportunity afforded by FTL would be to change the decoder
family as the dataset grows. We can imagine a system with decoders of increasing complexity
(more parameters or decreasing regularization) as the aggregated dataset of increasing size
becomes available. While we focused on a simple decoder (i.e. the Kalman filter) which
makes sense for small-to-moderate datasets, some work suggests that complicated decoders
trained on huge datasets can perform well (e.g. using neural networks [Sussillo et al., 2012]).
We anticipate that data aggregation would allow us to start with a simple decoder, and we
could increase the expressive power of the decoder parameterization as more data streams
in.
We also can propose novel extensions to the BCI learning approaches based on already
available extensions to the DAgger algorithm. Some particularly relevant opportunities are
surveyed here. When starting from an initial condition of an unknown decoder-policy, it may
be hard to directly train towards an optimal decoder-policy. Training incrementally towards
the optimal policy via intermediate policies has been proposed[He et al., 2012]. Under such
a strategy, a “coach” replaces the oracle, and the coach provides demonstration actions
which are not much worse than the oracle but are easier to achieve. For example, in BCI, it
may be hard to learn to control all DOF simultaneously, so a coach could provide intention-
trajectories that use fewer DOF. It has also been observed that DAgger explores using
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partially optimized policies, and these might cause harm to the agent/system. Especially
early in training, the policies may produce trajectories which take the agent through states
which may be dangerous to the agent or the environment. An appropriate modification of the
DAgger approach is to execute the oracle/expert action at timesteps when a second-system
suspects there may be an issue carrying out the policy action, thereby promoting safer
exploration [Kim and Pineau, 2013]. Finally, in settings where the expert is inaccurate or
limited, DAgger could be combined with a reinforcement learning approach [Kim et al.,
2013]. To be clear, in our case this may occur if, even after the model of user intention
were tuned as well as possible, there was a persistent amount of intention mismatch between
the actual user and the intention oracle. In such a case, hybrid updates that combine the
error-ridden expert signals with RL signals obtained by successful goal acquisitions may
mitigate the performance issues that would arise from the mismatch.
Finally, in this work we have assumed there is not gradual “drift” in the neural encoding
model – it is probably a fair assumption that neural encoding drift is not a dominant issue
during rapid training [Chestek et al., 2011; Kowalski et al., 2013]. We highlight a distinction
between general closed-loop adaptation (where the decoder should adapt as fast as possible),
versus settings designed for the user to productively learn, termed co-adaptive (for a review
of co-adaptation, see [Shenoy and Carmena, 2014]). We have focused on the setting with
user learning in other work [Merel et al., 2013; Merel et al., 2015], but we here focused
on optimizing parameter learning under the assumption that the user’s neural tuning is
fixed, allowing us to rigorously compare algorithms. In future work, it may prove fruitful to
attempt to unify this analysis with co-adaptation. We also anticipate future developments
that couple the sort formalization of decoder learning explored in this work with more
expressive decoders. We are optimistic that progress in these directions will enable robust,
high-dimensional brain-computer interface technology.




In this work we present two sets of simulations. The first set of simulations consist of
simulated closed-loop experiments of 3D cursor control. In these simulations, the cursor
serves as the effector, and this cursor is maneuverable in all three dimensions. Goals are
placed at random locations and the task objective is to minimize the squared error loss
(mean squared error, MSE; summed squared error, SSE) between the cursor and the current
goal. Goals are acquired when the cursor is moved to within a small radius of the target.
The oracle for this task is determined from optimal control. When there is a quadratic
penalty on instantaneous movement velocity, the optimal trajectory from the cursor towards
the goal will be equal-length vectors directed towards the target. So at each timestep, we
take the oracle to correspond to a goal-directed vector from the current cursor position.
The second set of simulations are similar, but involve controlling an arm to reach towards
a “wand”. As the effector, we use an arm model with dimensions corresponding to those
of a rhesus macaque monkey used for BCI research (from Pesaran Lab, Center for Neural
Science, New York University, http://www.pesaranlab.org, as in [Putrino et al., 2015]). For
simplicity we treat each joint as a degree of freedom (DOF) yielding 26 joint angles and 26
corresponding angular velocities. We specify the task objective to be a spring-like penalty
between the wrist position (3D spatial coordinates) and the wand position. Specifically, in
addition to the 26 joint-angle DOF, there are also identifiers corresponding to the x-y-z
coordinates of the wrist and select fingertips, as well as points on the wand. Objective
functions in terms of the x-y-z coordinates of these markers can be specified, and the MuJoCo
solver computes trajectories (in terms of the specified joint angles) in order to optimize
the objective. We defined the initial objective in terms of the Euclidean distance between
the wrist and the wand. Once the wrist is within a radius δ of the wand, a new sping-like
penalty is placed on the distance between tip of the middle finger and a point on the wand
and also between the tip of the thumb and a point on the wand – this causes the fingertips
to touch two points of the wand (a simple “grasp”). This explicit task objective allows us
to compute the oracle solution for the reach trajectory, and this oracle is computed via an
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iterative optimal control solver on all joint angles in the model. The model, simulation, and
optimal control solver are implemented in an early release of the software simulation package
MuJoCo [Todorov et al., 2012]. At each timestep, given the wand position and current arm
position, the optimal control solver produces an incremental update to all (26) of the joint
angles of the arm, and this goal-directed angular velocity vector is taken as the oracle. As
an alternative to explicitly posing the objective function and computing the oracle, one can
imagine using increasingly naturalistic optimal-control-based oracles that use more elaborate
motor models trained on real data [Berniker and Koerding, 2015].
We produce synthetic neural activity similarly in both sets of simulations. In the cursor
task, we want the neurons to be tuned to intended cursor velocity. In the arm task, neurons
should encode velocities of the joint angles. To produce simulated neural data that reflects
the “user’s” intention, we have a convenient choice – the oracle itself. The simulation cycle
entails: (1) computing the intention-oracle (given the current state, goal, and task objective),
(2) simulating the linear-Gaussian neural activity from the intention-oracle (Eqn. 3.5), (3)
using the current decoder to update the effector, and (4) updating the decoder between
reaches. We note that the oracle is used twice, first to produce the neural activity and
subsequently in the imitation learning decoder updates.
Specifically, we simulate neural activity via the neural encoding matrix A that maps
intended velocity to neural activity:
nt = Aot + ct (with ct ∼ N (0,C)). (3.5)
where the noise covariance C was taken to be a scaled identity matrix, such that the signal-
to-noise ratio (SNR) was ≈ 1 per neuron (i.e. noise magnitude set to be roughly equal in
magnitude to signal magnitude per neuron, which we considered reasonable for single unit
recordings). In real settings this neural activity might be driven by some intended movement
x∗t (where here the star denotes intention as in [Zhang and Chase, 2015]).
These simulations assume the intention-oracle is “correct”. As such, a feature of all
ReFIT-inspired algorithms is that there is model mismatch if the user is not engaged in the
task or has a meaningfully different intention than these algorithms presume. This problem
affects any algorithm that trains in closed-loop and makes assumptions about the user’s
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intention (see discussion for extensions to handle the case when the oracle is known to be
imperfect).
For the simulations, A was selected to consist of independently drawn random values.
For both tasks, we randomly sampled a new matrix A for each repeat of the simulated
learning process. For the cursor simulations, we simply sampled entries of A independently
from a normal distribution. For the higher dimensional arm simulations, we wanted to
have neurons which did not encode all DOFs, so for the results presented here we similarly
sampled A from a normal distribution, but then set any negative entries of A to zero (results
were essentially the same if negative entries were included).
Assisted decoding (see Alg. 1) was not heavily used. To provide stable initialization, β0
was set to 1 (and noise was injected into the oracle for numerical stability), and all subsequent
βk were set to 0. For the cursor simulations, we used 10 neurons and the maximum reach
time T was set to 200 timesteps. For arm simulations, we used 75 neurons and the maximum
reach time T was set to 150 timesteps. We consider simulated timesteps to correspond to
real timesteps of order 10-50ms.
For both sets of simulated experiments the decoding algorithm was chosen to be the
steady-state velocity Kalman Filter (SSVKF), which is a simple decoder and representative of
decoders used in similar settings (i.e. it corresponds to a 2nd order physical system according
to the interpretation in [Zhang and Chase, 2015]). The SSVKF has a fixed parametrization
as a decoder, but it also has a Bayesian interpretation. When the encoding model of the
neural activity is linear-Gaussian with respect to intended velocity, the velocity Kalman filter
is Bayes-optimal, and the steady state form is a close approximation for BCI applications.
The steady state Kalman Filter (SSKF) generally has the form:
xt+1 = Fnt + Gxt (3.6)
Here G can be interpreted as a prior dynamics model and F can be interpreted as the
function mediating the update to the state from the current neural data. In practice, a bias
term can be included in the neural activity to compensate for non-zero offset in the neural
signals. The generic SSKF equation can be expanded into a specific SSVKF equation, where
the state consists of both position and velocity. At the same time we will constrain the
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It is straightforward to augment the decoder to include past lags of neural activity or
state. A very straightforward training scheme that is apparent for this specific decoder is to
simply perform regression to fit {Fv,bv,Gv}, from the function:
vt+1 = Fvnt + bv + Gvvt + et (3.8)
where et denotes an additive Gaussian noise term.
3.5 Supporting Information
S1 Text
Restatement of theoretical results for DAgger and presentation of regret bounds
in linear-quadratic case. We restate and interpret the theoretical results for DAgger.
We also describe specific bounds on regret for selected BCI update rules under a quadratic
loss and linear decoder.
3.5.1 DAgger guarantees
A major contribution of the DAgger meta-algorithm for the imitation learning setting is
that the loss can be bounded in relation to online learning regret bounds [Ross et al., 2011].
This allows the analysis of DAgger through established results in the literature. Note that
dπ is the distribution over states that arise from policy/decoder π.
Theorem 1 (modified statement of Theorem 4.1 from [Ross et al., 2011]). For DAg-









+ γK , where γK is the average regret of π
(1), . . . π(K).
This theorem states that the expected loss of the policy (i.e. decoder) resulting from
DAgger is upper bounded by three terms. The first and second terms depend on the model
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and meta-algorithm settings, whereas γK will depend on the specific update method chosen.
We note as well that this assumes that T is an upper bound on T1, . . . , TK , so that the
length of any trajectory is less than the maximum duration T .








is the loss that would have been incurred if the best decoder had been used the whole time.
In some settings εK may approach 0, but typically there is observation noise (i.e. neural
noise in this case), and additional variability could arise from model mismatch. For BCI,
we consider εK to be the error due to neural noise of the best decoder. The second term is
dependent on βi, which controls how the algorithm blends the oracle policy and the learned
decoder during training. βi can be chosen to be 0 for all i, which would eliminate this term.
However, this term decays quickly, O( 1K ), so assisted training may help performance in
practice. The constant `max is the maximum value of `(π(x,n),o) for π ∈ π(1), . . . , π(K) and
k ∈ 1, . . . ,K over effector states and neural observations. In the BCI setting, degrees of
freedom of the effector have a bounded range and neural activity is physiologically bounded.
So we expect `max will scale with the variance of the decoded variable.
The γK term, which is the average regret of the π
(1), . . . π(K), is given by
γK = RegretK(Π)/K. (3.10)
We note that Theorem 1 covers the asymptotic case. Theorem 4.2 of [Ross et al., 2011]




K is added to the right hand side. The effect of this is that it adds a
small amount of slackness to Theorem 1 that increases if we want the theorem to hold with





. While this term may have a slower rate than
the other terms, we note both that this will still maintain a no-regret algorithm and that for
practical values this term will be comparatively small.
As written in [Ross et al., 2011], Theorem 1 requires the use of probabilistic mixing of
the oracle policy and the learned policy. Probabilistic mixing refers to using the oracle policy
exactly with probability βk and the decoded policy exactly with probability 1−βk. However,
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we have advocated using a linear mixture of the decoding policy rather than probabilistic
mixing to match the existing BCI literature. We note that this will only superficially alter






is dependent on Lemma 4.1 of
[Ross et al., 2011], but a slightly different bound can be derived using triangle inequality
(the naive bound given in Lemma 4.1 of [Ross et al., 2011]). When using this linear mixing,





denotes an indicator function (1 if the condition is true, 0 otherwise). This term is the same
for any non-zero βk chosen. This is a very loose bound, but the original bound is also very
loose on this term and for the sequences of βk used in the experiments there will be minimal
differences. For example, the sequence of β1 = 1 and βk = 0, k > 1 will yield the same
result on this term for linear mixing and probabilistic mixing.
3.5.2 Regret in linear-quadratic setting
For a given objective function, we can use established results to analyze the decoder update
options. We specialize our statements for the case of a quadratic loss. The SSKF takes a
linear autoregressive form, so concrete statements about the quadratic loss will be applicable
for the SSKF decoder. We consider a linear decoder which attempts to estimate intention
from covariates – we let W be the parameters of the linear decoder π and zkt be the
covariates. With a slight abuse of notation, we define:
`(W, zkt,okt) = ||Wzkt − okt||2. (3.11)
This generic linear decoder may be explicitly specialized to the SSVKF in Eqn. 8 by setting
W = [Fv bv Gv] and zkt = [nkt 1 xkt]
>.
The linear-quadratic setting is widely seen in applications and mean square error
convergence properties of linear models have been analyzed specifically for the least mean
square (LMS) algorithm [Widrow and Stearns, 1985]. Perhaps surprisingly, the quadratic loss
does not satisfy the assumptions required by the simplest online optimization frameworks
for regret analysis, because the total loss is not a Lipschitz function [Shalev-Shwartz, 2011].
An L-Lipschitz function is defined as |f(x+ δ)− f(x)| ≤ L||δ|| with respect to a given norm,






). For a squared loss, L would go to infinity
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at the tails. However, the squared loss is a Lipschitz function over a bounded region, so in
practical settings this is sufficient.
We consider the three updates in Table 1 (OGD, FTL, and MA), specifically for the
linear-quadratic case. The OGD update takes the form:







The regret scales as O(
√
K), so γK is O( 1√K ) [Kivinen and Warmuth, 1995].
Strong convexity on the loss
∑Tk
t=1 `(Wk, zkt,okt) for all k will give a regret rate of
O(logK) [Hazan et al., 2007]. This can be achieved by adding regularization on W, which
is typically done in practice. Alternatively, this condition will usually be satisfied when Tk
is greater than the number of parameters in Wk, although this also depends on the data zkt
and okt.
The MA update is given by:
Wk+1 = λWk + (1− λ)W∗k (3.13)




for λ ∈ [0, 1]. As discussed in the main text, this algorithm suffers from regret that is at
least O(K), so it is not a no-regret algorithm.
The FTL update is given by:




t=1 `(π, zk′t,ok′t), (3.15)




t=1 ||Wzk′t − ok′t||2 + g(W). (3.16)
g(W) is a optional regularization penalty. Typical regret analysis for FTL depends on
the Lipschitz properties of the loss function (for a smooth function, this implies that the
gradient is bounded). We emphasize that any standard optimization technique can be used
here, and the FTL strategy is not sensitive to step-sizes. Restricting the parameter set





t=1 `(W, zk′t,ok′t) as B
2-Lipschitz, which can be used to analyze a
bounded least-squared problem [Hazan et al., 2007]. These conditions will be satisfied when
using feasible data generated in the system with a regularized g(W).
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To get a better regret bound for FTL, we must analyze it through the perspective of
another approach, called Exponentially-weighted online optimization (EWOO) [Hazan et al.,
2007]. We will not talk about this method in general; however, for the specific case of the
least squares loss function and `2 regularization, the updates for EWOO are identical to
the updates for FTRL (or FTL if the regularization is omitted). We emphasize that these
updates are not equivalent in general. This is beneficial in our case because it derives a
logarithmic regret bound O( `maxα logK), and α will be described below. In this case, γK will
scale as O(log(K)/K), which is an improvement over the O(1/
√
K) rate. Instead of being
dependent on Lipschitz smoothness of the loss function, the constants are dependent on an
alternative property called α-exp-concavity, which is defined:
∀W ∈ P,∀k ∈ 1, . . . ,K : ∇2[exp(αL(W,D(1:k)))]  0. (3.17)
This property depends on a non-empty convex set, P ⊆ RP , which corresponds to the
feasible parameters of the decoder/policy. In general, this is unconstrained; however, given
certain properties of the dataset, the set P can be quite constrained. We note that any
strongly convex function has α-exp-concavity, but that this is a weaker property than strong
convexity. For the least squares problems, without this assumption the α constant can
be arbitrarily bad. We will discuss reasonable assumptions below, and mention how they
restrict P and therefore the constant α as well.
Since α affects the regret of the algorithm, we need to get a sense of the value of α in
practice in order to truly assess the performance of this algorithm. For our case, α can be
simplified to 1α = maxW∈P,k,t ||Wzkt − okt||
2
2. Next, we will utilize a standard trick, where
P is set and analyzed over realizable values that W can take [Shalev-Shwartz, 2011]. To get
a simpler form of this analysis, we will make the significant, but reasonable, assumption
that the worst parameter settings will be our initialization, which we set to 0 here for
simplicity. This assumption makes 1α scale as O(||o||
2
2). The same assumption will set `max
to O(||o||22). Hence, we expect the total regret to scale as O(||o||42 logK). This gives a strong,
but reasonable, dependency on the magnitude of the oracle movements.
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S1 Fig
Fig. 3.8: This figure compares MSE and time to acquisition for the cursor task, and motivates the use of SSE
in the figures in the main text. Left panel depicts MSE for cursor task (for same trials as SSE curves in Fig.
3.2). Right panel depicts time to acquisition for the same set of trials. While we might hope that MSE would
give a complete indication of performance, this is not the case. This is because the quality of the different
algorithms are differentially reflected when considering trial duration. Low MSE can be achieved multiple
different ways – essentially mapping to the bias-variance tradeoff. In the trials considered here, the slow
acquisition for the MA decoder arises from bias towards decoder outputs with smaller magnitude.
S1 Movie
Example cursor trials [link] Video of cursor task during learning via DAgger. Blue dot
corresponds to controlled cursor. Green dot corresponds to target. Green line from blue
cursor points towards the target. Red line from cursor corresponds to actual direction of
motion.
S2 Movie
Example full-arm trials [link] Video of full arm task during learning via DAgger. Arm
is controlled to reach towards the wand. Initial arm pose is reset between reaches.
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Chapter 4
Bayesian methods for event
analysis in voltage-clamp
recordings
The work presented in this chapter is a version of work intended to be published, and
was co-authored with Ben Shababo [co-first author], Alex Naka, Hillel Adesnik, and Liam
Paninski.
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Abstract
We present a Bayesian approach for inferring the timing, strength, and kinetics of post-
synaptic currents (PSCs) from voltage-clamp electrophysiological recordings on a per event
basis. We apply this approach to simulated and real ground truth data to demonstrate its
higher sensitivity in detecting small signal-to-noise events and its increased robustness to
noise compared to standard methods for detecting PSCs. Importantly, the simple generative
model for a single voltage-clamp recordings flexibly extends to include additional structure
to enable experiments designed to probe synaptic connectivity. Specifically, we demonstrate
on real and simulated data that extensions of the basic PSC detection algorithm can handle
recordings contaminated with optically evoked currents, and we simulate a scenario in which
calcium imaging observations, available for a subset of neurons, can be combined with
electrophysiology
4.1 Introduction
Subthreshold neuronal activity provides an unsurpassed richness of information about a
single cell’s physiological properities. Access to subthreshold activity allows for inference
about intrinsic biophysical properties (e.g. membrane and ion channel parameters), circuit
level properties (e.g. synaptic connectivity), neural coding (e.g. receptive fields), and
synaptic properties (e.g. quantal properties & plasticity). At present, whole-cell patch-clamp
stands alone in its ability to reliably access subthreshold activity owing to excellent signal-
to-noise ratio (SNR) and very high temporal precision, as opposed to optical subthreshold
measurements. At the same time, optical technologies have advanced to the point where we
can observe the suprathreshold activity thousands of individual neurons simultaneously with
calcium imaging and stimulate neurons by subtype or spatial location [Rickgauer et al., 2014].
However, the limits on temporal resolution and the indirectness of the observations make
inferring fine-scale network and cellular parameters difficult. Approaches which combine
optical tools with electrophysiology offer unique advantages [Scanziani and Häusser, 2009].
In this work we present new statistical techniques useful for analyzing whole-cell data as
well as extensions demonstrating how our approach is particularly well-suited to settings
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where electrophysiology is combined with optical physiology .
4.1.1 Our setting and approach
Fundamentally, many of the subthreshold-based analyses mentioned above depend on the
interpretation of the recorded time series as a sequence of events. In this setting, events are
the successful transmission of neurotransmitter onto the recorded cell, and when this occurs,
a transient current flows into or out of the cell, known as a postsynaptic current (PSC). The
analyses of experiments designed to infer properties of evoked or spontaneous inputs to a
cell (e.g. monosynaptic mapping or quantal/mini-PSC analyses) require determining when
a postsynaptic event happened and describing that event. Estimating PSC properties is
most straightforward when recordings are acquired using the voltage-clamp configuration
which employs a feedback circuit to hold the membrane potential at a constant value thus
mitigating variability in PSC properties due to the intrinsic biophysics of the cell (though
see [Bar-Yehuda and Korngreen, 2008])
In this work, we present a Bayesian approach for inferring the timing, strength, and
kinetics of postsynaptic currents from voltage-clamp recordings, and we demonstrate on
simulated and real data that this method performs better than standard methods for
detecting PSCs. The improvement in single-trial accuracy with our method should allow
for better estimation of physiological parameters with less data and under more variable
conditions (e.g. when the exact timings of stimuli or its effects are unknown). In addition,
the quantification of uncertainty over PSC features provided by Bayesian inference enables
new experimental designs (e.g. [Shababo et al., 2013]).
Bayesian approaches are naturally extensible, so the intuitive, generative model and
straightforward inference procedure flexibly extend to include structure relevant to the
analyses mentioned above. Specifically, we extend the core single-trial model to include
types of data obtained in monosynaptic mapping experiments which may involve optical
stimulation artifacts or combine voltage-clamp recordings and optical recordings. For this
latter extension, we combine the single trace model presented in this work with related work
on calcium imaging [Pnevmatikakis et al., 2013] to demonstrate a Bayesian approach to
analyzing mapping experiments consisting of simultaneous population calcium imaging and
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single cell voltage-clamp recordings [Aaron and Yuste, 2006].
4.1.2 Review of other approaches
To our knowledge, all previous methods for inferring PSCs have relied on first inferring the
timing of single events (i.e. event onsets), and then sometimes fitting per-event kinetics
given that event time. These methods have tended to fall into two categories. The
superficially simpler of the two approaches is find events by thresholding the trace or its
first derivative (i.e. finite difference). In practice, such methods have extra parameters
for smoothing, computing the appropriate offset, or post-processing. Implementations
tend to over-detect candidate events and then evaluate candidates based on analysis of
per event kinetics [Jonas et al., 1993; Ankri et al., 1994; Hwang and Copenhagen, 1999;
Kudoh and Taguchi, 2002]. For concreteness, consider a two-stage approach wherein a
threshold is used to identify initial candidates, and then a model is fit to the transient
dynamics in order to confirm or reject candidate events by comparison of the parameters of
the dynamics against pre-determined criteria [Ankri et al., 1994]. Even with post-processing,
such methods can be non-selective and tend not to exploit all of the available information
(i.e. the transient dynamics aren’t used to detect the events initially).
Threshold methods have been largely superseded by the second class of approaches,
template-based methods [Clements and Bekkers, 1997; Perńıa-Andrade et al., 2012]. In
these methods, templates are usually learned by averaging event-responses collected by a
simpler method (e.g. thresholding and/or hand-curation). While template methods are
straightforward, initial attempts to apply these methods failed when the amplitude of the
events varied or where events overlapped - both common scenarios. The first commonly
used algorithm for PSC detection that attempted to avoid issues related to amplitude
variability introduced the idea of rescaling a fixed template at each time step [Clements
and Bekkers, 1997]. Following this trend, template-matching approaches have gradually
shifted towards deconvolution methods, which are a more well-founded way to use templates
[Perńıa-Andrade et al., 2012]. Deconvolution generally refers to methods that assume the
observed trace is the result of convolving a template with unobserved events (of varying
amplitude), and such methods invert this model to estimate the times from the template.
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Both of these template-based methods produce inferred events with different amplitudes
and a threshold can then be used to screen out small events (see [Guzman et al., 2014] for a
Python implementation of [Clements and Bekkers, 1997] and [Perńıa-Andrade et al., 2012],
and see [Richardson and Silberberg, 2008] for deconvolution of current clamp traces).
Methods that rely on fixed-shape templates can work very well when the shape of the
event is consistent across events, but postsynaptic events can vary in shape and amplitude,
especially for events from different pre-synaptic sources due to different dendritic filtering,
issues with space-clamp, or different receptor subunit distributions. Indeed, a core rationale
behind the initial preference for threshold based approaches was the recognition that events
may vary too much for a single template. While is possible to use approaches that employ
multiple templates [Li et al., 2007; Shi et al., 2010], there are still potential issues related to
the stage-wise separation between learning the template and subsequent detection causing a
sub-optimal use of information.
We take a Bayesian approach, rooted in a probabilistic, generative model. Broadening
the taxonomy, this approach is a type of deconvolution method. However, we do not consider
a single template (or a handful of templates), but instead a distribution over templates
through the use of prior distributions on the kinetics and amplitudes of individual PSCs.
Importantly, we also model event timing in continuous time (i.e. without binning), and
we incorporate an autocorrelated, AR(p) noise process [Chib and Greenberg, 1994], which
provides a more accurate description of the data. This leads to more precise detection of
event times and inference that is more robust (i.e. less susceptible to noise). As such, our
inference better leverages all available information (i.e. all events and full timecourse of each
event). Given this probabilistic formulation of the noise process and the inclusion of priors
on the PSC features, we can then perform posterior inference in this model using Markov
chain Monte Carlo (MCMC, see methods).
A tradeoff is that the proposed approach is more computationally intensive than previous
approaches. Nevertheless, we believe the flexibility and robustness that this approach affords
makes up for this in many settings. Beyond handling overlapping events and variation in
the shape of events, our method inherits advantages of probabilistic modelling. The method
is extensible and amenable to serving as a modular component of hierarchical models, as
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we show. Moreover, while existing methods tend to produce all-or-none results and the
precise timing of the event is a secondary consideration, using a probabilistic approach, it is
straightforward to consider posterior uncertainty. We essentially get a level of confidence
for detection of each event and the level of uncertainty in the precise timing of the event.
This posterior uncertainty in event times can translate into posterior uncertainty for other
parameters of interest, such as synaptic weights.
4.1.3 Overview
In the following sections, we will first present the details of the model for single-trial voltage-
clamp traces and extensions mentioned previously. We then provide the details of the
inference scheme we use for sampling from the posterior distribution. In the results, we
compare our approach with the standard template-based approach [Clements and Bekkers,
1997] as well as a Wiener Filtering approach [Wiener, 1949] (similar to PSC detection in
[Perńıa-Andrade et al., 2012] but more adaptive in how it regularizes its output), since these
serve as competitive and robust baselines. We show inference results from our approach on
simulated and real data for spontaneous EPSCs and IPSCs across several cell types, PSCs
evoked via paired-patching as ground-truth validation, and PSCs evoked optically with
one-photon and two-photon stimulation with stimulation artifacts. We also show results on
simulated data for a mapping experiment which combines voltage-clamp recordings with
calcium imaging, illustrating extensibility.
4.2 Methods
We draw on tools developed in statistics [Moller and Waagepetersen, 2004] and signal
processing [Tan and Goyal, 2008] to decompose a voltage-clamp recording into interpretable
elements. In this application, our events are unitary synaptic currents and their features
describe the strength and kinetics of each event. In previous work, we have found similar
methods useful for inferring spiking events in calcium imaging data [Pnevmatikakis et al.,
2013].
The framework involves (1) specifying a generative model for voltage-clamp recordings,
CHAPTER 4. BAYESIAN METHODS FOR EVENT ANALYSIS IN VOLTAGE-CLAMP
RECORDINGS 95
the parameters of which describe event times, features, the noise model, etc., and (2)
performing Bayesian inference on event times and features and the model parameters jointly.
Theoretically, Bayesian estimators have nice guarantees (under a “true” model, see [Lehmann
and Casella, 1998]). However, this approach can fail if the model is inadequate (i.e. the
generative model does not capture the true statistics of voltage-clamp traces) or if the
inference algorithm performs poorly and the true model posterior is not obtained. These
concerns are legitimate, so we demonstrate below that our model captures the statistics of
real voltage-clamp data and that inference performs well on both simulated and real data.
4.2.1 Model of a single electrophysiological trace
In the simplest version of our model, the observed current trace, yt, is a discrete time series
composed of the sum of a random number n unitary synaptic currents, a baseline (holding




aifi(t− ti) + b+ εt (4.1)
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φjεt−j + ut ut ∼ N (0, σ2) (4.3)
Each event, indexed by i, is characterized by an event time, ti ∈ R+, which need not be
aligned with the sampling time of yt, its own kinetics determined by fi(·), and a strength
which we define as the amplitude, or peak current, of the event, ai. For synaptic currents,
we use a difference of exponentials for fi which is parameterized by a rise time constant, τ
r
i ,
and a decay time constant, τdi . For an example of the model, see Figure 4.1B-D. Observe
in Figure 4.1E that recovered kinetics of individual events do vary significantly, suggesting
that a model which captures this structure should perform better than methods which rely
on a single (or handful of) template(s).
As opposed to an i.i.d. Gaussian noise process, the more general autoregressive, AR(p),
process better captures the noise in voltage-clamp recordings. We have found the noise
model to be crucial for robust inference (see Results). In an AR(p) noise model, the noise
















Fig. 4.1: This figure depicts the correspondence between real data and the generative model. A Shows a
real voltage-clamp recording. B Depicts simulated synaptic currents generated from a fit to the data in A
(noiseless). C Depicts AR(p) noise process (p = 2) generated from a fit to the data in A. D Illustrates a
model-based voltage-clamp recording simulation (the sum of the data in B and C), to illustrate that the
simulation visually captures core features of the real data. E Shows individual events estimated from the
data in A (with normalized amplitudes), and panel F Shows the individual simulated events used in B (with
normalized amplitudes).
has temporal correlations due to direct dependencies between noise values for p timesteps. In
this work, we use an AR noise model with p = 2 (eq. 4.3). Voltage-clamp recordings exhibit
correlated noise whose source can be electrical hardware, changes in resistance between the
electrode and the interior of the neuron, and other biological non-event contributions to the
observation. In practice, it is these forms of temporally correlated noise which lead to many
of the false positives since they are more likely to exhibit a similar shape to true events.
With eqs. 4.1 and 4.3 we can write down the likelihood of the observed, noisy data given







(yt − ŷt)2], (4.4)
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aifi(t− ti) + b (4.5)






(yt − ŷt|t−1)2], (4.6)
where ŷt|t−1 is (adapted from equation 11 of [Chib and Greenberg, 1994], ignoring boundary
conditions),
ŷt|t−1 = ŷt +
p∑
j=1
φj(yt−j − ŷt−j). (4.7)
The probabilistic model provides a natural objective function:
L(Θ|Y ) ∝ ln p(Y |Θ) + ln p(Θ). (4.8)
It is possible to optimize this log-posterior directly, or inference can be performed to
obtain an estimate of the posterior distribution. p(Θ) corresponds to the prior probability on
the parameters – for simplicity, we use a set of independent, largely non-informative priors
applied to each parameter (enforcing positivity or bounded support where appropriate),
but of course more informative priors could be used. In a probabilistic formulation, it is
worth explicitly keeping in mind that the posterior distribution for a given parameter can
only have support where its prior distribution has support, so hard constraints (e.g. a
parameter being positive or a minimum amplitude size) can be naturally incorporated as
prior information. In addition, priors in a Bayesian model provide intuitive inputs which can
be used to extend the core model. For example, distributions over event features could be
modulated by clustering onto presynaptic sources or the rate of events in each trace could
be time-varied based on stimulation of presynaptic cells in mapping experiments.
4.2.2 Model extensions
4.2.2.1 Including optical currents
In this extension, we consider an active mapping experiment where we have some level of
spatially structured optical stimulation (via optogenetics [Fenno et al., 2011] or neurotrans-
mitter uncaging [Callaway and Yuste, 2002]) of presynaptic cells while holding a postsynaptic
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cell in voltage-clamp [Shepherd et al., 2005; Katzel et al., 2011]. In this setting, detections
of PSCs coincident with stimulations can be used to infer connectivity between neurons.
However, in some protocols, the postsynaptic cell also responds to the stimulation1. If this
is the case, we will see a direct optically evoked current in our voltage-clamp recording when
we attempt to stimulate cells near the patched cell. In order to remove artifacts of this sort,
we can incorporate a parameterized, additive term in the generative model and then perform
inference jointly with respect to these parameters. The choice of an additive term is more
reasonable for optogenetic stimulation because the currents are carried through different
channels whereas with neurotransmitter uncaging the direct stimulation current and the
synaptic current may be competing for the same channels.
For example, it is straightforward to include a parameterized kernel for the optical
response of the neuron, h(·), and then to convolve that response with the known optical







ajh(θh) ∗ dj(t) + b+ εt (4.9)
where we have ns optical inputs each with known timecourse dj(t) and the response kinetics
are modelled with a convolution which is parameterized by θh (e.g. a set of time constants).
Each stimulation will have its own gain, as, which depends on the density of the corresponding
channels at the location of that stimulation. We have found this approach to be useful under
certain conditions with optogenetics (Figure 4.5D). However, for some optogenetic currents,
the multi-state kinetics of opsins can make it difficult to design a parameterized h(·) which
can be sampled efficiently. In this case, the shape of the optical current could be measured







ajh(t− t(s)j ) + b+ εt (4.10)
where h(·) is now the stereotyped shape of the current and we know the set of times
{t(s)j }j=1...ns at which we have stimulated. Since the currents are filtered in the dendrites,
1This is seen with glutamate uncaging at locations near the patched cell and could also occur with
optogenetics when mapping connections between cells of the same transcriptional identity in the same
location or when mapping many heterogeneous populations of cells (i.e. when a pan-neuronal promoter is be
used)
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eq. 4.10 breaks down slightly when handling simulations at locations at varying distances
from the soma of the patched cell (Figure 4.5D). Nonetheless, it still provides a good trade
off between accuracy and computational tractability. In addition, one could create several
optical current templates based on the distance of the stimulation site from the soma [Mena
et al., 2015].
4.2.2.2 Mapping with calcium imaging and voltage-clamp recordings
Next we extend the model to show how the inferred events could be identified with presynaptic
sources when the local population is partially observed via calcium imaging [Aaron and Yuste,
2006] (alternatively, a similar approach could combine information from voltage imaging).
In this setting our observations will consist of the fluorescence traces of the imaged cells and
the voltage-clamp recording. Both the presynaptic fluorescence traces, ckt where k indexes
the neurons observed via imaging, and the postsynaptic electrophysiological recording, yt,













ajfj(t− tj) + b+ εt (4.12)
with εt as before and η
k
t ∼ N (0, ν2k). Like fk(·), gk(·) is also a sum of exponentials but
the prior on the kinetics are much slower. {tj}j=1...n∅ are the times of PSCs with no
corresponding imaged, presynaptic cell. We want to point out that because we model the
process in continuous time, the observed calcium traces need not have the same sampling
rate or observation times as each other or the voltage-clamp recording (which will be sampled
many orders of magnitude faster).
In this demonstration, we have chosen to assume the calcium events for the same cell
are all of equal amplitude – this would be appropriate if the spikes occur sparsely or if
calcium transients sum roughly linearly. If the summation is known to be nonlinear with
some biophysically plausible nonlinearity (e.g. see [Vogelstein et al., 2009]), this could be
straightforwardly accommodated by modifying the model and similar inference methods may
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still be applied. Alternatively, it is also straightforward for the calcium event amplitudes to
vary across events.
We have similarly chosen for all postsynaptic events to be of the same amplitude and
shape when they follow from a specific presynaptic cell, but in practice one can extend the
clustering to impose cell-specific priors on these amplitudes and shapes. Some subset of
events observed in the electrophysiological recording will arise from unobserved presynaptic
inputs so we allow these to be explained by events with no observed presynaptic cause and
with independent shape and amplitude per event (second summation term indexed i = 1...n∅).
We could also incorporate a fixed delay between presynaptic events and postsynaptic events
(this would be an additional parameter, pre-specified or inferred, in the postsynaptic transient
response fk(·)).
Since we now observe multiple traces, our new objective function is simply the sum of the
log probabilities of the various traces. The multiple traces are conditionally independent given
event times {tki}k=1...K,i=1...nk and {tj}j=1...n∅ , so we have an overall objective corresponding
to the log-posterior:
L(Θ|Ck, Y ) ∝ ln p(Y |Θ) +
K∑
k=1
ln p(Ck|Θ) + ln p(Θ), (4.13)
again with p(Θ) corresponding to the prior probability on the full set of parameters (see
Section 4.3.4 for results).
4.2.3 Inference
For this work, we perform inference using Markov chain Monte Carlo (MCMC) [Neal, 1993;
Gelman et al., 2014]. MCMC techniques allow us to obtain samples from the posterior
distribution over all unknown variables in the model and thereby approximate the posterior
by a histogram of such samples. Specifically, we perform Gibbs sampling over all the
parameters [Gelman et al., 2014]. This means that for each parameter, we hold all other
parameters fixed and conditionally update the focal parameter by sampling it from its
conditional distribution. A “sweep” consists of an update of all parameters. While it is
possible to compute conditional distributions analytically for sufficiently simple models, it is
quite simple to use generic sampling methods to update parameters for any model for which
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one can compute the likelihood. For example, we use random-walk Metropolis (RWM) to
update many parameters – this consists of updating parameters by proposing updates from a
distribution centered on the current value and accepting or rejecting proposed updates such
that the resulting set of samples are consistent with the conditional distribution [Gelman et
al., 2014]. Alternatively, more powerful samplers such as Hamiltonian Monte Carlo could be
used [Gelman et al., 2014] but simple RWN sufficed here.
In the single-trial, voltage-clamp case, we update {ti, ai, b, τdi , τ ri }i=1...n by RWM. In-
clusion of a direct optical current, in the simplest case, only contributes one additional
amplitude parameter for each stimulation, and these can be inferred similarly. We model
the number of events in each trace as a Poisson random variable and note that this could be
generalized to an inhomogenous Poisson process prior so that the event rate can vary based
on inputs such as optical stimulation. To add and remove events (i.e. perform inference over
n), we use birth-death moves which consist of the proposal of a new event time and the
removal of an existing event time respectively [Moller and Waagepetersen, 2004].
The noise process parameters φ1..p are sampled by rejection sampling from the constrained
conditional distribution and σ is sampled from its conditional distribution. Specifically, we
reproduce the updates for the φ1..p and σ, which are provided in section 4.1 of [Chib and
Greenberg, 1994]. φ1..p is shown to be conditionally normal with a mean and posterior that
depend on êt = yt − ŷt and σ2, but also with the constraint that the AR(p) process defined
by φ1..p is stable. Ignoring boundary conditions:
E = [êt−1...êt−p] (4.14)
Φn = Φ0 + σ
−2(E′E) (4.15)
φ̂ = Φ−1n (Φ0φ0 + σ
−2E′e) (4.16)
φ ∼ N (φ̂,Φ−1n )1Sφ (4.17)
Where 1Sφ is an indicator over the set of stable φ values and φ0 and Φ0 are set to weakly
informative prior values. Following [Chib and Greenberg, 1994], we place an inverse-gamma
prior on σ2 which is the conjugate prior given the likelihood (eq. 4.6) so that we can sample
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(yt − ŷt|t−1)2 (4.18)
σ2 ∼ IG(1
2
(T + ν0), 1/(
1
2
(δ1 + δ0))); (4.19)
where ν0 and δ0 are also set to weakly informative prior values.
For the full mapping case, inference is similar. However, additional moves need to
be incorporated to improve mixing. That is, in addition to the single-variable updates,
additional custom moves are performed each sweep. The additional moves correspond to
proposing a swap for the presynaptic identity for a PSC event. That is, an MCMC step is
proposed wherein an event associated with one presynaptic source is eliminated and an event
at the same time is considered for another source. To implement such moves, we simply
propose to drop an event at a given time for one presynaptic source and an to add an event
at the same time for another presynaptic source and evaluate the combined acceptance or
rejection of these proposed moves using the Metropolis-Hastings ratio [Gelman et al., 2014].
4.2.4 Specific implementation details
Code implementing our inference routine will be made available via the corresponding
author’s website. When applying our inference method to data, we can run from a cold
start, or we can initialize event times with those found via a simpler, faster method (e.g. a
deconvolution method). In this work, to establish initial performance of our algorithm, we
present results on simulated and real data using cold starts. For small timeseries (roughly 1
sec length), inference consisting of 1000 sweeps of the sampler tends to be thorough and
requires a few minutes. For longer timeseries or many timeseries, we run smaller sections
of the timeseries in parallel on a computing cluster. We also note that RWM requires a
proposal width hyperparameter – this can be automatically tuned early in the sampling
process (during the burn-in) by adjusting the proposal variance such that the accept rate is
reasonable. This automatic tuning can be done in an ad hoc adaptive fashion, allowing for
increases or decreases in proposal variance when either too many or too few moves are being
accepted.
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We also note that in the implementation, we frequently rely on the log-likelihood,
ln(p(Y |Θ)), to determine whether to accept or reject moves. In order to minimize redundant
operations, it proves useful to store êt = yt − ŷt and we perform evaluations of yt − ŷt|t−1 by
observing that:
yt − ŷt|t−1 = yt − (ŷt +
p∑
j=1
φj(yt−j − ŷt−j)) (4.20)
= yt − ŷt −
p∑
j=1




φj êt−j . (4.22)
4.3 Results
4.3.1 AR noise model validation
We have found the choice of noise model to be critical when analyzing voltage-clamp data.
It is common to use i.i.d Gaussian noise for neurophysiological time-series ([Paninski et al.,
2012], [Richardson and Silberberg, 2008]) , but very often the noise can exhibit temporal
correlations. To obtain a recording of a voltage-clamp noise process which contains no
events, we recorded from a neuron exposed to an excitatory synaptic blocker (Kynurenic
Acid, 4mM) while holding the cell near the inhibitory reversal potential (-70 mV). Under
these conditions, the recording should be relatively event free, nonetheless the recording
shows clear temporal correlations (Figure 4.2A). In the context of deconvolving these data,
it is primarily this correlated noise that drives false positives because it can have similar
features to PSCs.
To better capture the structure of voltage-clamp noise, we used the more general AR
process which we found was sufficiently flexible and expressive to represent the types of
noise we encountered. Specifically, an AR(2) model balanced model expressiveness and
computational cost. Figures 4.2A and 4.2B show that the extra structure in the AR(2)
model does in fact provide a better description of the data.
For a systematic validation, we performed a comparison between the AR(0) and AR(2)
inference for many simulated traces. Specifically, we can simulate traces with random event
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Fig. 4.2: Validation of the AR(2) noise model and inference. A Top: a real voltage-clamp recording under
“event-free” conditions such that the recording is dominated by noise. Middle: simulated noise from an AR(0)
fit to the real example. Bottom: simulated noise from an AR(2) fit to the real example. The AR(2) example
better captures the structure of real noise. B Grey: periodogram estimate of the PSD of an “event-free”
recording. Blue: a parameteric fit to the PSD with an AR(0) model. Red: a parameteric fit to the PSD
with an AR(2) model. C Top: a simulated voltage-clamp recording with AR(2) noise. Middle black: The
true current for the top trace. Red: The true time-amplitude coordinate for each PSC. Blue: A bivariate
histogram reflecting the estimated time-amplitude posterior distribution using an AR(0) noise model (uses a
small, but non-zero minimum event size threshold). Bottom: same as in the middle trace but inference is
performed with an AR(2) noise model. D Curves depict accuracy of inference as a function of SNR level
(ranging an order of magnitude, with 1 indicating low noise relative to size of events and 10 indicating noise
that is has marginal variance larger than the signal) for AR(0) vs AR(2) model-based inference. The measure
of accuracy is correlation coefficient between true (simulated) trace and estimate of posterior mean. The
asterisk indicates a biologically realistic SNR level equal to the example in C. For each point on the curve, we
simulate timeseries with random event-times and amplitudes (traces are median and inter-quartile range over
10 repeats). Both algorithms do very well in the high SNR regime. As soon as noise level begins to make
inference difficult, both algorithms begin to lose accuracy. However the AR(2) model inference degrades
much more slowly.
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times and with various levels of AR(2) noise added to the traces (i.e., varying SNR). In
these simulations, events are naturalistic in that they have variability in their distribution of
amplitudes and time constants, and events may overlap (4.2C). For inference with either
noise model, performance is similar when there is low levels of noise (or for specific AR(2)
noise process parameters that result in only weak noise autocorrelation, not shown), but the
inference results diverge dramatically when the noise is larger in magnitude. To summarize
inference, we examine the correlation between the posterior mean trace and the “true”
simulated, noiseless event trace (4.2D). For biologically realistic AR(2) noise structure
and magnitude (indicated by an asterisk in 4.2D), inference with the AR(2) model indeed
performs considerably better than with the AR(0) model. Note that in the high-SNR limit,
simple methods like template matching algorithms, greedy optimization, or other direct
optimization of the model likelihood can perform well enough, so sample-based inference
would be computationally excessive. However, this validation demonstrates that in the
biologically realistic noise regime, noise is sufficiently large and structured for proper inference
to be useful.
4.3.2 Comparison with other methods on spontaneous and evoked PSCs
We also compared our method to two common PSC detection algorithms: a standard
template-based approach [Clements and Bekkers, 1997] and a deconvolution approach (a
Wiener Filter [Wiener, 1949], which we found tended to improve upon the slightly simpler
inverse filter used in [Perńıa-Andrade et al., 2012]). When testing these algorithms, we
attempted to give each its best chance to perform well. Specifically, that means that the
template-based and deconvolution methods were given the average of the true underlying
events as a template. We gave the Wiener Filter the true noise power spectral density for
simulated data. For real data with high enough spontaneous rates, it was difficult to find a
“quiet” section of the trace to estimate the noise PSD, therefore we provided an AR fit to the
noise from Bayesian inference for the Wiener Filter’s noise PSD. For simulated data with
Bayesian inference, we provided the true priors on τ r and τd that were used to generate the
data.
First, we simulated a test set of recordings with realistic levels of noise and with relatively
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Fig. 4.3: Comparison of methods on simulated data. A An example of inference/detection results for each
method on a simulated voltage-clamp recording. For each method we show the output time-series for that
method (i.e. the score template matching, deconvolved trace for deconvolution, and the poseterior of event
times for the Bayesian approach), estimated event times, and the threshold used to determine those event
times (for the Bayesian trace the threshold is so low that it can’t be seen above the baseline posterior). B
The number of true positives and false positives across 10 simulated traces for each method. The highlighted
point in each line corresponds the threshold used in A. C Same as in B except showing the true positive
count as a function of the threshold. D same as in C except showing the false positive count.
low SNR PSCs. Each of the three algorithms produces a time series equal in length to
the input recording that is something like a score that an event is happening at that point
in time. For the template-based method the output represents the goodness-of-fit to the
event template at that point in time, and for the deconvolution the output is an estimate
of the event amplitude at that point in time. For the Bayesian approach the output time
series is the marginal posterior of an event at each sample. Importantly, in practice the
output for the template-matching and deconvolution methods only have an empirically
reasonable interpretation in the high SNR case. To obtain estimates of event times for each
simulated trace, we threshold these time series for each method as a function of their standard
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deviations. Figure 4.3A shows an example of results for each algorithm on simulated data.
The threshold for each method’s output is shown as a horizontal line, and inferred events
are shown as dots. (The threshold for the Bayesian approach is difficult to see as it is very
close to zero.)
By varying the threshold and counting the number true positives and false positives, we
can get a sense of how noisy the output is from each approach. The Bayesian approach
is able to accurately detect more events while accumulating fewer false positives than the
other methods (Figure 4.3B). Importantly, it also maintains similar levels of true and false
positives as the threshold is varied (Figures 4.3C & 4.3D), indicating that our approach is
more robust and produces a less noisy representation of PSC timing. While there exists a
threshold for the template-matching and deconvolution methods that performs quite well,
small deviations from this value lead to vastly more false positives or less true positives
(Figures 4.3C & D). When applying these methods to real data, it may not be possible to
finely tune the threshold parameter on a per dataset basis since ground truth information
is not available. This can be especially troublesome when online or closed-loop analysis is
desired.
We next compared methods on real voltage-clamp recordings in which we could modulate
the SNR of an event physiologically. To achieve this, we made paired patch recordings
of a PV+ cell and a layer V pyramidal cell until we found an inhibitory connection from
the fast-spiking cell onto the pyramidal cell with a probability of of a postsyanptic event
extremely close to 1.0. We then moved the holding potential for the postsynaptic cell towards
the reversal potential for the inhibitory current. In this way, we could obtain ground truth
data in which we had direct control over the SNR (Figure 4.4A, B, & C, top traces).
We ran 50 trials each at three holding potentials representing relatively high, medium,
and low SNR regimes and detected events using all three methods. Only the Bayesian
approach was sensitive enough to detect events reliably in the low SNR case (Figure 4.4A,
B, & C, rasters). Similar to the simulated data, the Bayesian approach was also the only
method which was robust to the thresholding parameter, indicating that the posterior over
event times is highly peaked. As expected, as the SNR decreases, the ability to accurately
detect the timing of the event decreases.
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Fig. 4.4: Results on real voltage-clamp recordings. A-F Comparison to other detection methods on real data
while modulating the SNR. A Top: a single trial of the spiking presynaptic cell firing from direct current
injection. Middle traces: three example trials of the connected postsynaptic cell responding with an IPSC.
The postsynaptic cell is being clamped at -45 mV. Below the examples is the mean trace over all 50 trials.
Bottom rasters: estimated events for 50 trials for each detection method. B-C Same as in A except with
the postsynaptic cell held at -50 mV (B) and -55 mV (C). The scales for the example traces are all the
same across A-C and likewise for the mean traces. D-F The average number of evoked events counted in a
window around the spike time (1.0 msec before to 5.0 msec after the spike) above a baseline rate of detected
events per trial as a function of threshold for each method. Colors and symbols as in 2C-B. The dotted
horizontal line represents perfect performance of one extra event detected per trial. G-I Examples of results
on several types of real data. G Spontaneous EPSCs detected in a layer II/III pyramidal cell, top, a SOM+
cell, middle, and a PV+ cell, bottom. H Spontaneous IPSCs in a layer II/III pyramidal cell. I Spontaneous
EPSCs and IPSCs detected in an in vivo recording from a FS cell.
Any approach will have hyperparameters that must be selected, and the Bayesian
approach allows for tuning of hyperparameters corresponding to prior distributions on model
parameters. We show that a single set of prior distribution hyperparameters can perform
well across several cell types by running inference on traces from different cell types and
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under different recording conditions while holding the hyperparameters constant. In 4.4G
we show that with a single set of prior parameters our method can detect EPSCs across
three different cell types: a layer II/III pyramidal cell, a SOM+ interneuron, and PV+
interneuron. Despite the differing statistics in each of these traces (event features and noise),
event detection performs well. In 4.4H we show results for spontaneous IPSCs in a layer
II/III pyramidal cell. For these results, we used the same prior parameters as in 4.4G
except that we increased the upper bounds for the time constants to account for the slower
kinetcs of IPSCs. Finally, in 4.4I we show results on an FS cell recorded in vivo. The prior
parameter settings here are the same as in 4.4G except that we had to increase the rate
prior on the number of events.
4.3.3 Extension 1: Direct optical stimulation artifact
For certain experiments, it may be productive to actively drive cells to fire in order to
study circuit properties. In particular, we may want to combine voltage-clamp recordings
with spatiotemporally structured optical stimulation of a putative presynaptic population
of neurons. This can induce optically evoked artifacts from direct optical currents in the
voltage-clamp recording. As an example, one could express an optogenetic channel pan-
neuronally which would allow the simultaneous mapping EPSCs and IPSCs onto one cell.
Under these conditions, the cell under voltage-clamp will also express opsin and respond to
any stimulating light. Similarly, in neurotransmitter uncaging mapping experiments, there
will be a direct stimulation of the postsynaptic cell at most stimulation sites close to the cell.
We show that our approach is able to decompose a simulated trace with a direct optical
current in Figure 4.5. Specifically, we simulated a trace consisting of many EPSCs with an
additive direct optical stimulation current, consistent with eqn. 4.10. On this simulated
data, inference performs very well in terms of extracting events simultaneously with artifact
isolation.




Simulated Voltage-Clamp with Direct Optical Stimulation
Simulated Direct Stim. with Estimate
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2-Photon Evoked PSCs with Direct Optical Stimulation
25 pA
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1-Photon Evoked PSCs 
with Direct Optical Stimulation
B
C
Fig. 4.5: Removing direct stimulation artifacts from active mapping data. A Top: a simulated voltage-clamp
recording that is contaminated by a large direct, optical current. Top middle: the true direct current (blue)
with an estimate of the inferred direct current (dashed, red). Bottom middle: the true current used in
the top trace. Bottom, the inferred amplitude-time posterior (blue) with true amplitude-time coordinates
overlaid (red X’s). B Top: direct optical currents evoked in a single cell by stimulating different locations
with one-photon excitation and a DMD. Bottom: same as above but each trace is normalized to have the
same amplitude. C-D PSC detection with direct optical stimulation on real mapping data. C Inference
results for one-photon, DMD-based mapping data with direct stimulation contamination. All three trials are
for a single stimulation site. Red line shows when the stimulating laser is on. Dark blue trace shows the
posterior over event times. Light Blue trace shows the MAP estimate for the synaptic currents. Maroon
trace, MAP estimate for the direct stimulation. Black, raw voltage-clamp observation. D Inference results
for two-photon, SLM-based mapping data with direct stimulation contamination. Left, three trials from a
particular stimulation location which shows putative evoked EPSCs riding on top of direct stimulation with
inference. Right, same as the results to the left but for a stimulation location further from the cell.
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In Figure 4.5B-D, we present results on real data obtained by combining voltage-clamp
recording with one-photon stimulation via a digital micromirror device (DMD) as well
as two-photon, holographic stimulation of neurons. In 4.5B, we show direct currents at
many different stimulation locations with one-photon excitation via a DMD. Under these
conditions, the shape of the current is not well characterized by a parameterized template
function so we must use an empirically derived template. When normalized, all of the
currents have roughly similar shapes, validating our approximation of the artifact as a scaled
template. In 4.5C we show PSC inference on three trials from a single stimulation location
that has putative evoked PSCs overlapping the direct stimulation artifact. In Figure 4.5D,
we show similar results except the stimulation is performed using two-photon excitation with
a spatial-light modulator (SLM). We found that under these conditions, we were able to use
the model in eqn. 4.9 and fit two time constants to the optical current. This allowed for a
more flexible fit that could account for the differences in the direct current shape as the
stimulation location varied. The two sets of traces and results in 4.5D are for three trials at
two different locations. These locations were chosen because they contained putative evoked
EPSCs.
4.3.4 Extension 2: Passive mapping experiment (simulation)
In addition to electrical recordings from a post-synaptic cell, we may also have calcium
indicator available in pre-synaptic cells [Aaron and Yuste, 2006]. This allows for a passive
mapping experiment from many pre-synaptic cells (optically imaged) to a single post-synaptic
cell (patched). Here we provide an example of the usage of the joint inference procedure
(Figure 4.6A). We have simulated a population of presynaptic cells which are observed
via calcium imaging (SNR for these cells is plausible for a well-tuned setting, and bin size
is 35ms). These cells drive post-synaptic events in the simulated patched cell (noise is
biologically plausible, and bin size is .05ms). In 4.6A, 4 of 6 candidate presynaptic neurons
are observed. Postsynaptic events evoked by unobserved neurons are inferred on a per event
basis whereas events co-occuring with presynaptic events arise from a single variable (see
model eqns. 4.12).
We see that we can recover events jointly from the calcium imaging and electrophysiology,
CHAPTER 4. BAYESIAN METHODS FOR EVENT ANALYSIS IN VOLTAGE-CLAMP
RECORDINGS 112
with event identity successfully linked across the two modalities. In addition, the histogram
in the right panel of Figure 4.6B indicates that combining electrophysiology and calcium
imaging tends to yield increased temporal precision of event times than inference from
calcium imaging alone (this intuitively follows from the fact that the electrophysiology has
much higher temporal resolution and the Bayesian inference can combine information across
modalities). This simulation serves as a proof-of-concept that this probabilistic approach
can provide meaningful automatic analysis for passive mapping experiments.


















































































Fig. 4.6: Joint inference over simulated calcium and voltage data. A Observed data and true/inferred event
times for four simultaneously observed calcium traces (top) and (for simplicity) just a single voltage trace
(bottom). Colored dots indicate to which trace the algorithm matched each event; gray dots in bottom
correspond to voltage events that were detected but (correctly) not matched to any detected calcium events.
In this example the algorithm correctly matched all calcium-observed events. B Histograms of temporal error
in estimated event times. Given calcium only, the variance of inferred event times is large; incorporating
voltage information drastically reduces this variance, indicating significant potential gains in temporal
resolution from this Bayesian data fusion approach.
4.4 Discussion
In this work we have presented a probabilistic formulation of the event detection problem
for electrophysiological recordings with an emphasis on PSC detection. This method works
on simulated and real data and its performance compares favorably relative to existing
methods. We have also shown how the probabilistic model can be incorporated into two
extensions applicable for mapping experiments which make use either of optical stimulation
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or multi-modal fusion of electrophysiology with calcium imaging.
While there are other methods that have been proposed for deconvolution for electrophys-
iology and for calcium imaging (e.g. see [Theis et al., 2015] for alternative event-detection
methods for calcium imaging), these approaches lack the clear probabilistic generative seman-
tics which facilitate modularity and extension to hierarchical models such as those useful for
mapping experiments. Our approach also complements related work inferring synaptic inputs
in a probabilistic fashion using particle filtering [Paninski et al., 2012] from voltage traces.
The present approach focuses on current traces, is perhaps simpler to implement, and does
not require temporal discretization, but most importantly in the this paper our method does
not assume a fixed PSC shape. While probabilistic methods may be computationally more
burdensome (especially when using MCMC), there are immediate opportunities to speed
up the current approach – computation can be parallelized across time, since temporally
separate events can be sampled in a conditionally independent fashion.
Aside from the extensions we considered, other sophisticated prior structure can be
incorporated by making the model hierarchical. For example, in the single trace setting we
might expect the events to cluster by pre-synaptic cell identity or cell type. Even without
the additional observed traces employed in our mapping model, it would be conceivable to
specify and infer latent source clusters based on structure in the distribution of shape or
amplitude of post-synaptic events, depending on what were of most interest scientifically.
In the simplest case, this would result in a mixture model for the events, with each event
associated with a latent pre-synaptic source.





The work presented in this chapter consists of statistical tools that are intended to be
published as part of a larger joint work in collaboration with Michel A. Picardo, Kalman A.
Katlowitz, Daniela Vallentin, Daniel E. Okobi, Sam E. Benezra, Rachel C. Clary, Eftychios
Pnevmatikakis, Liam Paninski, and Michael Long.
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Abstract
We present a hierarchical Bayesian model for leveraging multiple noisy trials of calcium imag-
ing data to estimate parameters shared across trials. We provide an inference algorithm and
demonstrated that inference is tractable. We demonstrate on real imaging data from awake
birds during singing bouts that we can use multiple trials to reduce posterior uncertainty
about the time of burst events. This method also performs better than a non-Bayesian
approach.
5.1 Introduction
Calcium imaging methods enable monitoring of large population of neurons indirectly.
However, typical raster scanning approaches suffer from a trade-off between temporal and
other forms of precision. We want to infer spiking activity from calcium signals, but
resolution of this inference is traditionally tied to resolution of the calcium imaging. We
extend previous work [Pnevmatikakis et al., 2013] on Bayesian spike inference and present
a Bayesian approach that combines multiple independent trials of the same experiment to
obtain high precision inferences of spiking activity. Each spike can be described by a global
random variable that is common across trials, plus a trial dependent jitter that is modeled
by a zero mean Gaussian distribution. We then use an MCMC inference algorithm to
sample over the posterior distribution of the shared spike times, trial dependent jitters, jitter
variance, as well asother model parameters (baseline, initial concentration, spike amplitude,
and observation noise) that can also be trial dependent.
We applied our method on calcium imaging (GCaMP6s) data from the HVC area of
the zebra finch. Projection neurons in that area of the forebrain exhibit bursting activity
during singing that is tightly locked to specific parts of the song, with often sub-millisecond
precision [Kozhevnikov and Fee, 2007]. Data was obtained from a resonant scanner with at
28.8Hz, giving a timebin too wide to study the fine temporal structure of the HVC activity
from single trial data. By applying our method, we can obtain levels of uncertainty that
permit us to study the neural activity during behavior at a spatio-temporal scale that was
previously unachievable.
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5.2 Methods for burst onset inference
In this section, we describe our approach for pooling information across trials of stereotyped
neural activity, observed via calcium imaging, to infer burst onset times. The approach
presented here is an augmentation of our continuous- time Bayesian deconvolution method
for single calcium traces [Pnevmatikakis et al., 2013], which is similar to a general approach
to deconvolution [Tan and Goyal, 2008]. For background on the general Bayesian approach
to data analysis consult [Gelman et al., 2014]. Burst onsets are modeled as instantaneous
events that occur at approximately the same time across trials. Each event is marked with
an amplitude which corresponds to burst intensity.
Formally, we must state a model that describes how the parameters of interest relate to
the observed calcium traces. We specify the generative model as follows:




aijk(t− tij) + bi + γiεci εci ∼ N (0, 1) (5.2)
For a given cell, we consider a set of N burst onset times {sj}, that are the same across
trials. tij is the time of the jth burst in the ith trial which is perturbed by Gaussian
noise from the shared time sj . aij is the amplitude of the tij burst and bi is the baseline
calcium for each trial. The discrete time observed calcium signal (Y ) for each trial and
timebin is yi(t) and the predicted calcium signal generated from the model is C (i.e. ci(t)
for each trial and timebin). k(t) is the double exponential kernel, e−t/τf − e−t/τr1(t ≥ 0),
with τf and τr the time constants for fall and rise respectively, and with the peak kernel
amplitude normalized to one. In this analysis, we only observe the noisy calcium trace
(Y ) and we infer the posterior distribution over all other parameters. That is, we infer
p({tij}, {aij}, {bi}, {γi}, {sj}, {σj}, τr, τf |Y ).
Calcium traces may be acquired at different sampling rates and starting at different
time relative to some trigger (e.g. trial aligned). We can infer the burst onset times in
a normalized time and then transform the single trial burst times to the relative time of
the calcium trace for that trial. That is, if t1 is the burst time for trial 1 (reference trial)
and ti is the burst time for trial i, we can compute an offset for trial i, oi = ti − t1 and a
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rescaling coefficient ri = (
Ti
T1
)−1 where Ti is the length of trial i. Whenever we use a spike
time to predict the misaligned, discretized calcium traces, we consider events to occur at
(ti − oi)× ri rather than ti. By construction, trial 1 is the reference trial so its offset is 0
and its rescaling coefficient is 1. For clarity of notation, we omit these temporal warping
terms, but they are implemented in our analysis routine.
5.2.1 Markov chain Monte Carlo (MCMC) inference algorithm
to generate samples from the posterior distribution of parameters of interest and thereby
approximate the posterior distribution of the parameters. To ensure that the parameter
initialization did not affect our final answer, we include a “burn in” by ignoring the first
1500 sweeps. We initialize inference for each cell by manually specifying burst onset times,
then adding a random offset to each (range ±3 bins, bounded at the trial edges). We found
that the results were rather independent of the initialization of the event times, and the
algorithm can find good solutions across a wide range of initializations – indeed, we inferred
the number of bursts from no initial bursts (i.e. uninitialized) – but pre-determining the
number of bursts and very crudely initializing them decreased the burn-in time and allowed
us to better standardize the number of post-burn-in samples across neurons (data not shown).
The baseline parameter was initialized at zero and the initial amplitudes of the bursts were
set to the observed calcium trace value of the time bin nearest the burst onset time. We
empirically determined that the values of the exponential filter’s rise and decay times had a
significant impact on burst onset estimation, so these were also randomized at the beginning
of each inference at 100 and 300 ms respectively, with a random offset (range ± 3 bins,
minimum of 1 bin.)
Next we describe the details of the sampling algorithm. We use a Metropolis-within-
Gibbs approach in which we hold all parameters except one fixed at a time and sample that
parameter probabilistically (i.e. update that parameter). In Gibbs sampling, the parameters
are sampled directly from conditional distributions. Metropolis sampling involves proposing
moves and probabilistically accepting or rejecting them. A sweep of the sampler consists of
five types of “moves”, with the option for some to be performed multiple times within a
sweep. First we list the move types, and then describe how they are performed:
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A sweep of the sampler consists of 5 types of “moves”, with the option for some to be
performed multiple times within a sweep. First we list the move types, then describe how
they are performed:
1. Sample single trial burst times – tij
2. Sample shared burst onset parameters – sj , σj
3. Sample calcium noise parameter – γi
4. Sample amplitudes of the single trial bursts and baseline of each trial – aij ,bi
5. Sample the time constants (separately) – τr, τf
Sample single trial burst times
To sample burst onset times of single trials, we use random-walk Metropolis, following the
approach of the calcium deconvolution sampler [Pnevmatikakis et al., 2013]. That is, we
propose moves of each burst onset time by drawing from a Gaussian density, centered at
the current time of the burst. We accept or reject these moves based on both the Gaussian
likelihood p(Y |tij , ...), which indicates how the burst move affects the data, and the Gaussian
group prior p(t|s), which encourages the burst times to be shared across trials.
p(tij |sj , σj , γi, aij , bi, c) ∝ p(yi|tij , ...)p(tij |sj , ...) (5.3)
∝ N (tij − sj , σ2j )
T∏
t=1
N (yi(t)− ci(t), γ2i ) (5.4)
Note that ci above depends implicitly on the tij times and on the parameters aij , bi, τr,
τf . We also enforce an exclusion prior, a constraint that moves cannot bring two bursts
too close together (i.e. for multibursting cells, the single trial burst onset times are never
permitted to be sampled less than 1 bin distance from each other). This prevents bursts
from merging by aligning on top of each another entirely.
Sample shared burst onset parameters
To sample estimates of the shared burst times and the parameter corresponding to the jitter
of the individual trial burst times relative to the shared burst time, we compute the mean
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and standard deviation of the burst times across trials given the current sample of the set of
tij :
ŝj = meani(tij) (5.5)
σ̂j = stdi(tij − sj) (5.6)
We then sample the value of σj from the appropriate scaled-inverse chi-squared distribution
(implemented via an appropriate inverse gamma distribution) which serves as a standard
conjugate prior over variance – this distribution depends on the estimate of the variance σ̂2j .
And we subsequently sample the shared spike times from a normal centered at their current
mean with standard deviation equal to the standard error of the sample mean, σ̂j/
√
D,
where D is the number of trials.










For increased generality, we permit σj to be different for each burst j (but note that this
parameter is fixed across trials i). It is also straightforward to decrease the variance of
the samples of σj by having the conjugate prior be informative, but we found this to
be unnecessary here. It is also possible to add a move type which samples {tij} and sj
simultaneously, though again we found this unnecessary.
Sample calcium noise parameter
Similar to the procedure for sampling σj , to sample γi we simply estimate the sample
variance and sample from the appropriate scaled-inverse chi-squared uninformative prior.








Similar to the case for sampling σj , for increased generality, we can permit γi to be different
for each trial, and we can similarly make the conjugate prior on γi be informative.
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Sample amplitudes and baseline parameters
We wish to sample the amplitude and baseline parameters from their appropriate conditional
distributions. We constrain both of these parameters to bounded intervals (i.e. positive and
less than some large value).
p(aij |Y, tij , bi...) ∝ p(Y |aij , tij , bi, ...)1(amax ≥ aij ≥ amin) (5.11)
p(bi|Y, tij , aij , ...) ∝ p(Y |aij , tij , bi...)1(bmax ≥ bi ≥ bmin) (5.12)
Both of these are distributed according to a truncated normal distributions and could be
sampled various ways (e.g. using random-walk Metropolis steps, or jointly from a truncated
multivariate normal distribution – see [Pakman and Paninski, 2014]). We found that a
random-walk Metropolis approach sufficed here.
Sample the time constants
We also wish to sample the time constants from their appropriate conditional distributions.
We constrain both of these parameters to bounded intervals, (i.e. both positive and with
the rise time smaller/faster than the fall time).
p(τr|Y, τf , ...) ∝ p(Y |τr, τf , ...)1(τf ≥ τr ≥ τmin) (5.13)
p(τf |Y, τr, ...) ∝ p(Y |τr, τf , ...)1(τmax ≥ τf ≥ τr) (5.14)
It is also straightforward to incorporate a more informative prior if it is believed (e.g. from
other research on the calcium indicator properties) that the time constants are distributed
according to a more sharply peaked distribution in this setting, we did not wish to impose
a strong prior.
Algorithm: Full inference scheme
The whole procedure of updating each parameter in sequence is run many times to generate
many distinct samples that collectively constitute the estimate of the posterior distribution.
In addition to the details presented here, we note that some of the trials had components
of the calcium response carry over from a previous trial. To handle this, we simply assumed
that time zero of all trials had some initial concentration that decayed back to baseline with
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Algorithm 3: MCMC inference routine (describes a sweep)
Data: observed calcium signal Y , initial values for {sj} and other parameter
initialization
Result: Posterior sample of all parameters.
for j = 1 to N bursts do
for i = 1 to D trials do
Sample tij using random-walk Metropolis-within-Gibbs (eq. 5.4)
end
end
for j = 1 to N bursts do
σ̂j = stdi(tij)
ŝj = meani(tij)
sj ∼ N (ŝj , σ̂j/
√
D) (eq. 5.7)
σ2j ∼ Inv-Gamma(D2 ,
Dσ̂2j
2 ) (eq. 5.8)
end
for j = 1 to N bursts do
for i = 1 to D trials do
Sample aij using random-walk Metropolis-within-Gibbs (eq. 5.11)
end
end
for j = 1 to D trials do
Sample bi using random-walk Metropolis-within-Gibbs (eq. 5.12)
end
for j = 1 to D trials do
γ̂i = stdt(yit − cit)
γ2i ∼ Inv-Gamma(T2 ,
T γ̂2i
2 ) (eq. 5.10)
end
Sample τr,τf using random-walk Metropolis-within-Gibbs (eqs. 5.13,5.14)
return {tij},{sj},{σj},{aij},{bi},{γi},τr,τf
Algorithm box depicts a single sweep of the full inference scheme – this whole procedure is run many times to
generate many distinct samples which constitute the estimate of the posterior distribution. For all sampling
steps which use a random walk proposal, we tuned the random walk proposal variance to get a reasonable
acceptance ratio and held it fixed across cells.
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a time constant corresponding to the fall-time of the double-exponential kernel. This added
one more [optional] parameter that we could sample over each sweep in a manner similar to
the burst amplitude updates.
For all sampling steps which use a random walk proposal, we determined the proposal
variance parameters using adaptive tuning of the random walk proposal variance – when
proposals were accepted or rejected, proposal variance was slightly increased or decreased
respectively, with the magnitude of this modification decreasing with each sweep, such
that the acceptance ratio ended up being reasonable for each parameter and distinct across
neurons [Rosenthal, 2011]. Additionally, in practice, mixing of samples across sweeps can be
faster if certain moves are performed multiple times per sweep. In addition to the model
presented here, we note that some of the trials had components of the calcium response
carry over from a previous trial. To handle this, we simply assumed that time zero of all
trials had some initial concentration that decayed back to baseline with a time constant
corresponding to the fall-time of the difference-of-exponentials kernel. This added one more
parameter that we could sample over each sweep in a manner similar to the burst amplitude
updates. Combining data across sweeps and renditions To aggregate data for each burst,
each distribution was automatically clustered and corrected manually into isolated burst
times. To ensure consistency, all sweeps included in the distribution were required to contain
the same number of bursts for at least 25 sweeps on either side (to allow for stabilization).
Rarely, chains that did not converge were removed from further analysis.
5.3 Application to real data
Motivated by questions concerning the population activity in HVC, a brain region implicated
in singing behavior in zebra finches and with highly stereotyped neural activity during
singing, we applied this method to infer times of bursts by combining multiple trials of
calcium data. Importantly, we did observe an appropriate decrease in posterior uncertainty
as we pooled over more trials. Additionally, the posterior uncertainty appropriately decreased
with estimated SNR of the calcium (across neurons) – see Fig. 5.1.
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Fig. 5.1: (a,b) Spectrograms with vertical lines representing the scan times for a single motif in (a) and across
23 motifs in (b). (c,d) Fluorescence transients for one neuron (image inset). We show the results from a single
trial (29 points) in (c) as well as measurements taken across all trials (667 points) in (d). (E,F) Histograms
represent an estimate of the posterior probability of burst onsets in the above panels. Standard deviations
(in milliseconds) provided for each peak (horizontal bar = mean ±1 SD). (g,h) The standard deviations of
onset estimates varied as a function of the number of trials (n=376 bursts) in (g) and the signal-to-noise
ratio of the fluorescence measurements (n= 361 bursts) in (h) for single neurons. The gray shaded region
indicates values less than 10 ms.
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5.4 Comparison of inference algorithm with non-Bayesian ap-
proach
We also wished to compare our Bayesian method for combining multiple trials with a
non-Bayesian method, to validate that the Bayesian method performs better. Implicit
in the Bayesian approach is correction for different sampling times relative to the song,
Calcium level, and smoothing that takes into account the whole timeseries. So in practice, a
non-Bayesian method needs to compensate for these factors in an ad hoc fashion.
To compare, we simulated data of a single burst measured on multiple trials (n=5, 10,
and 15) sampled at 33.3 Hz, assuming no jitter in burst onsets across trials – see Fig. 5.2.
In order to capture the complexity of real data, each trial had a different sampling offset,
baseline, event amplitude, and noise level. The Bayesian approach followed the protocols
described above. For the non-Bayesian approach we first normalized all trials between their
extrema. This data was then pooled by re-binning (333.3 Hz) and smoothed with a Loess
filter (set at 10% of observations). The derivative of this smoothed curve was taken. Events
were determined as crossing of a threshold set at 6 SD. We quantified performance as the
RMSE of estimates relative to ground truth as a function of number of trials, based on 50
repeats (failed instances of the method were manually removed) of all trials at each number
of observations.
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Fig. 5.2: (a) Simulated fluorescence data of 15 trials. The shared onset time is represented by vertical line.
(b) In a non-Bayesian approach, range normalized data are pooled, and then smoothed (red line). Below,
events are detected as increases in the derivative of smoothed trace above a 6SD threshold (red dotted line).
(c) In the Bayesian approach, per trial inference is performed jointly, and onset is inferred by integrating
information across trials. (d) A comparison between the root mean square error of burst onset estimates
of the two methods relative to the true onset. While both methods show improvement with more trials,
the Bayesian estimator dominates the simpler approach. Moreover, the Bayesian method quantifies the
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