In Part of this two-part paper, it was shown that, when feasibility of the successive iterates is not required, the Maratos effect can be avoided by combining Mayne and Polak's technique with a nonmonotone line search proposed by Grippo, Lampariello, and Lucidi in the context of unconstrained optimization, in such a way that, except possibly at a few early iterations, function evaluations are no longer performed at auxiliary points. In this second part, it is shown that feasibility can be restored without resorting to additional constraint evaluations, by adaptively estimating a bound on the second derivatives of the active constraints. Extension to constrained minimax problems is briefly discussed.
, [15] . Preserving feasibility is an important attribute in many contexts, e.g., (i) when the objective function is not defined outside the feasible set or (ii) in real-time applications, when it is crucial that a feasible solution be available at the next "stopping time." From a computational point of view, when this property is satisfied, advantages are that the quadratic programs successively constructed all have a nonempty feasible set and that the objective function itself can be used as a merit function in the line search. On the other hand the condition that the line search yield a feasible next iterate renders increasingly difficult the question of devising mechanism to ensure that the full step of one is eventually taken, an imperative requirement if superlinear convergence is to take place. (The possible undesirable truncation of the step due to failure of the merit function to decrease when a full step is taken was first pointed out by Maratos [11] .) In particular the watchdog technique [1] , by which the full step of one is tentatively accepted if sufficient decrease was obtained in recent iterations, is of no help here. In [13] , [15] , the issue is resolved by making use of a "bending" technique employed by Mayne and Polak [12] , suitably adapted for restoring feasibility. The appropriate amount of bending is determined via evaluation of the constraints at an auxiliary point at each iteration.
In Part I of this two-part paper [14] , it was shown that, when feasibility of the successive iterates is not required, the "Maratos effect" can be avoided by combining Mayne and Polak's technique with a nonmonotone line search proposed by Grippo [5] . In the present case, however, a major difficulty remains: the full step of one will likely be rejected due to infeasibility.
It turns out (see Theorem 3.8 [13] and [15] . Borrowing from the scheme used in [15] with the multipliers obtained in solving QP(xk, Hk), is less than some specified e > 0.
The FSQP code includes special provisions for efficient handling of affine constraints and it also accepts affine equality constraints. Such extensions are straightforward (see [19] for details). The extension to constrained minimax problems suggested in 4 is also implemented.
Results on two sets of experiments are presented in Tables 1 and 2 , respectively.
All computations were performed on a Sun 4/SPARCstation 1. For the first set of problems, gradients were computed analytically; for the second set, they were computed by finite differences (for the ith component, the perturbation parameter was 2.10-Ssgn(x)max{l, [x[}). Table 1 contains results obtained on test problems from [9] . The new algorithm (FSQP-NL) is compared to the algorithm analyzed in [15] (FSQP-AL), to the authors' knowledge the best available "feasible iterate" algorithm. 4 It should be clear that in case equality constraints are also present, these can be handled via the introduction of a merit function as described in Part I of this two-part paper. The overall algorithm will generate iterates that all satisfy the inequality constraints and, again, the Maratos effect will be avoided without the need for auxiliary function evaluations, except in the early iterations. Appendix.
Proof of Proposition 3.1. Showing that {Xk } is bounded can be done similarly to the proof of the Theorem in [5] using Assumption A2 and the monotonical decrease on f. For the remainder of the proof, the only difference with what is done in [5] FSQP-AL 9 5 -.389659516E+00
. 35E-16 FSQP-NL 6 6 -.389659516E+00
. .113105E+00 FSQP-AL 11 6 .113104635E+00
.20E-10 FSQP-NL 8 8 .113104727E+00
. .381173963E+00
. 99E-12 FSQP-NL 14 14 .381173963E+00
. While this proof has similarities with that of Theorem 3.8 in [14] , it is given here for the reader's convenience. Observing that gj(x*) 0 for j e I(x*), expanding gj(xk +dk) about x* for j e I(x*) and substituting in (A. 4 
