Objective: To assess the validity of an automatic EEG arousal detection algorithm using large patient samples and different heterogeneous databases Methods: Automatic scorings were confronted with results from human expert scorers on a total of 2768 full-night PSG recordings obtained from two different databases. Of them, 472 recordings were obtained during clinical routine at our sleep center, and were subdivided into two subgroups of 220 (HMC-S) and 252 (HMC-M) recordings each, attending to the procedure followed by the clinical expert during the visual review (semi-automatic or purely manual, respectively). In addition, 2296 recordings from the public SHHS-2 database were evaluated against the respective manual expert scorings. Conclusions: Large-scale validation of our automatic EEG arousal detector on different databases has shown robust performance and good generalization results comparable to the expected levels of human agreement. Special emphasis has been put on allowing reproducibility of the results and implementation of our method has been made accessible online as open source code.
Introduction
Electroencephalographic (EEG) arousals are transient events of the sleep EEG indicative of ongoing awakening activity. Specifically, according to the current clinical reference standards [1] EEG arousals are defined as abrupt shifts on the EEG frequency including alpha, theta and/or frequencies greater than 16 Hz (but not spindles) that last at least 3 seconds, with at least 10 seconds of stable sleep preceding the change. The scoring of arousals during the Rapid Eye Movement (REM) phase requires a concurrent increase in submental electromyogram (EMG) lasting at least one second.
Evidence supports EEG arousals as an important component of the sleep process, and their scoring during routine polysomnographic (PSG) examination is advised essential as a means of evaluating a subject's sleep continuity, and in order to give treatment and treatment response guidelines to practitioners [2] .
Manual visual examination of the entire PSG for the scoring of these events is costly, due to the complexity and the amount of data involved. Given this context several works have explored the possibility of developing automatic analysis software to help the clinician during the scoring process [3] While some of the previous approaches have shown promising performance, validation methods are usually limited to relatively small (ranging 2-31 recordings), controlled, and mostly local and private datasets. It remains a question whether the detection capabilities of these algorithms generalize to larger samples, different databases, and perform well on a clinical (noncontrolled) environment. Actually, the reality is that the grade of acceptability of these algorithms among the clinical community still remains low, being rarely used in the clinical practice.
In a recent work [16] , we have presented a preliminary version of a method for automatic EEG arousal detection, obtaining good validation results on a controlled dataset of 22 PSG in-hospital recordings. Building upon this initial version, an updated algorithm has been developed and set it up to work in the clinical environment, where clinicians can choose whether to use it, or not, as a supportive scoring tool while reviewing their night recordings.
In this work we are presenting a large-scale validation on the performance of this updated approach. Validation has been carried out on a large sample of patients using our own sleep center database, but it has also extended by evaluating the algorithm over a large, external, and public database, namely the Sleep Heart Health Study (SHHS) [17] . On each case, the expected level of interscorer human variability has been estimated in order to contextualize the results of the analyses. Moreover, the source code of the algorithm has been published freely available on the internet for the research and the clinical community. To our knowledge this is the largest and more complete validation ever done of an algorithm of this kind.
Methods

Databases
The validation of the EEG arousal detection algorithm is performed using as reference data from two different and large databases. A first database is composed of clinical sleep recordings from our own sleep center (Haaglanden Medisch Centrum -HMC, The Hague, The Netherlands). Second, an external and public accessible source is used, namely the Sleep Heart Health Study (SHHS) database [17] . Each of the databases and the different derived datasets are described in detail in the following lines. A summary of resulting demographics and main PSG data are shown in Table 1 .
HMC
This data collection is composed of PSG recordings gathered retrospectively from the Haaglanden Medisch Centrum (The Hague, The Netherlands) sleep center database. PSG recordings were acquired in the course of common clinical practice, and thus did not subject people to any other treatment nor prescribed any additional behavior outside of the usual clinical procedures. Data were anonymized avoiding any possibility of individual patient identification. The study was carried out in full compliance with the corresponding applicable law and under the supervision of the local Medical Ethics Committee.
Patient signals were acquired using SOMNOscreen TM plus devices (SOMNOmedics, Germany) and digitized using the EDF+ format [18] . PSGs were afterwards analyzed offline by clinical experts in the course of common clinical practice. Manual scoring of the events included, among the common standard parameters, the annotation of sleep stages and of EEG arousals. All the procedures were performed according to the standard AASM guidelines [1] . As a homogenization criterion we required the recordings to contain at least 4 hours of Total Sleep Time (TST) after clinical scoring. To match a scenario as close as possible to the real working conditions, no further attempt was made to filter out, or to reject any recording, due to specific patient conditions or to poor signal quality. The only required condition was that the recording had been accepted by the clinicians for the manual scoring of EEG arousals.
In total, the sample included 472 recordings from patients visiting our center between April and October 2017. Data included both 24-h ambulatory (APSG, n=352) and in-hospital night (HPSG, n=143) recordings.
From this database two separated datasets were arranged as described below.
HMC-S:
A dataset containing 220 clinical recordings out of the original 472. Specifically, the dataset is composed of 176 APSGs and 45 HPSGs. PSG recordings from this dataset were clinically scored using a semi-automatic approach. First, the clinician used an automatic scoring algorithm for the detection of EEG arousals, and then, on a second pass, the scorer reviewed de results of the automatic scoring replacing, adding or deleting events where necessary. The automatic scoring algorithm used for this purpose was a previous version of the current approach which was described in detail in [16] . Table 1 . Summary of demographic data and main PSG characteristics for the different datasets. Data are indicated as mean ± standard deviation; n = number of recordings, M = Males, F = Females, ArI = Arousal Index, AHI = Apnea-Hypopnea Index Polysomnograms were obtained in an unattended setting, usually at home, by trained and certified technicians. Specifications for the full montage settings can be found in the corresponding section at the NSRR website [21] . Scoring of sleep stages in SHHS is based on the R&K guidelines [23] . Note that in SHHS, however, no attempt was made to distinguish Stage 3 from Stage 4 which are combined into a single "Deep Sleep" category, similarly as in the current AASM standards [24] [1]. Scoring of arousals was done following the ASDA1992 manual [25] . Full specification of all the scoring criteria, as well as quality control procedures for the SHHS study, can be found in the Reading Center Manual of Operations [26] .
From SHHS, the SHHS-2 dataset was used as the reference to validate our EEG arousal detection algorithm. Out of the 2561 PSGs available at NSRR, a total of 2492 recordings were selected after excluding those that did not match the general SHHS2 v3 signal montage [27] , or for which no attempt to score EEG arousals was performed by the SHHS scorers. From this subset, 60 recordings were further excluded due to complete technical failure (complete absence of workable EEG and/or EMG signal during the whole recording) leading to 2433 recordings left. No further attempt was made to filter out, or reject any recording, due to poor signal quality conditions. Similarly as for HMC datasets, the selection excluded recordings for which TST < 4 hours. In total 2296 recordings were finally included for the validation of our algorithm.
Algorithm overview
The current version of the EEG arousals detection algorithm is largely based on a previous version which was described and validated elsewhere [16] . The current updated version is an evolution, although it preserves the same original philosophy of simplicity and robustness.
The algorithm works using just one EEG and one EMG chin derivations. The use of an additional ECG channel for the removal of ECG artifacts is optional. The method for ECG artifact removal is based on adaptive filtering and it has been described in detail elsewhere [28] [16].
It is a multistage method that consists of a first signal preprocessing step (digital Notch filtering in both signals, with optional adaptive ECG artifact removal, and high-pass filtering in the EMG), followed by detection of candidate events based on frequency changes in the EEG (power content analysis in the alpha (8) (9) (10) (11) (12) and in the beta (>16 Hz) bands). As a result of these steps candidate arousal regions are identified signaling the presence of EEG arousal activity. The analysis proceeds by pattern matching this activity using individual EEG and EMG relevant features. Eventually, candidate EEG arousals can be merged together, or the initial arousal region can be adjusted, usually by extending the corresponding event's offset, if recognizable arousal activity follows. The detection of EEG arousal events involves different subroutines including (i) EEG power-based, (ii) EEG amplitudebased, and (iii) EMG amplitude-based pattern recognition. Finally, false positives are discarded after examining each candidate event within the context of the accepted clinical definitions, including (i) its adequacy to the standard event duration constraints, (ii) the absence of sleep spindle activity, (iii) the absence of EMG activity during REM periods, and (iv) the presence of (at least) 10s of stable sleep preceding the onset of the event.
Adaptations to the algorithm were necessary on the first term to support the possibility of different montage configurations, signals sampling rates, and filtering settings (e.g. mains interference occurs in America at 60 Hz while at 50 Hz in Europe). In addition, detection thresholds were modified to increase the sensitivity for detection of alpha-prevalent arousal events, and to achieve better discrimination of sleep spindle activity. A number of processing steps were also simplified, namely regarding the EEG power-based pattern recognition (skipping the first false detection check, and discarding the whole procedure in the case of alpha arousals) and the detection of concurrent EMG activity. Extended technical information is out of the scope for the purposes of this study, and thus the interested reader is referred to check the original publication for details [16] . In addition, the source code of the algorithm has been made publicly available as open-source, allowing tracking of all the changes and implementation details. The code (implemented using Matlab) can be downloaded from GitHub [29] .
Experimental procedures
All the recordings from the datasets described in Section 2.1. were rescored by the automatic algorithm. For parameter configuration, two separated and relatively size-reduced datasets, namely HMC-22 and SHHS1-26, were used. Using this approach it is possible to keep the parameterization independent of the testing data (HMC-S, HMC-M, and SHHS2) therefore allowing the possibility to evaluate the generalization capabilities of the algorithm. HMC-22 was used for the validation of an earlier version of our algorithm and it is composed of 22 in-hospital PSG recordings gathered from the HMC database. More detailed description of the dataset and the related validation process can be found in [16] . The SHHS1-26 dataset, on the other hand, is composed of 26 ambulatory PSG recordings gathered from the SHHS-1 study. This dataset was used to validate alternative EEG arousal detection approaches in the past, which are described in detail in [14] and in [15] . Subsets of SHHS1-26 were used as well to validate different machine learning-based approaches described in [12] (n = 20) and in [13] (n = 10).
Reference derivations for automatic EEG arousal analysis vary per dataset due to differences between the respective clinical montages. Specifically, for HMC datasets a C4/M1 EEG with bipolar submental EMG configuration was used on the case of HPSG recordings, while for APSGs the Cz/O2 EEG derivation was used instead. In both cases a single-channel modified lead II ECG derivation was used as reference for the analysis, and for the removal of ECG artifacts from the EEG and the EMG signals [16] [28]. The sampling frequency was 256 Hz for all the signals. Out of the two central EEG derivations available for SHHS recordings [21] , the C3/A2 channel was used, together with the default bipolar submental EMG trace. Bipolar-lead ECG was sampled at 125 Hz for SHHS-1, and at 250 Hz for SHHS-2 recordings, and it was used analogously for ECG artifact removal purposes.
The analysis included the automatic rescoring of all EEG arousals, while the remaining (non-EEG arousal) expert annotations were left intact. This includes, for example, the "lights out" and "lights on" markers, and the hypnogram annotations, used respectively to determine the valid scoring and the sleeping periods.
To avoid bias of the analysis due to the unbalance in the recording time between in-hospital and ambulatory recordings, only Time In Bed (TIB) periods were further considered for the validation. Specifically, for HMC datasets this period was extracted straightaway from the "lights out" and "lights on" markers available within each of the EDF+ annotation files, set by the scorers while manually reviewing the recordings. For SHHS, such markers were not explicitly available within the file annotations. In this case TIB was calculated using the variables "stloutp" (Lights out time) and "time_bed" (TIB in minutes from "lights out" to "lights on") available within the SHHS2 metadata (for details see [30] ).
Once all the EEG arousals were automatically scored by the algorithm, the validation was performed using two different and complementary approaches. First, eventto-event scoring validation was carried out using a 30 s epoch basis. For this purpose, every EEG arousal event was assigned to a unique epoch, according to the location of its middle point. Using a 2x2 confusion matrix validation metrics for nominal data, namely sensitivity (recall), specificity, precision, F-1 score, and Cohen´s kappa index were then calculated.
Second, and from a clinical perspective, the respective Arousal Index (ArI) scores were calculated and compared per recording. For validation metrics involving numerical data we used both, the AndersonDarling and the Lilliefors tests, to check the normal distribution hypothesis. In general, statistical testing was conducted using Matlab software, and the reference significance level was set at α = 0.05. Correlation coefficients were calculated among the respective automatic and clinical reference ArI scores. Statistical significance for paired differences at the recording level was calculated using the Wilcoxon signed rank test. In addition, the Intraclass Correlation Coefficient (ICC) was used as the default measure of repeatability to examine scoring differences [31] . Specifically, a twoway absolute single-measures ICC variant of the statistic was considered [32] , using the implementation available at [33] . ICC results were calculated both in the original scale and after log-transformation of the respective automatic and clinical reference scores. Furthermore, for non-Gaussian distributions repeatability was also examined using Generalized Linear Mixed-Effects Models (GLMMs) with log-link and multiplicative overdispersion modeling [34] . Parametric bootstrapping and Bayesian methods were used for interval estimation, and randomization methods were used for significance testing. Results are provided both on the original and on the link scales. Specifically, the rptR package [34] [35] available for the R statistical computing language was used for this purpose.
Assessment of the expected inter-scorer reliability
Analysis of the expected level of inter-scorer variability was performed in order to adequately contextualize the results of the automatic scoring. For such purpose a subset of the available PSGs for each dataset was rescored by an independent expert scorer, and the results were compared against the original clinical scorings. Manual rescoring of all the recordings in each dataset, however, was unattainable in practice due to the high number of recordings, and hence to the high associated costs in human resources. Thus a procedure was established to estimate the actual underlying variability using a reduced subset of recordings. The exact procedure is described as follows:
For each dataset the respective distribution of the kappa indices obtained from the previous automatic vs clinical validation was used as reference.
(ii)
From this distribution, the five recordings whose associated indices represent the middle of each inter-quartile range, plus the median, were selected as representatives of the whole population. That is, for each dataset, the recordings with kappa scores on the 12.5, 37.5, 50, 62.5 and 87.5 percentiles were used.
(iii) Each of these recordings was then rescored by a dedicated expert scorer (not present during the first scoring round), blinded to the results of the original analysis. Display montages at the rescoring step were configured to match the same conditions as during the original clinical scoring. Note, that during the rescoring, the hypnogram that resulted from the first scoring was available for contextual interpretation. Its modification on the other hand was not allowed. Note as well that respiratory activity traces were omitted from the display for the purposes of EEG arousal scoring.
Analysis of the rescoring results was carried out by calculating the corresponding derived kappa indices, and by confronting them to both the corresponding clinical and automatic results. Further statistical analyses of the corresponding ArI indices were omitted, as with five measurements per dataset, low statistical power of the derived metrics was expected [36] .
Results
Results of epoch-based event-by-event validation are summarized in Tables 2 and 3 . In Table 2 , and for each dataset, the total number of epochs and the respective validation metrics are accumulated across all the recordings. In Table 3 statistical descriptors are shown by considering the respective per-recording distributions. In general indices do not follow a normal distribution, and thus data is presented using the median and the associated first and third quartiles.
For the SHHS2 dataset Figure 1 shows the corresponding kappa index distributions in relation to the respective signal quality scores (check [26] for details on SHHS quality assessment procedures). Kruskal-Wallis analyses resulted in p = 0.004 and p < 0.001 respectively for the EEG and chin EMG distributions. Subsequent multiple comparison tests under the Tukey's honest significant difference criterion showed, however, no group differences for the EEG, while for the EMG, only group 1 was significantly different from groups 4 and 5. Unfortunately, quality assessment data were not available for the HMC database to perform a similar analysis.
Statistical analysis of diagnostic indices
The results from the corresponding ArI distribution analyses are shown in Table 4 . Distribution descriptors using the mean and standard derivation, as well as the median and the respective interquartile ranges, are shown per dataset. Individual and difference distributions were analyzed showing non-Gaussian distributions in general (p < 0.01 in all the cases). For the difference distributions the corresponding Wilcoxon paired test p-value is explicitly shown in the last column. In this respect results reject the null hypothesis H 0 "median of differences is zero" at α = 0.05, but for the HMC-M dataset (p = 0.224). Further tailed analysis shows that differences for HMC-S and for SHHS2 are not significant anymore when assuming a median difference bias of +0.3 (p = 0.088 and p = 0.104 respectively).
Results of the repeatability analyses are shown in Table  5 . The linear correlation coefficient (r) and the ICC indices are shown, both for the original and for the logtransformed variables. GLMMs are adequate in the case of non-Gaussian distributions [34] , and the corresponding derived indices were similarly calculated in the original and in the latent scales. In both cases a log-link function was used. Notice that reporting repeatability of the transformed variables is the most 
Expected inter-rater variability analysis
Results from the expected inter-scorer variability analysis are shown in Table 6 . For each recording the representative percentile within its dataset, and the time spent during the manual rescoring, are indicated, respectively, in columns 2 and 3. The resulting kappa indices are also respectively reported for the manual rescoring vs the original clinical annotations (R-C, column 4), the automatic vs the original clinical annotations (A-C, column 5), and the automatic vs the manual rescoring (A-R, column 6) analyses. From these three, R-C is considered to set the reference for the expected levels of (human) inter-scorer variability, as this is the one involving the two independent manual scorings.
By comparing the average kappa values for R-C and A-C similar ranges are noticed (columns 4 and 5: HMC-S 0.594/0.595, HMC-M 0.561/0.523, SHHS2 0.552/0.543). That supports the hypothesis of the automatic algorithm behaving as "one expert more" (i.e. no important differences are evidenced between the human-human and the automatic-human scorings in terms of kappa agreement). There is a slight global increase in the A-R agreements (column 6: 0.602, 0.686, 0.564) as compared to the respective A-C (column 5: HMC-S 0.595, HMC-M 0.523, SHHS2 0.552) and R-C (column 4: HMC-S 0.594, HMC-M 0.561, SHHS2 0.543) agreements. This might be indicative of the automatic algorithm actually behaving more as "the rescoring expert" than as "the original clinical scorers". The effect is more noticeable among the HMC-M recordings. However, it is seldom appreciable for HMC-S and SHHS2 for that to be considered an effective global bias.
Accounting for the differences between the HMC-S and the HMC-M datasets, we might speculate about an expected increment in the variability values on the second case. This is due to the fact that scoring on the HMC-M dataset was performed "purely manual" (i.e. automatic scoring was not used as a pre-scoring step). The intuition behind this hypothesis is simple: a first pass of the automatic algorithm would help to focus the attention of the scorers, contributing both to reduce the time needed for the scoring (revision is limited to checking the results of the automatic analysis), and as a side effect, to increase both the repeatability and the consistency of the scoring criterion (thus, reducing the inter-scorer variability). This hypothesis is only slightly supported by our results with a small relative reduction on the respective R-C agreements (0.594 for HMC-S and 0.561 for HMC-M). Recall, on the other hand, the increased overall agreement achieved by the automatic algorithm in HMC-S as with respect to HMC-M ( Table Table 6 . Results of the inter-scorer variability analysis for the HMC-S dataset (A), the HMC-M dataset (B), and the SHHS2 dataset (C). R-C: manual rescoring vs original clinical scorings; A-C: automatic vs original clinical scorings; A-R: automatic scoring vs the manual rescoring 3, median kappa of 0.609 and 0.529 respectively), which might also be explained by the higher expected inter-scorer variability associated to HMC-M. In either case, results are not conclusive on this hypothesis.
Finally, with respect to SHHS2, the expected levels of R-C agreement are the lowest among the three datasets (column 4: HMC-S 0.594, HMC-M 0.561, SHHS2 0.543). We could hypothesize about different contributing factors, such as the fact that the SHHS2 scoring criteria relies on an older version of the standard (ASDA1992 [25] ). The use of different montages, or differences due to the different training background of the reference rescoring expert, might have contributed, in addition, to this result. In any case, the slight differences on the respective indices suggest that these factors are not contributing in excess to cause major differences in the expected levels of inter-rater variability. Perhaps, most of the variability can be better explained by the difficulty of the EEG arousal scoring task itself, rather than by such external factors.
Inter-scorer variability reported in the literature
Human inter-scorer variability has been reported for the EEG arousal scoring task in some other works in the literature. Direct comparison between the different studies is however challenging, as the exact methods might differ per study, and exact reproducibility of the experimentation is not always possible.
In a study by Drinnan et al., a comparison of different EEG arousal scorings was carried out from a set of 90 events, and between 14 different European laboratories. A kappa agreement of 0.47 was reported in this study [38] . In a population of 20 patients, with and without obstructive sleep apnea (OSA), Loredo et al. [39] reported an ICC of 0.84 between two human scorers. Significant differences were reported in the same work between the two scorers when comparing the correlation coefficient of the respective ArI differences for two consecutive nights. Pittman et al. [8] calculated the agreement between two human scorers on a dataset of 31 OSA patients, reporting a kappa index of 0.57 using an epoch-by-epoch event validation procedure. An ICC of 0.81 was achieved when comparing the respective ArI scores. More recently, Ruehland et al. [40] reported a median Fleiss kappa of 0.54 (modified for continuous measurements) to estimate the inter-scorer reliability of the EEG arousal scoring task using standard reference montages. They used a dataset of 15 recordings and four different scorers.
In children (n = 36) with and without OSA, Wong et al. [41] calculated the differences between two human scorers resulting in an overall ICC of 0.90 (0.88 for the normal group).
It is worth to mention the study of Whitney et al. [42] as it concerns human variability analysis in the SHHS database. In their study a subset of 30 recordings was used reporting an ICC of 0.54 between three different scorers. The ICC agreement increased to 0.72 when the two most experienced scorers were compared. The intrascorer variability was also analyzed on 20 out of the 30 recordings, and significant differences were found for two out of the three scorers using a paired t-test among the respective ArI derived indices [42] .
The highest inter-rater agreement published in the literature can be found in the study of Smurra et al. [43] , who analyzed both the inter-and the intra-scorer reliability for two different scorers on a set of 20 OSA patients. Their analysis was carried out according to two different scoring standards, namely the ASDA1992 and the ULC. In their work Smurra et al. reported an interscorer ICC of 0.96 for the ASDA1992, and of 0.98 for the UCL standards. Moreover, no statistical differences were found using one-way ANOVA analysis, when evaluating intra-scorer variabilities between the two scoring references [43] .
Results from other automatic approaches in the literature Some previous works have performed validation procedures based on positive (overlapping) event matchings against the clinician's scorings (Zamora and Tarassenko [5] , De Carli et al. [4] , and Agarwal [7] ). Sensitivity and precision values vary on these studies (0.42-1.00 and 0.57-1.00, respectively) as well as it does the number of PSGs involved (from 2 to 8).
Some other works have carried out epoch-by-epoch validation procedures using time-fixed scoring units. Cho et al. [6] used 1s epochs reporting a sensitivity of 0.75 and a specificity of 0.93 on a set of 6 recordings. Sugi et al. [10] , on the other hand, used a 1.28s epoch length for counting positive matches, while a 30s time reference was used for the computation of true negative scores. Reported indices of sensitivity and specificity were 0.82 and 0.88, respectively, on a dataset of 8 recordings. Using a 30s time reference, as in our study, the method of Pacheco and Vaz [3] achieved a sensitivity of 0.88 on selected 2-hour periods from 8 PSG recordings. In another study [11] , using a dataset of 20 full recordings and a 30s epoch reference, Shmiel et al. obtained a sensitivity of 0.75 and a precision of 0.77.
Is to be remarked that, at least for the approximations of Zamora and Tarassenko [5] , Pacheco and Vaz [3] , and
Cho et al. [6] , the validation was limited to partial preselected periods out of the total recording time. In the work of De Carli et al. [4] the standard reference was obtained from the consensus of two human scorers and their own proposed method, which might bias the result. Agarwal [7] mentioned that the configuration of the method was optimized individually for each of the two testing recordings. Therefore, the validation results might be biased as well. The validation procedure described in Sugi et al. [10] presents a similar problem, as 25% of each recording's data were used for training their model. Notice as well that none of the previous works have reported on the respective expected values of inter-scorer reliability for their datasets.
The work of Pittman et al. [8] is more interesting on this regard. Using a dataset of 31 recordings, and following a similar 30s epoch-by-epoch validation procedure, they reported a kappa index of 0.57 between two reference human scorers. Their automatic algorithm achieved kappa values of 0.28 and 0.30, respectively, against each of the two human scorers. In the same work, in addition, a comparison of the ArI derived indices was performed, resulting in a human-human ICC of 0.81, and a humancomputer ICC of 0.58 and 0.72.
Comparison with previous automatic approaches from the authors Specifically, in [14] and in [15] , the full SHHS1-26 dataset was used, and in [16] , the HMC-22 dataset was taken as reference for the validation of a preliminary version of the current algorithm. Table 7 shows the results of the current version of the algorithm using the HMC-22 and the SHHS1-26 datasets, together with the results obtained in the original publications. On each case validation procedures were replicated following the exact same conditions as in the original studies, therefore allowing one-by-one direct comparison of the results. The total number of scorable 30s epochs in HMC-22 is of 21826 and in SHHS1-26 of 31080.
To set a baseline in order to evaluate the generalization capabilities of the new version the algorithm with respect the earlier version presented in [16] , the original version was re-evaluated using the SHHS1-26 dataset. In addition, we were able to run the algorithm described in [14] (originally validated for the SHHS1-26 dataset only) using the HMC-22 dataset. Similar attempts to rerun the algorithm described in [15] in the HMC-22 dataset were unfortunately unsuccessful, as considerable recoding effort would have been necessary to enable the analysis with the alternative database. From Table 7 we observe that, the current version of the algorithm considerably outperforms its predecessor [16] in SHHS1-26, while keeping a similar performance in HMC-22. The current version also outperforms, in general, all of the remaining examined approaches, namely [14] and [15] . Given that the SHHS1-26 and the HMC-22 datasets were used during the development phase of the present algorithm, it might be arguable the presence of bias on these results. Nevertheless, the generalization capabilities of the current version of the algorithm have been already proven using the large and independent HMC-S, HMC-M and SHHS2 datasets. Thus, the improvement in the performance is rather interpreted as confirming evidence of the good dataset generalization capabilities of the updated version.
In fact, a lack-of-generalization effect can be observed regarding the results of the algorithm described in [14] , showing a decay in the performance when reexamined in HMC-22. Hence, this result supports the hypothesis that the original performance for the method described in [14] , evaluated in the SHHS1-26 dataset, included, at least, a component of database-specific overfitting. Overall, the results show that the previously reported algorithms ultimately do not generalize well when confronted with a change in the database source.
Discussion
This is the largest validation of an automatic EEG arousal scoring algorithm carried out up to date. One of the problems that delays the implementation of automatic scoring systems in the clinical routine, is the difficulty that these algorithms find to preserve their performance outside the controlled experimental environment. Approximations have been reported in the literature showing promising results, but usually validations are restricted to a few, mostly local, and private recordings. Moreover, experimentations are often carried out under controlled or idealized conditions. Closing this gap involves giving proof of the real generalization capabilities when confronting large and heterogeneous databases.
Sources of variability challenging the generalization capabilities of this kind of algorithms are diverse.
Among others, different databases involve different signal acquisition and digitalization methods, different population characteristics, and different expert interpretations. Moreover, the latter is not exclusively influenced by differences on the expert's training or background: even when restricting the scoring to the very same recording, human subjectivity still contributes to differences on account of the so-called intra-and inter-rater effects. In consequence, it is fundamental to contextualize the performance results of the algorithm in connection with the (database-specific) expected levels of human scoring variability (or agreement). A fact which, despite some very few exceptions [8] , is barely reported among the validation studies in the literature.
The performance of our algorithm was analyzed across large patient samples using both, our own sleep center recordings, and a public external source, namely the SHHS database [17] [21] . PSG recordings out of the HMC database were further organized into different, more specific datasets (HMC-S and HMC-M). A working hypothesis here was to assess possible performance or inter-scorer variability differences, when confronting automatic and clinical results obtained in the context of a semi-automatic approach (using automatic scoring first, then reviewing the results manually) with the results obtained using the classical (manual scoring only) reviewing approach. Even though some trend was depicted in our results for the HMC dataset, evidence was not conclusive on supporting this hypothesis.
Specifically, expected levels of human agreement have been estimated in all the three cases (κ = 0.594 HMC-S, κ = 0.561 HMC-M, κ = 0.543 SHHS2) with our algorithm obtaining comparable levels of performance (see Tables 2, 3 and 6 [37] , and similarly, deviations from normality (although frequent in practice) are usually non-adequately addressed [34] . In the sake of reproducibility, and to increase across-literature comparability, we have tried to overcome these specific limitations in our study. For this purpose we have referenced to the specific procedures, and reported different "flavors" of ICC (among some other repeatability measures) in Table 5 .
That being said, we cannot avoid contrasting our automatic-human repeatability scores in SHHS2 (ranging generally in 0.759-0.791) with the values reported by Whitney et al. on a set of 30 recordings for the SHHS database (ICC ranging 0.54-0.72 [42] ). Besides the uncertainty regarding the specific ICC version used in Whitney et al., any conclusion derived from such tentative comparison should take into account as well that (i) SHHS scoring procedures have been subject to the supervision of a Reading Center [26] (this procedure is usually absent on a clinical routing), and (ii) that guidelines for event scoring in SHHS were based on an older version of the standards (ASDA1992 vs AASM2017). Luckily enough, at least both references agree in the use of a 3 s arousal scoring rule, and in the use of the EMG for the scoring of arousals in REM. Inter-scorer variability has been reported to decrease abruptly when using arousal definitions shorter than 3 s [39] [41] , and also (but less significantly) when no EMG derivation is used [2] . A remarkable result in the SHHS2 dataset is that we have obtained robust behavior almost independently of the quality of the associated signals (see Figure 1) . Unfortunately, structured quality assessments enabling similar conclusions were not available in the case of the HMC database.
It is difficult to carry out a reliable comparison with other automatic EEG arousal detection approaches in the literature. Previous validation studies are limited to the use of smaller (2-31 recordings) and non-public datasets. Methodology usually differs, and exact reproducibility of the experimentation is not always possible. Moreover, as previously stated, the general lack of assessment of the expected levels of human agreement makes it difficult to interpret the results reported by these approximations. To our knowledge, only Pittman et al. [8] have co-analyzed the respective levels of expected inter-scorer variability when validating their automatic detector. System validation, in this case, showed performance values under the expected levels of human agreement (κ = 0.57, ICC = 0.81). Specifically, automatic versus human agreement resulted in kappa indices of 0.28 and 0.30, with ICC values of 0.58 and 0.72, respectively for each of the two human scorers involved in the study.
Direct comparison with previously validated approaches was possible when taking as the reference our previous results using the HMC-22 and SHHS1-26 datasets. At this respect we have shown that our current algorithm does keep, or improve, the reference performance over the different approaches, and for the respective datasets. On the contrary, previous approaches are not able to hold their results when confronted with a database different from which the algorithm was originally designed for. Carefully enough, experimental data suggest superior robustness of our approach as with respect to the current state-of-the-art.
An interesting additional comment concerns whether some time improvement can be expected when using the semi-automatic approach in comparison to classical manual scoring. Bringing together data from Tables 6A-6C as the reference, we have estimated the average manual scoring time to be around 25 min (ranging 18-50 min depending on the recording). While systematic assessment of intra-scorer variability is left as future work, we were able to carry out a second review of some of the recordings, using the same expert, but this time using a semi-automatic approach. This second rescoring was performed blinded to the results of the initial analysis, and with a period of more than 2 months in-between. Overall, an average scoring time improvement of around 20-25% was obtained. This means an average of 5 to 6 minutes saving per recording. Notice that the automatic scoring of one full PSG takes about 30 seconds using a normal laptop computer.
To conclude, we would like to allude to the minimalistic nature of the algorithm with regard to the number of signals involved in the analysis. Specifically, our automatic algorithm operates using one EEG and one chin EMG channels. The choice of the specific EEG and EMG derivations used in this study was driven by the availability of the respective database montages. Central EEG derivations (when possible, referenced to the mastoid, and otherwise to the occipital regions) were chosen in HMC to match as close as possible the respective SHHS montages. Performance effects on HMC by the choice of different EEG channels have not been assessed. While we have opted to use an additional ECG trace for the purpose of ECG artifact removal, unpublished data show that, when evaluated on a large patient sample, ECG filtering does not contribute significantly to the overall performance of our algorithm. However, it does successfully address some specific subsets of recordings highly affected by ECG intrusion.
Future work might also explore the extension of the current method to support multichannel EEG. On an earlier study using a different approach, we have shown that further improvement could be expected by combining independent information from different channels [15] .
