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The concept of the genus of a pair of permutations is defined in the same manner 
as was done by Jacques. The integrality of the genus is proven in a new way by 
applying a technique developed by Walkup for the reduction of products of 
permutations. These tools are then used to prove an analog of the Jordan Curve 
Theorem for a pair of permutations whose genus is zero. A Jordan Curve Theorem 
for plane embeddings of graphs then follows as a corollary. 
I. INTRODUCTION 
While this paper is part of a continuing effort on the part of the author to 
combinatorialize the arguments of topological graph theory, it is nevertheless 
essentially self contained. It is assumed here only that the reader is familiar 
with the basic facts about graph embeddings and permutations. For the 
meaning of terms whose definition is not given, the reader is referred to 
12, 101. 
It has been known since the last century that the embeddings of graphs on 
closed surfaces can be given a purely combinatorial description. More recent 
work [ 1, 4: 8, 12) has shown that a pair of permutations can be associated 
with any specific embedding of a given graph on a given surface, such that 
the disjoint cycle decomposition of their product actually describes the 
regions of this embedding. Of these two permutations one is necessarily a 
product of disjoint transpositions; so it is not the case that every pair of 
permutations describes a graph embedding. Nevertheless, this observation 
motivated Jacques [4] to define the genus of an arbitrary pair of 
permutations, regardless of whether or not they actually describe a graph 
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embedding. The scope of problems of topological graph theory can thus be 
extended to cover these permutations. It is the author’s belief that some of 
these intractable problems, such as the conjectured finiteness of the 
irreducible sets of graphs for the orientable surfaces, will be easier to resolve 
in this wider contest. This paper contains an example of this process, as do 
1% 61. 
This brings us to the Jordan Curve Theorem. Being one of the 
fundamental observations about the nature of the Euclidean plane, it is not 
surprising that this theorem is frequently invoked in the investigation of 
plane graphs. Its proofs are well known to be difficult and require 
sophisticated topological tools. Several years ago Tutte [8] formulated a 
graph theoretical version of this theorem and proved it with the aid of the 
Edmonds permutations technique. In this paper we offer a formulation of the 
Jordan Curve Theorem in terms of orbits of permutations, from which the 
graph theoretical version follows as a corollary. This formulation essentially 
says that if the embedding of a graph satisfies the planar version of the 
Euler-Poincare formula, then it is separated by its cycles in much the same 
way that the plane is separated by its Jordan curves. 
The results and techniques developed here make it reasonable to regard 
the object consisting of a pair of permutations as the combinatorial analog of 
a Riemann surface. Surprisingly enough, there is also a nonobvious analog 
to the cuts employed in the analysis of surfaces-the Walkup reduction of 
Theorem 1. 
II. DEFINITIONS AND EXAMPLES 
The scope of this report is restricted to finite sets, although its definitions, 
and probably its theorems too, can be extended to infinite sets as well. It will 
be assumed throughout that all the permutations P, Q, etc., are defined over 
some fixed finite set 5’ of cardinality n. Permutations here act on the right 
and their composition is to be read from left to right. The factors of the 
disjoint cycle decomposition of the permutation P are the orbits of P. They 
will be treated sometimes as sets and sometimes as permutations themselves. 
The number of orbits of P is denoted by Ij P/l. Given two permutations P and 
Q of the set S, we denote by c(P, Q) the number of orbits of the group 
generated by P and Q. Finally, following 141, the genus y(P, Q) of the 
permutations P and Q is defined by 
Y(P, Q) = c(p, Q) - ~(llpli + IIQII + IIPQII - n)q 
where n, as usual, is the cardinality of the underlying set S. It is clear that 
c(P, Q) = c(Q, P). Similarly, since PQ and QP are conjugate, it follows that 
IIPQII = II QPII and h ence Y(P, Q> = Y(Q, P). 
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EXAMPLE 1. Let P = (1 2 3 4)(5)(6 7 8 9) and Q = (2 9 4 7 6 1)(3 5 8). 
Then llP/l= 3, IlQli = 2, c(P, Q)= 1, PQ = (1 9)(2 5 8 4)(3 7)(C), llPQll= 4, 
n = 9, and y(P, Q) = 1. 
EXAMPLE 2. Let G be an arbitrary connected graph with p vertices and 
q edges. Convert it to a digraph D by replacing each edge of G with a pair of 
oppositely directed arcs for D. Let S be the set of arcs of D and let P be the 
product of all the transpositions that associate arcs with their inverses. Then 
]/ PII = q. Suppose now that G is 2-cell embedded on the oriented surface S, 
(the sphere with g handles). The orientation of S, defines a permutation Q 
on S, each of whose orbits consists of the set of arcs emanating from one 
vertex, cyclically ordered by the orientation of S,. Then ]] Q ]/ = p. The orbits 
of PQ correspond to the regions of the embedding of G on S,. The connec- 
tedness of the graph G implies that c(P, Q) = 1. The Euler-Poincare formula 
implies that ]] Q ]] - ]] PII + ]] PQil = 2 - 2g. Consequently, 
Y(P> Q> = 1 - i(llPIl + II Qll + IIPQII - 2q) 
= 1 - $(llQll - IIPII + IIPQII + 2 llpll - %I 
= 1 - $(2 - 2g + 2q - 2q) = g. 
Thus, despite the occurrence of the 1 in its definition, the genus assumes only 
nonnegative integer values. Such is indeed always the case, as we now set to 
demonstrate. 
III. THE GENUS IS A NONNEGATIVE INTEGER: A TOPOLOGICAL DIGRESSION 
The fact announced in the title of this section was already proved in [4], 
in a purely combinatorial fashion. Two other proofs are offered in the paper, 
one topological, and the other also combinatorial. The first is given in order 
to point out, once again, the very strong connection between surface 
topology and permutations. The theorem is then reproved in a combinatorial 
manner because this approach allows the author to introduce a reduction 
procedure that will be employed in a later section. 
Let P and Q be a pair of permutations on the set S. We associate with 
them a digraph D(P, Q) whose vertices are the elements of S. The arbitrary 
vertex u of D(P, Q) has two arcs emanating from it, one going to VP and the 
other to uQ. See Fig. 1 for an example. It is clear that D(P, Q) = D(Q, P), 
that each vertex has both indegree and outdegree 2, and that c(P, Q) is the 
number of components of D(P, Q). 
Embed D(P, Q) on an oriented surface S, so that all the regions are 2-cells 
and for every vertex v, the orientation of the surface induces the cyclic 
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FIG. 1. (-) P=(l 
(2 a)(7 9 8). 
D(~,Q) 
2 3 4)(5 6 7 8)(9 a b c)(d e) and (- - -), Q = (1 d)(b e)(4 c)(3 6 5) 
ordering (UP-’ VP vQ-’ vQ). That such an embedding exists follows from 
a standard Edmonds permutations argument (see [ 10 p. 6 1, 121). Note that 
this cyclic ordering of the neighbors of v is symmetric in P and Q. A little 
reflection will convince the reader that the regions of this embedding are in a 
one-to-one correspondence with the orbits of P, Q, and PQ. The undirected 
graph that underlies D(P, Q) has n vertices, 2n edges, and it determines 
llpll + IIQII + IIPQII regions on S,. Assume first that c(P, Q) = 1, in other 
words, D(P, Q) is connected. It then follows from the Euler-Poincare 
formula that n - 2n + ([IPI/ + Ij Ql/ + [[PQj[) = 2 - 2g. Consequently, 
YP, Q> = 1 - 5(llPll+ IIQII + IIf'Qll -n> = 1 - 32 - &I = g. 
Clearly now, y(P, Q) is a nonnegative integer. If c(P, Q) > 1, then the pair 
(P, Q) decomposes in a natural manner into several pairs ((Pi, Q,)}f= I such 
that P is the disjoint product of the P,, Q is the disjoint product of the Qi, 
and c(P,, Qi) = 1, i = 1, 2 ,..., k. Moreover, the number of orbits of a disjoint 
582b/35/1-3 
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product of permutAtions is the sum of the number of orbits of the factors, 
and hence y(P, Q) = Cf=, y(P,, QJ which then must be a nonnegative 
integer. 
The above proof is probably identical with the one mentioned in the first 
paragraph of [4]. The author believes that it also overlaps to some extent the 
contents of [3 ]. 
IV. THE WALKUP REDUCTION 
Let b be an arbitrary element of the underlying set S, and let (P, Q) be a 
pair of permutations on S such that bQ # b. We denote by (P, Q)/b a pair -- 
(P, Q) on the set S - (b}, where Q is obtained from Q by suppressing b, and 
P is obtained from P by suppressing b in the product P(b bQ- ‘bP). Note 
that (b) is in fact a singleton orbit of P(b bQ- ‘bP). If b = bP or be-’ = bP, 
then P is obtained simply by suppressing b in P. 
EXAMPLE 3. Let P=(l23456)(78), Q=(41268735), and b=l. 
Then, e= (4 2 6 8 7 3 5), P(b bQ-‘bP) = (1 2 3 4 5 6)(7 8)(1 4 2) = (1)(2 3) 
(4 5 6)(7 8), and hence P= (2 3)(4 5 6)(7 8). 
EXAMPLE 4. Let P = (1 2 3)(4 5 6)(7 8), Q = (4 1 2 6 8 7 3 5), and b = 1. 
Then, Q=(4268735), P(b bQ-‘bP) = (1 2 3)(4 5 6)(7 8)(1 4 2) = 
(1)(2 3 4 5 6)(7 8). So P= (2 3 4 5 6)(7 8). 
EXAMPLE 5. Let P=(1)(2345678), Q=(41268735), and b=l. 
Then Q= (4 2 6 8 7 3 5) and P= (2 3 4 5 6 7 8). 
EXAMPLE 6. Let P=(14235678), Q=(41268735), and b=l. 
Then Q= (4 2 6 8 7 3 5) and P= (4 2 3 5 6 7 8). 
The reader may find the following observations concerning the above 
reduction helpful. If b and bQ- ’ are in the same orbit 7~ = (b d ... e 
bQ-‘f ... g) of P, then P is obtained by splitting 71 into two cycles and 
suppressing b so as to get rc, 7~~ = (d ... e)(bQ-‘f . . . g); all the other orbits 
of P are inherited intact by P. If b and be-’ are in distinct orbits 7c, = 
(bd ... e) and rc2= (be-‘f a.. g) of P, then P is obtained by juxtaposing 
these two cycles and suppressing b so as to get the cycle 71 = (d **. e 
bQ-‘f ... g); again P inherits all of the other orbits of P intact. 
The following is a strengthening of some results presented in [ 9 ]. 
LEMMA 1. Let (P, Q) be a pair of permutations on the set S and suppose -- 
(P, Q) = (P, Q)/b for some b E S such that bQ # b. Then one of the following 
cases holds: 
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(1) be-’ f bp, ll~ll = llpll - 1, ctP> Q> = ctf’> Q>> IIPQII = IIPQII, -- 
(2) be-’ f bP, /IPI] = (IPI + 1, c(p, 0) = c(P, Q> t 1, IIJ’QII = IIPQII, -- -- 
(3) bQ-’ f bp, ll~ll = lIPI + 1, ctP> Q> = W’> Q>> IlPQil = IIPQII~ -- -- 
(4) be-’ = bp, ll~ll’= IIPII, c(P, Q> = cV’> Q>> IIPQII = IIPQII - 1. 
Proof Let z be the orbit of P containing 6, and let K be the orbit of Q 
containing b. 
Case 1 (be-’ # bP and b # bP). It is clear from the comments that 
precede the statement of the lemma that IjPil = lIPI/ f 1. If llPl/ = lIPI - 1, let 
T, and z2 be the two orbits of P whose juxtaposition yields the new orbit z of 
P. Two elements x, y of S are in the same orbit of the group generated by P 
and Q if and only if they are connected by a chain P,, Q,, P,, Q,,..., P,, Q,, 
such that 
(i) Pi(Qi) is an orbit of P(Q) for all i= 1, 2,..., t, 
(ii) xEP, andyEQ,, 
(iii) Pi n Qi # 0 and Pi fY Qi-, # 0 for i = I,..., t (indices modulo t). 
A similar condition holds for (P, Q). -- 
Now any such (P, Q) chain can be converted to a (P, Q) chain by 
replacing each occurrence of 71, and n, with a 71. This is perhaps not obvious 
only in the case where the (P, Q) chain consists of . . . . rri, K ,..., and 
(b} = 7~~ n IC. But in that case be-’ E rz n K, and so the replacement of 71, 
with 71 still results in an appropriate (P, Q) chain. Conversely, any such -- 
(P, Q) chain can be converted to a (P, Q) chain by replacing every 
occurrence of 71 with ni, 5, 3 for some appropriate choice of i, j = 1, 2. 
Consequently, c(P, Q) = c(P, Q). -- 
If (/PI/ = I[ Plj f 1, then, as in the previous case, any (P, Q) chain converts 
to a (P, Q) chain and hence c(P, Q) > c(P, Q). Since here one orbit of P has -- 
been split into two orbits of p it follows that c(P, Q) ,< c(P, Q) t 1. Finally, 
P = p(bP be-’ ), Q = (bQ ’ b) Q, and hence, since b is not in the domain of 
Pand Q 
-- 
IIPQII = IIP(b bf’W’)(W’ b@ll = II@ WQII = IIPQII. 
Case 2 (be-’ f bP and b = bP). It is clear that in this case /IpI/ = -- -- 
llpll - 1, c(P, Q) = c(P, Q>, and Ilf’Qll = IIPQII, 
Case 3 (be-’ = bP). Here, by definition, lIPI1 = JlPll. Moreover, rc and K -- 
share two el_ements, namely, b and &P; conseq_uently c(P, Q) = c(P, Q). 
Finally, P = P(b_bP) a”d Q = (be-’ b)Q = (bP b)Q. Hence, since b is not in 
the domain of P and Q, 
-- 
II~QII = llP(b WW’b)~ll= lIP(b) = Ilf’Qll f 1. Q.E.D. 
34 SAUL STAHL 
The above described reductions are the discrete analogs of the cuts and 
caps that have prove so useful in the study of Riemann surfaces. Borrowing 
terminology from that branch of mathematics, we say that a reduction is 
essential if it conforms with case (3) listed in the statement of Lemma 1. 
Otherwise the reduction is said to be nonessential. It is clear that the -- 
reduction of the pair (P, Q) to the pair (P, Q) is essential if and only if IlPil = -- 
IIPl( + 1 and c(P, Q) = c(P, Q). Th e reason for this choice of terminology is 
given in 
THEOREM 1. Let (P, Q) be a pair of permutations on the set S, and let -- 
b E 5’ be such that bQ # b. The reduction from (P, Q) to (P, Q) = (P, Q)/b is -- 
essential if and only if y(P, Q) - y(P, Q) = 1 (and nonessential if and only if -- 
Y(P, Q> - Y(P> Q> = 0). 
ProoJ: Suppose the given reduction is essential and 1 S ( = II. Then 
YR Q> = CR Q> - WA + II Qll + IIPQII - 4 
= c(p7 e> - j(llq - 1 + I/ 011 + Il~Qll- (n - 1) - 1) 
-- 
= 6 0) - 4(ll~ll + II oil + IIPQII - (n - 1)) + 1 
-- 
= Y(P, Q) + 1. 
If the reduction is nonessential, the proof falls naturally into three parts, all 
of whose details are omitted since they very much resemble the above 
calculation. Q.E.D. 
COROLLARY 1. If (P, Q) is a pair of permutations on the set S, then 
y(P, Q) is a nonnegative integer. 
Proof. We proceed by induction on the cardinality of S. If / S / = 1, then 
Q is of course the identity permutation and hence y(P, Q) = 0. Assume now 
that the genus y is a nonnegative integer whenever the underlying set has less 
than n elements, and suppose 1 S( = n. If bQ = b for all b E S, then Q is the 
identity permutation and again y(P, Q) = 0. On the other hand, if bQ # b for -- -- 
some b E S, let (P, Q) = (P, (2)/b. By the induction hypothesis y(P, Q) is a 
nonnegative integer. Theorem 1 now permits us to draw the same conclusion 
about y(P, Q). Q.E.D. 
If case i (i = 1,2,3,4) of the above theorem holds, we say that the 
reduction is of typei. The reduction of Example 3 is of type 3. Examples 4 
and 5 contain reductions of type 1. Example 6 contains a reduction of 
type 4. Finally, Example 7 contains a reduction of type 2. 
EXAMPLE 7. Let P = (I 5 6 4)(2 3)(7 S), Q = (1 2 3 4)(5 6 7 S), and 
b = 1. Then Q= (2 3 4)(5 6 7 8) and P= (5 6)(4)(2 3)(7 8). 
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Of Examples 3-7 only the first is an essential reduction. The others are all 
nonessential. 
V. A DISCRETE ANALOG OF THE JORDAN CURVE THEOREM 
In this section the Walkup reduction is used to prove an analog of the 
Jordan Curve Theorem for plane permutation pairs (P, Q)---namely, pairs 
such that y(P, Q) = 0. It might as well be pointed out here that Theorem 2 
could be proved by the technique employed in Section III together with an 
application of the classical Jordan Curve Theorem. The author, however, has 
chosen the combinatorial route in hope that the point of view it provides will 
yield some new algebraic tools to replace, or supplement, the well-known 
“continuous” techniques of cutting and capping. It would seem that the 
Walkup reduction is indeed such a tool. 
An x-y path in (P, Q) is a sequence x, a,, P,, b,, a?, P,, b, ,..., a,, P,, 
b,, y, such that 
(i) Pi (i = 1, 2 ,..., t) is an orbit of P, 
(ii) ai, b, E Pi (i = 1, 2 ,..., t), 
(iii) xQ = a,, bi Q = ai+, (i = 1, 2 ,..., t - l), b,Q = y, 
(iv) All the Pi (i = 1, 2 ,..., r) are distinct. 
If xQ = y we say that x, y  is a trivial x -y path in (P, Q). If the x and y are 
deleted from the definition of the path and condition (iii) is replaced with 
(iii’) biQ = a,, 1, i = 1, 2,..., t (additional modulo t), 
we obtain a cycle in (P, Q). 
EXAMPLE 8. Recall that in Example 2 a permutation pair (P, Q) was 
associated with every embedded graph G. Under this association a trail in G 
(no repeated edges) yields a path in (P, Q), and a closed trail of G becomes a 
cycle in (P, Q). On the other hand, a path in G (no repeated vertices) yields 
a path in (Q, P) and a cycle of G becomes a cycle of (Q, P). 
If U and V are either paths or cycles in (P, Q), they are said to intersect if 
they share an orbit of P. 
Let C: a,, P,, b,, a2, P,, b, ,..., a,, P,, b, be a cycle in (P, Q). Set 
L(C) = (J {a,P, aiP2, aiP3 ,..., biPp’}, 
i=l 
R(C) = 0 (b,P, biP2 ,..., a,P-‘}. 
i=l 
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We refer to L(C) and R(C) as the left and right sides of C, respectively. 
Either L(C) or R(C) or both may be empty. The cycle C is said to separate 
the underlying set S if for every x E L(C) and y E R(C), every x - y path in 
(P, Q) intersects C. 
EXAMPLE 9. Let P = (1 2 3 4)(5 6 7 8)(9 a b c)(d e) and Q = (3 6 5) 
(7 9 8)(4 c)(2 a)(1 d)(b e). Then 4, (1 2 3 4), 2, a, (9 a b c), c is a cycle C in 
(P, Q). Here L(C) = { 1, b} and R(C) = (3, 9). The cycle C does separate S. 
In fact, it so happens that every cycle in this particular (P, Q) separates S 
(see Fig. 1). 
EXAMPLE 10. Let P = (1 2 3 4)(5 6 7 8)(9 a) and Q = (1 9)(4 8)(2 6) 
(5 a)(3 7), and C = 4, (1 2 3 4), 2,6, (5 6 7 8), 8. Then R(C) = { 3,5}, 
L(C) = { 1, 7}, and 1, 9, (9 a), a, 5 is a 1 - 5 path in (P, Q) with 1 EL(C) 
and 5 E R(C). Hence C does not separate S. 
We are now ready to present a discrete analog of the Jordan Curve 
Theorem. The reader may find it helpful to visualize the proof by means of 
the (unembedded) digraph D(P, Q) introduced in Section III. 
THEOREM 2. Let (P, Q) be a pair of permutations of the set S such that 
y(P, Q) = 0. Then every cycle in (P, Q) separates S. 
ProoJ: We proceed by induction on the cardinality of S. If S = { 1 }, then 
P = Q = (l), and L(C) = 0 for the only cycle C of (P, Q). Thus every cycle 
in (P, Q) separates S. 
Assume now that /S I= n > 1 and that the theorem holds for every pair on 
every set of cardinality n - 1. Let 
C: al, P,. b,, a,, f’,, b2,..., a,, P,, bk 
be a cycle in (P, Q) that does not separate 5’. Then there exist x E L(C), 
y E R(C), and an x - y path T in (P, Q) which does not intersect C. Without 
loss of generality it may be assumed that 
T=X, ak+l, Pk+,r bk+,’ akt23 Pk+2, bk+2w a,,,> pm, b,- Y.  
-- 
If m > k + 2, let (P, Q) = (P, Q)/a,+, and g= S - {akf2}. Since C and T -- 
do not intersect, C is also a cycle of (P, Q) with the same right and left sides 
that it has in (P, Q). The path T in (P, Q) is transformed into a path T: x, 
aktl, &Z, b/+2, akt3, Pk+3’ bk+3,-.> a,> p,, b,>Y, where pk,, is 
obtained by juxtaposing P,, i and P,, 2, and deleting akt 2. Note that T is a -- 
path in (P, Q) which joins L(C) to R(C). By the induction hypothesis, -- -- 
y(P, Q) > 0. On the other hand, it follows from Theorem 1 that y(P, Q) < 
y(P, Q) = 0. Thus the assumption m > k + 2 leads to a contradiction and we 
may conclude that m < k + 1. 
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If m = k + 1, then T is the path x, ak+,, Pktl, bk+,: y. Without loss of -- 
generality we may assume that y E P,. Let (P, Q) = (P, Q)/J~ and s= 
S - { y}. Since b,,, Q = y and b,,, E Pk+ i #P,, this is a type 1 reduction 
and the new orbit F1 of p is obtained from Pk+ i and P, . Note that C: a,, p, , -- 
4, a2, P,, b2,..., ak, P,, b, is a cycle of (P, Q)~ Moreover, since y E R(C), it 
follows that 
R(c) = [R(C)uP,+,l - iv1 and L(C) = L(C). 
-- 
Hence x E L(c), uk+ i E R(C), and x - ak+ i is a trivial path in (P, Q). As 
happened above, we have y(P, Q) = 0 and yet c does not separate g, again 
contradicting the induction hypothesis. Consequently m < k + 1. In other 
words, T is a trivial x -y path and xQ_= y. -- 
If k > 1, set (P, Q) = (P, Q)/a,. Let P, be the orbit of p obtained from P, 
and P,. Then c: a,, Fl, b,, a3, P,, b, ,..,, ak, P,, b, is a (P, Q) cycle such 
that R(C) = R(C) U {b,} and L(C) = L(C). Hence x, y is a trivial path in -- 
(P, Q) which joins the left and right sides of the cycle c, again contradicting 
the induction hypothesis. 
We may therefore conclude that k = 1. In other words, we have an orbit -- 
P, = (a, . . . x... 6, .+. y . ..) of P with xQ= y and b,Q=a,. Let (P, Q)= 
(P, Q)/b,. Then ]lP]i = lIPi + 1. However, one of the two new orbits of p 
contains x and the other contains y. Since x and y are in the same orbit of Q -- 
it follows that c(P, Q) = c(P, Q). H ence this reduction is essential, 
contradicting the fact that y(P, Q) = 0. 
The assumption that some cycle in (P, Q) does not separate S has led to a 
contradiction in all cases and so the proof is complete. Q.E.D. 
A plane graph is a graph that is embedded in the plane. The edge set of a 
graph G is denoted by E(G). The following theorem is a graph-theoretical 
analog of the Jordan Curve Theorem. It was first proven combinatorialiy in 
[8]. The “separation” concept used in the statement of this theorem is the 
usual one associated with connectedness in both graph theory and topology. 
COROLLARY 2. If G is a plane graph and C is a cycle of G, then 
E(G) -E(C) is separated by C into two subsets, one of which is empty ifand 
only if C is the boundary of a region of G. 
ProoJ The proof consists merely of an application of the above theorem 
to the interpretation of embedded graphs given in Example 2. Thus, let G be 
a plane graph, D its associated symmetric digraph, and (P, Q) the derived 
pair of permutations. If C: vi, v2 ,..., v, is a cycle of G, let Qj be the orbit of 
Q associated with vi (i= 1, 2,..., n). Let a, be the directed arc [vi, vie11 and 
bi== [vi, vi+,] (i= 1, 2 ,..., n and addition mod n). Then 
~=a,,Q,,b,,a,,Q,,b,,...,a,,Q,,b, 
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is a cycle in (Q, P). (The reader may find it helpful to note that L(c) 
consists of those arcs of D which are rooted at a vertex of C and point 
towards one “side” of C. Similarly, the arcs of R(f) point from the vertices 
of C towards its other “side.“) Since y(Q, P) = 0, Theorem 2 applies and c” 
separates the arc set of D. This separation induces the required separation of 
E(G) -E(C) into A 2 L(c”) and B 2 R(C”). Now it is clear that C bounds a 
region of G if and only if either L(c) or R(e) is empty. Hence C bounds a 
region if and only if either A or B is empty. Q.E.D. 
The reader may have noticed that if the role of P and Q had been 
interchanged in the definition of the Walkup reduction, then it would have 
been possible to present the above argument interms of cycles in (P, Q) 
rather than its dual (Q, P). The author decided on the present format only in 
order to conform with the presentation of a variant of this reduction given in 
the previous paper [6]. 
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