Nonstatistical fluctuations in the density distribution of shower tracks coming out of 32 SAg/Br interaction at an incident momentum of 200A GeV/c, have been characterized by using the intermittency and multifractality techniques. A sample of 32 S-Ag/Br nuclear emulsion events has been partitioned into three subsamples with respect to the shower track multiplicity in such a way that one can roughly estimate the average centrality for each subsample. Thereby, the centrality dependence of a set of relevant intermittency and multifractal issues has been investigated.
Introduction
The particle production mechanism in high-energy interactions can be better understood when the small phase-space structures of particle density functions are critically examined. The rapidly fluctuating single-particle density distributions that are devoid of any apparent pattern should therefore be investigated locally within narrow regions and not over the entire range of phase-space variable that is accessible to an experiment. Bialas and Peschanski 1 applied the technique of scaled factorial moment (SFM) on the JACEE events 2 induced by ultrahigh-energy cosmic ray nuclei, and established the presence of a dynamical component in the density fluctuation beyond trivial statistical noise. They also observed that the SFMs of integer order (F q ) depend on the phase-space resolution size obeying a power law type of scaling behavior. Such a property of the SFM that is self-similar at all scales of the resolution has since then been known as the "intermittency" phenomenon. During the last two decades or so, the topic has generated quite a significant amount of research interest within and beyond the high-energy physics community, as a result of which a whole range of issues related to the complex process of multiparticle production have opened up. The presence of nonstatistical fluctuations in the density distributions of produced particles has been established in many other high-energy experiments. In almost all cases it has been observed that the produced particles prefer correlated emission. The reason behind this may be a trivial matter of chance, it may just be due to the conservation laws associated with the kinematic variables, it may as well be due to some nontrivial dynamical reasons, or it may be a combination of any two and/or all three of the above. Many particle correlation can lead to a clustering of particles within narrow regions of phase-space that would ultimately manifest as large fluctuations in the particle density localized within a small phase space interval. Though mostly speculative in nature, but efforts have been made to interpret these fluctuations observed in highenergy nucleus-nucleus (AB) collisions, in terms of conventional processes like the Bose-Einstein correlation, intranuclear cascading, jet structure, (giant) resonance formation, etc., or in terms of a more exotic process like the thermal/non-thermal phase transition. A systematic and comprehensive compilation of different experimental and phenomenological works in this area can be found elsewhere. 3 Several techniques other than the intermittency have also been proposed to identify the extent and nature of fluctuations so that the particle production mechanism can be understood within the frameworks of existing phenomenological models. A large section of these techniques is based on the notion that the density distributions bear some kind of self-similar fractal characteristics, [4] [5] [6] [7] [8] that may have resulted due to some kind of scale invariant dynamics during the particle production process.
In a few recent communications 9,10 intermittency and multifractality results obtained from a detailed analysis of particle emission data on 32 S-Ag/Br interaction at 200A GeV/c have been reported. Presence of nonstatistical fluctuations in narrow pseudorapidity (η) and azimuthal angle (ϕ) intervals has been confirmed for the singly charged produced particles. It has also been noted that, while these fluctuation patterns are self-similar in one dimension (1-dim) the same in two dimension (2-dim) are self-affine, indicating a clear anisotropy in particle distribution in two mutually independent phase space variables. It has not been possible to reach at a definite conclusion regarding the exact mechanism of the observed phenomena. However, it has been conjectured that intra-nuclear cascading and/or non-thermal phase transition are the most probable candidates for the observed effects at this energy scale. The analyses presented in Refs. 9, 10 suffer from a drawback that the events in the considered sample significantly differ in their number of shower tracks caused mostly by the produced mesons, and hence with respect to the impact parameter of the AB collision. A widely varying collision geometry can to a large extent influence any result on fluctuation study. Therefore, in the present investigation we have tried to minimize this geometrical effect, so that the results are not masked under trivial contributions originating from varying impact parameters. The experimental results reported in Refs. 9, 10 were compared with those simulated by the computer code FRITIOF based on the Lund Monte Carlo model on high-energy AB collision. 11 In almost all cases the FRITIOF predictions could not match their experimental counterparts. In the present investigation we have therefore deliberately desisted from making any attempt to compare between the experimental and the FRITIOF generated results. The main objective of the present analysis is to present the centrality dependence of some basic aspects of nonstatistical density fluctuation of singly charged particles produced in 32 S-Ag/Br interaction at 200A GeV/c, by obtaining the most relevant intermittency and multifractality parameters. In the following sections, (i) the experimental aspects of our investigation along with the gross data characteristics have been briefly summarized, (ii) a brief account of the intermittency and multifractality techniques along with a detailed description of the results obtained from the present analysis follow next, and (iii) the paper concludes with a critical observation of the results coming out of the analyses.
Experiment and Data
Ilford G5 type of nuclear photographic emulsion pellicles were irradiated horizontally with a beam of 32 S nuclei at an incident momentum of 200A GeV/c obtained from the Super Proton Synchrotron (SPS) at CERN. A detailed account of the experiment, event and track selection criteria, angle measurement, etc. can be found in earlier works of this group, as well as in the literature. 9, 10, 12 The total number of 32 S-Ag/Br events at 200A GeV/c considered for final analysis was N ev = 200. There was no projectile fragment with charge Z ≥ 2 within the forward projectile fragmentation cone decided on the basis of Fermi momentum. Hence for each event under consideration the incoming 32 S nucleus has experienced complete fragmentation. The average number of shower tracks (singly charged produced particles moving with a velocity v ≥ 0.7c) for the event sample was n s = 217.79 ± 6.16, and the present analysis is confined to the shower tracks only. Most of them (about 90%) are due to charged pions. The emission angle (θ) of each track in an event with respect to the corresponding incoming projectile track was measured. The rapidity variable defined as,
additive under the Lorentz boost, can be used to locate a particle in a onedimensional phase-space. Here E and p l are, respectively, the energy and longitudinal component of linear momentum of the particle. On the other hand the pseudorapidity variable,
is a convenient replacement of the rapidity variable, where energy and/or momentum measurements are difficult to undertake, as it is the case for an emulsion experiment, and where in comparison with the total energy the rest energy of a particle can be neglected, as it is the case for most of the charged pions produced in high-energy interactions. The resolution in η as a function of θ is given by,
So, at small angles only a small error in θ can ensure a good resolution in η. In our emulsion experiment a high degree of accuracy (δη ∼ 0.1) in η determination could be achieved. η-distribution of all shower tracks of an event sample has been obtained in terms of the density function namely, ρ(η) = N −1 ev (dn s /dη). For any particular sample of events the number density of shower tracks in the central η-region is a good measure of the average centrality of collision. Following a method suggested in Ref. 13 an estimate of the average impact parameter (b) for an event sample within a limited range of n s can be obtained. According to this method the peak value of ρ(η) in AB collision at an impact parameterb and at a particular incident momentum per nucleon, is related to the ρ(η) for pp interaction at the same incident momentum by the following formula,
In pp interaction at a laboratory momentum of 200 GeV/c ( √ s = 19.4 GeV) the peak density of produced particles dn pp /dη = 1.38. 14 A and B are the mass numbers of interacting nuclei, and a (≈ 0.09) is a parameter obtained from a linear fit of dn ch /dη against B 1/3 for different AB collisions at 200A GeV/c. 13 In our case B = 32, while the weighted average mass number of target nuclei (Ag or Br) A ≈ 94. Putting these values in Eq. (1) one can determine the factor exp(−b 2 /2β 2 ). In Eq. (1),
, r 0 (= 1.05 fm) is the nuclear radius parameter, and β p (= 0.68 fm) is a thickness parameter for nucleon-nucleon (N N ) collision. Substituting these values in Eq. (1) an average estimate of the impact parameter (b) for a sample of events can be obtained. The method ideally works for a sample of events with a fixed n s value. For a sample with a limited n s range one would however expect an approximate estimation of centrality. Three subsamples almost equal in size have been obtained therefore, with the criteria (I) n s < 175, (II) 175 ≤ n s ≤ 275, and (III) n s > 275. For each subsample the average multiplicity of each category of tracks (black, gray, shower) emanating of 32 S-Ag/Br interaction has been quoted in Table 1 . The η-distribution in each case has been fitted with a Gaussian function like, where ρ 0 is the peak density, η 0 is the peak position, and σ η is the standard deviation of the Gaussian distribution. The experimental histogram and the corresponding Gaussian curve for each subsample of events are plotted in Fig. 1 . In each case the Gaussian function well describes the experimental distribution. Values of the fit parameters are given in Table 1 . With increasing n s , a shift in η 0 toward a lower value has to be noted. With increasing centrality, this probably is an outcome of more stopping of the projectile nuclei by the target. Theb values are also computed for each set of data and are included in Table 1 . As expected, there is a marked decrease in theb value with increasing n s and/or ρ 0 . It should be noted that while obtainingb, the y-distribution is replaced by the η-distribution. The y-density ( d ns dy ) is larger than the corresponding η-density ( d ns dη ) by the following factor,
where m is the rest mass and m t is the transverse mass of a pion. In the present case y beam ≈ 6.06. Assuming that the y-distribution would have been centered around half the beam rapidity (y ≈ y beam /2) at the laboratory frame, the peak y-density could not differ from the corresponding d ns dη by more than a factor of 7 × 10 −4 .
Hence at such high energiesb value computed either from d ns dη or from d ns dy may be considered as almost equal to each other. An impact parameter obtained in this manner may not be treated as an exact one. It only gives us a rough idea about the average centrality of the event sample used. While investigating issues like dynamical fluctuation, it is imperative to restrict all other trivial sources fluctuation. By choosing a particular event sample in this way, the contribution from fluctuating geometry has been made marginal to our results. The energy density in the central η region can now be estimated keeping two points in mind: (i) the sample with n s > 275 has the highest centrality, and one may assume that the overlapping area (A) between 32 S projectile and Ag/Br target almost equals the geometrical cross-section of an 32 S nucleus; (ii) the production of neutral π mesons in any high energy interaction is as abundant as either of their charged varieties. Therefore, while using Bjorken's formula
Hence putting m t = m 2 + p t 2 ≈ 0.38 GeV for pions and the proper formation time τ 0 ≈ 1 fm/c into,
one gets, ≈ 1.395 GeV/fm 3 . Note that even for our subsample with highest n s the value is well below the threshold required for the onset of a quark-gluon plasma (QGP) like state, which according to the lattice QCD calculations ≈ 3 GeV/fm 3 .
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Methodology and Results
Intermittency
The factorial moment of order q (a positive integer), defined for a multiplicity n as,
is capable of suppressing the Poisson type of statistical noise. Factorial moments of the observed distribution (that contains both a dynamical part and a Poisson type statistical part) are actually equivalent to the ordinary moments of the dynamical part of the distribution, irrespective of the exact analytic form of the latter. Normalized factorial moments F q are particularly sensitive to large density fluctuations at various scales of phase-space interval (bin) size, and they have been found to be very useful to detect large nonstatistical fluctuations as well as to identify the pattern of such fluctuations. As has been mentioned before, the importance of factorial moments in analyzing particle distributions was first recognized by Bialas and Peschanski, 1 who observed that the factorial moment defined for a particular (ith) event and for a particular (jth) bin multiplicity n ij , that is normalized by the event space averaged bin multiplicity n ij , actually scales with diminishing bin size δX following a power law,
The exponent φ q (> 0) called the "intermittency index" is a measure of selfsimilarity of the density fluctuation. For a set of events F q is first averaged over the events, and then over the intervals (M in no.) in which the entire phase-space has been partitioned. The method known as "vertical averaging" carries information regarding the event space fluctuation within each interval. On the other hand, the "horizontally averaged" SFM ( F q ) is defined for a sample of events as,
F q so averaged depends on the correlation between different phase-space intervals, and is sensitive to the shape of the underlying density distribution. It has, therefore, either to be shape corrected, or the phase-space variable has to be so transformed as to always result in a uniform distribution. We preferred the second option by replacing η with the corresponding cumulant variable (X η ) that is uniformly distributed over X η = 0 − 1. 17 For the entire sample of 200 events, both the averaging processes in terms of cumulant variable resulted in same F q values within experimental errors.
10 Therefore, in Fig. 2 we have plotted only the horizontally averaged values of ln F q against ln M for all three sets of event subsamples. The intermittency phenomenon has been confirmed from the linear rise of ln F q with increasing ln M . The φ q values are obtained from the best linear fits of experimental points over a range M = 5 − 35. Lower M values are discarded from this process of data fitting as they may contain effects arising out of kinematic conservation rules. On the other hand, in the higher M (> 40) region the empty bin effect gradually becomes stronger and large fluctuations in the ln F q values are observed that may lead to large uncertainties in any kind of fitting process. The intermittency results are summarized in Table 2 . Pearson's product moment correlation coefficient (r) for any two sets of variables (e.g., {x i , y i }) with averagesx andȳ is defined as,
It is a measure of the goodness of linear regression, and the r values quoted in Table 2 show how good in each case the linearity is for the variation of ln F q with ln M . The errors shown this table are of statistical origin. The data points of Fig. 2 are highly correlated. To estimate the errors in the φ q values, corresponding to each experimental subsample (i.e., I, II, and III) we have therefore, generated ten (10) The randomly generated η and ϕ distributions are identical to their respective experimental distributions. By linearly fitting the generated ln F q values against ln M we have then calculated the φ q exponent for each such randomly generated sample, and have obtained thereafter the statistical spread as, σ(φ q ) = φ 2 q − φ q 2 .
10,18
Here denotes averaging over 10 generated event samples. As expected, for a particular q, with increasing centrality the φ q values decrease. Due to intermixing of many sources of particle production in more central collisions the correlation effects are washed out, leading to a diminished value of φ q . 19 The φ q values can further be related to the (multi)fractal properties of the density fluctuation, and results in this regard have been extracted in the subsequent section(s).
Hwa's multifractal moments
Scale invariance of fluctuations in the density distribution of final state hadrons, as observed from the intermittency analysis of the present set of data indicates that, with the help of fractal geometry it may be possible to characterize the particle density distributions that are intrinsically irregular at all scales. Fractals fall into two categories -geometrically self-similar or uniform fractals, and nonuniform fractals, also called multifractals. Multifractality is understood only to be one of the probable causes of the observed fluctuations. The fundamental characteristic of multifractality is that the scaling properties are different in different regions of the phase space. The central idea is to construct a formalism that is able to describe systems with distinct local properties of self-similarity. Unlike geometrical or statistical systems, multiparticle production processes have a special problem arising out of finiteness of particle multiplicity in an event. Self-similarity if existent, therefore, cannot persist indefinitely to finer and finer scales of resolution. For a single event of multiplicity n s and for a given resolution δX η one can construct a frequency distribution, which approaches the probability distribution P (ρ, δX η ) only when n s → ∞. For finite n s the frequency distribution and its moments will, therefore, be subjected to large statistical fluctuations. Averaging over event space can to some extent reduce the problem, but not completely. The analysis is based on determining the multifractal moments also known as frequency moments (G q ), defined for an event as
Here [(n s ) i = M j=1 n ij ] is the total number of particles in the ith event, and Θ is a step function for integer as well as fractional q, that can take care of the empty bin effect. The G-moment can be defined for integer, non-integer, and negative q, and it can account for both spikes and voids in a distribution. Inspired by the theory of intermittency, one can also look into the scaling behavior of the G-moments in the form,
Such a power law dependence typical for fractals cannot be achieved in experiments, as the limit (δX η → 0) is admissible only mathematically. One cannot therefore extract the fractal behavior in its strict sense. However, significant results can still be obtained around the region of experimental resolution. The mass exponent
the Lipschitz-Holder exponent α q = ∂τ (q)/∂q , and the multifractal spectrum function are some such parameters relevant to the multifractal analysis. Graphical plots of event averaged experimental values of ln G q against ln M for different q and for all three subsamples of events can be found in Fig. 3 . ln G q values are always found to linearly vary with ln M in accordance with a power law -increasing for q < 0 and decreasing for q > 1. However, in the large ln M region and at high |q| values, saturation effects due to growing number of empty bins are visible. Following Eq. (5) the τ q values can be determined for each q from the best linear fit of the ln M dependence of ln G q . Corresponding values of Pearson's coefficients (r) are always very close to unity. Once again the data points in Fig. 3 are highly correlated, and following the same method as has been done for the intermittency indexes the statistical errors in τ q values are estimated with the help of a set of 10 randomly generated event samples for each experimental subsample. As the average number of charged particles in our event sample is finite, the G q moments are infected with statistical contribution (G q st ), that can be determined by distributing n s particles of an event randomly within 0 ≤ X η ≤ 1. In the process short-range correlation among the particles, if any, can be destroyed. To filter out the statistical contributions from the experimental values, an event sample simulated by generating (pseudo)random numbers have been utilized. In this case the X η value associated with each shower track has been replaced by a (pseudo)random number. The sample size is 10 times the size of the experimental one, and the shower multiplicity distribution is same as the experimental one. While generating the random numbers no correlation for particle emission has been assumed. The dynamical contribution (G dyn q ) can then be extracted after eliminating the statistical one. In Fig. 4 we have graphically presented the variation of τ q and α q values with q for all three event subsamples. The τ q and α q values for the generated event subsamples have also been included in the same set of figures. Very little difference between the experimental and the simulated results can be observed. A set of smooth and stable multifractal spectral function f (α q ) has thereafter been obtained both for the experimental and the random number generated data sets. The spectral functions are plotted against α q in Fig. 5 . The f (α q ) distribution satisfies the generally required characteristics such as: (i) always widely distributed in α q and not a delta function peaked around the most probable value α 0 indicating a multifractal nature of the density fluctuation in each case; (ii) both the experimental and simulated peak values of the distributions f (α 0 ) are always very close to unity, indicating that the empty bin effect particularly in the higher resolution region is marginal; (iii) in each case the f (α q ) = α q and line touches the spectral function at α q ≈ α 1 .
4,6 For the lowest multiplicity set the simulated spectrum is wider than the corresponding experimental one, for the intermediate multiplicity set it is other way round, while for the highest multiplicity set they are overlapping with each other. However, the f (α q ) spectrum for the highest centrality (multiplicity) events has less width than the other two sets of events. This is probably an indication of a trend toward monofractality, and hence as the centrality increases probably toward the onset of a phase transition.
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In Ref. 7 it has been shown that for a trivial dynamics the dynamical part of τ q , denoted by τ (q)
dyn , should be equal to (q − 1). Therefore, any deviation in the value of τ (q)
dyn from (q − 1) should be read as a contribution from nontrivial 2240 M. K. Ghosh et al. 
The intermittency index φ q introduced earlier can also be connected to τ (q) dyn as,
For all three sets of data φ q values obtained from the intermittency analysis along with the corresponding (q − 1 − τ (q) ) and (q − 1 − τ (q) dyn ) values are plotted together against q in Fig. 6 . One can see that as soon as the statistical contributions are eliminated, the (q − 1 − τ (q) dyn ) values come down very close to the respective φ q values. The generalized Renyi dimensions denoted by D q , are directly related to the intermittency indices as,
Therefore, in view of Eq. (8) one can also set,
The anomalous dimensions on the other hand are defined as
where D is the topological dimension of the supporting space. For one-dimensional analysis D = 1. One of the properties of universal multifractals is that they can be classified by a parameter called the Levy index µ: (0 ≤ µ ≤ 2) that indicates the degree of multifractality as well as estimates the cascading rate in self-similar branching processes. 21 Such a characterization of multifractality is possible if the underlying density distribution can be described by a Levy stable law. Under a Levy law approximation, one can use the anomalous dimensions to determine the value of µ from the relation,
In Fig. 7 the experimental values of d q /d 2 obtained from Eqs. (9) and (10) The fact that µ < 1.0 for the first two sets of data indicates the presence of soft bound singularities in the density distribution. As far as mechanism of particle production is concerned this can be related to a thermal phase transition interspersed in the inter-nuclear cascading process. For the largest multiplicity set µ > 1 indicates the presence of "wild" non-Poissonian type of singularities. In this case there may be a non-thermal phase transition during the cascading process. 22 It should however be mentioned that for the highest multiplicity events our value of Levy index is close to a previously obtained value (µ = 1.6) based on a set of combined world data.
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In no case do we exclusively need a thermal phase transition as a probable stage of spacetime evolution of the collision process.
Takagi's multifractal moments
In the previous subsection it has been mentioned that due to finiteness of n s the mathematical limit of phase-space partition number (M → ∞) cannot be realized in practice. In an alternative approach, Takagi 8 has suggested a new set of multiplicity moments that can be utilized to study multifractal characteristics of particle emission data. For completeness Takagi's method is summarily described below. For q > 0 Takagi's multifractal moments (T q ) are defined as,
and they are not affected by the finiteness of n s . Here, p ij (= n ij /K), where K is the total number of particles produced in all N ev events. Takagi's method is based on two assumptions namely, (i) the density function ρ is uniform over the phasespace interval considered; and (ii) the multiplicity distribution P n does not depend on the location of the phase-space interval, both found to be valid in the present case where a cumulative variable X η has been used as the phase-space variable. According to Takagi, T q should be a linear function of ln δX η ,
where A q and B q are constants independent of q. When a linear dependence like that of Eq. (13) is accomplished over a large range of δX η , following Takagi's method the generalized dimensions can once again be calculated as,
One may consider the entropy function defined as,
and look for a resolution dependence of this quantity as well,
where D 1 is called the information dimension. For a large number of events one has
where the average bin multiplicity is given by, n = K/(M · N ev ). Therefore,
Replacing δX η with n the generalized dimensions can now be obtained,
for q ≥ 2, and for q = 1
Proceeding in the same way as described in Ref. by plotting n ln n / n against ln n , and ln n q against ln n , for all three sets of data. From the slopes of best linear fits to the experimental points, the information dimensions dyn -Eq. (9), are plotted together in Fig. 9 . In general we always find a monotonous deceasing trend in the D q values with increasing q. However, the D q values from Takagi's method exhibit the steepest fall, whereas those obtained from φ q decrease at the slowest rate. It should however be noted that the moments F q , G q , and T q are defined in different ways, and in Takagi's method no attempt has been made to separate out the statistical contributions. Therefore, it is quite natural to find that the D q values obtained from T q moments differ significantly from those obtained from F q and G q moments. However, for a simple Poissonian multiplicity distribution within a given interval δX η , the D q values would all have been equal to unity. Any deviation in their values from 1.0 should therefore be considered as a measure of nonstatistical fluctuation. This feature has been found to be present in all three sets of data and in all three methods for characterizing the multifractality in density fluctuations. 
where it has been assumed that only Bernoulli type of fluctuations are responsible for a transition from monofractality to multifractality. A monofractal to multifractal transition corresponds to a gap in the value of C from C = 0 to a nonzero finite value. By plotting D q against ln q/(q − 1) one can therefore, obtain the value of C. Such a plot can be found in Fig. 10 for all three subsamples of data and for all three methods of analyses. Corresponding values of C are presented in Table 3 . We do not see any consistent pattern in the dependence of C with centrality. However, the D q values obtained from the SFMs can be considered as most reliable, as they are devoid of any statistical contribution. The C values obtained from F q decrease with increasing centrality, and for the highest multiplicity event sample this is very close to zero. Such an observation once again vindicates our previously taken position of a trend toward monofractality.
Discussions
The above analysis shows that, even for the subsample of 32 S-Ag/Br events with highest multiplicity, the central η density fell significantly short of the threshold (as predicted by lattice QCD 16 ) required for augmenting a deconfined plasma like state. However, with decreasing impact parameter the central point of the Gaussian η-distribution shifts toward lower value, which indicates more stopping in more central collisions. In general a self-similar multifractal characteristic is present in the 1-dim density fluctuation of produced charged particles in all three subset of events. The main objective of this work was to study the centrality dependence of these effects. We have not observed any definite single pattern in the centrality dependence of all intermittency and multifractal parameters studied above. However, it has been found that the weak 1-dim intermittency as reported in Ref. 10 gets weaker with increasing centrality. This is an expected feature, because with increasing centrality the number of participating nucleons increases, which in turn results in a higher number of particle emitting sources. Due to intermixing of particles coming from different sources, the correlation effects are washed out to a greater extent. The value of Levy index on the other hand shows that Poissonian type soft singularities characterize the fluctuations in Sets I and II, while wild singularities are present in Set III. This observation leads one to conclude occurrence of a non-thermal phase-transition for the highest multiplicity event subsample.
Except for the multifractal spectrum and the multifractal dimensions, most other features related to multifractality can be more or less reproduced by generating pseudorandom numbers. Even the f (α q ) spectrum for the highest multiplicity events coincide with that generated by the random numbers. It seems that the data is less sensitive to the multifractal technique of analysis. 25 Width of the f (α q ) distribution is lowest for the highest multiplicity event set. This may be considered as an indication of a trend from multi to monofractality, and therefore, toward a probable second order (a thermal one?) phase transition. 20 For a pure monofractal, the spectrum should collapse to a delta function. The multifractal specific heat obtained from the generalized dimensions decreases with increasing centrality and it acquires the smallest value for Set III. This once again is another indication for the previously mentioned multi to monofractal transition. One should however remember that in Takagi's technique no effort has been given to filter out the statistical contribution. Different techniques of data analysis are leading toward such conclusions that are somewhat contradictory in nature. We observe that the multifractal techniques are either contaminated by statistical noise, or its predictions can be reproduced by assuming a stochastic uncorrelated particle emission. Hence, the above-mentioned indication toward thermal phase-transition conjectured from these analyses should be taken with skepticism. To summarize we therefore conclude that there is no definite indication for a second-order QCD phase-transition really taking place in the course of 32 S incoming nuclei colliding with stationary Ag/Br nuclei present in nuclear emulsion at 200A GeV/c. If there is at all any phase-transition, it is with all probability non-thermal in nature.
