Cooperative multi-agent systems have obvious advantages over single-agent systems due to shared information. However, an important limitation is the presence of restrictions over the communication channels between different agents, ubiquitous in real-world systems. The effects of such restrictions on the performance of exploration in multi-agent Reinforcement Learning have not been investigated thoroughly theoretically. We develop a theoretically motivated algorithm based on model-free Reinforcement Learning for cooperative multi-agent systems, in a framework that allows noisy and resource limited sparse communication between agents. By analyzing this algorithm, we provide the first (to the best of our knowledge) PAC bounds for multi-agent Reinforcement Learning in this setting. Our algorithm optimally combines information from the resource-limited agents, thereby analyzing the tradeoff between noise and communication constraints and quantifying their effects on the overall system performance.
Introduction
In recent years, there has been an increased interest in distributed artificial intelligence, and particularly in multi-agent systems (MAS) learning, such as Learning in Games (Bu et al., 2008) . MAS further divides into competitive MAS, where agents have contradicting goals (Silver et al., 2018; Bansal et al., 2017) , and cooperative MAS in which agents cooperate in order to perform some task, such as information gathering (Viseras et al., 2018) , traffic light control (Srinivasan and Choy, 2006) and navigation (Robinson and Spector, 2002) . Cooperative MAS have obvious advantages over single-agent approaches, as the multiple agents can share information and assume designated roles that achieve the goal in a more effective manner (Panait and Luke, 2005) . It can be either centralized, in which case there is a single entity performing learning (Pazis et al., 2016) , or decentralized where there is more than one learner (Omidshafiei et al., 2017) . While there are some environments in which a decentralized approach is preferable, there are also cases where the centralized approach is inter-agent communication enables improvement of performance even in the case of is a single learner.
The main contributions of the present work are the following. (i) We provide the first (to the best of our knowledge) PAC bounds for MARL in the noisy communication setting. (ii) We suggest an algorithm that optimally combines information from the agents in order to reduce the effects of communication noise, and demonstrate its performance on a simple problem. (iii) We study the effects of limited communication resources on performance, and highlight the tradeoff between specific kinds of communication noise and the sparsity of the communication network, and provide provably effective means to balance them.
The special case of perfect communication cooperative MARL was theoretically analyzed in PAC terms in (Guo and Brunskill, 2015; Pazis et al., 2016) . More recently, empirical work by suggested necessary properties for effective cooperative MAS exploration, specifically commitment, diversity and adaptivity, and demonstrated that exploiting them improves exploration. Other interesting work focuses on adaptively learning how to perform communication between agents, in addition to learning the desired task (Sukhbaatar et al., 2016; Mordatch and Abbeel, 2018; Jiang and Lu, 2018) . It was also recently demonstrated that single-agent meta-learning can be improved by using parallel agents which coordinate their exploration (Parisotto et al., 2019) . Another recent theoretical work (Doan et al., 2019) demonstrated finite time convergence of the TD(0) algorithm for the distributed multi-agent case.
Background, model, and definitions
Consider a set of N agents acting concurrently in the same environment and transmitting their state-action information to a learner. For each agent, the setup is modeled as a 5tuple (S, A, P, R, γ). Here S is the finite state space, A is the finite action space, P is the dynamics probability law (given state s and action a, the probability to traverse to state s is p(s |s, a)), R(s, a, s ) is the reward function, and γ is the discount factor 1 . This is a specific case of a dynamic Stochastic Game (Bu et al., 2008) in which agents are cooperative (having the same reward function) and have the same set of actions. The Q-function under policy π for some agent is defined as Q π (s, a) = E π ∞ t=0 γ t R(s t , a t , s t+1 )|s 0 = s, a 0 = a , and the optimal Q-function is Q * (s, a) = max π Q π (s, a). The Bellman operator for π is B π Q(s, a) = s p(s |s, a)[R(s, a, s ) + γQ(s , π(s ))]. Similarly, the value function for π is defined as V π (s) = E π [ ∞ t=0 γ t R(s t , a t , s t+1 )|s 0 = s]. We also assume that all Q-functions are bounded in the interval [0, Q max ], where Q max = R max /(1 − γ).
As shown in Figure 1 , Each of the N agents interacts with a MDP composed of unknown transition probabilities P and rewards R, and acts according to some policy within that environment. The agents send their observations to a joint learner who performs value iteration, and produces a Q-function table Q with value Q(s, a) for each state-action. The learner sends each of the agents a copy of its Q-function table, over which they perform a greedy policy. 2 As stressed in Section 1 a more realistic scenario is that in which communica- Figure 1 : A diagram representing the model. Agents collect world observations x i t (s i t , a i t , R i t , s ,i t ), and send them to a common learner. The learner performs value iteration and returns to the agents Q, a representing Q-function table. The agents perform a greedy policy over the received Q-function. In Our model, the Q-function Q received from the learner by agent i is noisy with some learneragent noise n i L . Q-function table based communication between agents is allowed for directly connected agents on graph Γ, with an addition of agent-agent noise termed n j,i A for agent j to agent i. The sample x i sent to the learner by agent i is also noisy, with a reward noise termed n i R .
tion between components is restricted or noisy. We consider a setting where communication restrictions modeled as additive noise are present (for more discussion on the types of noise this model holds for see Section 4). Agent-learner noise termed n i R is added to the rewards being sent from agent i to the learner, where for a given reward R i (s, a, s ) collected by agent i, R i (s, a, s ) = R i (s, a, s ) + n i R (s, a) ∀(s, a)
The learner has access to previously agent-collected samples which are used for value iteration. For each state-action (s, a), the sample set u(s, a) denotes a collection of previously collected noisy rewards and next-state values, sent by agents that passed through (s, a). In the opposite direction, learner-agent noise termed n i L is present and adds to the Q-function being sent from the learner to agent i, resulting in a Q-function termed Q i L . We also allow direct communication between pairs of agents, assuming that the agents lie on some given graph Γ represented by a 0 − 1 adjacency matrix E, so that every pair of directly connected agents i, j such that e ij = 1 can send each other their own copy of the Q-function received from the learner, with an added agent-agent noise termed n j,i A from agent j to i. Such Q-functions are termed { Q j,i A } j =i . We denote the degree of agent i on this (undirected) graph as d i . Since the agent-agent communication channel adds further noise to the Q-function, there is a tradeoff between using the more precise Q-function sample received from the learner, and the less precise Q values received from the other agents. In Section 5 an estimation method is introduced that allows each agent to obtain an improved estimated Q-function with an effective noise term n i (s, a), denotedQ i , mitigating the inter-agent communication noise. Next, we formally define the different Q functions used. Q i L (s, a) = Q(s, a) + n i L (s, a) Q j,i A (s, a) = Q(s, a) + n j L (s, a) + n j,i A (s, a) ∀i, j = î Q i (s, a) = Q(s, a) + n i (s, a)
(2)
In order to quantify the sample complexity of the algorithm, we use the Total Cost of Exploration (TCE), Definition A.6. This is the difference between the value function of the optimal policy and that of the policy used by the algorithm, summed over all times steps, and can easily be shown to dominate the number of sub-optimal steps. A single-agent algorithm is efficient PAC-MDP if its sample complexity, space complexity and computational complexity are all bounded by some polynomial in the quantities of the problem (see Definition A.7), and a multi-agent algorithm is efficient-PAC MDP if the above holds uniformly for all agents. Other definitions we use throughout this work are introduced in Appendix A.
Communication noise tolerant PAC Exploration
We begin with an intuitive overview of the algorithm, described in pseudo-code in Algorithms 1 and 2. The learner maintains a list of currently collected tuples of (state, action, reward, next state), from all agents, as well as its Q function estimate based on value iteration. The agents receive a noisy version of the learner's Q function, as well as noisy Q function values from other agents (2), construct an estimated Q function, update their tuples and transmit them to the learner. The contribution of this algorithm is the introduction of an effective cooperative multi-agent exploration scheme in the presence of restricted communication between different system components (manifested through the estimation of an improved Q function).
In Algorithm 2, N agents receive noisy Q-function samples from the learner { Q i L } and adjacent agents { Q j,i A } j =i , and linearly estimate the Q-function using some given weight matrix W as in line 5. Each agent then performs a greedy step on the estimated Q-function, and sends its collected sample of the environment with a noisy reward to the learner. In Section 5 we state the estimation weights resulting in an optimal sample complexity bound.
In Algorithm 1, in lines 4 − 13 the algorithm updates the sample sets with the newly collected samples awaiting in list Z. In order to maintain the collected samples independent, for each state-action, the algorithm first waits for 2 p k m new samples to be gathered for some parameter k m and integer p, before replacing the old sample set u(s, a) with the new samples. To keep the computational and space complexity bounded, we limit the size of the sample set to no more than k, where k/k m is some power of 2. Given that there was an update of some sample set, the algorithm performs value iteration on lines 15 − 17 with convergence up to a factor of a , and then publishes noisy copies of the Q-function for all agents. The approximate Bellman operator B uses the median of means trick to estimate the meanvalue for the collected samples (Pazis and Parr, 2016; Catoni, 2012; Devroye et al., 2016) , and is defined in Appendix A. In this regard, k m is the number of groups we divide the samples to in a sample set, in order to calculate the median. Note that if the learner does not update the Q-function on a given time-step, it does not re-publish it, and the agents Algorithm 1 Communication-noise tolerant PAC Exploration 1: Initialization Initialize learner's list to empty, parameters k,k m , a , set Q(s, a) = Q max for every (s, a), and sample sets u(s, a), u tmp (s, a) to empty, transmit Q function to agents and set update to true. 2: for t = 1, 2, . . . do
3:
Advance N agents using Algorithm 2.
4:
for agent i = 1, 2, . . . , N do
The learner updates the sample sets 5: Transmit Q function to agents.
19:
end if 20: end for continue using the latest published table. Recently, it was shown that in order to perform efficient cooperative exploration by multiple agents, a given agent should not change its policy at every time-step, but 'commit' to a fixed policy expressing the exploration of a given part of the world for a limited amount of time , which agrees with our algorithm.
Communication noise exploration bounds
The main contribution of this section is to establish PAC guarantees for the noisy communication setting, which we believe to be the first result for this case. Space and computational complexity guarantees and detailed proofs can be found in the Appendix. Before presenting the main sample complexity theorem, we describe the noise setup. In this work we focus on two sources of noise -additive noise and quantization noise. A white Gaussian additive noise is usually used to describe the channel noise resulting from thermal fluctuations in the receiver's circuits, and is the main limitation in space and satellite communication (Baran and Kasal, 2010; Walden, 1999) . Quantization noise models analog to digital quantization performed at the receiver, and in some cases can be modeled as an orthogonal noise term which is bounded by the interval between quantization levels (Walden, 1999; Marco and Neuhoff, 2005) . Although there are many other sources of communication limitations in distributed systems, such as latency (Roth et al., 2007) if update is true then ∀(s, a) Linear estimation of the Q-function 4:
Receive Q i L (s, a) from the learner, and d i samples { Q j,i A (s, a)} j =i from agents. set update to false.
5:
setQ i (s, a) ← w ii Q i L (s, a) + N j =i e ji w ji Q j,i A (s, a) 6: setQ i sat (s, a) ← max{Q max , min{0,Q i (s,
10:
Perform action a = argmax aQ i sat (s, a).
11:
Receive reward R and transition to state s .
12:
Transmit a copy of (s, a, R, s ) to the a list Z of the learner. Reward is noisy 13: end for ildiz et al., 2002) , in this work we focus on additive noise and quantization noise in order to stress resulting theoretical phenomena resulting from communication constraints, and do not necessarily view our algorithm as intended for some specific application. Each agent i receives a noisy version of the Q-function as in (2) every time the learner updates its real Q-function, such that the communication noise n i (s, a) is composed of an additive noise term b and a quantization term m, n i (s, a) = b i (s, a) + m i (s, a) .
(
Furthermore, the learner receives samples from the agents in which the reward is noisy with an additive noise as in (1). In this work we make the following two assumptions. Assumption 4.1 regards independence of the noise terms.
Assumption 4.1 The noise term n i in (3) is independent of Q for any state-action (s, a), and independent of any samples collected so far by the agents. The reward noise terms n i R (s, a) are mutually independent for different times, agents and next-state s variables given (s, a). Furthermore, the reward noise terms n i R (s, a) are zero-mean with a variance no larger than σ 2 R . This is true for all noise terms corresponding to Q-functions, rewards, state-actions and agents that can be encountered during the run of the algorithm. 3
Note that since the noise term n i results from a linear estimation of Q-function samples sent from the learner and from different agents, assumption 4.1 results from the fact that the noise terms on the agent-learner and agent-agent channels each obey the independence conditions separately. The reward-noise can model both additive noise or quantization noise, but in this work we focus on an additive noise for simplicity. Assumption 4.2 defines the properties of the noise terms (3) more specifically.
Assumption 4.2 The noise term b i (s, a) in (3) is sub-Gaussian with mean 0 and parameter no larger than σ i c , and m i (s, a) is a bounded random variable with mean 0 such that |m i (s, a)| ≤ ∆Q i c for some positive numbers σ i c and ∆Q i c . This is true for all noise terms corresponding to Q-functions, rewards, state-actions and agents that can be encountered during the run of the algorithm.
We note that the Sub-Gaussian assumption can be dismissed at the cost of weaker bounds, but this does not affect the derivation of Section 5. In Assumption 4.2, we model the quantization effect as bounded mean zero additive noise (Marco and Neuhoff, 2005) .
Theorem 4.1 below claims that our algorithm is multi-agent efficient-PAC MDP by Definition A.8 with = max i { ef f i } and δ, where the T CE of agent i is defined with a parameter ef f i (see Definition A.6). As seen in (4), this means that the policy produced by the algorithm is close to the optimal policy up to an error of for all time steps and all agents, and an additional error (the TCE in (5)) which is bounded by terms dependent on the environment and the noise. We now briefly describe the different sources of error in the bound. (i) s is the error caused by the finite sample (at most k) used to estimate the Q-function. (ii) a is the error caused by the fact that we may not converge to a fixed point of B during value iteration, but up to a distance of a from it. (iii) σ R , σ i c , ∆Q i c represent the strength of the two communication noises introduced here, and show that exploration becomes more challenging the larger the noise is. (iv) i e (t) is the error caused by the fact that at time t there may exist state-actions with fewer than k visits. Assumption 4.3 Let (s 1,i , s 2,i , ..., ) for i ∈ {1, ..., N } be the random paths generated by the N concurrent agents on some execution of Algorithm 1, and let π i be the (non-stationary) policy followed by agent i in this algorithm. 
and O stands for a big-O up to logarithmic terms.
Proof We only discuss the proof scheme, and refer the reader to the Appendix for details. The non-stationary policy of each of the agents can be broken up into fixed-policy segments, in which we follow an approximated Q-function greedily, where the noise can be shown to be concentrated around its mean. Given that the Bellman error for each such segment is acceptably small, we know that the value function of the greedy policy for that segment has a bounded error with respect to the optimal policy value. We then use the union bound to show that with a high probability, the Bellman errors of all Q-functions for all agents during the run of the algorithm are bounded, and then combine it with with a statement that bounds the number of times we can encounter state-action pairs for which we haven't collected enough samples yet. Combining these results, we can show that the algorithm follows a non-stationary policy with an acceptable error compared to the optimal policy.
Notice that while the Q-function noise terms only affect ef f , and the reward noise term affects the TCE. While we can sacrifice computational and space complexity to lower a , s to effectively zero, the lowest possible ef f i is dictated by the Q-function noise terms of the environment. In the next section, we will use the sample complexity bound of Theorem 4.1 to derive estimation methods and algorithms for various cases depending on the nature of the communication noise.
Estimation and optimal agent weighting
In this section, we use the efficient-PAC bound introduced in Theorem 4.1 to derive various algorithms for the noisy communication setting described in Algorithm 1. In this section we focus on the Q-function noise, and so we pose no further assumptions on the reward-noise. Assumption 5.1 treats the various noise terms introduced in the communication channels and essentially guarantees that assumptions 4.1, 4.2 hold for the effective noise term (3) resulting from the estimation process. 
We assume that the various noise terms {b j L (s, a), b j,i A (s, a), m j L (s, a), m j,i A (s, a)} N j=1 are independent of Q for any state-action (s, a), independent of any samples collected so far by the agents, and are mutually independent of each other. Furthermore, we assume that the noise terms {b j L (s, a), b j,i A (s, a)} N j=1 are all sub-Gaussian with mean 0. The terms {b j L (s, a)} have a parameter σ j L , while the terms {b j,i A (s, a)} have a parameter σ j,i A for all i, j. In addition, all quantization noise terms have mean 0 and are bounded by the maximal quantization interval,
In Assumption 5.1, b represents additive noise and m represents quantization effects, and we allow the parameter of the sub-Gaussian noise to depend on the sending and receiving agents (namely, on the communication channel between agents). We set ∆Q i L to be the quantization bin size for agent i receiving the learners' Q-function, and similarly for ∆Q j,i L .
Additive noise model
In this subsection we only deal with the additive noise n i L (s, a) = b i L (s, a), n j,i A (s, a) = b j,i A (s, a), assuming that the quantization terms m i and m j,i in ((2)-(6)) are absent. For each agent there is an inherent tradeoff between using the less noisy Q-function received from the learner and the set of individually noisier Q-functions from the other agents, that can be potentially mitigated by combining these approximations. The following theorem demonstrates this effect. Each agent estimates the Q-functionQ i as a weighted linear sum
e ji w ji = 1 .
The next theorem provides the agent weighting scheme that minimizes the TCE, thereby optimizing the bound.
Theorem 5.1 Without loss of generality, assume that the agents directly connected to agent i are {1, .., d i } not including agent i itself. Under Assumptions 4.3 and 5.1 with zero quantization noise, at time step t following an update of the Q-function Q, each agent i estimates the Q-function by (7). Denote
Proof sketch A detailed explanation and proofs appear in the Appendix. The idea is to substitute the weight-dependent equivalent noise into the sample complexity bound of Theorem 4.1, and minimize over the weights. We can show that the optimal weights all have w * ji ∈ [0, 1] ∀j, and therefore we indeed have that σ i * c ≤ σ i L , so that it is always worthwhile averaging over different Q-functions instead of using only the less noisy Q-function from the learner. We also show in the Appendix that the optimal weights of noise terms with a larger parameter σ j,i L have a smaller weight, which agrees with intuition. Theorem 5.2, which is a special case of Theorem 5.1, assumes parameters to have one of two possible values, and thus enables us to see the above-mentioned tradeoff more clearly.
Theorem 5.2 Under the assumptions of Theorem 5.1, let us further assume that all noise terms for a communication channel have the same parameter σ j L = σ L , σ j,i A = σ A for all i and j, and that the graph Γ is d-regular (all vertices have exactly d agents). Then: (1) The optimal weights for agent i are
(2) A uniform weighting of the noisy Q-functions is preferable to using
From the optimal weights, we can learn that the larger is the fraction σ 2 A /σ 2 L and the smaller is the degree of the graph d, the more weight in the averaging will be given to the Q-function received from the learner. Similarly, when only a uniform average is possible to the agent, it is worthwhile to do so only if the degree d is large enough compared to the noise 
Each graph shows the agent-averaged accumulated reward during an episode, as a function of different episodes (continuous line), and the accumulated reward for a simulated agent with full information regarding the noise-free Q-function (dashed line). In green -weighted average with estimated weights, red -using only the Q-function sample received from the learner, blue -a uniform average, black -optimal weighted average. Shaded areas are standard deviation. A:
parameters ratio. Although it is known that certain communication restrictions, such as collisions, become more dominant with increased connectivity (Gallager, 1985; Gupta and Kumar, 2000) , we show here that for additive noise the opposite is true, and the performance improves with increased connectivity. Numerical demonstration We compare four weighting schemes.
(1) Uniform weights over all received samples.
(2) All weight placed on the learners' sample (namely, no inter-agent communication).
(3) Optimal weights from Theorem 5.2. (4) Optimal weights computed empirically (see below). A simple demonstration of the performance of Algorithm 1 under the identical Gaussian additive noise conditions of Theorem 5.2 in a simple 5×5 wrap-around grid world with a goal state, is shown in Figure 2 where the cumulative reward is plotted against episode number. The agents communicate via a fully-connected communication graph Γ, and there is no reward-noise. Further details are given in the Appendix. It is evident that although the exploration is successful in all cases (dashed graphs), the more noisy the communication is, the harder it is for the concurrent agents to get to the goal state. As stated in Theorem 5.2, it is evident that when the ratio σ 2 A /σ 2 L is small, a uniform averaging is preferable to using only the less noisy sample, and that the opposite is true when σ 2 A /σ 2 L increases. Furthermore, the optimal weighting scheme suggested in Theorem 5.2 performs better than both approaches. We also demonstrate the more practical case in which the algorithm has no knowledge about the noise parameters, and instead estimates them on the run, and uses the estimated version for the weights. As can be seen, although this approach is not as good as in the full information case, it performs better on a range of cases compared to using a constant weight.
Quantization noise model
In Section 5.1 we assumed that the agents interact by transmitting their noise-corrupted Qfunction values. Here we add the quantization effects defined in Assumption 5.1. Theorem 5.3 presents a bound over the sample complexity in such a case, and an estimation technique for the simpler case of identical quantization levels for each agent.
Theorem 5.3 Without loss of generality, assume that the agents directly connected to agent i are {1, .., d i } excluding agent i itself. Under Assumptions 5.1 and 4.3, at time step t following an update of the Q-function Q, each agent i estimates the Q-functionQ i as a weighted linear sum as in (7). Then Theorem 4.1 holds with
By further assuming identical agents,
Due to quantization noise, the optimal weight w * ii is larger than that obtained for additive noise alone (which is 2/(d + 2)). Moreover, for quantization noise too large compared to σ L f , the optimal choice is to use only the less noisy Q-function from the learner, i.e., to ignore the other agents. For vanishing quantization noise, we recover Theorem 5.2.
Although it is possible to derive an estimation rule for the most general case, we have chosen to assume that the additive noise properties are similar for both the agent-agent noise and the agent-learner noise, in order to stress the tradeoff between additive noise and quantization noise and for simplicity of the resulting expression.
Closing remarks
We have provided PAC performance guarantees for cooperative MARL under noisy and resource limited communication conditions, and suggested efficient algorithms for that case. By doing so, we have emphasized the tradeoff between the advantages of cross-agent communication and the disadvantages of noisy and restricted communication channels. These results open the door to many future extensions including adaptive learning algorithms for optimal communication protocols, location and agent dependent coordinated exploration, and self-learning by agents. It is also worthwhile to examine the effects of different types of communication restrictions such as latency and collisions that should lead to opposite dependency over the sparsity of the communication network, and to combine them with the effects of additive and quantization noise studied here. 
Appendix A. Efficient PAC proofs
In this section we provide proofs for the Efficient-PAC theorems presented in Section 4. We also note that in this work we use the median-of-means estimate for the sample-mean (Definition A.3), instead of using the more standard empirical-mean estimate. It was recently demonstrated that the former has improved convergence results over the latter in the absence of information about the underlying distribution (Pazis et al., 2016; Catoni, 2012; Devroye et al., 2016) .
A.1 Definitions
First, we define the sample set as a collection of previously agent-collected samples. We note that only the learner has access to the full sample set, which is used for value iteration.
Definition A.1 For a state-action (s, a), the sample set u(s, a) is a set of up to k tuple samples x l (s, a, R n(l),t(l) , s n(l),t(l)+1 ), where l is the sample's index, n(l) is the collecting agent and t(l) is the time at which the sample was collected. R n(l),t(l) is the corresponding noisy reward, and s n(l),t(l)+1 is the value of the next state.
For simplicity of representation, we define the saturated Q-function to be the restriction of some Q-function to the set [0, Q max ] for each state-action, for some given Q and Q max .
The next operator F is used to compute the approximate Bellman operator in Algorithm 1, and is essentially an empiric estimate of the Bellman operator with an additive Upper Confidence Bound (UCB) term (as stated before, we use the median-of-means estimate for the sample mean corresponding to R(s, a, s ) + γQ(s , π(s )) instead of the empirical average). For given integers k, k m such that k/k m is some power of 2, given that the number of samples in the sample set u(s, a) is 2 p k m with some integer p, we divide the group arbitrarily to k m groups with 2 p samples each, calculate the sample average resulting from this group as the operator G, and then define F to be the median of the various G operators, with an additive UCB term.
Definition A.3 Let k m ≥ 1 be an integer parameter, π some fixed policy, b a real value and u(s, a) be a sample set with |u(s, a)| 2 p k m samples for some integer p ≥ 0. The operator F π (Q, u(s, a)) is defined as
where
and ( R n(l),t(l) , s n(l),t(l)+1 ) is the l-th noisy sample in u(s, a) collected by agent n(l) at time t(l). We will use F to denote F π Q , where π Q is the greedy policy over Q.
The approximate Bellman operator B from Algorithm 1 is defined as a mere saturation.
Definition A.4 For a state-action (s, a), the approximate Bellman operator B π for policy π is B π Q(s, a) max{0, min{Q max , F π (Q, u(s, a))}}
We will use B to denote B π Q . When |u(s, a)| = 0 we set B π Q(s, a) Q max .
The variance of the Bellman operator σ is defined to an upper bound on the possible values of the variance for all terms that can be encountered by the algorithm. 
where Q can be any Q-function produced by the learner during the run of the algorithm, and π Q is the corresponding greedy policy.
An efficient exploration algorithm is defined as an algorithm for which the computational complexity, the space complexity and the sample complexity are bounded. Intuitively, the sample complexity can be thought of as the number of samples that need to be collected before the algorithm achieves the exploratory goal, and is commonly defined as the number of sub-optimal steps in which the algorithm is 'far' from its goal. We define a measure for the sample complexity termed the Total Cost of Exploration (TCE) which is shown to dominate the number of sub-optimal steps measure (Pazis and Parr, 2016). This measure takes into account how sub-optimal the steps are by summing the difference between the value function under the policy produced by the algorithm, and the value of the optimal policy. It can be easily shown that if the TCE of an algorithm is bounded by some term L, then the number of sub-optimal steps measure is bounded by L/ .
Definition A.6 Let π be a possibly non-stationary and history dependent policy, (s 1 , s 2 , ...) a random path generated by π, a positive constant, T the (possibly infinite) set of time steps for which V π (s t ) < V * (s t ) − , and define
The Total Cost of Exploration (TCE) for parameter is defined as the un-discounted infinite sum T CE ∞ t=0 e (t). To avoid encumbering the notation, we use T CE instead of T CE when the context is clear.
A single-agent exploration algorithm is defined to be Probably Approximately Correct (PAC) if its sample complexity, computational complexity and space complexity are all bounded by some polynomial. Figure 3 : Dependencies between the various lemmas and proofs stated in this paper. Continuous black rectangles stand for general PAC lemmas, dashed squares indicate the main PAC theorems, and short-dash squares stand for theorems that use the optimal linear estimation methods of Section 5.
Definition A.7 A single agent algorithm is said to be efficient PAC-MDP, if for any ε > 0 and 0 < δ < 1, its sample complexity, its per-time step computational complexity, and its space complexity, are less than some polynomial in the relevant quantities (S, A, 1/ε, 1/δ, 1/1 − γ), with probability of at least 1 − δ.
We will define a multi-agent algorithm to be efficient PAC-MDP, if Definition A.7 holds with regards to a sample complexity that is defined as the sum of sample complexities for all agents. By using the TCE measure, the TCE of a multi agent system is thus TCE= N i=1 TCE(i) where T CE(i) is the TCE for agent i for . Definition A.8 A multi-agent algorithm is said to be efficient PAC-MDP, if for any ε > 0 and 0 < δ < 1, its sample complexity TCE= N i=1 TCE(i), per-time step computational complexity, and space complexity, are all less than some polynomial in the relevant quantities (S, A, 1/ε, 1/δ, 1/1 − γ), with probability of at least 1 − δ. The sample complexity is the sum of sample complexities of all agents.
A flow chart for the dependencies between the various lemmas and theorems we state here can be found in Figure 3 .
A.2 Space and computational complexity bounds
Since Algorithm 2 is a sub-algorithm for Algorithm 1, in the following theorems we only state results for the latter. Proof Each agent in Algorithm 1 only needs access to the Q-function, and the estimated Q-function is calculated as a weighted average of d i + 1 samples (from the learner and from the other agents). Thus, only one value per state-action has to be saved, leading to a term of O (N SA) for all N agents. The learner keeps a copy of the Q-function, and for each state-action saves up to O(k) samples. This results in a term of O (kSA). Overall, the space complexity is O ((k + N )SA)
In order to bound the computational complexity of the algorithm, we first quote Lemma 13.3 from (Pazis and Parr, 2016) which bounds the number of value iterations needed in order to converge to a fixed point given some confidence level.
Lemma A.1 LetB be a γ-contraction with fixed pointQ, and Q the output of (1/
We now show that the operator B is indeed a γ-contraction.
Lemma A.2 B is a γ-contraction under the maximum norm.
Proof given some real parameter x, note that if we define the saturation function f sat (x) = max{f min , min{f max , x}} for some f max ≥ f min , then given some x 0 ≥ 0, we have that f sat (x + x 0 ) ≤ f sat (x) + x 0 . It also holds that f sat is non-decreasing. Now define ||Q 1 − Q 2 || ∞ = . To prove the lemma, we must show that || BQ 1 − BQ 2 || ∞ ≤ γ . First, note that any function G(Q, u(s, a, ), j) (see Definition A.3) for 1 ≤ j ≤ k m is a simple average of terms containing maximization over the Q-function, and so under the definition of above G(Q 1 , u(s, a), j) ≤ G(Q 2 , u(s, a), j) + γ
For all state-actions and values of j. Since the operator F from Definition A.3 contains a mere median function over the G functions, the following also holds
And now for the approximate Bellman operator we have u(s, a) )) ≤ f sat (F (Q 2 , u(s, a))) + γ = BQ 2 (s, a) + γ
Similarly we can show that BQ 2 (s, a) ≤ BQ 1 (s, a) + γ , which proves the theorem.
We use the previous results to prove a bound over the computational complexity of the algorithm.
Theorem A.2 The per step computational complexity of Algorithm 1 is
Proof Lines 3-12 in Algorithm 2 are performed once for each of the N agents. For each agent, we first calculate a weighted average over d i samples, and this is done SA times -once per every state-action. We then use a greedy policy that requires a search over A actions. This results in Algorithm 2 having a computational complexity bounded by O (N SAd max ) where d max max i d i .
Next, we have that lines 5-12 in Algorithm 1 are also performed N times, once for each sample collected by an agent. Assuming that nullifying an array of samples can be performed in some constant time independent of the number of elements, we have a contribution of O(N ) to the computational complexity from lines 6-12. Since the operator B is a γ-contraction and since the Q-function satisfies Q ∈ [0, Q max ] at all times by the definition of B, we can use Lemma A.1 and deduce that the value iteration in lines 15-17 will be performed at most 1 1−γ ln Qmax a times for each state-action. By definitions A.3,A.4, A single execution of B for a given state-action requires k m calculations of an average at the cost of k km A operations each, and is thus performed kA times. Thus, the overall computational complexity is
A.3 Sample complexity bounds
We now introduce various lemmas that will help us prove a sample complexity bound in Theorem A.3, which will be used to prove Theorem 4.1. First, for completeness, we quote two concentration inequalities that we use in theorems A.5 and A.6. The first one is Cantelli's inequality (Cantelli, 1929) .
Lemma A.3 Let X be a real valued random variable with a finite variance σ 2 . Then for any λ > 0
The second one is McDiarmid's inequality (McDiarmid, 1989) .
Lemma A.4 Let X 1 , ..., X n ∈ M be independent random variables, and f be a mapping f : M n → R. If, for all i ∈ {1, ..., n}, and for all x 1 , ..., x n , x i ∈ M, the function f satisfies
for some positive constants c 1 , ..., c n , then ∀t ≥ 0
In lemma A.5 we show that the function G from Definition A.3 is close to the true Bellman operator with some probability. Where for convenience we denote R l to be the actual reward of sample l in this group (which is independent of the collecting agent), n R,l to be the reward noise of sample l collected by agent n(l), and s l to be the next state value for sample l. Since the reward-noise is zero-mean, by taking the expectation operator we have EG π (Q, u(s, a), j) = B π Q(s, a)
Now, let us denote by X 1 , ..., X |u(s,a)| km the random variables such that X l = R l +γQ(s l , π(s l )), and by Y 1 , ..., Y |u(s,a)| km the random variables such that Y l = n R,l . Since we assume a given state action (s, a) and index j, a given Q-function and use the independence assumptions of assumption 4.1, we have that the random variables X 1 , ..., X |u(s,a)| km , Y 1 , ..., Y |u(s,a)| km are all mutually independent. To understand this, note that since we fixed the values of (s, a), j, Q -the randomness defining these random varibales depends only on the next-state values s l and on the noise values n R,l . Both of these terms are mutually independent given (s,a) from the markov property.
By Definition A.5 and assumption 4.1 defining σ and σ R , it is also true that V arX l ≤ σ 2 and V arY l ≤ σ 2 R for any sample l, and from the independence property V arG ≤ km |u(s,a)| (σ 2 + σ 2 R ). Now using Cantelli's inequality A.3 P G π (Q, u(s, a) 
We prove the other inequality by the same argument. Proof Define Z 1 , ..., Z km as random variables such that Z j represents the joint distribution of all the samples in the j-th group used by the function G π (Q, u(s, a), j). We now define the following two counter functions. f + counts the number of groups in which G π (Q, u(s, a), j)− B π Q(s, a) ≤ − 
By lemma A.5 We have that
Ef + ≤ k m 5
Ef − ≤ k m 5
Since f + , f − count events, it is obvious that a change in the value of one random variable Z i results in a bounded change of these functions.
By using the same arguments as in lemma A.5 the variables Z 1 , ..., Z km are independent given (s, a) and the Q-function, so we can use Mcdiarmid's inequality A.4.
Where the last inequality stems from our definition of k m . By the same argument
The rest follows from the definition of F as a median with an additive exploration term (8).
We have seen that the operator F is close to the Bellman operator with some probability for the real Q-function the learner possesses. Now we shall show that for each agent, the same holds for the estimated Q-function it holds. This means that we have to show that the above relation holds forQ i sat and for all agents. We will use the following assumption over the noise terms.
Assumption A.1 For all agents i ∈ {1, ..., N }, estimated Q-functionsQ i and state actions (s, a) during the run of the algorithm, the noise terms n i in (2) satisfy
for some δ L , µ i c , n i c given (s, a). 4
For convenience, we define the following events
Lemma A.7 Let σ be defined as in Definition A.5, b , and k m as in Lemma A.5. Under assumptions 4.1 and A.1, given a fixed Q, a fixed state action (s, a) and a fixed agent i
As the event for which (10) holds for all state actions corresponding toQ i stemming from the fixed Q. Since there are exactly SA noise terms in this event, we have from the Union Bound that P (WQ i ) ≥ 1 − δ L SA. We shall show that
We then have
and similarly for J 2 , and
Now, to prove the first probability bound above, we assume that the event WQ i is true and that I 1 is also true, where for event X, X is its complement. We then have where we used the assumption that the noise is bounded for all state-actions. By using the same trick for the operator G π * we have that for all j
We then have that
Note that from assumption 4.1, the noise terms n i are independent of Q and of the samples collected so far, which means that the events I 1 and W are independent so that P (I 1 |W ) = P (I 1 ). We use the same principle to prove the second inequality. Note that in that case, since we use the Bellman operator and the F operator with the greedy policy, we use the fact that max a Q i sat (s , a ) ≥ max a Q(s , a ) − n i c − µ i c . For the third inequality, note that we know that the Bellman iterations for the Q-function Q have converged with probability 1, |Q(s, a) − BQ(s, a)| ≤ a and using the definition of B
Therefore, in that casê 
Therefore, P (L 2 |WQ i ) = 0 as desired.
We have proven a probability bound for a given Q-function, state-action (s, a) and an agent (which received the above mentioned version of the Q-function). Next, we use the union bound to show that this holds for all Q-functions and agents during the run of the algorithm. . Assume that assumptions 4.1 and A.1 hold for all Q-functions, state-actions and agents that can be encountered during the run of the algorithm. Then the events I 2 , J 2 , L 2 defined before Lemma A.7 occur for all the noisy versions that can be encountered during the run of Algorithm 1Q i , for all state-actions and agents simultaneously with probability larger than 1 − 3N 1 + log 2 k km (SA) 3 δ L − δ 4 .
Proof We use a union bound over the number of agents, the number of different Q-functions the learner produces that can be encountered during the run of the algorithm, and the number of state-actions. Note that a particular Q-function Q is determined by the samples that have been used to calculate it (via Value Iteration) up to that point. As seen in Algorithm 1, there are at most 1 + log 2 k km distinct sample sets with |u(s, a)| > 0 for a given state-action, meaning that there are at most 1 + log 2 k km SA distinct Q-functions encountered in practice.
Therefore, there are at most N (SA) 2 1 + log 2 k km possibilities to include in the union bound sum, for each one of the three events above. This lemma is then proved by using the union bound over the results of Lemma A.7.
In lemma A.9, we show that the events I 2 , J 2 bounding the difference between F π * to B π * and F πQ i sat to B πQ i sat hold not only for the function F , but also for the estimated Q functionsQ i sat used by the different agents. . Assume that assumptions 4.1 and A.1 hold for all Q-functions, state-actions and agents that can be encountered during the run of the algorithm. Then
for all Q-functions, state-actions (s, a) and for all agents simultaneously with probability larger than 1 − 3N 1 + log 2 k km (SA) 3 δ L − δ 4 .
Proof Until collected samples are used for value iteration, we have that for all agents and state-actionsQ i sat = Q max . Since B π * Q i sat (s, a) ≤ Q max . we have thatQ i sat (s, a) − B π * Q i sat (s, a) ≥ 0 > − a − (n i c + µ i c )(1 + 3γ) as wanted (as we shall see in Theorem A.3, we won't be needing the second inequality in this lemma for the case of such a Q-function).
Otherwise, we have that under the probability mentioned above, for all Q-functions, state-actions and agents that can be encountered during the run of the algorithm (s, a,Q i ) (see Lemma A.8),
The first equality stems from the fact that we use the true Bellman operator on a Q-function that is bounded in [0, Q max ], and the result of applying the operator to this function is also bounded. The inequality that follows stems from I 2 . , u(s, a) 
Before we continue, we quote two lemmas from (Pazis and Parr, 2016) that will be useful ahead. Lemma A.10 is a basic result regarding Bernoulli random variables.
Lemma A.10 Let Y i for i ∈ {1, ..., n} be independent Bernoulli random variables such that
Lemma A.11 is a basic result regarding RL in MDPs, and bounds the difference between the optimal value function and a value function resulting from a given greedy policy, given some MDP in which the Bellman error is bounded.
Lemma A.11 Given some Q-function Q and non-negative constants * , π Q , 1 , ..., n such that π Q ≤ i ∀i, let Q(s, a) − B π * Q(s, a) ≥ * for all (s, a), and let X 1 , ..., X n be sets of state-actions such that Q(s, a) − B π Q Q(s, a) ≤ i for all states-actions (s, a) in X i , where π Q is the greedy policy over Q. Also, let Q(s, a) 
and define H = {1, 2, 4, ..., 2 i } where i is the largest integer such that 2 i ≤ T H . Define p h,i (s) for an integer h ≥ 0 to be the probability of encountering exactly h state-actions (s, a) for which (s, a) ∈ X i when starting from state s and following π Q for a totall of min{T, T H } for some T . Finally, let p e h,i (s) = 2h−1 m=h p m,i (s). Then
We will use lemma A.11 together with A.12 and A.9 to prove the main theorem A.3. Lemma A.12 bounds the term e in lemma A.11 for our algorithm.
Lemma A.12 Let (s 1,i , s 2,i , ..., ) for i ∈ {1, ..., N } be the random paths generated on some execution of Algorithm 1. Let τ (t) be the number of steps from step t to the next step step t for which the policy changes. Let T H = 1 1−γ ln Qmax s and define H = {1, 2, 4, ..., 2 i } where i is the largest integer such that 2 i ≤ T H . Let K a = {k m , 2k m , 2 2 k m , ..., k}. Let k − a be the largest value in K a that is strictly smaller than k a , or 0 if such a value does not exist. Let X ka (t) be the set of state-actions (s, a) at step t for which k − a = |u(s, a)|. Define p h,ka (s t,i ) for k a ∈ K a to be the following conditional probability: GivenQ i sat at step t, exactly h state-actions in X ka (t) are encountered by agent i during the next min{T H , τ (t)} steps. Let p e h,ka (s t,i )
Proof Let us fix some k a and denote by Y e h,ka (s t,i ) the Bernoulli random variables corresponding to the probabilities p e h,ka (s t,i ). Since we condition these variables and are only interested in their outcome given this condition, we have from the Markov property that variables Y e h,ka (s t,i ) at least T H time steps apart are independent, and variables for different agents are independent as well. Define T H j for j ∈ {0, 1, ..., T H − 1} to be the infinite set of time steps such T H j = {j, j + T H , j + 2T H , ...}. From Algorithm 1, k a samples will be stored in the temporary sample set u tmp (s, a) before a state action (s, a) with |u(s, a)| = k − a advances to have k a samples. And since N agents are exploring in parallel, at most k a + N samples will be collected for such a state-action before it progresses to have |u(s, a)| = k a (this is the worst case where all the agents visit the same (s, a) at the last time step before its sample set is updated).
Let us assume that there exists a j ∈ {0, 1, ..., T H − 1} and h ∈ H such that
However, since this is a sum of probabilities of independent Bernoulli variables, we have from lemma A.10 that
This event is a contradiction, since it means that more than SA(k a + N ) samples are collected for state-actions with k − a samples. Therefore, we have that
For all j ∈ {0, 1, ..., T H − 1} and h ∈ H simultaneously, with a probability larger than 1 − δ 2|Ka| . By summing over the values of h and j we have
δ with a probability larger than 1 − δ 2|Ka| . Since this is true for a fixed value of k a , we now use the Union Bound to conclude that the previous equation holds for all k a ∈ K a simultaneously with probability larger than 1 − δ 2 . Note that Since we have defined the settings of Algorithm 1 so that a learner only sends a new Q-function to the agents when its own Q-function is updated, the agents have a noisy but constant version of the Q-functionQ i sat for τ (t) steps -which is crucial for the proof. It also agrees with the determination principle for multi-agent systems defined in .
We are now ready to present the main sample complexity bound. As stated before, this theorem combines the lemmas A.9,A.12,A.11 to prove PAC results. 
Proof In short, the non-stationary policy of each one of the agents can be broken up into fixed-policy segments, in which we follow an estimated Q-function greedily. Given that the Bellman error for each segment is acceptably small, lemma A.11 states that the greedy policy for that segment has a bounded error with respect to the optimal policy . We use Lemma A.9 to show that with high probability, the Bellman errors of all Q-functions for all agents during the run of the algorithm are bounded, and then combine it with Lemma A.12 which bounds the number of times we can encounter state-actions for which we haven't collected enough samples yet. Combining these three theorems, we get to a sample complexity bound for the algorithm as a whole.
Corresponding to lemma A.11, the groups we divide the state-actions to for each agent are X ka as defined in Lemma A.12. We now have to show that state-actions in each group have the same bound on their Bellman error (while different groups may have different bounds). According to Lemma A.9 we have that with probability larger than 1 − δ 2 , for all state-actions during the run of the algorithm
For the required upper bound on the Bellman error, we will divide the state-actions to groups.
1. For the first group X km note that none of the previous theorems holds, since these are state-actions with no samples in their sample set. Therefore, we simply use the fact that the Q-functions are all bounded by our definition:
2. For all (s, a) ∈ X ka , k a > 0, we have again from Lemma A.9 that
Where we substitute 2 b = 4k m (σ 2 + σ 2 R ), and use the fact that the fact that k − a ≥ ka 2 . 3. Finally, for state-actions with k samples in the sample set, we can use the assumption k ≥ 2 b /((1 − γ) 2 2 s ) and havê
Now, we know that even though the policy π i is non-stationary, it is comprised of stationary segments. Using the definitions from Lemma A.12, starting from step t for agent i, π i is equal to πQ i sat for at least τ (t) steps. Combining the results from Lemma A.12 with the bounds we have listed above, we have that with a probability larger than 1 − δ, for all time steps and all agents:
We now calculate a bound over the T CE. With a probability larger than 1 − δ we have
Here we used the fact there are at most 1 + log 2 k km SA policy changes for the first term, and substituted the result from lemma A.12 for the second and third term. Continuing
Here we used the fact that the number of possible values for k a is bounded. By bounding the sums in the last equation we get to a simpler expression
We now assume that for a state-action space of realistic size, the denominator is approximately 1 and write
In order to get to a big O notation, we write the various terms in the previous equation explicitly and ignore logarithmic terms. Note that k m is assume to be a logarithm term, and we can assume that k = C 2 b /((1 − γ) 2 2 s ) for some constant C (this does not violate assumption 4.3). Therefore
Using Theorem A.3, the following theorem abandons the concentration bound assumption A.1 over the learner-agent noise terms, and instead assumes the noise to be sub-Gaussian with a bounded mean and bounded parameter. We note that we can actually prove such a theorem for the more general case of noise with a bounded mean and variance. However, in such a case we replace a logarithmic term with a non-logarithmic one which worsens the bound. This is to be expected, as we have less information regarding the tails of a general distribution. 
Proof From the definition of the noise in (3) and from assumption 4.2, we have that b i (s, a) is subgaussian with
. Now given the event that |b i (s, a)| ≤ n i c , we know that |b i (s, a) + m i (s, a)| ≤ n i c + ∆Q i c . Therefore
so that the total equivalent noise n = b + m is of mean 0 and has the right probability bound. Substituting this back in the bound for Theorem A.3 concludes our proof.
Compared to Theorem A.3, Theorem 4.1 requires information about nothing but the first and second moments of the noise, enables a bounded noise term m i (s, a) to be present, and suggests that the sample complexity bound is proportional to a bound on the the sub-Gaussian parameter of the noise, and on the bound on m i (s, a).
Appendix B. Estimation methods proofs and properties
In this section, we provide proofs and further information about the optimal linear estimation theorems from Section 5. The proofs all consist of finding the parameter of the equivalent sub-Gaussian noise resulting from the weighted sum (7), and minimizing it with regard to the estimation weights. For simplicity and without loss of generalization, we will present the proofs for agent N as the receiving agent, and denote σ N
B.1 General additive noise model
Theorem 5.1 Without loss of generality, assume that the agents directly connected to agent i are {1, .., d i } not including agent i itself. Under Assumptions 4.3 and 5.1 with zero quantization noise, at time step t following an update of the Q-function Q, each agent i estimates the Q-function by (7) . Denote
.., 1) T Then Theorem 4.1 holds. The upper bound is minimized for w * = A −1 σ L , w * ii = 1 − d i j=1 w * ji and σ i * c = σ i L w * ii . Proof We know that a linear sum of independent sub-Gaussian random variables is a sub-Gaussian with the sum of their collective parameters. Furthermore, since the weights all sum up to 1, by (3),(2) (7) we can writê with En N (s, a) = 0 and parameter
This means the sample complexity bound of Theorem A.3 holds. Since the term σ c (w) is the only one depending on the weights in the above-mentioned bound, minimizing this term over the weights results in optimizing the sample complexity bound.
Calculating the derivative, we get that
meaning that the original function can be written in the following form
where C is some constant. We can use the Matrix determinant lemma from (Schott and Harville, 2006) (where X is a matrix and u, v are some vectors) det X + uv T = 1 + v T X −1 u det(X) to show that the principle minors of A (which are all of the same form) are all positive, meaning that A is positive definite by Sylvester's criterion. This means that σ c (w) has a single global minimum at
Properties of the optimal solution We list some properties exhibited by the general optimal solution.
• We have that σ c (w) ≥ 0 by definition, and also that σ c (w * ) ≤ σ c (0) = σ 2 L , and therefore 0 ≤ w * N N ≤ 1. This also means that the optimal solution ensures that we get a lower sample complexity compared to the case without communication, where the variance is σ 2 L .
• The optimal solution results in σ * c smaller than the case of a uniform average.
• We can furthermore show that
which is intuitive.
• From the mathematical form of σ c (w), it is easy to deduce that the larger the variance σ 2 A,j is, the smaller the corresponding optimal weight w * jN gets.
• In the case where σ A,j = σ A,l for some j and l, we have from the symmetry property of σ c (w) that w * jN = w * lN .
Let us now also consider two extreme cases and see whether our solution corresponds to intuition.
• In the case where σ A,j σ L for some j ∈ {1, ..., d N }, it is evident from both intuition and the explicit solution that w * jN 1.
• In the case where σ L σ A,j for all j ∈ {1, ..., d N }, we have that
which is a case where all the weights are identical. By intuition and by substituting in the explicit solution, we have that w * jN = 1/(d N + 1) for all j ∈ {1, ..., d N }.
Special examples We exemplify the properties introduced previously over simple cases.
1. First, let us consider the case of three fully-connected agents. By calculating the optimal solution we can learn about the effects difference noise variances have on the solution. We can see in Figure 4 that, as expected, the self optimal weight w *
33
(proportional to σ * c itself) decreases as the inter-agent noise parameters
decrease, meaning that it is beneficial to not only use the less noisy Q-function received from the learner. The optimal weight for the case of no inter-agent noise is w * 33 = 1 3 , but the larger the noise between the agents is, the better it is to rely more on the lessnoisy Q-function. We can also see that the larger the relation 2. In order to describe the dependence of the optimal weights on the number of agents, we examine a case in which there are 2 groups of agents of size N A , the first one contains agents whose noise parameters are all σ 2 A,1 , and the second one with noise parameters all equal to σ 2 A,2 (all the agents are fully connected). This is an extension of the previous case in which N A = 1. Besides these two groups, agent number N on which we are focusing is also present, so there are overall N = 2N A + 1 agents. In Figure 5A , we can see that the more agents there are -the smaller w * 33 becomes, meaning that it is beneficial to rely on more agents. Since we keep σ A,2 = σ L constant in this case, we see that as the ratio
increases, w * 33 increases as well as explained before. In Figure 5B we can see that the ratio does not change, even for a varying number of agents.
B.2 Same parameters additive noise model
We present a special case of equal noise parameters. Theorem 5.2 is a direct consequence of Theorem 5.1. Theorem 5.2 Under the assumptions of Theorem 5.1, let us further assume that all noise terms for a communication channel have the same parameter σ j L = σ L , σ j,i A = σ A for all i and j, and that the graph Γ is d-regular (all vertices have exactly d agents). Then: (1) The optimal weights for agent i are
(2) A uniform weighting of the noisy Q-functions is preferable to using Q i L (the received learner's Q-function) if and only if d + 1 ≥ σ 2 A /σ 2 L .
Proof By substituting ∀i, j : σ j L = σ L , σ j,i A = σ A for the optimal weights of Theorem 5.1, we get
where weights of Q-functions with the same noise parameter all have the same weight from symmetry.
For the second part of the proof, by substituting ∀j ∈ {1, ..., d i } : w ji = 1 d+1 and w ii = 1 d+1 in σ c (w) from the proof of Theorem 5.1, we get Figure 5 : Optimal weights for the fully-connected 2-groups scenario, as a function of the environment noise parameters and the number of agents in a group. We set σ L = σ A,2 = 1 here. A: Optimal weight w * 33 , which is proportional to σ * c , as a function of And we can see that using a uniform average is preferable to using the less noisy Q-function from the learner alone, if and only if σ c 2 ≤ σ 2 L which leads to d + 1 ≥
B.3 Quantization noise model
We now prove Theorem 5.3.
By further assuming identical agents, ∆Q i L = ∆Q j,i L = ∆Q, σ j L = σ j,i A = σ L for all i, j, the optimal weights are
where w * ji = (1 − w * ii )/d, 1 ≤ j ∈ {1, ..., d}, and f = f (N, k, k m , δ, SA) is defined in Theorem 4.1.
Proof Without the loss of generality, we will again prove the theorem for agent N .
First part: We partition the noise in the weighted Q-functionQ N to two terms: We know that a linear sum of independent sub-Gaussian random variables is a sub-Gaussian with the sum of their collective parameters. Therefore, b N (s, a) is a mean 0 sub-Gaussian with some parameter σ 2 c as in Theorem 5.1. Regarding the quantization noise, we have
Therefore, the conditions of Theorem A.3 hold.
Second Part: In the case of equal noise properties, due to the symmetry of the problem, we know that the optimal weights will be such that the Q-function that agent N receives from the learner has some weight w w N N , and the rest have weights of identical values In order to find the optimal weight w * that minimizes the sample complexity bound, define
Where the function f is defined in Theorem A.3. From the sample complexity bound
It is evident that the function g(w) is the only term depending on the weight w, such that minimizing g(w) over w will lead to maximization of the bound. Viewing g(w), we can learn a few properties regarding the optimal solution. Notice that the first term is a parabola-like function with a minimum value at w = 2 d+2 as we have seen in Theorem 5.2, and the second term has a few cases of discontinuous change.
• For w < 2 d+2 we have a sum of two decreasing function, therefore g(w) itself decreases.
• For w > 1, we have a sum of two increasing functions -and therefore g(w) is increasing.
• Therefore, there is a single minimal value of g(w) in the interval w ∈ 2 d+2 , 1 .
By calculating the derivative of f in [0, 1] and finding the value of w for which it vanishes, we have that there is a single solution in this interval, satisfying
Under the condition that f σ L ∆Q ≥ d √ d+2 . Otherwise, there is no minimal value in this interval. Furthermore, we can see that the expression for the solution is decreasing with f , and that substituting f σ L = ∆Q results in the minimal value being w = 1. Therefore, we conclude that:
• For f σ L ≤ ∆Q the optimal solution is w * = 1 (either the minimal value is outside of [0, 1] and thus contradicts our initial assumption, or there is no minimal value at all and g(w) is decreasing in [0, 1]).
• For f σ L ≥ ∆Q, the minimal value of g(w) is achieved at w from (11), which is indeed inside the interval 2 2+d , 1 , and gets closer to 0 as d grows larger.
Appendix C. Computational results
In this section we give more details about the computational results shown in Figure 2 . In this simulation, 4 agents are randomly initiated in an unknown warp-around 5 × 5 grid world, and get a reward of 1 whenever they land on the top-right corner. All other grid locations contain a reward of 0. When an agent reaches the top-right corner, it is re-initiated at a random location in the grid world. Q-functions are noisy with an additive Gaussian noise, under the conditions of Theorem 5.2, and we assume no reward noise. The agents communicate via a fully-connected communication network Γ. The results are shown for 150 parallel experiments, 10 episodes and 50 steps per episode, where at the beginning of an episode -each agent is re-initiated at a random location in the grid world. We calculate the average accumulated reward and standard deviation for an episode per agent, where the average is calculated over parallel experiments and over all agents (continuous lines). We also use a simulated agent that can move greedily in the grid world using the exact non-noisy Q-function (dashed lines). This is done to separate the effects of the noise from those of exploration. In Figure 2 , the learner-agent communication noise variance is fixed at σ 2 L = 0.1, and each one of the figures A,B,C represents a different agent-agent noise variance σ 2 A , in order to show the tradeoff between the σ 2 A /σ 2 L ratio and the estimation weighting scheme. The red lines represent a weight w = 1 for the Q-function received from the learner, meaning there is no averaging. The blue lines represent a uniform averaging w = 0.25, and the black lines represent the optimal weighting scheme suggested by Theorem 5.2. We note that for an algorithm to be able to perform these estimation method, prior knowledge over the noise parameters is needed. Given such knowledge, each agent can decide on its optimal weights before the exploration begins and use them throughout the whole loop. The green line represents the more realistic case where the algorithm has no information about the parameters of the environmental noise, and estimates the variance on the go in order to use it at the optimal weighting scheme of Theorem 5.2. We use an estimation scheme similar to that suggested by (Norwood et al., 1977) , such that for agent î w ii (t) = (σ i LA (t − 1)) 2 (σ i LA (t − 1)) 2 + (σ i L (t − 1)) 2 (σ i L (t)) 2 = (σ i L (t − 1)) 2 + 1 SA−1 s,a Q i L (s, a) − Q(s, a) 2 − (σ i L (t − 1)) 2 t (σ i LA (t)) 2 = (σ i LA (t − 1)) 2 + 1 SA(N −1)−1 s,a,N Q j,i A (s, a) − Q(s, a) 2 − (σ i LA (t − 1)) 2 t (σ i L (t)) 2 represents the estimation of the variance of the learner-agent noise (σ 2 L ) at step t, and (σ i LA (t)) 2 represents the estimation of the agent-agent communication noise variance (σ 2 A + σ 2 L ) at step t, such that the formula forŵ ii (t) is an adaptive version of the optimal weight. The estimation of (σ i L (t)) 2 in each step is done by using a weighted average of the current estimate with the past one. The estimate given the current Q-function is an empiric average over all values in Q i L . (σ i LA (t)) 2 is calculated similarly, but uses all of the N − 1 values in { Q j,i A }. We use a version of Algorithm 1 that accumulates samples for each state-action instead of replacing them with new ones whenever the number of active samples increases. We use a = 10 −7 , b = 0.1, k = 9, k m = 3, γ = 0.98, Q max = Rmax 1−γ and 30 Bellman iterations at most each time we perform them.
MATLAB Code is available at https://github.com/ravehor92/ALT2020-Raveh, and contains the following sub-codes, while the dependencies are shown in Figure 6 .
