In this paper we deal with a fluid-structure interaction problem for a compressible fluid and a rigid structure immersed in a regular bounded domain in dimension 3. The fluid is modelled by the compressible Navier-Stokes system in the barotropic regime with no-slip boundary conditions and the motion of the structure is described by the usual law of balance of linear and angular moment.
Introduction

Statement of problem
We consider a rigid structure immersed in a viscous compressible fluid. At time t, we denote by Ω S (t) the domain occupied by the structure. The structure and the fluid are contained in a fixed bounded domain Ω ⊂ R 3 . We suppose that the boundaries of Ω S (0) and Ω are smooth (C 4 for instance) and that d Ω S (0), ∂Ω > 0.
(
For any t > 0, we denote by Ω F (t) = Ω \ Ω S (t) the region occupied by the fluid. The time evolution of the Eulerian velocity u and the density ρ in the fluid are governed by the compressible Navier-Stokes equations and the continuity equation: ∀t > 0, ∀x ∈ Ω F (t) (ρ t + ∇ · (ρu))(t, x) = 0, (ρu t + ρ(u · ∇)u)(t, x) − ∇ · (2μ (u) + μ (∇ · u) Id)(t, x) + ∇p(t, x) = 0,
where (u) = 1 2 (∇u + ∇u t ) denotes the symmetric part of the gradient. The viscosity coefficients μ and μ are real constants which are supposed to satisfy μ > 0, μ+ μ 0.
We suppose that we are in a barotropic regime where a constitutive law gives the relation between the pressure of the fluid p and the density ρ. Thus, we suppose that p = P (ρ) where P ∈ C ∞ R * + , P (ρ) > 0 and P (ρ) > 0, ∀ρ > 0.
For instance, P (ρ) := ρ γ with γ > 0 is admissible. Concerning the compressible fluids, a local in time result of existence and uniqueness of a smooth solution was proved in [21] . In [18] , the authors proved the existence and uniqueness of a regular solution for small initial data and external forces.
Next, for isentropic fluids (P (ρ) = ρ γ , γ > 0), the global existence of a weak solution for small initial data was proved in [13] (for γ = 1) and in [14] (for γ > 1). Also for an isentropic fluid, the first global result for large data was proved in [15] (see also [16] ) (with γ 9/5 for dimension N = 3 and with γ > N/2 for N 4). Finally, this last result was improved in [9] (see also [11] ) (with γ > N/2 for N 3).
At time t, the motion of the rigid structure is given by the position a(t) ∈ R 3 of the center of mass and by a rotation (orthogonal) matrix Q(t) ∈ M 3×3 (R). Without loss of generality, we can suppose that a(0) = 0 and Q(0) = Id.
At time t, the domain occupied by the structure Ω S (t) is defined by
Ω S (t) = χ S t, Ω S (0) ,
where χ S denotes the flow associated to the motion of the structure:
χ S (t, y) = a(t) + Q(t)y, ∀y ∈ Ω S (0), ∀t > 0.
We notice that, for each t > 0, χ S 
(t, ·) : Ω S (0) → Ω S (t) is invertible and χ S (t, ·) −1 (x) = Q(t) −1 x − a(t) , ∀x ∈ Ω S (t).
Thus, the Eulerian velocity of the structure is given by
(χ S ) t (t, ·) • χ S (t, ·) −1 (x) =ȧ(t) +Q(t)Q(t) −1 x − a(t) , ∀x ∈ Ω S (t).
SinceQ(t)Q(t) −1 is skew-symmetric, for each t > 0, we can represent this matrix by a unique vector ω(t) ∈ R 3 such thatQ (t)Q(t) −1 y = ω(t) ∧ y, ∀y ∈ R 3 .
Reciprocally, if ω belongs to L 2 (0, T ), then there exists a unique matrix Q ∈ H 1 (0, T ) such that Q(0) = Id and which satisfies this formula. Thus, the Eulerian velocity u S of the structure is given by
u S (t, x) =ȧ(t) + ω(t) ∧ x − a(t) , ∀x ∈ Ω S (t).
For the equations of the structure, we denote by m > 0 the mass of the rigid structure and J (t) ∈ M 3×3 (R) its tensor of inertia at time t. This tensor is given by 
J (t)b ·b =
where ρ 0,S > 0 is the initial density of the structure. One can prove that
where C J is independent of t > 0. The equations of the structure motion are given by the balance of linear and angular momentum. We have, for all t ∈ (0, T )
In these equations, n is the outward unit normal to ∂Ω S (t). On the boundary of the fluid, the Eulerian velocity has to satisfy a no-slip boundary condition. Therefore, we have, for all t > 0
u(t, x) = 0, ∀x ∈ ∂Ω, u(t, x) =ȧ(t) + ω(t) ∧ x − a(t) , ∀x ∈ ∂Ω S (t).
The system is completed by the following initial conditions: 
which satisfy a 0 , ω 0 ∈ R 3 , ρ 0 , u 0 ∈ H 3 Ω F (0) , ρ 0 (x) > 0, ∀x ∈ Ω F (0).
Since we will deal with smooth solutions, we will also need some compatibility conditions to be satisfied:
and
These two conditions are formally obtained by differentiating system (12) with respect to time and taking t = 0. To do this, we consider the second equation of (12) on a fix domain by setting x = χ S (t, y), with y ∈ ∂Ω S (0). Let us now recall some of the most relevant results in problems of fluid-structure interaction. In the below lines, when we refer to a global result, we mean before collision (in the case of a rigid solid) or before interpenetration of the structure (in the case of an elastic solid).
• Incompressible fluids: As long as rigid solids are concerned, a local result was proved in [12] , while the existence of global weak solutions is proved in [5] and [7] (with variable density) and [19] (2D, with variable density); in this last paper, the existence of a solution is proved even beyond collisions. Later, the existence and uniqueness of strong global solutions in 2D was proved in [20] as well as the local in time existence and uniqueness of strong solutions in 3D.
When talking about elastic solids, a first existence result of weak solution was proved in [8] , when the elastic deformation is given by a finite sum of modes. A local existence result of a strong solution for an elastic plate was proved in [1] (2D). The local existence of a strong solution is proved in [6] . In [4] and [3] (with variable density), the authors proved the global existence of a weak solution.
• Compressible fluids: Concerning rigid solids, the global existence of a weak solution was proved in [7] for γ 2 and in [10] for γ > N/2. For elastic solids, in [2] the author proved the global existence of a weak solution in 3D for γ > 3/2.
In this paper, we will prove the existence and uniqueness of smooth global solutions for small initial data (Theorem 3). We can also prove the same result for initial data close to a stationary solution (ρ, u, a, ω) = (ρ e , 0, 0, 0) and for special right-hand sides (see Remark 6 for more details).
We give a lemma which allows to extend the flow χ S by a flow χ defined on the global domain Ω.
is the rotation matrix associated to ω. We consider the associated flow χ S , the Eulerian velocity u S and the domain defined by (6) to (8) . We suppose that there exists α > 0 such that
Then, we can extend the flow χ S by a flow χ ∈ H 3 (0, T ; C ∞ (Ω)) such that
• χ(t, y) = a(t) + Q(t)y for every y such that dist(y, ∂Ω S (0)) < α/4 and every t ∈ (0, T ).
• χ(t, y) = y for every y such that dist(y, ∂Ω) < α/4 and for every t ∈ (0, T ).
• For p ∈ N there exists a constant C 1 > 0 just depending on p and Ω such that
Proof. We consider a cut-off function which satisfies
Let define the Eulerian velocity in the whole (0, T ) × Ω by
Next, we can define the flow χ associated to v. For all y ∈ Ω, χ(·, y) is defined on (0, T ) as the solution of the ordinary differential equation
In {y: dist(y, ∂Ω) < α/4}, since v = 0, we have according to the uniqueness of the flow that χ(t, y) = y. Analogously, if we take a point in the set {y: dist(y, ∂Ω S (0)) < α/4}, χ(t, y) = χ s (t, y) = a(t) + Q(t)y. The last point comes from (19) , (20) and (21) . 2
We define now a flow which transforms the moving domains into the initial one:
Corollary 2. Under the same hypotheses as in the previous lemma, one can define an inverse flow ψ extending
to the whole domain Ω and which satisfies:
• ψ(t, x) = x, ∀x ∈ ∂Ω, ∀t ∈ (0, T ).
• The velocity w := ψ t associated to ψ belongs to H 2 (0, T ; C ∞ (Ω)) and satisfies
• For p ∈ N there exists a constant C 2 > 0 just depending on p and Ω such that
Main result
Let us now introduce some notation which we will employ all along the paper. Let h ∈ (0, +∞] and 2 be given. First we define
Then, for r, p 0 natural numbers, we introduce
ds < +∞ , with associated norms given by the definition. On the other hand, we define
with associated norms given by (H p ) . In the sequel, we will always use the second notation.
The main goal of our paper is to prove the following theorem: 
The proof of Theorem 3 is divided in two steps: first, a local existence result and next a priori estimates for the system. A suitable combination of both will yield the desired global result.
Thus, we first formulate a local existence and uniqueness result for small initial data.
Proposition 7. Let (1) be satisfied and let h 0:
• For h > 0, we suppose that (2) , (11), (12) 
We present now the a priori estimates: Proposition 8. We suppose that there exists T > 0 such that the problem (2), (11) , (12) and (13) admits a so-
These two propositions will be proved in the next sections. They allow to prove Theorem 3 in the following way:
Proof of Theorem 3. We will apply iteratively Propositions 7 and 8. We suppose that
According to Proposition 7 for h = 0, one can define
, we can apply again Proposition 7. Our solution can be extended on (τ, 2τ ) and
This allows to repeat this process and obtain the existence of a regular solution as long as (17) is satisfied. 2 Now, we state a result which will be useful in our analysis:
Consequently, if u |∂Ω = 0, we have that
for C > 0 independent of t.
Proof. All along this proof, C will stand for a positive constant independent of t. For the first inequality, we use that
where C only depends on the size of Ω F (t) ⊂ Ω. We apply this inequality for v := ∇u and so we deduce that ∇u ∈ L 2 (Ω F (t)) and
Then, inequality (28) readily follows. In order to prove (29) we observe that, thanks to u |∂Ω = 0, we have that
Here, C depends on the regularity of Ω F (t) (which is that of Ω F (0)) and the size of Ω. 2
A local existence result: proof of Proposition 7
This section is devoted to the proof of Proposition 7. We only consider the case h = 0; the case h > 0 follows directly from the arguments below.
Statement of the problem in a fixed domain
The system of equations can be written on the reference domains Ω S (0) and Ω F (0) with the help of the flow defined by Lemma 1. We consider (ρ, u, a, ω) which satisfies the system (2)-(11)-(12) with the hypothesis (3)-(4). We suppose that (17) is satisfied for some α > 0 and that the functions ρ, u, a and ω are regular enough. Let us define the functionsũ,ρ andp on
We have the following formulas,
Thus we get, for the first equation of system (2),
Next, the second equation of (2) 
In this equation and in what follows, we implicitly sum over repeated indexes. Eqs. (11) become:
where we have denoted A −t = (A t ) −1 At last, the boundary conditions (12) become
We denote (m, J, μ, μ ) instead of (m/ρ, J /ρ, μ/ρ, μ /ρ) and we rewrite the resulting system as follows:
Here, we have used (64). Observe that the functions g i are (at least) quadratic functions of the quantitiesρ,ũ,
Definition of the fixed point mapping
Let 0 <R < 1 and 0 < s < 1 be small enough. We define the spaceỸ ((0, s);R):
is given by the corresponding norm. In this definition, Q is the rotation matrix associated to ω.
Remark 10. The definition of the spaceỸ ((0, s);R) coincides with
This comes from the identities, for all (t, y)
∇ũ(t, y) = ∇u(t, x)∇χ(t, y).
In order to prove Proposition 7, we will perform a fixed point argument in the spaceỸ ((0, s);R). Indeed, we consider the mapping
Here,û =û F +χ t andĴ is defined by (9) where we replace Q byQ.
Thanks to Remark 10, if we prove the existence of a fixed point of Λ, the proof of Proposition 7 will be achieved.
Λ is well defined
Let (ρ,û,â,ω) be given inỸ ((0, s);R). Our goal is to prove that the solution of (40) (ρ,ũ, a, ω) belongs tõ Y ((0, s);R). In order to prove this, we will establish some estimates forρ regarded as the solution of a transport equation (with right-hand side g 0 −ρ(∇ ·ũ)) and forũ as solution of a heat equation (with right-hand side g 1 − p 0 ∇ρ).
In the sequel, we will use the following estimates, coming from Lemma 1:
CR.
TakingR > 0 small enough, we can suppose that |ρ| <ρ/2 and so every single term of the expression of g 1 (see (37)) makes sense. Then, one can prove that
Estimates forρ. Using standard arguments (observe thatû −χ t has null trace), we can prove using (41) that
Moreover, using the equation ofρ and (42), we obtain
Combining both, we deducẽ
Estimates forũ, a and ω. In the rest of this subsection, we denote
• First, we multiply the equation ofũ byũ, we integrate on V r for all r ∈ (0, s) and we integrate by parts. Taking the supremum in r, this gives 1 2 sup
Here, we have used thatĴ is coercive (see 10) and satisfies Ĵ L ∞ t C. Thus, using Lemma 9, estimate (43) onρ and (41), we deduce that there exists C > 0 such that
• Let us multiply the equation ofũ byũ t . Arguing as before, this yields
Using the boundary condition ofũ on ∂Ω S (0), we obtain the following for the boundary term:
For the two first terms we use the equations of a and ω in (40). This produces the norms ä 2
For the third term, we have
, (41) and (43), we obtain from (46)
Now, we regard the equation ofũ as a stationary system:
The solution of this system belongs to H 2 and we have
Taking here the L 2 s norm and using (45) to estimate
(recall that R > 0 is small enough).
• If we differentiate with respect to time the system satisfied by (ũ, a, ω), we obtain
Let us multiply the first equation byũ t and integrate in space and in time as before. Doing similar computations to those of the previous case, we obtain
The last term can be bounded byR 2Ñ 2 0,s (0,ũ, 0, 0). Using (41), (43) and (49), this implies that
• Next, if we multiply the first equation of (50) byũ tt , we obtain that
Thus, we deduce
Then, proceeding as before and using (51), (49) and (43), we obtain that there exists C such that
According to the elliptic equation satisfied byũ t (see (48)), we have
At last, if we consider system (48) satisfied byũ, since the right-hand side (53)- (54)) and the boundary condition is estimated in
Thus, we deduce that
Using thatÑ 0,s (0,ũ, 0, 0) Ñ 0,s (ρ,ũ, a, ω) and since s andR are sufficiently small, we havẽ
Combining with (43) and taking into account thatũ F =ũ − χ t , we finally get
This allows to assert that, ifÑ 0,0 (ρ,ũ, a, ω) satisfies 
Fixed point argument
Let us fixR such that (55) is satisfied. We will prove that Λ is a continuous mapping in Y ((0, s);R) for the norm · defined by
Once this is done, we apply the Schauder's fixed point theorem (see, for instance, [23] ) and we obtain the existence of a fixed point of Λ which solves system (35); then, using the inverse of the flow χ , we obtain a solution of our original system (61), which satisfies the properties of Proposition 7. In order to prove the continuity, let us consider (ρ k ,û F,k ,â k ,ω k ) a sequence converging for the previous norm to some element (ρ,û F ,â,ω) of Y ((0, s);R). We define F , a, ω) .
Estimates for R k . The equation fulfilled by R k is the following one:
We directly get that Ω F (0) )) . Now, we use the expression of g 0 (see (36)) and we deduce
Estimates for (U k , A k , Ω k ). We have the equation:
We multiply the equation of U k by U k,t , we integrate in (0, r) × Ω F (0) and we take the supremum of r ∈ (0, s).
Arguing as for the proof of (47) and using
Thus,
Observe that, for the right-hand side terms, we have the following estimates:
Combining the estimates of j,k (1 j 4) with (59), we get
To conclude, we plug this inequality into (57) and use that R k L 2
Thanks to the estimate 
Finally, using Gronwall's Lemma we deduce thatρ 1 =ρ 2 ,ũ 1 =ũ 2 , a 1 = a 2 and ω 1 = ω 2 .
A priori estimates: proof of Proposition 8
The proof of this result is inspired by the works [17] and [18] , where the authors dealt with the compressible Navier-Stokes equations.
Let us define p 0 by
whereρ is the mean-value of ρ 0 (see (26)) Now, we define ρ * (t, x) := ρ(t, x) −ρ, we change m/ρ into m, J /ρ into J , μ/ρ into μ and μ /ρ into μ and we find that the system of Eqs. (2), (11), (12) and (13) can be written as follows:
where
For the integrals in the expressions of f 2 and f 3 , we use that
and so f 2 and f 3 − (J ω) ∧ ω are quadratic terms of ρ * . For the sake of simplicity, in this paragraph we will denote our solution by (ρ, u, a, ω) instead of (ρ * , u, a, ω).
In the following lines, we will give several lemmas where we will present a priori estimates of different nature:
• An estimate of the solid motion in terms of the fluid velocity (Lemma 11).
• Global estimates associated to an elliptic operator (Lemma 12) and energy-type estimates associated to the compressible Stokes system (Lemmas 13 and 14).
• Interior estimates for the compressible Stokes system (Lemma 15).
• Estimates close to the boundary ∂Ω F (0). First, we will estimate the tangential derivatives (Lemma 16) and then the normal ones (Lemma 17).
• Global estimates for the Stokes operator (Lemma 18). In the above lines, the term 'Global' refers to estimates on the whole domain Ω F (t).
All this will be proved under the hypothesis that (ρ, u, a, ω) ∈ X(0, T ).
The conclusion of all these lemmas will be the following inequality:
(recall that N 0,T (ρ, u, a, ω) was defined in (27)). Next, using the equations of u, ρ, a and ω, we see that
Then, from the expression of f i (0 i 3), we have
Finally, using the assumption N 0,T (ρ, u, a, ω) δ 1 with δ 1 small enough, we conclude the proof of Proposition 8. Consequently, from now on we concentrate in the proof of inequality (65).
Technical results
All along the proof of these lemmas and for the sake of simplicity we will adopt the notation
Furthermore, C will stand for generic positive constants which do not depend on t but which may depend on Ω S (0), Ω F (0) and Ω.
The first result is the following one:
Lemma 11. There exists a positive constant C > 0 such that
Proof. The value of the velocity vector field on the boundary of the solid is given by (see (61))
u(t, x) =ȧ(t) + ω(t) ∧ x − a(t) = u S (t, x), t ∈ (0, T ), x ∈ ∂Ω S (t).
Taking the scalar product of this by (x − a(t)) and taking the square, we have
(t) , t ∈ (0, T ), x ∈ ∂Ω S (t).
Then,
First, we observe that |y| dist(0, ∂Ω S (0)). Thanks to the fact that ∂Ω S (0) is a regular closed curve, we have that for any b ∈ R 3
Using this in (68), we have (66) for ȧ L 2
T
. Finally, from (67) and similar arguments, we also deduce this inequality for ω L 2
T . 2
The next result concerns a classical elliptic estimate for u:
Lemma 13. Let k = 0, 1. Then, for every δ > 0, there exists a constant C > 0 such that
Proof. 1) k = 0. We multiply the equation of ρ by p 0 ρ/ρ and the equation of u by u. Integrating in Z s for s ∈ (0, T ) and adding up both expressions, we obtain:
Here, we have put together the integrals coming from the third term in the equation of ρ and the third term in the expression of σ (u, ρ) (see (62)) and we have integrated by parts. We have also used the fact that according to the definition (9) of J , we have (J ω) · ω = 0. Thanks to Lemma 9, we get the L 2 T (H 1 ) norm of u in the left-hand side of (71). Moreover, we can estimate the nonlinear term in (71) in the following way:
The definition of N(0, T ) was given in (27). Thus, we deduce (70) for k = 0 2) k = 1. First, we differentiate (61) with respect to t and we find:
with
Recall that u S (t, x) =ȧ(t) + ω(t) ∧ x − a(t)
is the velocity of the solid. Now, we multiply the equation of ρ t by (p 0 /ρ)ρ t and the equation of u t by u t . Let us see that the boundary terms provide estimates forω andä and the remaining terms are bounded by C (N 3 (0, T ) + N 4 (0, T ) ) and the data:
In order to develop the third term in the right-hand side of this identity, we use thaṫ
Observe that we have
Now, we integrate between t = 0 and t = s in (74) and we use that J is a definite positive matrix (see (10)). We find
for δ > 0 small enough. Thanks to the estimate
we have that the last term in identity (73) is bounded by N 3 (0, T ). For the term in G 0 we act as follows:
, for δ > 0 small enough. The same can be done for the term in G 1 .
Similarly as before, we find 1 2 sup
for δ > 0 small enough. In order to prove this last inequality, we have used that
Thus, we deduce (70) for k = 1. 2 Lemma 14. Let k = 0, 1. Then, there exists a constant C > 0 such that
Proof. 1) k = 0. We multiply the equation of ρ by ρ t and the equation of u by u t . Integrating in Z s for s ∈ (0, T ) and adding up both expressions, we obtain:
for δ > 0 small enough. Using the fifth equation in (72), the boundary term in (77) yields
The last integral in the left-hand side of (77) can be estimated as follows:
Taking the supremum in s in (77), one can readily deduce (76) for k = 0.
2) k = 1. As in the proof of Lemma 13, we consider system (72). Let us multiply the equation of ρ t by ρ tt and the equation of u t by u tt . This provides:
for δ > 0 small enough. Let us now compute the boundary terms. On Σ T , we have:
In order to develop the third term in the right-hand side of (80) we use thaẗ
Now, we integrate between t = 0 and t = s in (81); we find
where C J is such that (10) is satisfied. The last term in the right-hand side of (80) is also bounded by
Finally, the last term in the left-hand side of (79) is estimated as the corresponding term in the previous case (see (78) ). Taking the supremum in s in (79), we conclude inequality (76) for k = 1. 2
Interior estimates. Before giving the results, we introduce the total time derivative of ρ:
where ψ is the flow (extending χ −1 S ) defined in Corollary 2.
Proof. In this proof, we denote by D all possible derivatives in x of order . We divide the proof in two steps:
• First, we apply the operator ζ 2 0 ∂ x j D k−1 to the equation of ρ, we multiply it by ∂ x j D k−1 ρ, we sum up in j = 1, 2, 3 and we integrate in Z s :
The first term of this expression coincides with
Here, we have used the fact that ζ 0 is compactly supported, so
Thanks to (22), we have that the second integral in (86) is estimated by CN 3 (0, T ).
As long as the nonlinear term in (85) is concerned, using (87) we have
Putting all this together with (85), we find
with δ > 0 small enough. Next, we apply the operatorρ 2μ+μ ζ 2 0 D k−1 to the j -th equation of u, we multiply it by ∂ x j D k−1 ρ, we sum up in j = 1, 2, 3 and we integrate in Z s :
We integrate by parts in t in the term concerning u t :
The first term in the right-hand side is zero thanks to (87) while the second one can be estimated by CN 3 (0, T ) due to (22) . As long as the third term is concerned, we use the equation of ρ in (61); arguing as in (88), we obtain
As long as the elliptic term −2μ∇ · ( (u)) − μ ∇ · ((∇ · u) Id) is concerned, we rewrite it as
and we integrate by parts twice (with respect to x) in the Laplacian term. Observe that there is no boundary term when we integrate in x since ζ 0 has a compact support. Then, from (90) we deduce that
This, together with (89) and taking the supremum in s, yields
• Let us now apply the operator (p 0 /ρ)ζ 2 0 D k to the equation of ρ, we multiply it by D k ρ and we integrate in Z s :
Similarly as before (using (22) and (87)), this gives
Next, we apply the operator ζ 2 0 D k to the j -th equation of u, we multiply it by D k u j , we sum up in j = 1, 2, 3 and we integrate in Z s :
We integrate by parts in x in the second and third terms of the last integral. We deduce that
for δ > 0 small enough. This, together with (92), yields
Combining this with (91) we obtain the conclusion (84). 2
Boundary estimates. Let us now do some estimates close to the boundary. For this, we consider a finite covering
Then, we define the mapping
Recall that the flow χ was defined in Lemma 1.
Furthermore, we perform the change of variables
In what follows, we will establish some estimates of u and ρ in Ω F (t) ∩Õ i for each 1 i K (see Lemmas 16, 17 and 18 below) . For the sake of simplicity, we drop the index i from now on. In the new variables, we define
Observe that e 1 · e 2 = ∂ φ 1 θ · ∂ φ 2 θ |∂ φ 2 θ| = 0, e 1 ·ñ = ∂ φ 1 θ · n = 0 and e 2 ·ñ = ∂ φ 2 θ |∂ φ 2 θ| · n = 0 and so we can write
). Let us compute the Jacobian of this change of variables:
that is to say,
Inversely, we have
whereJ := (1 + αr)(β r + |∂ φ 2θ |) − α βr 2 is the Jacobian. Consequently, we have
where 
where P 1 (D) is a first order differential operator in the x variables. In order to obtain this last equation, observe that we have used that
and then we have rewritten this in the new variables. In the new variables dρ dt , which is given by the two first lines in (99), satisfies
where x(t, φ, r) is given by (94).
where ψ is the flow (extending χ −1 S ) defined in Corollary 2. We will also drop here the index i. We first estimate the tangential derivatives: 
Proof. 
We recall now that (see (97))
). Then, we notice that
(the same can be done for D r ∇ x h). Using this expression, we have the following for the nonlinear term:
As long as the time derivative is concerned, we get
Observe that the last terms in the first and second lines can be estimated by N 3 (0, T ) and that the first term in the second line simplifies with the first term in the right-hand side of (105). Combining with (103), this implies that
Then, we apply the operator ζ 2 1 D k φ to the j th equation of u in (61), multiply it by D k φ u j and sum up in j :
Observe that, since ζ 1 has compact support, we have
Integrating by parts on the x variable, we deduce:
where we have used that |D φ u| C|ω| for all | | 1.
Let us take h = ζ 2 1 D k φ u j in (104). For each term of the sum, we have
This implies that
Analogously, we can prove that
So, from (108)-(112), we have for the second term in (107):
The same can also be done for the third term in (107):
Eqs. (113) and (114) provide the estimate of
in (102).
Then, using the same arguments, one can prove that 
Recall that the third line in this expression corresponds to −u t (t, x) ·ñ. 2
Lemma 17. For 0 k + 2, we have
Proof. We take the operator D k φ D r in Eq. (116), multiply this by ζ 1 and square the whole expression. Using the definition (98) and (101), the left-hand side term is 
As long as the first term is concerned, we use (96) and the fact that 
Proof. We regard the equation of the fluid in (61) as a stationary Stokes system for each s ∈ (0, T ):
on O i ∩ ∂Ω F (t).
Recall that 
Combination of lemmas and conclusion
In this paragraph we will gather all the technical results previously stated and conclude the proof of Proposition 8.
1)
We apply Lemma 13 for k = 0:
