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4 ?B?5 ??42 鼎r?0 田"?8 
N-ち+u ??× ?ｲ????○ ?ｲ???ｲ?
a-b+i ?ｲ????○ ??○ ??× ?ｲ?
0-ら+u ?ｲ???ｲ???ｲ???ｲ???ｲ?
a-b+o ??× ?ｲ?~ ?ｲ?~ ??× ?ｲ?
e-b+a ??○ ?ｲ?~ ?ｲ????○ ?ｲ?
e-b+e ?ｲ????○ ??○ ??× ??
e-b+i ?ｲ????○ ?(?????× ??
e-b+o ??○ ?ｲ?~ ?ｲ?~ ??× ??
i-b+a ?ｲ???ｲ????○ ?ｲ???ｲ?
トb+e ?ｲ????○ ??○ ??× ?ｲ?
u-b+u ?ｲ???ｲ???ｲ???ｲ???ｲ?
トb+i ?ｲ????○ ??○ ??× ?ｲ?
トb+o ??○ ?ｲ?~ ?ｲ????○ ?ｲ?
ド-b+a ??○ ?ｲ?~ ??○ ??○ ?ｲ?

















































































































































































































































a(i - 1,i) + Wd(li,m3･)
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3･1実験結果(close)一音声データ(A)‥.. ‥ ‥ ‥.
3･2　実験結果(open)一音声データ(A)‥ ‥ ‥ ‥. ‥






























































































































































































































































































分琴 刮ｹ素 亢ﾈﾘb??l 

















子音 儺??/m/ 挽?}行の子音 
/n/ 披?i行の子音 
旬/ 弔?@音性の/g/ 
















分類 刮ｹ素 亢ﾈﾘb??l 







半母音 ?j/ ?r?ыsにおける半母音 /W/ 瓶?盾ﾉおける半母音 
/W/ 辻?O来語の/W/､ウイ.クエ.ウオ 
子音 儺??/m/ 挽?}行の子音 
/a/ ?r?i行の子音 
/9/ 弔?@音性の/g/ 






































































FL L　　　. _ .　(llFL)
h2-hl+1rohl　　'ーBh2J ■　h2-hl+1LーJhl
































e3 ■-(句b3) , (pbb4)
辛 e4+(句b4) , (a4b5)
C5く-(qb5) , (a5b6)








































































































































































































































平均歪み 程"?2.42 ???2.42 /d/ ???2.31 ??b?
/g/ ?縱b?.72 ?繝?
学習前 認識率(%) ?ﾆ?R?8.0 都ゅ2?8.3 
Open 田ゅ"?0.3 田ゅ"?
学習後 認識率(%) ?ﾆ?R?00.0 ????100.0 
Open 都r繧?9.0 都R??
表2.4:クラスタリング法についての実験一音声データ(B)
平均歪み 程"?2.38 ??r?.36 /d/ ?經"?.42 ?紊b?
/g/ ?緜?2.53 ?縱r?
学習前 認識率(%) ?ﾆ?R?4.6 塔b??7.4 
Open 塔B綯?4.2 塔r絣?














































































･認識対象は14子音( /m/, /n/, /g/, /b/, /d/, /g/, /r/, /Z/, /h/, /S/, /C/,


























































































































































R(n(1),n(2), - ,n(K)) - Rn(1) O Rn(2) ◎ - O Rn(K)　(3.2)
で表すことができる｡この2つのパタンのDPマッチングによる距離を
D(A,R(n(1),n(2), ･ ･ ･ ,n(K)))(3.3
で表せば.問題は





D(C, m) - mninlD(A(2, m), Rn)]
人■























dist(i, i) - mcin distc(i,i)
class(i,i) - argmindistc(i, i)
C
end
Disi(i) - minlDist(i - 1) + diet(i,i)】
I
Bp(i) - argpinlDist(i - 1) + disi(i,i)】
I


































D(j) = milnlD(i-1) +d(iJ')]






















































ci&S(i', j') - argmin d7Eic(iI, j')
C
end
Dist(j′) - miinlDist(i/ - 1) + dTift(i/, j')]
Bp(j') - argminlDist(i'- 1) + d7Et(i',j')】
il








































































logP(al,a2,･･･,ai;i)である｡式(3･12)と(3113)には､ 9(i,i) -Q(i,i)､ a(i,i) -




Q(i - 2,i - 1) +logP(ai_llj) +logP(ailj)
+ log PDPl(i)
Q(i - 1,i - 1) +logP(ailj) +logPDP2(i)

















































prb(jl) - max[prb(i'- 1) + p7Tb(i',j') + logPLng(class(i',j'),j'- i'+ 1)
il
十logPcnt(C忘S(i',i/), Class(i′ - 1))】
Bp(j') - argmax【Prb(i'- 1) + pTb(i',i/) + logPln9(class(i',j'),j'- i'+ 1)
i1
46
+ log Pcnt(ci&S(il,j'), Class(iI - 1))】
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辛 包含文書数 文章数総計 平均文章数










内 部 所 見 ?ｨﾖ?､ｨﾉ?頭蓋 涛B?86 途??
脂 涛B?23 途緜?

























D(X,Y) - msin(pI Subs+q･ inss +r･ dels)(2.1)















･ D(si,gj) - ming∈Gl(D(S(i-1),9)) + d(si,gj)
脱落を考慮する場合は,delsを脱落数として下のとおりである･
･ GN:状態93にN遷移以内で到達できる状態の群
･ D(si,gj) - ming∈GN(D(S(i-1),9) + dels) + d(si,9')
同様に,挿入の場合はinssを挿入数として下のとおりである.
● SN: S(i-1),S(i-2),･･･,S(i-N) i-N≧1
14
･ Gl:状態93･に1遷移で到達できる状態の群













































状態数 ??r?796 ?s??685 ?cs2?673 
遷移数 ?s??628 ?S??471 ?Cc?2461 
16
表2･3: ｢肝臓｣章における脱落,挿入数と状態数,遷移数の関係(
状態数 鉄??98 鼎sr?77 鼎sR?75 
























p外 部 所 見 刳T観 ?澱?222 ?ss?1.46 
頭部 鼎C2?705 ?S??.47 
顔面 都??354 田cC?1.53 
頚部.項部 ?c?1304 ?s??.30 
胸腹部 鉄#B?261 ?#Cr?.44 
背部 鼎S?1873 ?c32?.41 
上肢 鉄cR?249 鼎sc?1.47 
下肢 鉄sR?110 鼎SS?1.46 
外陰部 ???63 田3?1.36 
旺門 鉄?68 涛?1.46 
内 部 所 見 ?ｨﾖ?､ｨﾉ?頭蓋 鼎#2?600 ?#??.39 
脂 ?3?974 ?33B?.37 
演 胸 膜 開 檎 仆兒?xｷ??兒??509 ???3032 ???
頚部器官 ??290 ? b?.42 
心嚢 ???96 ???.45 
心臓 ?ヲ?05 ?3??.46 
胸部大動脈 鉄2?4 ???.29 
肺臓 ?唐?05 ?3??.46 
腹部大動脈 田" 09 ?C 1.37 
副腎 鼎B?9 涛2?.37 
腎臓 ?C2?18 鼎sR?.50 
牌臓 涛?124 ???.48 
膵臓 塔b?51 ???.44 
肝臓 ?3R?77 田sb?.42 
胃 ?3?499 都#R?.46 
腸管 ?cR?53 田??.53 
勝朕 田?86 ?#?1.52 

















































































































































































外 部 所 見 刳T観 ?##"?778 ??rンB?1424 
頭部 ?s??504 ?Cビ?3??067 
顔面 鼎3SB?648 ?s??3b?5356 
頚部.項部 ?3??700 ?#3ｃS"?1566 
胸腹部 ?#c?3247 ????B?2784 
背部 ?ピ2?633 ?s????2295 
上肢 ?#C?4761 ?ャB?#ｒ?023 
下肢 ???4550 ?sCr???3821 
外陰部 鼎c2?30 鼎#"?鋳?48 
肛門 田?98 鉄茶R?80 
内 部 所 見 ?ｨﾖ?､ｨﾉ?頭蓋 ?c??215 ?Cc2ャｒ?940 
脳 涛sB?334 涛?イ??182 
演 胸 膜 開 検 仆兒?xｷ??兒??2188 ??"?726(129) ?3Sr?
頚部器官 #? 826 ????1566 
心裏 ?澱?83 ?sB???37 
心臓 涛??316 田S"イR?917 
胸部大動脈 塔B?07 塔?B?99 
肺臓 涛??316 都途ツｒ?102 
腹部大動脈 ? 48 涛茶r 128 
副腎 田?93 田b??87 
腎臓 ???75 ?s?#ｒ?77 
肺臓 ?#B?82 ??モ?150 
勝臓 ?S?216 ?3rビ?186 
肝臓 鼎sr?76 鼎#B?B?562 
冒 鼎湯?25 鼎3R?2?595 
腸管 鼎S2?91 ???鋳?46 
勝朕 塔b?29 田茶ｒ?4 
内性器 ???43 ?cｃ??215 
29
表3.2:状態の共有化による平均分岐数とCoverageの変化
辛 剩T4xuId?做9?ﾎ2?平均分岐数 ??W&?R ｽ均分岐数 ?W&?R?
外 部 所 見 刳T観 ?紊b?7.1% ?繝R?7.9% 
頭部 ?紊r?0.9% ?繝r?0.9% 
顔面 ?經2?3.4% ???45.1% 
頚部.項部. ?? 29.9% ?紊?29.9% 
胸腹部 ?紊B?3.0% ?緜?33.0% 
背部 ?紊?20.5% ?縱?20.5% 
上肢 ?紊r?2.2% ?繝B?3.2% 
下肢 ?紊b?6.7% ?縱r?6.7% 
外陰部 ??b?4.7% ?紊?64.7% 
肛門 ?紊b?3.8% ?緜"?3.8% 
内 部 所 見 ?ｨﾖ?､ｨﾉ?頭蓋 ???67.5% ?經b?7.8% 
脂 ??r?7.2% ?紊?77.9% 
演 胸 膜 開 検 仆兒?xｷ??兒??1.39 鉄ゅ３?.76 鉄偵RR?
頚部器官 紊" 7.4% ?緜?68.2% 
心嚢 ?紊R?1.4% ?緜b?3.4% 
心臓 ?紊?82.5% ?繝b?2.6% 
胸部大動脈 ???88.0% ??R?8.0% 
肺臓 ?紊b?5.6% ?繝2?6.6% 
腹部大動脈 ??r 3.4% ?紊?83.4% 
副腎 ??r?1.3% ?紊2?2.3% 
腎臓 ?經?83.6% ?縱R?4.9% 
肺臓 ?紊?85.5% ?縱"?7.1% 
肺臓 ?紊B?1.9% ?經b?1.9% 
肝臓 ?紊"?6.6% ?緜?87.5% 
胃 ?紊b?0.6% ?緜?60.6% 
腸管 ?經2?0.4% ??R?1.6% 
膜耽 ?經"?2.7% ??R?5.4% 








































































































































音素k  a    N   z  o    u
ト+ll J　… J昌.H.十一｣
一･.■Y.･.･.一し一一yl一一一一一Y.･.･一}｣一一Y一一一一rrJ





















































































外 部 所 見 刳T観 ?澱?047(94) 鉄b? 
頭部 鼎C2?487(130) ?"? 
顔面 都??710(336) ?3?- 
頭部.項部 ?c?1238(52) ??-
胸腹部 鉄#B?031(144) ?B? 
背部 鼎S?1704(111) ?B? 
上肢 鉄cR?884(228) 鉄"? 
下肢 鉄sR?747(214) 鼎"? 
外陰部 ???22(29) ?b?.0% 
旺門 鉄?59(5) 唐?7.5% 
内 部 所 見 ?ｨﾖ?､ｨﾉ?頭蓋 鼎#2?463(88) 鼎?- 
脳 ?3?901(40) 都"? 
顔 胸 膜 開 検 仆兒?xｷ??兒??509 ?s#b?#鋳?2 辻?
頚部器官 ??160(91) 田B?
心裏 ???74(10) ??43.3% 
心臓 ?ヲ?52(45) 塔?0.0% 
胸部大動脈 鉄2?0(4) 唐?.0% 
肺臓 ?唐?97(68) 鉄B? 
腹部大動脈 田" 9(7) b?3.8% 
副腎 鼎B?6(3) ?b?.0% 
腎臓 ?C2?71(28) ??52.6% 
肺臓 涛?109(8) ?"?9.4% 
揮臓 塔b?37(7) ??10.0% 
肝臓 ?3R?24(34) 鉄?24.1% 
胃 ?3?435(33) ?B?6.7% 
腸管 ?cR?83(39) ?"?8.1% 
膜朕 田?69(8) ?b?5.0% 





認識系列: mNBEⅣⅣ NO ROU,SYUTSU ⅣASI
章番号: 14文番号:99　×
正解系列:内に淡黄褐色薬液が少許あり
認識系列: HIDAR工GAWA ⅣI SEKIXAQSYOKU SYOUEKZ GA SYOURYOU ARI
_.章番号:14文番号:loo°
正解系列:内膜の血管充盈は中等
認識系列: ⅣAIMAXU ⅣO KEqKANN JUUEI WA CHUUTOU











認識系列: HZDARI YAKU NANASEⅣN GURAm MIGt YAXU ⅣAⅣASENN GURAJ4U
章番号: 19文番号: 129　×
正解系列:皮質･髄質の厚さ尋常､出血等の異常なし










認識系列: HIMAXU tIAXURI YOUI KETSURYOU CHUUTOU
章番号: 20文番号: 1340
正解系列:腎孟粘膜の血管充盈中等












認識系列: KOUDO WA YAWA RA KAXU KETSURYOU CmTuTOU
章番号:21文番号: 1400
正解系列:自牌髄は尋常




認識系列: yAXU SAmZENⅣ GURAm KETSURYOU CmOU
章番号:22文番号: 143　×
正解系列:炎症･出血等の異常なし
認識系列: ENⅣSYOU SYtlqXE千sU ⅣASI
章番号:23文番号: 145　×
正解系列:約1,917g









認識系列: zEmPAⅣⅣ WA IJOU ⅣASI
章番号:23文番号: 150　×
正解系列:胆嚢内に暗緑色の胆汁多量あり

























認識系列: ⅣAIMAKU SOUXAKU DE IJOU ⅣASI
章番号:26文番号: 1630
正解系列:内膜蒼白で異常なし
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