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Abstract
Understanding cell functions is the major goal of molecular biology, which intends to elu-
cidate the interactions between biomolecules at a subcellular level. One of the widely used
techniques in molecular biology is ﬂuorescence microscopy, which offers high speciﬁcity and
sensitivity at the submicrometer spatial scale but is limited by diffraction to about 200nm
lateral resolution, which is insufﬁcient for the observation of many molecular processes.
During the last two decades several super-resolution techniques overcoming the diffraction
limit have been developed. However, imaging samples in three dimensions (3D) at high
speed remains a challenging and not yet resolved task. This thesis focuses on enhancing
super-resolution imaging towards fast, live-cell and 3D imaging.
Super-resolution optical ﬂuctuation imaging (SOFI) is a technique based on the stochastic
ﬂuctuations of photoswitchable ﬂuorescent markers. It possesses several unique features such
as background reduction, capability of increased pixel grid generation, i.e. spatial oversam-
pling, as well as tolerance and robustness to a wide range of photoswitching conditions. In
this thesis SOFI was extended to perform 3D analysis. As a result, the resolution in all three
spatial dimensions can be improved and the depth sampling increased.
We present a novel design of a 3D ﬂuorescence microscope capable of acquiring images of
eight depth planes simultaneously. This design incorporates an image-splitting prism, a single
optical element allowing to achieve in-depth image separation. The optical performance
of the 3D microscope was described and experimentally veriﬁed. The simultaneous depth
plane acquisition allows to fully exploit the 3D capabilities of SOFI while generating additional
virtual depth planes.
An algorithm for the extraction of switching kinetics of ﬂuorescent markers is presented.
Using appropriate imaging conditions, we demonstrate the applications of 3D SOFI on several
examples of ﬁxed and living cells. We also present the potential of the 3D microscope for
phase retrieval in transparent samples.
Key words: Optical Microscopy, Biomedical Imaging, Super-Resolution Imaging, Fluorescence,
Single Molecule, Stochastic Optical Fluctuation Imaging, SOFI, Live cell imaging, 3D imaging
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Résumé
La compréhension des fonctions cellulaires est le principal objectif de la biologie moléculaire.
Elle vise à élucider les interactions entre les biomolécules à un niveau subcellulaire. L’une des
techniques largement utilisée en biologie moléculaire est la microscopie à ﬂuorescence. Elle
offre une spéciﬁcité et une sensibilité élevées à l’échelle submicrométrique. Cependant, la
microscopie submicrométrique est limitée par la diffraction à environ 300 nm de résolution
latérale qui est insufﬁsante pour les observations de nombreux processus moléculaires.
Au cours des deux dernières décennies, plusieurs techniques de super-résolution s’affran-
chissant de cette limitation ont été développées. Cependant, l’imagerie des échantillons en
trois dimensions (3D) à grande vitesse restent une tâche difﬁcile et encore non résolue. Cette
thèse se concentre sur le développement de l’imagerie à super résolution et en particulier sur
l’imagerie rapide de cellules vivantes en 3D.
L’imagerie par ﬂuctuations optiques à super résolution (SOFI) est une technique basée sur les
ﬂuctuations stochastiques des marqueurs ﬂuorescents photocommutables. Cette technique
possède plusieurs caractéristiques uniques telles que la réduction de l’arrière-plan, la capacité
de densiﬁcation de la grille de pixels, c’est-à-dire le suréchantillonnage, ainsi que la tolérance
et la robustesse à une large gamme de marqueurs aux propriétés diverses. Dans cette thèse,
SOFI a été enrichie pour effectuer une analyse en 3D. De cette façon, la résolution dans les
trois dimensions spatiales est améliorée et l’échantillonnage en profondeur est augmenté.
Nous présentons une nouvelle conception d’un microscope à ﬂuorescence 3D capable d’ac-
quérir simultanément des images de huit plans en profondeur. Cette conception intègre un
prisme de fractionnement de l’image, un seul élément optique permettant d’obtenir une
séparation en profondeur. Les performances optiques du microscope 3D ont été décrites
et vériﬁées expérimentalement. L’acquisition simultanée des plans en profondeur permet
d’exploiter pleinement les capacités de SOFI tout en générant des plans supplémentaires
virtuels en profondeur.
Un algorithme pour l’extraction de la cinétique de commutation des marqueurs ﬂuorescents
est présenté. En utilisant les conditions d’imagerie appropriées, nous démontrons les appli-
cations de SOFI en 3D sur plusieurs exemples de cellules ﬁxes et vivantes. Nous présentons
également le potentiel du microscope 3D pour le calcul de la phase dans des échantillons
transparents.
Mots clés : Microscopie optique, Imagerie biomédicale, Imagerie à super résolution, Fluores-
cence, SOFI, Imagerie cellulaire, Imagerie 3D
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1 Introduction
The cell is a basic building unit of living organisms. Anton van Leeuwenhoek built one of
the ﬁrst microscopes and observed a single cell back in the 17th century. This event can be
considered as a starting point of cell biology and microscopy. Since then, optical microscopy is
one of the essential techniques to observe the intracellular structures and processes in biology
and evolved as an ever growing ﬁeld in optics.
Known cells range in size from one to hundreds of micrometers. Many of the intracellu-
lar structures and processes are driven by biomolecules as small as one to several tens of
nanometers. This imposes a limit on the application of a classical optical microscope, which
can resolve around 200 nm in lateral and 500 nm in axial dimensions due to a fundamental
physical limitation, the diffraction limit.
During the last two decades, several new optical imaging techniques were introduced to
overcome the diffraction limit [1, 2, 3]. These techniques can be divided into two main
categories depending on the exploited quantum mechanical property of ﬂuorophores. The
deterministic approach exploits the non-linear response of ﬂuorophores to excitation. This
category includes the ﬁrst super-resolution technique - stimulated emission depletion (STED)
[4, 5, 6, 7], and saturated structured illumination microscopy (SSIM) [8]. The stochastic
approach exploits the random photoswitching of ﬂuorophores as exploited for instance by
single molecule localization methods, such as photoactivated localization microscopy (PALM)
[9] and stochastic optical reconstruction microscopy (STORM) [10, 11], and correlation-based
methods, such as super-resolution optical ﬂuctuation imaging (SOFI) [12, 13].
In STED, an excitation beam induces spontaneous emission of ﬂuorophores. An additional
doughnut-shaped depletion beam makes ﬂuorophores exhibit stimulated emission inside its
irradiation region, constraining the spontaneous emission of ﬂuorophores to a small volume
in the center of the depleting doughnut beam, much smaller than the classical excitation and
detection point spread function (PSF), ﬁgure 1.1. Therefore, by scanning the sample with such
an excitation-depletion pattern, one can signiﬁcantly improve the spatial resolution. In theory,
this approach offers unlimited resolution. In practice, ﬂuorophore bleaching, aberrations of
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the optical system and light scattering in biological specimen limit the resolution to ∼20nm in
lateral and ∼50nm in axial dimensions. A 4π implementation of STED was also demonstrated,
yielding a resolution improvement in axial dimension [14, 15].
Figure 1.1: STED technique: excitation spot (left), doughnut-shaped deple-
tion laser spot (center), remaining area from where spontaneous ﬂuores-
cence can be detected (right)[16].
Structured illumination microscopy (SIM) improves image resolution by applying a periodical
illumination pattern, typically a sinusoidal grid. The acquired single image is then a product
of the illumination pattern and the sample structure (ﬁgure 1.2). Several images obtained
with shifted and/or rotated illumination patterns are then acquired in order to calculate the
ﬁnal super-resolved image. The resolution improvement can be observed when looking at the
Fourier transform of the acquired images, where an offset introduced by grid pattern allows to
observe higher spatial frequencies [17].
ba c
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Figure 1.2: SIM technique: (a) Spatial frequencies k0 observed by a normal micro-
scope. (b) sample illuminated with a sinusoidal pattern of spatial frequency k1. (c)
Offset frequency image allows to observe higher spatial frequencies [18].
Since the illumination and the detection are both limited by diffraction, the resolution can be
doubled utmost in the linear regime. Saturated excitation of the ﬂuorophores allows to further
improve the resolution by exploiting the nonlinear response to excitation [18]. This way, a
resolution of at best 50 nm was achieved [19, 20].
Single plane illumination microscopy (SPIM) [21, 22] provides another possibility for 3D
imaging. In this technique, an additional objective lens is used to create a thin sheet of light
2
placed orthogonally to the imaging objective (ﬁgure 1.3. This allows to image a single plane at
a time and avoid bleaching of the out of focus structures. By scanning the sample along the
axial dimension, the 3D image can be recorded.
objective
lightsheet
sample
Figure 1.3: SPIM technique: light sheet is used to illuminate a
single plane at a time.
The use of Bessel beam for the excitation instead of the conventional Gaussian beam allowed
to craft ultrathin light sheets, enabling further increase in resolution and bleaching reduction
[23]. SPIM was also demonstrated with a single-objective approach, where a micromirror
cavity is used to create a light sheet from epi-illumination [24].
In stochastic approaches, such as PALM and STORM, any ﬂuorescent sample can be deter-
mined by the spatial coordinates of individual ﬂuorophores, provided that the ﬂuorophores
can be accurately localized individually. If the ﬂuorescence emission is controlled such that
only one ﬂuorophore within a PSF emits at a time, the positions of the ﬂuorophores can be de-
termined with a much higher accuracy than the resolution limit for the system, and the sample
structure can be reconstructed with an improved resolution. This concept is key for PALM and
STORM [25, 26, 27], where temporal separation is achieved by using photoactivatable [28, 29]
or photoswitchable ﬂuorophores [30, 31]. Therefore, when a ﬂuorescent sample is excited,
only a random, tiny fraction of the molecules are bright at each moment of time whereas
the majority of labels stay dark. Repeated imaging of stochastically blinking ﬂuorophores
allows to localize them separately in many images and to build a super-resolved map of their
positions, as shown in ﬁgure 1.4 . The resolution of the reconstructed image is determined
by the localization precision and the ﬂuorophore density. Lateral resolutions of about 20 nm
have been reported with this approach.
The performances of different available algorithms have been compared in a review paper by
D. Sage [32]. In particular, an algorithm allowing to work with high-density labeling for ﬁtting
of overlapping PSFs was introduced [33]. The use of photoswitchable membrane probes also
allowed to demonstrate STORM in live cells [34]. Recently, more extensions of STORM for 3D
imaging were presented. It can be done by using an engineered PSFs, such as astigmatic [35]
or double-helix [36].
3
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Figure 1.4: STORM technique: (a) A sequence of images of blinking emitters is
acquired. (b) The center of each PSF is localized per frame. (c) The determined
centers are assembled into a single composite image [37].
In 2009 Dertinger et al. introduced a new technique based on stochastic blinking called Super-
resolution Optical Fluctuation Imaging (SOFI) [13]. In contrast to localization methods, SOFI
analyses the statistics of spatio-temporal ﬂuctuations to improve the image resolution by the
use of higher order cumulants, quantities related to higher order correlations [38].
SOFI relies on high-order statistical analysis of temporal ﬂuctuations, which can be caused
by ﬂuorophore blinking and recorded in a sequence of images. The resolution improves
with the order of the cumulant analysis in discrete steps, which allows to obtain images at
growing resolutions. Since the background is not correlated, cumulant orders of 2 and higher
yield a signiﬁcant background reduction and, hence, largely enhanced contrast. Recently,
Geissbuehler et al. [37] showed that SOFI exhibits a robust behavior in a wider variety of
samples and photo-switching kinetics in comparison to STORM/PALM.
The original SOFI algorithm is based on computing high order autocumulants. It was shown
that spatio-temporal cross-cumulants between different pixels yield ﬁner sampling grids not
limited by the effective pixel size [12]. This means that neither the system magniﬁcation nor
the pixel size is a limiting factor for the ﬁnal image grid density, which increases linearly with
increasing cumulant order. Unlike interpolated pixels, these new intermediate pixels contain
true information on the object.
This thesis focuses on further improvement of the SOFI technique, aiming at fast, live-cell com-
patible, and three-dimensional (3D) super-resolved imaging. Chapter 2 introduces the SOFI
algorithm and underlying principles of molecular photoswitching. In particular, the 3D cumu-
lant analysis is explained. For 3D imaging a custom microscope was built. The development
and characterization of this multi-plane epi-ﬂuorescence microscope is explained in chapter
3. Chapter 4 introduces the sample labeling and the optimization of imaging conditions, fol-
lowed by the SOFI imaging results and discussion. Chapter 5 summarizes the achieved results
and gives an outlook for the further exploitation of the multi-plane microscope capabilities.
4
2 General concepts and methods
This chapter introduces the classical wide-ﬁeld microscope (2.1), the ﬂuorescence process
(2.2), single molecule localization microscopy (2.3), and super-resolution optical ﬂuctuation
imaging (2.4). All these elements are essential for this thesis and are intended as a general view
of super-resolution optical ﬂuctuation imaging (SOFI), the key topic of this thesis.
2.1 Diffraction limited wide ﬁeld ﬂuorescence microscopy
The word ’microscope’ can be traced back into ancient Greek, where ’micro’ means small and
’skopein’ means to look or to see. This wording describes perfectly classical optical microscopy
which uses visible light to create a magniﬁed image of a microscopic object hidden to be
viewed by an unaided human eye.
Today’s classical wide-ﬁeld microscope design is shown in ﬁgure 2.1. The scheme shows the
design of an Inﬁnity-Color-Corrected System (ICS), where an image of an object is created
by a combination of an objective and a tube lens. This microscope system can be divided
into the illumination path, shown as a classical Koehler illumination [39], and the observation
path imaging the object at the observer’s retina by a combination of an objective, a tube lens,
and an ocular. The left image shows the image ray path, and the right shows the pupil ray
path. As shown, the advantage of this design is the illumination homogeneity: each object
point receives light from all source points, and each source point contributes to illumination
of each object point equally. Due to its versatility and major advantages over the compound
microscope (where an image is created directly by the objective), the ICS principle is used by
all major microscope providers since the late 80’.
5
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Figure 2.1: Classical wide-ﬁeld ICS optical microscope beam paths for imaging and
illumination. Red arrows shows the conjugated planes. Left: the image ray path
shows the ﬁeld stop and its images, the windows. Right: the pupil ray path shows the
aperture stop and its images, the pupils.
The performance of a microscope is mainly characterized by its spatial resolution, which is
a fundamental intrinsic property of the instrument, and by the image contrast, which also
depends on the sample properties. The image of a thick cell formed by a classical wide-
ﬁeld microscope shows a low intrinsic contrast. This intrinsic contrast basically reports the
integrated light scattering properties of the sample. This means that the index variations of
6
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cellular structures are generating this intrinsic contrast. The contrast can be enhanced by
dark ﬁeld, polarization or phase contrast microscopy [40]. However, methods relying on the
intrinsic contrast of the sample lack speciﬁcity.
Fluorescence provides an extrinsic contrast enhancement which is obtained by attaching ﬂuo-
rophores to the sample/cell structures of interest. Labels can be attached with a high molecular
speciﬁcity using antibodies or genetic engineering (detailed description of ﬂuorescence is
given in section 2.2, and ﬂuorescent labeling in section 4.1).
Contrast enhancement based on ﬂuorescence labeling was a key element for discovering
bacteria and has been used for many applications and discoveries in medicine [41]. Today,
staining/coloring is an essential element in histology and pathology to enhance the contrast
for a basic recognition of tissue structures. Similar concepts have also been used in cell biology.
For example, in botanic samples the intrinsic autoﬂuorescence has been widely used. A
breakthrough in cell and molecular biology was the discovery of the GFP (Green Fluorescent
Protein) [42]. This molecule was the starting point of genetic labeling of biomolecules, where
the protein could be used to target and to select cell structures of interest.
In ﬂuorescence microscopy, a sample is exposed to an illumination with a wavelength match-
ing the ﬂuorophore absorption spectrum. The sample then emits ﬂuorescent light at a longer
wavelength. The most commonly used type of microscope is an epi-ﬂuorescence microscope,
where the excitation and emission both pass through the objective, but in opposite directions.
The difference in excitation and emission wavelength, called Stokes shift, is used to separate
the excitation from emission light with the help of an excitation ﬁlter, a dichroic mirror and an
emission ﬁlter. The common design of an epi-ﬂuorescence microscope is shown in ﬁgure 2.2.
Mercury arc or xenon arc lamps are typically used as an excitation source. Their broad
spectrum covers the visible (VIS) and near-UV range. An excitation ﬁlter is used to select an
appropriate excitation band. Lasers and light emitting diodes (LED) are also used as they
provide high power at a selected wavelength.
7
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Figure 2.2: Wide-ﬁeld ICS epi-ﬂuorescence microscope.
The emission from the sample is then captured either by a human eye or a camera. Due to the
wave nature of light, the spatial resolution in classical optical microscopy is fundamentally
limited by diffraction. The light from a point source cannot be imaged into a point, but is
spread into the so-called Point Spread Function (PSF), i.e. the intensity image covers a ﬁnite
area. In ﬂuorescence microscopy different ﬂuorophores emit light incoherently. An intensity
image of an arbitrary ﬂuorescently labeled object can therefore be described as a convolution
of the true object with the intensity PSF U (r ′) fully determined by the microscope properties:
Ii (r ′)= Io(r )⊗U (r ′), (2.1)
where Ii and Io are image and object intensities depending on the image and object spatial
coordinates r ′ andr accordingly, and r ′ =Mr , where M is the magniﬁcation. The resolution
limit of a microscope is typically deﬁned as the minimal distance between two point sources
that still allows their distinction. This deﬁnition was formulated by Ernst Abbe [43] almost 150
years ago and expressed as
d ≈ λ/2N A, (2.2)
8
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where λ is the wavelength of the light and NA represents the numerical aperture of the
imaging system. This formula approximates Rayleigh’s criterion, formulated as follows: two
point sources of equal intensity are considered resolved if the maximum of one diffraction
(Airy) pattern matches the ﬁrst minimum of the other one (image 2.3). Using the ﬂuorophores
emitting in a visible part of the spectrum, one can achieve a PSF extent of approximately 200
nm full width at half-maximum (FWHM) in lateral and 500 nm in axial dimensions at best.
0.0
0.2
0.4
0.6
0.8
1.0
Intensity,
arb. units
Lat. coord.,
arb. units
Figure 2.3: Rayleigh criterion. Red and blue curves represent the diffraction
patterns of two point sources. The maximum of one diffraction pattern
matches the ﬁrst minimum of the other. The distance between the two
maxima represents the resolution limit.
Overcoming the diffraction limit opened a new ﬁeld in microscopy, called super-resolution
microscopy. Although many cell structures have been studied using classical ﬂuorescence mi-
croscopy, certain features stayed hidden due to the diffraction limit and require new concepts
for becoming resolved. This thesis describes novel ways overcoming the diffraction limit by
exploiting the photophysical properties of ﬂuorophores.
2.2 Fluorescence and photoswitching
In this section we brieﬂy describe the fundamental concepts of ﬂuorescence and photoswitch-
ing which are crucial for all super-resolution techniques.
2.2.1 Fluorescence fundamentals
In a quantum mechanical description, a molecule is characterized by different energy bands.
These energy bands correspond to electronic, vibrational and rotational states. The conﬁgu-
ration of the energy levels and energy differences depends on the structure of the molecule.
Upon absorption and emission of a photon, the molecule adopts different energy states.
The molecule can then emit a photon via a process referred to as ﬂuorescence. The energy
difference between the energy levels is then directly proportional to the frequency of the
corresponding photon.
9
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Figure 2.4: Jablonski diagram describing the electronic level structure. The electronic states
are arranged vertically according to the energy and grouped horizontally according to spin
multiplicity. The legends S, T, and R denote singlet, trpilet, and radical states accordingly.
Thick lines indicate the vibrational ground states, and narrow lines indicate the vibrational
levels. Straight arrows indicate radiative, and wavy arrows non-radiative transitions between
the states.
The Jablonski diagram is a convenient way to describe the electronic level structure in a
molecule. The electronic states are arranged vertically according to the energy and horizontally
according to spin multiplicity and molecular conformation. In this example, the ground state
is referred to as S0, excited singlet states as S1, S2, etc, the excited triplet states as Tn , and
radical states as R. Each of these states possesses vibrational and rotational sub-levels.
The absorption of a photon excites the molecule from the ground state S0 to an excited state,
e.g. S1. Since the absorption is light driven, there is no fundamental lower limit for the
rate. After this transition, the system ends in one of the vibrational states of S1. Very rapidly,
the molecule relaxes through a process called vibrational relaxation which occurs at a time
around 10−12−10−10s. Fluorescence emission occurs upon electron transition from the lower
vibrational sub-level of the excited state to the various sub-levels of the ground state S0 at
a time of 10−8 −10−9s. Therefore, the emission spectrum represents the level structure of
the ground state, whereas the absorption spectrum is dependent on the level structure of
the excited state. Since certain energy is dissipated via vibrational relaxation, the emission
spectrum is red-shifted compared to the excitation spectrum (Stokes shift).
The excited molecule can undergo other transitions, such as internal conversion at a rate
109 −1011s−1 or a non-radiative transition from excited state S1 to the triplet state T1 at a
rate 106−1010s−1, called inter-system crossing. Inter-system crossing is less probable as it
violates the spin selection rule, but remains possible due to spin-orbit coupling. Its probability
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becomes higher when the vibrational sub-levels of S1 and T1 partially overlap. Inter-system
coupling is typical for systems containing heavy atoms (e.g. Br, I) due to strong spin-orbit
coupling.
From the triplet state T1 a molecule can relax to the ground state S0 via radiative transition
called phosphorescence. Since this transition violates spin selection rule, it occurs with a
low probability and a low rate 102 − 105s−1. Another possibility is a reverse inter-system
crossing. In general, the triplet state T1 is long-lived - typically about 1000 times longer than
the excited state S1. Therefore, molecules in the triplet state are more likely to interact with
the environment. This, in turn, is a major reason for molecular photobleaching - irreversible
photochemical alteration of a dye causing the loss of ﬂuorescence ability.
Since molecular oxygen has a triplet ground state, it acts as a primary quencher of the ﬂuo-
rophore’s triplet state. As oxygen enhances also the photobleaching, for long-term measure-
ments it is advantageous to remove oxygen from the solution. In the experimental part of
this thesis an enzymatic oxygen scavenging system, comprising glucose, glucose oxidase and
catalase [44] was commonly used.
2.2.2 Photoswitching
In contrast to photobleaching, where the molecule is oxidated to a non-ﬂuorescent state in
an irreversible manner, reversible photoswitching or blinking is a process where molecules
cycle between the ﬂuorescent and non-ﬂuorescent states [45]. Due to temporary residence in
the triplet state, ﬂuorophores commonly show rapid blinking. In a normal aqueous solution
the typical lifetime of the triplet state is in the order of microseconds. By removing molecular
oxygen from the ﬂuorophores environment, the lifetime of its triplet state can be prolonged to
milliseconds [46].
The triplet state can be quenched by reducing agents that transfer the molecule from the triplet
to a meta-stable radical anion state [46]. Since these states are generally non-ﬂuorescent and
the nature of transitions is stochastic, this results in a stochastic reversible photoswitching of
the molecules. The longer lifetimes of these states in aqueous solutions (seconds to minutes)
favor this type of blinking for use in super-resolution microscopy, as the modern CCD or
CMOS detectors can readily record at these timescales. Additionally, many of the organic
ﬂuorophores possess an additional absorption band in the near-UV range, which can be
used to recover the molecule into the bright state [47]. Therefore, the switching rates of the
molecules can be tuned by varying the intensities of the excitation and reactivation lasers and
selecting the buffer conditions [48].
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Process rate, s−1
absorption 0−1012
vibrational relaxation 1010−1012
ﬂuorescence 108−109
internal conversion 109−1011
inter-system crossing 106−1010
phosphorescence 102−105
reduction 102−104
2.2.3 Fluorescent proteins
Fluorescent proteins (FPs) are small proteins which possess intrinsic ﬂuorescent properties
and can be attached to another protein of interest by genetic encoding. The compatibility
of FPs with living cells or organisms in contrast to organic ﬂuorophores favors their use
in functional studies. Though the ﬁrst FP to be discovered, GFP, does not possess evident
blinking properties, other photoswitchable FPs have been constructed, enabling their use in
super-resolution microscopy [49].
The photoswitching mechanism of simple FPs such as Dronpa can be explained by cis-trans
isomerization of the chromophore, as shown by structural studies [50]. The conformational
changes of the beta barrel, surrounding the chromophore, can also inﬂuence the photoswitch-
ing kinetics [51].
Dreiklang FP utilizes a different photoswitching mechanism: hydration-dehydration reaction
of the chromophoric ﬁve-membered ring [52]. This enables a unique property of Dreiklang:
ﬂuorescence excitation decoupled from photoswitching. The reversible on- and off-switching
can then be performed with light of 365nm and 405nm wavelength and ﬂuorescence excita-
tion at 515nm wavelength. Due to this ability to tune the blinking conditions, we extracted
Dreiklang switching kinetics (section 4.2) and used it extensively for imaging experiments
during this thesis.
2.3 Single molecule localization super-resolution microscopy
A ﬂuorescent sample can be described by the spatial coordinates of separate ﬂuorophores, if
each of the ﬂuorophores can be precisely localized individually. If ﬂuorophores photoswitch at
a low on-rate, such that only a single ﬂuorophore within a PSF emits at a time, then the position
of each of them can be determined with a precision higher than the resolution limit of the
optical system. The stochastic and independent photoswitching can provide these conditions,
which are the key requirements for the methods called STochastic Optical Reconstruction
Microscopy (STORM) [10] and PhotoActivation Localization Microscopy (PALM) [9]. Originally,
STORM was based on activator-reporter Cy3 and Cy5 dye pair, where Cy5 was reversibly
photoswitching upon illumination by light of 2 wavelengths. PALM, on the other hand, was
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based on photoactivatable ﬂuorescent proteins which remained in the on-state only once, and
were then photobleached. Several other methods based on different switching processes were
employed, such as points accumulation for imaging in nanoscale topography (PAINT) [53],
where the stochastic binding and subsequent activation of freely diffusing ﬂuorescent probes
in solution is used for localization. In Direct STORM (dSTORM) and ground-state depletion
followed by individual molecule return (GSDIM) [54] ordinary ﬂuorophores are reversibly
switched to a meta-stable dark state by the use of special buffer conditions.
Using different photoswitching techniques, the localization methods employ a similar micro-
scope setup and processing algorithm. A wide-ﬁeld epi-ﬂuorescence microscope is typically
used with a total internal reﬂection ﬂuorescence (TIRF) modality, which allows to reduce
the background illumination. The series of frames (usually several thousands) is acquired
by a digital camera. For each frame the positions of emitters are localized via ﬁtting with a
sufﬁciently realistic PSF model (e.g. Gaussian). These positions are then assembled into a
single image with a ﬁner pixel grid to represent the ﬁnal resolution.
However, this reﬁned reconstruction does not directly translate into the spatial resolution of
the image, because it is sample-dependent and is affected by several factors. The localization
precision is dependent on the number of photons detected, meaning that brighter dyes can
deliver better resolution. The labeling density is inﬂuencing the integrity of a reconstructed im-
age, requiring higher labeling densities compared to a normal wide-ﬁeld microscopy. However,
the blinking rate of molecules should maintain the non-overlapping PSF condition [10].
detector
excitation 
sample tube lens
objective
dichroic
mirror
excitation
filter
emission
filter
 incident
light
 reflected
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evanescent
field
Figure 2.5: Total internal reﬂection ﬂuorescence microscope. The excitation beam is focused
close to the border of the objective back aperture. The light then comes out on the sample
side at an angle, allowing total internal reﬂection. The back-reﬂected excitation light is then
ﬁltered by a dichroic mirror and an emission ﬁlter.
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One way to improve localization precision is the use of Total Internal Reﬂection Fluorescence
(TIRF) microscope[55]. In this microscope the excitation beam is focused on the border of
the back aperture of the high NA objective lens, so that the beam undergoes total internal
reﬂection at the coverslip-sample interface (image 2.5). The created evanescent ﬁeld then
only illuminates a 100-300nm thin volume close to the coverslip surface, omitting the back-
ground ﬂuorescence from out-of-focus ﬂuorophores, but limiting the acquisition depth. An
epi-ﬂuorescence TIRF microscope provides a further advantage in collecting the emitted
ﬂuorescence more efﬁciently than without TIRF.
Although being capable of delivering high sub-diffraction resolutions in ideal conditions,
localization methods impose strict requirements for sample preparation and ﬂuorophore
blinking. The ratio between the dark and bright states’ lifetimes should remain above 1000:1
to avoid false localizations.
2.4 Super-resolution Optical Fluctuation Imaging
2.4.1 Introduction
SOFI is a super-resolution technique based on higher-order statistical analysis of temporal
ﬂuctuations [13]. In contrast to single molecule localization methods, SOFI does not require
non-overlapping PSFs , a property especially useful in live cell imaging [37]. SOFI exploits im-
age sequences of stochastically ﬂuctuating emitters, provided that three following conditions
are fulﬁlled:
• The ﬂuorescent markers should have at least two visibly distinct states, for example, a
ﬂuorescent and a non-ﬂuorescent.
• The ﬂuorophores should switch stochastically and independently from each other.
• The system PSF should cover several camera pixels.
If molecules switch stochastically and independently, the signal from a single molecule corre-
lates most with itself. The n-th order autocorrelation of this signal raises the PSF to the n-th
power, thereby narrowing the lateral extent of the image PSF by

n. SOFI beneﬁts of this fact
using cumulants, quantities related to the correlation functions, explained in section 2.4.2.
Because the signals from the different molecules are independent and therefore not correlated,
the n-th power of each PSF can be taken separately, avoiding cross-products and delivering a
n resolution improvement.
The original SOFI algorithm relied on the calculation of auto-cumulants for each pixel, limiting
therefore the ﬁnal resolution to the raw images’ pixel size [13]. This limitation can be overcome
with cross-cumulants by taking combinations of several pixels into account [12], which delivers
an n-fold increased pixel density, where n is the cross-cumulant order. Moreover, a subsequent
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linearization step [56] can deliver a nearly n-fold resolution improvement for the n-th order
cross-cumulant. In this thesis, we implemented and extended these improvements to the
three spatial dimensions [57] and time.
2.4.2 Cumulants
Cumulants, or semi-invariants, are quantities similar to moments, which, however, cannot be
determined directly through the probability density function. They are usually determined
through the logarithm of the characteristic function φX , or through the moments μ. In order
to determine the moments, we ﬁrst deﬁne the characteristic function φX (u) of the random
variable X with a probability density function f (x), where E is an expectation of X :
φX (u)= E{e iuX }=
∫+∞
−∞
e iux f (x)dx (2.3)
The characteristic function can be represented as MacLaurin series:
φX (u)=
+∞∑
n=0
E{X n}
(iu)n
n!
=
+∞∑
n=0
μn
(iu)n
n!
(2.4)
Moments are deﬁned as
μn(X )= E{X n}=
∫+∞
−∞
xn f (x)dx, (2.5)
and can be derived as the coefﬁcients in the equation 2.4:
μn(X )= (−i)n ∂
nφX (u)
∂un
∣∣∣∣
u=0
(2.6)
Cumulants κ are determined as the coefﬁcients of the MacLaurin series of the logarithm of
the characteristic function, also known as cumulant generating function ϕ(u), which shows
the tight link between the cumulants and moments:
ϕ(u)= ln(φX (u))= iuκ1+ (iu)
2
2!
κ2+ ...+ (iu)
n
n!
κn =
+∞∑
n=1
(iu)n
n!
κn (2.7)
The ﬁrst term of this series is set equal to zero, unlike for moments. The cumulant of n-th
order is then determined similarly to equation 2.5:
κn = (−i)n ∂
nϕ
∂un
∣∣∣∣
u=0
(2.8)
Several important properties of cumulants can be derived using the cumulant generating
function:
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• Additivity for the independent random variables X and Y :
ϕ(u)= ln(E{e iu(X+Y )})= ln(E{e iuX })+ ln(E{e iuY }), (2.9)
which is a consequence of multiplicativity of the characteristic function for independent
random variables.
• Semi-invariance: if a and b are constants and X a set of random variables, then:
ϕ(u)= ln(E{e iu(a+bX )})= iua+ ln(E{e iubX )})= iua+
+∞∑
n=0
bnκn(X )
(iu)n
n!
(2.10)
Cumulants are then expressed as: κ1(a+bX )= a+bκ1(X ) for the ﬁrst order, and κn(a+
bX )= bnκn(X ) for the orders n ≥ 2.
• The cumulant generating function of a subset of independent randomvariables {X1, ...,Xn}
is written as:
ϕ(u)= ln(E{e iu1X1+...+iun Xn })= ln(E{e iu1X1 }))+ ...+ ln(E{e iun Xn )}) (2.11)
The partial derivatives by Xn yield zero, therefore κ(X1, ...,Xn)= 0 for any n > 1.
Alternatively, cumulants can be deﬁned through moments. By representing the characteristic
function as Maclaurin series, equation 2.7 transforms into:
ln
{
1+
+∞∑
n=1
(iu)n
n!
μn
}
=
+∞∑
n=1
(iu)n
n!
κn (2.12)
After representing the logarithm as Maclaurin series, we obtain:
+∞∑
m=1
(−1)m+1 (
∑+∞
n=1
(iu)n
n! μn)
m
m
=
+∞∑
n=1
(iu)n
n!
κn (2.13)
Equating the coefﬁcients of equal powers iu, we obtain an expression of the cumulants through
the moments:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
κ1 =μ1
κ2 =μ2−μ21
κ3 =μ3−3μ2μ1+2μ31
κ4 =μ4−4μ3μ1−3μ22+12μ2μ21−6μ41
...
(2.14)
Usually the expression through the central moments μ′ (moments centered at the mean value)
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is used. It is achieved by dropping all terms where μ1 appears as a factor:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
κ2 =μ′2
κ3 =μ′3
κ4 =μ′4−3μ′22
κ5 =μ′5−10μ′2μ′3
...
(2.15)
For example, the ﬁrst and second order cumulants correspond to the mean value and variance
accordingly to moments. However, the equivalence of cumulants and central moments is only
valid up to 3rd order. For the 4th and higher orders, cumulants are therefore advantageous
compared to moments.
2.4.3 Cumulant imaging
We consider a sample consisting of N independently ﬂuctuating ﬂuorophores whose posi-
tionsrk do not change during the acquisition time (ﬁgure 2.6, a). Assuming brightnesses Ak
and temporal ﬂuctuations sk(t) of the blinking ﬂuorophores, the sample emission can be
represented as:
S(r , t )=
N∑
k=1
Akδ(r −rk )sk (t ) (2.16)
Given the isotropic imaging system PSFU (r ), a detected image is a convolution of the object
and PSF with an addition of a temporally constant background b(r ) (ﬁgure 2.6, b).
F (r , t )=
N∑
k=1
AkU (r −rk )sk (t )+b(r ) (2.17)
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a b
Figure 2.6: (a) Fluorophore distribution. (b) Detected wide ﬁeld image.
Scale bars: 500nm.
We assume that the molecules blink independently and stationary (no bleaching), therefore
ﬂuctuations can be described as zero-mean image sequence (ﬁgure 2.7):
δF (r , t )= F (r , t )−〈F (r , t )〉t (2.18)
2500
3000
3500
1000500
Pixel value
Frame #
Figure 2.7: Time trace detected by a single camera pixel.
The autocorrelation of the ﬂuctuations, or the second order SOFI image is then described as:
G2(r , t ) = 〈δF (r , t )δF (r , t +τ)〉t
=∑Nj ,k=1 Aj AkU (r −r j )U (r −rk )〈δs j (t +τ)δsk (t )〉t
=∑Nk=1 A2kU2(r −rk )〈δs j (t +τ)δsk (t )〉t
(2.19)
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Figure 2.8: (a): Second order SOFI image, scale bar: 500nm (b): Shrinking of PSF by
squaring.
Here all cross-terms with k = j vanish due to the independency of emitter ﬂuctuations, as well
as the temporally constant background b(r ), according to the previously derived cumulant
properties. The resulting image is then composed of the sum of squared PSFs U2(r −rk)
weighted by squared brightness and the correlation factor 〈δsk(t +τ)δsk(t)〉t . Assume a 3D
Gaussian PSF of the system:
U (r )= exp
(
−x
2+ y2
2ω20
− z
2
2ω2z0
)
(2.20)
A PSF of the second order SOFI image is then narrowed by a factor of

2 in all 3 spatial
dimensions:
U˜ (r )=Un(r )= exp
(
−x
2+ y2
2ω˜20
− z
2
2ω˜2z0
)
(2.21)
where ω˜z0 = ωz0/

2 and ω˜0 = ω0/

2. This demonstrates the principle of achieving super-
resolution by SOFI, as shown in ﬁgure 2.8.
For obtaining higher resolution, a higher order correlation function could be calculated.
However, as mentioned before, it is additive only up to third order, since higher orders contain
cross-terms, limiting the resolution improvement. For higher orders, we rely on cumulants
due to their additivity:
Cn(r ,τ1, ...,τn−1) =κ(δF (r , t ),δF (r , t +τ1), ...,δF (r , t +τn−1))
=∑Nk=1 AnkUn(r −rk )κ(δsk (t ),δsk (t +τ), ...,δsk (t +τn−1))
=∑Nk=1 AnkUn(r −rk )cn,k (τ1, ...,τn−1)
(2.22)
The n-th order cumulant image is then represented by the sum of n-th power PSFs Un(r −rk )
weighted by n-th power brightness and the correlation factor cn,k (τ1, ...,τn−1). n-th power of
PSF therefore provides

n resolution improvement [13, 38, 58]. Assuming that the brightness
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andblinking statistics don’t vary in a small regions of a adjacent pixels, we can also approximate
this expression as:
Cn(r ,τ1, ...,τn−1)= A(r )ncn(τ1, ...,τn−1)
N∑
k=1
Un(r −rk ) (2.23)
Since shot noise, which is typically a major source of noise in ﬂuorescence images, is uncorre-
lated in time, for higher order cumulant calculation (n > 1), it is advantageous to use non-zero
time lags. The use of zero time lag would be equivalent to multiplying the ﬂuctuating signals
with themselves, and would introduce a shot noise bias in the cumulant values. Any other
time lag cancels this bias. However, time lags should be no longer than the molecules’ on-time
to ensure proper signal correlation.
2.4.4 Linearized SOFI
Theoretically, the SOFI resolution improvement is unlimited as higher order cumulants can be
calculated. However, in practice these images suffer from a non-linear brightness response, as
the brightness and temporal ﬂuctuations are raised to the power n. Therefore, higher order
cumulant images often appear as a set of few bright dots, while the majority of the structure
of interest disappears in the background. Another limitation is due to the decrease of the
signal-to-noise ratio (SNR) with higher order calculation. Therefore, it is advantageous to
achieve maximum resolution improvement while calculating low order cumulants.
By deﬁnition, an OTF U˜ (k) is a Fourier transform of the system PSF U (r ). The OTF represents
the transfer function of the object’s spatial frequenciesk. As derived in equation 2.22, n-th
order SOFI PSF is deﬁned by a system PSFU (r ) raised to the n-th power. The corresponding
OTF O(k) in the Fourier space is then deﬁned as:
O(k)=F (U (r )n)= U˜ (k)
n-1 times︷︸︸︷∗...∗ U˜ (k) (2.24)
According to Titchmarsh convolution theorem [59], the support of the OTF O(k) is n times
larger than the one of the optical system U˜ (k). It could therefore be possible to achieve n-
times resolution improvement for the n-th order SOFI, in contrast to

n provided by the
PSF. Dertinger et al. [12] demonstrated this approach by using a Fourier reweighting scheme,
which is equivalent to a Wiener ﬁlter deconvolution and a smoothing with U (r )n . Here we
used an improved approach proposed by Geissbuehler et al. [56], where these two steps are
done separately and dedicated deconvolution algorithms can be applied.
During the data processing we generally used a Lucy-Richardson deconvolution, an iterative
algorithm without regularization assuming Poisson distributed noise that is well-suited for
images dominated by shot noise. Assuming a source composed of point emitters located at
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positionsr , the detected image is represented as:
d(r ′)=∑
r
U (r ,r ′)b(r ) (2.25)
Where d(r ′) is the detected brightness at an observed locationr ′, U (r ,r ′) is the system PSF,
and b(r ) is a brightness in locationr in the latent image. An equation for b(r ) can then be
written and solved iteratively:
b(r )t+1 = b(r )t ∑
r ′
d(r ′)
c(r ′)
U (r ,r ′), (2.26)
where c(r ′)=∑
r ′U (r ,r
′)b(r )t . It was shown that if the latent image converges, it converges to
the maximum likelihood of b(r ) [60, 61]. Assuming a perfect deconvolution and applying it to
the n-th order cumulant image 2.23, we obtain:
C˜n(r ,τ1, ...,τn−1)= A(r )ncn(τ1, ...,τn−1)
N∑
k=1
δ(r −rk ) (2.27)
The n-th root can then be taken from the deconvolved image, linearizing the brightness
response without lowering the resolution. The result is then convolved with a physically
meaningful n-times narrower PSF, as provided by the cumulant OTF’s n-times increased
support of the optical system OTF. Figure 2.9 shows the difference between the raw and
linearized SOFI images.
a b
Figure 2.9: (a): Second order raw SOFI image. (b): Linearized SOFI image. Scale bars:
500nm.
Despite performing well under certain conditions, the Lucy-Richardson deconvolution has
drawbacks. In particular, it assumes positive shot-noise-limited data in the original image.
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However, this is not valid for higher order cumulants in the areas of fast spatial changing
molecular parameters. In order to process cumulant images, we implemented the Bregman
iterative method for deconvolution, which does not impose a non-negativity constraint and
converges quickly as described in the manuscript in section 4.5.
2.4.5 Cross-cumulants
Up to now, we have only considered auto-cumulants of individual pixel signals with differ-
ent time lags. Another possibility is the calculation of cumulants between different pixel
combinations (cross-cumulants).
Similarly to equation 2.22 a formula for the n-th order cross-cumulant is given as:
Cn(r1, ..,rn ,τ1, ...,τn−1)=
N∑
k=1
A2kU (rk −r1)...U (rk −rn)cn,k (τ1, ...,τn−1) (2.28)
Assuming a Gaussian PSF of the optical system (equation 2.20), we transform:
(r1−r1)n + ...+ (rn −r1)n = n((r −
∑n
i ri
n
)+
n∏
j<l
r j −rl
n
) (2.29)
The cross-cumulant can then be re-written as:
Cn(r1, ..,rn ,τ1, ...,τn−1) =∏nj<l U (r j−rln )∑Nk=1 AnkUn(rk −
∑n
i ri
n )cn,k (τ1, ...,τn−1) (2.30)
An expression
∏n
j<l U (
r j−rl
n
) depends on the system PSF and distances between involved pixels,
and acts as a weighting factor for the n-th order cross-cumulant due to the decay of cross-
correlation [12]. The calculated cumulant value is located in the geometric center 1n
∑N
i=1ri of
the pixels involved and can be perceived as an additional ’virtual’ pixel. By taking the different
combinations of pixels, the ﬁnal sampling grid can be n-fold improved, as shown in the ﬁgure
2.10 for the second order SOFI. This is beneﬁcial as the super-resolved SOFI image remains
well sampled.
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Figure 2.10: 2D second order cumulant calculation diagram. Taking the
the combinations of adjacent pixels, a ﬁner sampling grid is generated.
Provided that the camera sensor does not introduce correlated noise among neighboring
pixels, cross-cumulants possess the required noise bias and background reduction properties
even for zero time lag. Use of cross-cumulants to generate pixel values at the physical pixels
positions allows to avoid auto-cumulants completely, as shown in ﬁgure 2.10. For higher order
cumulants, we considered a 4×4 pixel neighborhood and selected pixel combinations with
minimal inter-distance to minimize the decay of spatial cross-correlation. Due to the zero
time lag, temporal oversampling is no longer necessary. The camera exposure time and the
characteristic marker’s on-time can thus be matched, allowing to decrease the total acquisition
time and/or to improve the SNR.
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Figure 2.11: Time traces detected by 4 adjacent camera pixels A,B,C,D, according to the ﬁgure
2.10
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The cross-cumulant weighting factors can be calculated according to the known system PSF.
Alternatively, it can be iteratively optimized by matching the PSF model (a Gaussian PSF was
used in this thesis) until all the pixels have similar weights. This can be done by maximizing
the smoothness of the image. The effect of this step is shown in the ﬁgure 2.12. The extracted
PSF can then be used in the SOFI balancing procedure described in section 2.4.4.
a b
Figure 2.12: (a): Raw cross-cumulant image. (b): Flattened cross-cumulant
image. Scale bars: 500nm.
2.4.6 3D cross-cumulants
As it was shown before, SOFI possesses the intrinsic property of resolution improvement along
all spatial dimensions. The cumulant approach can be applied for background subtraction and
optical sectioning as well, which suits well for 3D imaging. Dertinger et al. [62] demonstrated
3D imaging by mechanical scanning of the sample and acquisition of an image sequence per
image plane.
However, several issues might arise in this type of imaging. The epi-illumination microscope
illuminates the entire depth of the sample. Despite acquiring a single object plane at a time,
the ﬂuorescent markers are exposed and bleached throughout the sample. As well, cross-
cumulants can be calculated only within each image sequence per single plane, the depth
sampling cannot be improved by ‘virtual’ planes and the signals from other sample depths are
lost.
Here we propose to use multiplexed imaging schemes (chapter 3), where several depth planes
are acquired simultaneously. This allows to calculate cross-cumulants using pixel combina-
tions from different planes, as shown in ﬁgure 2.13. Thereby, additional ’virtual’ planes can
generated similarly to ’virtual’ pixels to increase the depth sampling and lower the number of
acquired images.
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Figure 2.13: Second order 3D cumulant calculation diagram. Taking the pixel combinations
from different planes allows to generate additional ’virtual’ planes.
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3 Multi-plane setup and its conﬁgura-
tions
This chapter introduces the design of the multi-plane epi-ﬂuorescence microscope, a key
element of 3D SOFI, in section 3.1. Sections 3.2 and 3.2 provide an ABCD matrix description
and ray tracing model for assessing the optical performance of the microscope. The results of
experimental characterization and comparison to the proposed model are shown in section
3.4.
3.1 Epi-ﬂuorescence microscope and its extensions
A typical design of an epi-ﬂuorescence microscope is outlined in ﬁgure 3.1. This design is
commonly used in life sciences and can be used to perform measurements for 2D SOFI. 3D
SOFI is possible by sequential plane acquisition [62], but with limitations as discussed in
section 2.4.6.
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Figure 3.1: Detection part of the 2D epi-ﬂuorescence microscope.
In order to take advantage of 3D cumulant analysis and increased depth sampling, we intro-
duced a multi-plane epi-ﬂuorescence microscope [57] shown in ﬁgure 3.2. The detection path
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of an epi-ﬂuorescence microscope (ﬁgure 3.1) was complemented by and additional telescope,
three diagonally arranged 50:50 beam splitters, four mirrors and two CMOS cameras. An
axial shift of two mirrors by distances d and 2d accompanied by displacing one camera by a
distance 4d allows to project eight equally spaced depth planes on the camera sensors. The
distance between the probed planes in the object space is given by d/Ma , where Ma is the
microscope’s axial magniﬁcation. A ﬁeld aperture in the intermediate focal plane allows to
limit the detection area to avoid overlaps of the images from the projected planes.
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d
Figure 3.2: Detection part of the multi-plane epi-ﬂuorescence microscope [57]. The image
splitting is done by three beamsplitters and the images projected on two cameras. Shifting the
mirrors by d and 2d and camera position by 4d as indicated in the image allows to achieve
object depth separation of d/Ma , where Ma is the microscope’s axial magniﬁcation. Adapted
from Nature Communications 5, 5830 (2014), ﬁgure 2.
Although being ﬂexible in tuning the interplane distances, this system showed several dis-
advantages. It requires frequently a careful and time-consuming alignment because the
mechanical mounts of mirrors are prone to drifts. The number of interfaces light encounters
upon propagation reduces the image brightness. Therefore, we proposed another design of a
multi-plane microscope, where the image planes are set up by a single optical element.
Figure 4.13 shows the design of the new 3D epi-ﬂuorescence microscope. A high numerical
aperture objective is selected to maximize the photon collection efﬁciency and reduce PSF
size. The immersion liquid matches the refraction index of the sample to avoid spherical
aberrations. The tube lens TL creates an intermediate image, where a rectangular ﬁeld
aperture is used to limit the ﬁeld of view and avoid image overlapping. An additional telescope
comprising lenses T1 and T2 is used to project the images on the camera sensors.
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Figure 3.3: Detection part of the multi-plane epi-ﬂuorescence microscope employing image-
splitting prism. The depth separation is achieved by the different thickness of the compound
prisms.
The images are separated in depth using a 2×4 image splitting prism, assembled of two plane
parallel and a rhomboid prism with the sides cut at 45 degrees. A coating is used at the central
cemented interface for non-polarized approximately 50:50 image splitting. The larger plane
parallel, smaller plane parallel and rhomboid prisms have according thicknesses of h+2ε, h,
and h−2ε, where ε=2d , resulting in a lateral distance d between the neighboring images
on a camera sensor. The optical path difference (OPD) accordingly corresponds to d/n, where
n is the refraction index of the prism material.
In the ﬁgure 4.13 we propose an axial shift of d/2n between the two cameras, resulting in an
interleaved channel conﬁguration with an OPD of d/2n. The camera distance can also be
adjusted to 4d/n for a sequential channel conﬁguration with an OPD of d/n.
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3.2 ABCD matrix description of the optical setup
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Figure 3.4: Matrix description of the multi-plane epi-ﬂuorescence microscope
In this section we describe the system with ABCD matrix calculations. ABCD, or ray transfer
matrix analysis is a convenient tool for the description of optical systems under paraxial
approximation (all rays are at small angle and small distance to the optical axis). The con-
ventions and matrices of optical elements and ray propagation are deﬁned in the annex. The
detection path of the multi-plane microscope can be represented as a combination of four 2-f
conﬁgurations, as shown in ﬁgure 3.4. The transfer matrix of each conﬁguration is found by
multiplication of two propagation matrices and a refraction matrix of a thin lens. Consecutive
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multiplication of the four 2-f matrices yields the full description of the systemMsys .
Msys =
⎡
⎣ ft2 ftlft1 fob 0
0 ft1 fobft2 ftl
⎤
⎦=
⎡
⎣ Mtel Mmic 0
0 1Mtel Mmic
⎤
⎦ (3.1)
where the ratio ft2fob gives the magniﬁcation of the microscope body Mmic and
ft l
ft1
the mag-
niﬁcation of the added telescope Mtel . The system is arranged as four 2-f conﬁgurations in
order to provide both object and image side telecentricity. This property is conﬁrmed by the
antidiagonal elements of the system matrix, which are equal to zero. Telecentricity ensures
equal magniﬁcation for all object and image planes and simpliﬁes image co-registration in
the post-processing steps as compared to the previous setup [57].
Supposing the axial displacement δ in the object plane and according displacement Δ in the
opposite direction in the image plane, two additional matrices describing this translation
need to be added for the full system descriptionMtot :
Mtot =
[
1 −Δ
0 1
]
·Msys ·
[
1 δ
0 1
]
=
[
Mtel Mmic δMtel Mmic − ΔMtel Mmic
0 1Mtel Mmic
]
(3.2)
Fulﬁlling the imaging condition (B = 0), the displacement in the image space is determined as:
Δ=M2tel M2micδ (3.3)
When imaging different sample features or using different ﬂuorophores with emission spectra
ranging from the blue to red wavelength, different spacings between the acquired depth planes
might be required to ensure the correlation between the planes, since the PSF size changes. It
can be adjusted by changing the lateral magniﬁcation. Since the distance is dependent on
the axial magniﬁcation, which is the square of the lateral magniﬁcation, this distance can be
adjusted by changing the lenses.
In order to conserve the overall length of the system and simplify the adjustment, we propose
to vary the "telescope" magniﬁcation Mtel by changing the focal lengths of lenses TL and T1
and conserving the sum of their focal distance at the same time:
Mtel =
ft l
ft1
ft l + ft1 = const (3.4)
It is therefore possible to adjust the spacing in a wide range, however signiﬁcantly bigger or
smaller distances could require too large change in magniﬁcation, which could compromise
the 3D SOFI approach due to over- or under-sampling in the lateral dimension.
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As discussed in the section 3.1, an OPD between the neighboring images is determined by
the prism geometry and camera arrangement and corresponds to d/2n for the interleaved
channel conﬁguration (ﬁgure 4.13). The displacement Δ then also includes a coefﬁcient α,
ranging from 1 to 8, depending on the number of the plane imaged:
δ= Δ
M2tel M
2
mic
= αd
2n
f 2t1 f
2
ob
f 2t2 f
2
t l
(3.5)
In our setup we typically used an Olympus UPLSAPO 60XW objective with a 3mm focal length,
and a 200mm lens T2. The prism was fabricated from fused silica with a refractive index of
n ≈ 1.45 and OPD d=3.3mm corresponding to a quarter of the Hamamatsu ORCA Flash-4.0
CMOS sensor. Figure 3.5 shows the dependence of the axial spacing between the planes on
the focal length of lens TL (provided that the focal length of the lens T1 is adjusted according
to equation 3.4).
0
200
400
600
800
1000
100 110 120 130 140 150 160 170 180 190 200
δ, nm
Ftl , cm
Figure 3.5: Dependence of axial spacings between the planes on the focal
length of the tube lens
The PSF sampling can be described by its comparison to the scaled pixel size p - the physical
pixel size of the camera sensor P (6.5 μm for the Hamamatsu ORCA Flash-4.0 camera) divided
by the system magniﬁcation:
p = P
Msys
= P ft1 fob
ft2 ft l
(3.6)
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Figure 3.6: Dependence of the scaled pixel size p on the focal length of the
tube lens
The proposed range of the tube lens focal lengths provides a fourfold change in the scaled
pixel size p, and accordingly ∼16-fold change of the plane spacing.
A typical conﬁguration includes the 140mm tube lens, and a combination of 160mm and
200mm lenses for T1 and T2, yielding the spacing δ of 334nm in air, or 444nm in an aqueous
environment due to the refractive index of 1.33 of water.
A larger separation could be used for non-ﬂuorescent imaging of samples combined with
phase reconstruction techniques, e.g. by the transport of intensity equation. This modality
would require the according change of emission ﬁlters and trans-illumination, e.g. a Koehler
illumination.
3.3 Ray tracing
In order to design the multi-plane imaging system incorporating image-splitting prism, mini-
mize its aberrations and assess the performance for SOFI, we performed a ray tracing analysis
using the optical simulation software Zemax. We have been using the sequential multi-
conﬁguration mode in order to describe the splittings at the 50:50 interface (ﬁgure 4.13). The
objective was modeled as a paraxial lens, and we used achromatic doublets from Linos as the
tube lens and the telescope lenses. The outline of the ray tracing through the splitting part
is shown in ﬁgure 3.8. The prism was designed to provide the distance between the images
according to a 13.3× 13.3mm2 sensor with a 6.5 μm pixel size. The distance between the
images of 3.3 mm allows therefore the detection of images separated by δZ = d/n ≈ 2.1 mm in
axial direction.
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Figure 3.7: Lens editor description of the optical system. The objective, lenses TL, T1 T2, and
image splitter are highlighted by red. For each surface, the radius, thickness, glass type and
semi-diameter are indicated.
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Figure 3.8: Ray tracing diagram. Colors of the rays correspond to the indicated ﬁeld points.
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Image: 0.0, 0.0 mm Image: 0.0, 1.3 mm Image: -1.3, -1.3 mm
40μm
500 550 600 650 700
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Figure 3.9: Spot diagrams for 3 ﬁeld points. Colors correspond to the 500 - 700nm wavelengths.
The Airy radius is indicated by a black line and equal to 18.4 um.
In order to estimate the PSF size, the corresponding spot diagrams for all eight images were
calculated (ﬁgure 3.9). The size of the geometrically traced spots is well below the Airy radius,
therefore the system is diffraction limited for the wavelength range from 500 to 700 nm. The
marginal ﬁeld point positions for all images differ only within several percents of the PSF,
providing therefore pixel-to-pixel correspondence between the different depth planes.
Image
plane
Exit pupil
Back-propagated
spherical wavefront
Real wavefront
Optical path difference
Figure 3.10: Optical path difference, observed at the system exit pupil.
An aberration is a deviation from the best possible performance given by a perfect point-to-
point imaging in geometrical optics. A convenient way to describe the aberrations is the OPD
diagram, which shows the optical path difference between the ideal case (back-propagated
spherical wavefront) and the true wavefront as traced through the system (ﬁgure 3.11).
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Figure 3.11: OPD diagrams for 3 ﬁeld points. Colors correspond to 500 - 700nm wavelengths as
indicated. The maximum scale of OPD corresponds to 0.2 wavelengths. The maximum scale
of Px and Py corresponds to the normalized pupil coordinate in the corresponding dimension.
Another way to describe the aberrations of a rotationally symmetric system was provided by
Philipp Ludwig von Seidel in 1857. Given the system with a pupil radius a, pupil coordinates
r,θ, and image height h′, the primary aberration function is written as follows:
W (r,θ,h′)= 0a40r4+ 1a31h′r3 cosθ+ 2a22h′2r2 cos2θ+ 2a20h′2r2+ 3a11h′3r cosθ (3.7)
where a are the aberration coefﬁcients, corresponding to the 5 Seidel aberrations: 0a40 - spher-
ical aberration, 1a31 - coma, 2a22 - astigmatism, 2a20 - ﬁeld curvature, and 3a11 - distortion.
The subscripts of the aberration coefﬁcients a correspond to the powers of h′, r , and cosθ.
The sum of these powers is equal to four, so these aberrations are also referred to as 4-th order
wavefront aberrations [63].
The spherical aberration, coma and astigmatism describe the deviation of the wavefront from
the reference sphere and therefore have direct impact on the PSF size. The ﬁeld curvature and
distortion correspond to the change of radius and direction of the wavefront - which affects
the image position.
By deﬁnition, Seidel aberrations are calculated for monochromatic light. Polychromatic
aberrations can be described by axial and lateral chromatic aberrations. Axial, or longitudinal
chromatic aberration, describes the inability of an imaging system to focus different colors
in the same focal plane. When imaging a point source situated on the optical axis, images
for different colors are displaced along the axis. Lateral, or transverse chromatic aberration,
disperses the focus closer or further from the optical axis. In an imaging system, this results in
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a color-dependent magniﬁcation.
A Seidel diagram for the multi-plane setup is shown in the ﬁgure 3.12. We considered a wave-
length range from 500 to 700 nm, and used a reference wavelength of 600 nm for the calculation
of the Seidel coefﬁcients. The axial color aberration dominates, and is the only aberration
exceeding 50 nm. However, in practice the wavelength range is limited to a particular marker
emission spectrum, and the effect of this aberration is decreased.
Spherical Coma Astigmatism Field Curvature Distortion Axial Color Lateral Color
TL T1 T2 Sum
30nm
Prism
0.3μm
Figure 3.12: Seidel diagram. The grid lines are spaced by 300nm and 50nm for the system and
zoomed sum accordingly.
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3.4 Experimental characterization:
Figure 3.13: Photo of the manufactured prism.
The image-splitting prism was custom-manufactured at SCHOTT Suisse Sa Yverdon facility.
The overview photo of the image-splitting prism used is shown in ﬁgure 3.13.The prism
was then integrated in the setup described in ﬁgure 4.13. For the characterization we used
ﬂuorescent beads (PS-Speck, Thermo Fisher Scientiﬁc) with 175nm diameter were deposited
on a coverslip surface, covered with mounting medium and used as a calibration sample. We
did a stepped scan in axial direction, taking images of 8 planes after every 200nm step.
3.4.1 Lateral image displacement in beamsplitter
In order to characterize the lateral image displacement in the image splitter, we co-registered
the beads’ images in neighboring axial planes/channels. The co-registration was done by
spatial cross-correlation between the corresponding beads in neighboring channels. We
calculated the afﬁne transformations, which were further used for the data co-registration.
The diagram for the plane co-registration is shown in ﬁgure 3.14.
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Figure 3.14: Channel registration diagram. For each pair of acquired neighboring planes, a
transformation matrix and according lateral shifts are calculated.
An example co-registered image of the bead sample is shown on ﬁgure 3.15.
5 μm plane 1
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a b
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Figure 3.15: Two co-registered images of beads, acquired by the adjacent channels, color-
coded in depth. (a) Overlayed images before the registration. Arrows indicate the lateral shift
between the images of the same bead. (b) Overlayed images after the co-registration.
As the ﬁgure shows, the co-registered beads overlap almost perfectly. The lateral displacements,
indicated on the ﬁgure 3.15 were extracted from the transformation matrices and summarized
in the following table, where the shifts are speciﬁed as the distances in the image and object
planes accordingly:
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X shift, μm Y shift, μm
Plane pair image space object space image space object space
1,2 70.5 1.2 -302.9 -5.2
2,3 -65.8 -1.1 321.4 5.5
3,4 69.5 1.2 -298 -5.1
4,5 -134.3 -2.3 134.9 2.3
5,6 69.9 1.2 -293.6 -5.0
6,7 -66.3 -1.1 308.7 5.3
7,8 69.7 1.2 -288.5 -4.9
Table 3.1: Lateral shifts, obtained from co-registration of the depth planes. Shifts indicated in
image and object space, given the magniﬁcation Mlat = 58.3×.
3.4.2 Interplane distances
The distances between the successive planes deﬁne the depth of the ﬁnal reconstructed
image. It is also crucial for 3D SOFI approach, since the signal cross-correlation between the
planes must be ensured. We determined these distances from the scan of the sample with
ﬂuorescent beads. The average brightness response was calculated for each plane and plotted
versus the axial position of the stage. Each plot was ﬁtted by Gaussian in order to localize
the maximum, corresponding to the plane focus position during the scan (ﬁgure 3.16). The
difference between the Gaussian maxima corresponds to the distance between the planes, as
indicated in the table.
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Figure 3.16: Average brightness response per plane, ﬁtted by Gaussian. The table shows
the measured interplane distances.
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The average distance is 345nm, and the standard deviation is 20nm, which is in correspon-
dence with a theoretical value of 334nm. The non-uniformities can come from non-ideal
prism component thicknesses, and positioning errors of the scanning stage. The overall image
depth in an aqueous environment then yields about 3.2 μm.
3.4.3 PSF characterization
The full width at half maximum (FWHM) of the PSF in lateral extent is determined as the
FWHM of Airy function:
dl = 0.51
λ
N A
(3.8)
The axial extent of the PSF is determined from the scalar model by Born and Wolf [64] as:
PSFz(z)= I0sinc2(N A
2z
2λn
) (3.9)
where n is the refractive index of the medium, 1.33 for aqueous solution, and 1.2 is the
numerical aperture N A. The calculations yield 240nm and 283nm in the lateral dimension,
and 916 and 1080 in the axial dimension.
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Figure 3.17: FWHMs in axial and lateral dimensions measured with orange and deep red
ﬂuorescent beads
The PSF characterization was done with orange (emission maximum at 560nm) and deep
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red (emission maximum at 660nm) ﬂuorescent beads (Thermo Fisher Scientiﬁc) dried and
mounted on 170 μm thick coverslip, so that there was several tens of sparse beads per ﬁeld of
view. The scan was done in the z direction using 200nm steps. To characterize the PSF in all
3 spatial dimensions, 3 dimensional Gaussian ﬁt was applied to each detected sparse bead,
averaged over all beads per channel, and FWHMs were extracted. The results are summarized
in ﬁgure 3.17.
The extracted FWHM average values for orange and red beads accordingly are 322nm and
376nm in the lateral dimension, and 1106 and 1187 in the axial dimension. The difference
between the theoretical and experimentally measured PSFs most likely occurs due to the ﬁnite
size of the beads used.
3.4.4 Brightness response
An average brightness response per channel was extracted using the scan data with orange
and deep red ﬂuorescent beads and Gaussian ﬁtting, as described in section 3.4.2. The relative
amplitudes of Gaussians correspond to the channel brightness response, while the vertical
offset corresponds to the ADC bias with an out of focus background. The extracted relative
amplitudes were subsequently used as a weighting factor for each channel in order to equalize
the channel brightness responses.
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Figure 3.18: Average brightness response measured with deep red ﬂuorescent beads
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Figure 3.19: Average brightness response measured with orange ﬂuorescent beads
44
4 SOFI imaging
Optimal imaging conditions are not solely determined by the quality of the imaging system
but are also dependent on the quality of the sample. Section 4.1 describes the different
ﬂuorescence staining methods used in this thesis. Section 4.2 focuses on the optimization of
the blinking conditions for SOFI via excitation adjustment. In sections 4.3, 4.4, and 4.5 we
discuss the imaging of ﬁxed cells, live bacteria, and live cells accordingly.
4.1 Sample preparation
4.1.1 Immunoﬂuorescence
Immunoﬂuorescence is a method for qualitative and quantitative staining of cell membranes,
subcellular structures, bacteria and tissue samples. Biological samples can then be analyzed
for the presence and amount of antigens with the help of a ﬂuorescence microscope if anti-
bodies are conjugated with the ﬂuorescent markers [65]. The initial sample preparation (cell
ﬁxation) is crucial for conserving the cell morphology and maintaining antigenicity of the
targeted epitopes.
Depending on cell type and antibodies used, the unspeciﬁc binding tends to increase back-
ground. In this case a blocking buffer is required. If blocking is necessary, we used a bovine
serum albumin (BSA) solution. When staining intracellular structures, cell membrane perme-
abilisation is required to allow antibodies to reach the interior of the cell. The Triton X-100 or
Tween-20 reagents were used to perform this permeabilisation.
Direct and indirect antibody labeling strategies are possible. When using the direct staining
method, the sample is incubated with a solution of ﬂuorophore labeled primary antibodies.
The formed antigen-antibody complexes can be detected via the ﬂuorescent signal (ﬁgure
4.1).
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Figure 4.1: Direct antibody staining
In thewidely applied indirect stainingmethod, the sample is ﬁrst exposed to unlabeled primary
antibodies against the antigens of interest and then, in a second step, by species-speciﬁc
secondary antibodies. The ﬂuorescently labelled secondary antibodies should then be raised
against the Immunoglobulin G (IgG) of the primary antibody species. Since several secondary
antibodies can bind to one primary antibody, the ﬂuorescence signal can be ampliﬁed.
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Figure 4.2: Indirect antibody staining
4.1.2 Transfection and expression of ﬂuorescent proteins
Antibody staining is generally not compatible with live cell imaging as the typical antibodies
cannot penetrate the living cell membrane. In contrast, ﬂuorescent proteins are almost ideal
biomarkers for living cell labeling [66].
Cell transfection is a well-developed method for targeting proteins of interest. Transfection
stands for a variety of methods integrating a foreign DNA at least in part into a cell. We mainly
used lipofection and electroporation, where lipofection uses liposomes, i.e., small vesicles that
can merge with the cell membrane and deliver their cargo into the cell. A standard transfection
reagent, Lipofectamine, contains lipid subunits that form liposomes while entrapping the DNA
in an aqueous environment. Another possibility is Fugene, a lipid-based reagent. In contrast,
electroporation enables the temporary permeability of a cellular membrane by submitting the
cell to short and intense electric pulses, such that foreign DNA can diffuse into the cell.
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The introduced DNA or plasmid serves as a cloning vector for amplifying and/or expressing a
speciﬁc protein. Fluorescent proteins expression is used for ﬂuorescence microscopy with a
variety of photoswitchable ﬂuorescent proteins (see also section 2.2.3).
4.1.3 Direct labeling with cell-permeant probes
Speciﬁc cell-permeant probes such as Mitotracker Orange provide a direct and simple way
for cell staining. The sample is incubated with a dye solution, followed by several washing
steps. Mitotracker probes diffuse through the plasma membrane and accumulate in living
mitochondria [67].
4.1.4 Sample preparation protocols
The following table summarizes the samples and their preparation description used in this
thesis:
Sample Fluorophore Cell type Target structure Labelling method
1 Dreiklang Hela Vimentin Fugene
2 Dreiklang Hela Actin Lipofectamine
3 Dreiklang Hela Keratin Fugene
4 Mitotracker Hela Mitochondria Direct
5 Alexa 647 Hela Microtubuli Secondary antibody
6 rsEGFP E.Coli MreB Stable line
7 Dreiklang M.smegmatis FtsZ Stable line
8 Alexa 647 Microglia Membrane Secondary antibody
Cell preparation
Hela cells were incubated at 37°C at 5% CO2 in a Minimum Essential Medium (MEM) Eagle
completed with Earle’s salts, L-glutamine, sodium bicarbonate complemented with 10% fetal
bovine serum, 1× penicillin-streptomycin, 1× GlutaMAX, 1× MEM Non-Essential Amino
Acids Solution. The cells were plated in 35mm glass bottom FluoroDishes (World Precision
Instruments Inc.).
Fugene transfection
Transfection was performed one day after the cells plating, when cells reach ≈80% conﬂuency.
6μl of Fugene were incubated in 92 μl OptiMEM for 5 minutes. 2 μg of DNA were subsequently
added to the solution, followed by 30 minute incubation at room temperature. For each dish,
the cell medium was exchanged for the fresh one. The Fugene solution was then distributed
in small droplets over the surface of the dish. The dishes were then put back into the incu-
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bator, and imaged the next day. We used DMEMgfp-2 (BioCat) antibleaching cell medium,
complemented with 1% rutin solution during imaging. This medium reduces the background
ﬂuorescence and Dreiklang bleaching compared to the normal cell medium.
Mitotracker staining
Mitotracker staining was performed one day after plating the cells . Mitotracker was diluted to
400nM concentration in Hank’s balanced salt solution (HBSS). After washing the cells with
37°C prewarmed 1× PBS, the cells were incubated with Mitotracker for 10 minutes at 37°C.
The cells were then washed three times with 37°C prewarmed HBSS and imaged immediately
afterwards. HBSS allows to reduce the background ﬂuorescence compared to the normal cell
medium.
Antibody staining
One day after plating, Hela cells were washed with 37°C prewarmed PBS and then ﬁxed by
incubation with 37°C prewarmed 4% paraformaldehyde (PFA) solution. The cells were then
washed three times with PBS. Meanwhile the blocking buffer, containing 3% bovine serum
albumin (BSA) and 0.25% Triton-X 100 in PBS was prepared. We also prepared the washing
buffer, containing 0.2% BSA and 0.05% Triton-x 100.
The cells were then incubated for 30 minutes in the blocking buffer. The primary antibody
(DM1A, against microtubuli, raised in mouse) was diluted to 1/100 concentration in the
blocking buffer. The cells were incubated with the primary antibody for 45 minutes, followed
by three times washing in the washing buffer. The secondary antibody (Alexa 647 anti-mouse,
Invitrogen) was diluted to 1/200 concentration in the blocking buffer. After 45 minutes
incubation with the secondary antibodies, the cells were washed three times with the imaging
buffer.
The medium was then replaced for 1× PBS for further imaging, or by 50:50 PBS Glycerol
solution for the long-term storage.
Imaging buffer
The imaging buffer for the samples stained with Alexa dyes contained reducing and anti-
oxidizing agents. We used 20mM Cysteamine (Sigma-Aldrich) solution as a reducing agent,
and 0.5 mg/ml glucose oxidase combined with 40 μg/ml catalase as an oxygen scavanger. The
solution was prepared using 50 mM Tris buffer at pH 9.0 containing 6% glucose and 10mM
NaCl.
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4.2 Optimizing imaging conditions
Using the appropriate ﬂuorophore blinking conditions is crucial for SOFI imaging. In this
section we describe the selection of the illumination intensities by the examples of rsEGFP and
Dreiklang ﬂuorescent protein labelling. In order to determine the optimal imaging conditions,
we performed ensemble switching experiments with the 2D SOFI setup (ﬁgure 3.1).
rsEGFP has two absorption bands, around 490nm for ﬂuorescence excitation and switching
off and around 396nm for back-switching into the on-state [66]. In order to determine the
switching kinetics, we used a laser illumination at 405 and 488nm wavelengths. The sample
was exposed to a continuous illumination at 488nm wavelength and pulsed illumination at
405nm with intensities adjusted to 0.02 W/cm2 and 0.05 W/cm2. The recorded images were
thresholded to segment and analyze only regions containing rsEGFP (ﬁgure 4.3). The average
ﬂuorescence intensity was extracted and background corrected by subtracting the average
response from non-thresholded area, as plotted in ﬁgure 4.4 on the top graph.
1 μm
1 μm
a
b
Figure 4.3: Thresholding the region containing ﬂuorescent proteins.(a)
Recorded image. (b) Red region shows the thresholding mask.
The average ﬂuorescence intensity during continuous exposure to 488nm excitation is then
proportional to the population of the off state, and the intensity during continuous exposure
to 405 and 488nm excitation corresponds to the population of the on state. The rate equation
is given as ∂P/∂t =Q ·P (t ), where Q is the transition rate matrix. For the two-level system it is
written down as follows:[
∂Pon/∂t
∂Po f f /∂t
]
=
[
−ko f f kon
ko f f −kon
]
·
[
Pon(t )
Po f f (t )
]
(4.1)
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The state evolution is then obtained by Laplace transform, yieldingPon(t )= Pon(t0)+(Pon(∞)−
Pon(t0))exp(−(kon +ko f f )(t − t0)). To extract the switching rates kon = 1/τo f f ,m and ko f f =
1/τon,m , ﬂuorescence on- and off-switching curves were averaged over several switching cycles
and ﬁtted to an exponential curve (ﬁgure 4.4, bottom graph).
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Figure 4.4: Average signal under exposure to continuous 488nm and pulsed 405nm illumina-
tion. Averaged switching curves are ﬁtted by an exponential model function.
The measured switch-off rate corresponds to the molecular off switching and the measured
switch-on rate corresponds to the sum of molecular on- and off-switching rates (since the
on-switching 488nm illumination was continuous):
1
τo f f ,m
= 1
τo f f
1
τon,m
= 1
τo f f
+ 1
τon
(4.2)
The individual lifetimes are then extracted as follows:
τo f f = τo f f ,m = 145 ms τon =
τon,mτo f f ,m
τo f f ,m −τon,m
= 102 ms (4.3)
As mentioned in section 2.2.3, Dreiklang possesses three absorption bands, a separate band
for on-switching, off-switching and ﬂuorescence excitation [52] at 365nm, 405nm, and 515nm
accordingly.
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Due to UV-light induced background, Dreiklang requires a more sophisticated approach for
kinetics extraction [57]. We used transfected Hela cells expressing Dreiklang in vimentin
structure for the ensemble switching experiments. We used a 365nm LED and 405nm laser
corresponding to the on- and off-switching absorption maxima with intensities adjusted to
1.6 and 5.6 W/cm2 accordingly. 532nm laser with an intensity of 0.7 W/cm2 was used for
ﬂuorescence excitation above the absorption maximum (515nm) in order to completely avoid
off-switching at the same time. In order to determine the on-ratios ρon = τon/(τon +τo f f )
for 365nm and 405nm illuminations, the sample was exposed to a repeated sequence of
pulses of 532-405-532-365nm light. The recorded images were then background corrected
and thresholded in order to segment regions containing Dreiklang. The signal plotted in the
ﬁgure 4.5 shows the averaged ﬂuorescence intensity.
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Figure 4.5: Averaged signal after exposure to 532-405-532-365nm illumination.
The signal recorded during the exposure to 532nm illumination then corresponds to the
population P365 or P405 as set up by the preceding illumination pulse. The total population
Ptot is extracted from the ﬁrst exposure to 532nm illumination. The on-ratios then correspond
to the according population ratios:
P365
Ptot
=ρon,365 =
τon,365
τon,365+τo f f ,365
,
P405
Ptot
= ρon,405 =
τon,405
τon,405+τo f f ,405
(4.4)
In order to extract the absolute lifetimes, the sample was exposed to a continuous illumination
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by 405 and 532nm and pulsed 365nm light. The recorded images were treated identically to
the ﬁrst experiment. The switch-on and switch-off curves were then averaged and ﬁtted by an
exponential model function (ﬁgure 4.6).
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Figure 4.6: Averaged signal after exposure to constant 405 and 532nm, and pulsed 365nm
illumination. Averaged switch-on and switch-off curves ﬁtted by an exponential.
The switching rates are then determined as:
1
τon
= 1
τon,405
1
τo f f
= 1
τo f f ,365+τo f f ,405
(4.5)
And the individual on- and off-times can be extracted as follows [57]:
τon,405 = τon = 104 ms τo f f ,365 =
τonτo f f
τon −τo f f
= 160 ms (4.6)
τo f f ,405 = τon,405
(
1/ρon,405−1
)= 10 s τon,365 = τo f f ,365 ρon,3651−ρon,365 = 383 ms. (4.7)
It follows that applying 405nm combined with 532nm illumination allows to switch Dreiklang
at a low on-ratio of 1%, which was optimal for SOFI. The switching speed can be tuned by
adjusting the intensity of 405nm source, with single frame exposure time being about the
molecular on-time. Faster exposure times are favorable for avoiding motion artifacts during
live cell imaging. However, molecules usually emit less photons per switching cycle at faster
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switching rates. The 15 W/cm2 intensity of 405nm illumination provided a good balance
between these two parameters.
4.3 Fixed cell 3D ﬂuorescence imaging
As a ﬁrst 3D SOFI proof of principlewe acquired 5000 images of antibody stainedmicrotubuli in
a ﬁxed Hela cell. Under continuous excitation with 635nm laser and reactivation with 405 nm
laser, Alexa 647 showed reversible photoswitching. Figure 4.7 shows the color-coded maximum
intensity projections of the wide-ﬁeld and second order SOFI images. For visualizing 3D data,
we show maximum intensity projection of the stack, color-coded in depth with isolum strict
colormap, compatible with red-green color perception deﬁciencies [68].
0
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a b
Figure 4.7: Alexa 647 stained microtubuli in a ﬁxed Hela cell. (a) Wide ﬁeld image.
(b) Second order 3D SOFI reconstruction.
Microglial cells represent about 10% of brain cells and act as the primary immune defense of
the nervous system [69]. Recent studies by Bolmont et al [70, 71] showed that microglia react
to the formation of amyloid plaques, indicating their role in the progression of Alzheimer’s
disease. We used 3D SOFI approach to image the antibody stained microglial cell membrane
(Alexa 647) surrounding the extracellular amyloid plaque in a thin slice of transgenic mouse
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(Alzheimer’s disease) brain tissue.
Using the setup for simultaneous 3D acquisition, we acquired 5000 frames containing blinking
ﬂuorophores at 30ms exposure time. Images of microglial cell membranes were generated
(ﬁgure 4.8) with the third order balanced SOFI algorithm described in section 2.4.6. Calculating
3D cross-cumulants, 22 sampling planes were obtained from the original eight image planes,
allowing therefore a ﬁner depth sampling.
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Figure 4.8: (a) Microglial cell membrane surrounding an amyloid plaque, third order SOFI. (b)
Zoomed region, wide-ﬁeld image (c) Zoomed region, third order SOFI. (d) X-Z projection of
the cut indicated by red line, wide-ﬁeld. (e) same projection, third order SOFI. (f) x-proﬁle of
the same cut, wide-ﬁeld v.s. SOFI.
Structural details barely visible in the classical wideﬁeld image are resolved and the strong
out-of-focus background is signiﬁcantly reduced. Details as small as 130nm (lateral) are
resolved, close to the expected three fold resolution improvement.
4.4 Live cell and bacteria 2D ﬂuorescence imaging
FtsZ andMreBproteins are themajor parts of the bacterial cytoskeleton [72]. FtsZ (Filamenting
temperature-sensitive mutant Z) is a ring structure and a homologue to tubulin in eukaryotic
cells. It plays an important role in the cell division of different bacterial species [73, 74]. MreB
is a protein homologous to actin in eukaryotic cells. It was shown, that MreB controls the
thickness of bacteria and plays an important role in bacterial membrane synthesis [75].
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Figure 4.9: Model for MreB and FtsZ organization in C.
crescentus. Adapted from Nature Reviews Microbiology
12, 9–22(2014), ﬁgure 2.
Mycobacterium Smegmatis (M. Smegmatis) serves as model organism since it shares the
ring structure similar to M. Tuberculosis while being non-patogenic. In order to see the FtsZ
ring in M. Smegmatis, we used a mutant stably expressing FtsZ-Dreiklang. Since the environ-
ment conditions in bacteria are different compared to the mammalian cells, we adapted the
illumination intensity to optimize Dreiklang photoswitching.
Under 45 W/cm2 532nm illumination intensity Dreiklang showed fast off-switching. We used
365nm LED to back-switch to the on-state. As the UV illumination caused strong autoﬂu-
orescence, we kept its intensity at a low level of about 0.5 W/cm2. We used sequences of
2000 frames acquired with a 2D SOFI setup (ﬁgure 3.1) at 30ms exposure time in order to
reconstruct third order super-resolved images (ﬁgure 4.10).
2 μm2 μm
a b
Figure 4.10: FtsZ structure in M. Smegmatis. (a) Wide ﬁeld image. (b) SOFI third order.
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Compared to the wide-ﬁeld image, SOFI allows to better distinguish the FtsZ ring and suppress
the background from the bacterial membrane.
For observation of MreB structure, we used E. Coli stably expressing MreB-rsEGFP. We used a
488nm laser source at 2 W/cm2 intensity and a 405nm laser at a low intensity of 0.05 W/cm2 to
induce the reversible photoswitching of rsEGFP. Second order SOFI allows to resolve details of
MreB skeleton, which are not visible in a conventional image (ﬁgure 4.11).
a b
Figure 4.11: Images of MreB structure of E Coli. (a) Wide-ﬁeld image. (b) 2nd order SOFI
image.
2 μm 2 μm
a b
Figure 4.12: Images of Dreiklang expressing keratin structure in live Hela cell. (a) Wide-ﬁeld
image. (b) 3rd order SOFI image.
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For the ﬁrst experiment with live cells, we chose Hela cells expressing Keratin-Dreiklang.
We acquired 5000 images at 20 ms exposure time at 450 W/cm2 and 15 W/cm2 532nm and
405nm laser intensities accordingly. Figure 4.12 shows comparison of wide-ﬁeld and SOFI
reconstructed image. Third order SOFI analysis allows to suppress the background and
distinguish between the close-situated keratin ﬁbers.
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Three-dimensional (3D) imaging in conventional wide-ﬁeld super-resolution microscopy
techniques is typically done by sequential imaging of several depth planes, which is subop-
timal for imaging dynamic objects. We introduce a robust image-splitting prism designed
as an add-on for conventional wide-ﬁeld microscopes to acquire several depth planes of
a sample volume simultaneously. The prism greatly simpliﬁes the multi-plane acquisi-
tion and improves the opto-mechanical stability of the microscope. Applied for 3D super-
resolution optical ﬂuctuation imaging (SOFI), the depth sampling was increased and back-
groundandout-of-focus contributionswereminimized. UsingaBregman iterativemethod
for deconvolution and noise suppression, we obtained single 3D super-resolved images
from short image sequences with as few as 100 frames, resulting in an acquisition time
of two seconds per super-resolved 3D image. We show super-resolved 3D movies of living
Hela cells expressing the ﬂuorescent protein Dreiklang.
4.5.1 Introduction
Super-resolution ﬂuorescence microscopy is a widely emerging ﬁeld recognized by the Nobel
Prize in chemistry in 2014. The acquisition of super-resolved images in three dimensions (3D)
by means of light-sheet microscopy [23] or super-resolution optical reconstruction microscopy
[76] have been demonstrated recently. However improvement in axial and lateral dimensions
combined with the speed compatible with imaging the processes in live cells remains a
challenge.
Single molecule localization microscopy (SMLM) achieved 3D imaging with several tech-
niques, for instance by introducing astigmatism in the imaging path [77] or by interferometric
detection [78, 79]. Although SMLM achieves high localization precision (20nm in lateral and
20–60nm in axial directions), the imaging depth is limited to about a wavelength or less and
the acquisition usually lasts for minutes. Faster acquisition was demonstrated by trading off
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spatial resolution.
Super-resolution optical ﬂuctuation imaging (SOFI) [13] provides a unique approach to
diffraction-unlimited imaging in 3D because SOFI accepts a wider range of photoswitch-
ing conditions than SMLM [37] by analyzing the spatio-temporal ﬂuctuations of light from the
sample to boost the image resolution. If the point spread function (PSF) spans several pixels,
spatio-temporal cross-correlations of intensity ﬂuctuations among neighboring pixels can be
calculated in order to increase the image resolution in 3D. SOFI assumes that the ﬂuorophores
in the sample blink stochastically and independently.
Super-resolved 3D imaging with SOFI was ﬁrst demonstrated by sequential acquisition of
depth planes [62]. Recently, Geissbuehler et al. [57] proposed a multi-plane imaging concept
that supports higher acquisition speed and reduces photobleaching. To image several depth
planes simultaneously, 50:50 beam splitters were used together with a set of mirrors. This
design allowed tuning the distances between the imaged depth planes but required frequent
time-consuming alignment. Long term live cell imaging also demands improved mechanical
stability. We address these issues by providing eight image planes with a dedicated single solid
prism that we designed for 3D microscopy. The sensitivity of the system against environmental
changes is greatly reduced. Focusing on fast acquisition while maintaining image quality, we
further propose a novel deconvolution algorithm well suited for SOFI microscopy.
4.5.2 Experimental setup
Figure 4.13 outlines our multi-plane epi-ﬂuorescence microscope. A high numerical aperture
objective is selected so that the immersion liquid matches the refraction index of the sample
to avoid spherical aberrations. The tube lens TL creates an intermediate image, where a
rectangular window is used to limit the ﬁeld of view. An additional telescope comprising
lenses T1 and T2 is used to project the images at the camera sensors.
The images are separated in depth using a 2×4 image splitting prism, assembled of two plane
parallel and a rhomboid prism with sides cut at 45 degrees. A coating for broadband 50:50
image splitting is used at the central cemented interface. The larger plane parallel, smaller
plane parallel and rhomboid prisms have thicknesses of h+2ε, h, and h−2ε, where ε=2d
sets up a lateral distance d between the neighboring images on the camera sensors. The
optical path difference (OPD) in the image space corresponds to δz = d/n, where n is the
refraction index of the prism glass. This distance corresponds to a displacement δz/M2t in the
object space, where Mt is the lateral magniﬁcation of the microscope.
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Figure 4.13: Detection path of the multi-plane epi-ﬂuorescence microscope
We mounted the cameras at axial distances differing by d/2n to set up an interleaved channel
conﬁguration and an OPD of δz = d/2n between adjacent depth planes. The cameras could
be placed at 4d/n distance to obtain a sequential channel conﬁguration and double the OPD
to δz = d/n.
The prism was designed for the use with a 13.3×13.3mm2 CMOS sensor. Thus, it implements
a lateral distance d of 3.3mm allowing to acquire an image ﬁeld of 3.2mm width. The OPD is
therefore δz = d/n ≈ 2.1mm, which sets up an image defocus of about 1% of the focal length
of lens L2 ( f2 = 200mm). When stepping through the object planes, the marginal ﬁeld points
in the images shift by a few percent of the PSF diameter only, ideally allowing analysis of the
images by a 1:1 correspondence of the pixels in the image frames of adjacent object planes.
We also incorporated a custom-built incubation system, allowing to control the temperature
and CO2 level. The motorized stage and objective lens were placed inside the incubated
chamber to avoid the temperature drifts.
4.5.3 Image reconstruction
SOFI achieves super-resolution by calculating spatio-temporal cumulants on a sufﬁciently
long image sequence [13, 12]. In its basic form, the application of nth order SOFI analysis
achieves up to

n× resolution improvement. The resolution improvement can be boosted to
n× by an additional deconvolution step. So far a classic Lucy-Richardson deconvolution was
applied within the balanced SOFI algorithm [56]. However, the Lucy-Richardson deconvolu-
tion shows limitations in dealing with noise and it applies a non-negativity constraint for the
image data. In contrast to classical imaging, the cumulant analysis in SOFI cannot warrant and
often does not yield positive values which may lead to image artifacts upon deconvolution.
Figure 4.14 outlines the image analysis for time-lapse SOFI. During step 1, the multi-plane
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microscope simultaneously acquires eight depth planes at each time point. At step 2, each
subsequence (100 - 1000 frames) is used for calculating the 3D raw cumulant output image.
The subsequences were chosen sufﬁciently long to satisfy image quality criteria [37]. To
minimize photobleaching artifacts, the whole sequence of acquired camera frames can be
divided into shorter subsequences (100 - 500 frames).
Step 3 involves the deconvolution of each raw cumulant image. Aiming for super-resolved 3D
time lapse live cell imaging, we adapted the split Bregman iterative method [80] for deconvo-
lution and incorporated it into the balanced SOFI algorithm. The Bregman iterative method
has several advantages such as fast convergence rate, ﬂexibility of parameters and prominent
stability. It has been proven efﬁcient for image restoration and deconvolution tasks [81]. The
new SOFI post-processing based on the Bregman iterative method can handle the peculiarities
of cumulant images, reduces the noise contribution and in consequence increases the signal
to noise ratio (SNR). However, in the presence of noise, this inversion can become unstable
and a regularization is necessary. The total variation (TV) based regularization introduced
by Rudin et. al. [82] was then used for the ﬁnal image reconstruction. For a more detailed
description of the algorithm, please refer to the PhD thesis of Tomas Lukes [83].
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Figure 4.14: SOFI processing ﬂowchart. The sequence of images is acquired synchronously
by 2 cameras. The images are then divided into subsequences to limit artifacts due to photo-
bleaching and sample motion.
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4.5.4 Live cell imaging
To demonstrate the imaging capabilities of our approach, we acquired several measurements
with live and ﬁxed Hela cells. The acquired raw image data was processed using the aforemen-
tioned 3D SOFI algorithm.
We imaged Hela cells cultured in a Petri dish and further transfected with Lipofectamine-2000
reagent. The transfected cells expressed the reversibly photo-switchable ﬂuorescent protein
Dreiklang [52] in the vimentin (ﬁgure 4.17) and actin (ﬁgure 4.15) structures. Overexpression
of actin and tubulin subunits are known to alter the cytoskeleton dynamics and the cell fate,
in particular cell division [84]. In order to overcome this issue, Dreiklang was coupled to the
actin binding peptide LifeAct [85].
Dreiklang’s reversible on-off switching of ﬂuorescence can be controlled by illumination at
365nm and 405nm wavelengths and is separated from the excitation maximum at 515nm
wavelength. We illuminated Dreiklang by 532nm light to excite its ﬂuorescence and applied
405nm light at low intensity to switch it on and off at a low on-ratio of about 1%. The lateral
magniﬁcation was adjusted to Mt = 58.3× to set up a depth plane separation of around 450nm
in an aqueous environment.
Figure 4.15 shows the ﬁrst frame of 3D video sequence of living Hela cells expressing Actin-
Dreiklang. Due to the the lower Dreiklang expression level, we used 500 frames to generate a
single super-resolved frame.
0
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Figure 4.15: First frame of a super-resolved 3D video sequence of living Hela cells
expressing Actin-Dreiklang. Shown is the maximum intensity projection of a second
order 3D SOFI image.
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Two-dimensional super-resolved images have been demonstrated using Mitotracker with
STORM [34] and SIM [86]. Here we demonstrate 3D SOFI time-lapse imaging of mitochondria
in a living HeLa cell using Mitotracker Orange labeling. The staining of Hela cells was per-
formed in Leibovitz solution at 40 nM concentration. The cells were later washed three times
with Leibovitz medium and then imaged immediately (ﬁgure 4.16). We used 400 frames ac-
quired at 15ms frame exposure time for the SOFI reconstruction, limiting the overall exposure
time to 6 seconds.
Figure 4.17 shows one frame of a super-resolved 3D video sequence of living Hela cells ex-
pressing Vimentin-Dreiklang. For this experiment, we used a setup described in ﬁgure 3.2
with a number of planes reduced to four. Here we used only 100 frames for the 3D image
reconstruction. Second order SOFI analysis allows (b) to improve resolution and reduced the
background compared to the wide ﬁeld image (a). Bregman deconvolution (c) also allows to
suppress noise compared to the conventional Lucy-Richardson deconvolution.
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Figure 4.16: 3D SOFI 2nd order reconstruction of mitochondria structure in a live
Hela cell.
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Figure 4.17: First frame of a super-resolved 3D video sequence of living Hela cells expressing
Vimentin-Dreiklang. Maximum intensity projections of the 3D (a) wideﬁeld image, (b) second
order SOFI image, (c) improved balanced SOFI image. The depth information is color-coded.
Only 100 images were used for the SOFI reconstructions. The image acquisition for one
super-resolved 3D image took two seconds.
4.5.5 Discussion
We introduced a new 3D microscope designed to acquire several depth planes simultaneously.
The setup allows some ﬂexibility in tuning inter-plane distances by modifying the lateral
magniﬁcation and by choosing an appropriate channel conﬁguration. We characterized the
microscope’s optical performance and achieved diffraction-limited imaging. The microscope’s
capabilities enable the use of 3D SOFI reconstructions for long-term experiments. We devel-
oped and applied a novel deconvolution algorithm for linearizing the resolution improvement
with the cumulant order in SOFI. Due to our new algorithm, fewer input images are required
for the SOFI reconstruction. We demonstrated the performance of this algorithm and the 3D
microscope by recording super-resolved time-lapse movies of actin and mitochondria network
reconﬁgurations in living Hela cells that were incubated in the sample chamber during the
entire time-lapse acquisition.
4.5.6 Methods
Microscope setup
The cell imaging experiments were performed on a custom-built microscope comprising an
incubator with temperature and CO2 control. We used an Olympus UPLSAPO 60XW water-
immersion objective with a numerical aperture of 1.2 and 60× magniﬁcation. The following
continuous-wave (cw) lasers were used for ﬂuorescence switching and excitation: a 120 mW
405 nm laser (iBeam smart, Toptica), a 200 mW 488 nm laser (iBeam smart, Toptica), and
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an 800 mW 532 nm DPSS laser (MLL-FN-532, Roithner Lasertechnik). All laser beams were
combined with a set of dichroic mirrors and focused in the back focal plane of the objective
to create an approximately homogeneous epi-illumination in the imaged ﬁeld of view. The
image-splitting prism was custom-manufactured at Schott Suisse Sa facility.
Cell preparation
Hela cells were incubated at 37°C at 5% CO2 in a Minimum Essential Medium (MEM) Eagle
completed with Earle’s salts, L-glutamine, sodium bicarbonate complemented with 10% fetal
bovine serum, 1× penicillin-streptomycin, 1× GlutaMAX, 1× MEM Non-Essential Amino
Acids Solution. The cells were plated in 35mm glass bottom FluoroDishes (World Precision
Instruments Inc.).
Dreiklang-LifeAct construction and cell transfection
Dreiklang-LifeAct was constructed as follows: The Dreiklang sequence (Aberrior) was am-
pliﬁed by PCR and inserted in a pCDNA3 using PmeI and AgeI restriction sites. The LifeAct
sequence was synthesized (Microsynth) according to [85], annealed and inserted in front
of Dreiklang using KpnI and BstBI restriction sites. The transfection was done with Fugene
(Promega) or Lipofectamine-2000 (Invitrogen) for 24 hours before imaging.
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5 Conclusions and outlook
During my thesis, I adapted super-resolution optical ﬂuctuation imaging (SOFI) for the use
with the new multi-plane epi-ﬂuorescence microscope for 3D live-cell super-resolution imag-
ing. The microscope performance was described and experimentally veriﬁed. 3D SOFI was
demonstrated on the examples of ﬁxed and living cells.
As established in chapter 2, the key advantage of SOFI compared to the localization techniques
is its high tolerance of ﬂuorophore blinking conditions and low SNR. We have shown further
intrinsic properties of SOFI, such as ﬁner pixel grid generation and background reduction.
The cross-cumulants concept allows to extend the existing algorithm for swift 3D imaging.
The principle of ’virtual’ plane generation was explained as well as the concomitant resolution
improvement in all three spatial dimensions.
Thanks to our new image-splitting prism, made as a single optical element, we achieved robust
in-depth plane separation and could simplify the alignment procedure decisively as compared
to the previous multi-plane epi-ﬂuorescence microscope. We tuned the depth sampling by
changing the microscope’s magniﬁcation and showed by ray-tracing and experiments that the
new multi-plane microscope achieved diffraction-limited performance. The microscope was
fully characterized experimentally and the calibration results were used for the SOFI analysis
of multi-plane image sequences.
Aiming at live cell imaging, we investigated the switching properties of ﬂuorescent proteins.
Dreiklang proved to be a versatile ﬂuorescent protein, allowing to tune the blinking properties
due to three distinct absorption wavelengths for ﬂuorescence excitation and switching on
and off. We have taken 3D super-resolved images of a Microglial cell in a brain slice, showing
almost three-fold resolution improvement and signiﬁcant background reduction. 2D images
of live bacteria and cells demonstrated the compatibility of SOFI with different types of live
cell imaging. Moreover, we demonstrated the capability of 3D time-lapse SOFI by recording
SOFI movies of vimentin, actin and mitochondria in live Hela cells.
Transport of intensity equation (TIE) is a versatile phase reconstruction method, based on the
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variation of intensity along the optical axis [87, 88]. The TIE can be derived from the paraxial
wave equation:
(∇2⊥+2ik
∂
∂z
)UA(x,z)= 0, (5.1)
where k is the wave number,x and z are lateral and axial coordinates accordingly, ∇2⊥ is the
transverse Laplacian operator, andUA is the complex amplitude ofU . TIE then links the phase
of the ﬁeld to it’s intensity axial derivative under the assumption of uniform illumination
I0(x)= J0:
− k
J0
∂
∂z
I (x,z)|z=0 =∇2⊥φ0(x), (5.2)
Where I is the image intensity, and φ is the phase. The intensity axial derivative can be
approximated as the difference between the defocused planes [89], assuming that the defocus
distance is small. Typically, several depth planes are acquired by doing a z-scan, as indicated
in ﬁgure 5.1.
sample plane
objective tube lenssource
illumination system observation system
camera
reconstruction
defocused images
Figure 5.1: Standard acquisition scheme for TIE. A transparent object is illuminated in trans-
mission mode. The image of an object and is projected on a camera. Moving the camera along
the optical axis allows to acquire the defocused object images.
In order to take advantage of TIE phase reconstruction, we added a Koehler trans-illumination
to the multi-plane microscope. This allows to acquire several defocused images of an ob-
ject simultaneously. By applying the TIE phase reconstruction algorithm, the phase of the
transmitted light can be recovered quantitatively [88]. In a proof-of-principle experiment, we
acquired an 8-plane image of ﬁxed non-stained Hela cells and used planes 1, 4 and 7 for the
reconstruction of the phase image (ﬁgure 5.2.
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Figure 5.2: (a) TIE reconstructed image of the ﬁxed Hela cell. (b) 3D surface plot of the same
image, Morgenstemnig colormap.
5 μm 5 μm
a b
z [μm]
0
3
Figure 5.3: (a) First frame of a super-resolved 3D video sequence of live Hela cells expressing
Dreiklang Lifeact. (b) TIE reconstructed image. 600 frames were used for SOFI reconstruction,
and one single frame for the TIE reconstruction, taken directly after the ﬂuorescence frame. 5
super-resolved and 5 phase images were acquired.
In order to demonstrate the potential of 3D multi-plane microscope, we performed a time-
lapse experiment on Hela cells, expressing actin-Dreiklang. The ﬁrst SOFI and TIE images are
shown in the ﬁgure 5.3.
Since the speed of TIE imaging is in principle limited only by camera exposure time, the frame
rate can reach 300 Hz when using Hamamatsu ORCA Flash-4.0 camera. The complementarity
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of SOFI and TIE can therefore provide both high spatial resolution for a structure of interest
and temporal resolution for the phase image. One of potential applications can be the tracking
of signal transfer between neurons. So far we have demonstrated the 2D application of TIE.
However, it holds a potential for the 3D phase reconstruction [90].
Odermatt et. al. have demonstrated the complementarity of Atomic force microscopy (AFM)
and single molecule localization microscopy (SMLM) when imaging living cells [91, 74]. While
AFM provides high-resolution topological images of cell surfaces, SMLM gives a better insight
of the internal cell structures. SOFI’s tolerance of a wide range of blinking conditions can
further contribute to the markers choice and subsequent long-term imaging when using the
combination of AFM and super-resolution ﬂuorescence techniques.
In summary, my thesis introduced a super-resolution technique capable of imaging the
ﬂuorescent samples in 3D. The technique bears a potential for life science applications and
for combinations with label-free techniques.
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Figure 5.4: Actin structure expressing Dreiklang in a live Hela cell. Second order SOFI recon-
struction. Cooperation with Patrick Sandoz and Prof. F. Gisou van der Goot.
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Figure 5.5: Surface plot of the TIE reconstruction of test sample, containing stepped checker-
board structure. Isolum colormap [68].
0
3
z [μm]5 μm
Figure 5.6: Tubulin structure in a ﬁxed Hela cell. Antibody staining with
Alexa 647. Second order SOFI reconstruction.
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Figure 5.7: Third order SOFI image of bacteria M.Smegmatis, expressing
Dreiklang in cell membrane. Morgenstemnig colormap [68]. Cooperation
with Raphael Sommer and Prof. Stewart Cole.
73

A Image splitting prism characteriza-
tion and setup alignment
A.1 ABCD calculation conventions
ABCD matrix analysis or ray transfer matrix analysis provides a simple way to describe a
paraxial optical system. The technique is based on tracing rays in a meridional plane between
transverse input and output planes. A ray is deﬁned by a 2×1 vector, deﬁning its distance from
and optical angle with the optical axis. Each optical element can then be described by a 2×2
matrix whose product with a ray vector yields the corresponding output ray parameters. A
combination of optical elements can then be described by consecutive matrix products. Here
we deﬁne the fundamental matrices used for the calculations.
The refraction by a thin lens with focal length f is described by[
1 0
−1/ f 1
]
. (A.1)
The propagation over the distance d in a medium of refractive index n is described by[
1 d/n
0 1
]
. (A.2)
A.2 Jones Matrix description of the beam splitter
In the ﬁrst (strong) approximation the entrance and exits as well as all reﬂections occur at a
perfect right angle inside the prism. We can easily calculate the difference phase shift between
s and p polarization using the Jones matrix formalism.
The matrix BSr and BSt respectively of a reﬂection and a transmission by a perfect 50/50
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beam splitter can be written as:
BSr = 1
2
[
−1 0
0 1
]
BSt = 1
2
[
1 0
0 1
]
(A.3)
A.2.1 Jones Matrix total internal reﬂection
The phase shifts in total internal reﬂection (θp ,θs) p and s polarized light are given for an
incidence angle of θ by:
tan
(
θp
2
)
= n
√
n2sin2(θ)−1
cos(θ)
tan
(
θs
2
)
=
√
n2sin2(θ)−1
ncos(θ)
(A.4)
And so for θ =π/4 and n = 1.5:
θp = 0.644 θs = 0.322 (A.5)
Because only the phase shift between both polarizations is important,the corresponding Jones
Matrix can be written as:
TR=
[
e0.644i 0
0 e0.322i
]
≡
[
1 0
0 e0.322i
]
(A.6)
The polarization state for each image can then be written as:
MJones,1 =TR ·TR ·BSr ·BSr ·BSt =
[
1 0
0 e0.644i
]
(A.7)
MJones,2 =TR ·TR ·BSr ·BSr ·BSt =
[
1 0
0 e0.644i
]
(A.8)
MJones,3 =TR ·TR ·BSt ·BSt ·BSt =
[
1 0
0 e0.644i
]
(A.9)
MJones,4 =TR ·TR ·BSr ·BSr ·BSt =
[
1 0
0 e0.644i
]
(A.10)
MJones,5 =TR ·TR ·BSt ·BSt ·BSr =
[
−1 0
0 e0.644i
]
(A.11)
MJones,6 =TR ·TR ·BSt ·BSt ·BSr =
[
−1 0
0 e0.644i
]
(A.12)
MJones,7 =TR ·TR ·BSt ·BSt ·BSr =
[
−1 0
0 e0.644i
]
(A.13)
MJones,8 =TR ·TR ·BSr ·BSr ·BSr =
[
−1 0
0 e0.644i
]
(A.14)
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A.2.2 Summary
As the total internal reﬂection induces a phase shift between both polarizations but all images
two total internal reﬂections, we have the same phase shift for each image per camera.
A.3 3D epi-ﬂuorescence microscope alignment
This protocol outlines the alignment procedure followed for achieving diffraction-limited
performance of the 3D SOFI microscope. Figure A.1 outlines the used conﬁguration.
cam
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excitation lasers
multichannel
 split
TL
Las1, 405nm
Las2, 488nm,
Reference
Las3, 532nm
Las4, 640nm
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sample 
objective
M1
M1
M1
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M1DM1DM2
DM3
DM
L1-1L1-2
L2-1L2-2
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L4-1L4-2
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L2
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L3
LE
T1 T2
d/2n
I8
I6
I4
I2
I7 I5 I3 I1
d
intermediate 
image
field aperture
δz≈Ma
d
Figure A.1: Multi-plane epi-ﬂuorescence microscope outline.
The excitation laser beams are focused at the back aperture of the objective to create awideﬁeld
epi-illumination. Changing the initial beam extension allows to adjust the illumination area
and the maximum illumination intensity for each of the laser lines.
STEP 1: The alignment procedure starts with the alignment of one of the excitation laser
beams that will serve as reference beam. We used the 488nm Toptica iBeam laser beam as
reference as it has a well-deﬁned Gaussian proﬁle and is in a visible range of the spectrum.
Adjust the beam expander to get a collimated output:
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Las2, 488nm,
Reference
L2-1L2-2L2
Figure A.2: Setting the laser beam expander
Las2, 488nm,
Reference
sample 
objective
M1
M1
DM3
DM
L2-1L2-2L2
L3
LE
Figure A.3: Setting the laser beam expander
STEP 2: The laser beam should come at the center of the back aperture of the objective and
orthogonally to it. The centering of the beam can be checked by placing a circular aperture
between lenses L3 and LE.
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objective DM
LE
Figure A.4: Placing the objective
STEP 3: As a next step, a mirror coated coverslip should be introduced in the focal plane of the
objective (if using an immersion objective, immersion liquid should also be applied). Lens LE
should be then removed to create a collimated input into the objective. The correct position
of the mirror corresponds to the collimated output of the objective (here and further on the
collimation of the beam is checked by a shear plate).
mirror 
objective DM
Figure A.5: Adjusting the mirror position
STEP 4: Next step is a positioning of the tube lens (TL). To do that, one should put back the
lens LE and position the tube lens so that the output of the tube lens is collimated. As a result,
the tube lens is focused at the back aperture of the objective, which ensures telecentricity of
the system in the intermediate image plane.
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TLobjective
LE
DM
mirror 
Figure A.6: Adjusting the tube lens position
STEP 5: The lenses T1 and T2 are positioned in a similar way as the tube lens by removing
and placing back the lens LE and accordingly collimating the output. Thereby, the image side
telecentricity of the system is ensured as well.
TL
mirror
objective
LE
T1 T2
DM
Figure A.7: Adjusting the telescope lenses
STEP 6: The next step is positioning the prism orthogonally to the optical axis. Place a mirror
in the estimated position between the prism and camera 1. Place also an aperture with a small
opening ( 1mm) after the lens T2. Position the mirror orthogonally to the beam by matching
the reﬂection from it with the aperture opening.
TL
mirror 
objective
LE
T1 T2
DM Adjustment mirror
Reflection
Expected prism
position
Figure A.8: Placing the adjustment mirror
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Put the prism into position between T2 and the mirror. There will be 4 minor beam reﬂections
visible on the aperture, and the major one (beams converging from 4 paths). Orthogonality
is ensured by matching the major reﬂection with the aperture opening by correcting the
inclination of the prism. Remove the adjustment mirror afterwards.
STEP 7: The cameras are positioned and ﬁxed orthogonally to the edges of the breadboard.
The lateral position is checked by aligning the beams at the center of the camera sensor.
Figure A.9: Centering the beams on the camera sensor
The axial position is checked by removing the objective and imaging a far-distance object on
the camera. The sharpest images should correspond to the 2 middle planes of each camera.
The ﬁeld aperture should be placed in the intermediate image plane accordingly with the
sharpest visible edges corresponding to the 2 middle planes of each camera. The size of the
aperture should be adjusted to correspond to approximately 512× 512 pixels area on the
camera image and avoid overlapping between the channels.
cam
era 1
multichannel split
TL
camera 2
T1 T2
d/2n
I8
I6
I4
I2
I7 I5 I3 I1
d
intermediate 
image
Figure A.10: Field aperture position
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Figure A.11: Image of a far-distance object
STEP 8: The ﬁnal calibration and axial distance adjustment is done by imaging a sample with
ﬂuorescent beads. The beads should be sparsely distributed (non-overlapping within PSF) on
a coverslip surface. A scan in depth is done with small (200nm) steps and an image at each
axial sample position is acquired. From these images, the depth planes can be extracted. For
instance, the images acquired from 2 cameras show the response from orange ﬂuorescent
beads.
Figure A.12: Image of ﬂuorescent beads
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