Abstract-The finite element method is nowadays the most general and one of the most powerful tools for the analysis of structures.
INTRODUCTION
THE finite element method is nowadays the most general and one of the most powerful tools for the analysis of structures.
Although it was developed for structural analysis it is really a general mathematical technique, and the main concern of this paper is to present it in this light. Mikhlin's book [l] was used as a basis for such purpose.
The important problem of the convergence to the exact solution of a sequence of approximate solutions generated by elements with decreasing size will be given special attention. Experience seems indeed to indicate that the best control of the approximation error consists in examining the behaviour of a sequence of that kind. It has also been observed that no reasonable approximate solutions are likely to be generated if the type of finite element used is such that convergence to the exact solution is not obtainable.
Before convergence to the exact solution was given the attention it deserves, there was a tendency to make monotonic convergence play the fuudame~tal role. Monotonic convergence is nowadays no more considered so important. It has indeed been demonstrated [2] that conformity (a condition for monotonic convergence) does not always speed up the convergence to the exact solution, i.e. less approximate solutions have been obtained for some problems when the monotonic convergence requirements were verified than when they were not.
The capacity for convergence to the exact solution of some kinds of elements has been already examined in the case where continuity is preserved [3] . The author himself presented a first proof [4] of the known criteria [2, 5] which is also valid for cases where continuity is violated.
if continuity is not violated, the finite element method becomes a parti~ulari~tion of the classical Ritz method. This connection with the Ritz method has been observed very often but very seldom studied in detail and explored.
It is very important to notice however that, if continuity is violated, the finite element method is not a simple application of the Ritz method. A section of this paper will be devoted to demonstrating that convergence to the exact solution is still possible even in those cases. (2) and conversely, that the element which minimizes F in N satisfies equation (1).
If A is positive-bounded-below, and not merely positive definite, that is, if (Au, u) 5 y2(u, u)
y being a real constant, then the field of definition of A can be extended so that equation (1) has a solution for an arbitrary elementfof H. The extended field of definition belongs to a new Hilbert space, NA, which is a dense subset of H, defined as the completion of the Hilbert space which results from associating with the elements of M the scalar product [U, u] = (Au, u).
This scalar product, which will be denoted by square brackets, is called the energy product. The norm in H, is termed the energy norm and will be denoted by bold vertical rules : IuI = Jb, ul.
The energy norm of the difference of two elements is the distance between both :
d(u, u) = Iu-~1.
The square of the energy norm is termed energy [ 11. If u0 is the solution to equation (l), then Au, = f:
Functional (2) can thus be expressed as
It can further be transformed into lim Iu,,--uOl = 0. (12) n-+m Equation (12) means that any sequence which is minimizing for F converges in energy to the exact solution. Energy convergence is characterized by the fact that the distance between each term of the sequence and its limit tends to zero [l].
PARTICULARIZATION TO VECTOR FIELDS
Let Sz be an open, connected and bounded domain with a finite number of dimensions. Let S be its boundary, which is supposed to be composed by a finite number of closed, smooth or piecewise smooth stretches.
Let n be the closed domain resulting from the combination of Q and S. Take for space H the space of the real vector fields (with a fixed number of components) whose moduli are quadratically summable over a. The scalar product of a pair of elements, u and 0, will be given by the Lebesgue integral :
u and v being column vectors containing the components of u and D.
The number of components of the vectors is independent of the number of dimensions of the domain. Equation (1) can be written in a more explicit form:
A being a matrix of operators. These operators are from now on assumed to be differential. The fields belonging to M are not supposed to satisfy all the boundary conditions of the problem. Those which are necessarily satisfied by every field in M and by each field in H,, are termed principal buundury conditions. The remaining ones are called natural ~oundffry conditions.
Any field belonging to A4 is supposed to meet homogeneous principal boundary conditions. Besides, both the field and the derivatives involved in A must be continuous. These derivatives will not however generally be continuous for every field in H,.
The energy product between elements belonging to M can be computed by the use of equations (13) and (4) :
An energy product involving elements in H, not belonging to M can be computed as the limit of the energy product of a sequence of pairs of elements belonging to M.
It is assumed that the expression (1.5) for the energy product can be transformed, by suitable partial integration, into
L is a square, symmetric and definite positive matrix, R a di~erential operator. The energy of any element u in H, is given by
The expression under the integral sign receives the name of energy density. Assume that Ru involves derivatives of component tli with order not greater than pi. The derivatives of order (pi-1) or less are termed principai derivatives.
As the energy [u, U] of any field u belonging to H, must be finite, (Ru) has to be bounded almost everywhere in R for every field in H,. The field components and their principal derivatives must thus be continuous almost everywhere in Q.
in what follows, f will be supposed such that the exact solution falls into the subset C, c N, of the fields whose components are continuous everywhere in a, together with their principal derivatives. These continuity properties will be referred to in the text as principal continuity conditions.
APPLICATION TO LINEAR THEORY OF ELASTICITY
Elastic theories involve three kinds of magnitudes : stresses, strains and displacements, whose vectors will be denoted by B, E and u.
These magnitudes are related by three kinds of field equations which can be symbolized as follows : (a) Equilibrium equations :
(c) Stress-strain relations :
(19)
E and D are differential operators, X is the vector of the body force density components, H is a symmetric positive definitive matrix.
Equations (18) (19) and (20) are valid on 0. On the boundary S, the equilibrium equations become :
N is a matrix whose elements depend on the orientation of the normal vector at a given boundary point. p is the vector of the tractions applied to the boundary.
The analysis of the equilibrium of elastic bodies reduces to finding the solution of the system of field equations (18), (19) and (20) which satisfies certain boundary conditions. The simplest and most important types of boundary conditions can be expressed directly in terms of displacements or tractions applied to the boundary. Let S1 and S2 denote the portions of the boundary where tractions or displacements are respectively prescribed.
Operators E and D and matrix N are such that the following relation holds if II is continuous : 29) i.e. twice the total potential energy, if the displacement boundary conditions are supposed to be homogeneous.
The theorem of the minimum total potential energy, which states that the exact solution is the one, from all the compatible elastic fields, which makes the total potential energy a minimum, is thus a particularization of the theorem which affirms that the solution of equation (1) makes F a minimum in the space of the fields with finite energy.
The formulation which has been presented is quite general as it is valid not only for linear two and three-dimensional elasticity but also for linear theories of plates, shells and beams.
In the case of a plate, for instance, vector u contains the transverse displacement and two rotations, vector E contains the curvatures and the transverse shear strains, vector IT contains the bending and twisting moments and the transverse shearing forces.
Operator D involves derivatives of the first order. The principal derivatives are thus of order zero. This means that the elements of C, are elastic fields with displacement components continuous everywhere in 0.
The principal boundary conditions, which are supposed to be homogeneous, are those involving linear combinations of the displacement components. The natural boundary conditions are expressed in terms of stresses.
A very frequent simplification in the analysis of plates, shells and beams consists in neglecting the transverse shear deformation.
This makes it possible to reduce the number of the unknowns to one (the normal displacement) in the theory of plates, and to three (the normal displacement and the tangential displacements) in the theory of thin shells. The simplified theories represent by themselves also a particularization of the general problem formulated in Section 2. The only field components are now the independent unknowns [l] .
The rotations become in the simplified theory first derivatives of the normal displacement. The corresponding energy density involves thus first derivatives of the tangential displacements and second derivatives of the normal displacement, so that the principal derivatives are the derivatives of first order of the normal displacement and the derivatives of order zero of the tangential displacements.
The energy will be finite if the normal displacement and its first derivatives, as well as the tangential displacements, are continuous everywhere in a. As the first derivatives of the normal displacement are the rotations, the elements of C, are still the elastic fields with all the displacement components continuous everywhere in Iz.
Similar conclusions could easily be derived for beams. The principal continuity conditions are thus the same both in the simplified theories and in the corresponding theories where the transverse shear deformation is not neglected.
EQUIVALENT PROBLEM
Consider the domain R subdivided into a number of subdomains, R', a', R3,. Let H, be another Hilbert space (index n refers to a certain degree of subdivision of 0 into subdomains). Each element a, E H, may be regarded as a piecewise defined field. It represents, however, not truly a single field defined on a but a set of fields ue (one per subdomain), belonging to the diKerent spaces He. Such fields are called subfields of u,.
The scalar product in H, is defined by (%4J, = c be? uel Let Me be the field of definition of a linear, bounded and symmetric differential operator, defined to be such that, within $7, and, on Se, The distance between any two elements in H,, will be given by Call Co, the subset of H," corresponding to the subset C, of H,.
Consider the equation
The solution of equation (42) 
Expression (47) makes it clear that uO,, minimizes F,, and that any element which minimizes Fn in HAn must coincide with uO,,. The solution of (42) in H,_ is thus unique.
Assume now that fi vanishes on the subdomain interfaces, and let f be any field in H which takes the same values, within the subdomains R', as the subfields off;. Let u, be the element in H," which corresponds to the element u of H,. Then (u,, f;), = 1 (ue, f'")' = C J_ ueTfe dii e = ;I uTfdSZ+ /n:'fdS = (u,f). e R' s By virtue of (41) and (48) (48)
Let ub be the field of H, which corresponds to uO,,. By virtue of (9)
As F,,(u,) = F(u) and uO" minimizes F&u,) in HA,, ub minimizes F(u) in H,. But equation (50) shows that F can only be minimized by ub if ub coincides with uO. Thus the solution of equation (42) in HA,, coincides, within each subdomain, with the solution of equation (I) in H,.
This means that the problem of the solution ofequation (42) is equivalent to the problem of the solution of equation (1).
The concepts introduced along this Section represent a generalization of the concepts introduced in the preceding ones. It is convenient to interpret such generalization in terms of three-dimensional Elasticity.
Operator A" has the same meaning for subdomain Q' as operator A for the global domain, Sz. While A is defined by expressions (25) and (26), respectively for points located within Sz and on S, operator A" is defined by the same expressions for points located within !Z' and on S".
.f'; represents an external force distribution acting on each subdomain of the body. Assuming that f; belongs to H; is equivalent to assume that the total force acting on the interface between two adjacent subdomains is equally distributed between both.
The value taken byf; on the subdomain boundaries are thus half the surface density values of the forces acting on those interfaces, These values must vanish, if the body force volume density is to be bounded everywhere in +Q.
To solve equation (42) means to determine an elastic field which verifies equation (23) within each subdomain and equation (24) on Si and whose stresses present, on the subdomain interfaces, the discontinuities required to equilibrate the external forces applied on such interfaces. Any solution of equation (42) equilibrates thus the external force distribution symbolized byf;.
The solution of equation (42) becomes also compatible if it belongs to HAn, because the displacement boundary conditions are then respected on SZ and the continuity of the displacements is preserved across the subdomain boundaries. The corresponding subfields coincide thus, within each subdomain, with the solution of equation (1).
THE FINITE ELEMENT METHOD
The finite element method is a general technique of numerical analysis which provides an approximate solution for equation (1).
In this method, domain n is considered to be decomposed into a finite number of subdomains and families of fields are considered which have different analytical expressions inside each subdomain.
A finite element is a closed subdomain, @, together with the family of fields which are allowed to occur within it. This family is a linear combination with coefficients q; of a finite number of unit modes, so that each field of the family corresponds to ascribing particular values to the parameters qe.
The values of the field components and its principal derivatives, at a certain number of points on the boundary of the elements, called nodes or mogul points, are as a rule chosen as parameters.
The type of an element refers to its general shape, nodal point specification and to the allowed fields, analytically defined by expressing a general field ue in terms of the parameters and the coordinates with respect to a given frame :
q' is the vector of the parameters.* Elements qt of matrix cp" are supposed to be continuous and have continuous derivatives of order (pi-l), or less, in the closed domain fi occupied by the finite element e. The unit modes are defined by the columns of cp'.
We suppose that each field component depends only on its own values at the nodes and on the values taken by its principal derivatives also at the nodes. Thus, if q; corresponds to the field component uf or one of its derivatives at any node of the element, all the magnitudes cpi for which k # i will be equal to zero.
If q; corresponds to a derivative of order s of uf, qrj will take the form cgj(Xl, x2,. . .) I') = (l')"ljqj 
in which 1' is a typical dimension of the element, for instance its maximum diameter, and $t is a function which does not depend on the absolute dimensions of the element. This is necessary in order that equation (51) can be homogeneous. The different finite elements are compatibilized through the specification of reduced continuity conditions. These require that the values of the field components and their principal derivatives be the same at coincident nodes of adjacent elements and equal the prescribed ones at the nodes located on S2, the portion of S where the principal boundary conditions are specified.
A point of the domain is said to be a node ofthe system if it is a node for one or more elements.
Let qn be the vector of the field components and their principal derivatives at every node of the system but those which are located on S2. The reduced continuity conditions can be expressed by writing for each element q' = T"q,,
where matrix T' depends on the topology of the system. Equations (53) show that the knowledge of qn is enough for the definition of the field within every element of the system.
The reduced continuity conditions are generally not sufficient to make the field components and their principal derivatives continuous across the element boundaries. This depends on the type of the element.
If the type is such that the reduced continuity conditions are sufficient to ensure continuity of the components and their principal derivatives across the element boundaries, the piecewise defined fields generated by the system of finite elements are said to be conforming. Every conforming field thus belongs to Con, i.e. to the subset of H," corresponding to Co.
If the continuity requirements are violated across the element boundaries, the fields are said to be non-conforming.
Let U,, be the subset of H, containing the elements whose subfields are defined by equation (51) u, E U, can be expressed, within R', by ue = wq* (54) where
Take for space H,, (see Section 5) the space spanned by U, and H,,. The distance between any pair of elements belonging to H,, is defined by expression (36). The discussion of completeness and convergence will be based on that concept of distance. The distance between any element u, in U, and any element u in H, will indeed be measured by the distance between U, and the element in HA" corresponding to u. The approximate solution, a,,, which the finite element method provides for equation (42) and thus for equation (l), is determined by making the functional F,, stationary in U,,. Such solution could be the exact one if nOn was contained in U,. As, generally, it is not, the solution yielded by the finite element method is only approximate.
Introducing (51) and (35) in (44), we obtain :
where 
Introducing
(57) in (60) and using (55), we obtain
Q, = 1 s_ a,"'f' d=l.
(65) e W Matrix K, is non-singular whenever the columns of W are linearly independent. As L is definite positive, K, is also definite positive.
If K, is non-singular, the parameters qni can be uniquely determined by solving the system of equations (63). Let qOn be the vector of the parameters which verify equation (63). Functional F. can be expressed as F,, = q,TK,a -2q$K,q,, = (qn -q,#'K,(q, -q,,) -q&K,q,,
As K, is definite positive, the first term in the right-hand side of (66) is positive unless q,, equals q,,. This proves that the solution of (63) minimizes F,, in U,.
Let now uin and u2,, be two elements belonging to U,. Let qln and qzn, be the vectors of the corresponding parameters. The energy product of pi,, and uzn can be given by 
wheref;,, and&, are the right hand sides (of equation (42)) which aln and u2,, correspond to (as approximate solutions). It results from (67) that the functional F, may take in U, the following expression
which makes it clear that u,, minimizes F, in U,. Such expression will be used in Section 10.
THE RITZ METHOD
The method just described is justified if it can generate a sequence of fields converging to u0 (the solution of equation (l)), when successive subdivisions are considered with elements of invariant type but decreasing size.
Conditions to be met by matrix cp" in order that this convergence may be ensured can be established if it is remarked that the finite element method is related to the well-known Ritz method [l, 61.
The Ritz method is a technique for generating a minimizing sequence for a given functional, say F. This technique, which can be used whenever H is a separable space, is based [6] on the determination of a sequence of families, {V,}, satisfying the following conditions :
(a) the sequence is complete in energy with respect to a class C c H, containing u0 In what concerns condition (a), it is remembered that a sequence of families of elements is said to be complete in energy with respect to a given class C c H, if it is possible, for a specified E > 0, to find an integer N such that, in each family with order n > N, there exists an element u,, which satisfies the inequality. The finite element method can be considered as a technique for the application of the Ritz method only if the piecewise defined fields are conforming (conformity requirement). Only thus can indeed condition (c) be respected. The sets V, are then the subsets of H, corresponding to the subsets U, c H,,.
In order that convergence to the exact solution may be obtained, it is thus only necessary to meet condition (a), that is completeness. It will be seen later on how this can be obtained.
Comparing (70) with (54) it can be concluded that the coordinate fields used in the finite element method are defined by \y, = $T' = @," within element e.
The analytical expression of the coordinate fields varies thus from element to element and this piecewise definition is the main characteristic of the finite element method.
It is also important to notice that such piecewise definition and the reduced continuity conditions allow matrix K, and vector Q, to be assembled from simpler matrices, K' and Q', connected with the finite elements themselves (see equations (60) and (61)). This is one of the most interesting features of the method.
MONOTONIC CONVERGENCE
Assume a sequence of families, { I/n{, t fulfilling the conditions (b) and (c) stated in the preceding section and suppose that the nth family contains all the families with smaller order. As u,, makes F a minimum in V,, we have: 5 F(t',J 5 . . . 5 F(u,,) 
. . . F(u,).
(76) By Bolzano's theorem [7] , the sequence {F(u,,)} converges to a limit which cannot be smaller than F(u,). It is remarked that this conclusion is valid even if condition (a) of Section 7 is not obeyed. If it is obeyed, then we know that the limit is F(u,).
As the inequality F(r,,) -F(a,,) 7 0 (77) holds, for m < n, equation (9) yields I&l-%I 7 I&l,-4.
This means that the distance to the exact solution decreases when n increases. Convergence is said to be monotonic.
Monotonic convergence does not ensure convergence to the exact solution. On the other hand, convergence to the exact solution is not necessarily monotonic.
Consider now a sequence of approximate solutions generated by finite elements with decreasing size.
Conformity and the requirement that the family of fields corresponding to a given subdivision contains the families corresponding to elements with larger sizes have been proposed by Melosh [8] as sufficient conditions for monotonic convergence of such sequence.
However, as the approximate solution minimizes F,, in U,, regardless of conformity being respected, the requirement that each family of fields contains the families corresponding to elements with larger sizes stands by itself as a sufficient condition for convergence. We can indeed write the set of inequalities (76) once this condition is fulfilled.
COMPLETENESS CRITERION
In what concerns convergence to the exact solution, we know that the Ritz method generates a minimizing sequence and that a minimizing sequence actually converges in energy to the exact solution.
Convergence to the exact solution can thus be ensured if conformity and completeness are both achieved. We shall see however that completeness is the truly important requirement.
Before proceeding further we remark that completeness of a sequence of families with respect to a set C c H, has a meaning provided we can compute the distance between every field of each family and any element in C (see Section 6).
A general criterion for completeness will be stated and justified in this section. This criterion was presented in a recent book [9] by Zienkiewicz but it has not yet been justified as far as we know.
Let (pi -1) be the maximum order of the principal derivatives for component ui. We wish to demonstrate that completeness will be obtained if the general analytical expression for UT, within element e (see equation (51)), is given* as a polynomial with a number of arbitrary coefficients equal to the number of unit modes corresponding to the element. Furthermore this polynomial expression must contain a complete polynomial of the pith degree all the terms of which are affected by independent arbitrary coefficients. The terms of higher degree can vanish whatever the values taken by those coefficients.
We remark that, if this is the case, the field component U: or any of its derivatives of order pi or less can take any arbitrary constant value throughout the element if suitable values are ascribed to the parameters.
In order that the derivative UT,,,,,, assumes an arbitrary constant value I/ in R', it is then indeed only necessary that the coefficient which multiplies the monomial (x:x; . . . ) in uQ be equal to V/r(r -1). . . s(s -1). . . , all the remaining coefficients being equal to zero.
The right hand side of equation (1) has been constrained in Section 3 to be such that solution u,, belongs to C,, so that the derivatives of order pi of solution u0 are bounded but not necessarily continuous.
In the next Sections we assume furthermore that the exact solution falls into a subset of Co, Ci, such that the derivatives of order (pi + 1) of the field component Ui are continuous within each element. Discontinuities of the pith and (pi + 1)th derivatives are still allowed at points which always remain on element boundaries as the size of the elements is progressively reduced. Let Ci,, be the subset of H,,, corresponding to the subset C, or HA. 
[(Lie-de), (Lie -Ufe)le < V,(Pycr.
If tangent fields u'~ are considered for every subdomain P, piecewise defining a field ui in Q, we obtain, by using (35) (85) in which 1, denotes the maximum value of I' in the whole set of elements.
This means that the distance between any field in Ci and the tangent field ui, piecewise defined by (80) tends to zero with the size of the finite elements.
Consider now a type of finite element generating a sequence of families of fields whose completeness is to be investigated.
Call uSe the field within the finite element e such that the values of its components and their principal derivatives at the nodal points are respectively equal to the values of the components of the field U, E Ci, and corresponding partial derivatives at the same points.
Suppose the general criterion to be satisfied. u'~ can thus be one of the fields which can occur within the finite element. Let this field correspond to values q:' of the parameters :
On the other hand As the absolute dimensions of the element do not appear explicitly in the functions $yj, these functions remain bounded as the size of the element decreases.
The same happens to the derivatives ~~+G~~ja(xJ"). . .8(x,/P), for r 7 pi, because the functions CJI~'~ and their derivatives of order Cpi-1) or less were in Section 5 supposed to be continuous. Assume the moduli of all these magnitudes remain below a positive number V,.
Then (93) On the other hand, as the components of u/e and their principal derivatives take the same values at the nodes as the corresponding magnitudes in ue, equation (82) Equations (93) and (94) hold even if the pith derivatives of u{' are discontinuous in R'. This is an important remark because sometimes [IO] the element itself is considered subdivided into parts and the field admits different analytical expressions within each part. Our proof remains valid however even if the derivatives of order pi are not continuous across the internal boundaries of the element.
As the parameters cannot correspond to derivatives of order larger than (pi -l), s cannot be larger than (pi -1) and equation (94) The similarity between equations (96) and (82) allows a jump straight to the inequality : V, being a positive number and n; denoting the piecewise defined field which coincides with ufe within a general element e. Equation (97) means that the distance between ui and u; tends to zero with I,,. Combining (97) and (85) we conclude that the distance between u, and ui tends also to zero when the size of the element decreases, so that, as u, is an arbitrary element of Cln, the completeness proof is finally achieved.
CONVERGENCE DISCUSSION
Consider any type of finite element which can generate a sequence {U,} of families of generally non-conforming fields complete in energy with respect to Ci .
We wish to investigate if the sequence of approximate solutions {uan} obtained by minimizing F, in each family U, converges in energy to the exact solution.
We know already that completeness implies convergence to the exact solution if it is associated with conformity. It will be concluded in this Section that completeness with respect to C1 is a sufficient condition for convergence, regardless of conformity being obtained.
Let u,, be the field in U, which presents the same nodal values of the field components and corresponding principal derivatives as uon (the solution of equation (42) in HA,). As completeness is ensured, it is possible to determine N such that, for n > N,
E being a positive and arbitrarily small number. As F. is continuous, we can find E such that
E' being also positive and arbitrarily small. As u,, belongs to U,, and u,, (the approximate solution yielded by the finite element method) minimizes F,, in U,, 
As u,, is an approximate solution to equation (42), fi, generally does not coincide with f;.
Let u,, denote the solution of the equation
in H,,. Assume that u,, belongs to C,,. This assumption will later be discussed. Let ubn be the field in U, whose components and corresponding principal derivatives take the same nodal values as u,,. As a,, belongs to Cln, and the sequence {U,} is complete with respect to Cr, it is possible to find N 1 such that, for n > N r, U&l, Uhn) < 8"
E" being a positive number, arbitrarily small. As A, is a continuous operator, it is also possible to determine E" such that (104) implies
E"' being positive and arbitrarily small. Let .f';, = Anubn.
As u,, is a solution to equation (103) A,u,, = Sk,.
The inequality (105) can thus be transformed into
By virtue of (67) 
Expression (120) shows that u,, converges to uOn. It remains to prove that u,,, belongs to C,,. This assumption was indeed used to obtain (104).
Our reasoning will be based on a theorem which is known to be valid for Poisson's equation
Au =f (121)
Such theorem states that u has continuous second order derivatives in a domain Q wheneverfis a Holder continuous function in R [ 121. A corresponding theorem is lacking which refers to the general problem with which the present paper is concerned.
We are thus not sure that the derivatives involved in the operator A are continuous wheneverfis Holder continuous. It seems however very reasonable to expect the theorem to be true, at least as far as linear elastic theories are concerned. It will thus be admitted that, at least in case of Elasticity, the Holder continuity of the body force density implies the continuity of the displacement derivatives involved in the operator. u,, denotes the solution to equation (103) in H,,. This means, in terms of Elasticity, that u,, represents the compatible field which equilibrates the same external forces as u,, . Such forces are of two kinds : body forces distributed within each subdomain and forces distributed on the subdomain interfaces and on S. u,, will belong to Cl,,, i.e. its (pi+ 1)th derivatives will be continuous within !X, if the derivatives involved in the operator are continuous within R', and thus if the body force density corresponding to u,, is Holder continuous within R'. The problem now consists in proving that the body force density corresponding to U is Holder continuous within R', no matter how large is n. We shall not attempt to iliestigate the general conditions in which such a statement is true. Sometimes, however, the proof is trivial. This is namely the case if the type of the element is such that the body force density vanishes or is forced to a prescribed bounded and continuous polynomial variation within each element, no matter the values of the parameters.
If such a common situation arises, there remains no doubt that the completeness criterion is also a convergence criterion, even if conformity is not achieved. But, if it is achieved, the finite element method becomes a particularization of the Ritz method, and completeness will ensure convergence in any case. Our reasoning can be adapted to cases [lo] in which the elements are subdivided into parts and the allowed fields have different analytical expressions within each part. The body force density is then generally not continuous within the element taken as a whole. Convergence will however easily be proved if each part is treated as a separate element.
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CONCLUSIONS
The finite element method has been presented as an analytical technique which can be applied to a very broad class of problems.
Functional Analysis provides the frame for an abstract formulation in which some generalized concepts, like energy and distance, with a physical or geometrical origin, play a fundamental role. Particularly, the definition of distance between two fields, as the square root of the energy of their difference, is an extremely convenient basis for the discussion of convergence.
The description of the finite element method also required the introduction of the concept of principal derivatives, Continuity of the field components and their principal derivatives is necessary if the energy density is to be finite. In two and three-dimensional Elasticity, for instance, as the continuity of the displacement components is enough to ensure a finite energy, the principal derivatives are of order zero.
The fact that the finite element method is based on the decomposition of the global domain into subdomains, made it convenient to transform the initial problem into an equivalent one. In Elasticity, for instance, the initial problem consists in the determination of an elastic field which verifies the field equations everywhere within the domain, while the transformed problem consists in the determination of a set of fields respecting the field equations within each subdomain and verifying compatibility and equilibrium conditions on the subdomain interfaces. In both cases the conditions imposed on the external boundary must be fulfilled.
In the finite element method, the principal continuity requirements are replaced by reduced continuity conditions which may imply the fulfillment of the principal continuity conditions everywhere in the domain. If they do, the piecewise defined fields are said to be confo~ing but non-conforming if it happens otherwise. This is an opportunity to remark that conformity has been with difficulty obtained for plate and shell elements [lo] . Such difficulty results from the fact that rotations are usually regarded as derivatives of the transverse displacements. This has not however to be so (see Section 4) and conformity can be easily obtained if the rotations are considered as true displacements.
When conformity is achieved, the finite element method becomes a particularization of the Ritz method. Such particularization is characterized by the piecewise definition of the field, which, together with the reduced continuity conditions, allows matrix K, and vector Q, (the stiffness matrix and the force vector in elastic problems) to be assembled from simpler matrices and vectors which refer to each finite element.
The matrix analysis which is developed in this paper for the determination of K, and Q, is a generalization of the displacement method of Structural Analysis. The force method [4] could also be used.
Completeness is a sufficient condition for convergence to the exact solution in the Ritz method, i.e. if conformity is achieved.
A general completeness criterion is justified in Section 9. It is proved that such criterion ensures completeness with respect to a set C1 containing the fields whose derivatives of order up to (pi+ 1) are continuous within the subdomains corresponding to the elements. The principal derivatives are of order pi -I, so that the criterion does not ensure completeness with respect to the set of all the fields with finite energy.
In two and three-dimensional Elasticity, the (pi+ 1)th derivatives are second order derivatives. Their continuity implies the continuity of the body force distribution density. The continuity of the body force distribution density is not however a very strong restriction, as discontinuities of the first and second derivatives of the displacements are still admitted at points which remain on element boundaries when the size of the elements is progressively reduced. The solution of problems in which external forces are distributed on element interfaces is thus not excluded.
Completeness with respect to C, is a sufficient condition for convergence whenever conformity is achieved. However, it was shown in Section 10, that completeness implies convergence in any case, i.e., even when conformity is not achieved, if the body force density remains continuous and bounded within each element as n tends to infinity.
Along the whole paper the principal boundary conditions (which correspond to displacement boundary conditions in Elasticity) were supposed to be homogeneous. If they are not homogeneous, the finite element method can however still be applied. All that must be done is to make the values of the field components and their principal derivatives coincide with the prescribed values, at the nodes which are located on SZ. As the size of the elements tends to zero, we obtain approximate solutions tending to a solution which obeys the field equation inside the domain (in case the convergence criterion has been respected) and the prescribed boundary conditions on the boundary. This is of course the exact solution.
It remains to indicate that the formulation presented in this paper is not the only possible one.
In the present paper, the nodal values of the field components and their principal derivatives are indeed chosen as parameters in terms of which the reduced continuity conditions are to be expressed.
It is however possible, in elastic problems, to take as parameters the resultants and moments of the forces distributed on the element boundaries. The analysis starts then from reduced equilibrium conditions, which are directly expressed in terms of such parameters [ll] . The interest of this second formulation is that it can generate equilibrated solutions while the first formulation leads to compatible ones (if conformity is achieved).
This second formulation may be generalized, as well as the first, to cover the general problem with which the present paper is concerned. It will be shown in a next paper how this can be done and which criterion may be used to ensure convergence to the exact solution.
