Abstract-Accurate timing is often required for the intelligent electronic devices (IEDs) used in transmission substations. A common method of achieving this is direct connection of a device to a local global positioning system (GPS) receiver and the use of its one-pulse-per-second synchronizing signal and the IRIG-B coded message. However, concerns about GPS reliability are encouraging the use of timing systems less dependent on the direct use of local GPS receivers. The IEEE 1588 protocol is a network-based time synchronization technique designed to coexist with IEC 61850 applications and deliver sub microsecond timing accuracy. Many utilities are now considering the adoption of IEEE 1588, but they need confidence in the reliability of this technology before it can be rolled out to real substations. Hence, comprehensive tests were undertaken on an IEEE 1588 timing system, to help gain insight into the limitations of the system. This paper presents a procedure to assess the performance of a timing system based on distributed GPS receivers and one based on a mixture of GPS receivers and IEEE 1588 devices. Test results indicate whichever system is selected, high quality devices and systems, with appropriate installation and engineering, are essential to satisfy the stringent ±1 µs accuracy requirements needed by critical IED applications.
I. INTRODUCTION
A SUBSTATION is a critical part of a power transmission network and its associated protection and control (P&C) systems or intelligent electronic devices (IEDs) limits the damage caused by a fault, allows switching operations to occur and in extreme situations prevents the power grid from collapsing. In general, an IED measures the local voltage and current signals, and when multiple IEDs are synchronized to a common time reference, they can be used to reflect the system state in real time [1] . This requirement for time synchronization is becoming increasingly important, especially when the network operators require knowledge of the actual system state in real time, or feeder protection is based on differential protection. Local global positioning system (GPS) receivers are widely used for accurate timing in the power industry due to their low cost and accessibility. Having received and decoded the time information from satellites, a GPS receiver feeds the time signal to the IEDs, in the format of one-pulse-per-second (1-PPS) and/or the IRIG-B time code, via dedicated fibre optic cables [2] , [3] . Considering the significant number of IEDs requiring a time source and that a single fibre optic cable may only carry time information to one device, it is inevitable that dozens of distributed GPS receivers are deployed within a power substation [4] . Many utilities and timing experts have raised concern about the reliability of local, inexpensive GPS receivers and a number of protective relay mal-operation caused by incorrect timing data obtained from GPS receivers have been reported [4] , [5] . In addition, GPS jamming [6] also poses a threat to the continuous availability of GPS in a substation and this severely affects the use of synchronized data for automation control, especially when information from multiple IEDs, each connected to its own GPS receiver, is required [7] . Natural interference (e.g. solar flares) is also considered to have negative effects on the GPS signal reception [8] and a GPS satellite anomaly [9] interrupted the 1-PPS output on almost all the GPS receivers used in several substations in Japan. For obvious reasons, there is no legitimate commercially available GPS spoofer, although researchers have built their own and successfully mislead critical devices that rely on a GPS signal, such as a phasor measurement unit (PMU) [10] . As a consequence of these fears and greater awareness of threats to critical infrastructure, a time synchronization system that uses fewer, but more reliable, GPS receivers is preferred by utilities.
Synchronization based on the IEEE 1588-2008 standard [11] can be implemented over Ethernet and realizes sub microsecond accuracy when 1588 compliant hardware is used. A substation now requires two or three 1588 master clocks in conjunction with a data network, instead of using a local GPS receiver with each IED [12] . The 1588 traffic shares the Ethernet with IEC 61850 sampled value (SV) [13] and generic object oriented substation event (GOOSE) [14] applications, which allows the use of a unified network consisting of 1588 clocks, 61850 merging units (MUs) and IEDs [12] , [15] . In the future, substation timing or synchronizing systems will fall into two main categories [12] as shown in Fig. 1(a) and (b) . The former consists of a network of point-to-point connections that carry 1-PPS/IRIG-B information to a small number of 61850 devices. Whilst the latter involves a large number of 61850 devices and a network of 1588 compliant Ethernet switches shared by IEDs, MUs and 1588 slaves that convert 1588 to 1-PPS/IRIG-B. The performance of the IEEE 1588 technology, in terms of 1588 device characteristics, were assessed in [16] and the impact of different data networks conditions analyzed in [3] , [17] , [18] . When 1588 timing is needed within a harsh substation environment, it must be both reliable and sufficiently robust so that critical automation devices relying on synchronization will not mal-operate. The IEEE 1588 Power Profile is defined by the IEEE C37.238-2011 standard [19] for the power system applications and specifies a number of fixed features so that interoperability and predictable performance can be obtained. Ingram et al. conducted comprehensive tests on a network using the 1588 Power Profile in conjunction with 61850 SV and GOOSE applications; the results were used to assess the timing performance in terms of the 1-PPS delay, message compensation accuracy and system reliability [2] [20], [21] .
Synchronization test results on the GPS receivers used in substations are rarely published, despite the usual "quoted accuracy" of ±100 ns. This paper, will evaluate the long term accuracy of various GPS receivers and their transient behavior during satellite signal loss and restoration, and extend the work described in [2] and [20] , by considering the effect of:-network topologies, excessive 1588 traffic, 1588 packet loss, communication link loss and complete GPS signal loss. The test setups and methods are described in Section II. Whilst Section III presents and discusses the test results, and Section IV describes the conclusions.
II. EXPERIMENT SETUP AND TEST METHODS
To assess the timing accuracy, the 1-PPS output from different timing devices are directly compared, as discussed previously in [2] , [3] , [20] . However, instead of using an oscilloscope to measure the time difference, a Linux server with 22 peripheral 1-PPS input channels is employed as shown in Fig. 2 . The server can simultaneously compare the time of each 1-PPS signal with the reference 1-PPS; the pulse delay values are plotted in real time and then recorded in a text file for later analysis. A 24 hour measurement file that contains 86,400 records for each input channel, consumes 1.7 MB of disk space; hence, the long term accuracy of a timing device can be easily monitored and analyzed. The tests are performed in a laboratory without air conditioning and the ambient temperature varies between 10°C and 20°C over the test period. Devices related to timing are equipped with high quality internal oscillator such as Over Controlled Crystal Oscillator and Temperature Controlled Crystal Oscillator. Hence, the temperature variation should not affect the timing accuracy.
A. Accuracy Validation of Measurement Server
Delay measurements are made by the server; which requires the validation of the measurement accuracy. Hence, the 1-PPS output of a GPS receiver is split using a T type BNC connector. As the BNC connector is a passive component, it can be regarded as a short electrical cable accepting the input 1-PPS and routing out the 1-PPS via two copper cores within itself. Therefore, the delay between the two output 1-PPS is negligible. The output 1-PPS is then connected to the reference port and the input port using BNC cables of identical length. The validation procedure for each channel is run for 1000 seconds, i.e. 1000 pulse delay values are recorded. Ideally, the pulse delay should be 0 ns since the same 1-PPS is compared and the propagation delay from the GPS receiver to the server is identical (all 1-PPS wiring is carried out using BNC connectors and cables and there is no electrical signal conversion on the path between the GPS receiver and the measurement server). However, measurement error is inevitable and as illustrated in Table I , the error caused by the server is <±7 ns, which is negligible as compared to the pulse delay accuracy requirements of a substation.
B. Requirement for Synchronization Accuracy
When designing a timing system, applications requiring a time reference have to be identified and the associated accuracy requirements determined. The de facto implementation of SV is specified by the 61850-9-2 Light Edition [24] and the required accuracy of a synchronization source (i.e. devices providing 1-PPS) is <±1 μs. Authors in [22] , [25] also suggest ±1 μs timing accuracy for Phasor Measurement Units (PMUs). Consequently, ±1 μs is the performance baseline used in this paper.
C. Long Term Synchronization Accuracy of GPS Receivers
The long term timing accuracy of three different GPS receivers "B, C and D" is assessed by measuring the 1-PPS delay over a 24 hour period for each of the receivers, using the experimental setup in Fig. 2 . The mask angle in the configuration of Receiver B can be raised to ensure low-elevation satellites seen by the antenna can be excluded [24] ; this reduces the timing error due to signal multipath propagation. To investigate this effect, the 24 hour pulse delay measurement of GPS Receiver B is repeated at different mask angle configurations (5°, 15°a nd 25°).
D. Transient Behavior of GPS Receivers
When using GPS receivers, it is possible for the GPS signal to disappear and recover later. Previous research has indicated the 1-PPS of certain GPS receivers were mistimed during GPS re-synchronization [2] , [4] . This emphasizes the importance of assessing transient behavior of receivers during GPS loss and restoration. This involves disconnecting and re-connecting the GPS antenna and monitoring the effect on the pulse delay using the setup in Fig. 2 .
E. Long Term Synchronization Accuracy of 1588 Slaves
Since Receiver A has a better internal oscillator than Receiver B, the IEEE 1588 Best Master Clock Algorithm (BMCA) automatically selects Receiver A as the primary Master when all configurable parameters are set to the same default values specified by the IEEE 1588 Power Profile. The long term timing accuracy of two 1588 slaves were assessed by comparing their 1-PPS to the reference 1-PPS (from GPS Receiver A) over a 24 hour monitoring period, as indicated in Fig. 3 .
To provide a benchmark for the 1588 synchronization assessment, Receiver A was directly connected to each of the 1588 slaves. In real applications, various communication architectures are deployed between the GPS receivers and the 1588 slaves. The five topologies commonly used in substation automation systems are assessed in this paper, i.e. Star connection, rapid spanning tree protocol (RSTP) [27] ring, parallel redundancy protocol (PRP) [28] network, high-available seamless ring (HSR) [28] configured as the backup link and will be activated if there is a network fault.
Each 1588 device uses a two-step operation mode where the 1588 Sync and Follow_Up messages appear together. Furthermore, all the Ethernet switches are from the same manufacturer and each is configured as a transparent clock (TC) with the Peer-to-Peer mechanism as specified by the 1588 Power Profile. Receiver B, with a 25 o mask angle, is configured as the backup 1588 master clock if Receiver A degrades or fails. The rate of all IEEE 1588 messages including Announce, Sync, Follow_Up and Pdelay_Req is set as one packet per second according to the Power Profile. In addition, the Power Profile also specifies the worst-case timing error, this should not exceed ±1 μs when the network load occupies up to 80% of the total bandwidth [21] . To investigate the impact of background traffic, the delay measurement is conducted over 24 hours without and with traffic injection. Since the 1588 synchronization shares the data network with 61850 SV and GOOSE applications, a significant portion of the network load will be multicast traffic. The 61850 standards propose the use of IEEE 802.1Q tagging for traffic prioritization, with a default value of 4 [14] , [15] . Hence, a traffic generator is utilized to inject 80% multicast non-1588 traffic with priority 4 at the leftmost Ethernet switch in all the topologies and the 1588 traffic uses priority 4 as defined in the 1588 Power Profile. All Ethernet switches in the testbed can be configured as RSTP switch, PRP RedBox or HSR RedBox. When the hardware testbed is constructed, the PRP/HSR RedBox can only support data rate up to 100 Mb/s. Therefore, the bandwidth of each Ethernet switch is 100 Mb/s. It is reasonable to conduct experiments on a 100 Mb/s testbed as it has smaller traffic throughput capability, which means IEEE 15888 traffic may experience longer latency and more contingencies. This is useful to identify the limit of IEEE 1588 timing.
F. 1588 Synchronization Under Excessive Network Load
If a 1588 timing network is not carefully designed and engineered, excessive traffic could appear which may adversely affect synchronization accuracy and result in mal-operation of critical P&C applications and control applications, such as feeder differential protection or PMU based wide area control. Consequently, it is essential to overload the network to verify the effect on the timing performance. Two types of network load are injected into the HSR topology during the tests, namely non-1588 traffic and 1588 traffic. For non-1588 traffic, the traffic generator injects into the leftmost Ethernet switch:-100%, 160% and 200% multicast traffic with priority 4 for 1000 seconds. With regard to 1588 traffic, the setup is shown in Fig. 5 , where Slave X and Y are synchronized by Receiver B, whilst Receiver A with two 1588 ports operates as the traffic generator and provides up to 128 Sync and Follow_Up messages per second. The BMCA defined in 1588 can select the best clock in the network as the primary master, whilst the other potential master(s) enters the "Passive" state and does not send 1588 Sync and Follow_Up messages. To force Receiver A to inject 1588 traffic when it is not the primary master, it is configured to accept only 1588 Announce packets with 802.1Q VLAN tag. In the HSR RedBox 1, the VLAN tags of all the 1588 packets transmitted to Receiver A are set to be stripped. Consequently, Receiver A does not know Receiver B is a better clock and regards itself as the primary master, sending out Sync and Follow_Up packets. The capability of Slave X and Y in recovering from excessive 1588 traffic is also tested by stopping the output from Receiver A. Note: 1-PPS of Slave X and Y is compared to Receiver A during non-1588 traffic injection and to Receiver B when injecting 1588 traffic.
G. Impact of 1588 Message Loss on 1588 Slaves
1588 slaves rely on the receipt of Sync and Follow_Up messages for time synchronization. However, Ethernet frames can occasionally be discarded due to network contingencies. Hence, it is important to assess how 1588 slaves will respond to the loss of Sync and Follow_Up messages, which is achieved using the traffic impairment emulator, connected between Receiver A and the slaves; see Fig. 6 . The 1-PPS of both 1588 slaves is compared with the 1-PPS of Receiver A.
H. 1588 Synchronization During Communication Link Loss
Communication link loss often occurs in substations, which requires P&C systems to use communication links with an appropriate level of redundancy. Following a link loss, the RSTP ring topology, which is widely applied in substations, can restore communications within 50 to 2000 ms [3] , [27] . In comparison, a PRP network or a HSR ring delivers seamless redundancy (0 s recovery time), but at present, these are not widely used in substations. Prior to the deployment of 1588 timing in substations, it is crucial to assess the impact of a link loss on synchronization, and to ensure the network architecture(s) can build a robust 1588 system. Link loss, as denoted by the red cross, is introduced to all the topologies described in Figs. 3 and 4 , and 80% background traffic is injected during the link loss to produce more realistic results. During this test, the 1-PPS of Slave X and Y is compared with the pulse signal of Receiver A using the measurement server. 
I. Impact of Complete GPS Signal Loss on 1588 Slaves
For the system shown in Fig. 7 , degradation of the time quality of the primary 1588 master, will force the slaves to track the backup master which now has a higher time quality than the primary master. Assuming, there is minimal offset between the internal oscillators of both masters, the timing accuracy of the slaves will not be significantly affected [21] . However, in an extreme situation where GPS is lost for all 1588 masters, the impact on the 1588 slaves needs to be investigated. A Star topology with 80% non-1588 background traffic, as shown in Fig. 7 is used and the GPS antennas is first disconnected from Receiver A and then Receiver B. Note: Receiver A loses the GPS signal during this test and thus Receiver C which is locked to GPS is used in this test as the reference for pulse delay measurement. The 1-PPS of Receiver A, Receiver B, Slave X and Slave Y is now compared to Receiver C even though it does not operate as the IEEE 1588 master clock.
III. TEST RESULTS AND DISCUSSIONS

A. Long Term Synchronization Accuracy of GPS Receivers
The 24 hour 1-PPS delay measurement for GPS Receivers B, C and D are plotted in Figs. 8 and 9 ; with detailed statistics of timing accuracy summarized in Table II . The average delay value is denoted asᾱ whilst the standard deviation is denoted as σ in Table II. Test results indicate Receiver C has the most stable 1-PPS output and can deliver timing accuracy better than ±150 ns. Fig. 8 suggests increased mask angle reduces the occurrence of delay spikes and helps maintain the accuracy of Receiver B within ±420 ns. Without a configurable mask angle, Receiver D can only deliver timing accuracy in the range of ±880 ns, with a standard deviation of 127 ns. When Receivers B and D are compared with Receiver C, they experience many delay spikes, which are probably caused by GPS multipath propagation resulting from a high wall to the South of the GPS antennas, as well as the close proximity of the antennas [28] , as shown in Fig. 10 . Further work is required to verify this observation; this involves moving the GPS antennas to a location where they can be installed far apart and with no obstruction to the sky.
In conclusion, Receiver C is the best for SV and phasor measurements because of its high accuracy and immunity to multipath problems. Receiver B can also satisfy the ±1 μs requirement with an appropriate mask angle configuration, but it may not be advisable to use Receiver D for accurate timing. 
B. Transient Behavior of GPS Receivers
Test results for the transient behavior of GPS receivers are shown in Figs. 11 and 12 and in all cases the GPS signal loss occurs at t = 100 s. Note: all plots in terms of drifting rate and step change are based on the worst case results. i) Loss of GPS Signal Fig. 11 shows Receiver C stops outputting 1-PPS once it detects loss of the GPS signal, as illustrated by the blue line at the zero axis. However, Receiver B and D continue to generate 1-PPS after GPS loss and exhibit drifting rates with diverse signs and magnitudes. Receiver B usually drifts positively at an approximate rate 2.22 ns/s as indicated by the orange curve. Although rare, Receiver B can also drift in the negative direction at 1.61 ns/s, according to the amber plot. Hence, with a worst case initial delay value of 622 ns, Receiver B reaches the ±1 μs limit after 170 s. Similarly, Receiver D always drifts negatively, as shown by the purple line, and its slope varies between −1.25 ns/ s and 0.57 ns/s. Receiver D breaks the ±1 μs limit after 193 s, assuming a worst case initial delay value of −758 ns. When considering these results, it is important to recognize that most MUs and IEDs can detect the loss of the synchronization input and in turn inhibit operation [29] , [30] . Therefore, Receiver C, which stops outputting 1-PPS when GPS is lost, is better than Receiver B and D, since relay mal-operation can be avoided. Fig. 12 shows the effect of GPS restoration on Receiver B, C and D. When B regains GPS, the 1-PPS delay suddenly increases from 200 ns to −3,800 ns, which is not acceptable for most types of IEDs. In comparison, the delay change is negligible when C re-synchronizes to GPS, and small (<400 ns) when D resynchronizes. Consequently, Receivers C and D can guarantee correct operation of MUs, IEDs and PMUs. The transient behavior of Receiver B indicates it may severely break the ±1 μs requirement during GPS restoration and is only able to maintain microsecond accuracy for ≈ 500 s after the loss of GPS. Similarly, D can only maintain ±1 μs accuracy for ≈ 700 s following loss of GPS, but it does work correctly during GPS resynchronization. Receiver C provides accurate timing during GPS restoration and stops outputting 1-PPS when it detects loss of GPS.
ii) Restoration of GPS Signal
C. Long Term Synchronization Accuracy of 1588 Slaves
Timing accuracy varies from slave to slave and may be affected by different network topology and load conditions. Statistics of 1-PPS delay of Slave X compared to Receiver A is summarized in Table III whilst details of Slave Y are covered in  Table IV. In general, Slave X and Slave Y can both deliver accuracy much better than ±1 μs (i.e. Slave X = ±125 ns; Slave Y = ±122 ns) even when 80% of the bandwidth is occupied by other equal priority traffic. The introduction of 1588 Ethernet switches will increase the standard deviation of the 1-PPS delay; they introduce errors when calculating the path delay and residence time, but the increase is negligible (<35 ns). The Star topology has the least impact on the timing accuracy, whilst HSR topology has the greatest. This is because the HSR RedBox connected to the 1588 master acts as a boundary clock (BC), even if it is configured as a TC. This can be illustrated by the fact that the source MAC addresses of all IEEE 1588 messages including Announce, Sync and Follow_Up originated from Receiver A are the addresses of switches. In general, a 1588 TC will not change the source MAC address of 1588 messages.
Increased errors are present during the process where a BC terminates the 1588 packets and regenerates the 1588 flow; this involves synchronizing to the upstream master and disciplining the downstream slaves. Multicast traffic does not greatly affect the timing performance but the primary 1588 master (Receiver A) will stop working when >25 Mb/s traffic appears on its port. Hence, multicast traffic not needed by the master should be filtered out using the MAC address and/or the VLAN setting in the Ethernet switch.
D. 1588 Synchronization Under Excess Network Load
1) Non-1588 Traffic:
Timing accuracy of Slave X and Y during excessive level of non-1588 multicast traffic is listed in Table V. Although the network is extremely congested, both Slave X and Y obtain accuracy <±120 ns. Theoretically, when a large amount of traffic with the same priority competes for transmission, 1588 packets will experience additional delay. If the delay is not properly measured by 1588 switches, the accuracy could be severely affected. Furthermore, excessive network traffic can fill the switch buffer and 1588 packets may be discarded when the buffer is full, leading to unexpected mistiming. In fact, the 1588 switches used during the experiment are able to preserve the transmission of 1588 packets even when non-1588 traffic with higher priority is injected. Results in Table V also indicate Ethernet switches accurately measure the delay experienced by 1588 packets even if the non-1588 load is excessive.
2) 1588 Traffic: Fig. 13 shows Slave X and Y correctly synchronize to Receiver B within 100 s when Receiver A only injects 96 Sync and Follow_Up messages per second. After 100 s, 128 Sync and Follow_Up packets are injected into the network every second and the slaves start to drift away.
The Wireshark capture indicates the 1588 switches cannot process this many 1588 Sync packets and most of the Sync and Follow_Up originated from Receiver B are discarded. Hence, the slaves keep losing synchronization and the clocks drift. However, when some 1588 packets from Receiver B are not dropped, the slaves use these packets to adjust their internal oscillators, leading to the sudden decreases in pulse delay as shown in Fig. 13 . Instead of using the VLAN setting to force Receiver A to inject 1588 traffic when it is not the best clock, if the Ethernet switch can forward 1588 packets with different domain numbers, Receiver A can also inject 1588 packets and stress the network. Consequently, the 1588 network should be carefully configured to ensure it is not breached by excessive 1588 traffic resulting from misconfiguration or a cyber-attack.
When excessive 1588 traffic stops flooding the network, Slave X recovers in less than 10 s and there is a step change in the pulse delay from 200 ns to −200 ns, after which the pulse delay settles in the range between 0 ns to 100 ns within 20 s. In terms of Slave Y, it takes about 40 s to react and the pulse delay drifts during this period. After that, the pulse delay will decrease from more than 1000 ns to within ±100 ns and settles in 30 s. Experimental results suggest both Slave X and Y can recover synchronization without obvious timing spikes when excess 1588 traffic is removed, which can ensure the associated IEDs do not mal-operate. available, Slave X drifts at a rate −0.368 ns/s. As mentioned in previous section, the worst case initial error of Slave X can be ±125 ns, giving a margin of −875 ns. Hence, Slave X will reach the ±1 μs after 2377 s. If there is a Sync packet available during this period (i.e. Sync available rate = 1/2377 = 0.04%), Slave X recovers synchronization again, so theoretically it can withstand a 99.96% Sync loss rate.
Slave Y, can maintain synchronization when 95% Sync packets are missing but with an error up to −800 ns. When 96% Sync packets are discarded; Slave Y loses synchronization within 100 s and shows an unusual drifting behavior, probably due to its synchronization algorithm. After updating the firmware of Slave Y, the unusual drifting behavior upon 96% Sync loss is resolved. More specifically, the pulse delay of Slave Y fluctuates and this is because Slave Y occasionally receives Sync messages and adjusts its internal time. If 99% Sync packets are dropped, Slave Y drifts at a faster rate (−0.947 ns/s) than Slave X; this is because Slave X includes a more stable Oven Controlled Crystal Oscillator while Slave Y uses a Temperature Controlled Crystal Oscillator. This also suggests the excess 1588 traffic injected in the previous experiment can cause at least 99% Sync packet loss.
2) Loss of 1588 Follow_Up Packets: Similar to the scenario where Sync messages are dropped, Slave X is not affected by a Follow_Up packet loss of up to 99%, as shown in Fig. 15 . If the Follow_Up packets are not presenting at all, Slave X will start drifting at a rate similar to that observed when the Sync packets are completely lost.
Slave Y is very sensitive to the loss of Follow_Up packets and the pulse delay will dramatically become larger than 80 μs (80,000 ns) even when a single Follow_Up message is missing. Once the anomaly occurs, it takes about 200 s for Slave Y to recover, which would increase the likelihood of relay maloperation. If new firmware is used on Slave Y, its ability to tolerate Follow_Up loss increases from a single packet loss to 62% loss. However, when the loss rate exceeds 62%, an anomaly with a smaller timing spike will occur and it will last for a much longer period of 600 s. This can also easily result in relay maloperation. Experimental results demonstrate a loss rate lower than 99% will lead to the anomaly for the old firmware, which might be caused by a bug in the synchronization algorithm. Using new firmware, Slave Y can handle Follow_Up loss rate up to 62%, but an anomaly occurs when the loss rate is between 62% and 99%. When the loss rate is ࣙ99%, Slave Y (with old or new firmware) exhibits a drifting rate similar to that observed when ࣙ99% Sync packets are absent. Hence, further firmware updates are required for Slave Y to resolve the synchronization issue related to considerable loss (ࣙ63%) of Follow_Up messages.
F. 1588 Synchronization During Communication Link Loss
The link loss in Fig. 16 occurs at t = 100 s, and when Star topology is used Slave X and Y drift away because no 1588 packets from the master are available. When RSTP, HSR and combined PRP/RSTP topologies are employed, link loss does not affect the timing accuracy, which indicates the 1588 switches and slaves can automatically adjust themselves when swapping to a different communication path. In comparison, link loss in PRP topology introduces considerable fluctuations in pulse delay with a peak value of 50 ns, as indicated by the green curve. However, in general, Slave X and Y are able to achieve an accuracy significantly less than ±1 μs during the link loss if communication redundancy is in place. Fig. 17 illustrates what happens when Slave X and Y are initially synchronized to Receiver A and the GPS antenna is disconnected from Receiver A at t = 200 s. After about 40 s, Receiver B notices that the performance of Receiver A has deteriorated and it takes the master role for the whole network. As a result, Slave X and Y start to follow Receiver B with a 200 ns increase in their pulse delay. At t = 500 s, the GPS antenna is also disconnected from Receiver B; it continues to act as the master until t = 540 s when Receiver A discovers it is a better clock and regains the master role. Sequentially, Slave X again synchronizes to Receiver A, but Slave Y drifts away. When Slave Y drifts, its port is in "Slave" state and according to 1588, it should synchronize to Receiver A once the same pair of Sync and Follow_Up packets is received. The reason the algorithm of Slave Y refuses to synchronize with Receiver A is because the clock accuracy value of Receiver A is "unknown" and it does not satisfy Slave Y's requirement.
G. Impact of Complete GPS Signal Loss on 1588 Slaves
From the results, Receiver A is more stable than Receiver B when the GPS signal is completely lost and a 1588 slave (e.g. Slave X) follows a stable clock when there is no GPS signal, ensuring the correct operation of the IEDs. However, if a less stable clock becomes the master after a complete GPS loss, it may be advisable that a 1588 slave, i.e. Slave Y, does not follow the master and issues an alarm so that the associated IEDs can block operation to avoid mal-operation.
IV. CONCLUSION
Experimental results described in this paper indicate that not all GPS receivers can deliver ±100 ns accuracy, but increasing mask angle could further reduce the timing error. It is advisable that a GPS receiver does not generate any timing output when it loses the GPS signal, this is necessary to ensure the associated IEDs can block operation to avoid mal-operation. Consequently, system operators do not need to worry about the drifting rate of distributed GPS receivers. One GPS receiver introduced unacceptable synchronization errors, > 3 μs, upon GPS signal restoration and this has to be resolved to guarantee correct operation of secondary devices.
A data network consisting of 1588 clocks and 1588 Ethernet switches was used to achieve synchronization accuracy better than ±150 ns even when the network is heavily loaded. But this requires the use of 1588 Ethernet switches to accurately measure the delay experienced by the 1588 packets and ensure the 1588 messages are not dropped when they need to compete for transmission. This supports the use of a unified IEC 61850 and IEEE 1588 network for future substation automation systems. However, such a network must be carefully designed and configured because considerable non-1588 traffic could "shut down" certain 1588 clocks, whilst excessive 1588 traffic can exceed the processing ability of a 1588 switch, causing loss of synchronization. Communication redundancy techniques can ensure 1588 timing is not affected during communication link loss. However, one 1588 slave could not properly handle the loss of Follow_Up message and introduced timing errors > 80 μs for about 200 s (when old firmware is used) or timing errors > 10 μs for 600 s (when new firmware is used); this must be fixed by a further firmware upgrade. 1588 slaves from different vendors use diverse algorithms to deal with the situation where the master does not lock to the GPS -some still synchronize to the master whilst others will not. Therefore, the stability of the 1588 master(s) and the behavior of 1588 slaves during complete GPS loss must be investigated and understood to avoid mal-operation caused by timing drift.
Time synchronization with stringent ±1 μs accuracy requirement is important for digital substation applications and solutions based on direct use of local GPS receivers have been widely adopted. However, sophisticated tests must be carried out to assess the long term accuracy and transient behavior of GPS receivers during incidents, before they can be considered adequately reliable for transmission substations. The described solution, based on GPS receivers and 1588 devices, is promising as it can be easily integrated into the IEC 61850 Process and Station Buses, and delivers accurate and reliable time synchronization.
