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GEOMETRIC SPACE-FREQUENCY ANALYSIS ON MANIFOLDS
HANS G. FEICHTINGER, HARTMUT FU¨HR, AND ISAAC Z. PESENSON
Abstract. This paper gives a survey of methods for the construction of space-
frequency concentrated frames on Riemannian manifolds with bounded curva-
ture, and the applications of these frames to the analysis of function spaces.
In this general context, the notion of frequency is defined using the spectrum
of a distinguished differential operator on the manifold, typically the Laplace-
Beltrami operator. Our exposition starts with the case of the real line, which
serves as motivation and blueprint for the material in the subsequent sections.
After the discussion of the real line, our presentation starts out in the most
abstract setting proving rather general sampling-type results for appropriately
defined Paley-Wiener vectors in Hilbert spaces. These results allow a handy
construction of Paley-Wiener frames in L2(M), for a Riemann manifold of
bounded geometry, essentially by taking a partition of unity in frequency do-
main. The discretization of the associated integral kernels then gives rise to
frames consisting of smooth functions in L2(M), with fast decay in space and
frequency. These frames are used to introduce new norms in corresponding
Besov spaces on M.
For compact Riemannian manifolds the theory extends to Lp and Besov
spaces. Moreover, for compact homogeneous manifolds, one obtains the so-
called product property for eigenfunctions of certain operators and proves a
cubature formulae with positive coefficients which allow to construct Parseval
frames that characterize Besov spaces in terms of coefficient decay.
Throughout the paper, the general theory is exemplified with the help
of various concrete and relevant examples, such as the unit sphere and the
Poincare´ half plane.
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1. Introduction
In 2004 (see [39]) H. Feichtinger and I. Pesenson wrote: ”It is our strong belief
that there exist many real life problems in Signal Analysis and Information Theory
which would require non-Euclidean models. A Theory which will unify the ideas of
the Classical Sampling Theorem, one of the most beautiful and applied results of the
Euclidean Fourier Analysis, with ideas of Differential Geometry and non-Euclidean
Harmonic Analysis would be of great interest and importance. We consider the
present paper as a foundation for future papers in which we are planning to inves-
tigate in details more specific examples such as: 1) Spheres, projective spaces and
general compact manifolds. 2) Hyperboloids and general non-compact symmetric
spaces. 3) Various Lie groups.”
The purpose of this survey is to provide an introduction to emerging theories
of Shannon-type sampling and space-frequency localized frames in various non-
Euclidean settings.
We report on the Shannon sampling theory, approximation theory, space-frequency
localized frames, and Besov spaces on compact and non-compact manifolds which
were developed in [39], [40], [57]-[59], [94]-[134]. These topics are not only of a
theoretical interest. Many important applications of multiresolution analysis on
manifolds were developed for imaging, geodesy, cosmology, crystallography, scat-
tering theory, biology, and statistics (see [4], [5], [9], [10], [23], [31], [35], [50], [51],
[56], [67]-[69], [71], [79]-[81], [135]).
We begin with introducing a rather general, spectral-theoretic setup that allows
to prove Shannon-type sampling theorems in abstract Hilbert spaces, as well as
the definition and characterization of Besov-type spaces, in a unified language. We
then use these results to study sampling theorems, the construction of Paley-Wiener
(bandlimited) frames and the characterization of function spaces on Riemannian
manifolds (see [104], [105], [113], [118]). The approach works for rather wide classes
of Riemannian manifolds, such as general compact manifolds without boundary,
bounded domains with smooth boundaries in Euclidean spaces, or non-compact
Riemannian manifolds of bounded geometry whose Ricci curvature is bounded from
below.
For compact Riemannian manifolds we prove generalizations of the Bernstein,
Bernstein-Nikolskii and Jackson inequalities. In the case of compact manifolds
we go beyond the purely Hilbert space theoretic setting, and include Lp-spaces in
the discussion as well, for 1 ≤ p ≤ ∞. This allows to characterize elements of
the Besov spaces Bαp,q(M) in terms of approximations by eigenfunctions of elliptic
differential operators on M. For the case of a compact homogeneous manifold M
we further sharpen the Bernstein and Bernstein-Nikolskii inequalities, using global
derivatives with respect to specific vector fields on M; here the above-mentioned
elliptic differential operator is the Casimir operator L. Furthermore, we construct
Parseval bandlimited and localized frames in L2(M) for this setting, and show that
they serve to characterize Besov spaces via coefficient decay.
1.1. Overview of the paper. In section 2 we discuss three ways of constructing
Paley-Wiener-Schwartz frames in L2(R). In 2.1 we are using the Fourier transform
to introduce functions of the non-negative square root
√−d2/dx2 in the space
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L2(R). In 2.2 we use these results to construct what we call nearly Parseval Paley-
Wiener-Schwartz frames in L2(R) which are comprised of functions which are ban-
dlimited and have fast decay at infinity. In subsection 2.3 we explore the classical
Sampling Theorem to construct Parseval Paley-Wiener-Schwartz frames. In sub-
section 2.4 we establish a cubature formula with positive coefficients for functions
in Paley-Wiener space. By means of such formulas and the fact that product of
two Paley-Wiener functions is another Paley-Wiener function we develop a third
method of constructing Parseval Paley-Wiener-Schwartz frames in L2(R).
It is the objective of the present article to show how the ideas and methods
illustrated in 2 can be extended to Riemannian manifolds.
In our paper we make systematic use of the Spectral Theorem for self-adjoint
operators as a substitute for the classical Fourier transform. The approach is moti-
vated by examples described in section 2. However, it should be noted that although
the regular Fourier transform considered in section 2 provides spectral resolution
for the operator of the first derivative −id/dx in L2(R) but it is not a spectral
resolution for the operator −d2/dx2 and its non-negative root√−d2/dx2 in L2(R).
In Section 3 we introduce a notion of Paley-Wiener (bandlimited) vectors in a
Hilbert space H which is equipped with a self-adjoint operator D, and develop a
Shannon-type sampling of such vectors. By constructing appropriate projections
of H onto subspaces of ω-Paley-Wiener vectors PWω(D), ω > 0 we construct
bandlimited frames in H. We define Besov spaces as interpolation spaces between
H and domains of Dk, k ∈ N, and show that they can be described in terms of
frame coefficients.
Our approach in [105] was to treat a set of ”samples” of a vector f ∈ H as a set of
values ψν(f) for a specific ”sampling” family of functionals ψν for which Plancherel-
Polya-type inequalities (=frame inequalities) hold on Paley-Wiener subspaces. The
Spectral Theorem allows to decompose every vector in H into a series of Paley-
Wiener vectors. Then an application of our Sampling Theorem 3.8 leads to the
construction of Paley-Wiener frames for H (Theorem 3.9).
In Subsection 3.6 we formulate and prove an important result (Theorem 3.14)
about interpolation and approximation spaces. This result is essentially due to
Peetre-Sparr [93] and Butzer-Scherer [17], but we formulate and prove it in a form
which is most suitable for our purposes (see also [73]). In particular, our formulation
is more general than a similar Theorem 9.1 in Ch. 7 in [29]. In Subsection 3.7 we
describe abstract Besov subspaces in terms of approximations by Paley-Wiener
vectors and in terms of coefficients with respect to our Paley-Wiener frames.
When it comes to the space H = L2(M), whereM is a manifold, the families of
”sampling” functionals {ψν} are just families of compactly supported distributions
(with small supports) associated with what we call metric lattices of points {xk}
onM. This term is used to emphasize that the points {xk} are distributed overM
“almost uniformly” and that they are separated.
Not every metric space possesses lattices of points with the properties we need
for our sampling theory. In Subsection 4.1 we clarify this issue. It was shown in
[108] that if a Riemannian manifold has bounded geometry and its Ricci curvature
is bounded from below then one can construct a sequence of lattices whose mesh
radius tends to zero. Note that the property of bounded geometry is essentially
equivalent to the fact that all covariant derivatives of the Riemann curvature are
bounded from above. This shows that our conditions are rather natural, since
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appropriate uniformly distributed and separated sets of points can exist only if the
curvature (in one sense or another) is bounded from above and from below. The
rest of the Section 4 is devoted to descriptions of manifolds of common interest.
In Section 5 we implement the general scheme of Section 2 in the spaces L2(M),
for manifolds M satisfying the assumptions of Section 3. Following the general
scheme of Section 3, the central tool for sampling theory are Poincare´-type esti-
mates, which we derive for Riemannian manifolds in Section 4. To construct frames
which are almost tight we use the so-called average sampling in a way that includes
and generalizes the pointwise sampling. In the case of a straight line average sam-
pling was considered for the first time in [36]. In the case of manifolds average
sampling was developed in [108], [111]. We do not discuss reconstruction algo-
rithms in detail, but it can be done by the following methods (besides using dual
frames): (1) reconstruction by using variational splines on manifolds [101]-[118];
(2) reconstruction using iterations [39], [40]; (3) the frame algorithm [61].
In Sections 6 we introduce and analyze kernels associated to elliptic differen-
tial operators on general compact Riemannian manifolds. The most important
result here concerns the localization of such kernels (Theorem 6.1) which im-
plies an analogue of the Littlewood-Paley decomposition of functions in the spaces
Lp(M), 1 ≤ p ≤ ∞, on compact Riemannian manifolds (Theorem 7.4). One can
find other approaches to the Littlewood-Paley decompositions on manifolds (see for
example [71], [141], [142]).
Section 8 is devoted to Parseval space-frequency localized frames on compact
homogeneous manifolds. The main result here is Theorem 8.6 which was proved in
[57]. This Theorem is based on two non-trivial facts: the product of eigenfunctions
of certain elliptic differential operators (Theorem 8.1) and on a cubature formula
with positive coefficients which allows for exact integration of respected eigenfunc-
tions (Theorem 8.5). Let us just mention that a set of similar facts holds true for
sub-Laplacians on compact homogeneous manifolds [133].
In Section 9 an approximation theory by eigenfunctions of elliptic operators on
compact manifolds is developed. These results lead to a characterization of Besov
spaces in terms of sampling (Theorem 9.7). In Section 10 we discuss approximation
theory on compact homogeneous manifolds. In particular, a mixed modulus of
continuity is introduced and Besov spaces are characterized in terms of this modulus
of continuity [94]-[96]. Section 10.3 contains characterization of Besov spaces in
terms of frame coefficients. Similar theorems can be proved in the case of a sub-
Laplacian and sub-elliptic spaces on compact homogeneous manifolds [133].
Here is a very brief account of related work, mostly by other authors. The
papers [3], [8], [15], [23]-[27], [41], [45], [47], [52], [62], [63], [70], [77], [84], [85],
[86], [148], contain a number of results about frames, wavelets, and Besov spaces
on Riemannian manifolds, on Lie groups of polynomial growth, on metric-measure
spaces, and on quasi-metric measure spaces. One can say that most of these papers
generalize and further develop ideas which are rooted in the classical Littlewood-
Paley theory and/or Calderon reproducing formula.
In particular, it is well understood by now that a productive generalization of
the Littlewood-Paley theory should be based on a decomposition of identity oper-
ator into a series of kernel operators with appropriately localized kernels. It was
proved in [62], [63] that any reasonably nice metric measure space admits such
decomposition.
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Among the papers devoted to metric-measure and quasi-metric measure spaces
the articles [23], [24], [41], [70], [77], [85] are the closest to our approach, since they
also aim to construct space-frequency localized frames. To incorporate a notion
of frequency into a setting of quasi-metric measure spaces, the authors of these
papers impose some additional conditions. They, essentially, assume the existence
of a self-adjoint operator in a corresponding L2 space whose heat semigroup is a
kernel operator with a kernel obeying estimates resembling the heat kernel estimates
on Euclidean space. This way they are able to define a notion of bandlimitedness
and to construct space-frequency localized frames. The most advanced results in
such setting were recently obtained in [24].
It should be noted that the most interesting situations where one finds the con-
ditions of these papers satisfied are still manifolds: compact Riemannian manifolds,
non-compact manifolds with curvature bounded from below, groups of polynomial
grows and their homogeneous manifolds.
Again, our goal is to give a concise introduction to the fast developing subject of
sampling and wavelet-like frames on manifolds by a description of a few underlying
ideas, which provide a basis for discoveries in [39], [40], [57]-[59], [94]-[134].
2. Basic Example: Paley-Wiener-Schwartz frames in L2(R)
2.1. Smooth decomposition of L2(R) into Paley-Wiener subspaces. We
take the first-order pseudo-differential operator D =
√−d2/dx2 as the positive
square root of the positive operator −d2/dx2. If F belongs to the Schwartz space
S(R) then following the spirit of the Spectral Theorem (see (3.2)) one can introduce
the operator F (D) by the formula
(2.1) F
(√
−d2/dx2
)
f(x) =
1√
2π
∫
R
eixλF (λ)f̂ (λ)dλ, f ∈ S(R),
where the Fourier transform f̂ is defined as
f̂(λ) =
1√
2π
∫
R
e−ixλf(x)dx, f ∈ S(R).
The operator F
(√−d2/dx2) is convolution with the Schwartz function Fˇ ∈ S(R)
which is inverse Fourier transform of F :
F
(√
−d2/dx2
)
f(x) =
1√
2π
∫
R
Fˇ (x− y)f(y)dy.
In particular, for any positive t we have
(2.2) F
(
t
√
−d2/dx2
)
f(x) =
1√
2π
∫
R
1
t
Fˇ
(
x− y
t
)
f(y)dy =
∫
R
KFt (x, y)f(y)dy,
where
(2.3) KFt (x, y) =
1
t
√
2π
Fˇ
(
x− y
t
)
.
Moreover, one clearly has that for any N > 0 there exists a constant CN such that
(2.4)
∣∣KFt (x, y)∣∣ ≤ CNt
[
1 +
|x− y|
t
]−N
.
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Let g ∈ C∞(R) be a non-increasing function such that supp(g) ⊂ [−2, 2], and
g(λ) = 1 for λ ∈ [−1, 1], 0 ≤ g(λ) ≤ 1. We now let
h(λ) = g(λ)− g(2λ) ,
which entails supp(h) ⊂ [−2,−2−1] ∪ [2−1, 2], and use this to define
(2.5) F0(λ) =
√
g(λ) , Fj(λ) =
√
h(2−jλ) , j ≥ 1 , j ∈ N,
as well as
Gj(λ) = [Fj(λ)]
2 = F 2j (λ) , j ≥ 0 , j ∈ N.
As a result of the definitions, we get for all λ ∈ R the equations
(2.6)
m∑
j=0
Gj(λ) =
m∑
j=0
F 2j (λ) = g(2
−mλ),
and as a consequence
(2.7)
∑
j≥0
Gj(λ) =
∑
j≥0
F 2j (λ) = 1 , λ ∈ R,
with finitely many nonzero terms occurring in the sums for each fixed λ. One has
F 2j
(√
−d2/dx2
)
f = F−1 (F 2j (λ)Ff(λ)) , j ≥ 1, j ∈ N,
and thus
f = F−1Ff(λ) = F−1
∑
j≥0
F 2j (λ)Ff(λ)
 =
(2.8)
∑
j≥0
F 2j
(√
−d2/dx2
)
f =
∑
j≥0
Gj
(√
−d2/dx2
)
f.
Since Fj
(√−d2/dx2) is a self-adjoint operator we obtain∥∥∥Fj (√−d2/dx2) f∥∥∥2 = 〈Fj (√−d2/dx2) f,(√−d2/dx2) f〉 =
〈
F 2j
(√
−d2/dx2
)
f, f
〉
and then
(2.9) ‖f‖2 =
∑
j≥0
〈
F 2j
(√
−d2/dx2
)
f, f
〉
=
∑
j≥0
∥∥∥Fj (√−d2/dx2) f∥∥∥2 .
Since the functions Gj , Fj , have their supports in [−2j+1, −2j−1]∪ [2j−1, 2j+1], the
functions F 2j
(√−d2/dx2) f andGj (√−d2/dx2) f are bandlimited to [−2j+1,−2j−1]∪
[2j−1, 2j+1], whenever j ≥ 1, and to [−2, 2] for j = 0. They clearly belong to the
Schwartz space S(R).
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2.2. A method of constructing almost Parseval Paley-Wiener-Schwartz
frames.
Definition 2.1. The Paley-Wiener space PWω(R), ω > 0, is introduced as the
space of all f ∈ L2(R) whose L2-Fourier transform has support in [−ω, ω].
Using the Fourier transform one can easily verify that a function f ∈ L2(R)
belongs to the space PWω(R) if and only if the following Bernstein inequality holds
‖f (r)‖ ≤ ωr‖f‖ r ∈ N.
For a given ρ > 0 and 0 < ǫ < 1 consider a sequence {xk} such that
(2.10) |xk − xk+1| ≤ ρ, |xk − xk+1| ≥ ρ/(1 + ǫ)
and set Ik = (xk, xk+1). The Fundamental Theorem of calculus and the Holder
inequality imply ∫ x
xk
f
′
(t)dt = f(x)− f(xk), xk ≤ x ≤ xk+1
|f(x)− f(xk)| ≤
∫ x
xk
|f ′(t)|dt ≤ ρ1/2
(∫
Ik
|f ′ |2
)1/2
,
|f(x)− f(xk)|2 ≤ ρ
∫
Ik
|f ′ |2,
and another integration over Ik gives
(2.11) ‖f − f(xk)‖2Ik ≤ ρ2‖f
′‖2Ik .
For 0 < α < 1 and any A,B one has
(2.12) (1− α)|A|2 ≤ 1
α
|A−B|2 + |B|2, 0 < α < 1.
Using (2.11), (2.12) we obtain
(2.13)
(
1− ǫ
3
)
‖f‖2 ≤
∑
k
|Ik||f(xk)|2 + 3
ǫ
ρ2‖f ′‖2.
Applying the Bernstein inequality for f ∈ PWω(R) we get
(2.14)
(
1− ǫ
3
)
‖f‖2 ≤
∑
k
|Ik||f(xk)|2 + 3
ǫ
ρ2ω‖f‖2.
Assuming ω > 1 and choosing
ρ ≤ 1
3
ω−1ǫ ≤ 1
3
ω−1/2ǫ
we obtain
3
ǫ
ρ2ω ≤ ǫ
3
.
Finally it gives us
(2.15)
(
1− 2
3
ǫ
)
‖f‖2 ≤
∑
k
|Ik||f(xk)|2.
We consider the function
ξ(x) =
{
e exp(1/(|x|2 − 1)) if |x| < 1
0 if |x| ≥ 1.
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Set ξk(x) = ξ((1 + ǫ)|Ik|−1(x− xk)). Since
ξk(xk+1)f(xk+1) = 0, ξ
′
k(x) = (1 + ǫ)|Ik|−1ξ((1 + ǫ)|Ik|−1(x − xk)),
and |Ik|−1 ≤ (1 + ǫ)ρ−1 we obtain
|f(xk)| =
∣∣∣∣∫ xk+1
xk
(ξk(x)f(x))
′
∣∣∣∣ ≤ ∫ xk+1
xk
∣∣∣ξ′k(x)f(x) + ξk(x)f ′ (x)∣∣∣ ≤
(1 + ǫ)2ρ−1
∫ xk+1
xk
|f(x)|+
∫ xk+1
xk
|f(x)′ | ≤ (1 + ǫ)2ρ−1/2‖f‖Ik + ρ1/2‖f
′‖Ik .
Then for f ∈ PWω(R)
|f(xk)| ≤
(
(1 + ǫ)2ρ−1/2 + ωρ1/2
)
‖f‖Ik .
It gives √
|Ik||f(xk)| ≤
(
(1 + ǫ)2 + ωρ
) ‖f‖Ik .
Because ρ ≤ 13ω−1ǫ, 0 < ǫ < 1, we have
(1 + ǫ)2 + ωρ ≤ 1 + 10
3
ǫ.
This leads to √
|Ik||f(xk)| ≤
(
1 +
10
3
ǫ
)
|‖f‖Ik ,
and
(2.16)
∑
k
|Ik||f(xk)|2 ≤
(
1 +
10
3
ǫ
)2
‖f‖2.
Using the same notations as above we can now formulate the following theorem
about irregular sampling.
Theorem 2.2. If 0 < ǫ < 1 and 0 < ρ ≤ ǫ3ω−1 then Plancherel-Polya inequalities
hold
(2.17)
(
1− 2
3
ǫ
)
‖f‖2 ≤
∑
k
|Ik||f(xk)|2 ≤
(
1 +
10
3
ǫ
)2
‖f‖2, f ∈ PWω(R).
See [6], [12], [30], [136], [137] for the classical Plancherel-Polya inequalities.
Note, that if δxk is a Dirac distribution where {xk} are defined in (2.10) then
the Plancherel-Polya inequalities (2.17) mean that projections of
{√|Ik|δxk} onto
PWω(R) form a frame in this space.
We return to notations of section 2.1. Thus, the operator Fj
(√−d2/dx2) is
a projector of L2(R) into PW2j+1(R). For a fixed 0 < ǫ < 1 pick a ρ such that
0 < ρ ≤ ǫ3ω−1. Let {Ik} be a corresponding partition Ik = (xk, xk+1) considered
in (2.10).
In the sense of distributions one has(
Fj
(√
−d2/dx2
)√
|Ik|δxk
)
(x) =
(
F−1
(
Fj
√
|Ik|eixk·
))
(x),
where the formula Fδxk = eixkξ was used. At the same time, according to (2.2)(
Fj
(√
−d2/dx2
)√
|Ik|δxk
)
(x) =
∫
R
K
Fj
1 (x, y)
√
|Ik|δxk(y)dy =
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(2.18) K
Fj
1 (xk, y) =
1√
2π
Fˇj (xk − y) = ϕjxk(y) = ϕjk(y).
It is obvious that every ϕjk belongs to PW2j+1 (R) ∩ S(R) which means that it is
perfectly localized on the frequency side and ”essentially” localized in space(time).
Since the operator Fj
(√−d2/dx2) is self-adjoint one has〈
Fj
(√
−d2/dx2
)
f,
√
|Ik|δxk
〉
=
〈
f, ϕjk
〉
.
Combining (2.9) and (2.17) we obtain that the following frame inequalities hold
(2.19)
(
1− 2
3
ǫ
)
‖f‖2 ≤
∑
j
∑
k∈Z
∣∣∣〈f, ϕjk〉∣∣∣2 ≤ (1 + 103 ǫ
)2
‖f‖2, f ∈ L2(R).
The classical result of Duffin and Schaeffer [30] says that the inequalities (2.19)
imply the existence of a dual frame
{
Φjk
}
such that any function f ∈ PW2j+1 (R)
can be reconstructed according to the following formula
(2.20) f(x) =
∑
j∈Z
∑
k∈Z
〈
f, ϕjk
〉
Φjk(x).
It is clear that each Φjk belongs to PW2j+1 (R).
2.3. Constructing Parseval Paley-Wiener-Schwartz frames using Classi-
cal Sampling Theorem. The classical sampling theorem says, that if f is ω-
bandlimited then f is completely determined by its values at points kπ/ω, k ∈ Z,
and can be reconstructed in a stable way from the samples f(kπ/ω), i.e.
(2.21) f(x) =
∑
k∈Z
f (kπ/ω)
sin(ω(x− kπ/ω))
ω(x− kπ/ω) ,
where convergence is understood in the L2-sense. Moreover, the following equality
between ”continuous” and ”discrete” norms holds true
(2.22)
(∫ +∞
−∞
|f(x)|2dx
)1/2
=
∑
j∈Z
1
ω
|f(kπ/ω)|2
1/2 .
This equality follows from the fact that the functions e2πit(kπ/ω) form an or-
thonormal basis in L2[−ω, ω]. Now we take ω = 2j+1. Since the operator Fj
(√−d2/dx2)
is self-adjoint one has〈
Fj
(√
−d2/dx2
)
, 2(−j−1)/2δxkpi2−j−1
〉
=
〈
f, Fj
(√
−d2/dx2
)
2(−j−1)/2δxkpi2−j−1
〉
and formulas (2.9) and (2.22) imply that the set of functions
ψjk(x) =
(
Fj
(√
−d2/dx2
)
2(−j−1)/2δxkpi2−j−1
)
(x)
is a Parseval frame in L2(R). For the same reasons as above we see that ψ
j
k ∈
PW2j+1(R) ∩ S(R). Moreover, the general frame theory implies that the following
reconstruction formula holds
(2.23) f(x) =
∑
j∈Z
∑
k∈Z
〈
f, ψjk
〉
ψjk(x).
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2.4. Constructing Parseval Paley-Wiener-Schwartz frames using a cuba-
ture formula. The following result will be used in this section (compare to a
similar statement in [57]).
Theorem 2.3. If 0 < γ < 1, ρ < 16ω
−1γ and {xk} is such that ρ/2 ≤ |xk−xk+1| ≤
ρ then there exist strictly positive coefficients λxk > 0, which are of the order ρ,
for which the following equality holds for all functions in PWω(R) ∩ L1(R):
(2.24)
∫
R
fdx =
∑
xk
λxkf(xk).
Proof. By using Riemann sums and the Fundamental Theorem of calculus we obtain
for functions in the Schwartz space the following inequalities∣∣∣∣∣
∫
R
f(x)dx −
∑
xk
f(xk)|Ik|
∣∣∣∣∣ =
∣∣∣∣∣∑
k
∫
Ik
f(x)dx−
∑
xk
∫
Ik
f(xk)dx
∣∣∣∣∣ ≤
(2.25)
∑
k
∫
Ik
|f(x)− f(xk)| dx ≤ ρ1/2‖f ′‖
Thus, for f ∈ PWω(R) using the Bernstein inequality and the left side of (2.17)∣∣∣∣∣
∫
R
f(x)dx −
∑
xk
f(xk)|Ik|
∣∣∣∣∣ ≤ ρ3/2‖f ′‖ ≤ (1− γ)−1/2ρ2ω
(∑
k
|f(xk)|2
)1/2
.
Consider the sampling operator
S : f → {f(xk)},
which maps PWω(R) onto a V which is a subspace of the space ℓ
2 with its standard
norm.
If u ∈ V , denote the linear functional y → (y, u) on V by ℓu. By our Plancherel-
Polya inequalities (2.17), the map
{f(xk)} →
∫
R
fdx
is a well-defined linear functional on the closed Hilbert space V , and so equals ℓv
for some v ∈ V , which may or may not have all components positive. On the other
hand, if w is the vector with components {|Ik|}, then w might not be in V , but it
has all components positive and of the right size
|Ik| ∼ ρ.
Since, for any vector u ∈ V the norm of u is exactly the norm of the corresponding
functional ℓu, the above inequality tells us that
(2.26) ‖Pw − v‖ ≤ ‖w − v‖ ≤ (1− γ)−1/2ρ2ω,
where P is the orthogonal projection onto V . Accordingly, if z is the vector v−Pw,
then
(2.27) v + (I − P )w = w + z,
where ‖z‖ ≤ (1 − γ)−1/2ρ2ω. Note, that all components of the vector w are of
order O(ρ), while the order of ‖z‖ is O(ρ2). Thus if ρω is sufficiently small, then
λ := w+z has all components positive and of the right size. Since λ = v+(I−P )w,
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the linear functional y → (y, λ) on V equals ℓv. In other words, if the vector λ has
components {λxk}, then ∑
xk
f(xk)λxk =
∫
R
fdx
for all f ∈ PWω(R), as desired. 
The following statement immediately follows from the fact that the Fourier trans-
form of a product of two functions in L2(R) is a convolution of their Fourier trans-
forms.
Lemma 2.4. If f, g ∈ PWω(R) then their product fg is in PW2ω(R). In particular,
if f ∈ PWω(R) then |f |2 = ff belongs to PW2ω(R).
Thus we can use the above quadrature rule for Fj
(√−d2/dx2) f = fj
‖fj‖2 =
∫
R
|fj |2dx =
∑
xk∈Mρ
λxk |fj(xk)|2.
Using (2.9) and introducing functions
θjk =
√
λxkFj
(√
−d2/dx2
)
δxk
we obtain a Parseval frame in L2(R) since
‖f ||2 =
∑
j
∑
k
∣∣∣〈fj , θjk〉∣∣∣2 .
This fact implies that the following reconstruction formula holds
f =
∑
j
∑
k
〈
fj , θ
j
k
〉
θjk.
To summarize these examples we list the following crucial facts which were used
in the previous constructions:
(1) the Fourier transform provides the Spectral Resolution of the operator
−d/dx in L2(R);
(2) existence of the irregular and regular sampling theorems;
(3) the fact that the product of two functions in PWω(R) is a function in
PW2ω(R);
(4) existence of exact quadrature formula with positive coefficients for Paley-
Wiener function.
The goal of our survey is to demonstrate that:
(1) the method developed in section 2.2 can be extended to general Hilbert
spaces [105], to compact Riemannian manifolds [107], [109], to non-compact
manifolds of bounded geometry whose Ricchi curvature is bounded from
below [104], [108], to non-compact symmetric Riemannian manifolds [111],
[125], to domains in Rn [132];
(2) the method developed in section 2.4 can be extended to homogeneous
compact Riemannian manifolds [57] and homogeneous manifolds with sub-
elliptic structure [133].
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We note that the method of section 2.3 can not be extended to Riemannian
manifolds due, in particular, to the lack of uniformly spaced sets of points.
It should be also mentioned that the methods of 2.2 were extended to met-
ric(quantum) and combinatorial graphs [48], [110], [112], [115], [121], [123].
3. Shannon sampling, Paley-Wiener frames and abstract Besov
subspaces
3.1. Paley-Wiener vectors in Hilbert spaces. Consider a self-adjoint positive
definite operator L in a Hilbert space H. Let √L be the positive square root of L.
According to the spectral theory for such operators [11] there exists a direct integral
of Hilbert spaces X =
∫
X(λ)dm(λ) and a unitary operator F from H onto X ,
which transforms the domains of Lk/2, k ∈ N, onto the sets Xk = {x ∈ X |λkx ∈ X}
with the norm
(3.1) ‖x(λ)‖Xk = 〈x(λ), x(λ)〉1/2X(λ) =
(∫ ∞
0
λ2k‖x(λ)‖2X(λ)dm(λ)
)1/2
.
and satisfies the identity F(Lk/2f)(λ) = λk(Ff)(λ), if f belongs to the domain
of Lk/2. We call the operator F the Spectral Fourier Transform [97], [104]. As
known, X is the set of all m-measurable functions λ 7→ x(λ) ∈ X(λ), for which the
following norm is finite:
‖x‖X =
(∫ ∞
0
‖x(λ)‖2X(λ)dm(λ)
)1/2
For a function F on [0,∞) which is bounded and measurable with respect to dm
one can introduce the operator F (
√
L) by using the formula
(3.2) F (
√
L)f = F−1F (λ)Ff, f ∈ H.
If F is real-valued the operator F (
√
L) is self-adjoint.
Remark 3.1. We start with an operator L and switch to
√
L because in many
applications (see below) a second-order differential operator L appears first, but it
is more natural to work with a first order pseudo-differential operator
√
L. This
will become apparent when we discuss sampling density in Subsection 5.3.
Definition 3.2. For
√
L as above we will say that a vector f ∈ H belongs to the
Paley-Wiener space PWω(
√
L) if the support of the Spectral Fourier Transform Ff
is contained in [0, ω].
The next two facts are obvious.
Theorem 3.3. The spaces PWω(
√
L) have the following properties:
(1) the space PWω(
√
L) is a linear closed subspace in H.
(2) the space
⋃
ω>0PWω(
√
L) is dense in H;
Next we denote by Hk the domain of Lk/2. It is a Banach space, equipped with
the graph norm ‖f‖k = ‖f‖+ ‖Lk/2f‖. The next theorem contains generalizations
of several results from classical harmonic analysis (in particular the Paley-Wiener
theorem). It follows from our results in [104] and [117].
Theorem 3.4. The following statements hold:
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(1) (Bernstein inequality) f ∈ PWω(
√
L) if and only if f ∈ H∞ = ⋂∞k=1Hk,
and the following Bernstein inequalities holds true
(3.3) ‖Ls/2f‖ ≤ ωs‖f‖ for all s ∈ R+;
(2) (Paley-Wiener theorem) f ∈ PWω(
√
L) if and only if for every g ∈ H the
scalar-valued function of the real variable t 7→ 〈eit
√
Lf, g〉 is bounded on the
real line and has an extension to the complex plane as an entire function
of the exponential type ω;
(3) (Riesz-Boas interpolation formula) f ∈ PWω(
√
L) if and only if f ∈ H∞
and the following Riesz-Boas interpolation formula holds for all ω > 0:
(3.4) i
√
Lf =
ω
π2
∑
k∈Z
(−1)k−1
(k − 1/2)2 e
i( piω (k−1/2))
√
Lf.
Proof. (1) follows immediately from the definition and representation (3.1). To
prove (2) it is sufficient to apply the classical Bernstein inequality [87] for the
uniform norm on R to every function 〈eit
√
Lf, g〉, g ∈ H. To prove (3) one has to
apply the classical Riesz interpolation formula on R [87] to the functions 〈eit
√
Lf, g〉.

Remark 3.5. For trigonometric polynomials in Lp(T), 1 ≤ p ≤ ∞, and the op-
erator ddt , the identity (3.4) was proved by Riesz [138]. For entire functions of
exponential type in Lp(R), 1 ≤ p ≤ ∞, and ddt this identity was proved by Boas [12].
3.2. Frames in Hilbert spaces. A family of vectors {θv} in a Hilbert space H is
called a frame if there exist constants A,B > 0 such that
(3.5) A‖f‖2 ≤
∑
v
|〈f, θv〉|2 ≤ B‖f‖2 for all f ∈ H.
The largest A and smallest B are called lower and upper frame bounds.
The family of scalars {〈f, θv〉} represents a set of measurements of a vector f . In
order to resynthesize the vector f from this collection of measurements in a linear
way one has to find another (dual) frame {Θv}. Then a reconstruction formula is
(3.6) f =
∑
v
〈f, θv〉Θv.
Dual frames are not unique in general. Moreover it may be difficult to find a
dual frame in concrete situations.
If in particular A = B = 1 the frame is said to be tight or Parseval. Parseval
frames are similar in many respects to orthonormal wavelet bases. For example, if
in addition all vectors θv are unit vectors, then the frame is an orthonormal basis.
The main feature of Parseval frames is that decomposing and synthesizing a
vector from known data are tasks carried out with the same family of functions, i.e.,
the Parseval frame is its own dual frame. The important differences between frames
and, say, orthonormal bases is their redundancy that helps reduce for example the
effect of noise in data.
Frames in Hilbert spaces of functions whose members have simultaneous localiza-
tion in space and frequency arise naturally in wavelet analysis on Euclidean spaces,
when the continuous wavelet transforms are discretized.
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3.3. Sampling in abstract Paley-Wiener spaces. We assume that there exist
a C > 0 and m0 ≥ 0 such that for any 0 < ρ < 1 there exists a set of functionals
A(ρ) =
{
A(ρ)k
}
, defined on Hm0 , for which
(3.7) ‖f‖2 ≤ C
(∑
k
∣∣∣A(ρ)k (f)∣∣∣2 + ρ2m‖Lm/2f‖2
)
, f ∈ Hm, m > m0,
and
(3.8)
∑
k
∣∣∣A(ρ)k (f)∣∣∣2 ≤ C‖f‖2 , for all f ∈ Hm, m > m0.
Remark 3.6. In notations of section 2.2 if
A(ρ)k (f) =
√
|Ik||f(xk)|, |Ik| ≤ ρ,
then inequality (3.7) is similar to (2.13) and (3.8) is similar to (2.16).
Remark 3.7. Following [105], [108] we call inequality (3.7) a Poincare´-type in-
equality since it is an estimate of the norm of f through the norm of its “derivative”
Lm/2f .
Let us introduce vectors µk ∈ H such that
〈f, µk〉 = A(ρ)k (f), f ∈ Hm, m > m0.
Let Pω be the orthogonal projection of H onto PWω(
√
L) and put
(3.9) φωk = Pωµk.
Using the Bernstein inequality (3.3) we obtain the following statement.
Theorem 3.8. (Sampling Theorem)
Assume that assumptions (3.7) and (3.8) are satisfied and for a given ω > 0 and
δ ∈ (0, 1) pick a ρ such that
ρ2m = C−1ω−2mδ.
Then the family of vectors {φωk } in (3.9) is a frame for the Hilbert space PWω(
√
L)
and
(3.10) (1− δ)‖f‖2 ≤
∑
k
|〈f, φωk 〉|2 ≤ ‖f‖2, f ∈ PWω(
√
L).
The canonical dual frame {Θωk} has the property Θωk ∈ PWω(
√
L) and provides the
following reconstruction formulas
(3.11) f =
∑
k
〈f, φωk 〉Θωk =
∑
k
〈f,Θωk 〉φωk , f ∈ PWω(
√
L).
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3.4. Partitions of unity on the frequency side. The construction of frequency-
localized frames is typically achieved via spectral calculus. The idea is to start from
a partition of unity on the positive real axis. In the following, we will be considering
two different types of such partitions, whose construction we now describe in some
detail.
Now we are going to construct partitions of unity Fj and Gj = F
2
j which are
similar to one that were introduced in (2.5)-(2.7).
Let g ∈ C∞(R+) be a non-increasing function such that supp(g) ⊂ [0, 2], and
g(λ) = 1 for λ ∈ [0, 1], 0 ≤ g(λ) ≤ 1, λ > 0. We now let
h(λ) = g(λ)− g(2λ) ,
which entails supp(h) ⊂ [2−1, 2], and use this to define
(3.12) F0(λ) =
√
g(λ) , Fj(λ) =
√
h(2−jλ) , j ≥ 1 ,
as well as
Gj(λ) = [Fj(λ)]
2 = F 2j (λ) , j ≥ 0 .
As a result of the definitions, we get for all λ ≥ 0 the equations
(3.13)
n∑
j=0
Gj(λ) =
n∑
j=0
F 2j (λ) = g(2
−nλ),
and as a consequence
(3.14)
∑
j≥0
Gj(λ) =
∑
j≥0
F 2j (λ) = 1 , λ ≥ 0,
with finitely many nonzero terms occurring in the sums for each fixed λ. We call
the sequence (Gj)j≥0 a (dyadic) partition of unity, and (Fj)j≥0 a quadratic
(dyadic) partition of unity. As will become soon apparent, quadratic partitions
are useful for the construction of frames.
Using the spectral theorem one has
F 2j (
√
L)f = F−1 (F 2j (λ)Ff(λ)) , j ≥ 1,
and thus
(3.15) f = F−1Ff(λ) = F−1
∑
j≥0
F 2j (λ)Ff(λ)
 =∑
j≥0
F 2j (
√
L)f
Taking inner product with f gives
‖Fj(
√
L)f‖2 = 〈F 2j (
√
L)f, f〉
and
(3.16) ‖f‖2 =
∑
j≥0
〈F 2j (
√
L)f, f〉 =
∑
j≥0
‖Fj(
√
L)f‖2.
Similarly, we get the identity ∑
j≥0
Gj(
√
L)f = f .
Moreover, since the functions Gj , Fj , have their supports in [2
j−1, 2j+1], the el-
ements Fj(
√
L)f and Gj(
√
L)f are bandlimited to [2j−1, 2j+1], whenever j ≥ 1,
and to [0, 2] for j = 0.
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3.5. Paley-Wiener frames in Hilbert spaces. Using the notation from above
and Theorem 3.8, one can describe the following Paley-Wiener frame in an abstract
Hilbert space H.
Theorem 3.9. (Paley-Wiener nearly Parseval frame in H)
For a fixed δ ∈ (0, 1) and j ∈ N let {φjk} be a set of vectors described in Theorem
3.8 that correspond to ω = 2j+1. Then for functions Fj introduced in (3.12) the
family of Paley-Wiener vectors
Φjk = Fj(
√
L)φjk
has the following properties:
(1) Each vector Φjk belongs to PW[2j−1, 2j+1](
√
L), j ∈ N, k = 1, ...,
(2) The family
{
Φjk
}
is a frame in H with constants 1− δ and 1:
(3.17) (1− δ)‖f‖2 ≤
∑
j≥0
∑
k
∣∣∣〈f,Φjk〉∣∣∣2 ≤ ‖f‖2, f ∈ H.
(3) The canonical dual frame {Ψjk} also consists of bandlimited vectors Ψjk ∈
PW[2j−1, 2j+1](
√
L), j ∈ [0, ∞), k = 1, ..., and satisfies the inequalities
(3.18) ‖f‖2 ≤
∑
j≥0
∑
k
∣∣∣〈f,Ψjk〉∣∣∣2 ≤ (1− δ)−1‖f‖2, f ∈ H.
(4) The reconstruction formulas hold for every f ∈ H
(3.19) f =
∑
j
∑
k
〈
f,Φjk
〉
Ψjk =
∑
j
∑
k
〈
f,Ψjk
〉
Φjk.
The last item here follows from the general theory of frames [61]. We also note
that for reconstruction of a Paley-Wiener vector from a set of samples one can
use, besides dual frames, the variational (polyharmonic) splines in Hilbert spaces
developed in [101]-[118].
3.6. Interpolation and Approximation spaces. The goal of the section is to es-
tablish certain connections between interpolation spaces and approximation spaces
to be used later. These connections are well known to specialists and due to Peetre-
Sparr [93] and Butzer-Scherer [17]. However, we formulate and prove these relations
in a form which is most suitable for our purposes (see [73]). In particular, our for-
mulation is more general than a similar Theorem 9.1 in Ch. 7 in [29]. The result
of primary interest for the following is Theorem 3.14, and readers who are not
interested in its proof can safely skip this section.
The general theory of interpolation spaces can be found in [7], [16], [72]. The
notion of approximation spaces and their relations to interpolations spaces is de-
scribed in [7], [11], [29], [93].
It is important to realize that the relations between interpolation and approxi-
mation spaces cannot be described in the language of normed spaces. We have to
make use of quasi-normed linear spaces in order to treat them simultaneously.
A quasi-norm ‖ · ‖E on linear space E is a real-valued function on E such that
for any f, f1, f2 ∈ E the following holds true
(1) ‖f‖E ≥ 0;
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(2) ‖f‖E = 0⇐⇒ f = 0;
(3) ‖ − f‖E = ‖f‖E;
(4) there exists some CE ≥ 1 such that ‖f1 + f2‖E ≤ CE(‖f1‖E + ‖f2‖E).
For a general quasi-normed linear spaces E the notation (E)ρ, ρ > 0, is used for
the space E endowed with the quasi-norm ‖ · ‖ρ.
Two quasi-normed linear spaces E and F form a pair if they are linear subspaces
of a common linear space A and the conditions ‖fk− g‖E → 0, and ‖fk −h‖F → 0
imply equality g = h (in A). For any such pair E,F one can construct the space
E ∩ F with quasi-norm
‖f‖E∩F = max (‖f‖E, ‖f‖F)
and the sum of the spaces, E+F consisting of all sums f0+f1 with f0 ∈ E, f1 ∈ F,
and endowed with the quasi-norm
‖f‖E+F = inf
f=f0+f1,f0∈E,f1∈F
(‖f0‖E + ‖f1‖F) .
Quasi-normed spacesH with E∩F ⊂ H ⊂ E+F are called intermediate between
E and F. If both E and F are complete the inclusion mappings are automatically
continuous. An additive homomorphism T : E→ F is called bounded if
‖T ‖ = sup
f∈E,f 6=0
‖Tf‖F/‖f‖E <∞.
An intermediate quasi-normed linear spaceH interpolates between E and F if every
bounded homomorphism T : E+F→ E+F which is a bounded homomorphism ofE
into E and a bounded homomorphism of F into F is also a bounded homomorphism
of H into H
On E+ F one considers the so-called Peetre’s K-functional
(3.20) K(f, t) = K(f, t,E,F) = inf
f=f0+f1,f0∈E,f1∈F
(‖f0‖E + t‖f1‖F) .
The quasi-normed linear space (E,F)Kθ,q, with parameters 0 < θ < 1, 0 < q ≤ ∞,
or 0 ≤ θ ≤ 1, q =∞, is introduced as the set of elements f in E+ F for which
(3.21) ‖f‖θ,q =
(∫ ∞
0
(
t−θK(f, t)
)q dt
t
)1/q
<∞.
It turns out that (E,F)Kθ,q with the quasi-norm (3.21) interpolates between E
and F. The following Reiteration Theorem is one of the main results of the theory
(see [7], [16], [72], [93]).
Theorem 3.10. Suppose that E0,E1 are complete intermediate quasi-normed lin-
ear spaces for the pair E,F. If Ei ∈ K(θi,E,F) which means
K(f, t,E,F) ≤ Ctθi‖f‖Ei, i = 0, 1,
where 0 ≤ θi ≤ 1, θ0 6= θ1, then
(E0,E1)
K
h,q ⊂ (E,F)Kθ,q,
where 0 < q <∞, 0 < h < 1, θ = (1− h)θ0 + hθ1.
If for the same pairs E,F and E0,E1 one has Ei ∈ J (θi,E,F), which means
‖f‖Ei ≤ C‖f‖1−θiE ‖f‖θiF , i = 0, 1,
where 0 ≤ θi ≤ 1, θ0 6= θ1, then for any parameter 0 < q <∞, 0 < h < 1
(E,F)Kθ,q ⊂ (E0,E1)Kh,q for θ = (1 − h)θ0 + hθ1.
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It is important to note that in all cases which will be considered in the present
article the space F will be continuously embedded as a subspace into E. In this
case (3.20) can be introduced by the formula
K(f, t) = inf
f1∈F
(‖f − f1‖E + t‖f1‖F) ,
which implies the inequality
(3.22) K(f, t) ≤ ‖f‖E.
This inequality can be used to show that the norm (3.21) is equivalent to the norm
(3.23) ‖f‖θ,q = ‖f‖E +
(∫ ε
0
(
t−θK(f, t)
)q dt
t
)1/q
for any positive ε.
Let us introduce another functional on E + F, where E and F form a pair of
quasi-normed linear spaces
E(f, t) = E(f, t, E, F ) = inf
g∈F,‖g‖F≤t
‖f − g‖E.
Definition 3.11. The approximation space Eα,q(E,F), 0 < α < ∞, 0 < q ≤ ∞ is
the quasi-normed linear spaces of all f ∈ E+ F for which the quasi-norm
(3.24) ‖f‖Eα,q(E,F) =
(∫ ∞
0
(tαE(f, t))q dt
t
)1/q
is finite.
The following theorem describes the relations between interpolation and approx-
imation spaces (see [7], Ch. 7).
Theorem 3.12. For θ = 1/(α+ 1) and r = θq one has
(Eα,r(E,F))θ = (E,F)Kθ,q.
The following important result is known as the Power Theorem (see [7], Ch. 3).
Theorem 3.13. Given positive values ρ0 > 0, ρ1 > 0 and interpolation parameters
0 < θ < 1 and 0 < q ≤ ∞, the interpolation space obtained from powers of two
spaces is the same as the power of an interpolation space: For the parameter values
ρ = (1− θ)ρ0 + θρ1, q′ = ρq and θ′ = θρ1/ρ, we have
((E)ρ0 , (F)ρ1 )Kθ,q =
(
(E,F)Kθ′,q′
)ρ
.
The next theorem represents a very abstract version of what is known as an
Equivalence Approximation Theorem.
Theorem 3.14. Suppose that T ⊂ F ⊂ E are quasi-normed linear spaces and
E and F are complete. If there exist C > 0 and β > 0 such that the following
Jackson-type inequality is satisfied
(3.25) tβE(t, f, T ,E) ≤ C‖f‖F, t > 0, for all f ∈ F,
then the following embedding holds true
(3.26) (E,F)Kθ,q ⊂ Eθβ,q(E, T ), 0 < θ < 1, 0 < q ≤ ∞.
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If there exist C > 0 and β > 0 such that the following Bernstein-type inequality
holds
(3.27) ‖f‖F ≤ C‖f‖βT ‖f‖E for all f ∈ T ,
then the following embedding holds true
(3.28) Eθβ,q(E, T ) ⊂ (E,F)Kθ,q, 0 < θ < 1, 0 < q ≤ ∞.
Proof. According to ([7], Ch.7) one has for any s > 0
(3.29) t = K∞(f, s) = K∞(f, s, T ,E) = inf
f=f1+f2,f1∈T ,f2∈E
max(‖f1‖T , s‖f2‖E)
the following inequality holds
(3.30) s−1K∞(f, s) ≤ lim
τ→t−0
inf E(f, τ,E, T ).
Since
(3.31) K∞(f, s) ≤ K(f, s) ≤ 2K∞(f, s),
the Jackson-type inequality (3.25) and the inequality (3.30) imply
(3.32) s−1K(f, s, T ,E) ≤ Ct−β‖f‖F.
The equalities (3.29) and (3.31) imply the estimate
(3.33) t−β ≤ 2β (K(f, s, T ,E))−β
which along with the previous inequality gives the estimate
K1+β(f, s, T ,E) ≤ Cs‖f‖F
which in turn implies the inequality
(3.34) K(f, s, T ,E) ≤ Cs 11+β ‖f‖
1
1+β
F
.
At the same time one has
(3.35) K(f, s, T ,E) = inf
f=f0+f1,f0∈T ,f1∈E
(‖f0‖T + s‖f1‖E) ≤ s‖f‖E,
for every f ∈ E. Inequality (3.34) means that the quasi-normed linear space (F) 11+β
belongs to the class K( 11+β , T ,E) and (3.35) means that the quasi-normed linear
space E belongs to the class K(1, T ,E). This fact allows to use the Reiteration
Theorem to obtain the embedding
(3.36)
(
(F)
1
1+β ,E
)K
1−θ
1+θβ ,q(1+θβ)
⊂ (T ,E)K1
1+θβ ,q(1+θβ)
for every 0 < θ < 1, 1 < q <∞. But the space on the left is the space(
E, (F)
1
1+β
)K
θ(1+β)
1+θβ ,q(1+θβ)
,
which, according to the Power Theorem, is the space(
(E,F)Kθ,q
) 1
1+θβ .
All these results along with the equivalence of interpolation and approximation
spaces give the embedding
(E,F)
K
θ,q ⊂
(
(T ,E)K1
1+θβ ,q(1+θβ)
)1+θβ
= Eθβ,q(E, T ),
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which proves the embedding (3.26).
Conversely, the Bernstein-type inequality (3.27) implies for γ = 11+β the inequal-
ity
(3.37) ‖f‖γ
F
≤ C‖f‖γT ‖f‖γE.
Along with the obvious equality ‖f‖E = ‖f‖0T ‖f‖E and the Iteration Theorem one
obtains the embedding
(T ,E)K1
1+θβ ,q(1+θβ)
⊂
(
(F)
1
1+β ,E
)K
1−θ
1+θβ ,q(1+θβ)
.
In order to derive the embedding (3.28), one can then use the same arguments as
above. This completes the proof. 
3.7. Besov subspaces in Hilbert spaces. We introduce the inhomogeneous
Besov space BαH,q(
√
L) as an interpolation space between the Hilbert space H and
”Sobolev space” Hr, defined as the domain of the operator (I+L)r/2 endowed with
the graph norm, where r can be any natural number such that 0 < α < r, 1 ≤ q ≤
∞. More precisely, we have [16], [147],
BαH,q(
√
L) = (H, Hr)Kθ,q, 0 < θ = α/r < 1, 1 ≤ q ≤ ∞.
We also introduce a notion of best approximation
(3.38) E(f, ω) = inf
g∈PWω(
√
L)
‖f − g‖H.
Our goal is to apply Theorem 3.14 in the situation where E = H, F = Hr and
T = PWω(
√
L) is a natural abelian group as the additive group of a vector space,
with the quasi-norm
‖f‖T = inf
{
ω′ > 0 : f ∈ PWω′
(√
L
)}
.
To be more precise it is the space of finite sequences of Fourier coefficients c =
(c1, ...cm) ∈ PWω(
√
L) where m is the greatest index such that the eigenvalue
λm ≤ ω. The quasi-norm ‖c‖PWω(√L) where c = (c1, ...cm) ∈ PWω(
√
L) is defined
as square root from the highest eigenvalue λj for which the corresponding Fourier
coefficient cj 6= 0 but cj+1 = ... = cm = 0:
‖c‖Eω(L) = ‖(c1, ...cm)‖Eω(L) = max
{√
λj : cj 6= 0, cj+1 = ... = cm = 0
}
.
Remark 3.15. Let us emphasize that the reason we need the language of quasi-
normed spaces is because ‖·‖T is clearly not a norm, only a quasi-norm on PWω(
√
L).
The Plancherel Theorem allows us to verify a generalization of the Bernstein
inequality for bandlimited functions in f ∈ PWω(
√
L).
Lemma 3.16. ([97], [104]) A vector f belongs to the space PWω(
√
L) if and only
if the following Bernstein inequality holds
‖Lr/2f‖H ≤ ωr‖f‖H, r ∈ R+.
Proof. Assume that vector f belongs to the space PWω(
√
L) and Ff = x ∈ X .
Then
(∫ ∞
0
λ2r‖x(λ)‖2X(λ)dm(λ)
)1/2
=
(∫ ω
0
λ2r‖x(λ)‖2X(λ)dm(λ)
)1/2
≤ ωr‖x‖X , r ∈ R+,
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which gives Bernstein inequality for f .
Conversely, if f satisfies Bernstein inequality then x = Ff satisfies ‖x‖Xk ≤
ωk‖x‖X . Suppose that there exists a set σ ⊂ [0,∞] \ [0, ω] whose m-measure is not
zero and x|σ 6= 0. We can assume that σ ⊂ [ω+ ǫ,∞) for some ǫ > 0. Then for any
r ∈ R+ we have∫
σ
‖x(λ)‖2X(λ)dm(λ) ≤
∫ ∞
ω+ǫ
λ−2r‖λrx(λ)‖2X(λ)dµ ≤ ‖x‖2X (ω/ω + ǫ)2r
which shows that or x(λ) is zero on σ or σ has measure zero. 
One also has an analogue of the Jackson inequality
E(f, ω) ≤ ω−r‖f‖Hr , f ∈ Hr.
Indeed, as in [97] one has for f ∈ Hr
E(f, ω) ≤
(∫ ∞
ω
‖x(λ)‖2X(λ)dm(λ)
)1/2
=(∫ ∞
ω
λ−2rλ2r‖x(λ)‖2X(λ)dm(λ)
)−r
≤ ω−r‖Lr/2f‖H, r ∈ R+.
These two inequalities and Theorem 3.14 imply the following result (compare to
[96], [118], [122]).
Theorem 3.17. For α > 0, 1 ≤ q ≤ ∞ the norm of BαH,q(
√
L), is equivalent to
(3.39) ‖f‖H +
 ∞∑
j=0
(
2jαE(f, 2j))q
1/q .
Let the functions Fj be as in Subsection 3.4. Note, that
(3.40) Fj(
√
L) : H → PW[2j−1,2j+1](
√
L), ‖Fj(
√
L) ‖ ≤ 1,
and ∑
j≥0
F 2j (λ) = 1, λ ≥ 0.
Theorem 3.18. For α > 0, 1 ≤ q ≤ ∞ the norm of BαH,q(
√
L), is equivalent to
(3.41) f 7→
 ∞∑
j=0
(
2jα
∥∥∥Fj(√L)f∥∥∥H)q
1/q ,
with the standard modifications for q =∞.
Proof. Recall from (3.15) that
‖f‖2 =
∑
j≥0
∥∥∥Fj(√L)f∥∥∥2 .
We obviously have
E(f, 2l) ≤
∑
j>l
∥∥∥Fj(√L)f∥∥∥H .
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By using a discrete version of Hardy’s inequality [16] we obtain the estimate
(3.42) ‖f‖+
( ∞∑
l=0
(
2lαE(f, 2l))q)1/q ≤ C
 ∞∑
j=0
(
2jα
∥∥∥Fj(√L)f∥∥∥H)q
1/q .
Conversely, for any g ∈ PW2j−1 (
√
L) we have∥∥∥Fj(√L)f∥∥∥H = ∥∥∥Fj(√L)(f − g)∥∥∥H ≤ ‖f − g‖H.
This implies the estimate ∥∥∥Fj(√L)f∥∥∥H ≤ E(f, 2j−1),
which shows that the inequality opposite to (3.42) holds. This completes the proof.

Theorem 3.19. For α > 0, 1 ≤ q ≤ ∞ the norm of BαH,q(
√
L) is equivalent to
(3.43)
 ∞∑
j=0
2jαq
(∑
k
∣∣∣〈f,Φjk〉∣∣∣2
)q/21/q ≍ ‖f‖Bαq ,
with the standard modifications for q =∞.
Proof. For f ∈ H and operator Fj(
√
L) we apply (3.10) to Fj(
√
L)f ∈ PW2j+1(
√
L)
to obtain
(3.44) (1 − δ)
∥∥∥Fj(√L)f∥∥∥2H ≤∑
k
∣∣∣〈Fj(√L)f, φjk〉∣∣∣2 ≤ ∥∥∥Fj(√L)f∥∥∥2H .
Since Φjk = Fj(
√
L)φjk we obtain the following inequality∑
k
∣∣∣〈f,Φjk〉∣∣∣2 ≤ ∥∥∥Fj(√L)f∥∥∥2H ≤ 11− δ ∑
k
∣∣∣〈f,Φjk〉∣∣∣2 for all f ∈ H.
Our statement follows now from Theorem 3.18. 
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4. Manifolds, function spaces and operators
The goal of this section is to introduce some ”real life” situations in which we
develop space-frequency analysis.
4.1. Riemannian manifolds without boundary. Let M, dim M = n, be a
connected C∞−smooth Riemannian manifold with a (2, 0) metric tensor g that
defines an inner product on every tangent space Tx(M), x ∈M. The corresponding
Riemannian distance d on M and the Riemannian measure dµ on M are given by
(4.1) d(x, y) = inf
∫ b
a
√
g
(
dα
dt
,
dα
dt
)
dt, dµ =
√
det(gij)dx,
where the infimum is taken over all C1−curves α : [a, b]→M, α(a) = x, α(b) = y,
the {gij} are the components of the tensor g in a local coordinate system and dx is
the Lebesgue measure on Rd. Let expx : Tx(M)→M, be the exponential geodesic
map i. e. expx(u) = γ(1), u ∈ Tx(M), where γ(t) is the geodesic starting at x with
the initial vector u : γ(0) = x, dγ(0)dt = u. We denote by inj the largest real number
r such that expx is a diffeomorphism of a suitable open neighborhood of 0 in TxM
onto B(x, ρ), for all ρ < r and x ∈M. Thus for every choice of an orthonormal basis
(with respect to the inner product defined by g) of Tx(M) the exponential map exp
defines a coordinate system on B(x, ρ) which is called geodesic. The volume of the
ball B(x, ρ) will be denoted by |B(x, ρ)|. Throughout the paper we will consider
only geodesic coordinate systems.
We will consider only Riemannian manifolds of bounded geometry. Let us recall
that a manifold has bounded geometry if
(a) M is complete and connected;
(b) the injectivity radius inj(M) is positive;
(c) for any ρ ≤ inj(M), any k ≥ 0 there exists a constant C(ρ, k) such that
sup
z∈ϑ−1y (B(x,ρ)∩B(y,ρ))
sup
|α|≤k
|∂α(ϑ−1x ϑy)(z)| ≤ C(ρ, k),
for all geodesic coordinate systems ϑx : Tx(M)→ B(x, ρ), ϑy : Ty(M)→ B(y, ρ).
Examples of manifolds of bounded geometry are: compact Riemannian mani-
folds, all Lie groups with left (right) invariant Riemannian structure and their ho-
mogeneous manifolds, covering spaces of all compact manifolds, bounded domains
in Rn with smooth boundaries.
We will also need the following condition:
(d) The Riemannian measure fulfills the local doubling property i.e. there exists
a constant C(M) such that for any sufficiently small ρ < inj(M) and any 0 < σ <
λ < ρ the following inequality (local doubling property) holds true
(4.2) |B(x, λ)| ≤ C(M) (λ/σ)n |B(x, σ)|, n = dimM.
Note that the Bishop-Gromov Comparison Theorem implies (see [64]) that this
condition is satisfied whenever the Ricci curvature Ric is bounded from below.
More precisely, if
(4.3) Ric ≥ −kg, k ≥ 0
the local doubling property (d) is satisfied for 0 < σ < λ < δ < inj(M):
(4.4) |B(x, ρ)| ≤ (ρ/σ)n e(kδ(n−1))1/2 |B(x, σ)|, n = dimM.
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Lemma 4.1. ([108], [125]) If M has bounded geometry and condition (4.3) holds,
then there exists a natural number NM such that for any 0 < r < inj (M) there
exists a set of points Mr = {xi} with the following properties
(1) the balls B(xi, r/4) are disjoint,
(2) the balls B(xi, r/2) form a cover of M,
(3) the height of the cover by the balls B(xi, r) is at most NM.
The important feature of this Lemma is the claim that height NM is independent
on r for 0 < r < inj (M).
Definition 4.2. Any set of points {xi} ∈ M which satisfies the above properties
(1)-(3) will be denoted as Mr and called (r, NM)-lattice of M.
To construct Sobolev spaces W kp (M), k ∈ N, we fix a ρ-lattice Mρ = {yν}, 0 <
ρ < inj(M) and introduce a partition of unity ϕν that is subordinate to the family
{B(yν , ρ/2)} and has the following properties:
(1) ϕν ∈ C∞0 B(yν , ρ/2),
(2) supx sup|α|≤k |ϕ(α)ν (x)| ≤ C(k), in geodesic coordinates, where C(k) is in-
dependent of ν for every k .
Such a partition is called bounded uniform partition of unity, for short a BUPU,
or more precisely a (ρ,NM)-BUPU. We introduce the Sobolev space W
k
p (M), k ∈
N, 1 ≤ p ≤ ∞ as the set of all f ∈ Lp(M) for which
(4.5) ‖f‖Wkp (M) =
(∑
ν
‖ϕνf‖pWkp (Rn)
)1/p
<∞.
Here the norm ‖ϕνf‖pWkp (Rn) is to be understood as the Sobolev norm of a pullback
of ϕνf to R
n via a geodesic coordinate system on B(yν , ρ/2). A way to introduce
Besov spaces Bαp,q(M) is by using Peetre’s K-functional
(4.6) Bαp,q(M) = (Lp(M),W rp (M))Kα/r,q, 0 < α < r ∈ N, 1 ≤ p ≤ ∞, 0 < q ≤ ∞.
The fact that one can use in (4.6) any natural r > α is well known [16], [147].
Note that [145]-[147] gives an equivalent definition for M compact:
(4.7) ‖f‖Bαp,q(M) =
(∑
ν
‖ϕνf‖pBαp,q(Rn)
)1/p
<∞.
However, due to the lack of the Localization Principle (see [147]) the later definition
cannot be used in the case of non-compact manifolds.
We will explore second-order differential elliptic operators which are self-adjoint
and non-negative definite in the corresponding space L2(M). The best known exam-
ple of such an operator is the Laplace-Beltrami which is given in a local coordinate
system by the formula
Lf = −
∑
m,k
1√
det(gij)
∂m
(√
det(gij)g
mk∂kf
)
where the gij denote the components of the metric tensor, det(gij) is the determi-
nant of the matrix (gij), and g
mk denote the components of the matrix inverse
to (gij). The Laplace-Beltrami is a self-adjoint positive definite operator in the
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corresponding space L2(M) constructed from g. The domains of the powers L
s/2
coincide with the Sobolev spaces Hs(M) =W s2 (M) , for s ∈ R.
4.2. Compact Riemannian manifolds. In this section we consider only compact
Riemannian manifolds. Let now L be a smooth, self-adjoint, non-negative, second
order elliptic differential operator on the space L2(M), over a compact Riemannian
manifold. The spectrum of the positive square root
√
L operator is given by a
sequence
0 = λ0 < λ1 ≤ λ2 ≤ ...
approaching infinity. Let u0, u1, u2, ... be a corresponding complete system of real-
valued orthonormal eigenfunctions, and let Eω(
√
L), ω > 0, be the span of all eigen-
functions of
√
L whose corresponding eigenvalues are not greater than ω. Clearly
Eω = PWω(
√
L), and these subspaces are finite-dimensional, and contained in
C∞(M) ⊂ Lp(M), 1 ≤ p ≤ ∞. Since the operator L is of order two, the dimension
Nω of the space Eω(
√
L) is given asymptotically by Weyl’s formula [141], which
says, in sharp form: for some c > 0, and n = dimM one has
(4.8) Nω(L) = cωn +O(ω(n−1)).
Since Nλl = l + 1, we conclude that, for some constants c1, c2 > 0,
(4.9) c1 l
1/n ≤ λl ≤ c2 l1/n, l ≥ 0.
Since Lmul = λ
2m
l ul, and L
m is an elliptic differential operator of degree 2m,
Sobolev’s lemma, combined with the last fact, implies that for any integer k ≥ 0,
there exist Ck, and νk > 0 such that
(4.10) ‖ul‖Ck(M) ≤ Ck(l + 1)νk .
4.3. Compact homogeneous manifolds. The most complete results will be ob-
tained for compact homogeneous manifolds.
A compact homogeneous manifold M is a C∞-compact manifold on which a
compact Lie group G, dimG = d, acts transitively. In this case M is necessary of
the form G/K, where K is a closed subgroup of G. The notation L2(M) is used
for the usual Hilbert spaces, with invariant measure dx on M.
The Lie algebra g of a compact Lie group G is then a direct sum g = a+ [g,g],
where a is the center of g, and [g,g] is a semi-simple algebra. Let Q be a positive-
definite quadratic form on g which, on [g,g], is opposite to the Killing form. Let
X1, ..., Xd be a basis of g, which is orthonormal with respect to Q. Since the form
Q is Ad(G)-invariant, the operator
(4.11) −X21 −X22 − ...−X2d , d = dim G
is a bi-invariant operator on G, which is known as the Casimir operator. This
implies in particular that the corresponding operator on L2(M),
(4.12) L = −D21 −D22 − ...−D2d, Dj = DXj , d = dim G,
commutes with all operatorsDj = DXj . The operator L, which is usually called the
Laplace operator, is the image of the Casimir operator under the differential of the
quasi-regular representation in L2(M). It is important to realize that in general, the
operator L is not necessarily the Laplace-Beltrami operator of the natural invariant
metric onM. But it coincides with this operator at least in the following cases: 1)
If M is a d-dimensional torus, 2) If the manifold M is itself a compact semi-simple
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Lie group group G ([65]),Chap. 3). If M = G/K is a compact symmetric space of
rank one ([65]).
4.4. An example: the sphere Sd. We will specify the general setup in the case
of standard unit sphere. Let us write
Sd =
{
x ∈ Rd+1 : ‖x‖ = 1} .
We denote the space of spherical harmonics of degree l by the symbol Pl. They are
the restrictions of harmonic homogeneous polynomials of degree l in Rd to Sd. The
Laplace-Beltrami operator ∆S on S
d is the pullback of the regular Laplace operator
∆ in Rd, given by
∆Sf(x) = ∆f˜(x), x ∈ Sd,
where f˜(x) is the homogeneous extension of f : f˜(x) = f (x/‖x‖). Another way to
compute ∆Sf(x) is to express both ∆S and f in a spherical coordinate system.
Each Pl is the eigenspace of ∆S that corresponds to the eigenvalue −l(l+ d− 1).
This space has dimension nd, given by
nd(l) = (d+ 2l− 1)(d+ l − 2)!
l!(d− 1)! .
An orthonormal basis for the eigenspace Pl, l = 0, 1, 2, ..., will be denote by Yn,l, n =
1, ..., nd(l).
Let e1, ..., ed+1 be the standard orthonormal basis in R
d+1. Writing SO(d + 1)
and SO(d) for the groups of rotations of Rd+1 and Rd respectively we have Sd =
SO(d+ 1)/SO(d). On Sd we consider the vector fields
Xi,j = xj∂xi − xi∂xj , i < j,
which are generators of one-parameter groups of rotations exp tXi,j ∈ SO(d+1) in
the plane (xi, xj). These groups are defined by the formulas
exp τXi,j · (x1, ..., xd+1) = (x1, ..., xi cos τ − xj sin τ, ..., xi sin τ + xj cos τ, ..., xd+1).
Let eτXi,j be a one-parameter group which is a representation of exp τXi,j in a
space Lp(S
d). It acts on f ∈ Lp(Sd) by the following formula
eτXi,jf(x1, ..., xd+1) = f(x1, ..., xi cos τ − xj sin τ, ..., xi sin τ + xj cos τ, ..., xd+1).
The Laplace-Beltrami operator ∆S can be identified with an operator in Lp(S
d),
given by the formula
∆S = L = −
∑
(i,j)
X2i,j .
Note, that LYn,l = −l(l+ d− 1)Yn,l. Since the vector fields Xi,j generate tangent
space at every point of Sd the operator L is elliptic and domains of its natural
powers coincide with the regular Sobolev spaces W kp (S
d). Clearly, the norm of
Bα2,2(S
d) is equivalent to
(4.13)
 ∞∑
l=0
nd(l)∑
n=1
(l + 1)2α|cn,l(f)|2
1/2 , cn,l(f) = ∫
Sd
f · Yn,l ds, f ∈ L2(Sd).
Another description of the Besov spaces Bαp,q(S
d) can be given using the modulus
of continuity associated to the one-parameter groups eτXi,j (see Section 10.2).
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4.5. Bounded domains with smooth boundaries. Let Ω ⊂ Rn be a bounded
domain with a smooth boundary Γ, assumed to be a smooth (d − 1)-dimensional
oriented manifold. Let Ω = Ω ∪ Γ and L2(Ω) be the space of functions square-
integrable with respect to Lebesgue measure dx = dx1...dxn. If k is a natural
number the notation Hk(Ω) will be used for the Sobolev space of distributions on
Ω (see [76] for a precise definition) with the norm
‖f‖Hk(Ω) =
‖f‖2 + ∑
1≤|α|≤k
‖∂αf‖2
1/2
where α = (α1, ..., αd) is a natural vector and ∂
α is a mixed partial derivative(
∂
∂x1
)α1
...
(
∂
∂xn
)αn
.
Under our assumptions the space C∞0 (Ω) of infinitely smooth functions with support
in Ω is dense in Hk(Ω). The closure of the space C∞0 (Ω) of smooth functions with
support in Ω in Hk(Ω) is denoted by Hk0 (Ω).
Since Γ can be treated as a smooth Riemannian manifold one can introduce a
Sobolev scale of spaces Hs(Γ), s ∈ R, as, for example, the domains of the Laplace-
Beltrami operator L of a Riemannian metric on Γ.
The trace theorem provides a continuous and surjective trace operator
γ : Hs(Ω)→ Hs−1/2(Γ), s > 1/2,
such that for all functions f ∈ Hs(Ω) which are smooth up to the boundary the
value γ(f) is simply a restriction of f to Γ.
One considers a strictly elliptic self-adjoint positive definite operator L generated
by an expression
(4.14) Lf = −
d∑
k,i=1
∂xk (ak,i(x)∂xif) ,
with coefficients in C∞(Ω) where the matrix (aj,k(x)) is real, symmetric and positive
definite on Ω. The operator L is defined as the Friedrichs extension of L, initially
defined on C∞0 (Ω), to the set of all functions f in H
2(Ω) with constraint γf = 0.
The Green formula implies that this operator is self-adjoint. The domain of its
positive square root
√
L is the set of all functions f in H1(Ω) for which γf = 0.
Thus, one obtains a self-adjoint positive definite operator in the Hilbert space
L2(Ω) with a discrete spectrum 0 < λ1 ≤ λ2 ≤ ..., with limn→∞ λn = +∞.
An important example of such a situation is the Dirichlet Laplacian on the unit
ball in Rn. In spherical coordinates (r, ϑ), ϑ ∈ Sn−1, one has
(4.15) Lf = ∂2rf +
n− 1
r
∂rf − 1
r2
∆Sn−1f,
with the boundary condition
(4.16) f |r=1 = 0,
where ∆Sn−1 is the Laplace-Beltrami operator on the unit sphere S
n−1 in Rn.
It is known that the eigenvalues of such an operator are given by the formula
λ = j2
m+n−22 , l
,
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where jν, l is the l-th positive zero of the Bessel function of first kind Jν of order ν
and the corresponding eigenfunctions are of the form
(4.17) um, k, l = cm,k,lr
− n−22 Jm+n−22
(
jm+n−22 , l
r
)
Y km,n(ϑ),
with m = 0, 1, ..., 1 ≤ k ≤ km,n, l = 1, 2, ..... The constants cm, k, l are chosen to
normalize the functions um, k, l with respect to ‖ · ‖2.
4.6. The Poincare´ hyperbolic upper half-plane. To illustrate our results about
sampling and frames on non-compact symmetric spaces we will use the hyperbolic
plane in its upper half-plane realization.
Let G = SL(2,R) be the special linear group of all 2 × 2 real matrices with de-
terminant 1, and let K = SO(2) denote the group of all rotations of R2. The factor
H = G/K is known as the 2-dimensional hyperbolic space and can be described in
many different ways. In the present paper we consider the realization of H which
is called Poincare´ upper half-plane (see [65], [144]).
As a Riemannian manifold H is identified with the regular upper half-plane of
the complex plane
H = {x+ iy|x, y ∈ R, y > 0}
with a new Riemannian metric
ds2 = y−2(dx2 + dy2)
and corresponding Riemannian measure
dµ = y−2dxdy.
If we define the action of σ ∈ G on z ∈ H as a fractional linear transformation
σ · z = (az + b)/(cz + d),
then the metric ds2 and the measure dµ are invariant under the action of G on H.
The point i =
√−1 ∈ H is invariant for all σ ∈ K. The Haar measure dg on G can
be normalizes in a way that the following important formula holds true∫
H
f(z)y−2dxdy =
∫
G
f(g · i)dg.
In the corresponding Hilbert space L2(H) with the inner product
〈f, h〉 =
∫
H
f(x, y)h(x, y) y−2 dxdy
we consider the Laplace-Beltrami operator
∆ = −y2 (∂2x + ∂2y)
of the metric ds2. The operator ∆, acting on L2(H) = L2(H, dµ) is initially defined
on C∞0 (H) and has a self-adjoint closure in L2(H).
The Helgason-Fourier transform of f for λ ∈ C, ϕ ∈ (0, 2π], is defined by the
formula
fˆ(λ, ϕ) =
∫
H
f(z)Im(kϕz)λy
−2dxdy,
where kϕ ∈ SO(2) is the rotation of R2 by angle ϕ. We have the following inversion
formula for all f ∈ C∞0 (H)
f(z) = (8π2)−1
∫
λ∈R
∫ 2π
0
fˆ(iλ+ 1/2, ϕ)Im(kϕz)
iλ+1/2λ tanhπλdϕdλ.
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The Plancherel Theorem states that the map f → fˆ can be extended to an isometry
of L2(H) with respect to the invariant measure dµ onto L2(R×(0, 2π]) with respect
to the measure
1
8π2
λ tanhπλdλdϕ.
If f is a function on H and ϕ is a K = SO(2)-invariant function on H, their
convolution is defined by the formula
f ∗ ϕ(g · i) =
∫
SL(2,R)
f(gu−1 · i)ϕ(u)du, i = √−1,
where du is the Haar measure on SL(2,R). For the Helgason-Fourier transform one
has:
f̂ ∗ ϕ = fˆ · ϕˆ.
The following formula holds true
(4.18) ∆̂f =
(
λ2 +
1
4
)
fˆ .
The one parameter group of operators eit∆ acts on functions via the formula
eit∆f(z) = f ∗Gt,
where
Gt(ke
−ri) = (4π)−1
∫
s∈R
e−i(s
2+1/4)tPis−1/2(cosh r)s tanh πsds,
here k ∈ SO(2), r is the geodesic distance, ke−ri is representation of points of H in
the geodesic polar coordinate system on H, and Pis−1/2 is the associated Legendre
function. In these terms our Theorem 3.4 takes the following form.
Theorem 4.3. For f ∈ L2 (H, dµ) the following conditions are equivalent.
(1) f belongs to the space PWω(∆).
(2) For every σ ∈ R the following Bernstein inequality holds true
(4.19) ‖∆σf‖ ≤
(
ω2 +
1
4
)σ
‖f‖,
where ‖f‖ means the L2(H) norm of f .
(3) For every g ∈ L2(H, dµ) the function
t→ 〈f ∗Gt, g〉 =
∫
H
f ∗Gtg dµ
is an entire function of the exponential type ω2+ 14 bounded on the real line
R.
5. Generalized Shannon-type sampling in Paley-Wiener spaces and
frames in L2-spaces on Riemannian manifolds of bounded geometry
In this section we treat both compact and non-compact Riemannian manifolds
of bounded geometry whose Ricci curvature is bounded from below (see section
3.1). The material in this section is based on [104], [108].
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5.1. A Shannon-type sampling theorem in Paley-Wiener spaces on com-
pact and non-compact Riemannian manifolds. The most important fact for
our development is an analogue of the Shannon’s Sampling Theorem for Riemann-
ian manifolds of bounded geometry which first appeared in [104] and was further
developed in [39], [40], [107]-[118], (for subelliptic versions see [44], [46], [101], [102]).
Let Mr be an r-lattice and let {B(xk, r)} be an associated family of balls that
satisfy the properties of Definition 4.2. We define
U1 = B(x1, r/2) \ ∪i, i6=1B(xi, r/4),
and
(5.1) Uk = B(xk, r/2) \ (∪j<kUj ∪i, i6=k B(xi, r/4)) .
It is easy to verify the following statement.
Lemma 5.1. The sets {Uk} form a disjoint measurable cover of M and
(5.2) B(xk, r/4) ⊂ Uk ⊂ B(xk, r/2).
We assume that on every Uk a strictly positive measure µk, supported in Uk, is
given. We consider the following distribution on C∞0 (B(xk, r)),
(5.3) Mk(f) = 1|Uk|µk
∫
Uk
fdµk, with |Uk|µk =
∫
Uk
dµk, f ∈ C∞0 (B(xk, r)).
As a compactly supported distribution of order zero it has a unique continuous
extension to a function on the space C∞(B(xk, r)).
We say that a familyM = {Mk} is uniformly bounded, if there exists a positive
constant CM such that
(5.4) Mk(f) ≤ CM sup
x∈B(xk,r)
|f(x)|, f ∈ C∞(B(xk, r)) for all k.
Some examples of distributions which are of particular interest are the following.
(1) Weighted Dirac measures Mk(f) = akδxk(f), xk ∈ Uk, ak > 0.
(2) Finite or infinite sequences of weighted Dirac measures
Mk(f) =
∑
xk,l∈Uk
ak,lδxk,l(f), ak,l > 0.
(3) dµk is a ”surface” measure on a submanifold contained in Uk .
(4) dµk is the restriction to Uk of the Riemannian measure dx on M.
Lemma 5.2. (Local Poincare´-type inequality [108]) For m > n/2 (n = dimM)
there exist positive constants C = C(M,m) > 0, r(M,m) > 0, such that for any
(r,NM)-lattice Mr with r < r(M,m) and any associated family of functional Mk
the following inequality holds true for all f ∈ Hm(M):
(5.5) ‖(ϕνf)−Mk((ϕνf))‖L2(Uk) ≤ C
∑
1≤|α|≤m
r|α|‖∂α(ϕνf)‖L2(B(xk,r)),
where for any multi-index α = (α1, ..., αn) ∈ Nn the symbol ∂αf stands for a partial
derivative ∂α1x1 ...∂
αn
xn in a geodesic coordinate system.
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We introduce the following set of functionals
(5.6) Ak(f) =
√
|Uk|Mk(f) =
√|Uk|
|Uk|µk
∫
Uk
f(x)dµk, |Uk| =
∫
Uk
dx, f ∈ L2(M),
where dx is the Riemann measure on M.
For the further development it will be important to associate with these func-
tionals families of band-limited functions. In fact, the restriction of the functionals
above to the closed subspaces PWω(
√
L) ⊂ L2(M) can be realized by scalar prod-
ucts, via the Riesz representation theorem: There are uniquely determined functions
φω,k ∈ PWω(
√
L) such that
(5.7) 〈f, φω,k〉 = Aω,k(f), f ∈ PWω(
√
L).
It is convenient to introduce the following definition.
Definition 5.3. For a given r-latticeMr, let {Uk} be the disjoint cover constructed
in (5.1), and functionals Mk, Ak defined as in (5.3) and (5.6) respectively.
Given an ω > 0 the system of functions {φω,k} defined in (5.7) will be called the
family of functions associated with the pair
(
Mr, PWω(
√
L)
)
.
Lemma 5.4. (Global Poincare´-type inequality) For any 0 < δ < 1 and m >
1
2dim M, there exist constants c = c(M), C = C(M,m), such that following in-
equality holds true for any (r,NM)-lattice with r ≤ cδ and any Hm(M):
(5.8) (1 − δ/2)‖f‖2 ≤
∑
k
|Ak(f)|2 + Cδ−1r2m‖Lm/2f‖2.
Proof. We sketch a proof for the case of a manifold without boundary (compact
or non-compact). In the presence of a boundary more care is required around the
boundary. (see [132]). Applying Lemma 5.2 and the inequality
(5.9) (1− α)|A|2 ≤ 1
α
|A−B|2 + |B|2, 0 < α < 1,
we obtain
(5.10)
(1 − δ/3) ‖ϕνf‖2L2(Uk) ≤ 3/δ
∑
k
‖f −Mk(ϕνf)‖2L2(Uk) +
∑
k
|Uk||Mk(ϕνf)|2.
From this and (5.5) one obtains
(1− δ/3)‖f‖2L2(M) ≤
∑
ν
∑
k
|Uk||Mk(ϕνf)|2 + C1(M,m)δ−1
∑
1≤j≤m
r2j‖f‖2Hj(M).
The regularity theorem for the elliptic second-order differential operator L (see [66],
Sec. 17.5)
(5.11) ‖f‖2Hj(M) ≤ b
(
‖f‖22 + ‖Lj/2f‖22
)
, f ∈ D(Lm/2), b = b(M, j),
and the interpolation inequality (see [66], Sec. 17.5)
(5.12) r2j‖Lj/2f‖22 ≤ 4am−jr2m‖Lm/2f‖22 + ca−j‖f‖22, c = c(M,m),
which holds for any a, r > 0, 0 ≤ j ≤ m, imply that there exists a constant
C = C(M,m) such that for any 0 < δ < 1 and r > 0
(1− δ/3)‖f‖22 ≤
∑
k
|Uk||Mk(f)|2 + C
(
r2δ−1‖f‖22 + r2mδ−1‖Lm/2f‖22
)
.
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The last inequality shows that if for a given 0 < δ < 1 and c = (6C)−1/2 the value
of r is chosen such that r < cδ then we obtain (5.8). The lemma is proved. 
Let us pick m = n =dimM. With this choice the inequality (5.8) is the same as
inequality (3.7) for ρA = r and m0 = n. Note that for functions in PWω(
√
L) the
Bernstein inequality holds
‖Lm/2f‖2 ≤ ωm‖f‖2, f ∈ PWω(
√
L).
Using property (5.4) and a Sobolev Embedding Theorem one can verify that
condition (3.8) is satisfied. Thus Theorem 3.8 gives the following version of the
Sampling Theorem. It describes the appropriate sampling density in relation to
the ‘bandwidth’ of the PW -space (see [104], [108]):
Theorem 5.5. (Almost Parseval frames in Paley-Wiener spaces) LetM be a man-
ifold of dimension n, with bounded geometry and Ricci curvature bounded from be-
low. Then there exists c = c(M) > 0 such that one has: Given r > 0 and ω > 0
such that
(5.13) 0 < r ≤ c δ1/n ω−1,
then any family of functions {φω,k} associated to the pair
(
Mr, PWω(
√
L)
)
(see
Definition 5.3) forms a frame in PWω(
√
L), and the following Plancherel-Polya-
type inequalities (frame inequalities) hold true:
(5.14) (1 − δ)‖f‖22 ≤
∑
k
|〈f, φω,k〉|2 ≤ ‖f‖22, f ∈ PWω(
√
L).
5.2. Methods of reconstruction of Paley-Wiener functions. For reconstruc-
tion of a function from the set of samples one can use besides dual frames the
following methods:
(1) Reconstruction by variational (polyharmonic) splines on manifolds [101]-
[118].
(2) Reconstruction using iterations [39], [40].
(3) Reconstruction by the frame algorithm [61].
5.3. Optimality of the number of sampling points on compact manifolds.
The material in this section is based on [108], [118]. Condition (5.13) imposes
a specific rate of sampling. It is interesting to note that this rate is essentially
optimal. Indeed, since
√
L is a non-negative elliptic pseudodifferential operator of
order one the Weyl’s asymptotic formula [66] gives
(5.15) Nω(
√
L) ≍ C V ol(M)ωn,
where Nω(
√
L) is the dimension of the space PWω(
√
L) and V ol(M) is the volume
of M. On the other hand, condition (5.13) and the definition of a r-lattice imply
that the number of points in an ”optimal” lattice Mr is approximately
card Mr ∼ V ol(M)
cn0ω
−n = c V ol(M)ω
n, n = dimM,
which is consistent with Weyl’s formula. Note that the power n in this formula,
which is what one would expect from the Shannon sampling theorem in the eu-
clidean setting, results from our use of the spectrum of
√
L rather than that of
L.
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5.4. Paley-Wiener almost Parseval frames in L2 spaces on compact and
non-compact Riemannian manifolds. We return to the notation of Subsections
3.4 and 3.5. Let ωj = 2
j+1, for j ≥ 0. According to Theorem 5.5 for a fixed
0 < δ < 1 there exists a constant c = c(M) such that for
rj = cδ
1/nω−1j = cδ
1/n2−j−1, j ∈ N,
and any rj-lattice Mrj = {xj,k}, 1 ≤ k ≤ Kj , the inequalities (5.14) hold.
For every j ∈ N letMj = {Mj,k} be an associated set of distributions described
in (5.3). For the sake of simplicity we now assume that for every j ∈ N the set of
distributions Mj = {Mj,k} described in (5.3) consists of Dirac measures δj,k at
points xj,k. Let {Ajk} be the corresponding set of functionals defined in (5.6) and
let φjk ∈ PWωj (
√
L) = PW2j+1(
√
L) be a function such that
(5.16)
〈
f, φjk
〉
= Ajk(f),
for all f ∈ PW2j+1(
√
L). If (Fj)j≥0 is the quadratic partition of unity introduced
in Subsection 3.4 then since Fj(
√
L)f ∈ PW2j+1(
√
L) we have according to (5.14)
the following frame inequalities for every j ∈ Z
(5.17) (1−δ)
∥∥∥Fj (√L)f∥∥∥2
2
≤
Kj∑
k=1
∣∣∣〈Fj(√L)f, φjk〉∣∣∣2 ≤ ∥∥∥Fj(√L)f∥∥∥2
2
, f ∈ L2(M).
But since the operator Fj(
√
L) is self-adjoint, we obtain (via (3.16)) that for the
functions
(5.18) Φjk = Fj(
√
L)φjk
which are bandlimited to [2j−1, 2j+1], the following frame inequalities hold
(5.19) (1− δ)‖f‖22 ≤
∑
j≥0
Kj∑
k=1
∣∣∣〈f,Φjk〉∣∣∣2 ≤ ‖f‖22, f ∈ L2(M).
To summarize, let us assume that a Riemannian manifoldM has bounded geom-
etry and (4.3) holds. Let c > 0 be a positive constant and 0 < δ < 1. We consider
the following:
(1) a sequence of rj -lattices Mrj = {xj,k}, j ∈ N, 1 ≤ k ≤ Kj , with
rj = cδ
1/n2−j−1, j ≥ 0,
(2) a set of disjoint coverings {U jk}, j ∈ N, 1 ≤ k ≤ Kj , as in (5.1),
(3) a set of functionals Ajk, j ∈ N, 1 ≤ k ≤ Kj , defined as in (5.6),
(4) a set of functions φjk, j ∈ N, 1 ≤ k ≤ Kj , defined as in (5.16),
(5) a set of functions Φjk in PW[2j−1,2j+1](
√
L), j ∈ N, 1 ≤ k ≤ Kj , as in (5.18).
In this notation Theorem 3.9 takes the following form:
Theorem 5.6. (Paley-Wiener frames in L2(M)) Suppose a Riemannian manifold
M has bounded geometry and (4.3) holds. Then there exists a constant c = c(M)
such that for any 0 < δ < 1 the set of functions Φjk, j ∈ N, 1 ≤ k ≤ Kj , defined
in (5.18) has the following properties:
(1) Φjk ∈ PW[2j−1, 2j+1](
√
L), j ∈ N, 1 ≤ k ≤ Kj ;
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(2) the family {Φjk} is a frame in H with constants 1− δ and 1:
(5.20) (1− δ)‖f‖22 ≤
∑
j≥0
∑
k
∣∣∣〈f,Φjk〉∣∣∣2 ≤ ‖f‖22, f ∈ H.
(3) the canonical dual frame {Ψjk} is also bandlimited with
Ψjk ∈ PW[2j−1, 2j+1](
√
L), j ∈ N, 1 ≤ k ≤ Kj ;
and satisfies the inequalities
(5.21) ‖f‖22 ≤
∑
j≥0
∑
k
∣∣∣〈f,Ψjk〉∣∣∣2 ≤ (1− δ)−1‖f‖22, f ∈ H.
(4) the reconstruction formulas hold for every f ∈ H
(5.22) f =
∑
j
∑
k
〈
f,Φjk
〉
Ψjk =
∑
j
∑
k
〈
f,Ψjk
〉
Φjk.
6. Almost Parseval space-frequency localized frames on general
compact Riemannian manifolds
In this section we consider only compact Riemannian manifolds.
6.1. Kernels on compact manifolds. In the situation of a compact manifold,
let
√
L be the positive square root of a second order differential elliptic selfadjoint
nonnegative operator L in L2(M). Let 0 = λ0 < λ1 ≤ ..... be the spectrum of
√
L,
and {ul} denote a sequence of corresponding eigenfunctions which is an orthonormal
basis in L2(M). In this case formulas (3.2) and (2.1) correspond to
(6.1) F (
√
L)f(x) =
∑
λl
F (λl)cl(f)ul(x), F ∈ C∞0 (R).
For any t > 0 one defines a bounded operator by the formula
(6.2) F (t
√
L)f(x) =
∫
M
KFt (x, y)f(y)dy =
〈
KFt (x, ·), f(·)
〉
,
where
KFt (x, y) =
∑
l
F (tλl)ul(x)ul(y) = K
F
t (y, x).
We call KFt the kernel of the operator F (t
√
L). This operator maps C∞(M)
to itself continuously, and may thus be extended to be a map on distributions. In
particular we may apply F (t
√
L) to any f ∈ Lp(M) ⊆ L1(M) (where 1 ≤ p ≤ ∞),
and by Fubini’s theorem F (t
√
L)f is still given by (6.2).
It is quite obvious that for a fixed x ∈M the kernel KFt (x, y) is approaching the
Dirac measure δx in the sense of distributions when t > 0 goes to zero. However,
an explicit pointwise estimate is needed.
In this situation the following analogue of the estimate (2.4) can be proved (see
[57]) using the language of pseudodifferential operators.
Theorem 6.1. Assume that F belongs to C∞0 (R+), supp F ⊂ [0, ρ] with ρ > 1,
and F (k)(0) = 0 for all odd k ≥ 1. Let KFt (x, y) be the kernel of F (t
√
L).
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For any N > n = dim M there exists a constant C = C(F,N) such that the
following inequality holds true for 0 < t ≤ 1:
(6.3) |KFt (x, y)| ≤
C
tn
[(
1 +
d(x, y)
t
)]−N
, x, y ∈M.
Here 0 < C = C(F,N) ≤ cN‖F‖CN [0,ρ]ρN for some cN which depends only on N .
6.2. Almost Parseval space-localized Paley-Wiener frames on general com-
pact manifolds. We return to nearly Parseval Paley-Wiener frames which were
described in Theorem 5.6 and we make additional assumption that M is compact.
Recall for the following theorem that we consider a specific constant c = c(M) >
0 and for a fixed 0 < δ < 1 introduce a sequence of rj-lattices Mrj = {xj,k}, j ∈
N, 1 ≤ k ≤ Kj , with
rj = cδ
1/n2−j−1, j ≥ 0.
a set of disjoint coverings {U jk}, j ∈ N, 1 ≤ k ≤ Kj , as in (5.1),
a set of functionals Ajk, j ∈ N, 1 ≤ k ≤ Kj , defined as in (5.6),
a set of functions φjk, j ∈ N, 1 ≤ k ≤ Kj , defined as in (5.16),
a set of functions Φjk ∈ PW[2j−1,2j+1](
√
L), j ∈ N, 1 ≤ k ≤ Kj , as in (5.18).
Since 〈
f,Φjk
〉
=
〈
f, Fj(
√
L)φjk
〉
=
〈
Fj(
√
L)f, φjk
〉
= Ajk
(
Fj(
√
L)f
)
we have the following explicit formula
(6.4) Φjk(y) = Ajk (K2−j (x, y)) =
√|Uj,k|
|Uj,k|µk
∫
Uj,k
K2−j (x, y)dµj,k(x),
where
|Uj,k|µk =
∫
Uj,k
dµj,k, |Uj,k| =
∫
Uj,k
dx,
dx being the Riemann measure onM. Note that according to (6.3) each Φjk satisfies
the following estimate for N > dim M = n:
(6.5)
∣∣∣Φjk(y)∣∣∣ =√|Uj,k| sup
x∈Uj,k
|K2−j (x, y)| ≤ C(N) sup
x∈Uj,k
2j(n−N)
(2−j + d(x, y))N
.
Using this notation Theorem 3.9 takes the following form.
Theorem 6.2. (Paley-Wiener frames in L2(M)) For any compact Riemannian
manifold M there exists a constant c = c(M) such that for any 0 < δ < 1 the set of
functions Φjk, j ∈ N, 1 ≤ k ≤ Kj, defined in (5.18) has the following properties:
(1) each function Φjk belongs to PW[2j−1, 2j+1]
(√
L
)
, j ∈ N, k = 1, ...;
(2) each Φjk is localized according to (6.5);
(3) the family
{
Φjk
}
is a frame in H with constants 1− δ and 1:
(6.6) (1− δ)‖f‖22 ≤
∑
j≥0
∑
k
∣∣∣〈f,Φjk〉∣∣∣2 ≤ ‖f‖22, f ∈ H;
GEOMETRIC SPACE-FREQUENCY ANALYSIS 37
(4) the canonical dual frame {Ψjk} is also bandlimited, i.e. Ψjk ∈ PW[2j−1, 2j+1](
√
L),
j ∈ [0, ∞), k = 1, ..., and satisfies the inequalities
(6.7) ‖f‖22 ≤
∑
j≥0
∑
k
∣∣∣〈f,Ψjk〉∣∣∣2 ≤ (1− δ)−1‖f‖22, f ∈ H;
(5) the reconstruction formulas hold for every f ∈ H:
(6.8) f =
∑
j
∑
k
〈
f,Φjk
〉
Ψjk =
∑
j
∑
k
〈
f,Ψjk
〉
Φjk.
7. Littlewood-Paley decomposition in Lp spaces on compact manifolds
In this subsection we extend the Littlewood-Paley decompositions to the Lp-
setting. The ideas in this section are somewhat similar to [8].
7.1. More about kernels. The estimate (6.3) has an important implication:
Corollary 7.1. For F ∈ C∞0 (R+) as in Theorem 6.1 and 1 ≤ p ≤ ∞ there exists
a constant c = c(F, p) > 0 such that with n = dim M, 1/p+ 1/q = 1 one has:
(7.1)
(∫
M
|KFt (x, y)|pdy
)1/p
≤ ct−n/q, for all 0 < t ≤ 1, x ∈M,
Proof. It is enough to show that for N > n = dimM there exists a C(N) > 0 such
that one has:
(7.2)
∫
M
1
[1 + (d(x, y)/t)]N
dy ≤ C(N)tn, for all x ∈M, t > 0.
Indeed, there exist c1, c2 > 0 such that for all sufficiently small r ≤ δ one has
c1r
n ≤ |B(x, r)| ≤ c2rn, for all x ∈M
and if r > δ
c3δ
n ≤ |B(x, r)| ≤ |M| ≤ c4rn for all x ∈M.
For fixed x, t set Aj = B(x, 2
jt) \B(x, 2j−1t). Then |Aj | ≤ c42njtn and one has∫
M
1
[1 + (d(x, y)/t)]
N
dy =
∑
j
∫
Aj
1
[1 + (d(x, y)/t)]
N
dy ≤ c42N
∑
j
2j(n−N)tn ≤ C(N)tn.
Using this estimate and (6.3) for N = n+ 1 one obtains (7.1) for p <∞. The case
p =∞ is obvious. 
Theorem 7.1. Let F be as in Theorem 6.1 and (1/q) + 1 = (1/p) + (1/α). For
the same constant c as in (7.1) one has for all 0 < t ≤ 1:
‖F (t
√
L)‖Lp(M)→Lq(M) ≤ ct−n/α
′
, 1/α+ 1/α′ = 1, n = dimM.
In particular, one has for α = 1
‖F (t
√
L)‖Lp(M)→Lp(M) ≤ c.
Proof. The proof follows from Corollary 7.1 and the following Young inequality:
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Lemma 7.2. Let K(x, y) be a measurable function onM×M. Given 1 ≤ p, α ≤ ∞,
we set (1/q) + 1 = (1/p) + (1/α). If there exists a C > 0 such that
(7.3)
(∫
M
|K(x, y)|αdy
)1/α
≤ C for all x ∈M,
and
(7.4)
(∫
M
|K(x, y)|αdx
)1/α
≤ C for all y ∈M,
then one has for the same constant C the inequality∥∥∥∥∫
M
K(x, y)f(y)dy
∥∥∥∥
q
≤ C‖f‖p f ∈ Lp(M).

7.2. Littlewood-Paley decomposition. For this subsection we recall the dyadic
partition (Gj)j≥0 from Subsection 3.4. In particular, we have
∑∞
j=0Gj(λ) = 1 for
every λ ≥ 0, as well as supp(Gj) ⊂ [2j−1, 2j+1] for j ≥ 1.
Lemma 7.3. For m ∈ N there exists a C > 0 such that
(7.5)
∥∥∥Gj(√L)f∥∥∥
q
≤ C
(
2(j−1)n
)−mn + 1p− 1q ‖f‖Wmp (M), n = dimM,
for all f ∈ Wmp (M). In other words, the norm of Gj(
√
L), as an element of the
space B(Wmp (M), Lq(M)) of bounded linear operators from W
m
p (M) to Lq(M), is
bounded by C
(
2(j−1)n
)−mn + 1p− 1q .
Proof. For λ > 0 we set Ψ(λ) = G1(λ)λ
−m. Consequently Ψ is supported in [1, 4].
For j ≥ 1, we set
Ψj(λ) = Ψ
(
2−(j−1)λ
)
= 2(j−1)mGj(λ)λ−m,
so that
Gj(λ) = 2
−(j−1)mΨj(λ)λm.
Accordingly, if f is a distribution on M, for j ≥ 1, one has
Gj(
√
L)f = 2−(j−1)mΨj(
√
L)
(
Lm/2f
)
,
in the sense of distributions. For f ∈ Wmp (M) one has Lm/2f ∈ Lp(M), and by
Theorem 7.1 we obtain that if (1/q) + 1 = (1/p) + (1/α) and 1/α+ 1/α′ = 1 then∥∥∥Gj(√L)f∥∥∥
q
≤ C2−(j−1)m2(j−1)n/α′‖Lm/2f‖p ≤ C
(
2(j−1)n
)−mn + 1p− 1q ‖f‖Wmp (M).

Using the same notation we formulate the following result (see [59]).
Theorem 7.4. (Littlewood-Paley decomposition) The series
∑∞
j=0Gj(
√
L)
converges strongly to the identity operator, i.e. one has in the norm of Lp(M):
(7.6)
∞∑
j=0
Gj(
√
L)f = f, f ∈ Lp(M).
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Proof. By the previous lemma the series
∑∞
j=0Gj(
√
L) converges in the norm
of B(Wmp (M), Lp(M)). It converges to the identity on smooth functions, hence
in the sense of distributions. Therefore we must have
∑∞
j=0Gj(
√
L) = I in
B(Wmp (M), Lp(M)). Hence we get strong convergence on a dense subspace, and
it will be sufficient to verify the uniform boundedness of the operator norms in
B(Lp(M), Lp(M)) in order to finish the proof. However, this follows from (3.13)
and Theorem 7.1, applied to g. 
8. Localized Parseval frames in L2(M) over compact homogeneous
manifolds
8.1. Product property for eigenfunctions of the Casimir operator on
homogeneous compact manifolds. The following important theorem was proved
in [57], [124] and it is necessary for the construction of Parseval frames on a ho-
mogeneous compact manifold. Note, that this Theorem is an analog of the Lemma
2.4.
Theorem 8.1. (Product property on homogeneous manifolds) Let M = G/K be a
compact homogeneous manifold and L as in (4.12). Then for any f, g ∈ Eω(
√L)
the pointwise product fg is in E4dω(
√L), where d is the dimension of the group G.
Proof. The proof is using the following two lemmas from [115].
Lemma 8.2. For a self-adjoint operator A in a Hilbert space H vector f belongs
to a Paley-Wiener space PWω(A), ω > 0, if and only if there exists a constant
C = C(f, ω) such that for all natural k the following Bernstein-type inequality holds
‖Akf‖ ≤ C(f, ω)ωk.
Lemma 8.3. For D1, ..., Dd, d = dim G, as in (4.11) then the following equalities
hold
‖Lk/2f‖22 =
∑
1≤i1,...,ik≤d
‖Di1 ...Dikf‖22, k ∈ N.
Remark 8.4. In the case of torus Tn and Rn where Dj =
∂
∂xj
this statement can
be easily proved by using Fourier transform.
Next, one shows that for any smooth functions f, g the following estimate holds∣∣Lk (fg)∣∣ ≤ (4d)k sup
0≤m≤2k
sup
x,y∈M
|Di1 ...Dimf(x)|
∣∣Dj1 ...Dj2k−mg(y)∣∣ .
From here by using Lemma 8.3, the Sobolev embedding theorem and elliptic regu-
larity of L, one obtains the estimate
(8.1) ‖Lk(fg)‖2 ≤ C(M, f, g, ω)(4dω)k, k ∈ N,
which according to Lemma 8.2 implies Theorem 8.1.

EXAMPLE. For the choiceM = S, the unit circle, the Laplace-Beltrami operator
is L =
(
d
dϕ
)2
whose real eigenfunctions are sin kϕ, cosmϕ, k,m ∈ N. In this case
the following identities illustrate our theorem:
sin kϕ cosmϕ =
1
2
sin(k +m)ϕ+
1
2
cos(k −m)ϕ
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sin2 kϕ =
1
2
(1 − cos 2kϕ), cos2 kϕ = 1
2
(1 + cos 2kϕ)
At this moment it is not known if the constant 4d can be lowered in the general
situation. However, it is possible to verify that in the cases of a torus, a sphere or
of a projective space of any dimension the best constant is 2:
f, g ∈ Eω(L)→ fg ∈ E2ω(L).
8.2. Positive cubature formulas on manifolds. Now we are going to formulate
a result about the existence of cubature formulas which are exact on Eω(
√
L), and
have positive coefficients of the ”right” size. The following exact cubature formula
was established in [57], [124].
Theorem 8.5. IfM is a compact Riemannian manifold then there exists a positive
constant a = a(M), such that for 0 < r < aω−1, for any r-lattice Mr = {xk} there
exist strictly positive coefficients axk > 0, xk ∈Mr for which the following equality
holds for all functions in Eω(
√
L):
(8.2)
∫
M
fdx =
∑
xk∈Mr
axkf(xk).
Moreover, there exists constants c1, c2, such that the following inequalities hold:
(8.3) c1r
n ≤ axk ≤ c2rn, n = dim M for all k.
8.3. Parseval frames on compact homogeneous manifolds. We again recall
the quadratic partition of unity (Fj)j≥0 constructed in subsection (3.4).
Since for every Fj(
√L)f ∈ PW2j+1 (
√L) one can use the product property
(Theorem 8.1) to conclude that∣∣∣Fj(√L)f ∣∣∣2 ∈ PW4d2j+1 (√L) ,
where d = dim G, M = G/H . This shows that for every f ∈ L2(M) we have the
following decomposition
(8.4)
∑
j≥∞
∥∥∥Fj(√L)f∥∥∥2
2
= ‖f‖22,
∣∣∣Fj(√L)f ∣∣∣2 ∈ PW4d2j+1(√L).
According to our cubature formula (Theorem 8.5) there exists a constant a > 0
such that for
(8.5) rj = a · 4d · 2−(j+1) ≍ 2−j , d = dim G, M = G/H,
and corresponding rj -lattice Mrj = {xj,k} one can find coefficients aj,k with aj,k ≍
rnj , n = dimM, for which the following exact cubature formula holds
(8.6)
∥∥∥Fj(√L)f∥∥∥2
2
=
Kj∑
k=1
aj,k
∣∣∣Fj(√L)f(xj,k)∣∣∣2 ,
where Kj = card (Mrj ). Using the kernel KF2−j of the operator Fj(
√L) we define
Θjk(y) =
√
aj,k KF2−j (xj,k, y) =
(8.7)
√
aj,k
∑
λm∈[2j−1,2j+1]
F (2−jλm)um(xj,k)um(y).
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Consequently we have the following equality
‖f‖22 =
∑
j,k
|〈f,Θjk〉|2 for all f ∈ L2(M).
This, together with Theorem 6.1, gives the following statement (see [57]).
Theorem 8.6. (Parseval frames on homogeneous manifolds) For any compact ho-
mogeneous manifold M the family of functions {Θjk} constructed in (8.3) forms a
Parseval frame in the Hilbert space for L2(M). In particular the following recon-
struction formula holds true
(8.8) f =
∑
j≥0
Kj∑
k=1
〈f,Θjk〉Θjk, f ∈ L2(M).
For any j ≥ 1 the functions Θjk are bandlimited to [2j−1, 2j+1], and for every N > 0
there exists a constant C(N) such that with n = dim M one has
(8.9) |Θjk(x)| ≤ C(N)
2j(n−N)
(2−j + d(x, xj,k))N
.
for all natural j.
8.4. An exact discrete formula for evaluating Fourier coefficients on com-
pact homogeneous manifolds. As an application of the Product Property and
the Cubature Formula, we formulate the following theorem which shows that in the
case of a compact homogeneous manifold M, for any fixed bandwidth ω, one can
find finite sets of points which yield exact discrete formulas for computing Fourier
coefficients of all bandlimited functions of bandwidth ω (see [124]).
Theorem 8.7. For every compact homogeneous manifold M = G/H there exists
a constant c = c(M) such that for any ω > 0 and any lattice Mr = {xk}Kωk=1 with
0 < r < cω−1 one can find positive weights ak comparable to ω−n, n = dimM,
such that Fourier coefficients cj(f) of any f ∈ Eω(
√
L) with respect to the basis
{uj}∞j=1 can be computed by the following exact formula
(8.10) cj(f) =
∫
M
f(x)uj(x)dx =
Kω∑
k=1
akf(xk)uj(xk),
with rω satisfying relations
(8.11) C1(M)ω
n ≤ Kω ≤ C2(M)ωn.
We also have a discrete representation formula using the eigenfunctions uj
(8.12) f =
∑
j
Kω∑
k=1
akf(xk)uj(xk)uj for all f ∈ Eω(L).
9. Approximation in Lp norms and Besov spaces on general compact
manifolds
In Section 3.7 Besov subspaces in an abstract Hilbert space H were characterized
in terms of approximation by Paley-Wiener vectors, which were defined using an
selfadjoint operator L. In particular, if H = L2(M), for a Riemannian manifold
M of bounded geometry (compact or non-compact), and L is the positive square
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root of a non-negative self-adjoint second order elliptic C∞-bounded differential
operator, one obtains characterizations of the Besov spaces Bα2,p(M) in terms of
approximation by Paley-Wiener functions on M. The goal of this section is to
develop the approximation theory for the spaces Lp(M), 1 ≤ p ≤ ∞ when M is a
compact Riemannian manifold. For more details see also [57], [59], [115].
9.1. The Lp-Jackson inequality. For 1 ≤ p ≤ ∞ and f in Lp(M), we set
(9.1) E(f, ω, p) = inf
g∈Eω(L)
‖f − g‖p.
Lemma 9.1. For every m ∈ N and 1 ≤ p ≤ ∞ there exists a constant C =
C(M,m, p) such that for any ω > 1 and all f ∈Wmp (M)
E(f, ω, p) ≤ Cω−m‖Lm/2f‖p.
Proof. Here we make use of the partition of unity (Gj)j≥0 defined in Subsection
3.4. Recall that
∑
j≥0Gj(λ) = 1 for all λ ∈ [0,∞), and suppGj ⊂ [2j−1, 2j+1], for
all j ≥ 1. Furthermore, we have Gj(λ) = G1(2−jλ), and G1(λ) = g(λ/2) − g(λ),
for a suitably chosen function g with support in [0, 2]. We define for λ > 0
Ψ(λ) = G1(λ)λ
−m
so that Ψ is supported in [1, 4]. For j ≥ 1, we set
Ψj(λ) = Ψ
(
2−(j−1)λ
)
= 2(j−1)mGj(λ)λ−m,
so that
Gj(λ) = 2
−(j−1)mΨj(λ)λm.
Now for a given ω we change the variable λ to the variable 2λ/ω. Clearly, the
support of g(2λ/ω) is the interval [0, ω] and we have the following relation
Gj(2λ/ω) = ω
−m2−(j−1)mΨj(2λ/ω)λm.
It implies that if f ∈Wmp (M), so that Lm/2f ∈ Lp(M) we have
Gj(2
√
L/ω)f = ω−m2−(j−1)mΨj
(
2
√
L/ω
)
Lm/2f.
According to Theorem 7.1 we have the estimate
‖Ψj(2
√
L/ω)u‖p ≤ C′‖u‖p, u ∈ Lp(M).
Note, that since g(2λ/ω) has support in [0, 2] the function g(2
√
L/ω)f belongs to
Eω(
√
L).
Thus, the last two formulas imply the following final inequality
E(f, ω, p) ≤
∥∥∥f − g(2√L/ω)f∥∥∥
p
≤
∑
j≥1
∥∥∥Gj (2√L/ω) f∥∥∥
p
≤
C′ω−m
∑
j≥1
2−(j−1)m‖Lm/2f‖p ≤ Cω−m‖Lm/2f‖p.
The proof is complete. 
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9.2. The Lp-Bernstein inequality.
Lemma 9.2. Given m ∈ N and 1 ≤ p ≤ ∞ there exists a constant C = C(M,m, p) >
0 such that for any ω > 1 and all f ∈ Eω
(√
L
)
(9.2) ‖Lm/2f‖p ≤ Cωm‖f‖p for all f ∈ Eω(
√
L).
Proof. Consider h ∈ C∞0 (R+) such that h(λ) = 1 for λ ∈ [0, 1]. For a fixed ω > 0
the support of h(λω−1) is [0, ω], which shows that for any f ∈ Eω(
√
L) one has the
equality h(ω−1
√
L)f = f .
Applying Theorem 7.1 to the function (ω−1λ)mh(ω−1λ) we see that the operator
(ω−1
√
L)mh(ω−1
√
L) is bounded from Lp(M) to Lp(M). Thus for every f ∈
Eω(
√
L) we have∥∥∥Lm/2f∥∥∥
p
= ωm
∥∥∥(ω−1√L)mh(ω−1L)f∥∥∥
p
≤ Cωm‖f‖p for f ∈ Eω(
√
L).

9.3. Besov spaces and approximations. Recall our definition of Besov spaces
via
Bαp,q(M) =
(
Lp(M),W
r
p (M)
)K
α/r,q
, 0 < α < r ∈ N, 1 ≤ p ≤ ∞, 0 < q ≤ ∞.
where K is the Peetre’s interpolation functor. Note that the Sobolev spaceW rp (M)
is the domain of any elliptic differential operator of order r (see [143]).
Let us compare the situation on manifolds with the abstract conditions of The-
orem 3.14. We treat the linear normed spaces W rp (M) and Lp(M) as the spaces E
and F respectively. We identify T with the linear space Eω(L) which is equipped
with the quasi-norm
‖f‖T = inf {ω′ : f ∈ Eω′(L)} , f ∈ Eω(L).
Combining Lemmas 9.1, 9.2 and Theorem 3.14 we derive the following result.
Theorem 9.3. Fix α > 0, 1 ≤ p ≤ ∞, and 0 < q ≤ ∞. Then a function
f ∈ Lp(M) belongs to Bαp,q if and only if
(9.3) ‖f‖Aαq,p := ‖f‖Lp(M) +
(∫ ∞
0
(tαE(f, t, p))q dt
t
)1/q
<∞.
Moreover,
(9.4) ‖f‖Aαq,p ∼ ‖f‖Bαq,p .
By discretizing the integral term we obtain the next theorem (see [57]).
Theorem 9.4. Fix α > 0, 1 ≤ p ≤ ∞, and 0 < q ≤ ∞. Then a function
f ∈ Lp(M) belongs to Bαp,q if and only if
(9.5) ‖f‖DAαp,q := ‖f‖Lp(M) +
 ∞∑
j=0
(2αjE(f, 22j , p))q
1/q <∞.
Moreover,
(9.6) ‖f‖DAαp,q ∼ ‖f‖Bαp,q .
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Using this theorem and the Littlewood-Paley formula (7.6), one can easily prove
the following statement (see the proof of Theorem 3.18), in which (Gj)j≥0 is the
family of functions defined in Subsection 3.4.
Theorem 9.5. If α > 0, 1 ≤ p ≤ ∞, and 0 < q ≤ ∞ then f ∈ Bαp,q if and only if
f ∈ Lp(M) and
(9.7) ‖f‖A˜αp,q := ‖f‖Lp(M) +
 ∞∑
j=0
(
2αj
∥∥∥Gj (√L) f∥∥∥
p
)q1/q <∞.
Moreover,
(9.8) ‖f‖A˜αp,q ∼ ‖f‖Bαp,q .
9.4. Besov spaces in terms of sampling. Using the same arguments as in the
proof of Theorems 5.5 and the Lp-Bernstein inequality (9.2) one can establish the
following Plancherel-Polya type inequalities (for the case p = 2 see [104], [108]).
Theorem 9.6. For every compact manifold M there exist positive constants c =
c(M), C1 = C1(M) and C2 = C2(M) such that for any ω > 0, every (r,NM)-lattice
Mr = {xk} with r = cω−1 and every f ∈ Eω(
√
L) the following inequalities hold
true
(9.9) C1
(∑
k
|f(xk)|p
)1/p
≤ r−n/p‖f‖p ≤ C2
(∑
k
|f(xk)|p
)1/p
.
Let’s consider the sequence ωj = 2
j . According to Theorem 9.6 there exists a
c > 0, C1 > 0, C2 > 0 such that for any (rj , NM)-lattice Mrj = {xj,k} with
rj = cω
−1
j = c2
−j.
the Plancherel-Polya inequality (9.9) holds for every f ∈ Eωj
(√
L
)
. It implies
another characterization of Besov spaces (see [118] for the case p = 2). Again,
(Gj)j≥0 is as defined in Subsection 3.4.
Theorem 9.7. Given f ∈ Lp(M), α > 0, 1 ≤ p ≤ ∞, and 0 < q ≤ ∞. Then
f ∈ Bαp,q if and only if
(9.10)
‖f‖A˜αp,q := ‖f‖Lp(M) +
 ∞∑
j=0
2jq(α−n/p)(
∑
k
|Gj(
√
L)f(xj,k)|p)q/p
1/q <∞.
Moreover,
(9.11) ‖f‖A˜αp,q ∼ ‖f‖Bαp,q .
Proof. By construction every function Gj(
√
L)f belongs to Eωj (
√
L). According to
(9.9) one has for every f ∈ Lp
C12
−jn/p
(∑
k
∣∣∣Gj(√L)f(xj,k)∣∣∣p)1/p ≤ ∥∥∥Gj(√L)f∥∥∥
p
≤
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(9.12) C22
−jn/p
(∑
k
∣∣∣Gj(√L)f(xj,k)∣∣∣p)1/p .
Using Theorem 9.5 we obtain the statement. This concludes the proof of the theo-
rem. 
10. Approximation theory, Besov spaces on compact homogeneous
manifolds
10.1. Bernstein spaces on compact homogeneous manifolds. For detailed
proofs of all the statements in this subsection see [98], [99], [115]. Returning to the
compact homogeneous manifold M = G/K, let D = {D1, ..., Dd}, d = dimG, be
the same set of operators as in (4.12), and L = −D21 − . . .−D2d. Let us define the
Bernstein space
Bpω(D) = {f ∈ Lp(M) : ‖Di1 ...Dimf‖p ≤ ωm‖f‖p, 1 ≤ i1, ...im ≤ d, ω ≥ 0},
where d = dim G.
As before, the notation Eω(
√L), ω ≥ 0, will be used for a span of eigenvectors
of
√L with eigenvalues ≤ ω. For these spaces the next two theorems hold (see [99],
[115]):
Theorem 10.1. The following properties hold:
(1)
B
p
ω(D) = B
q
ω(D), 1 ≤ p ≤ q ≤ ∞, ω ≥ 0.
(2)
B
p
ω(D) ⊂ Eω2d(
√
L) ⊂ Bp
ω
√
d
(D), d = dim G, ω ≥ 0.
(3) (Bernstein-Nikolskii inequality)
(10.1) ‖Lmϕ‖q ≤ C(M)ω2m+ dp− dq ‖ϕ‖p, ϕ ∈ Eω(
√
L), m ∈ N,
where d = dim G, 1 ≤ p ≤ q ≤ ∞.
Remark 10.2. When p = q the inequality (10.1) becomes
(10.2) ‖Lmϕ‖p ≤ C(M)ω2m‖ϕ‖p, ϕ ∈ Eω(
√
L), m ∈ N.
Note that the inequality (9.2) is weaker than the inequality (10.2) in the sense that
the constant in (9.2) depends on m (and obviously on the manifold) but the constant
in (10.2) depends only on the manifold.
Every compact Lie group can be considered to be a closed subgroup of the
orthogonal groupO(RN ) of some Euclidean space RN . It means that we can identify
M = G/K with the orbit of a unit vector v ∈ RN under the action of a subgroup
of the orthogonal group O(RN ) in some RN . In this case K will be the stationary
group of v. Such an embedding of M into RN is called equivariant.
We choose an orthonormal basis in RN for which the first vector is the vector v:
e1 = v, e2, ..., eN . Let Pr(M) be the space of restrictions to M of all polynomials
in RN of degree r. This space is closed in the norm of Lp(M), 1 ≤ p ≤ ∞, which is
constructed with respect to the G-invariant normalized measure on M.
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Theorem 10.3. If M is embedded into an RN equivariantly, then
Pr(M) ⊂ Br(D) ⊂ Er2d(
√
L) ⊂ Br√d(D), d = dim G, r ∈ N,
and
spanr∈N Pr(M) = spanω≥0 Bω(D) = spanj∈N Eλj (
√
L).
10.2. Mixed modulus of continuity and Besov spaces on compact homo-
geneous manifolds. For more details on the topic of this section see [94], [95].
For the same operators as above D1, ..., Dd, d = dim G, (see Section 3) let T1, ..., Td
be the corresponding one-parameter groups of translation along integral curves of
the corresponding vector fields i.e.
(10.3) Tj(τ)f(x) = f(exp τXj ·x), x ∈M = G/K, τ ∈ R, f ∈ Lp(M), 1 ≤ p <∞,
here exp τXj · x is the integral curve of the vector field Xj which passes through
the point x ∈M. The modulus of continuity is introduced as
Ωrp(s, f) =
(10.4)
∑
1≤j1,...,jr≤d
sup
0≤τj1≤s
... sup
0≤τjr≤s
‖ (Tj1(τj1 )− I) ... (Tjr(τjr )− I) f‖Lp(M),
where d = dim G, f ∈ Lp(M), 1 ≤ p < ∞, r ∈ N, and I is the identity operator
in Lp(M). We consider the space of all functions in Lp(M) for which the following
norm is finite:
(10.5) ‖f‖Lp(M) +
(∫ ∞
0
(s−αΩrp(s, f))
q ds
s
)1/q
, 1 ≤ p, q <∞,
with the usual modifications for q =∞.
It is known [145]-[147] that the Besov space Bαp,q(M) are exactly the interpolation
space according to Peetre’s K-method:
Bαp,q(M) = (Lp(M),W rp (M))Kα/r,q, 0 < α < r ∈ N, 1 ≤ p ≤ ∞, 0 < q ≤ ∞.
where K is the Peetre interpolation functor.
The following theorem follows from a more general results in [94]-[98].
Theorem 10.4. If M = G/K is a compact homogeneous manifold the norm of
the Besov space Bαp,q(M), 0 < α < r ∈ N, 1 ≤ p, q < ∞, is equivalent to the norm
(10.5). Moreover, with d = dim G the norm in (10.5) is equivalent to the norm
(10.6) ‖f‖
W
[α]
p (M)
+
∑
1≤j1,...,j[α]≤d
(∫ ∞
0
(
s[α]−αΩ1p(s,Dj1 ...Dj[α]f)
)q ds
s
)1/q
,
if α is not an integer ([α] is its integer part). For the integer case α = k ∈ N the
norm (10.5) is equivalent to the norm (Zygmund condition)
(10.7) ‖f‖Wk−1p (M) +
∑
1≤j1,...,jk−1≤d
(∫ ∞
0
(
s−1Ω2p(s,Dj1 ...Djk−1f)
)q ds
s
)1/q
.
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10.3. Besov spaces in terms of the frame coefficients. Let us note that for
the frame functions Θjk which were introduced in (8.3) the inequalities (7.1) and
(8.5) imply that there exists a constant C > 0 such that uniformly in j and k the
following estimate holds
(10.8) ‖Θjk‖p ≤ C2nj(1/2−1/p).
This estimate can be improved. Indeed, the following improvement on Corollary
7.1 for compact manifolds holds true [59].
Theorem 10.5. Given a compact manifold M and an F ∈ C∞0 (R), one has the
following asymptotic behavior for any 1 ≤ p ≤ ∞:
(10.9)
(∫
M
∣∣KFt (x, y)∣∣p dy)1/p ≍ t−n/q, for t→ 0 1/p+ 1/q = 1, 1 ≤ p ≤ ∞,
with constants independent of x and t, as t→ 0.
By applying this theorem to the frame functions Θjk we obtain the following
improvement of the estimate (10.8)
(10.10)
∥∥∥Θjk∥∥∥
p
≍ 2nj(1/2−1/p), 1 ≤ p ≤ ∞.
The quasi-Banach space bαp,q consists of sequences s = {sjk} (j ≥ 0, 1 ≤ k ≤ Kj)
satisfying
(10.11) ‖s‖bαp,q =
 ∞∑
j≥0
2jq(α−n/p+n/2)
(∑
k
|sjk|p
)q/p1/q <∞.
We consider the following mappings
(10.12) τ(f) = {〈f,Θjk〉},
and
(10.13) σ({sjk}) =
∞∑
j≥0
∑
k
sjkΘ
j
k,
defined on the space of finitely supported coefficient sequences. By using the rela-
tion (10.10) one can prove the following theorem which appeared in [57] and which
characterizes Besov spaces on M in terms of the frame coefficients.
Theorem 10.6. Let Θjk be given as in (8.3). Then for 1 ≤ p ≤ ∞, 0 < q ≤
∞, α > 0 the following statements are valid:
(1) τ in (10.12) is a well defined bounded operator τ : Bαp,q(M)→ bαp,q;
(2) σ in (10.13) is a well defined bounded operator σ : bαp,q → Bαp,q(M);
(3) σ ◦ τ = id;
(4) the following norms are equivalent:
‖f‖Bαp,q(M) ≍
 ∞∑
j=0
2jq(α−n/p+n/2)
(∑
k
|〈f,Θjk〉|p
)q/p1/q = ‖τ(f)‖bαp,q .
Moreover, the constants in these norm equivalence relations can be esti-
mated uniformly over compact ranges of the parameters p, q, α.
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In fact, the frame expansions obtained in the Hilbert space setting extend to
Banach frames for the corresponding family of Besov spaces, a situation which is
quite well known from coorbit theory (see [60]).
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