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Parameter estimation in a memory-assisted noisy quantum interferometry
P. Szan´kowski, M. Trippenbach and J. Chweden´czuk
Faculty of Physics, University of Warsaw, ul. Hoz˙a 69, PL–00–681 Warszawa, Poland
We demonstrate that memory in an N-qubit system subjected to decoherence, is a potential
resource for the slow-down of the entanglement decay. We show that this effect can be used to retain
the sub shot-noise sensitivity of the parameter estimation in quantum interferometry. We calculate
quantum Fisher information, which sets the ultimate bound for the precision of the estimation. We
also derive the sensitivity of such a noisy interferometer, when the phase is either estimated from
the measurements of the population imbalance or from the one-body density.
PACS numbers: 03.75.Gg, 03.75.Dg, 37.25.+k
I. INTRODUCTION
Non-classical correlations proved to be a key concept in
many areas of modern science, such as quantum informa-
tion [1], quantum computation, cryptography, teleporta-
tion [2] and even biology [3]. In ideal circumstances, non-
classical states can be prepared and utilized at will. For
instance, quantum metrology employs correlated states
to reach the sub shot-noise (SSN) precision of param-
eter estimation [4–7]. However, a coupling with envi-
ronment inevitably destroys subtle quantum correlations
and drives the system into a classical mixture. This pro-
cess, called decoherence, imposes severe limitations on
what can be achieved in the laboratory [8–10]. Moti-
vated by recent interferometric experiments with ultra-
cold atoms [11–15], we study the impact of decoherence
on a collection of N bosonic qubits. In particular, we
investigate the influence of the decoherence on the per-
formance of atomic interferometers and focus on an im-
print of a relative phase θ between the two modes [16].
This process lasts for a time τ and is accompanied by the
coupling of the system to environment. As our main re-
sult, we demonstrate – both analytically and numerically
– that memory opens new possibilities to counteract the
decoherence during the evolution of the two-mode quan-
tum state under the influence of the environment.
This paper is organized as follows. In Section II we
introduce the system of N qubits coupled to the envi-
ronment and present a detailed discussion of a physically
justified model of noise. In Section III, using the formal-
ism of the spherical tensors, we dervie the expression for
the dynamics of the density matrix. In Section IV we
analyze the dynamics of the system in detail and show
that memory can preserve subtle quantum correlations.
In Section V we turn our attention to the application of
the memory effect in quantum interferometry. We show
that inded memory can be utilized to maintain high pre-
cision of an interferometer. In Section VI we analyze the
impact of noise on some particular estimation schemes.
We conclude in Section VII.
II. FORMULATION OF THE PROBLEM
A general approach for finding the dynamics of the sys-
tem (S) interacting with an environment (E) relies upon
solving the equation for the density matrix of the system
alone ˆ̺S , i.e. i∂t ˆ̺S = TrE{[Hˆtot, ˆ̺SE ]}. Here we set
~ ≡ 1 and ˆ̺SE is the total density matrix of the system
and the environment, while the reduced density matrix of
the system is obtained by tracing out the environmental
degrees of freedom ˆ̺S = TrE{ ˆ̺SE}. The Hamiltonian
Hˆtot is a sum of three parts HˆS , HˆE and Hˆint.
We now specify the Hamiltonian of the system HˆS , and
note that a collection of N bosonic qubits is equivalent
to a single spin-N2 particle. It can be described by the
angular momentum operators
Jˆk =
1
2
N∑
i=1
σˆ
(i)
k (1)
where σˆ
(i)
k is the k-th Pauli matrix (k = x, y, z) of the i-th
particle. We assume, that the system alone is undergoing
interferometric transformation, which is the imprint of
the relative phase θ between the two modes,
HˆS = ΩJˆz. (2)
Here, Ω is an external field, which is related to the in-
terferometric phase by θ = Ωτ . Basing on recent exper-
imental results [12, 13], we assumed that the two-body
interactions, which are essential for the state preparation
[4, 7, 17], are absent during the phase imprint.
In the next step, one should specify the Hamiltonian
of the environment HˆE , and determine how it interacts
with the system via Hˆint. However, this ab initio method
is almost always impractical. Construction of a realistic
model of HˆE and Hˆint is difficult because the necessary
information about relations between numerous degrees
of freedom is hardly accessible. Moreover, tracing out
the environment is challenging and usually gives a closed
equation for ˆ̺S (then called the quantum Master Equa-
tion [18, 19]) only upon further radical approximations.
The only known treatable case is the spin-boson model
[19], which depicts a linear interaction of a single qubit
with a collection of independent harmonic oscillators.
2Below we discuss a phenomenological model of the
system–environment interaction, which circumvents the
difficulty with determining the detailed description of the
environment. A necessary assumption for this construc-
tion is that the back-action of the system on the envi-
ronment is either absent or can be safely neglected. If
this is the case, the only way the system can be affected
by the environment is through an effective external field
generated by it. The qubits are indistinguishable bosons,
thus they occupy the same configuration space and each
particle has to be coupled to the exactly the same field
ΩE(t). Therefore, the interaction Hamiltonian is
Hˆint =
1
2
ΩE(t) ·
N∑
i=1
σˆ
(i) ≡ ΩE(t) · Jˆ (3)
where σˆ(i) is a three-component vector of Pauli matrices
for the i-th qubit.
To determine the exact form of the field ΩE(t) is as
difficult as finding HˆE . Nevertheless, statistical proper-
ties of the environment should be much easier to either
obtain or deduce. This observation allows for the final
step, where we replace ΩE(t) with a fluctuating field de-
scribed by a stochastic process ω(t) chosen to reflect the
aforementioned properties [20].
In this way, the explicit presence of the environmental
degrees of freedom is mimicked by the fluctuations of the
field and the Hamiltonian Hˆtot is replaced by
Hˆ = ΩJˆz + ω(t) · Jˆ. (4)
We underline the fact that all qubits evolve under the
common noise, because the system is composed of iden-
tical bosons. Consequently, a collection of N bosonic
qubits is equivalent to a single spin-N2 particle due to
symmetrization over all permutations of particles, which
is enforced by the indistinguishability and is conserved
by the dynamics.
The evolution of the system generated by the stochas-
tic Hamiltonian (4) can be understood as follows. For
every trajectory (realization) of the stochastic process
ω0(t) chosen at random with the probability distribution
P(ω0) the Hamiltonian (4) generates a unitary evolution
of the initial state. The single-trajectory output state,
denoted by ˆ̺(t;ω0), is given by the formula
ˆ̺(t;ω0) = Uˆ(t;ω0) ˆ̺(0) Uˆ
†(t;ω0). (5)
Here, the unitary evolution operator involves the time
ordering and reads
Uˆ(t;ω0) = T exp
[
−i
∫ t
0
dt′
(
ΩJˆz + ω0(t
′) · Jˆ
)]
. (6)
Since we do not posses the information about which tra-
jectory governs a given run of the experiment, the den-
sity matrix of the system ˆ̺S(t) is a mixture of all possible
choices
ˆ̺S(t) =
∑
ω0
ˆ̺(t;ω0) =
∫
Dω0 P(ω0) ˆ̺(t;ω0). (7)
Here
∫
Dω0 is a functional integral over the space of real
vectorial functions. On the other hand, statistical mix-
ture of all possible realizations of the fluctuating field is
the same as the definition of the average over process ω
of the stochastic density matrix ˆ̺(t) obtained as a so-
lution to the stochastic equation of motion provided by
(4). Hence, the system density matrix is also equal to
ˆ̺S(t) = ˆ̺(t), (8)
where ( ) denotes the average. We recognize in this step
an analog of tracing over the environmental degrees of
freedom performed in the approach of the Master equa-
tion. In this way, we have constructed the general frame-
work of the system-environment model. To continue fur-
ther on it is necessary to specify the statistical proper-
ties of ω(t), i.e. the probability distribution P(ω0). Be-
low we argue that the stationary Gaussian process is the
most natural choice which accounts for the wide variety
of physical situations.
Typically, we can expect that the environment consists
of many approximately independent sources of fluctua-
tions, which sum up to ω(t). If this is the case, than
according to the Central Limit Theorem, ω(t) tends to
a Gaussian process with the growing number of sources.
Therefore, the process is fully determined by its average,
ω(t), and the correlation function, ωi(t)ωj(t′) = κij(t, t′).
Here, subscripts i, j denote orthogonal components of the
vector field ω(t). Moreover, the environment is expected
to be in a stationary state – for example in the thermal
equilibrium. In line with the “no-back-action” postu-
late which states that the system does not disturb the
environment, there is no distinguished instant of time.
Hence, also the process itself must be stationary, which
implies that the average is a constant and the correlation
function depends only on time difference. To make the
discussion even more transparent, we choose ω(t) to be
isotropic – which applies for an environment without any
distinguished direction. Later we will revise this assump-
tion. To summarize,
ω(t) = 0 and ωi(t)ωj(t′) = κ(|t− t′|)δij , (9)
where we set the average to be zero – without any loss of
generality. The strength of the fluctuations is given by
the variance ω20 = κ(0) = ω
2
i (t).
In the majority of relevant situations, the correlation
function κ(|t−t′|) rapidly tends to zero when |t−t′| > τc,
where τc is the correlation time, which sets the time scale
for the process [21].
The non-zero correlation time connects the events from
various instants of the evolution in a nontrivial way, i.e.
not only through the initial conditions. Therefore, if the
evolution is governed by a processes with τc 6= 0, we say
that the system has memory. Moreover, τc can be consid-
ered as a measure of memory, so the larger τc, the more
memory is present in the system. The proposed notion of
memory stands in line with the rigorous definition of non-
Markovian process: the solution of stochastic equation of
3motion (ˆ̺(t) before averaging in our case) is Markovian,
i.e. memory-less, iff the noise driving the system has a
vanishing correlation time [22].
This type of Gaussian, colored noise occurs, for exam-
ple, in the magnetic traps induced by the current running
through the coils. The thermal fluctuations of the cur-
rent result in the Gaussian fluctuations of the magnetic
field with ω20 proportional to the temperature and the
correlation time proportional to the capacitance of the
coils (parasitic and otherwise).
Finally, we comment on the applicability of the pre-
sented model of the system–environment interactions. in
some physical cases it might be necessary to include the
action of the system on the environment. However, this
extension is not necessary, in the light of our main con-
clusion which states that quantum correlations and high
efficiency of the interferometer can be preserved if the ex-
periment is carried out on the timescale of τc. The noise
affecting the system is generated by a complex evolution
of the environment, which in principle could be altered
by the system. This disturbance modifies the properties
of the noise felt by the system and effectively appears as
a self-interaction mediated by the environment, hence it
is a second-order correction and at the time-scale of the
correlation time can be safely neglected [23]. Moreover,
the approximation of this noise as a Gaussian process,
even if the Central Limit Theorem fails, is justified by
noting that higher order correlations come into play for
times longer then τc [21, 24].
III. STOCHASTIC EQUATIONS OF MOTION
The stochastic density matrix satisfies the von Neu-
mann equation of motion i∂t ˆ̺(t) = [Hˆ, ˆ̺(t)], with the
Hamiltonian given by Eq. (4). When ˆ̺(t) is spanned by
the appropriately chosen basis operators – which respect
the symmetry of the Hamiltonian – the equations of mo-
tion greatly simplify. In our case this orthonormal basis
is composed by a collection of spherical tensor operators
[48], which are irreducible representations of the rotation
group and are defined by a following set of conditions[
Jˆz, Tˆ
(j)
m
]
= mTˆ (j)m (10)[
Jˆ±, Tˆ (j)m
]
=
√
j(j + 1)−m(m± 1)Tˆ
(j)
m±1 (11)
Tr
(
Tˆ (j)†m Tˆ
(j′)
m′
)
= δjj′δmm′ , (12)
where Jˆ± = Jˆx± iJˆy. The density matrix decomposed in
the basis of Tˆ
(j)
m ’s reads
ˆ̺(t) =
N∑
j=0
j∑
m=−j
〈
Tˆ (j)m (t)
〉∗
Tˆ (j)m . (13)
Only the terms
〈
Tˆ
(j)
m (t)
〉
= Tr
[
Tˆ
(j)
m (t)ˆ̺(0)
]
are affected
by fluctuations, thus the evolution is fully determined by
these expectation values. The above parametrization of
the density matrix (13) might seem complicated, but it
gives a particularly simple set of equations
i∂t
〈
Tˆ (j)m (t)
〉
=
j∑
m′=−j
H
(j)
mm′(t)
〈
Tˆ
(j)
m′ (t)
〉
, (14)
where H
(j)
mm′(t) = 〈j,m
′|Hˆ |j,m〉 and |j,m〉 are the eigen-
states of the angular momentum operators, which will
be consequently used as the basis states. The formal
solution of Eq. (14) is given in terms of the time-ordered
exponential which acts on the initial expectation values〈
Tˆ
(j)
m
〉
= Tr
[
Tˆ
(j)
m ˆ̺(0)
]
, i.e.
〈
Tˆ (j)m (t)
〉
=
∑
m′
[
T exp
(
−i
∫ t
0
dt′H(j)(t′)
)]
mm′
〈
Tˆ
(j)
m′
〉
.
(15)
The final and the most challenging step is to calculate the
average of (15) using the “cumulant expansion” method
described in detail in [25]. However, even this procedure
does not provide an analytical outcome apart from two
cases when either the Hamiltonians commute at different
times (i.e only fluctuations along z-axis are present) or
when the correlation time vanishes (the Markovian limit).
Still, for Gaussian process an excellent approximation is
obtained by restricting the cumulant series to the second
order [26], and this yields
〈
Tˆ
(j)
m (t)
〉
= e−m
2Γ0−(j(j+1)−m2)Γ+e−im(Ωt−Γ−)
〈
Tˆ (j)m
〉
.
(16)
The decay rates are defined by the function
Γ(t,Ω) =
∫ t
0
dt1
∫ t1
0
dt2 κ(t1 − t2) e
iΩ(t1−t2) (17)
and read
Γ0 = Γ(t, 0) (18)
Γ+ = Re[Γ(t,Ω)] (19)
Γ− = Im[Γ(t,Ω)]. (20)
The two rates Γ± result from the fluctuations in the x−y
plane, while Γ0 originates only from the z-component of
the noise.
From Eq. (16) it is evident that the density matrix
elements are damped by the fluctuations. As we argue
below, the rate of damping can be substantially decreased
in the presence of memory.
IV. EVOLUTION OF THE DENSITY MATRIX
We illustrate the memory effect by taking the system
to be initially in a pure state ˆ̺S(0) =
∣∣Ψ〉〈Ψ∣∣, and choose∣∣Ψ〉 = 1√
2
(∣∣N
2 ,
N
2
〉
+
∣∣N
2 ,−
N
2
〉)
to be the maximally en-
tangled “NOON” state. When ˆ̺S(0) is decomposed into
4the basis of spherical tensors, it reads
ˆ̺S(0) =
N
2∑
j=0
〈
Tˆ
(2j)
0
〉
Tˆ
(2j)
0 +
1
2
(
Tˆ
(N)
N + Tˆ
(N)
−N
)
. (21)
The first term is the diagonal of the density matrix
spanned on tensors withm = 0. Away from the diagonal,
the only non-zero elements are those in the top (spanned
on the m = N tensors) and the bottom (m = −N) cor-
ners. The presence of tensors with m 6= 0 in the density
matrix of the NOON state is crucial for the SSN sen-
sitivity of the Jˆz interferometer [16]. However, due to
damping in Eq. (16), asymptotically only the scalar term
Tˆ
(0)
0 ∝ 1ˆ remains nonzero and the density matrix tends
to a completely mixed state 1
N+1 1ˆ. It does not depend
on Ω and is useless for parameter estimation.
0 0.5
0.6
0.8
1
0 1 2 3
0
0.2
0.4
0.6
0.8
1
t τc/
ex
p 
(-Γ
  )+
FIG. 1. The temporal behavior of the damping factor
exp (−Γ+) for Ωτc = 0 (solid black), Ωτc = 2.5 (dashed
red) and Ωτc = 10 (dotted blue). The value of Γ+ is cal-
culated for the Ornstein-Uhlenbeck process [50], for which
κ(t) = ω20 exp
(
− |t|
τc
)
with ω0τc = 1. The inset focuses on
early times and compares the colored-noise cases with the
white-noise limit exp
(
−ω20τc t
)
(dot-dashed green).
In order to appreciate the role of memory as a resource
for the decoherence slow-down, we compare the finite cor-
relation time (τc 6= 0) case with the “white noise” limit.
This limit is achieved by letting τc → 0 while keeping
1
T
≡
∫∞
0 κ(s)ds constant. As a result, the correlation
function tends to the Dirac delta, κ(t) → 2
T
δ(t), which
gives Γ(t,Ω)→ t
T
. It can be related to the colored noise
decay rate, which for short times is Γ(t,Ω) ≃ 12ω
2
0t
2, by
noting that
∫∞
0 κ(s)ds ≃ ω
2
0τc. Therefore
1
T
should be
compared to the combination of the colored-noise param-
eters ω20τc. According to Eq. (16) the white-noise decay
is purely exponential, e−j(j+1)
τc
T
t
τc , while in the pres-
ence of memory and for t ≪ τc the decay is less violent,
namely e−
1
2
j(j+1) τc
T (
t
τc
)
2
. The difference is illustrated in
the inset of Fig. 1, which shows the temporal behavior
of the damping factor at short times. The white noise
case is characterized by the omnipresent exponential de-
cay, while the memory sets a new time-scale on which the
build-up of the decoherence is slow. As it is pointed out
in [37], this short-time quadratic behavior is not specific
to particular choice of the model, but it is an universal
feature of quantum mechanics. The Markovian limit and
the resulting exponential decays is an idealization which
always breaks down at sufficiently short time scales where
the memory-less approximation is no longer valid. This
effect is to be colligated with a broader category of phe-
nomena associated with quantum Zeno effect [23, 27–31].
Another way to control the decoherence results from
an interplay between the deterministic field Ω and the
fluctuating part ω(t). To picture this effect, we recall
that every realization of process ω(t) yields a realization
of stochastic ˆ̺(t;ω) as a solution of the equation of mo-
tion. Each realization can be viewed in an approximate
“stroboscopic” picture, where the field ω(t) does not
change much within correlation time τc, and then jumps
to another value. The aforementioned interplay becomes
clear when the evolution is viewed from the reference
frame rotating around Ω. Transition to this frame does
not change the z-component of the fluctuations which is
manifested by the Ω-independent decay rate Γ0. On the
other hand, the perpendicular part rotates around the
z-axis with frequency Ω. If the period of the rotation is
small in comparison to the correlation time (Ωτc ≫ 1),
it performs many revolutions between jumps. In such a
case, stochastic jumps are not noticeable anymore, differ-
ent realizations become indistinguishable thus one cannot
speak of fluctuations anymore. Similar effect prevents a
spinning top from toppling. This gyroscopic effect causes
the decrease of Γ+ for large Ωτc, as shown in Fig. 1. This
figure compares the damping factors e−Γ+ for three dif-
ferent values of Ωτc. Note that in the white-noise limit,
the jumps are instantaneous which leaves no time for the
gyroscopic effect to kick in and consequently the decay
rate 1
T
does not depend on Ω.
V. MEMORY IN NOISY QUANTUM
INTERFEROMETRY
In the next step we examine how the build-up and
gyroscopic effects can be utilized to preserve the SSN
sensitivity of the interferometric parameter estimation.
A. Cramer-Rao bound and the Fisher information
The precision of the estimation of the parameter Ω
from a series of Nexp experiments is bounded by the
Crame´r-Rao Lower Bound (CRLB) [32],
∆2Ω >
1
Nexp
1
FQ
, (22)
where FQ is called the Quantum Fisher Information
(QFI). It depends on the state of the system ˆ̺S(τ) = ˆ̺(τ)
5on which the measurements are performed and reads
FQ = 2
∑
i,j
∣∣〈i| ∂Ω ˆ̺S(τ) |j〉∣∣2
pi + pj
. (23)
Here, |i〉 denotes the eigenstate of ˆ̺S(τ) and pi is the
corresponding eigenvalue.
It is important to note, that the value of FQ strongly
relies upon the correlations between the particles in the
system. First consider separable states, which can be
written as a convex sum of product states of N particles
ˆ̺S(τ) =
∑
i
pi ρˆ
(1)
i ⊗ . . .⊗ ρˆ
(N)
i , (24)
where 0 6 pi 6 1 and
∑
i pi = 1. In this case, the QFI
is bounded by the Shot-Noise Limit (SNL), FQ 6 Nτ
2
[7]. This bound is known to hold for unitary evolution
generated by Hamiltonian of type (2). Below we present
a proof that this is still the case for non-unitary evolution
caused by noisy Hamiltonian (4).
Quantum Fisher information is a convex function,
hence for ˆ̺S(t) given by a mixture (7), FQ[ ˆ̺S(τ)] is
bounded by the average QFI
FQ[ ˆ̺S(τ)] 6
∫
Dω0P(ω0)FQ [ ˆ̺(τ ;ω0)] . (25)
Substituting the expression for the single-trajectory den-
sity matrix (5) into Eq. (23) gives
FQ [ ˆ̺(τ ;ω0)] = 2τ
2
∑
i6=j
|pi − pj |
2
pi + pj
∣∣〈i|n · Jˆ|j〉∣∣2, (26)
where according to the Reference [33]
n · Jˆ =
∫ 1
0
ds Uˆ(τ ·s;ω0) Jˆz Uˆ
†(τ ·s;ω0) . (27)
For separable initial state, the single-trajectory QFI from
Eq. (26) is bounded by Nτ2 [5, 7, 33] and since the prob-
ability P(ω0) is normalized, then the average QFI from
Eq. (23) of an initially separable ˆ̺S(τ) is also bounded
by Nτ2. This concludes the proof.
When the dependence on the parameter is introduced
in the system via a linear transformation as in Eq. (4),
the SNL can be surpassed only when the particles are en-
tangled, i.e. when the state cannot be written in the form
(24). In other words, particle entanglement of the two-
mode state ˆ̺S(τ) is a necessary (though not sufficient)
resource for having FQ > Nτ
2 [5, 7]. Therefor, quan-
tum Fisher information can be regarded as a measure of
the degree of non-classical correlations which allow for
beating the SSN limit and it reaches the highest value
FQ = N
2τ2 for the maximally entangled NOON state.
On the other hand, from the point of view of the
CRLB, the QFI tells how much the state is susceptible
to the imprint of the parameter Ω [7]. The state which
gives higher values of the QFI changes more abruptly
upon the interferometric transformation, therefore it can
be used to read out even small variations of the parame-
ter. Hence, the QFI allows to identify the optimal state
for the estimation of an interferometric parameter. The
proper choice of the probe state ˆ̺S(0) must be accompa-
nied by a “good” measurement performed on ˆ̺S(τ). Such
measurements can be identified formally [32] but usually
are difficult to realize in the experiment. Moreover, the
optimal estimation strategy, in general, will depend on
the value of the unknown parameter Ω [34]. This prob-
lem can be solved using some adaptive protocols, where
the information about Ω obtained from an initial, non-
optimal estimation is used to refine the subsequent mea-
surements. We postpone the issue of the optimal mea-
surements and efficiency of some more practical protocols
to Section VI.
B. Fisher information in the presence of noise
We now show, that the memory effects preserve high
values of the QFI and consequently the SSN sensitivity of
initially entangled states ˆ̺S(0), when the phase imprint
is accompanied by the coupling to the environment as in
Eq. (4).
In the absence of noise the NOON state, used in the
previous section, is maximally entangled, as FQ = N
2τ2
reaches the ultimate Heisenberg limit [5, 7]. As argued
above, when the system in the NOON state is exposed
to a noise for a long time, it reaches a completely mixed
state, which gives FQ = 0 and thus is utterly useless
for interferometry. Nevertheless, in presence of memory
effects, when NΓ+ is small [35], the QFI, which reads
FQ ≈
N2
∣∣τ − ∂ΩΓ−∣∣2
1−NΓ+
e−2N
2Γ0−2NΓ++NΓ+ (∂Ω log Γ+)
2
(28)
decays slower, than in the white-noise limit
F
(wn)
Q = N
2 τ2 e−2N(N+1)
τ
T . (29)
Moreover, the QFI, as seen from Eq. (28), contains addi-
tional terms due to the Ω-dependence of the decay rates –
the consequence of the gyroscopic effect. Because of this
dependence it is expected that some knowledge about Ω
can be retrieved from the observation of the evolution of
the state. The second term of (28) quantifies how much
information can be extracted in the particular example of
NOON state and shows that at the short time scales it is
negligible in comparison with that coming form the sole
imprint. Nevertheless, this effect is not always unimpor-
tant. For example, at longer times-scales when the off-
diagonal terms of the NOON state vanish and it becomes
equivalent to a mixture of the eigen-states
∣∣N
2 ,−
N
2
〉
and∣∣N
2 ,
N
2
〉
of the phase-imprinting operator Jˆz, the QFI will
remain non-zero just due to the gyroscopic effect. We
stress that this improvement is purely a memory effect,
absent in Eq. (29).
6Notice that both in case (28) and (29), the strongest
source of decoherence – which cannot be diminished by
the gyroscopic effect – comes from the z-component of
the noise ωz(t) which sets Γ0 [36]. This is because in
-2.5 -2 -1.5 -1 -0.5 0
1
10
102
103
104
-2.5 -2 -1.5 -1 -0.5 0
1
10
γ
QF
FIG. 2. The QFI in units of τ 2 for different input states
ˆ̺S(0) of N = 100 particles parametrized with γ of the Bose-
Hubbard Hamiltonian (see text for details) and with ωz(t) =
0. The Figure compares the QFI at τ = 0.5τc in absence of
noise (solid black), in presence of memory (dashed red) and in
the white-noise limit (dotted blue). The gray horizontal dot-
dashed line denotes the shot-noise limit FQ = 100. The inset
shows the QFI for the isotropic case in presence of memory
(dashed red) and in the white-noise limit (dotted blue). As
in Fig. 1 the colored noise is the Ornstein-Uhlenbeck process
with ω0τc = 1 and Ωτc = 10.
the Hamiltonian (4), ωz(t) can be interpreted as fluctu-
ations of the estimated parameter itself. It is reasonable
to design the experiment in such a way, that the esti-
mated parameter is well defined. That is, weak and slow
fluctuations along the z-axis is a necessary condition for
successful interferometric experiment. In this spirit we
relax the isotropic assumption (9) and let the strength
and correlation time of ωz(t) be different from the per-
pendicular components. In particular, by setting ωz = 0,
we get Γ0 = 0 so the strongly damping exponential factor
in Eq. (28) disappears.
To picture the impact of noise, in Fig. 2 we plot the
QFI for a wide family of usefully entangled input states
ˆ̺S(0). These are the ground states of the two-well Bose-
Hubbard (BH) Hamiltonian
HˆBH = −EJ Jˆx + UJˆ
2
z (30)
with attractive two-body interactions [16, 49] for differ-
ent values of the ratio γ = U/NEJ . For instance, for
γ = 0 we have a product state called the coherent spin
state (CSS), while for γ → −∞ we get a NOON state.
The structure of this family of states in terms of the
spherical tensors is presented in Fig. 3. Figure 2 shows
that for ωz(t) = 0, memory effects prevent the significant
loss of information and keep the particles entangled, as
FQ > Nτ
2. On contrary, in the white-noise case, the
SSN sensitivity is lost even at short times. Also, the in-
set underlines the destructive role of the fluctuations of
the parameter Ω.
m
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FIG. 3. Illustration of the structure of the initial den-
sity matrices ˆ̺S(0) generated with the Bose-Hubbard Hamil-
tonian. The contour plot shows the distribution Km =∑N
j=m
∣∣∣Tr
(
ˆ̺(0)Tˆ
(j)
m
) ∣∣∣
2
. For γ ≃ 0, the density matrix con-
sist of close-to-diagonal terms, so only the tensors with m ≃ 0
contribute. When γ . −1, there is a growing contribution
from large m’s.
C. Symmetry and the useful entanglement
Note that there is a striking affinity between the struc-
ture of the initial density matrices drawn in Fig. 3 and the
QFI from Fig. 2. This similarity is not a coincidence and
can be understood as follows. When the interferometric
transformation is performed in the absence of noise, so
it is generated by the Hamiltonian (4) with ω(t) = 0 the
QFI can be bounded by
FQ 6 4
∑
α
pα

 N∑
m=0
m2
N∑
j=0
|〈ψα|Tˆ
(j)
m |ψα〉|
2

 , (31)
where ˆ̺S(0) =
∑
α pα|ψα〉〈ψα|. The inequality is sat-
urated only for pure states. The scaling of the QFI is
set by magnetic number m, hence the presence of tensors
with largem’s in the decomposition of the state is crucial
for the SSN sensitivity. If the state has low symmetry,
the matrix elements are distributed around the diagonal
– as in the case of the CSS – and only tensors with m’s
close to zero are present in the state and thus the scaling
is low [38]. On the other hand, if the matrix elements
are stuffed in the corners – as in the case of the NOON
state – tensors with large m’s will contribute, with the
largest being equal to N . Consequently, one can reach up
to the N2 scaling of the QFI, which signals high degree
of entanglement. This reasoning shows a strict relation
between the symmetry of the state, its susceptibility to
the interferometric transformation and the useful entan-
glement.
7VI. COMPARISON OF CRLB WITH
PARTICULAR ESTIMATION STRATEGY
Now we turn to discuss the possibility of reaching
CRLB in particular estimation strategies.
A. Population imbalance
An often applied method of estimating a parameter
is based on the measurement of the population imbal-
ance between the two output modes of the interferom-
eter. With ultra-cold gases, such measurement can be
performed using the light imaging techniques, where the
number of particles in spatially separated modes is ob-
tained using the absorption imaging methods [11, 14].
The measured difference of the number of particles M =
1
2 (Na − Nb) can vary from M = −
N
2 to M =
N
2 , while
the associated probability reads
p(M |Ω) = Tr [|J,M〉 〈J,M | ˆ̺S(τ)] . (32)
Here J = N2 and Jˆz |J,M〉 = M |J,M〉. If the measure-
ment of the population imbalance is repeated Nexp ≫
1 times, the precision of the parameter estimation is
bounded by
∆2Ω >
1
Nexp
1
F
. (33)
The quantity F is called the classical Fisher information
(CFI), which is given by the formula
F =
N
2∑
M=−N
2
1
p(M |Ω)
(
∂p(M |Ω)
∂Ω
)2
. (34)
Since the QFI from Eq. (23) is obtained by optimizing
the precision of the parameter estimation over all possible
measurements, then FQ > F holds [32].
Note that in the absence of noise, the probability from
Eq. (32) does not depend on Ω since
p(M |Ω) = Tr
[
|J,M〉 〈J,M | e−iΩτ Jˆz ˆ̺(0)eiΩτ Jˆz
]
= Tr [|J,M〉 〈J,M | ˆ̺(0)] . (35)
In such case, the Fisher information from Eq. (34) is
equal to zero and according to Eq. (33), the measure-
ment of the population imbalance does not provide any
information about the parameter [39]. However, due to
the gyroscopic effect the diagonal elements of the density
matrix ˆ̺S becomes Ω-dependent. Hence in the presence
of noise with the non-vanishing correlation time F > 0.
However the numerical calculations reveal that the values
of F remain negligible even with respect to the shot-noise
level.
Nevertheless, the value of F grows significantly if the
information about Ω is fully exchanged between the
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FIG. 4. The Fisher information form Eq. (34) compared to
the QFI for three values of Ωτc plotted as a function of the
input state calculated with the Bose-Hubbard Hamiltonian
(30). For each value of Ωτc, the upper curve (either solid,
dotted or dashed) shows the ultimate bound of the QFI. The
lower curves present the values of the Fisher information for
the population imbalance estimation. The plot is prepared for
the same parameters as Fig. 2, namely τ = 0.5τc, N = 100
and ωz(t) = 0. The horizontal dot-dashed line represents the
shot-noise limit F = 100.
modes before the measurement of population imbalance.
We consider an idealized case when after the non-unitary
evolution the modes are mixed by an instantaneous pi2
pulse along the x-axis. Such a transformation repre-
sents a beam-splitter, a device used in light- and atom-
interferometry [40]. In presence of this additional pi2 -
pulse, the probability from Eq. (32) is transformed into
p(M |Ω) = Tr
[
|J,M〉 〈J,M | e−i
pi
2
Jˆx ˆ̺S(τ)e
i pi
2
Jˆx
]
. (36)
In the absence of noise this probability gives F = FQ
if the initial state satisfies Tr
[
Jˆz ˆ̺S(0)
]
= 0, see [41].
Such states are called path-symmetric, and among them
are the ground states of the BH Hamiltonian (30) for
all γ. When the noise is present, the measurement of
the population imbalance is not optimal anymore, i.e.
F < FQ as shown in Fig. 4. The Fisher information is
much smaller then the QFI despite strong suppression of
decoherence due to memory effects. Still, as Fig. 4 shows,
the discussed protocol can give sub shot-noise sensitivity
with entangled input states.
B. One-body density
Finally, we consider a strategy of the parameter es-
timation from the one-body density [16], which is well
suited for interferometers based on ultra-cold atom sys-
tems. In the scenario we examine the beam-splitter,
which is often difficult to implement in the atomic sys-
tems, is replaced by the free expansion of the two clouds
8initially localized around the minima of the double-well
potential. After the sufficiently long expansion time, the
clouds overlap and form the interference pattern in the
far-field regime. The positions of individual atoms can
be precisely detected using modern techniques such as
the micro-channel plate [42], tapered fiber [43], the light-
sheet method [44] or the atomic fluorescence form the
lattice [45]. The acquired data, in principle, gives ac-
cess to atom-atom correlations of all orders. The posi-
tion of the observed interference fringes depends on Ω,
and provides the information about the interferometer.
The estimation strategy based on measurements of Nth-
order correlation function is optimal for a wide spectrum
of input states ˆ̺S(0), because it utilizes the information
about the whole density matrix of the system [46, 47].
However, even with small number of particles, the mea-
surement of the Nth-order correlation function would re-
quire substantial experimental effort. For this reason we
limit our discussion to estimation from first correlation
function - the one-body density.
The general scheme of the estimation from the
parameter-dependent density ρ is following. In every sin-
gle shot of the experiment the positions of atoms forming
the interference pattern are recorded. The experiment is
repeated Nexp times and the density ρ(x|Ω˜) is fitted to
the averaged data points. Here, Ω˜ is a free parameter,
which is determined from the least-squares formula. If
this procedure is performed large number of times, the
averaged Ω˜ tends to the true value of the parameter Ω,
meaning that the estimator Ω˜ is unbiased.
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FIG. 5. The Fisher information from Eq. (42) for different
input states calculated with the Bose-Hubbard Hamiltonian
(30). The solid black line is the F˜ for the in presence of noise.
We use the same model of the Ornstein-Uhlenbeck process as
in Fig.1 with Ωτc = 10 for τ = 0.5τc. The dotted line is the
maximal value of F˜ in the absence of noise. For reference,
the ultimate bound of the QFI is shown with the red dashed
line. The dot-dashed gray line represents the shot noise limit
F˜ = 100.
In this protocol, the value of the estimator is derived
from the one-body density. In consequence, the sensitiv-
ity, which is the variance of the estimator, might depend
on the variance of the density – the second order corre-
lation function. A rigorous derivation of the sensitivity
[16] gives
∆2Ω˜ =
1
Nexp
1
F1 + F2
≡
1
Nexp
1
F˜
. (37)
In the above expression, F1 is the one-body Fisher infor-
mation and reads
F1 =
∫
dx
1
ρ(x|Ω)
(
∂ρ(x|Ω)
∂Ω
)2
. (38)
The other component of the sensitivity is related not only
to the density, but also to the second-order correlation
function
F2 =
1
F1
∫
dx
∫
dy
∂ρ(x|Ω)
∂Ω
∂ρ(y|Ω)
∂Ω
g(2)(x, y|Ω). (39)
In order to evaluate the integrals (38) and (39), we in-
troduce the two-mode field operator Ψˆ(x) = ψa(x)aˆ +
ψb(x)bˆ. In the far-field regime, the mode functions ψa(x)
and ψb(x) fully overlap and only differ by the phase. The
density is defined as
ρ(x|Ω) = Tr
[
Ψˆ†(x)Ψˆ(x)ˆ̺S(τ)
]
, (40)
while the second-order correlation function reads
g(2)(x, y|Ω) =
Tr
[
Ψˆ†(x)Ψˆ†(y)Ψˆ(y)Ψˆ(x)ˆ̺S(τ)
]
ρ(x|Ω)ρ(y|Ω)
. (41)
These two expectation values can be calculated analyt-
ically and inserted into Equations (38) and (39) give a
rather complicated expression
F˜ =
〈Jˆx〉
2(α+ µβ)2
N
4 (α + β)µ+ 〈(αJˆy − βJˆx)
2〉 − α2〈Jˆy〉2 − β2〈Jˆx〉2
.
(42)
Here α = ∂Ω (Ωτ − Γ−) and β = 1µ∂ΩΓ+ are the rates of
changes of imprinted phase and decay rates. Also, µ =√
1− 2
N
〈Jˆx〉 is related to the visibility of the interference
fringes. In the above expression, all the average values
are calculated with the initial state, so for instance 〈Jˆx〉 =
Tr
(
Jˆx ˆ̺S(0)
)
.
Figure 5 shows F˜ for the family of ground states of the
BH Hamiltonian for various values of γ. Although the
noise suppresses the value of F˜ , it can still give sub-shot
noise sensitivity. The characteristic drop of F˜ around
γ = −1 is related to the decrease of the visibility of the
fringes in the one-body density due to transition from the
coherent-like to the NOON-like states of the BH Hamil-
tonian.
Equation (42) depends on the two lowest moments of
the angular momentum operators which probe the parts
9of density matrix spanned by the m = 0, 1, 2 tensors.
Therefore, the value of F˜ is high for those states, which
have low symmetry. According to Fig (3), those are the
states for −1 . γ ≤ 0, which have their matrix elements
focused mostly around the diagonal. On the other hand,
F˜ drops significantly for highly symmetric states. In or-
der to probe the parts of density matrix spanned by ten-
sors of larger m-s, the estimation strategy should be ex-
tended to measurements of higher correlation functions.
According to results of [16], CFI for estimation from nth
correlation function depends on up to 2nth moments of
angular momentum operators, which in turn are spanned
by spherical tensors of m-s reaching 2n.
VII. CONCLUSIONS AND
ACKNOWLEDGMENTS
We have demonstrated how the memory in an N -qubit
system, which is a subject to external noise, can be em-
ployed to suppress the entanglement decay. We have ar-
gued that this effect has potential application to quantum
interferometry. In presence of memory, the deterministic
evolution – which imprints the parameter-Ω dependence
on the state – couples to the non-unitary evolution gener-
ated by the fluctuations. As a result, the SSN sensitivity
is retained for longer times – not only due to the decoher-
ence slow-down but also thanks to additional information
about Ω present in the decay rates. This observation is
valid not only for the ultimate bound of the precision but
also applies to some particular estimation protocols.
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