Abstract. The recursive algorithm of a (fast) discrete wavelet transform, as well as its generalizations, can be described as repeated applications of block-Toeplitz operators or, in the case of periodized wavelets, multiplications by block circulant matrices. Singular values of a block circulant matrix are the singular values of some matrix trigonometric series evaluated at certain points. The norm of a block-Toeplitz operator is then the essential supremum of the largest singular value curve of this series. For all reasonable wavelets, the condition number of a block-Toeplitz operator thus is the lowest upper bound for the condition of corresponding block circulant matrices of all possible sizes. In the last section, these results are used to study conditioning of biorthogonal wavelets based on B-splines.
1. Introduction. Orthogonality is a very strong property. It might exclude other useful properties like, for example, symmetry in the case of compactly supported wavelets 6, 7] . Consequently, in many applications biorthogonal wavelets have been used rather than the orthogonal ones. Stability of such bases has been studied and conditions for Riesz bounds to be nite were established 2, 3, 4, 5] . However, when dealing with applications, one would like to have some quantitative information about sensitivity to such things like noise in the data or quantization. Some relevant estimates can be found in the engineering literature on multirate lter banks, where noise is modelled as a random process and its transmission through the system is studied; see, e.g., 12]. However, most of these results concern particular designs and implementations. Here we will use an alternative approach|we will look at discrete wavelet transforms from the point of view of linear algebra.
For example, let us consider the process of image compression using wavelets (see, e.g., 1, 11, 14] ). The algorithm has three steps. First, the discrete wavelet transform is applied to the image, then the resulting data is quantized and nally it is coded in some e cient way. The purpose of the transform is to increase the compressibility of the data and to restructure the data so as, after decompression, the error caused by quantizing is less disturbing for a human viewer then if the image was quantized directly without a transform. The encoded image can be manipulated in di erent ways (e.g., transmitted over network) which can cause further distortions. To decompress the image we just need to decode the data and to apply the inverse transform. Let us denote the error vector that is added to the transformed data y before the reconstruction by u and let us suppose that we know the magnitude of the relative error, kuk=kyk = . Then, if x denotes the original image, the relative error in the reconstructed image is kT ?1 uk kxk kT ?1 k kuk kxk = kT ?1 k kyk kxk kT ?1 k kTkkxk kxk = kT ?1 k kTk ;
If no further assumptions are imposed on the image and type of the error, this estimate is the best possible. Also in other applications, the sensitivity to errors can be shown to be naturally related to the condition number of the transform matrix with respect to solving a system of linear equations, cond(T ) = kTk kT ?1 k:
(1) Condition number depends on the norm. For nite matrices we will use here matrix 2-norm, which is induced by the Euclidean vector norm. When necessary, we will use subscript 2 to emphasise that we deal with these norms. We will speak also about condition number of an operator l 2 ( Z Z ) ?! l 2 ( Z Z ). We de ne it also by (1); the norm is the operator norm induced by the norm of l 2 ( Z Z A k e ik :
The proof is based on the point-wise singular decomposition of A; some di culties arising from the fact that we have to ensure that the singular vector we want to construct has square integrable components must be overcome on the way. For reasonable wavelets, the curves of singular values of A have some smoothness and essential supremum and in mum become supremum and in mum or even maximum and minimum. Condition number of C(A) is then lowest upper bound on condition of periodized wavelet transforms for all possible lengths of data. We also describe how some particular properties of the wavelets imply a certain structure of the singular values. These observations can be used to further improve the e ciency of computing the condition numbers.
In the last section of this paper, we apply this technique to study conditioning of biorthogonal Bspline wavelets constructed by Cohen, Daubechies and Feauveau 5] , nowadays probably the most often applied biorthogonal wavelets. We show there that the condition number increases exponentially with the order of the spline. Conditioning can be signi cantly improved by suitable scaling of the wavelet functions, but, even for the optimal scaling, the growth has exponential character.
After nishing the rst version of this paper, I became familiar with related works by Keinert 8 ] and Strang 9] . While Strang's work concerns mostly Riesz bounds for subspaces in a multiresolution analysis and wavelet decomposition, Keinert concentrates on conditioning of nitely sized transforms and asymptotic estimates for deep recursive transforms. He also presents a number of numerical experiments that show how these estimates are realistic when some speci c types of introduced errors are considered (e.g., white noise). In this revised version I have tried to emphasise results that are complementary to those of Keinert and Strang. 2. Translational and wavelet bases and the operators of the change of a basis. Let us consider some translation-invariant subspace of L 2 ( R I ) with a translational Riesz basis fu k (x ? hn); k = 1; : : : ; r; n 2 Z Z g generated by some r-tuple of functions u k , k = 1; : : : ; r, h being the translation step. Let this subspace have another, similar, basis fv k (x ? hn); k = 1; : : : ; r; n 2 Z Z g. Each of the functions v k , k = 1; : : : ; r, can be expressed in the terms of the rst basis; there exist sequences fa (k;l) n g n2Z Z 2 l 2 ( Z The scaling and wavelet function thus have to conform to the two-scale relations that are usually written as
In the (fast) discrete wavelet transform, we perform recursively the change of basis from f2 j=2 ' (2 j sequences fh n g n2Z Z and fg n g n2Z Z determine the biorthogonal counterparts of the scaling and wavelet function,' and~ by relations analogous to (2) . Although the conditioning of this basic step of recursive transform is crucial, we want to study also how the error cumulates in the recursive transform. Since all the bases involved have translational character, we can use the same approach as for one step for the transform of any nite depth; we can always nd a common translation step. For example, let us consider two steps of recursion. We perform, in fact the change of basis in V j from f2 j=2 ' (2 j The in nite strip A thus will have four rows; the entries can be easily found by recursive applications of (2) . In particular, if we denote the sequences that form rows of A by fb (s) n g n2Z Z , s = 1; : : : ; 4 An analogous approach can be used for generalizations of classical wavelet transforms like those based on more than one scaling and wavelet function and general integer dilation parameter m 2 (multiwavelets, higher multiplicity wavelets) or non-stationary wavelets, where di erent block-Toeplitz operators applied in the recursive algorithm. Also wavelet packets transforms, where also wavelet spaces are further decomposed, can be described in a similar way.
3. Numerical condition of block circulant matrices. Any circulant matrix is unitarily similar to a diagonal matrix. This matrix has (up to scale) the discrete Fourier transform of the rst row of the original matrix on the diagonal and the similarity matrix is the matrix of the discrete Fourier transform itself. This fact can be generalized for block circulant matrices as follows. Theorem 3.1. Each block circulant matrix is unitarily similar to a block diagonal matrix. In Let us remind here, that the 2-norm of a matrix M equals to its largest singular value, which we will denote here max (M). Similarly, min (M) will stand for the smallest singular value, the 2-norm of M ?1 . 
Notice that if the curves of the largest and smallest singular values are continuous (which happens, for example, for compactly supported wavelets, when A contains only a nite number of non-zero entries) this is the lowest upper bound for cond(C N (A)) independent of N. We will show in the next section that for any reasonable wavelet the right hand side of (4) represents, in fact, the condition number of C(A).
4. Norm and condition number of block-Toeplitz operators. Similarly as in the previous section, we will apply here a \block Fourier transform". However, here the situation is a little more complicated than in the case of nite matrices.
Let us denote l 2 r ( Z Z ) the Hilbert space of (column) vectors of length r with all components in l 2 ( Z Z ).
We can see this space also as a space of vector-valued sequences. The inner product is
subscripts determine entries of sequences, while superscripts entries of vectors. Similarly, L 2 r ( 0; 2 )) is the Hilbert space of r-vectors of square integrable functions on 0; 2 ) with the inner product
To nd the norm of the operator C(A) induced by the norm of l 2 ( Z Z ), we employ Hilbert space isomorphisms of these spaces. First, there is a trivial isomorphism between l 2 ( Z Z We will slightly abuse the notation and denote this operator also by C(A).
Since we assume that C(A) represents the change from one Riesz basis to another, fa (k;l) n g n2Z Z 2 l We need to show that we have the lowest upper bound, in other words, that for each > 0 we can nd x such that kx k L 2 r ( 0;2 )) = 1 and kAx k L 2 r ( 0;2 )) > ? : Let us take point-wise the singular value decomposition of A;
A( ) = V( ) ( )U( ); where V( ) and U( ) are r r unitary matrices and ( ) is the diagonal matrix with the singular values of A( ) on the diagonal, in decreasing order. We will denote these singular values j ( ), j = 1; : : : ; r.
To construct x we need a path of right singular vectors corresponding to the largest singular value, something like the rst column of U, but we have to ensure that this path is square integrable. Because x has measurable components and jx (s) ( )j 2 kx ( )k 2 2 2 f0; 1= (S )g, we have x 2 L 2 r ( 0; 2 )). A simple calculation shows that kx k L 2 r ( 0;2 )) = 1. We have We now have to show that for every > 0 there exists x , kx k L 2 r ( 0;2 )) = 1, such that kAx k L 2 r ( 0;2 )) <~ + :
In order to do that we rst need to construct a square integrable path of right singular vectors corresponding to the path of the smallest singular values, r . Combining the results above we obtain the following theorem. Just let us point here that, instead of considering each row of A separately, we could use block rows, each of them comprising of, let say, p rows. We then would obtain similar result with some p p matrices B (s) n instead of scalars b (s) n ; instead of 1;r we would use p;r=p and, similarly, D r ( ) would be replaced by a matrix with p p diagonal blocks equal to e ?ik I, k = 0; : : : ; r=p. This might be useful for the case of multiwavelets (more than one scaling function) when the two-scale equations analogous to (2) have matrix coe cients (see, e.g., 10]). jm 0 ( + )j 2 = (sin 2 ( =2)) n+1 ; jm 1 ( + )j 2 = (cos 2 ( =2)) 2K?n?1 P 2 K (sin 2 ( =2)):
Let us take, again, point-wise singular value decomposition of A, A( ) = V ( ) ( )U( ):
Theorem 6.1. The numerical condition of one level of the (fast) discrete wavelet transform based on B-spline biorthogonal wavelets of order n de ned above is at least 2 n , independently of the value of K.
Proof. Since P K (cos 2 ( =4)) = P K (sin 2 ( =4)) = P K (1=2) = 2 K?1 (cf. (8)), substituting = =2 into the formulae above we obtain tr(B( =2)B( =2) ) = 2 ?n + 2 n :
Squares of the singular values of B( =2) thus equal 2 n and 2 ?n , respectively, and the condition of this matrix is 2 n . The condition hence must be at least 2 n . Numerical experiments show that the condition number often equals 2 n . From the point of view of conditioning, it is better to choose K smaller for low order splines and larger for higher order splines; see Table 1 at the end of the paper.
Once the scaling lters m 0 andm 0 are given, (9) is not the only possibility for the corresponding wavelet lters. The entire freedom can be described as follows: scaling by can be used to improve the condition. In the case of the spline wavelets improvement can be signi cant. However, it turns out that whatever scaling we choose, we can't beat the exponential growth with the order of the spline. Theorem 6.2. For any scaling factor , the condition of one step of discrete wavelet transform with spline biorthogonal wavelet of order n is at least 2 n=2 .
Proof. Instead of the condition of B( ) we need to study here the condition of
where m 1 ( ) = e ?i m 0 ( + ) as before, in (9) . For = =2
tr(B ( =2)B ( =2) ) = 2 ?n + j j 2 2 n ; the singular values of B ( =2) are j j 2 n=2 and 2 ?n=2 and its condition hence is j j 2 n for j j 2 ?n and 1=(j j2 n ) for j j < 2 ?n . On the other hand, for = 0, B (0) = 1 0 0 ? and its condition is j j for j j 1 and 1=j j for j j < 1. Combining these results we see that the condition of the wavelet transform can not be better than j j2 n if j j 2 ?n=2 , and 1=j j if j j < 2 ?n=2 . Consequently, whatever j j we choose, the condition is at least 2 n=2 .
The optimal scaling parameter is usually equal or close to 2 ?n=2 , see Table 2 and 3. Notice that this is true especially for the wavelets that have condition number equal to 2 n . The condition of the optimally scaled wavelet then equals 2 n=2 , in most cases.
Figures 1{5 show some typical behaviour of the singular value curves in dependence on the order of the spline, parameter K, scaling of the wavelet and depth of the transform. There are some interesting details there like, for example, the presence of points where the plot looks almost like if two curves were intersecting each other, but, in fact, we have two di erent curves that have turning points and are well separated. 
